We study the convergence of cluster and virial expansions for systems of particles subject to positive two-body interactions. Our results strengthen and generalize existing lower bounds on the radii of convergence and on the value of the pressure. Our treatment of the cluster coefficients is based on expressing the truncated weights in terms of trees and partition schemes, and generalize to soft repulsions previous approaches for models with hard exclusions. Our main theorem holds in a very general framework that does not require translation invariance and is applicable to models in general measure spaces. For the virial coefficients we resort to an approach due to Ramawadth and Tate that uses Lagrange inversion techniques only at the level of formal power series and leads to diagrammatic expressions in terms of trees, rather than the doubly connected diagrams traditionally used. We obtain a new criterion that strengthens, for repulsive interactions, the best criterion previously available (proposed by Groenveld and proven by Ramawadth and Tate). We illustrate our results with a few applications showing noticeable improvements in the lower bound of convergence radii.
Introduction
The virial expansion is the expansion of the pressure in powers of the density. It was introduced by Kamerlingh Onnes at the beginning of the XX-th century, to replace the van der Waals equation of state for non-ideal gases. The expansion both solves physical inconsistencies of the Van der Waals approach and provides a more faithful description of diluted non-ideal fluids. While the coefficients of the expansion are useful already at the phenomenological level (see tables, e.g., in [1, 2]), statistical mechanics can be used to determine them starting from microscopic models. This is traditionally accomplished through an auxiliary expansion of the pressure in powers of an effective parameter called fugacity -the cluster expansion introduced by Mayer in the early forties. Differentiation of this series yields, in turns, the density as a power series of the fugacity. The virial expansion is, in principle, obtained, by formally inverting this last series to obtain the fugacity as a power series in the density, and composing the latter with the expansion for the pressure.
The expressions for the coefficients of the cluster and virial expansion are well known for systems with two-body interactions. They involve some non-trivial combinatorics whose bookkeeping is more efficiently done in terms of diagrams. The terms of the cluster expansions can be expressed in terms of trees [23, 11] , while those of the virial expansion are usually written in terms of doubly connected diagrams (see, for instance, the classical reference [34] ). The complexity, and number of possibilities for virial diagrams increase very rapidly with the order of the term, and already the computations for the simplest non-ideal gas -hard spheres-are a subject of current interest [20, 28, 7] .
From the point of view of rigorous statistical mechanics, however, the crucial issue is the determination of the region in parameter space for which the cluster and virial series converge. Such region correspond to regimes in which fluids remain in gas form, without exhibiting transitions to liquid or solid phases. The study of convergence properties of both series started in the late sixties [23, 15, 21] but did not gather momentum till a couple of decades later. The convergence of the cluster expansion has been studied by a variety of methods: Kirkwood-Salzburg equations [15] [29, Chapter 4] ; tree-graph bounds [6] , induction methods [19, 9, 10] and partition schemes [11] (see [5] for further comparisons of these methods). The last method yields the best bounds to date and have been subject of a number of applications and improvements (e.g. [16, 32] ).
The case of gases in continuum space is of particular interest here. The convergence of their cluster expansion depends on the interplay of two effects:
(E1) The alternation of signs in the terms defining the coefficients of the cluster expansion.
(E2) The tug-of-war between the repulsive and attractive parts of the interaction. The second effect is particularly subtle, and has not been properly exploited till very recently [25] . The first effect is the only one present for repulsive potentials and it is the one taken into account in the transcriptions of the inductive [24] and Kirkwood-Salzburg [17] approaches. The approach based on partition schemes has been successfully applied to the extreme case of hard repulsions [12] and, also, in the seminal work [25] . In the latter, however, the repulsive part of the potential is bounded below by zero and for the purely repulsive case the resulting bound is no better than the classical one.
Mayer's approach turns the proof of convergence of virial expansions into a combination of cluster-expansion convergence with estimations of coefficients obtained by inversion of a series. After the ground breaking work of Lebowitz and Penrose [21] this inversion is invariably done by resorting to the Lagrange inversion formula for analytic series. This strategy, however, applies only to regimes in which the cluster expansion converges and, hence, can potentially introduce unphysical constraints inherited from the unphysical singularities that limit the convergence of the cluster expansion. In fact, virial convergence beyond cluster-expansion convergence has, indeed, been observed in some particular models [18] . In this work we present expressions for the virial coefficients (Proposition 7.11) obtained on a purely combinatorial basis, without relying on cluster-expansion convergence. Consequently, our main estimates of the radius of convergence of the virial expansion (Theorem 4.1) can potentially exceed our best estimate for the cluster radius of convergence (see Remark 4.2) .
The objective of this paper is to develop the best available results for cluster and virial convergence of systems with positive two-body interactions. The paper has, therefore, two largely independent parts which, however, share some common technology. Cluster expansion results rely in expressing the truncated weights in terms of trees. This is a time-honored tradition that, however, can be made more effective, as pointed in [11] , through the use of partition schemes. As we discuss below, these schemes allow the incorporation of further dilution effects due to the repulsive character of the interaction. This leads to a very general convergence result (Theorem 3.12 below) which generalizes previous results for systems with exclusions [11, 12] . The theorem also strengthen, in the purely repulsive setting the best results available for soft interactions [33, 24, 25] . [We have not investigated its relation with the technically more involved approach in [32] .] For the benefit of the reader having physical applications in mind we start by presenting out results in more usual but less general forms (Theorems 3.1 and 3.4).
Our treatment of the virial expansion is a strengthening of the unfortunately yet unpublished work by S. Ramawadth and S. Tate [26, 27] . We follow very close their novel approach, adding improvements specific for the repulsive case. A noteworthy aspect of this approach is that it leads to alternative diagrammatic expressions of the virial coefficients [formulas (7.19 ) and (7.31) below], based on collections of trees rather than the more involved doubly connected graphs. The approach relies on two ingredients. The first ingredient is a careful handling of the different coefficients through the formalism of formal power series and formal Laurent series. Below, we present a detailed account of the different step involved, including a largely self-contained review of the relevant aspects of the theory of formal series. The second ingredient introduced in [26, 27] is the very clever procedure of merging of trees, also fully discussed below. The combination of both ingredients leads to the improved lower bounds on the radii of convergence of the virial expansion detailed in Theorem 4.1 below. Unfortunately, the improvement applies only to repulsive interactions. We are at present unable to extend our treatment to interactions to both repulsive and attractive parts.
Ramawadth's and Tate's results also provides a proof of an early convergence criterion proposed by Groeneveld [14] in his 1967 PhD dissertation. This criterion, which was presented without proof, is an improvement of Lebowitz' and Penrose's for positive interactions. To our knowledge, Ramawadth's and Tate's constitute its first published proof. As we explain below, Theorem 4.1 constitutes a strengthening of Groenveld's in the case of positive interactions. The full criterion, however, is difficult to apply in practice. We therefore propose a slightly weaker criterion (Corollary 4.6) that is, however, computationally more efficient. This "efficient" criterion is not directly comparable with Groenveld's but, as we show in several examples, it is often much better.
We illustrate our criteria with a number of examples and applications (Sections 3.3 and 4.2). For models of hard spheres our estimates of cluster radii of convergence for d = 1 are 60% better than the classical bound -and within 20% of the exact value-and 40% better for d = 2. This last result was already obtained in [12] . Our estimates for the virial radii for hard spheres, on the other hand, are 40% and 25% better than that of Greonveld (itself 60% larger than the classical estimate by Lebowitz and Penrose [21] ) respectively for d = 1 and d = 2. For a power-law repulsive potential of interest in physics [4] our bound of the virial radius is 10% better than Groeneveld's and 80% better than the classical estimates.
Assumptions and definitions
Our starting point is the grand canonical partition function for a classical gas on a finite region Λ ⊂ R d :
Here β is the inverse temperature, z is a parameter called fugacity and the functions U N define the interaction potential of the particles in the system. The results in the sequel remain truemodule measurability conditions-with the Lebesgue measure dx replaced by any other σ-finite measure. In particular, the measure could include space dependent fugacities. In this work we assume that the interactions are:
• Two-body:
with measurable functions φ which are allowed to take the value +∞ to describe hardcore exclusions.
In particular the functions U N are invariant under permutations of their arguments.
is finite. The function C(β) play on important rôle in the estimates of convergence below. As remarked in [29] , its finiteness for some β is equivalent to φ(x, 0) being integrable outside some set of finite Lebesgue measure (for instance, outside the set {x : φ(x) ≤ 1}). This, in turns, implies that finiteness of C(β) for some β implies finiteness for all β.
The finite-volume pressure is
while the thermodynamic pressure p is obtained through the thermodynamic limit
e.g. in Fisher sense. The finiteness of C(β) is, technically, not enough to guarantee the existence of this limit. A convenient sufficient condition is, for instance [29, Chapter 3] the existence of A, r 0 > 0 and α > d such that φ(0, x) ≤ A/|x| α for |x| > r 0 . This condition -called temperedness by Ruelle-is satisfied by all physical examples, including the ones discussed below. The finite-volume cluster expansion is the Taylor expansion of βP Λ around z = 0 (diluted regime):
The finite-volume virial expansion is obtained by expanding, instead,
where ρ Λ is the mean density of particles for the grand-canonical ensemble in the volume Λ
so to yield a correct version of the flawed van der Waals equation of state. The virial expansion amounts to composing the cluster expansion (2.4) with the function z(ρ Λ ) obtaining by inverting (2.6). For z within the radius of convergence of the cluster expansion, this inversion can be performed through Lagrange inversion formula. The dependence of the virial coefficients β n as a function of the cluster coefficients b n can, instead, be obtained in a purely algebraic fashion, without analytical considerations, by working at the level of formal power series (see e.g.
[3]). Indeed, z(ρ Λ ) can be represented by the formal power series obtained as the inverse series to the term-by-term derivative of (2.4), namely
The virial expansion follows from the composition of the cluster expansion with the inverse series of (2.7). The eventual objects of interest is the thermodynamic limit (2.3) and, thus, the infinite-volume limits of the coefficients the cluster expansion: Denoting
the corresponding (infinite-volume) cluster and virial expansion take the form
These expansions, and the previous ones should be understood as formal power series and the equalities are conditioned to the actual convergence of the series. For the sake of completeness we review formal power series and their operations in Section 7.
The goal of the present work is to determine fugacity and density radii below which all the series of (2.4), (2.5), (2.10) and (2.11) converge uniformly, uniformly for all Λ.
Results on cluster expansions
3.1. Basic convergence results. The following theorem summarizes the convergence criterion for the cluster expansion of systems of objects subject to a positive two-body interaction. Let
(vertex sum).
for some µ > 0. Then (i) The finite-volume cluster expansions (2.4) and their limit (2.10) converge uniformly.
(ii) Furthermore,
This theorem is a particular case of the more general Theorem 3.12 below, which will be proven in Section 5.2. A slightly weaker form of the theorem [sharp inequalities in (3.4) and (3.5)] admits a much simpler proof that we present, for completeness, in Section 5.4.
Remark 3.2. The C(β)-temperedness implies that 1 ≤ Ψ(µ) ≤ e µC(β) . In the trivial case in which all interactions are zero, C(β) = 0 and Ψ(µ) = 1. This implies βP Λ (z) = βp(z) = z which is a series with infinite radius of convergence. Otherwise, Ψ grows at least quadratically with µ and, hence, the ratio µ/Ψ(µ) is a continuous and positive function on [0, ∞), taking the value zero for µ = 0 and converging to zero as µ → ∞. As a consequence:
(a) The ratio µ/Ψ(µ) achieves its maximum in [0, ∞). (b) If |z| is less or equal than this max, the fixed point equation |z| = µ/Ψ(µ) has at least one solution.
These observations lead to the following corollary. (iii) If |z| ≤ r * , then
where µ z the smallest solution to the fixed-point equation
3.2. More detailed cluster convergence bounds. For the purposes of this paper it is important to highlight some refinements of the above results that are, usually, consider technical details hidden in the proof of the convergence criteria. These refinements play an important role in the analysis of virial expansions presented below, and help to understand approximate schemes yielding criteria that are weaker but computationally more feasible than the convergence condition (3.4). We start by pointing out the well known fact that the cluster expansion takes the form
Let G(n) denote the complete graph with vertices 1, · · · , n. Then
and "⊂ cc " standing for "connected spanning subgraph of" and E(G) being the set of edges of G. The refinements of interest here involve sums over trees.
Let us denote T 0 [n] the set of trees with vertices {0, 1, . . . , n} rooted in 0. Each tree τ ∈ T 0 [n] defines the corresponding tree distance which, in turns, gives rise to the obvious definition of ancestors and descendants of a vertex and, in particular, the notion of parent (= immediately preceding ancestor) and child (= immediate descendant) of a vertex. For a vertex i we shall denote s i the number of its children (= siblings), and label those by a double index: (i, 1), . . . , (i, s i ). Denote
and (3.13) B(z) := 1 + n≥1 z n n! S n B n (0; x 1 , . . . , x n ) d x 1 · · · d x n (tree sum).
The following is the strengthening of Theorem 3.1 which is actually proven below in an even more general version.
Theorem 3.4. Assume z ∈ C satisfies condition (3.4), namely |z| ≤ µ/Ψ(µ) for some µ > 0. Then, the following inequalities hold:
As a matter of fact, the proof reveals a sequence of improvements of the rightmost bound. While these improvements have not been exploited yet, let us state them here for the sake of completeness.
and let Π n z denote its n-fold composition of Π z with itself. Then, (i) The sequence (Π n z ) n≥1 is strictly decreasing and converges to a limit Π ∞ z which is a fix point of Π z . (ii) The following sequence of bounds hold
Both Theorems 3.4 and 3.5 follow immediately from the more general Theorem 3.12 below. Taken together they explain the usual approach of arriving to explicit bounds by weakening the interaction through the remotion of some of its terms. In doing so, one obtains a larger tree sum B ≥ B whose convergence provides a sufficient criterion.
Corollary 3.6. Let φ and φ be two-body positive functions not identically zero such that
Denoting with tildes objects corresponding to φ, we have (i) The radii of convergence of the cluster expansions (2.4) and (2.10) are bounded below by
Remark 3.7. A perhaps less known fact is the existence of rigorous upper bounds of the radius of convergence of the cluster expansion. Penrose [22] obtained the sequences of bonds (valid more generally for stable two-body potentials)
(with analogous expressions for finite Λ). This sequence of bound is sharp in that it has a subsequence converging to the actual radius convergence. The bound for n = 2 can be strengthened [22, 13] (3.21)
3.3. Applications of cluster-expansion results. Let us exploit Corollary 3.6. This is the classic bound, given for instance in [29, Chapter 4] , which has remained the only one available for positive interaction, except for the case of hard spheres [12] (in particular, it coincides with the bound given in [25] for interactions with no negative part). Part (ii) of the Corollary 3.6 yields the bounds
Here W is Lambert's function (inverse of xe x ).
Application 3.9 (First correction to the classical bound). A further level of approximation is obtained by bounding by 1 some, rather than all, factors e −βφ(x i ,x j ) in (3.1). For instance, if this is done for all factors with 1 ≤ i ≤ n and n + 1 ≤ j ≤ n + m we obtain the inequality (3.25) g(n + m) ≤ g(n) g(m) .
In particular,
These bounds lead, by (3.18), to the condition
sinh µ g(2)
.
To get an idea of how this compares with the classical bound (3.23), we simply choose µ = 1/ g(2). This yields (3.28) R cluster ≥ r 2 := 1
The improvement with respect to the previous application is made explicit by the relation
For the extreme case of hard discs in R 2 we have δ = 3 3/4 /(2 √ π) [12] and r 2 /r 1 ∼ 1.25, while the full optimization of the ratio µ/Ψ(µ) leads to a convergence radius 1.39 r 1 [12] . By (ii) of Corollary 3.6 we also have the bounds βP Λ (z), βp(z) ≤ 1/ g(2) = 1/[δC(β)]. These are bounds larger than those in (3.24), but they apply uniformly in the larger region |z| ≤ r 2 .
Application 3.10 (Hard spheres). Models with pure hard-core interactions are the examples with maximal repulsion and, thus, those that should exhibit more clearly the improvements of our formula. In the case of hard spheres, the interactions are of the form
for some hard-core radius a > 0. For these models C(β) = V d (a), the volume of the d-dimensional sphere of radius a, and the coefficients g(n) of the function Ψ are of the form
where g d (n) is a purely geometrical factor that depends on the dimension d but not on the radius a:
(3.32)
As a consequence, the bound (3.18) becomes
where the function
is in fact a polynomial with degree equal to the maximum number of non-overlapping unit spheres that can be made to overlap a fixed sphere. The case d = 1 corresponds to hard intervals in a line and one easily finds
60% bigger than the classical bound (3.23). In fact, the model is solvable and the exact radius of convergence of the cluster expansion is 0.736/V 1 (a) [22] . The case d = 2 was worked out in [12] ; formula (4.21) leads to R hard 2 0.5107/V 2 (a); almost 40% above the classical bound.
Application 3.11 (Power-law potentials). There has been recent interest [35, 4, 31] in the phase diagram of repulsive potentials of the form
To test condition (3.18) we considered the case β = = σ = 1, n = 6 and d = 3. To determine the function Ψ we computed up to four decimal places
and bounded g (6) to g (14) combining the values in (3.38) with inequality (3.25). We obtain, numerically, R * 0.428/C(1).
3.4.
Convergence of more general cluster expansions. Cluster expansions can be generalized in two directions: (1) Considering measure spaces other than (R d , dx), and (2) considering complex-valued interactions. Our convergence proof, in fact, is done in this doubly generalized framework. More precisely, we consider a measure space (S, ν) -with ν possibly complex valued-and complex-valued measurable functions w(·, ·) : S 2 → {u ∈ C : |u| ≤ 1} invariant under the exchange of arguments. The corresponding generalized grand-canonical partition functions are of the form
The corresponding cluster expansion takes the form
with truncated functions ω T n defined in (3.11). Our proof relies on the pinned cluster expansion. This is the function Γ(ν) : S → C formally defined by
This series is term-by-term bounded by the absolute pinned cluster expansion
This absolute expansion will be controlled through the generalized tree sums, which in our generalized setup take the form
with the integrands B n defined as in (3.12) but with
The main cluster expansion result of our paper is the following theorem, proven in Section 5 below.
Theorem 3.12. Consider a triple (S, dν, w) as above such that
If there exists a function µ such that, pointwisely,
the following holds.
(i) The functions Ψ n (µ) belong to [0, ∞] S for each n ≥ 1 and form a pointwisely decreasing sequence that converges to a function
The tree sum function defined by (3.45) is pointwise finite and satisfies the following family of pointwise bounds:
This theorem must be combined with the bounds summarized in the following proposition.
Proposition 3.13. The following bounds hold:
for each x ∈ S, and
These bounds are, in principle, understood as term-by-term in the sense of power series. Upon convergence -for instance under condition (3.49)-they become actual bounds between functions.
The convergence of the generalized cluster expansions is an immediate corollary of Proposition 3.13 and Theorem 3.12.
Corollary 3.14. If condition (3.49) is satisfied, then (i) The pinned expansion (3.43) converges term-by-term absolutely and is bounded above by µ:
The cluster expansions (3.42) converge absolutely and are bounded in the form
Remark 3. 15 . Condition (3.49) strengthens preexisting criteria [33, 24] which follow from ours by bounding |w(x i , x j )| ≤ 1 in (3.46). These criteria, however, apply also if the weights correspond to stable but not necessarily positive interactions. A strengthening for these general case is provided by the criterion in [25] , conveniently adapted to the general framework (3.41)-(3.42). This strengthening, however, coincides with that in [33, 24] for positive interactions.
Remark 3. 16 . It is natural to consider µ that is absolutely continuous with respect to some "natural" no-negative measure dx (e.g. counting or Lebesgue). This means
where the function ξ(x) can be interpreted as a site-dependent (possibly complex) fugacity. In this case
Condition (3.49) then translates into the existence of a function µ :
for all x ∈ S. This is a a generalized version of our initial condition (3.4) when the interaction is not assumed to be translation invariant. It determines a polydisc-like domain of fugacities for which the cluster expansions converge.
Remark 3.17. The bound (3.50) yields that condition (3.57) implies the inequality
In particular (3.57) guarantees the pointwise convergence of B(|ξ|). . Then, the general term of the virial expansion for a repulsive gas is bounded above in the form
Hence, the radius of convergence of the virial expansion is bounded below by To compare it with (4.2) we resort to the following identity proven in Section 7 below:
where T Pen,1 (r) is a power series defined as B(r) but involving less trees, namely the so-called Penrose-unsplitable trees defined in Section 7.2 below.
(4.6) T Pen,1 (r) :
where T 0 Pen,1 [n] denotes the family of Penrose-unsplittable trees rooted in 0 with n non-root vertices. These trees are properly defined in Section 7.2 below, but for the present purposes we need only two of their properties:
(i) The n-th term of the series (4.6) satisfies the bound
[We use the standard formal series notation reviewed in Section 6.1 below.] (ii) The following precise counting result [27] :
(4.9)
T 0 Pen,1 [n] = (n − 1) (n−1) . From (4.5)-(4.9) we recover the following criterion proven in [27] which coincides with the announcement given in [14, Chapter IV, Section 3.7] . T 1 (r) = r + n≥1 n n r n+1 (n + 1)! .
Then
where r is the smallest solution of (4.12) r T 1 (r) − T 1 (r) = 1 .
As a consequence,
Numerical estimations yield [27] (4.14)
which is more than 60% larger than the classical estimate (4.4).
4.2.
Efficient convergence criterion. The bound (4.1) is not easy to estimate precisely. In principle, it should bring improved estimations by exploiting the repulsion between siblings. In doing so, however, one looses the precise counting (4.9) and the net effect could be deceptive.
Here we derive a weaker criterion that in many cases succeeds in revealing improvements over the GRT bound. The approach amounts to a change of variable combined with a not very drastic bound. Let us relate each 0 ≤ µ ≤ µ * = argmax µ≥0 [µ/Ψ(µ)] with r such that Corollary 4.6. The radius of convergence of the virial expansion is bounded below by
Remark 4.7. As before, weaker bounds can be obtained considering a less repulsive potential φ. The corresponding bound involves the larger function Ψ:
We now present a few applications of this criterion. 
A short calculation shows that the maximum is attained at α * solution of the equation e α * (1 − α * ) = 1/2. To six decimal places we have α * = 0.768039. This yields (4.20)
less than 3% smaller than R GRT . This proves that, despite not using the precise counting (4.9), the estimation in Corollary 4.6 is indeed very efficient.
Application 4.9 (Hard spheres). For the hard-core models introduced in Application 3.10, condition (4.17) becomes
For d = 1 (hard intervals in a line)
which is almost 40% larger than R GRT (and 130% larger than the classical estimate R LP ). For d = 2 (hard disks), the normalized vertex function is [12] (4.23) Ψ 2 (α) = 1 + α + 3 √ 3 8π α 2 + 0.0589 6 α 3 + 0.00013 24 a 4 + 0.0001 120 α 5 .
A numeric computation yields . The virial coefficients of the models of Application 3.11 were numerically determined in [4] and radii of convergence estimated through appropriate extrapolation procedures. The authors recognize that the convergence issue is complicated by the different signs of the virial coefficients. We hope that rigorous results, such as ours, help to dispel doubts associated to numerical procedures. As a contribution in this direction, we contrast here convergence radii found with the formulas above with the numerical estimations for a few cases. For simplicity we consider β = 1 in all our computations. For starters we compare R GRT with the numerical convergence radii given in [4, Table VII ] for three dimensional models with = σ = 1 for different vaules of n. This comparison is summarized in Table 1 . In the present case, R GRT = 0.237961[C(1)] −1 with (4.25)
The [4] for potentials (3.37) with β = = σ = 1 a factor ranging from 7 to 12. This trend is to be expected, given that the repulsion effect neglected in the GRT-approach increases with n.
To measure the effect of this extra repulsion we applied our approach to the case n = 6 using the bound on the function Ψ explained in Application 3.11. We obtain R Vir ≥ 0.2612494[C(1)] −1 = 0.035. The difference with the numerical value given in Table 1 is a factor 9.5 which improves the factor 10.5 resulting from the GRT approach.
Proof of the cluster expansion results
In this section we turn to the proof of the results of Sections 3.4, which in turns imply those of the preceding sections. We need only to prove Theorem 3.12 and Proposition 3.13. 5.1. Preliminary bounds: Partition schemes. Expression (3.11) is well known. It can be obtained by expanding w(x i , x j ) = [w(x i , x j ) − 1] + 1 and using that the weights ω T n are the only solution to the equations
where "n.t.part.
[n]" means non-trivial partition of {1, . . . , n}, that is a partition with no empty component. The more conomical form of checking the validity of expansion (3.42) -in the sense of power series and then making z = 1-is, perhaps, through the algebraic approach of [29, Chapter 4] . Convergence studies are based on rewriting (3.11) in terms of trees. The optimal way to organize these rewriting is in terms of partition schemes [30, 11] . Let us consider the set C[n] of graphs with vertices {1, . . . , n} partial ordered by bond inclusion:
If g ≤ g , let us denote [g, g ] the set ofg ∈ C[n] such that g ≤g ≤ g . Let us denote T [n] ⊂ C[n] the subset of those graphs that are trees. 
Proof. The proof of this proposition is well known [30] , but let us reproduce it for the sake of completeness. Let us denote f (i, j) := w(x i , x j ) − 1. Then,
Despite the generality of (5.3), here we will be concerned with a very particular partition scheme, called the Penrose partition [23, 11] . The scheme has two advantages: (i) it leads to useful bounds purely in terms of vertices and their siblings, and (ii) it allows the faithful mergings described below which are crucial for the improvements in the determination of virial convergence. For our purposes it is better to describe this partition considering the set C[n + 1] of graphs with vertices {0, 1, . . . , n}. We think the corresponding trees T [n + 1] as rooted in the vertex 0. To emphasize this fact we write T [n + 1] = T 0 [n]. Trees have an associated notion of tree distance between vertices given by the number of links needed to go from one the other through the tree. Rooted trees, in addition, admit the notion of generation. For τ ∈ T 0 [n] the generation number of a vertex i is its distance d τ (i) to the root 0. This number brings in associated notions of kinship: If {i, j} ∈ E(τ ) and d τ (i) = d τ (j) − 1, we say that i is the predecessor or parent of j, and j is the child of i. Children of the same parent are called siblings. Other relations -grandparents, uncles, etc-can be analogously defined.
Definition 5.3 (Penrose partition scheme). The partition is defined associating to each tree τ the graph R Pen (τ ) obtained by adding to τ all edges {i, j} ∈ E(τ ) such that either:
(i) d τ (i) = d τ (j) (edges between vertices at same generation,) (ii) d τ (j) = d τ (i) − 1 and i < j, where i is the predecessor of i (edges between a vertex and uncles with lower index than the parent).
The proof that this prescription indeed constitutes a partition scheme is basically given in Penrose's original publication [23] . More formal proofs can be found in the references given in [30, Section 2.2] and in [32] .
Proof of Theorem 3.12.
Proof of part (i). As Φ is defined through positive integrands and measures, condition (3.49) implies inductively that 0 ≤ Ψ n+1 ≤ Ψ n for each n ≥ 1. This monotonicity leads to the existence of the pointwise limit Ψ ∞ . By monotone convergence -Beppo Levi theorem for each integral coefficient and convergence of monotone series for the whole sum:
Proof of part (ii). The proof relies on a combinatorial identity expressing the fact that rooted trees can be generated by joining subtrees rooted in the children of the root, and this property is preserved if the trees have weights that depend only on siblings. One way to prove this property was presented in [12] . Here we adopt a different approach discussed by one of us with Alan Sokal, Roman Kotecký and Daniel Ueltschi (unpublished, 2011) . We need some definitions. Let us call the depth of a tree its maximal generation number and denote T N [n + 1] the set of trees with vertices {0, 1, . . . , n}, rooted at 0 and with depth not exceeding N . The key combinatorial result is the following.
Proposition 5.4 (Iterative generation of trees). Consider a space S endowed with a positive measure dx, and measurable functions c n : S × S n −→ [0, ∞], n ≥ 1, that are invariant under permutations of their last n arguments ( vertex weights) and define c 0 ≡ 1. For each integer N ≥ 0 consider the tree sums
and the functions C N : S → [0, ∞] defined by
( integrated tree sums). Finally, define the tree-generating operator F :
Then,
Here 0 and 1 are the functions identically zero and 1 respectively, and C 0 = 1.
Proof. Every tree in C N +1 n is uniquely defined by a partition {I 0 , I 1 , . . . , I |I 0 | } of {1, . . . , n} and a family of trees τ i ∈ T N [|I i |]. The indices in I 0 are the children of the root 0 and each τ i is the tree formed by all the descendants of the child (0, i) of the root. Therefore, if n, N ≥ 1,
where we denote x I = (x j ) j∈I . Some of the sets I i , i ≥ 1, can be empty, in which case C N n x (0,i) ; x ∅ = 1. The permutation invariance of the vertex weights implies that in the integrated version of this last equation the terms on the right-hand side depend only on the cardinality of the sets in the partition. Denoting . , x n ) dx 1 · · · dx n and integrating both sides of (5.10) we have
The combinatorial factor equals the number of partitions {I 0 , I 1 , . . . , I |I 0 | } of {1, . . . , n} with |I 0 | = k and |I i | = i for 1 ≤ i ≤ k. Dividing the right-hand side by n! and summing over n we finally get
Let us now conclude the proof of Part (ii) of Theorem 3.12. By proposition 5.4 we have that (5.14) B
for each N ≥ 0. Here B N is defined as in (3.45) but summing only over trees of depth at most N . As all the relevant coefficients are positive, B N increases pointwisely with N and, by monotonic convergence, converges to B. Furthermore,
The following line summarizes the consequences of inequalities (5.14), (5.15) and Part (i). In particular it proves (3.50). 13 . To prove inequality (3.51) we start from the bound
which follows from Proposition 5.2. Next, for each tree τ we bound by 1 all edges in E(R Pen (τ )) except those between siblings. This yields the inequality (5.18) ω T n+1 (x, x 1 , . . . , x n ) ≤ B n (x; x 1 , . . . , x n ) proving the term-by-term majorization of |Γ|(ν)(x) by B(ν)(x) for every x ∈ S.
Inequality (3.52) is a simple consequence of the inequalities n≥1 1 n! Λ n ω T n (x 1 , . . . , x n ) |ν|(dx 1 ) · · · |ν|(dx n )
Due to the invariance of ω T n under permutation of arguments we conclude that the last expression is no smaller than n≥1 1 n! n Λ |ν|(dx 1 ) S n−1 ω T n (x 1 , . . . , x n ) |ν|(dx 2 ) · · · |ν|(dx n ) = Λ |ν|(dx 1 ) |Γ|(ν)(x) .
5.4.
Simpler proof of (almost) criterion (3.4). The convergence criterion (3.4) -albeit in a non-sharp version-admits an alternative proof relying only on Cayley formula for the number of trees with given degrees. This proof is basically contained in the approach used in [12] for the cluster expansion for hard spheres. The following proposition is the main step of this proof. It applies for translation-invariant interactions and involves the tree sum B(z), defined in (3.13), and the vertex sum Ψ(µ) defined in (3.3). The relation with the actual cluster expansions follows from the inequalities
which are a consequence of Proposition 5.2 [see (5.18) ].
Proposition 5.5. If z ∈ C is such that
for some µ > 0, then B(z) converges absolutely and, furthermore,
Remark 5.6. The bound (5.21) implies that in the smaller region
which, together with (5.19) (almost) proves Part (ii) of Theorem 3.1
Proof. Let us denote
The factorization structure of (3.12) together with the translation invariance imply than
with g(n) defined in (3.2). Denoting d i the degree of each vertex, we observe that d 0 = s 0 but d i = s i + 1 for i = 1, . . . , n. Thus,
The numeric factor is the number of trees with n + 1 vertices and the specified degrees. By Cayley's theorem it equals (5.27 ) N (d 0 , . . . , d n ) = n − 1 (d 0 − 1) · · · (d n − 1) .
Hence,
The last line simply amounts to multiplying and dividing the right-hand side by µ n . We now bound 1/[n(d 0 − 1)!] by 1/d 0 ! and sum over n to conclude 
Expression of the virial coefficients
In this section we present a detailed derivation of the alternative expression for the virial coefficients to be used in the proof of Theorem 4.1. 6.1. Formal power series and their operations. The rigorous study of expansion techniques in Physics is a two-step process: (1) Find the general expression -and some properties-of the coefficients.
(2) Determine the convergence properties of the resulting series. The combinatorial aspects inherent to the first step are part of the theory of formal power series. As this theory may not be well known by the intended readership of the present article, we present in the sequel a brief review, following the excellent summary in [3] .
Informally, formal power series are generalizations of polynomials involving countably many powers. Rigorously, a formal power series on a commutative ring R (here R = R) is a countable family of coefficients a = (a n ) n∈N endowed with the ring structure provided by the coordinatewise sum and the convolution product:
An alternative notation showing more clearly their character of generalized polynomials is obtained by denoting X = (δ n,1 ) and, more generally, X m = δ * m = (δ n,m ). Using the previous operations we obtain (6. 3) a = n≥0 a n X n =: a(X) and the operations (6.1)-(6.2) map into the natural generalizations of the sum and product of polynomials:
The resulting ring of series is denoted R[[X]]. It is endowed with the product discrete topology topology of R N , in which convergence means subsequent stabilization of terms. In this way the sum in (6.3) becomes an honest infinite sum. If the object X is allowed to take values in some normed space, convergence of the resulting series results in a well-defined function on that space.
Relations between formal power series are more compactly described in terms of the termextracting operation [ ] defined by (6.6) [X m ] n≥0 a n X n = a m .
The following are operations between formal power series that correspond to well known operations between polynomials or between analytical series. Powers: The n-th power of a series is defined by
Multiplicative inverse: If the ring R has unit 1, the series δ = δ n,0 is the unit of the ring R[[X]]. A formal series a(X) has multiplicative inverse a −1 =: 1/a if and only if a 0 is invertible. The inverse satisfies the recursive equations (a −1 ) 0 = 1 a 0 (a −1 ) n = − 1 a n n k=1 a k (a −1 ) n−k , n ≥ 1 . (6.8) This multiplicative inverse, in turns, leads to the natural definition of negative powers of a(X). Composition: Operations (6.1)-(6.2) can be used to develop the series obtained by replacing X by another series. For this operation to make sense, however, the coefficients of the composed series must involve only a finite number of coefficients of the series being composed. This happens if the internal series has no constant term. The composition of two series a and b, with b 0 = 0 is, thus, formally defined by
for m ≥ 1, and constant term a 0 . Notice that the restriction j 1 + · · · + j k = m implies j k ≤ m − k + 1 By grouping terms differing only on the order of factors we arrive to the alternative expression
which is one of the variants of the Faà di Bruno's formula. The second sum on the left defines, in fact, the partial ordinary Bell polynomialsB m,k [8] , so
Formal differentiation: The operation is term-wise defined in the obvious way: (6.12) Da(X) = a (X) := n≥0 n a n X n−1 .
As the normal derivative, the operation is linear, satisfies Leibnitz product rule and the chain rule:
6.2. Formal Laurent series. Lagrange inversion formula. The previous construction can be extended to series including a finite number of negative powers of X, namely to sequences a = (a n ) n∈Z such that exists a finite integer ord(a) = min{n : a n = 0}. These series, together with the operations (6.4)-(6.5) forms the ring of formal Laurent series, denoted R((X)). All the previous operations extend naturally to this larger ring. Notice that every Laurent series is of the form provided that all the coefficients b i be invertible. For this reason the theory of compositional inverses is done assuming that R is in fact a field K without . In this case, every formal Laurent series a ∈ K((X)) has a multiplicative inverse a −1 ∈ K((X)), so K((X)) becomes a field with the operations (6.4)-(6.5). In this framework we have the following useful property:
(P5) For any a ∈ K((X)) (6.16) Res a /a = ord(a) .
Indeed, if m = ord(a), then by (6.10) and Leibnitz rule
The last term has no residue because bothã andã −1 belong to K[[X]].
The last properties needed to determine the compositional inverse requires that, in addition, K be Q-linear. Then all terms in a Laurent series, except the residual one, can be written as derivatives: X k = (X k+1 /(k + 1) . Hence, property (P1) becomes (P1 ) Every Laurent series takes the form (6.18) a = a −1 X −1 + A for some A ∈ K((X)).
Note that, as a consequence, property (P2) becomes (P2 ) Res(a) = 0 if and only if a = A for some A ∈ K((X)).
The last preliminary property is (P6) For any a ∈ K((X))
Indeed, by property (P1 ),
and (6.19) follows from (P5) and (P1).
The preceding properties are put to good use in the proof of the main result of this section: Theorem 6.1 (Lagrange inversion formula). Assume K is a Q-linear field (e.g. Q, R or C). Let b, c ∈ K[[X]], with b of the form (6.15). Then, for all k ∈ N + ,
In particular, the coefficients of the compositional inverse satisfy
Proof. We apply (P4) and (P6) to obtain:
To conclude we apply (P3) and (P4):
6.3. Virial coefficients and Bell polynomials. Both the series (2.6) and (2.5) correspond to formal series a of the form (6.25) a n = a n n! .
Such series are often referred to as exponential power series. Notice that, as formal differentiation acts on formal series analogously to regular derivatives on analytic functions, (6.26) a n = D n a(X) X=0
and, furthermore,
Formula (6.10) implies that the composition c = a • b of two such series takes the form
where the factors B n,k are the partial exponential Bell polynomials.
The use of Lagrange inversion formula requires the coefficients of negative powers of a series b with b 0 = 1. This corresponds to the composition with the series (6.29)
(1 + X) r = n≥0 r n X n valid for any real r, in which r n is the generalized binomial coefficient (6.30) r n = r(r − 1) · · · (r − n + 1) n! for n ≥ 1 and r 0 = 1 for all r ∈ R. The series (6.30) is readily obtained using the algorithm (6.26). Composing (6.29) with the series b − 1 and applying (6.28) we obtain that if b 0 = 1 and r ∈ R, (6.31) n≥0 b n n! X n r = n≥0 c n n! X n with c 0 = 1 and
Finally we can prove the needed expression for the virial coeeficients.
Proposition 6.2. The coefficients β n of the virial expansion (2.11) is obtained from the coefficients b n of the cluster expansion (2.10) through the identity
Proof. Denote β and b respectively the formal virial and cluster series, and c the density series defined by (2.6). They are related by the identities
Hence, by the Lagrange inversion formula,
Identity (6.33) follows from (6.32) and (6.27).
Proof of the virial expansion results
In this section we turn to the proof of the results of Section 4.1. We need only to prove the Theorem 4.1. The treatment works for general measure spaces (S, dx) and possibly complex two-body weights with |w(x, y)| ≤ 1. 7.1. Virial coefficients and families of trees. Let us start with a well known combinatoric interpretation of Bell polynomials. Proposition 7.1.
Proof. It amounts to the observation that each factor
is the number of partitions of {1, . . . , n} into k sets, α i of which have size i. Thus, the left-hand side in (7. 2) corresponds to decomposing the sum of the right-hand side according of how many sets of each size are present in the partition.
From (3.10) (with Λ = S) and Proposition 5.2 we see that
Here T [n − 1] is the family of trees rooted in with additional vertices {1, . . . , n − 1}, R a partition scheme and
Due to the assumed translation invariance the expression is independent of the choice of . We shall henceforth choose = 0 for expressions involving only weights W R (τ ) without any further detail on the tree. Combining (6.33), (7.1) and (7.3) we obtain the following expression for the virial coefficients. . . .
Here T 0 [I j ] is the set of trees rooted in 0 with additional vertices in I j . Also, "(I 1 , . . . , I k ) n.t. part. of {1, . . . , n}" means that, in fact, {I 1 , . . . , I k } is a partition of {1, . . . , n} with I i = ∅.
[Note that the factor k! in (6.33) is used to pass from a sum over families {I 1 , . . . , I k } to a sum over k-tuples (I 1 , . . . , I k ).] Figure 1 . An example of Penrose concatenation. The labels in the vertices on the left-hand side are the original labels. On the right-hand side we have the concatenation of these trees.
7.2.
Concatenations and splittings of trees. The operation of concatenation of trees allows to write (7.5) as a sum over a single rooted tree with n non-root vertices. The operation, first applied in [26, 27] where it was called merging, exploits the fact that the weight W R (τ ) are invariant to the choice of the root. Hence roots can be concatenated so to place the trees τ 1 , . . . , τ k one after the other in order to form a single tree. This can be done in many different ways, but we are interested in obtaining a tree τ whose weight W (τ ) is the product of the individual trees. Definition 7.3. Let {I 1 , . . . , I k } be a partition {1, . . . , n}, 1 , . . . , k points in S and R a partition scheme.
• A concatenation of -rooted trees with non-root vertices in the partition is a map
, M (τ 1 , . . . , τ k ) = τ .
Note that the order in which the trees are concatenated may matter. • The concatenation is R-faithful if
Definition 7.4 (Penrose concatenation). [26, 27] Let {I 1 , . . . , I k } be a partition {1, . . . , n} and, for τ a rooted tree, let us denote j max (τ ) the largest label of the vertices at maximal (tree) distance from the root. The Penrose concatenation is defined by the map
where τ 1 , . . . , τ k are the trees obtained from τ 1 , . . . , τ k by choosing 1 = 0 (a fix point in S) and i = j max (τ i−1 ) for j = 2, . . . , k.
[The union of graphs is the graph formed by taking the union of the vertices and the union of the links.] Figure 1 shows a simple example of this operation. It is clear that the operation indeed yields a tree, but it is far from one-to-one. Lemma 7.5. Consider the Penrose concatenation (7.8).
(I) The following properties hold:
(II) PFM is R Pen -faithful Proof. (I) Property (i) is immediate from the definition. It is enough to prove property (ii) for k = 2. In this case, the only possible difference between [E R Pen (τ ) \E(τ ) and ∪ 2 i=1 [E R Pen (τ i ) \ E(τ i ) can come from links connecting the children of the root of τ 2 and the remaining leaves of τ 1 . These link, would belong to E R Pen (τ ) only if there were a leaf of τ 1 with vertex larger than j max . This does not happen precisely because j max was chosen as the leaf of τ 1 with the largest vertex.
(II) Again, it is enough to consider k = 2. By translation invariance W R Pen (τ i ) = W R Pen (τ i ). The identity (7.9) W R Pen (τ ) = W R Pen (τ 1 ) W R Pen (τ 2 )
is obtained by integrating first, in the left-hand side, over the variables x i : i ∈ I 2 . By translation invariance this integral results in a factor W R Pen (τ 2 ) and the remaining integration produces the factor W R Pen (τ 1 ).
From now on we return to the choice i = 0 for all i. This is no loss of generality due to translation invariance. Definition 7.6. A k-splitting of a tree τ ∈ T 0 [n] is an ordered family of k trees whose concatenation yields τ , namely a family The set of k-splittings of τ will be denoted Sp k (τ ).
The faithfulness of the Penrose concatenation allows the rewriting of (7.5) in the form for n ≥ 1. To control the cardinality of Sp k (τ ) we follow [26, 27] and each tree τ according to its maximal number of splittings.
Definition 7.7. A tree τ ∈ T 0 [n] is Penrose -splittable if Sp (τ ) = ∅ but Sp +1 (τ ) = ∅. The set of these trees will be denoted T 0 Pen, [n]. The Penrose 1-splittable trees will also be called unspittable trees.
A -splittable tree can be written as the concatenation of a smaller number of trees only if they are obtained by grouping some consecutive components of the maximal concatenation. This can be done in −1 k−1 ways. Therefore W R Pen (τ ) (7.12)
The following lemma leads to the final expression. [Binomials are understood in the general sense (6.30).]
Proof. Writing the left-hand side of (7.13) in the form The last line is also a consequence of (6.29).
For r = −n and m = − 1 the lemma yields Proof. Each τ ∈ T 0 Pen, admits exactly one decomposition (τ 1 , . . . , τ ) with τ i ∈ τ ∈ T 0 Pen,1 [I i ] for some partition (I 1 , . . . , I k ). Hence, Notice that by (6.14) β n+1 (n + 1)! = 1 n + 1 Res X −n−1 1 − T Pen,1 W (X) n (7.33) = 1 n + 1 Res X −n−1 B −n (X) . (7.34) 
