Requirements for high efficiency in manufacturing, while pushing the development of key equipment, need high-performance maintenance as a safeguard. Internet-related techniques are enabling remote monitoring and maintenance to extend beyond local areas. Considering the need for software architecture with openness and interchangeability for flexible selection and replacement of data analysis techniques, this research develops a standardized multi-layer platform using Web Services, realizing data transmission among networks. The independence between the software platform and data analysis guarantees their research and development in parallel. Studies were done on nonlinear-data-analysis techniques, such as wavelet neural networks for fault diagnostics, particle filters for estimates, and support vector regression for condition prediction. These studies were included in a comprehensive application. The experimental results support condition-based maintenance for key equipment.
Introduction
Key equipment plays a central role for the normal operation of the manufacturing industry. Its availability and reliability have always been a big concern.
Increasing requirements on equipment maintenance, especially of key equipment, include monitoring, fault diagnostics and condition prediction. These requirements are palpable in modern manufacturing and have attracted many studies from both industry and academia researchers. The research presented in this paper has been made to meet these requirements.
Modern manufacturing, with its pursuit for higher efficiency and lower cost, prompts the increasing use of complex equipments. Manned fulltime supervision of them is often too expensive because of the high cost of technician training. The behavioural coupling and functional interaction of such equipment make these costly equipments difficult to maintain. Research groups have led various studies on computer-aided monitoring and diagnostics platforms (Jiang and Ni 1999, Lou and Dai 2002) .
A number of approaches to the diagnostic/ prognostic problem have been studied in the technical literature. Aretakis and Mathioudaids (1997) used patternrecognition techniques on the classification of radial compressor faults. Model-based state-estimation methods were suggested in Begg et al. (1999) . Stochastic autoregressive integrated moving average models (Jardim-Goncalves et al. 1996) , fuzzy-pattern recognition principles (Frelicot 1996) , knowledge-intensive expert systems (Lembessis et al. 1989) , nonlinear stochastic models of fatigue crack dynamics (Ray and Tangirala 1996) , polynomial neural networks (Parker et al. 1993) , and other approaches have been discussed to address the fault-diagnostic problem.
With traditional computer-aided maintenance approaches, there are two main drawbacks:
1. Limited data exchange. Large amounts of data cannot be transmitted to distant areas; also, data exchange between different systems is not straightforward. 2. The evaluation of key equipment's health levels is so complex that it is difficult to handle with conventional data-processing approaches.
A solution to both of these problems is to develop an Internet-based equipment maintenance platform using intelligent monitoring, diagnostic, and prognostic methods, as presented in the paper.
Our research is supported by the China 863 CIMS HighTech programme. In it, the whole data-processing/ transmission software platform is divided into two independent parts: data transmission and data processing. The independence of these two parts enables our project to proceed as two tasks in parallel. These two tasks are later combined into an integrated software system in the demonstration application. The data-transmission part, with much attention focused on openness and interchangeability on software modules, focuses on the data exchange through standardized interfaces, and on data transmission to remote targets using Web Services with XML. The dataprocessing part, using commercial-on-the-shelf (COTS) devices for data collection, focuses on study and implementation of advanced information-processing techniques to deal with nonlinearity. Wavelet Neural Networks (WNN) are used for fault diagnostics. Particle filter is employed online for state estimates, and the kernel-based Support Vector Regression (SVR) method is studied for equipment condition prediction. With the support of our industrial collaborators, a comprehensive application of the platform was carried out on a gas turbine.
Trend of maintenance

Condition-based maintenance
Generally, there are three strategies on the decision of equipment maintenance: corrective, preventive, and predictive (Lebold and Thurston 2001) . The third strategy needs viable techniques to support its implementation in real application. Predictive maintenance is condition-based, so it is also referred to as condition-based maintenance (CBM).
2.1.1. Corrective maintenance. Tests, measurements, and adjustments to remove or correct a fault are carried out to restore defective equipment to a normal condition, but not until the equipment fails. A corrective strategy will not induce any unnecessary costs during a normal run. However, the equipment failure may involve damage to the system or human injury. This method is not acceptable for critical equipment.
2.1.2. Preventive maintenance. This is sometimes called schedule-based or time-based maintenance (TBM). Based on statistics on equipment availability, the life of equipment is estimated, and maintenance is performed after some usage period. The application of statistical safe-life methods usually leads to very conservative estimates of failure probability. Consequently, components that are still viable may be disposed, which is an additional cost. Another disadvantage is that as the maintenance activity will affect the assembly of equipment components, it usually increases the rate of failure for about 70% of the equipment.
2.1.3. Condition-based maintenance. Maintenance activities are scheduled and initiated only when there is objective evidence of an impending fault or failure condition. This strategy is motivated by the need to reduce maintenance costs, minimize the risk of catastrophic failures, and maximize system availability.
Under this approach, maintenance will be implemented only when it becomes necessary, based on an accurate and reliable prediction of future equipment health. The main goal of CBM is to optimize readiness while reducing maintenance and manning requirements.
CBM requires the monitoring of the equipment state and prediction of the equipment remaining useful life (RUL). The CBM approach, if successfully implemented, provides the promise of reduced life-cycle maintenance costs, improved safety, and increased operational readiness.
Many enabling techniques, such as improved sensor capability, multi-sensor data fusion, and nonlinear data analysis, must be implemented and integrated to support the practice of CBM.
Openness and standardization
Openness denotes effective and unconstrained sharing of information. In an Internet-based maintenance platform, it reflects a system design approach that facilitates the integration and interchangeability of components from a variety of sources.
A widely received standard will benefit end users and suppliers of conformant products. Technical attractions include system capability that can be readily extended by adding new modules, and system performance that can be readily enhanced through extension or upgrading.
Distributed network architecture
Currently, Internet-related information technology provides the data-transmission infrastructure for a wide range of CBM systems. These techniques have been developed under a combination of open and proprietary standards. With the ready availability of network connectivity, research should be focused on the standardization of a distributed software component architecture.
An outstanding data-transmission approach is middleware, which aims at tighter coupling of distributed applications and hides inherent complexities of distributed software solutions.
Using middleware, remote application programs communicate as if they were located on the same computer. They are tightly coupled, and form an integrated maintenance platform, as shown in figure 1. Such a distributed platform improves the flexibility and upgradeability of the maintenance system.
Independence of application platform and data analysis
An equipment-maintenance system is a package of integrated software that analyses data for monitoring or other decision-making relevant purposes. It can be examined through a data-processing or software-development viewpoint.
In terms of data processing, it should be stressed that the complexity of fault-pattern recognition cannot be emphasized too much, and the naı¨ve idea that a certain advanced approach has the capacity to solve all these problems must be dispelled. As a matter of fact, more than one approach should be used to interpret both the historical and current data.
For the aspect of software development, the emerged system requirement is for the data-processing methodology and the software architecture to be independently studied at the development stage and then incorporated as the integrated system in the final stage. One reason for this is that a theoretical approach is another indispensable technical resource and enabling condition that should adapt to and be tailored by applications. Such a development style has many advantages. First, the separation of methodology and software framework leads to an open system and facilitates the process of technique-independent system structure standardization. This is in accord with the mainstream of software development. Second, the standardization of a component interface and system framework means that the contents (algorithms) of each module are user-definable, and the system is flexible and easy to extend.
(3) The interchangeability of system components will result in a broader supplier community, giving the users more technical choices. Other benefits for the user include improved ease of upgrading for system components, more rapid technology development, and reduced prices. (Lebold et al. 2002) . The team's focus was to design, develop, and demonstrate a software architecture that facilitates interoperability of CBM software modules.
Development of an
This significant framework has a number of functional capabilities, such as sensing and data acquisition, data manipulation, condition monitoring, health assessment/ diagnostics, prognostics, and decision-making. A Human System Interface (HSI) is provided for user access to the system and as a means of information displaying.
Layers and modules
With reference to OSA-CBM, an Internet-based monitoring and diagnostic platform for key equipment was designed and developed in this research (figure 2). The CBM platform defines six data-processing layers consisting of modules with various functions, which can be configured and accessed via the Internet. Starting with data acquisition and progressing towards decision support, the general functions of the layers are specified below:
. Data acquisition: provides system access to sensor or transducer data. . Data manipulation: performs single/multi-channel signal transformations, with specialized CBM algorithms for feature extraction. . Condition monitor: the primary function of this is feature comparison with pre-set values or operational limits and output enumerated condition indicators (e.g. level low, level normal, level high, etc.). This layer may also generate alerts based on defined operational limits. . Health assessment: the primary function of this is to determine if the health of monitored equipment is degraded. If so, this layer may generate a diagnostic record that proposes one or more possible fault conditions. . Prognostics: the primary function of this is to predict the future health level based on historical and current states. The prognostics layer can report health status at a future time, or estimate the RUL of equipment. . Presentation layer: displays data and information produced by other layers. The layers represent functional decomposition of a condition-based monitoring application. Higher layers use the information produced by lower ones. For example, the Data Manipulation layer can use data recorded by Data Acquisition to compute the signal spectrum and then extract features of the signal.
Fault diagnostic and condition prediction
A variety of classifications can be found on data-processing techniques. For maintenance purposes, these methods can be divided into three categories: model-based, patternbased, and trend-based methods. Several examples are as follows.
4.1. Model-based methods 4.1.1. Time-series analysis. The design of an optimal estimator using the time-series analysis method requires knowledge of precise model and noise statistics. However, for the issue of key equipment diagnosis and maintenance, information such as model structure/parameters and noise statistics is partially (if not totally) unknown. The alternative is the establishment of a self-tuning estimator on the basis of observed data and system identification.
4.1.2. WNN. Combining properties of wavelet transform and Artificial Neural Networks (ANN) has attracted interest and become a popular tool for both mathematics and engineering. The application of WNN for fault diagnosis about rotating machinery was studied in Guo et al. (2005) .
The WNN employed in this study is designed as a threelayer structure with an input layer, a wavelet layer (hidden layer), and an output layer. Its topological structure is illustrated in figure 3 , where w jk denotes weights connecting the input and the hidden layers, and v ij denotes weights connecting the hidden and the output layers. The hidden nodes have wavelet activation functions of different resolutions; the output nodes have sigmoid activation functions.
The network is trained with the BP algorithm in a batch way. During the training stage, wavelet node parameters a, b, and WNN weights, w jk , v ij , are adjusted to minimize the least-square error.
Pattern-based methods
Linear discriminant function.
A discriminant function is a linear combination of the components of the feature vector. It can be optimal if the underlying distributions are cooperative, such as Gaussians having equal covariance. Even when they are not optimal, their simplicity is an advantage. They are easy to compute, and in the absence of information suggesting otherwise, they are attractive candidates for initial trial classifiers. When employing linear discriminant functions, there is more than one way to devise multi-class classifiers.
Multilayer neural networks.
For control or fault diagnosis, when the modelling of the objective is hard or even impossible, an artificial neural network can be implemented to match the input -output relation. Multilayer networks can be enormously complex, but its most popular training method, the back-propagation algorithm or the generalized delta rule, is powerful, simple, and easy to understand. Neural networks are thus a flexible heuristic technique for doing pattern recognition.
Trend-based methods
CBM is an intelligent maintenance, with its decisionmaking supported by correct forecasting of the equipment operation condition. In the industrial community, there is a growing need to develop and demonstrate techniques that can predict the RUL of the equipment, where condition prediction is a dominating step.
Dynamic neural networks.
The equipment is monitored in real-time. Data are processed continuously, with features extracted. These features are used to discover the operation condition. The sequence of network output that is time-stamped can be used as the input of a dynamic neural network, which acts as a mapping to project the current state into the future, thus revealing the time evolution of the fault mode, and allowing estimation of the equipment's RUL.
SVR.
The condition prediction problem is subject to a small sample size and high nonlinearity, for which kernel-based SVR is a good algorithm. This algorithm has Figure 3 . Topology of WNN. been recently developed in the machine-learning community to nonlinearly transform data to a higher dimensional space, and then solve the nonlinear problem using a linear algorithm in the transformed feature space. Through operation with the so-called kernel matrix, which is formed by all the inner products of the input samples, the computational complexity in high-dimensional space can be solved elegantly.
With kernel-based algorithms, the original properties of linear techniques are retained and the curse of dimensionality avoided. This paper implements SVR, where the kernel method is applied to deal with nonlinearity and support vector regression for the treatment of small sample size.
. Dealing with nonlinearity: kernel methods. SV learning suits the requirements of both training and generalization for a small sample size. It utilizes kernel transformation to process nonlinearity (Scho¨lkopf and Smola 2002) . With the utility of kernels, the necessary computations are performed actually in input space (Cristinini and Shawe-Taylor 2000) . . Dealing with small sample size: SVR. The SVR uses Vapnik's e insensitive loss function to quantify the deviation of the predicted value from the real value.
SV learning provides a generalized approach for nonlinear regression problems. The Karush -Kuhn -Tucker complementarity conditions of optimization theory state the sparsity property of SV methods. The solution vector is represented as an expansion in terms of support vectors.
Comprehensive application
Distributed power-generation systems (normally rated below 30 MW) are located at or close to energy consumption. The advantage of this system is that the costs of crude energy transportation and power transmission can be lowered. With the tightening trend on oil supply worldwide, there has been a focus on the utilization of natural gas for electrical power generation. A gas turbine is suitable to use for this purpose. Traditionally, requirements of fault diagnostic and prognostic on the gas turbine were met by human experts and under TBM. To improve the lifecycle efficiency of the gas turbine, it is necessary to develop an integrated maintenance support system.
As the gas turbine unit is usually placed in a remote area where abundant crude energy avails, an attractive approach is to use remote diagnoses so that experts do not have to travel frequently to maintain the machine. Through an Internet connection, data are sent to a remote computer for analysis.
Our cooperation with a local manufacturer is to develop an integrated system to support the equipment maintenance. Tasks undertaken are the development and demonstration of an open system architecture for CBM. This system is designed in a modular fashion (figure 4), and it contains modules of data acquisition, data manipulation, diagnosis, prognostics, and a human system interface.
Data-acquisition module
The data-acquisition layer used COTS software LabVIEW for configuration of data filtering and seasoning. Data collected from this layer are sent to upper layers for further processing.
Data-manipulation module
In this system, a multi-scale analysis approach is used to identify the fault features that are not readily identified by traditional methods. It can be concluded that for different faults, there are different signal change patterns before and after a failure occurs.
The features of vibration signals are extracted with the wavelet packet. The time-frequency spectrum of data is computed and used in the training stage, in which six faults and seven frequency bounds are selected to form a feature vector. These feature vectors are used as the training set of WNN, as shown in table 1.
The XML setting for the data in table 1 is shown below (figure 5).
Fault-diagnosis module
Experiments were done to verify the WNN performance. The number of nodes in the hidden layer of the network equals that of the wavelet base. If this number is too small, WNN may not reflect the complex relationship between input and output values. On the contrary, a large number may create a complex network that leads to a very large output error caused by over-fitting.
The network architecture used for fault diagnosis consists of seven inputs corresponding to the seven different ranges of the frequency spectrum of a fault signal (as listed in table 1), ten hidden nodes, and six outputs corresponding to six respective faults, namely, imbalance, misalignment, oil whirling, oil oscillating, radial rubbing, and twin looseness.
In the experiment, 300 groups of data were acquired from the gas turbine; 150 groups of the data were used as the training set, and the remaining 150 groups were used as the validation set. The pre-set output error threshold was 0.001. Feature vectors were used as input and output of BP and WNN. After all possible modes of the fault were learned, they were tested for validation.
For the training of the BP network, the same 150 groups of data were processed for WNN. The pre-set output error threshold was 0.001, and the maximum epoch was limited to 10 000. The other parameters were the same as WNN. Figure 6 shows the learning curve of the BP neural network, after 2490 epochs, and the learning curve of the WNN, a result obtained after 1550 epochs. Notably, the WNN needs far fewer training epochs than the BP neural network. Table 2 compares the WNN learning performance to that of the BP network over the 150 validation data. The WNN achieves a higher diagnosis accuracy than the BP.
The test results confirm that, in both cases, the WNN has a better generalization capability than the BP method.
Using the same network architecture, the WNN needs far fewer training epochs and has a higher convergence rate and diagnosis accuracy than the BP network.
To verify the flexibility of the presented platform, we changed the BP-based module with the WNN-based fault diagnosis module to update the configuration. Experiment results show that the interchangeability of components enabled by the open system architecture yields several technical benefits: system capability can be readily extended, and system performance can be enhanced. 
Condition prediction
Condition prediction is the kinematics of the equipment state, while fault diagnosis studies the equipment state's dynamics. The data that are needed should concern the equipment's performance degradation or operation anomaly. Obviously, the number of data that meet these criteria is small.
Conversely, the kinematics of the equipment state, due to the structural complexity of the equipment, usually behaves in a nonlinear fashion. Consequently, a nonlinear approach is needed to obtain a correct state prognostic.
ANN can learn and discover knowledge from examples in a nonlinear environment. However, it needs a sufficient number of samples to avoid overfitting. As a result, in case the training samples are quite limited (such as for key equipment condition prediction), ANN, in spite of theoretical excellence, may perform unsatisfactorily in real applications. In this research programme, the study chooses SVR for condition prediction.
The equipment state is behind the various measurable signals. It cannot be obtained directly. The alternative is state estimation. The quantitative definition of state is given using these measurable signals. Then, a nonlinear estimate method is implemented.
As the signals are sequences of noisy measurements made on the equipment, the system model includes elements of nonlinearity and non-Gaussianity. An appropriate approach for this kind of signal estimate is particle filters (Doucet et al. 2001) .
The sampled signals were first transformed into a univariate data sequence through particle filtering. In the next stage of simulation, the training of SVR was carried before extrapolation to predict future values. To achieve better performance, cross-validation was used in the computation. However, cross-validation is a heuristic method and needs to be further studied in future research. The experimental result is shown in figure 7 , in which the dotted line represents the computed curve.
In the .NET environment, a COM component has been developed to achieve functions of the SVR algorithm. With access to a remote database, this component is utilized to perform the transductive inference for trending analysis. To summarize, the condition prediction can be accomplished through the steps shown in figure 8.
Concluding remarks
A variety of new enabling techniques, especially the ubiquitous Internet, and intelligent data-analysis methods are pushing the development of monitoring, diagnostic, and prognostic applications. In this background, our research has been carried out on the study of an Internet-based remote monitoring and diagnostic platform constructed with interchangeable and standardized modules, and on a comprehensive application of the platform on selected key equipment, using nonlinear methods such as WNN, a particle filter, and SVR. The platform introduced in this paper has the potential to be flexibly extended for its strength to be further released. The prospects are that:
. The standardization of the maintenance structure is in accord with the mainstream of networked manufacturing. Such a maintenance framework can yield a better performance using still advanced data-processing modules or simpler but equally effective modules. . Nonlinearity is the key issue to tackle with equipment CBM. Emerging nonlinear approaches, such as nonlinear filtering and kernel methods, could be quite supportive for this matter, and the equipment maintenance will be markedly improved.
Nevertheless, there are still some challenging problems that remain to be solved. Corresponding to the independence of data transmission and analysis methods in our research, these problems can be tidied up as twofold: network limitation and capability of data analysis. To counter the drawbacks of the Internet on issues like time delay, security, and robustness, new network techniques should be considered. To achieve a better algorithmic performance, more data-driven analysis should be studied. 
