Abstract A bivariate mixed-effects location-scale model is proposed for estimation of means, variances, and covariances of two continuous outcomes measured concurrently in time and repeatedly over subjects. Modeling the two outcomes jointly allows examination of BS and WS association between the outcomes and whether the associations are related to covariates. The variance-covariance matrices of the BS and WS effects are modeled in terms of covariates, explaining BS and WS heterogeneity. The proposed model relaxes assumptions on the homogeneity of the within-subject (WS) and between-subject (BS) variances. Furthermore, the WS variance models are extended by including random scale effects. Data from a natural history study on adolescent smoking are used for illustration. 461 students, from 9th and 10th grades, reported on their mood at random prompts during seven consecutive days. This resulted in 14,105 prompts with an average of 30 responses per student. The two outcomes considered were a subject's positive affect and a measure of how tired and bored they were feeling. Results showed that the WS association of the outcomes was negative and significantly associated with several covariates. The BS and WS variances were heterogeneous for both outcomes, and the variance of the random scale effects were significantly different from zero.
Introduction
An important aspect of modern data collection in health science pertains to concurrent measurement of several outcomes on the same subject. Often, these multiple outcomes are measured repeatedly which produce observations clustered within subjects. The current practice in many areas is usually to model these outcomes separately and draw conclusions based on the separate models. However, the separate models do not take into account the relationship between the outcomes. Thus, it is more efficient and informative to model the concurrent outcomes simultaneously. Recent applications of bivariate repeated measurement data analysis include the natural history of disease (Inoue et al. 2008) , self-rated health and functional status (Hubbard et al. 2009 ), human sexual behavior (Ghosh and Tu 2008) , and drug prescribing habits in general practice (Sithole and Jones 2007) .
When treating outcomes separately, mixed-effects models (Laird and Ware 1982) are a popular method for analyzing repeated measurements data. These models often include one or more random effects and allow separate estimation of the between-(BS) and withinsubject (WS) variances. The BS and WS variances are usually treated as being homogeneous across subjects. Typically, the random effects are taken to be normally distributed, which assumes a unimodal distribution of change of the outcome for all participants. However, in situations with heterogeneous populations this assumption may not be correct and can lead to poor estimates of the covariance matrix (Verbeke and Lesaffre 1997) or can obscure important features of the BS variation (Zhang and Davidian 2001) . In addition, focusing on mean estimation and treating variance as a nuisance parameter might lead to inefficient estimation and misleading conclusions (Carroll 2003) .
There are several approaches that investigators have developed to take into account heterogeneous populations under study. Elliott (2007) developed methods for estimating latent clusters of variability that can be related to subject-level predictors. Balazs et al. (2006) examined participant heterogeneity in item-response data via a logistic regression model in which heterogeneity appeared as a latent random effect added to the main effects and covariate dependent terms. Pourahmadi (2000) developed a modified Cholesky decomposition to model the marginal covariance matrix in terms of covariates. Daniels and Zhao (2003) studied generalized linear mixed models in the context of clustered data allowing the covariance matrix of the random effects to differ from subject to subject. Pourahmadi and Daniels (2002) proposed dynamic conditionally-linear mixed models, that allowed flexibility in modeling the variance-covariance structure in terms of covariates with random effects. and Hedeker and Mermelstein (2007) have described mixed-effects model approaches incorporating modeling of the WS variance.
In addition to specifying a random component for the mean of the response, models can be extended by including a random effect for the WS variance. Hedeker et al. (2008) described this approach, with application to ecological momentary assessment (EMA) data, in a study that focused on characterizing changes in mood variation. EMA and/or real-time data captures have been developed to record the momentary events and experiences of subjects in daily life (Bolger et al. 2003) , and such procedures yield relatively large numbers of observations per subject. By including a subject-level random effect to the WS variance specification, the model allows subjects to have influence on both the mean, or location, and on the variability, or square of the scale, of their mood responses. Such mixed-effects location-scale models have useful applications where interest centers on the joint modeling of the mean and variance structure.
In this paper, the model proposed by Hedeker et al. (2008) is extended to allow the modeling of two outcomes jointly with a bivariate mixed-effects location-scale model. An important innovation of the proposed model is that it separates the covariance of two outcomes into WS and BS components, and allows examination of how these two covariance components differ between subgroups of subjects. Specifically, we consider the joint modeling of two outcomes measured simultaneously and repeatedly, using EMA, on the same subjects. The outcomes represent continuous measurements of mood. Specifying a joint bivariate normal distribution for the random intercepts (of the mean models) allows taking into account any correlation between the mood measurements at the subject level. In addition to these correlated random location effects, the error terms are assumed to follow a bivariate normal distribution, and the error covariance is modeled to allow WS dependence of the two outcomes. The extension over existing models for bivariate normal clustered outcomes is that elements of the variance-covariance matrices of both the error terms and of the random intercepts are modeled in terms of covariates, allowing for and explaining BS and WS heterogeneity. The WS variance models of both outcomes are further extended by including random effects to allow for subject variability in variance that is not explained by covariates (i.e., random scale effects). The two correlated random location and two correlated random scale effects are jointly modeled in terms of a multivariate normal distribution with an unstructured variance-covariance matrix.
The remainder of this article is organized as follows. In Sect. 2, we specify the bivariate mixed-effects location-scale model with heterogeneous BS and WS variances. Estimation of the proposed model is described in Sect. 3 and calculations for BS and WS correlation and ICC are presented in Sect. 4. In Sect. 5, the empirical performance of the proposed model is studied by simulations and its real-life application is illustrated by modeling two mood measures from the adolescent EMA study. We conclude with brief remarks in Sect. 6. (1) = n i (2) = n i . Occasions of measurement are indexed by j (j = 1, 2, …, n i ). Superscripts in all formula notations represent the two outcomes and are enclosed in parenthesis to distinguish from other notation.
To take into account the association between outcomes we can specify the following bivariate linear mixed model:
where ! (the symbol represents the Kronecker product). Note that R i is dependent on i through its dimension n i , however the set of parameters for R i is not dependent on i in this model formulation. The random effects as well as the error terms are correlated in this model specification, which induces correlation between the two responses.
We can further extend the model by allowing for participant's heterogeneity via modeling of the BS and WS variance and covariance, and by including random subject effects for a subject's measurement error (i.e., random scale effects). For this, the variancecovariance matrix of the random effects and random errors are modeled by means of covariates using a log link function, which has been described in the context of heteroskedastic fixed-effects regression models (Harvey 1976; Aitkin 1987) .
The model can now be written as:
Elements on the main diagonal of matrix R i are modeled with Eq. (6) and nonzero elements off the main diagonal of matrix R i (WS covariance terms) are modeled with Eq. (7). Note that there is no random subject effect associated with the covariance term r e The overall variance-covariance matrix for the random effects is
Modeling the two outcomes jointly permits both the location random effect covariance r u The distribution of the random location effects u i and random scale effects x i is a multivariate normal with zero mean and variance-covariance matrix G i as defined in Eq. (10). Elements G i;11 ; and G i;22 of matrix G i are modeled by Eq. (4) using a log link function for the random location variances, and elements G i,12 = G i,21 are modeled by Eq. (5) using a linear model. Other elements of the variance-covariance matrix G i are not modeled and estimated as parameters on their own.
Since the distribution of x i (k) is specified as normal, the WS variances follow a lognormal distribution at the individual level. The skewed, nonnegative nature of the lognormal distribution makes it a reasonable choice for representing variances. It has been used in many diverse research areas for this purpose (Shenk et al. 1998; Fowler and Whitlock 1999; Reno and Rizza 2003) .
In this model, u i (k) is a random effect that influences the location or mean of the individual's outcome k, and x i (k) is a random effect that influences individual's variances or square of the scale of outcome k. Thus, the model is expanded with both types of random effects and can be called a bivariate mixed-effects location-scale model. Covariance between the random location and random scale effects indicate the degree to which the random effects are associated with each other.
Although the mean models are specified with random intercepts only, modeling of the WS and BS variances guarantees more complex structure of the variance and covariance of the data than a simple compound symmetry structure. A compound symmetry structure would ensure only in a situation where models for both the WS and BS variances and covariances do not include any predictors.
Estimation
Given the above assumptions, the conditional distribution of the outcomes Y i is
Given the model formulation, the contribution of a subject to the likelihood is
T is a vector of responses for subject i,
parameters: fixed effects for the means b, error term covariance matrix c, and the random effect covariance matrixs. The random effects u
Under assumptions that the outcomes follow a bivariate conditional normal distribution and the random effects, both location and scale random effects, follow a multivariate normal distribution, the distribution functions for the outcomes and random effects can be written as the following.
The marginal density of
For the current model, the marginal likelihood does not have a closed form solution. Numerical integration methods, such as Gauss-Hermite quadrature, combined with an iterative solving procedure like Newton-Raphson, can be implemented to obtain the parameter estimates. In particular, SAS PROC NLMIXED can be used for this purpose, and syntax for the analyses presented in this paper is available from the first author upon request.
Correlation and ICC for subgroups of subjects and/or measurements
The variance and covariance of y ij (k) has a different form based on the values of i, j, and k.
Using the formulas above, one can estimate the marginal correlation between the two outcomes.
In some cases, it is of interest to express the BS variability in terms of an intraclass correlation coefficient (ICC). The ICC represents the degree of association of the data within subjects and is calculated as r u 2 /(r u 2 ? r e 2 ). Since our model relaxes the assumptions of variance homogeneity (both BS and WS), we can estimate the ICC for different subgroups of subjects and/or measurements as:
where indices i and j indicate that the ICC depends on subject i and measurement j. In other words, when the model includes time-varying covariates for the WS component, the ICC value differs not only by subjects but also within a subject across measurements.
Simulation study and results
A series of simulations were carried out to evaluate the accuracy of the proposed model (3)-(8) and the potential gain in efficiency for joint modeling versus separate modeling of the two outcomes. In order for the simulation results to be generalizable and have credibility, the simulated data were generated to have close similarity to real data (Burton et al. 2006) . One thousand datasets were generated with correlated random location and scale effects, plus correlated errors, using gender as a covariate (GenderM: females = 0 and males = 1); the ''true'' parameter values are listed in Table 1 . These generated datasets were then analyzed using two different model specifications: Model S1 specifies a bivariate linear mixed-effects model in which dependency between the two outcome variables is induced by non-zero BS and WS correlations for the location random effects and error variance matrices, respectively. Parameters for the BS and WS covariance are estimated in this model. The BS covariance is allowed to vary between genders, and is modeled with gender as a linear predictor. The BS and WS variances are also allowed to vary between genders, and modeled by log-normal models with gender as a covariate. In contrast to the subsequent Model S2, Model S1 does not allow for random subject scale effects.
Model S2, by adding random scale effects, is the model that underlies the simulated data. This model assumes that the two outcomes are correlated and models the dependency of the outcomes via correlated random effects and correlated error terms. The BS and WS variances are allowed to vary between and within subjects, respectively, and modeled by log-normal models with gender as a covariate. In addition, each WS variance model includes a random subject scale parameter, which characterizes the variability in the WS variance that is not explained by the covariates.
For each simulated dataset, a set of estimated parameters and their standard errors were summarized by the following evaluation criteria: average estimate (Est in Table 1 ), standard error (SE), bias, standardized bias (Stand Bias), root mean squared error (RMSE), 95 % confidence interval (CI) coverage rate (95 % cov), average width of 95 % CI (AW). Standardized bias is a ratio of the bias to the empirically estimated standard errors expressed as a percentage. For example, a standardized bias of ?100 % means that, on average, the estimate is one standard deviation above the true parameter value. Demirtas (2004) suggests that standardized bias of less than 50 % in either direction is of no significant practical importance and can be ignored.
Model S1 recognizes the bivariate nature of the data but ignores the random scale effects. Results of this model are presented in the left panel of Table 1 . The estimated fixed effect parameters are unbiased with 95 % CI coverage rates close to the nominal value. The random location parameters are estimated with precision and accuracy, small raw and relative bias, and 95 % CI coverage close to the nominal level. The WS covariance is also estimated with high precision and accuracy. The WS variance for each outcome is modeled using log link function, but excluding the random scale effect, and the intercepts in both models are highly biased, with standardized bias of 393 and 272 % for outcome 1 and 2, respectively. Despite the fact that the intercepts are precise, which is indicated by small standard errors and narrow average width of the CI, their 95 % CI coverage rates are only 0.10 and 3.40 for outcome 1 and 2, respectively. The parameter estimates for the gender effect for both outcomes have good accuracy (small raw and standardized biases), but are lacking in precision (95 % CI coverage rates are only 51 for positive affect and 67.7 for tired/bored). Overall, this model performs quite well in estimating the fixed and random location parameters but greatly overestimates the WS variances and provides poor inference for the covariate effects on the WS variances.
Model S2 accounts for all parameters that were used to generate the data. Results of this model can be found in the right panel of Table 1 . The data are analyzed taking into account the bivariate structure by specifying BS and WS covariances, and also recognizes that the WS variances have random scale components. The fixed and random location effect covariates are estimated with high precision and accuracy. The WS variance parameters for both outcomes are estimated with small bias, less than 0.02 raw bias and less than 16 % standardized bias, and with 95 % CI coverage rates close to the nominal level. The random scale parameters have an approximate 88 % coverage rate and slightly larger bias as compared to other model estimates. The rest of the random location and scale covariance parameters are also estimated with small biases, small RMSEs, 95 % CI coverage rates close to the nominal value, and narrow average CI widths.
Additionally, to evaluate the performance of a more traditional mixed-effect model in the context of this complex data-generating scenario, we ran a set of simulations where the data were analyzed by two separate random intercepts models. The simulation results showed that fixed effect parameters for both outcomes (i.e. intercept and gender) had very small bias and close to nominal coverage. The random intercept variances were also unbiased, with coverage close to the nominal 95 %, and small RMSEs. However, the error variances were appreciably biased (overestimated) although precise which was reflected in small SEs and confidence interval widths. This finding confirms that all unaccounted data variation essentially goes into error variance. While this may not be a major concern, it would lead to biased estimates of the intraclass correlation.
6 Application to the adolescent smoking study Data for this paper come from a natural history of adolescent smoking study (''SocialEmotional Contexts of Adolescent Smoking Patterns''). Youth were enrolled after written parental consent and student assent was obtained. The sample for the current study included a subset of participants from the overall study (N = 1263) who provided EMA data at baseline (N = 461). Students were invited into the EMA study if they were former experimenters (n = 112), current experimenters (n = 249), or regular smokers (n = 100); thus, all participants in the current study had smoking experience. Participants ranged in age from 13.85 years to 17.29 years (M = 15.67 years, SD = 0.61), 50.7 % were 9th graders, 55.1 % were girls, and 56.8 % White.
Data collection procedures included, among others, a week long time/event sampling via personal digital assistants (PDAs), which produced the EMA data. The EMA data collection provides many more observations per subject compared to usual longitudinal studies. Since only random prompts of the EMA data collection over several days were analyzed we were not interested in exploring temporal trends in subject responses. Adolescents carried the PDAs with them during 7 consecutive days and filled in questionnaires based on random prompts. Questions included ones about place, mood, activity, and other subjective items. There were 14,105 random prompts obtained from 461 students with an average of 30 prompts per student (range from 7 to 71).
Two outcome measures considered in the analysis were a subject's positive affect (PA) and a measure of how tired and bored (TB) they were feeling. Both of these measures consisted of the average of several mood items. Each mood item was measured on a scale of 1-10 with 10 representing very high level of the attribute. A total of 18 items were used to measure a subject's mood. All of the items were assessed by factor analyses that resulted in five mood measures: positive affect, negative affect, social isolation, tired and bored, and nervous and embarrassment. Higher values of positive affect indicated relatively better mood; higher values of the tired/bored measure represented relatively more tired or bored feeling.
Overall, PA had a mean of 6.8 (SD = 1.93, median = 7.0). The TB outcome had a mean of 4.72 (SD = 2.32, median = 4.67). The overall marginal correlation between the two outcomes was -0.33, whereas the observed BS correlation for the subject-average levels of PA and TB responses was estimated to be -0.35. A scatter plot of the subjectaverage outcomes is presented in Fig. 1 , where PA is plotted on the x-axis and TB is on the y-axis. A paired-profile graph in Fig. 2 gives a more detailed picture of the average association between these outcomes for each subject. The majority of subjects have high values of weekly PA and low values of weekly TB measures. It is clear from the figure that (2014) 14: 194-212 205 the association between the subject outcomes is heterogeneous, such as some subjects have low weekly PA and high weekly TB. Modeling the BS heterogeneity of this response association is of interest and will provide possible explanation to the observed differences. Moreover, the wide spread of the points on the vertical axes for both PA and TB responses indicates presence of high heterogeneity in responses at the subject level (large BS variance). It is of interest to model the BS and WS covariance of the two outcomes in terms of covariates and examine whether covariates can explain some of the heterogeneity in these mood measures, over and above their influence on the mean responses. The model included the following sub-models: Mean of PA; Mean of TB; WS variance of PA; WS variance of TB; WS covariance; BS variance of PA; BS variance of TB; BS covariance. The following subject-level covariates collected at the baseline wave were included: grade in high school (9th or 10th grade), gender, day of the week (Friday or Saturday versus other days), negative mood regulation (a measure of the students' ability to regulate negative moods, range from 1.6 to 5, M = 3.5), novelty seeking (a measure of the students' tendency to respond actively to new stimuli, range from 1 to 5, M = 3.5), depression (assessed by the CES-D scale, scores ranged from 0 to 52 with an overall mean of 17.5), and smoking status (defined as smoking at least one cigarette in the past 30 days). Each model component was specified with this same set of covariates. The NMR, novelty seeking, and depression measures entered all models as continuous variables. All models were estimated using PROC NLMIXED, SAS Institute, v. 9.2. Results are presented in Table 2 .
Mean of PA
Among all covariates, day of week, NMR, and the depression measure were significantly associated with the PA outcome. Subject specific PA mood was 0.11 points higher on Friday or Saturday compared to the rest of the week (p \ 0.0001). Ability to cope with negative mood was positively associated with the PA mood (b ¼ 0:23, p = 0.026). More depressed students had lower PA mood (b ¼ À0:04, p \ 0.0001). Gender, grade, novelty seeking, and smoking were not significant predictors of the PA mood outcome.
Mean of TB
Gender was significantly associated with TB, such that male students had 0.45 points lower TB compared to female students (p = 0.001). Day of the week was also significantly and negatively associated with TB (b ¼ À0:26, p \ 0.0001), namely, students were feeling less tired/bored on Friday or Saturday than the other days of the week. Higher reported NMR corresponded to lower TB (b ¼ À0:26, p = 0.049). Higher values on novelty seeking were associated with higher TB (b ¼ 0:47, p \ 0.0001). A unit increase in the depression measure was associated with 0.04 points increase in TB (p \ 0.0001). Students who smoked during the past 30 days had higher TB by 0.30 points (p = 0.022).
Within subject variance of PA
The WS variance for PA was modeled via a log link function, thus all coefficients (for the WS variance of PA) presented in Table 2 are on the log-scale and when converted to the original scale should be interpreted as a multiplicative effect of the covariate. Gender was a significant predictor of WS variability; male students displayed 12 % more consistent PA Method (2014) 14:194-212 207 mood behavior compared to female students (p = 0.034). 10th grade students had less erratic PA mood compared to the 9th graders, (p = 0.026). Students on Friday and Saturday experienced higher (by exp(0.131) = 1.14 times) variation in their PA mood compared to the other days of the week (p \ 0.0001). Novelty seeking and depression were also associated with more erratic behavior, (exp(0.111) = 1.12, p = 0.014 and exp(0.025) = 1.02, p \ 0.0001, respectively).
Within subject variance of TB
In contrast to PA, gender was not a significant predictor of the WS variance of TB. The 10th grade students were 10 % less erratic in TB compared to 9th grade students. Consistent with the results for WS PA variance, TB feelings on Friday or Saturday were less consistent than on other days of the week, although the effect was not quite significant (exp(0.049) = 1.05, p = 0.090). The other significant predictors of WS variance heterogeneity were novelty seeking and depression which were positively associated with higher WS variability in the TB outcome.
Random scale
Variance estimates of the random scale parameters were exp(-1.1789) = 0.3076 for PA mood and exp(-1.7936) = 0.1664 for TB, and both were highly significant. Expressed as standard deviations, these equal 0.5546 (PA) and 0.4079 (TB). These estimates represent the additional heterogeneity in the WS variances that is not explained by the covariates. For example, a subject with 1std above the random scale mean was 3 times more erratic in their PA mood than a subject with the same covariate values but with 1std below the random scale mean. Among other estimated elements of the variance-covariance matrix of the random effects, it is worth mentioning that the covariance between the PA random location and scale effects was negative and significant,r u ð1Þ x ð1Þ ¼ À0:2699; p \ 0.0001. Thus, subjects with higher PA mood also exhibited less variability in PA mood. For the TB outcome, the estimated covariance between the random location and scale effects was relatively small and marginally significant, (r u ð2Þ x ð2Þ = 0.0583, p = 0.0646), suggesting that subjects with higher TB mean levels were also less consistent. Lastly, the covariance between PA and TB random scale terms was 0.0923 (p \ 0.0001), indicating that subjects with more erratic PA mood were also more erratic in their TB feelings.
Within subject covariance
The association between PA mood and TB feeling within a subject was 0.148 more negative on Friday or Saturday compared to other days of the week (p \ 0.0001). Higher values of NMR reduced this negative association (moving it closer to zero) between outcomes (p = 0.001). More depressed students had more negatively associated outcomes, although the magnitude of the depression effect was relatively small, (p = 0.003). The WS covariance can be expressed as a correlation using the expression 6.7 Between subject variance for PA The 10th grade students were less heterogeneous by a factor of exp(-0.4195) = 0.6574 in PA mood compared to 9th graders, (p = 0.0008). Another significant predictor was novelty seeking. It is interesting to note that the effect of novelty seeking on BS variance was opposite to its effect on WS variance. A unit increase in novelty seeking corresponded to exp(-0.3131) = 0.7312 times less BS heterogeneity in the PA mood measure. Thus, novelty seekers were more alike, but also exhibited greater mood variation individually.
6.8 Between subject variance for TB Males were marginally less heterogeneous in TB (p = 0.09). No other predictors were found to be significant.
Between subject covariance
The BS covariance is an expression of the association between the means of the two outcomes, (i.e., averages over the repeated measurements of a subject). No significant predictors were found. Similar to the WS covariance, the BS covariance can be expressed as correlation using
. For example, the estimated BS correlation is -0.26 for a 9th grade female with mean values of MNR, novelty seeking, and depression on weekday or Sunday, while it equals -0.33 for a similar male. Residual analysis was used to evaluate the model diagnostics. Histograms of the raw conditional residuals did not reveal any systematic departure from a normal distribution for both outcomes. Scatter plots of the raw conditional residuals versus fitted values demonstrated that the residuals have approximate homogeneous variance. A kernel density of the bivariate conditional residuals showed reasonable agreement with a bivariate normal distribution.
Discussion
This article has illustrated how mixed-effects models for bivariate EMA data with clustered observations can be used to jointly model BS and WS covariances as well as heterogeneity in BS and WS variances, in addition to modeling mean levels of the outcomes. As such, these models can help to identify predictors of both WS and BS covariation as well as WS and BS variation and to test hypotheses about these covariances and variances. Additionally, by including random subject effects on the WS variances, this model can examine the degree to which subjects are heterogeneous beyond the differences explained by covariates. The joint model for bivariate outcomes specifies the mean structure as a random-intercept linear model and also models variation and cross-covariance of the random effects and subject's measurement errors in terms of covariates. Conditional subject measurement errors are independent of the random location and scale effects, whereas the random location and scale effects are allowed to be correlated.
A simulation study showed the model is reliable in recovering the true parameter values with good precision and accuracy. Data were simulated with close resemblance to the real data and were analyzed by two models. The models differed in their estimation of random scale parameters. Both models performed well in recovering the true values for most of the parameters, but differed in terms of the error variance parameters. As might be expected, the model without random scale parameters overestimated the intercept values of the error terms for both outcomes, and provided poor coverage for the covariate effects on the WS variances. The model with random scale parameters corrected these problems.
The application of this method to real data (and its estimation using SAS PROC NLMIXED) has illustrated its practical usefulness. We explored whether covariates were related to the means and variances (both BS and WS) for two outcomes, PA and TB. These outcomes are important constructs in studying adolescent mood and have been analyzed in this context separately elsewhere. An advantage of the proposed model is that it allows studying PA and TB association by means of covariates. The overall covariance was separated out into between-and within-subject components. Here, the estimated BS covariance, the association between subject-average responses, was negative; higher subject-average PA was associated with lower subject-average TB. The estimated WS covariance was also negative and varied by day of week, NMR, and depression. The WS association of the two outcomes was stronger (more negative) on Friday or Saturday than during weekdays or on Sunday. Higher negative mood regulation was associated with diminished WS negative association of the two outcomes.
In addition to modeling WS and BS association, WS and BS variation in the outcomes were explored. WS variability reflects subject's inconsistency in responses. We found that males were more consistent in their PA responses than females. In terms of BS variability, grade and novelty seeking were significant for PA, whereas BS variability in TB was only marginally significantly different with gender.
Since the normal distribution for the random scale effects was assumed, the model can be implemented in PROC NLMIXED, SAS Institute, v.9.2, and therefore broadens the potential application of this approach. Sample syntax is included in the appendix. The current model specified random scale effects for the WS variances. A possible extension of the model might also include random effects into the model of the WS covariance. The notion being that the WS association of the two outcomes could vary at the individual level. Also, the two measures were modeled here as continuous variables. A natural extension would be to develop the model for ordinal outcomes. When temporal trends among the repeated observations are of interest, the proposed model can be extended to include random trends to the mean models to account for serial dependence in the outcomes.
Selection of a model among a set of competing models can follow a general two-step procedure (Hedeker and Gibbons 2006, p. 129) . First, including all fixed effects, parameters of the variance-covariance matrices of the random effects and error terms are selected. Second, given the selected covariance structure for the model, one can proceed in selection of significant covariates for the mean models. Since model estimation is based on maximum likelihood and sample sizes are generally large, the likelihood ratio test for nested models as well as AIC or BIC model selection criteria can be used. AIC and BIC are applicable in a broad array of modeling frameworks, since their large-sample justification only requires conventional asymptotic properties of maximum likelihood estimators (Akaike 1973; Schwarz 1978) .
Modeling of variances and covariances requires a fair amount of data. The EMA data collection provides large numbers of repeated observations that can be used for these purposes. However, modeling of the variance-covariance matrix of the outcomes in the proposed model can be computationally challenging. In some case, the estimation procedure might not converge due to various reasons (e.g., a non-positive definite variancecovariance matrix). To resolve computational issues a simpler model with fewer parameters should be used in these cases.
