An expression is obtained for the likelihood function for the detection of a stochastic signal (diffusion process) in white noise. A stochastic differential equation is then obtained for the evolution of the likelihood function and the coefficients of this differential equation are related to a corresponding nonlinear filtering problem. Some extensions are noted to diffusion process signals in correlated noise and to more general stochastic signals.
INTRODUCTION
To solve many problems in statistical detection theory a likelihood function (Radon-Nikodym derivative) is calculated and evaluated against a threshold to determine a decision. Probably the most well known method for evaluating the likelihood function for the case of a Gaussian signal in Gaussian noise is to solve an integral equation for a function which is to be the kernel of a quadratic form in the obseI~a-tions. Difficulties with this method are that integral equations are usually difficult to solve and the solutions obtained often require storage of all the observations. Some work for continuous time detection problems has been done that removes these difficulties. Schweppe (1965) considered the case of a Gauss-Markov signal in white noise and by first solving the problem in discrete time and then formally passing to the limit to obtain the result for the continuous time problem he obtained a recursive method for evaluating the Iikelihood function which used the linear filtering results of Kalman and Bucy (1961 In this paper we provide a rigorous derivation of a stochastic differential equation for the evolution of the likelihood function for a diffusion process in white noise using the K. It6 (1951a) definition of stochastic integral. Some differences which are noted between our results and the results of Schweppe and the results of Sosulin and Stratonovich are related to the transformation calculus used and to the different definitions of stochastic integral. We also consider the case of a stochastic signal (diffusion process) in correlated noise (diffusion process) and obtain in some cases necessary and sufficient conditions for nonsingular detection. We relate the nonsingular problem to a white noise detection problem. We ~lso indicate how the general diffusion process signal in diffusion process noise detection problem can be solved and the extension of our solution to more general stochastic signals.
PROBLEM STATEMENT
The detection problem will be described in terms of stochastic differential equations rather than white noise, because white noise does not exist as an ordinary random process, and in general when a random function is integrated with white noise, the integral can be defined in different ways (Stratonovich 1966) . For a discussion of stochastic differential equations the reader is referred to K. It6 (1961 ) or Doob (1953 .
It will be convenient to initially make some assumptions that will be continually used throughout this paper. Consider a stochastic differential equation
dx, --a(t, x,) dt -t-b(t, xt) dBt
(1) where x,, Bt and a(~, mr) are n vectors and b(~, xt) is an n x n matrix. We shall always assume the following hypothesis, H: H: The process {Bt} = { (B, 1, B~ ~, ... , B,~)r I will be a vector of n independent standard Brownian motions. This will be called n dimensional Brownian motion. We note that given an initial condition independent of the future Brownian motion and assuming H the solution of (1) exists and is unique (K. It6 1961) .
The initial detection problem that we shall consider is described by the following stochastic differential equations
for signal not present
We also assume, in addition to H, that h-l(t) exists and is continuous. The n dimensional process {xt} corresponds to the (stochastic) signal which is obtained by (3) and {/3t} is an m dimensional Brownian motion independent of the n dimensional Brownian motion {Btl. The process {Ytl is an m dimensional process of our observations.
SOME PRELIMINARY RESULTS
Before establishing our main result we must note a few preliminaries. The first theorem gives some sufficient conditions for the absolute continuity of the measures corresponding to solutions of stochastic differential equations. The result stated is due to Girsanov (1960) while similar, less general results have been given by Prokhorov (1956) and Skorokhod (1960) .
ii ) a and h are n vectors and b is an n × n matrix iii) a (., .), b(., .) and h(., .) Ef _if
If b -1 exists, this can be rewritten entirely in terms of {xt} as
x~)a(u, x~) du --~ I h(u, x~) 12 du
We next describe a result from nonlinear filtering theory. Given the following nonlinear filtering problem (9) where (8) describes our state and (9) describes our observations (This is our detection problem with signal present with the assumptions as made there).
dy, = f(t)xt dt -~ h(t) dBt

THEOREM 2. The conditional mean for the above filtering problem is given by the following expression E[xt i Y~ ; s < u < t] = 2t
E~x [~txt] 
where E~x corresponds to integration with respect to the function space measure px generated by the solution of (8) and
• t =~t(x~,y~;s~ u<_ t)
and g = hrh.
The proof of this result will not be included here but it can be easily proved from our absolute continuity results and the fact that the process {xt} has a finite second moment. A stochastic differential equation can also be obtained for its evolution in time. These results are discussed by Kushner (1967) and by Duncan (1968) .
MAIN RESULT
We have now established sufficient preliminaries so we shall return to the detection problem. We first derive an expression for the likelihood function (Radon-Nikodym derivative). Remark. We shall now briefly mention some comparisons with results that were mentioned in the introduction. Our results differ in form from both the results of Schweppe and of Sosulin and Stratonovich. Sosulin and Stratonovich (1965) indicate that their stochastic integral is to be interpreted in the Stratonovich sense and it is known that in general this integral is not identical to the K. It6 stochastic integrM. Sehweppe (1965) obtained his result from a formal passage to the limit from discrete time using ordinary calculus. If we do some simple manipulations and use the correction term (Stratonovich 1966 ) that relates Stratonorich stochastic integrals to K. It6 stochastic integrals we can reconcile our result with Schweppe's result and verify that his result must also be interpreted in the Stratonovieh sense.
SOME GENERALIZATIONS
We shah now discuss some detection problems of stochastic signals (diffusion processes) in correlated noise (diffusion processes). Consider a detection problem described by the following stochastic equations (26) x(s) = ~ z(s) = 0
dzt = g(t, zt) dt + h(t) dBt
We assume H and that the inverse of the diffusion matrix h(t), h-l(t), exists and is continuous and that the derivative of the time-varying matrix Ht, H J, exists and is continuous in t.
For this detection problem we shall give necessary and sufficient conditions for nonsingular detection and relate the nonsingular problem to a white noise problem.
We first note a result for the quadratic (second order) variation of the solution of a stochastic differential equation. This result is obtained by K. It6 (1951b) , Wang (1964) and Wong and Zakai (1965) . Some related results have been discussed by Baxter (1956 ), Gladyshev (1961 , Bfihlman (1963) , Cogburn and Tucker ( 1961 ) and Pierre (1967) .
LEMMA 4. Let {xt} be the process which satisfies
where t C Is, 1J, x(s) = ce, {xt} = (x~ 1, xt 2, ... , xt'~) r is an n dimensional diffusion process and {Bt} is an n dimensional Brownian motion. The n-vector ¢(t, x) and the n × n matrix P(t, x) have components which are continuous in t and globally Lipschitz continuous in x. Then (r(t, x~) = {.r~;(t, x~)}).
LE~MA 5. Consider the detection problem (24). For this detection problem to be nonsinguIar it is necessary and su~cient that for all t H(t)b(t, xt)
Proof (su.~ciency). It will be convenient to change the form of the above detection problem by describing the hypotheses by stochastic differential equations (i.e., apply the stochastic differential rule to the two hypotheses).
dy~ = H' (t)xt dt --k H(t)a(t, xt) dt --k H(t)b(t, xt) dB~ q-g(t, y~
--
H(t)xt) dt q-h(t) dB,
for signal present (30)
= g(t, yt) dt --k h(t) dB,
Now let H(t)b(t, x~) =-0 a.s. Then the two hypotheses are a.s.
dyt = H'(t)xt dt q-H(t)a(t, xt) dt q-g(t, yt --H(t)xt) dt q-h(t) dBt
for signal present (31)
= g(t, yt) dt --k h(t) dJ~t
Since the process {xt} is generated by the n dimensional Brownian motion {Bt} it is independent of the process {yt} satisfying
dyt = g(t, yt) dt -+-h(t) d~t (32) y(s) = 0
With this independence and the fact that h -* exists for all t we can apply Girsanov's theorem as we did in the white noise case (Lemma 1) and obtain for the likelihood function
where ~t is obtained from Girsanov's theorem (Theorem 1). 
froof (necessity). If for all t, H(t)b(t,
. , n !
We note that in the nonsingular case we have the two hypotheses
dyt = tt'(t)xt dt -~ H(t)a(t, z,) dt + g(t, yt -H(t)xt) dt ~-h(t) dB,
for signal present
= g(t, y~) dt -~ h(t) dBt for signal not present
For the i~ypothesis for signal not present we can use the absolute continuity results (Theorem 1.) to show that the measure corresponding to the solution of (33) Trivial examples can be constructed, for example, when {x~} is constant (a.s.). Some sufficient conditions do exist to prove that {x~} "fills" the state space ~" but these conditions will not be described here.
Remark 2. If we consider a more general correlated noise problem
for signal not present where xt and zt are given by (25) and (26) respectively. Then it sh)uld be "clear" how to proceed. If sufficient smoothness is assumed on (-and H then we proceed by taking derivatives or differentials (whichever is appropriate) using Lemma 2 in the vector case (K. It5 1951b) ur~il we obtain some Brownian motion. Depending upon whether it is {:~t} or (B,} will determine whether our problem is nonsingular or singular. For the Gaussian (linear) detection problem other techniques are available to determine singular or nonsingular detection (cf. e.g., Root 196~). Remark 3. The expression for the likelihood function (er ~ ) al~o arises in the nonlinear filtering problem and can be used to simplify e~,pecially the nonlinear smoothing problem.
Remark 4. The analogy with the detection of a sure signal mould be noted, i.e., the expression for the likelihood function (e r') use~,, instead of the known sigLal for the sure signal case, the best estimate (i~ a mean square sense) of the signal for the stochastic signal case.
Remark 5. After submission of this paper, extensions of the likelihood function form (Theolem 3) for more general stochastic signals ]mve been obtained independently by T. KMlath and by the author. In a paper to appear, Kailath uses a different technique to approach the detection problem by reformulatin~ the stochastic differential equation for signal present. Absolute continuity results for these more general signals can be obtained by using some entropy results (cf. A. Perez, Notions generalisees d'incertitude, d'entropie et d'information du point de rue de la theorie de martingales, in Transactions of the First Prague Conference on Information Theory, Statistical Decision Functions, Random Processes," pp 183-208. Publishing House, Czech. Acad. Sci., Prague (1957) . With uniqueness of the stochastic differential equation with signal present and the appropriate absolute continuity, the result in Theorem 3 easily generalizes. Kailath in his forthcoming paper also has some discussion on the stochastic integral o~ K. It5 as contrasted with some other proposed definitions.
