Abstract-Algorithms are presented that construct the shortest connecting network, or minimal spanning tree (MST), of N points embedded in k-dimensional coordinate space. These algorithms take advantage of the geometry of such spaces to substantially reduce the computation from that required to construct MST's of more general graphs. An algorithm is also presented that constructs a spanning tree that is very nearly minimal with computation proportional to N log N for all k.
I. INTRODUCTION
A TRANSPORTATION or communication network is composed of a set of nodes (or terminals) and a set of distances between pairs of nodes (the edges or branches of the network). The minimal spanning tree (MST) of such a network is a subset of the branches that have minimum total distance while providing a route between every pair of nodes.
The MST problem can be formally stated in graph theoretical terms. Consider a connected undirected graph G, with vertex set V, and edge set E (E is a subset of V X V); a spanning tree is a subset of E, such that there is a unique path between any two vertices in V. Suppose there is a cost associated with every edge in E; an MST of G is a spanning tree of G that minimizes the sum of the costs of the edges.
We present algorithms for finding MST's for collections of points in multidimensional coordinate spaces. Here, the vertices of the graph are the points, and the cost of an edge between two nodes is the distance in the space between them. The graph representing such a collection of N points is a complete linear graph and has N(N -1)/2 edges.
This problem arises in many applications. Building a telephone network for many cities might call for finding the MST of a set of points in a two-dimensional Euclidean coordinate space. (See, for example, Prim [1] .) Loberman and Weinberger [2] show that MST's can be used to make optimal electric connections between a number of terminals on a breadboard. Zahn [3] , [4] and Clark and Miller [5] apply MST's to a wide variety of problems in pattern recognition. Arkadev and Braverman [6] , Johnson [7] , Manuscript received September 28, 1975; revised May 23, 1977 . This work was supported in part by the Energy Research and Development Gower and Ross [8] , and Zahn [3] apply MST's to hierarchical clustering of points in multidimensional data spaces.
Lee et al. [9] use the MST of points in multidimensional spaces for finding good nonlinear mappings of those points to two-dimensional spaces.
The MST problem has been extensively studied in the graph theoretic formulation. The classical algorithms for use with dense graphs have been given by Kruskal [10] and Prim [1] . Their efficient implementation on a computer was described by Dijkstra [11] , [12] . For sparse graphs (in which only few pairs of nodes have edges between them, or equivalently there are many edges of infinite cost), Yao [13] has given a fast MST algorithm. All of these algorithms can be applied to arbitrary graphs. Since the graphs defined by N points in a coordinate space are complete linear graphs with N(N -1)/2 edges, they are as dense as possible (for graphs of multiplicity one), and Yao's algorithm does not result in better running times for these cases.
Because of their generality, these algorithms, when applied to points in coordinate spaces, do not take advantage of the geometry of the spaces to reduce computation. For example, if a human (rather than a computer) is constructing an MST on a distance true map of the 1000 most populous cities in the United States, he never considers an edge from New York to Los Angeles; their distance is clearly too great. Prim's method was capable of building a planar MST "based on visual judgments of relative distances, perhaps augmented by a pair of dividers in a few close instances" [1] . Since a human is able to use such geometric considerations to advantage when constructing MST's (at least in two-and three-dimensional spaces), one might hope for computer algorithms that do so as well.
Shamos [14] [15] to exploit the geometry of coordinate spaces. The performance of the algorithm is difficult to describe analytically, and depends somewhat upon the configuration of the points in the coordinate space. Monte Carlo simulations indicate that for many point configurations the computation is very nearly proportional to N log N for all dimensionalities and distance measures. A worst case exception occurs when the points are equally distributed among a few very widely separated clusters. For these cases, the rate of growth of the computation with number of nodes is slightly faster. In all cases, however, this algorithm is much faster than the general MST algorithms, except for very small data sets. A variant of the algorithm is presented that constructs spanning trees that are very nearly minimal with computation proportional to N log N for all point configurations.
II Since the nearest neighbor searches and priority queue insertions can be performed in 0(log N) time, this algorithm requires computation proportional to m log N for each link insertion. Here m is the number of nearest neighbor searches required to add the link (that is, the number of executions of the inner loop plus one). The total computation is proportional to (N -1) mi log N, where m is the average of m over all the links added to the MST. Thus, if m is small compared to N/(2 log N), one might expect this algorithm to have computational advantage over the more general MST algorithm of Prim and Dijkstra.
III. MULTIFRAGMENT ALGORITHM The speed of the single fragment algorithm depends directly on the value of m, which depends upon the configuration of the points in the coordinate space. It also depends upon the way the fragment grows; that is, the order in which the links are added to form the complete MST. Zahn [3] has pointed out that the MST tends to follow density gradients of the point set. Prim's construction principles ensure that once a fragment is started, its growth will follow the local density gradients "uphill" until it reaches a local density maximum. Once it reaches that maximum, it will tend to add links in directions of minimum decreasing density, slowly growing downhill.
The number of nearest neighbor searches for each link added to the fragment depends strongly on whether the fragment is growing toward increasing or decreasing density. If the fragment is growing toward increasing density, then each new node added to the fragment tends to have a shorter nearest neighbor link than those already in the fragment, and its priority will be at or near the top of the fragment priority queue. Since the priority of a newly added node is always real (rather than an upper bound), it will quickly become a candidate for a new fragment edge without the necessity of updating the upper bounds for those nodes lower in the queue. It is this updating that is performed by the inner loop of the algorithm and contributes all but one of the m nearest neighbor searches required to add the link.
The situation is completely reversed when the fragment is growing toward decreasing density. Then each new link added to the fragment tends to be longer than those previously added, and its corresponding low priority sinks it to a low position in the priority queue. As a result, it is more likely that a node with only an upper bound for its priority is at the top of the queue. Thus, several near neighbor searches could be required before a node with a real priority reaches the top of the queue.
Many point distributions encountered in practice tend to have small, localized regions of high density and broad diverse regions of low density. Even if a fragment happens to start in a low density region (which is unlikely with a random choice since most of the points are in regions of high density), it will quickly reach the maximum in a few steps. It will then add most of its links while going downhill, thereby incurring large values of m with each added link.
It is possible to greatly increase the speed of the algorithm by employing Prim's construction principles in a multiple fragment strategy. The first fragment is started with the lowest density point (the point for which the local density is lowest). It then grows uphill following density gradients until it reaches a local density maximum. At that time, its growth is terminated. A new fragment is then started at the isolated node with the lowest local density. This fragment grows uphill until it either joins with an already existing fragment (at which time it is merged with that fragment) or until it reaches a density maximum. This procedure continues until there are no isolated nodes remaining. At Repeat; The sort of the N points (on the basis of their density estimates) can be accomplished in O(N log N) time [17] . As with the single fragment algorithm, the nearest neighbor searches and priority queue insertions can be performed in O(log N) time. Implementing the priority queues as leftist trees allows them to be merged in O(log N) time [17] . Therefore, the total computation with this multifragment algorithm is proportional to (N -1)m log N. However, because most of the links have been added while fragments were growing toward increasing density, the value of mi will be considerably smaller than that for the single fragment algorithm.
The rate of increase of mi? with increasing number of nodes N determines the rate of growth of computation time for the algorithm. During the fragment growing stage of the algorithm, iii is independent of N since it is bounded by mo, so the time required to build the fragments is proportional to N log N. Since fragment growth is terminated in high density regions 'and these regions tend to be highly localized in the coordinate space, the links that connect fragments are usually small compared to most links within the fragments. The real priorities corresponding to these links will be high in the fragment queue so that generally few nearest neighbor searches are required to link the fragments. Thus, the computation required to construct the MST for this multifragment algorithm is usually dominated by the N log N time required to build the fragments.
There is a special worst case situation where connecting the fragments can dominate the computation for the multifragment algorithm. This occurs when the distribution of points in the coordinate space is comprised of a very few compact clusters separated by large distances, with each cluster containing a substantial fraction of the total number of points.
A basic assumption of the logarithmic time nearest neighbor search algorithm is proximity; that is, that the distance to the resulting nearest neighbor is relatively small. Specifically, the volume of a ball with that distance as its radius must be small compared to the total volume occupied by all the points in the coordinate space. For an unrestricted nearest neighbor search, this is always true. However, the nearest neighbor searches performed here are restricted to those points outside the particular fragment under consideration. If the fragment to be linked is a large distance from all of the other points, then the distance to the closest point outside the fragment will not be small, and the time required to find it will grow more rapidly with N than log N. Therefore, the time required to link the final unconnected fragments for this case can grow faster than N log N. Fig. 2 presents results for a spherical normal distribution in five dimensions, with Euclidean distance measure. The running time per node is seen to be clearly logarithmic for this case as well.
IV. SIMULATION STUDIES
As discussed above, the value of m for a particular situation depends upon the distribution of the points in the 4 All simulations for both algorithms were performed on an IBM 370/168 computer. All programs were coded in Fortran IV and compiled with the IBM Fortran G compiler. 5 The running time for this algorithm is independent of the point distribution. coordinate space. In the simulations presented here, the value of mh ranged from 1.3 to 3.
Comparison of Figs. 1 and 2 indicates that the point at which the special MST algorithm obtains computational advantage over the general algorithm depends upon dimensionality of the coordinate space. This is a consequence of the fact that the relative time required to find nearest neighbors increases with dimensionality of the coordinate space. Table I lists the total number of nodes at which the special-MST algorithm becomes faster than the general algorithm.6 V. A FAST ALMOST MINIMAL SPANNING TREE (AMST) ALGORITHM For the worst case situation, where the nodes are concentrated in a few well separated clusters, the multifragment algorithm spends most of its computation finding the few MST links that connect these clusters. In many applications, these precise links are not required. In clustering applications, for example, the lengths of these links are used to establish the existence of the clusters, and then the links are deleted. Since the multifragment algorithm has established the existence of these clusters before it adds these final connecting links, it is unnecessary to add them. In all statistical applications, and in most geometrical applications, the precise MST is not required. A spanning tree that is very nearly minimal will serve just as well. 6 The results shown here are for spherical normal distributions and Euclidean distance measure. These values do not strongly depend upon the distribution of the points or on distance measure. It is possible to avoid the increased computation for the worst case situation by detecting when it is occurring and then shifting to a faster approximate strategy.
Prim's second construction principle, which is used to connect the fragments, insures that they will be connected by a link that represents the smallest interpoint distance between the fragments. This insurance can be quite costly in worst case situations. For these situations, the intercluster links tend to be longer than most (if not all) intracluster links. The priorities in the fragment queue will be mostly upper bounds, and these upper bounds will be higher in the queue than the interfragment links representing real priorities. Thus, a great many nearest neighbor searches are required before a real priority reaches the top of the queue. In the very worst case, near neighbor searches are required for all points in the fragment. As described above, these searches do not obey the proximity principle required by the fast near neighbor algorithm so that the time required for them is slower than logarithmic.
This problem can be sidestepped by pursuing a different strategy for finding smallest interpoint distances between fragments. Since this strategy does not guarantee that the link it finds will absolutely the smallest, Prim's construction principles may be violated. It can guarantee, however, that if the link it finds is not the smallest, its length is nearly the same as the smallest one. Thus, the resulting spanning tree is very nearly minimal.
This strategy proceeds as follows: the fragment priority queue is scanned for its smallest interfragment link. The endpoint of this link in the other fragment becomes a focal point and the endpoint in the current fragment becomes its corresponding point. The nearest nonfragment neighbor to the focal point is found. If this neighbor is not its corresponding point, the neighbor becomes the focal point and the former focal point becomes its corresponding point. This procedure is-iterated until the nearest neighbor to the focal point becomes its corresponding point. The link between these two points is then taken as the edge connecting the two fragments in the spanning tree.
The the worst case situations. In those situations, it tries to find the shortest connecting link by means of the heuristic strategy described above. Since many points in one cluster have in common the same closest point in the other, the rate of convergence of the iterative search in the heuristic strategy is quite fast and is independent of the total number of nodes N.7 Each iteration requires a nearest neighbor calculation which, at worst, requires time proportional to N. Therefore, the time required to link fragments with the approximate strategy is proportional to N. The total time to construct the AMST is then dominated by the fragment building which requires computation proportional to N log N.
In order to obtain a feeling for the performance of the AMST algorithm in worst case situations, Table II gives the results of several Monte Carlo simulation experiments. Here 1000 points were sampled from five four-dimensional spherical normal distributions with unit covariance matrix, each centered at a different vertex of a four-dimensional simplex with edge length ten. The AMST algorithm is identical to the multifragment MST algorithm except for the special worst case clustering situations. For these situations, the AMST algorithm is considerably faster than the true MST algorithms, but it may not yield the exact MST. The spanning tree that it does yield, however, will be almost minimal. The AMST algorithm requires the specification of an additional parameter. This is the maximum number of nearest neighbor searches no allowed while trying to link a fragment to another one, before the fast heuristic strategy is invoked. A choice for its value involves a tradeoff between running time and the degree to which the AMST is required to match an exact MST. Values [15] to reduce computation in finding nearest neighbors, and the use of logarithmic priority queues [16] , [17] to reduce the number of nearest neighbor searches. A multifragment strategy is presented that takes advantage of density gradients in the distribution of points to achieve a much greater reduction in nearest neighbor searches. For N points embedded in a k-dimensional coordinate space, this algorithm will usually construct the MST in time proportional to N log N. Special worst case situations exist for which the time spent in connecting fragments dominates the computation, and although the algorithm is still much faster than earlier algorithms, it can require computation in excess of N log N. A method for detecting this situation and shifting to a fast heuristic strategy for connecting the fragments in this special case is presented. Although this heuristic strategy cannot guarantee that the links it finds are of minimum total length, they are always quite close. Thus, the resulting spanning tree that it constructs is almost minimal. This AMST algorithm constructs minimal or very nearly minimal spanning trees with average computation proportional to N log N. All of these algorithms are considerably faster than earlier algorithms that construct MST's for general graphs, except when the graphs are small.
APPENDIX k -d Trees
For completeness, this Appendix provides a brief description of the k -d tree data structure and the fast near neighbor search algorithm [15] .-The general discussion presented here is quite limited and details can be found in [15] .
The k -d tree is a generalization of the simple binary tree for sorting and searching. The k -d tree is a binary tree in which each node represents a subcollection of the points and a geometrical partitioning of that subcollection. The root of the tree represents the entire collection. Each nonterminal node has two successors. These successor nodes represent the two subcollections defined by the partitioning. The terminal nodes represent mutually exclusive small subsets of the points, which collectively form a geometric partition of the k-dimensional coordinate space.
At each nonterminal node, the geometrical partitioning is accomplished by dividing the subcollection at the median value of one of the coordinates. The particular coordinate chosen to make the partition is the one which exhibits the greatest range or spread in values.
Associated with each node and the subcollection which the node represents is a set of geometric bounds within which all points in that subcollection must lie. These geometric bounds can be represented by two linear arrays LOWER and UPPER. For a given subcollection S it must be true for every point X E S and each coordinate i (1 < i < k) that LOWER(i) < X(i) < UPPER(i (N log N) . The expected nearest neighbor search time is shown to be O(log N). These results are shown to be valid for arbitrary distributions of the points in the coordinate space and for a wide range of dissimilarity measures. In particular, it is not necessary that the dissimilarity measure be a metric distance and satisfy the triangle inequality.
