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In the NISQ-era of quantum computing, we should not expect to see quantum devices that provide
an exponential improvement in runtime for practical problems, due to the lack of error correction
and small number of qubits available. Nevertheless, these devices should be able to provide other
performance improvements, particularly when combined with existing classical machines. In this
article, we develop several hybrid quantum-classical clustering algorithms that can be employed as
subroutines on small, NISQ-era devices. These new hybrid algorithms require a number of qubits
that is at most logarithmic in the size of the data, provide performance improvement and/or runtime
improvement over their classical counterparts, and do not require a black-box oracle. Consequently,
we are able to provide a promising near-term application of NISQ-era devices.
I. INTRODUCTION
The noisy, intermediate scale quantum (NISQ) com-
puting regime, a term first coined by Preskill in Ref.
[1], refers to the computing regime we are expected to
reside in for the next decade or so. NISQ computing
assumes ∼ 50− 100 qubits and a universal, albeit imper-
fect, set of gates. We should not expect to realize prac-
tical quantum algorithms in this regime that will have
an exponential computational improvement over exist-
ing classical algorithms. Nevertheless, it may be possi-
ble to construct NISQ-era quantum (or hybrid quantum-
classical) algorithms that have some other performance
advantage. In particular, there has been significant inter-
est recently in the development of NISQ-era algorithms
for machine learning. While the list of publications in
this area is rapidly growing [2–10], well-known exam-
ples include the Quantum Approximate Optimization Al-
gorithm (QAOA) [11–13] and the Variational Quantum
Eigensolver (VQE) [14, 15]. For a more extensive review
of research in the area of quantum machine learning, we
refer the reader to [16].
Quantum algorithms that demonstrate an exponential
advantage over classical algorithms often assume fault-
tolerance. Because threshold theorems that admit fault-
tolerant constructions only exist for circuit-based models,
these models are generally pursued for scalable systems.
However, because fault-tolerance cannot be assumed in
the development of NISQ-era quantum algorithms, it is
reasonable to treat adiabatic NISQ algorithms on equal
footing as their circuit-based counterparts.
A particular subset of adiabatic quantum computing
that has received much attention is one in which the
problem Hamiltonian is stoquastic, that is, a Hamiltonian
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such that, when expressed in a predetermined, fixed ba-
sis, has the property that all of the off-diagonal elements
are non-positive. Generally, we assume that the ground
state is then measured in this fixed basis, although some
have considered more general scenarios in which the mea-
surement basis can be adaptively varied [17]. If the mea-
surement basis can be adaptively chosen, then Ref. [17]
has shown that stoquastic adiabatic quantum computing
can efficiently simulate quantum computing, and is hence
universal.
If we utilize only a fixed measurement basis (here-
inafter referred to as the “computational basis”), then
with few exceptions [18, 19], it is believed that this re-
stricted class of computations can be efficiently simulated
classically. Nevertheless, stoquastic adiabatic algorithms
may be able to demonstrate a significant performance
advantage over certain existing classical algorithms, es-
pecially in the realm of machine learning, where quality
and robustness are often more important performance
parameters than run-time.
In what follows, we will view stoquastic adiabatic
quantum computing from a graph-theoretic perspective,
in much the same way as [20]. In this framework, we de-
sign hybrid quantum-classical clustering algorithms that
require very few qubits and show a performance increase
in quality, run-time improvement, or both over their clas-
sical counterparts. Consequently, we believe that these
algorithms will have great utility on NISQ-era adiabatic
quantum computing devices. We note that our approach
is uniquely different from most previous adiabatic algo-
rithms in that (1) the quantum subroutine is not the
solution to an optimization problem, (2) the final Hamil-
tonian is not diagonal in the computational basis, and
(3) we do not rely on a black box for our problem Hamil-
tonian, thereby making its integration with classical al-
gorithms more straightforward.
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2II. DEFINITIONS AND NOTATION
We begin with a graph G = (V,E) with vertex set
V and edge set E ⊂
(
V
2
)
. In this paper, we consider
undirected, weighted graphs with symmetric edge-weight
functions. Let u ∈ V be a vertex in G and ω : E → R+
be the edge-weight function. We define the degree of u
as du =
∑
v∈V ω(u, v).
1 We define the graph Laplacian
of G, L(G), as
L(G)uv =
{
du u = v
−ωuv u 6= v . (1)
Now let W : V → R be a vertex-weight function. We
write W as a diagonal matrix where Wuu = W (u). If
H is a stoquastic Hamiltonian, then we can decompose
H as H = L(G) + W for some graph G.2 If S ⊂ V , we
define
|φS〉 := |S|−1/2
∑
v∈S
|v〉 (2)
to be the equal superposition of all states corresponding
to the vertices in S. We let |φ〉 := |φV 〉.
The graph Laplacian has two important properties
that we use throughout the rest of this paper. If λ0 ≤
λ1 ≤ · · · ≤ λn are the eigenvalues of the graph Laplacian
L(G), then λ0 = 0 and the algebraic multiplicity of λ0
is equal to the number of connected components of G.
Second, if {Gi} is the set of connected components of G,
then {|φVi〉} is an orthonormal basis for the eigenspace
of λ0, where Vi is the vertex set of Gi. As we consider
systems in which the the ground state is degenerate, we
denote the spectral gap of H as γ = λj − λ0, where λj is
the first eigenvalue strictly greater than λ0.
We often consider functions on graphs with the Dirich-
let boundary condition. If S ⊂ V and δS is the boundary
of S, then f : S ∪ δS → R is said to have the Dirichlet
boundary condition if f(v) = 0 for all v ∈ δS. We define
Dirichlet eigenvalues of the Laplacian L as
λ
(D)
i = min
f⊥Ti−1
f |δS=0
〈Lf, f〉
〈f, f〉 , (3)
where Tj is the space spanned by the functions fk that
attain λk for 0 ≤ k ≤ j. We call these fj the Dirichlet
eigenvectors corresponding to the Dirichlet eigenvalues.
For a more detailed overview of Dirichlet eigenvalues and
spectral graph theory, we refer the reader to [21].
1 When ω(u, v) = 1 for all (u, v) ∈ E, du corresponds to the stan-
dard definition of degree.
2 When it is clear from context we omit the dependence of L on
G.
III. GROVER’S ALGORITHM
Adiabatic Grover’s algorithm on an N -state system
consists of an initial and final Hamiltonian and a sched-
ule s(t). The initial Hamiltonian for Grover’s is given by
HI = I− |φ〉〈φ|.3 Grover’s final Hamiltonian is given by
HGrov = I − |m〉〈m|, where |m〉 is the state of interest
and the ground state of HGrov. The quantum system is
initialized as |φ〉, the ground state of HI , and the system
is evolved according to H(s) = (1−s)HI +sHGrov where
the schedule s is given by
s(t) =
1
2
√
N − 1 tan
(
2
√
N − 1
N
t− arctan
(√
N − 1
))
+
1
2
,
(4)
with s(tI) = 0, s(tF ) = 1, and  determines a lower
bound of the inner product between the final state of the
evolution |EF 〉 and |m〉 given by |〈EF |m〉|2 ≥ 1− 2 [22].
With this schedule, Grover’s algorithm scales as O(√N).
Grover’s algorithm can be generalized to a system in
which there are multiple states of interest. Suppose in an
N -state system we are interested in measuring any of the
states in the set M = {|mi〉}i. The initial Hamiltonian
remains the same as HI while the final Hamiltonian be-
comes HGrov = I − 1|M |
∑
i |mi〉〈mi|. The schedule then
changes to
s(t) =
1
2
√
r − 1 tan
(
2
√
r − 1
r
t− arctan (√r − 1))+ 1
2
,
(5)
where r = N/|M |. With this schedule, the runtime of
Grover’s is purely a function of the ratio r. In particular,
the runtime is independent of N .
Here, we give a graph-theoretic interpretation of
Grover’s algorithm on an N -state system. Grover’s final
Hamiltonian can be decomposed as HGrov = L(G) + W
where G is the empty graph on n vertices and Wu =
1− δuvm where vm corresponds with the state of interest
|m〉. We embed G into a larger graph H with one more
vertex vN . The vertex vN is connected to every other
vertex except vm. We can then recover Grover’s system
by imposing a Dirichlet boundary condition on vN and
considering the Dirichlet eigenvalues and eigenvectors of
H. In practice, we can impose the Dirichlet boundary
condition on vN by restricting L(H) to the vertices in G.
We can see explicitly then, that this Dirichlet boundary
condition returns HGrov.
4 The submatrix obtained by
this restriction is called the reduced Laplacian. We call
the vertices on which we impose the Dirichlet boundary
3 This is a standard initial Hamiltonian in many adiabatic algo-
rithms.
4 Alternatively, we can impose the boundary condition by intro-
ducing a very large weight on vN . This forces vN to be ap-
proximately orthogonal to the ground state of L(H). Intuitively,
all vertices adjacent to vN are affected by this weight and are
pushed out of the ground state as well.
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FIG. 1: The graphs Ginit and GGrov corresponding to
the initial and final Hamiltonians, respectively, in
Grover’s search algorithm over an eight element data
set, where the desired element is the state |3〉. The
vertices in the shaded region correspond to elements of
the unsorted database, while the outside red vertex acts
as a “dummy” vertex. By deleting the row and column
corresponding to the dummy vertex in both graph
Laplacians, we obtain the initial and final Hamiltonians
of adiabatic Grover’s algorithm.
condition marked vertices. We use this method of mark-
ing vertices to give a generalization of adiabatic Grover’s
algorithm. See Figure 1 for the graph characterization of
traditional Grover’s algorithm.
A. Generalization of Adiabatic Grover’s
Before we proceed, we state a simple but important
structural lemma for the spectrum of a convex path
through the space of Hermitian matrices. The proof is
straightforward and is therefore omitted.
Lemma 1. Let H : [0, 1] → H be a path through the
vector space, H, of (n×n) Hermitian matrices, such that
H(s) = (1 − s)H0 + sH1. Let A be the m-dimensional
subspace of vectors that are eigenvectors of both H0 and
H1 and B = A
⊥.
1) There exists an orthornormal basis {fi}m−1i=0 for A
such that fi is an eigenvector of H(s) for all s ∈
[0, 1].
2) Let {αi}n−m−1i=0 be an eigenbasis of H0 for B and
{βi}n−m−1i=0 be an eigenbasis of H1 for B. The
remaining eigenvectors and eigenvalues of H(s)
(those not in A) depend only on {αi}, {βi}, and
their corresponding eigenvalues.
This lemma tells us that the change in the spectral gap
in the convex evolution of Hermitian matrices is uniquely
determined by the eigenvectors in which the initial and
final Hamiltonians differ. Applying this lemma to adia-
batic Grover’s algorithm gives us the following corollary.
Corollary 2. Let M ⊂ [N ] and B = [N ]\M
where M is a collection of states of interest. The
non-constant spectrum and corresponding eigen-
vectors of Grover’s algorithm depend only on the
eigenvectors and eigenvalues (f0 = |φM 〉, φ0 = 0),
(f1 = |φB〉, φ1 = 0), (e0 = |φ〉, λ0 = 0), and
(e1 = N (|B||φM 〉 − |M ||φB〉), λ0 = 1), where N is
a normalization coefficient.
Proof. The ground state of HI , is |φ〉 and has a ground
energy of 0. The ground state of HGrov is |φM 〉 and also
has ground energy 0. The first excited states of both
are (N − 1)-degenerate with a first-excited energy of 1.
The intersection of subspaces of the first-excited states is
an (N − 2)-dimensional subspace, and so HI and HGrov
share an (N − 2)-dimensional eigenspace. The subspace
on which they differ has an eigenbasis given by e0 and e1
for HI and an eigenbasis of f0 and f1 for HGrov as given
above. Therefore, by the above lemma, the spectrum and
eigenspace of H(s) = (1 − s)HI + sHGrov is determined
only by (e0, λ0), (e1, λ1), (f0, φ0), (f1, φ1).
Using the above lemma and corollary, we give a graph-
based generalization of adiabatic Grover’s. Suppose now
we have a graph of k connected components {Gi}k−1i=0
with |V | = N and we are interested in finding a vertex in
the m-th component, Gm with |Vm| = Nm. We choose
a set of vertices Vd such that every vertex not in Gm is
adjacent to exactly one vertex in Vd. We mark (impose
the Dirichlet boundary condition on) the vertices in Vd
and use the corresponding reduced Laplacian as our final
Hamiltonian HF (see Figure 2 for an example generalized
Grover graph). The initial Hamiltonian HI has all eigen-
vectors of HF except f0 = |φGm〉 and f1 = |φ{Gi}i6=m〉.
The corresponding eigenvalues are λ0 = 0 and λ1 = 1 re-
spectively. Therefore, while the spectra and eigenspaces
of HF and HGrov are very different, by Lemma 1, the
gap and ground state of this algorithm are equivalent to
that of Grover’s.
We see, then, that there are a large number of prob-
lem Hamiltonians that operate identically to the tradi-
tional adiabatic Grover’s algorithm when the same initial
Hamiltonian is used.
B. Relaxation of Adiabatic Grover’s Algorithm
While we have generalized the class of problem Hamil-
tonians for adiabatic Grover’s algorithm, the task of find-
ing the set Vd and subsequently constructing HF is at
least as difficult as constructing the traditional adiabatic
Grover’s oracle. However, unlike Grover’s algorithm, its
generalization lends itself to relaxation. We begin by
relaxing the condition that every vertex in a connected
component be adjacent to exactly one marked vertex.
While the evolution time T for Grover’s algorithm de-
pends only on the ratio N/|M |, where N is the total
number of vertices and |M | is the number of vertices
that are not in a marked component, we do not expect
this to be the case in general. We begin with the worst
case and consider the graph where half of the vertices
4(a) Ginit
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FIG. 2: The graphs for the initial (a) and final (b)
Hamiltonians of a generalized adiabatic Grover’s
algorithm. The red (filled in) vertices are the “marked”
vertices that are removed to construct the reduced
Laplacians that serve as the initial and final
Hamiltonians. The ground state solution corresponds to
the component in GGrov that has no marked vertex.
are in a path, with an end vertex marked, and the other
half are isolated (the configuration of the vertices in an
unmarked component does not affect the evolution of the
system, so without loss of generality, we may leave them
isolated). Since the path has a marked vertex, given a
large enough evolution time T , the amplitudes of the path
vertices tend to 0. In Figure 3, we plot the probability of
measuring a vertex outside of the path against the total
evolution time T for both the optimal Grover’s schedule
of (5) using r = 2, and a constant schedule. The value
N is the total number of vertices prior to marking. We
see that not only does the scaling depend on N , but that
for a given T , the constant schedule is more appropriate
than the optimal Grover’s schedule.
We have shown, at least, that the generalized Grover’s
cannot be fully relaxed with regards to the connectivity
of connected components. However, for certain appli-
cations, namely graph clustering, we do not expect to
see such poor connectivity. The task of graph-clustering
involves partitioning a graph into pieces called clusters
with high connectivity such that each cluster has low
connectivity with the other clusters. We say that the
intra-cluster connectivity should be high and the inter-
cluster connectivity should be low. To this end, we look
to find a representative of each cluster, and using this rep-
resentative, partition the rest of the set. This scenario
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FIG. 3: Performance of the Path example as we increase
the total adiabatic evolution time T . We see that there
is clearly a dependency on N in this worst-case scenario.
is a relaxation of our generalization in two ways. First,
for a given clustering problem, each vertex in a marked
connected-component will not necessarily be adjacent to
a marked vertex. And second, more importantly, the
components will not necessarily be disconnected from
each other. However, there is still useful information to
be found in the ground state of HF .
To better understand the ground state of HF , it is
helpful to view the ground state of HF in the context
of random walks. The Dirichlet boundary condition is
equivalent to imposing an absorbing state in the ran-
dom walk on a graph G [23]. Given a distribution of
walkers on G with this absorbing state, the ground state
of HF describes the quasi-stationary distribution of the
graph walkers. Walkers have a higher concentration on
vertices from which it is difficult to reach the absorb-
ing state. When a graph is disconnected, this means the
walkers concentrate on components not connected to the
absorbing state. When the graph is connected, walkers
are concentrated on vertices not well connected to the ab-
sorbing state. In the clustering case, vertices in clusters
not containing a marked vertex have higher amplitudes
than those that do contain a mark. in Ref. [23], the
authors use this quasi-stationary distribution to drive an
optimization algorithm. In our case, the quasi-stationary
distribution is the end goal, as it provides information on
cluster membership. This will be shown in more detail
in Section IV.
In the idealized (i.e. generalized Grover’s) case, the
inter-cluster connectivity is zero, and the intra-cluster
connectivity is complete. If additionally each of the k
components is roughly the same size, then for large N ,
we may set r = k in the schedule (5). As stated before,
Grover’s algorithm then has constant runtime for a fixed
k, and is independent of N . In the Appendix, we an-
alyze a very weak relaxation of Grover’s by adding an
edge between two complete graphs on N vertices with
one marked vertex. We see that in the limit as N goes
5FIG. 4: The Five Cluster dataset, correctly partitioned.
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FIG. 5: Performance of QCI on the Five Cluster
dataset as a function of the overall runtime T . The
colors correspond to the number of marked vertices.
Uniform random subsets of the dataset of various sizes
N were chosen to run QCI over.
to infinity, the spectral gap converges to that of Grover’s
algorithm.
Figure 4 provides an example of a dataset with five
clusters. When this data is mapped to a graph (we dis-
cuss in the following section how we create graphs from
vector-valued data), there is nonzero inter-connectivity
between several of the clusters and provides an example
of a weak relaxation of generalized Grover’s. As demon-
strated in Figure 5, we see empirically that there is only
a weak dependence on N . We expect this dependence
to remain minimal for datasets that can be reasonably
clustered. As the structure of the data becomes less
cluster-like (for example, in the connected path scenario),
this size-independence property starts to break down. In
what follows, we develop a Quantum Cluster Initializer,
or QCI algorithm, the goal of which is to find represen-
tatives from each cluster.
The quantum subroutine itself is rather straightfor-
ward. Given a graph Laplacian and a set of vertices
to “mark,” the quantum computer builds its problem
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FIG. 6: An example of the change in probability
amplitudes associated with each vertex in the ground
state solution as we run QCI to find (and consequently
mark) a representative of each cluster in the Five
Cluster dataset.
Hamiltonian from the corresponding reduced Laplacian.5
We then adiabatically evolve our system accordingly, and
measure the final ground state in the computational ba-
sis. If the graph has multiple components, then the
ground state immediately prior to final measurement is
a superposition of basis states representing vertices from
unmarked connected components. Consequently, mea-
suring the final state gives a representative from a dif-
ferent connected component, that is, a different clus-
ter, with certainty. If, however, the graph is connected,
but can be grouped into clusters with high intra-cluster
connectivity and low inter-cluster connectivity, then the
ground state of the problem Hamiltonian is a superpo-
sition of all states. The states with the largest ampli-
tudes are those from unmarked clusters. Consequently,
measuring the ground state has a high probability of col-
lapsing it onto a representative of a previously unmarked
cluster.
In Figure 6 we provide an example of how the probabil-
ity amplitudes of the vertices in the ground state solution
change with each iteration of QCI run over a subset of a
five cluster dataset from Figure 4. From Figures 5 and 6,
we see even with modest interconnectivity between some
clusters, the QCI algorithm finds representatives of un-
marked clusters. We provide the pseudocode for QCI in
Algorithm 1.
5 For the purposes of this algorithm, “marking” a vertex corre-
sponds to deleting the corresponding row and column in the
graph Laplacian.
6Algorithm 1 Samples vertex based on Dirichlet bound-
ary conditions
1: function QCI (L,marks)
Input: Laplacian L, set of marked vertices marks
Output: vmeas
2: HI ⇐ I− |φ〉〈φ|
3: |ψ(0)〉 ⇐ |φ〉
4: HF ⇐ reduced Laplacian L with marked vertices
marks
5: Evolve system
6: vmeas ⇐ Measurement
7: return vmeas
In what follows, we assume that our data should be
clustered; that is, our data can be partitioned into highly
intra-connected components with low inter-connectivity.
IV. QUAC
In this section, we utilize our QCI algorithm in two sce-
narios. First, as a seed initialization for an existing clas-
sical algorithm, k-means; and second, as the basis for a
new unsupervised nearest-neighbor clustering algorithm.
We show that our k-means initialization performs just
as well as the current standard, k++, on well-behaved
datasets and outperforms it on others. When compared
to the current graph clustering standard, spectral clus-
tering, our nearest-neighbor algorithm has comparable
performance across the board, but with a polynomial im-
provement in runtime. Moreover, unlike spectral cluster-
ing, our algorithm does not require the graph to be con-
nected. These quantum-assisted clustering algorithms,
or QUACs, are a hybrid between quantum computation
and existing classical algorithms, and should serve as a
realizable application of NISQ-era devices.
A. Numerical Simulation Setup
We consider the full performance of the hybrid algo-
rithms and compare them against the purely classical
counterparts. To simulate the QCI subroutine, we use
an eighth-order Runge-Kutta method implemented in
Python on the time-dependent Schro¨dinger’s equation:
i~
d
dt
|φ(t)〉 = H(t)|φ(t)〉, (6)
where for simplicity, we set ~ = 1. We follow Grover’s
schedule given in Equation (5), setting r as the num-
ber of clusters k, based on the theoretical analysis and
empirical evidence from the previous section. The run-
time T is computed using an  value of 0.01. We test
our algorithms against several different test datasets we
generated. Since QCI finds representatives of clusters in
graphs, we must first convert our vector-valued datasets
into graphs. There are many methods for constructing
graphs from vector-valued data; including, but not lim-
ited to, ε-ball methods, nearest-neighbor methods, and
kernel methods. There is a large collection of literature
exploring which methods to build graphs from different
kinds of data for different applications. This discussion is
outside the scope of this paper and so we refer interested
readers to Ref. [24] and references therein for a more
detailed introduction to this area.
In what follows, we use the ε-ball method to create our
graphs. Each point in the dataset will be represented
by a vertex. For a prescribed ε, two vertices will have
an edge between them if their corresponding points have
a Euclidean distance less than ε. This type of graph
construction does not create weighted edges. After the
graph is constructed, outlier removal is performed, with
any isolated vertices removed.
Because we are assuming our quantum computer has
only a small number of qubits and/or limited connectiv-
ity, we run the quantum subroutine on only a subset of
the data (chosen uniformly at random), which we call the
thinned dataset. In all cases, the size of the thinned set
is 10% of the full data. After our quantum initialization
is complete, we run the classical routine over the entire
dataset, with the quantum results as the initialization.
The sampling rate for the evolved states is denoted m at
the beginning of each algorithm. We discuss m for each
of our algorithms in their corresponding sections.
B. q-means
The k-means algorithm [25] is a standard clustering al-
gorithm that is simple but effective. Given a set of vector-
valued data and a user-defined value k, the k-means al-
gorithm partitions the data into k clusters. To begin, a
set of k seeds is chosen at random from the data. Next,
the distance between each data point and each seed is
calculated. By associating each point with the closest
seed, the data is partitioned into k sets. The centroid
of each cluster is calculated as the average of the points
in each cluster. Using these centroids, the data is parti-
tioned again with the centroids as the new seeds. This
process is repeated until either there is no update to the
centroids or a maximum number of iterations is reached.
The goal of this algorithm is to minimize the inertia,
that is, the sum of square distances to the centroids of
each cluster. However, it is very sensitive to the initial
choice of seeds and often finds a local minimum of inertia.
In addition, if the initial seeds are poorly chosen, the
algorithm may require a large number of iterations before
convergence.
To combat these problems, a “smarter” seeding algo-
rithm has been developed [26]. Known as k++, this seed-
ing algorithm is based on the idea that cluster centers
should be spaced far apart. First, a point is chosen at
random to be the first seed. Next, the distance between
the first seed and every other point is calculated. Using
the normalized distances as a probability distribution,
7the next point is chosen. This process is repeated until
all k seeds are chosen. The rest of the k-means algorithm
remains unchanged. While there is a higher computation
cost up-front, it has been shown that this initialization re-
duces the number of iterations required and is an overall
reduction in computation [26]. Empirically, the solutions
tend to have better inertia as well. Even with these im-
provements, k++ still produces poor results if the clus-
ters are not spherical Gaussians with similar variation
and density. As we will see, the solution that minimizes
the inertia is not always the “correct” solution. We will
show how to use our QCI subroutine to generate seeds
for the k-means algorithm and show that our seeds give a
performance on par with k++ for well-behaved data and
a demonstrable performance improvement for a certain
class of data.
We note that an adiabatic initialization algorithm for
k-means was developed previously in Ref. [27]; however,
the amplitudes of the ground state in that algorithm
reproduce the probability amplitudes in the k++ algo-
rithm, and consequently its ability to accurately cluster
is equivalent to that of k++. Our “q-means” algorithm,
on the other hand, uses QCI as a seed initialization for
k-means.
We begin our initialization with a dataset and user-
defined values k and m for the number of clusters and
sampling rate respectively. We first build a graph and
the corresponding Laplacian for the data as described in
section IV A. Once we construct the Laplacian, we run
QCI k times to obtain, ideally, a representative of each
cluster. While these points are representatives of the
clusters, they are not necessarily good representatives of
the cluster centers. For a good approximation of the
cluster center of the first cluster, we remove the mark
associated with the first cluster, leaving the other marks
in place, and run QCI m times. QCI returns different
representatives of the first cluster after each run. We
average the data points associated with these vertices
and use this for our initial centroid for the first cluster.
We repeat this process for each of the k clusters. The
pseudocode for q-means is provided in Algorithm 2.
Algorithm 2 Returns seed initialization for k-means
1: function q-means (X,L, k,m)
Input: data set X, Laplacian of data L, number of clus-
ters k, number of measurements for each cluster m
Output: seed initializations {cn}kn=1
2: v1 ⇐ vertex chosen uniformly at random
3: for i ∈ [k − 1] do
4: vi+1 ⇐ QCI
(
L, {vn}in=1
)
5: end for
6: for i ∈ [k] do
7: for j ∈ [m] do
8: uj ⇐ QCI (L, {vn}n 6=i)
9: end for
10: ci ⇐ 1m
∑
n xun
11: end for
12: return {cn}
To determine the complexity of q-means, we need to
consider both the complexity of the quantum subroutine
as well as the complexity of classical computation. We
call QCI k times to find the initial cluster representa-
tives, and then k ×m times to compute the seeds. With
our choices of schedule, QCI is constant with respect to
the problem size N . Therefore, the quantum subroutine
complexity depends only on m. For a given probability
distribution P over a finite dataset X, the error of a finite
approximation of the mean of X over P depends only on
the standard deviation of P over X and the sampling
rate m. Therefore, assuming X is bounded, the error
on the approximation of the mean is independent of the
cardinality of X. Therefore, our q-means initialization is
O(1) with respect to N . The only computation cost we
need to consider is the classical construction of the graph
Laplacian from the data. The runtime of this construc-
tion depends on the method used to create the graph.
For a kernel-based method, the construction is O(N2).
For a nearest-neighbor-based method, the construction is
O(N log2N). This is the limiting factor in the runtime
of our q-means initialization, whereas k++ has runtime
O(N). We show a performance improvement as well as
a slight improvement in the number of iterations needed
to converge for our synthetic data.
We simulate q-means on two different datasets. The
first is a set of points chosen from five circular Gaus-
sian distributions, which we denote as the Five Cluster
dataset, first presented in Section III B (see Fig. 4). The
k++ initialization performs extremely well on this type
of data. The next dataset is a set of points chosen from
two Gaussians; one of which is circular and one of which
is elliptical (the variance in the x-direction is twice the
variance in the y-direction) which we call the Elliptical
dataset (see Fig. 7). This dataset is particularly difficult
for k++ (and the random initialization) to cluster “suc-
cessfully.” By success, we mean the algorithm partitioned
the dataset according to those clusters we visually distin-
guish. The inertia of the “correct” clustering of the ellip-
tical dataset does not achieve the global minimum of the
inertia. Because the k-means algorithm optimizes over
inertia, a successful k-means produces a solution with
the minimum inertia. We therefore measure our cluster-
ing solutions with the determinant criterion, which is the
determinant of the within-cluster scatter matrix.6 As we
see in Table I, while the inertias of the three solutions are
similar, the determinant criterion for the correct solution
is an order of magnitude smaller.
Because we have used the ε-ball method to map the
data to a graph, we show how the choice of ε affects
the performance of q-means. As we can see in Figure 8,
there is a wide range of ε’s for which q-means has a higher
probability of success over both k-means and k++ for the
elliptical dataset. Conversely, on the five cluster dataset,
there is a very small range in the choice of ε that returns
6 Inertia is the trace of the within-cluster scatter matrix.
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FIG. 7: The Elliptical dataset clustered (a) correctly,
and (b) incorrectly. The second incorrect partition
identified in Table I is the mirror image of the partition
of (b).
Inertia |SW|
Correct 47,194.898 44,519,995.441
Incorrect 1 39,503.416 257,968,951.423
Incorrect 2 42,489.978 278,934,320.164
TABLE I: Comparison between the inertia and
determinant criterion for the three solutions of k-means
on the elliptical data set, given an optimal choice of ε.
a similar success probability as k++. Consequently, it
is clear that a good estimate for ε is important, espe-
cially on highly idealized cluster data. The reason for
wide variance in performance of q-means as we vary ε is
that, when ε is too small, the corresponding graph has
more connected components than the number of clusters,
whereas when ε becomes too large, the graph represen-
tation of the data does not represent the structure of the
vector-valued data. Table II summarizes the success rate
and the number of iterations required for each dataset,
given an optimal choice of ε.
Algorithm Success # Iterations # Iterations
Rate when Successful when Failed
Five Cluster
q-means 94.8% 1.859±0.9333 4.827±2.854
k++ 94.0% 2.057±0.625 5.319±2.702
random 30.9% 3.356±1.038 6.233±2.818
Elliptical
q-means 80.2% 1.559±0.833 9.747±1.922
k++ 14.8% 1.864±1.092 6.484±2.288
random 17.3% 2.165±1.017 6.826±2.282
TABLE II: Performance of each of the three
initialization variants of k-means on the Five Cluster
and Elliptical data sets with optimal choice of ε.
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FIG. 8: A plot of the probabilities of success of q-means
for various choices of ε in our construction of ε-balls for
(a) the Five Cluster dataset and (b) the Elliptical
dataset.
C. q-nn
The l-nearest neighbor algorithm is a simple but ef-
fective algorithm for deciding how to associate new data
to existing clusters. Suppose we begin with a labeled
dataset with each point labeled as being in one of k clus-
ters. Given a new point v, our goal is to assign v to
one of the k clusters. The l-nearest neighbor algorithm
chooses which cluster to associate to v by determining
the clusters associated with the l nearest data points.
The point v is assigned to a cluster based on a major-
ity vote of these l points.7 In what follows, we develop
a quantum initialization for the nearest neighbor algo-
rithm, which we call q-nn. This initialization uses QCI
to make an initial cluster estimation, and then uses the
nearest-neighbor algorithm to partition the rest of the
data.
7 There are different methods for dealing with ties. Usually
though, they are broken arbitrarily.
9Algorithm 3 Returns cluster labels for data points
1: function q-nn (L, k,m)
Input: Laplacian L, number of clusters k, number of
measurements for each cluster m
Output: label data {u1n}, {u2n}, . . . , {ukn}
2: u11 ⇐ vertex chosen uniformly at random
3: for i ∈ [k − 1] do
4: ui+11 ⇐ QCI
(
L, {un1 }in=1
)
5: end for
6: for i ∈ [m] do
7: for j ∈ [k] do
8: uji+1 ⇐ QCI
(
L, {ui1}i 6=j
)
9: end for
10: end for
11: return {u1n}, {u2n}, . . . , {ukn}
We begin with a set of vector data, a value k for the
number of clusters, and a value m for the number of
measurements we take for each cluster. We first take a
“thinned” subset the data and convert this to a graph
as described in Section IV A. However, we see, even us-
ing only a subset of the data provides good results after
applying the nearest neighbor algorithm. The q-nn ini-
tialization proceeds similarly to that of the q-means ini-
tialization. The QCI algorithm is run k times to obtain
a representative for each of the k clusters. Then for the
j-th cluster, we mark all but the j-th representative and
run QCI m times. Once we have done this for each of
the clusters, we use a majority vote to determine cluster
membership. Finally, we perform the l-nearest neighbor
algorithm on any unlabeled data (or in our case the rest
of the data set) to finish clustering the data.
The complexity of the quantum subroutine in q-nn is
dominated by the sampling rate m. We need to sam-
ple the ground state enough times to obtain a good ap-
proximation for the distribution. The expected value of
the L1 error between the empirical distribution and the
true distribution can be bounded by
√
(N − 1)/m [28].
Therefore, for a given error tolerance, the sampling rate
is linear in N , giving the quantum subroutine a runtime
of O(N). As with q-means, the classical cost of build-
ing the graph Laplacian dominates the complexity of the
overall q-nn algorithm.
We compare q-nn to Laplacian spectral clustering,
which also uses the graph Laplacian and requires an
input for the expected number of clusters. For a true
comparison, we test the spectral clustering over subsets
of the data and apply the l-nearest neighbor algorithm
to partition the rest of the data. Since Laplacian spec-
tral clustering works only over connected graphs, thinned
subsets that returned disconnected graphs were not con-
sidered for spectral clustering. We apply q-nn to two
test sets. The first is a set of connected graphs for com-
parison against spectral clustering; the second is a set
of unrestricted graphs to see the general performance of
q-nn.
We note that, since k-means and k++ do not require
a graph Laplacian, it was important to factor the addi-
(a) Three Cigars Dataset
(b) Sun and Moon Dataset
FIG. 9: Images of the correctly clustered (a) Three
Cigars dataset and the (b) Sun and Moon dataset used
to test q-nn.
tional cost of constructing the graph Laplacian into the
complexity of q-means when comparing it to k-means and
k++. However, since q-nn and spectral clustering both
require the graph Laplacian as an input, it is worth com-
paring the complexity of the two algorithms when the
graph Laplacian is assumed to be already provided (e.g.
in a graph clustering scenario, as opposed to data clus-
tering). In this case, as already discussed, the cost of
the q-nn algorithm is dominated by the sampling rate m,
which has runtime O(N). The runtime for spectral clus-
tering, however, is O(N2), since it requires computing
a subset of the eigenvectors of the the graph Laplacian.
Thus, we obtain a quadratic improvement over spectral
clustering.
We test q-nn on two datasets, shown in Figure 9. The
first dataset consists of data drawn from three anisotropic
Gaussians (the Three Cigars). The second dataset is a
half circle and a circular Gaussian (the Sun and Moon).
As a measure of performance, we use the adjusted rand
index between the cluster solution and the data’s true
labels.8 The box plots in Figure 10 show the results of q-
nn and Laplacian spectral clustering for various ε’s. We
see that q-nn, when restricted to connected graphs, has
a similar performance to unrestricted q-nn. We also see
8 The adjusted rand index is a measure of agreement between two
partitions. A score of 1 represents a perfect match between the
two partitions while a score of 0 represents a random labeling.
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FIG. 10: Box plots of ε vs. adjusted rand scores (ars)
for q-nn (red) and spectral clustering (blue) for (a) the
Three Cigars dataset and (b) the Sun and Moon
dataset, over various ε’s.
that q-nn has a median performance similar to spectral
clustering on both datasets, albeit with a larger variance.
We believe this variance is caused by the choice of marks,
as these choices have a large impact on the distribution
over the vertices.
V. CONCLUSION
In conclusion, we have shown that the implicit struc-
ture of stoquastic Hamiltonians lends itself well to clus-
tering applications. Taking advantage of this structure,
we have developed a quantum cluster initializer and in-
tegrated it into new and existing clustering techniques
to demonstrate an improvement in various performance
parameters.
As compared to k++, we find that our new q-means
algorithm is applicable to more types of data. Even as
the underlying graph structure departs from the ideal-
ized case, q-means will choose seeds that produce good
results after the k-means algorithm is applied. While
there is more computation cost up front in building the
graph Laplacian, the quantum subroutine runs in con-
stant time. In addition, empirically, we see fewer iter-
ations required to converge to a correct solution on our
datasets.
As compared to spectral clustering, we find that our
q-nn algorithm has a similar success rate for all datasets
tested, albeit with a slightly larger variance. Unlike spec-
tral clustering, however, our q-nn algorithm does not re-
quire the underlying graph to be connected; and in fact,
the peformance does not seem to be affected by the re-
striction to connected graphs. Moreover, q-nn gives a
speedup in runtime over spectral clustering, when the
data is presented as a graph. When the data is vector-
valued, the two algorithms have comparable runtime due
to a bottleneck in creating the graph.
In an effort to demonstrate utility on near-term de-
vices, we have assumed that the total number of qubits is
small. Even though the number of qubits required is loga-
rithmic in the size of the data (N vertices are represented
with log2(N) qubits), we have implicitly assumed all-to-
all connectivity between these qubits. This assumption
is extremely hard to satisfy in practice. Practically, even
after using clever embedding techniques, an adiabatic
quantum computer may only have an extremely small
number of fully-connected qubits. As such, in our sim-
ulations, we experimented with “thinning” the data for
the quantum subroutine. Namely, we selected uniformly
random subsets of various sizes from the full dataset from
which to build the problem Hamiltonians, and use these
solutions as the inputs into the classical subroutines. Our
analysis shows empirically that even when the quantum
subroutine was run over these smaller sample sizes, it still
generated useful inputs for the classical routines. Conse-
quently, we expect that these algorithms should be im-
plementable on near-term quantum devices.
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u v
FIG. 11: Two complete graphs connected by an edge.
The red vertex is the “marked” vertex in the first graph.
Appendix
Consider two complete graphs, G1, G2, with N vertices
in each that are connected by a single edge. Let u ∈ G1
and w ∈ G2 be the vertices connected by this single edge.
Assume further that a vertex m 6= u is marked in graph
G1 (see Fig. 11). We wish to examine the amplitudes
of the ground state vector. By symmetry, there are only
four cases depending on the location of the vertices: (1)
p ∈ G1\{u}, (2) p = u, (3) p = w, and (4) p ∈ G2\{w}.
In what follows, λ and φ represent the lowest eigenvalue
and corresponding normalized eigenvector.
Lemma 3. The following hold with the definitions from
above:
(i) (2− λ)φ(p) = φ(u), p ∈ G1\{u}
(ii)
(
N − λ− N−2N−λ
)
φ(u) = φ(w)
(iii) N−λ+αN−1 φ(w) = φ(v), v ∈ G2\{w}, where α−1 =(
N − λ− N−2N−λ
)
(iv) (1− λ)φ(q) = φ(w), q ∈ G2\{w}
Proof. Results (i) - (iv) all follow from considering ex-
pressions of the form∑
y∼x
(φ(x)− φ(y)) = λφ(x)
and invoking symmetry. (i) follows from replacing x with
p ∈ G1\{u}. Expression (ii) is found by substituting
u for x and applying (i). (iii) is found similarly using
x = w and applying (ii). (iv) follows from setting x =
q ∈ G2\{w} and applying (iii)
Using the above lemma, we can show the relation be-
tween the relative amplitudes of the vertices from the
four cases as well as their limiting behavior.
Proposition 4. With the definitions from above,
φ(p) < φ(u) < φ(w) < φ(q)
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where p ∈ G1\{u} and q ∈ G2\{w} are arbitrary. As
N goes to infinity, φ(p) and φ(u) converge to 0 and φ(q)
and φ(w) converge to 1/
√
N .
Proof. Using (i) from Lemma 3 and the fact that λ < 1,
we have φ(p) < φ(u). Similarly, using (ii) from Lemma
3, φ(u) < φ(w). And finally, using (iv), φ(w) < φ(q).
From (ii) and (iii), as N goes to infinity, φ(u) goes to
0 and φ(w) goes to φ(v). Then φ(p) goes to 0 as well.
By symmetry φ(w) and φ(v) converge to 1/
√
N .
An immediate consequence of Proposition 4 is that,
as N goes to infinity, the spectrum associated with the
final Hamiltonian associated with this graph converges
to that of Grover’s algorithm. Consequently, for large
N , we may assume the optimal Grover schedule.
