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GLOSSARY
free software software under a license that provides the four freedoms
defined by the Free Software Foundation (2013b)
open source software under a license that meets the definition given by the
Open Source Initiative (n.d.)
permissive software under a license that is open source but not free
software
xABSTRACT
Cotton, Benjamin J. M.S., Purdue University, December 2014. Impact of license
selection on open source software quality. Major Professor: Kevin C. Dittman.
Open source software plays an important part in the modern world, powering
businesses large and small. However, little work has been done to evaluate the
quality of open source software. Two di↵erent license paradigms exist within the
open source world, and this study examines the di↵erence in software quality
between them. In this thesis, the author uses technical debt as a measure of
software quality.
Eighty open source projects (40 from each paradigm) were downloaded from
the popular open source hosting website SourceForge. Using complexity, code
duplication, comments, and unit test coverage as inputs to the SonarQube technical
debt model, each project was evaluated. The technical debt was normalized based
on the cyclomatic complexity and the paradigms were compared with the
Mann-Whitney test.
The results showed a clear di↵erence between the two paradigms. However,
the results presented in this thesis are only a starting point. The collected data
suggest that the programming language used in a project has an impact on the
project’s quality. In addition, SonarQube plugins for the popular C and C++
languages were beyond the budget of this work, excluding many projects from
consideration. This thesis closes with several suggestions for further avenues of
investigation.
1CHAPTER 1. INTRODUCTION
This chapter presents the foundation of the study. It begins with a statement
of the problem and its significance. The research question is stated in clear terms.
Important definitions, including explanations of the license paradigms referenced
throughout the study, are provided. Assumptions, limitations, and delimitations
applicable to the study are enumerated.
1.1 Statement of the Problem
The development of open source software has grown from the purview of
hobbyist programmers into a major source of revenue. In 2012, Red Hat became the
first open source company to record a billion dollars in revenue (Babcock, 2012).
Red Hat has seen steady growth in revenue in the past decade and reported net
revenue above $100 million in 2011 and 2012 (Red Hat, 2013). Other companies
such as Oracle also generate revenue from support of their open source o↵erings.
Many large Internet corporations such as Google, Facebook, and Amazon make
heavy use of open source software to run their business. Small businesses especially
rely on the open source Word Press and MySQL projects for their web presence
(Hendrickson, Magoulas, & O’Reilly, 2012).
Researchers (Kuan, 2002; Mockus, Fielding, & Herbsleb, 2002) have
investigated the quality of open source projects in comparison to their
proprietarily-developed counterparts. Some e↵orts have been made to determine the
e↵ects on quality of governance practices in open source projects (Capra,
Francalanci, & Merlo, 2008). Additional work has examined the role of license
selection in developer and user engagement (Subramaniam, Sen, & Nelson, 2009).
To date, no one has researched the e↵ect of license selection on software quality.
2Because ”quality” is a broad term with many possible measures, this study focuses
on technical debt as a measure of quality.
There are two broad license paradigms in the open source world. One
requires authors of derivative works to make their source available under the same
license. The other permits derivative works to be relicensed under any terms. This
work investigates if this di↵erence between the legal implications of licenses results
in a di↵erence in technical debt.
1.2 Significance of the Problem
As stated previously, open source software is a key factor in the success of
many small businesses. In their study, Hendrickson et al. (2012) projected that
United States companies who rely on hosted web sites powered by open source
software have an annual revenue of approximately one trillion dollars. Although
that projection is based on several layers of assumptions, if it is at the right
order-of-magnitude it represents approximately 5-10% of the 2012 gross domestic
product of the United States (United States Bureau of Economic Analysis, 2013).
This does not include the revenue from businesses that do not use third-party web
hosting but nevertheless rely on open source software for operations or revenue.
With open source software playing such a large role in the economy, the
quality of the software becomes a critical attribute. A decade ago, software bugs
had an annual cost of $60 billion to the United States economy (Newman, 2002).
More recently, a bug in stock trading software caused Knight Capital a $440 million
loss within a period of minutes (Mackenzie, 2012). These bugs are not necessarily
attributable to open source software (in the Knight Capital case, particularly, the
software was developed in-house and presumably was built around a closely-guarded
algorithm), but they show the impact that software quality can have.
Quality in open source software came to the public eye in April of 2014 when
the ”Heartbleed” bug was disclosed. This vulnerability in the widely-used OpenSSL
3project opened the door for attackers to retrieve data from supposedly-protected
servers. In addition to the costs of rapid mitigation e↵orts, Heartbleed was used to
steal data on over 4.5 million Community Health Systems patients (Deutscher,
2014).
Many quality control tools and methodologies are available to project
managers. Some tools have eliminated entire classes of bugs from software (Siy &
Votta, 2001), but quality remains a concern. While methodologies like Six Sigma
(American Society for Quality, n.d.) and frameworks like the Capability Maturity
Model Integration (CMMI Institute, n.d.) can aid in improving quality, there is
generally an investment of time and money required to implement them. For
projects that are community-driven without reliable financial backing, such
formalized techniques are not easily implemented. If the mere act of selecting the
appropriate license can reduce technical debt, there is significant value in being able
to make that decision.
Ensuring the quality of a project is one of the six basic functions of a project
manager (Brewer & Dittman, 2010, p. 18). Quality is not restricted to the code
developed by the project team. Upstream software quality becomes important when
it is brought into the project. Defect removal is the most costly aspect of a project
(Jones, 2004), so selecting higher-quality starting points can lower the total cost of
a project. Projects that are more focused on technology integration than
development may also use open source software as an input. Thus, this study
touches on two separate areas of the Project Management Body of Knowledge:
Quality Management and Procurement Management. Technical debt is
advantageous in this regard because it is measured in development days. Thus, a
product’s technical debt can serve as direct input to the project schedule.
41.3 Research Question
Does a di↵erence exist in the technical debt of software developed under a
copyleft license versus software developed under a permissive license?
1.4 Licenses
1.4.1 Copyleft
Copyleft licenses, as typified by the GNU General Public License (GPL),
focus on preserving the freedom of users (Williams, 2011). Anyone who receives
software licensed under a copyleft license may edit and re-distribute the software,
provided that the derivative work is also licensed under the same terms (Carver,
2005). This requirement ensures that software initially released under an open
source license cannot be re-licensed under a license that restricts the four freedoms
laid out by the Free Software Foundation (2013b). Critics decry the coincident
e↵ect of making all software that includes copyleft-licensed code necessarily copyleft,
arguing that it is a threat to intellectual property (Mundie, 2011). The legal and
political merits of copyleft licenses are beyond the scope of this work.
Raymond (1999) famously noted ”given enough eyes, all bugs are shallow.” If
this is true, it follows that reducing the pool of potential contributors potentially
weakens a projects ability to produce quality software. Developers who wish to use
a non-copyleft license would avoid projects that use a copyleft license and would not
make derivative works of copyleft projects. Thus, employing a copyleft license might
reasonably be expected to diminish the quality of a software project. Research has
indeed shown that use of copyleft licenses is associated with lower developer interest
(Subramaniam et al., 2009).
Conversely, because copyleft licenses compel derivative works to use the same
license, any defects fixed downstream are available to all users, including the original
developer. Proponents could argue that copyleft promotes quality software by
5preventing fixes from being ”hidden”. However, the original developer is under no
obligation to accept any bug fixes or enhancements created by downstream projects.
1.4.2 Permissive
Permissive licenses still meet the Open Source Initiatives definition (n.d.) of
”open source”, but lack the same-license requirement that is the hallmark of
copyleft. Anyone who receives software licensed under a permissive license may edit
and re-distribute the software, under any license they choose (Carver, 2005). This
leads to the possibility that software that was formerly open source may become
proprietary. For those who view free software as a moral imperative (Williams,
2011), such licenses are unacceptable.
From a practical standpoint, permissive licenses are associated with higher
levels of developer interest (Subramaniam et al., 2009). One may expect that this is
due to the fact that permissive licenses maximize developer freedom instead of user
freedom. Again using Raymond’s (1999) ”enough eyes” aphorism, it is reasonable to
expect that a broader developer pool will result in higher quality software.
However, Subramaniam et al. (2009) found an association between
permissive licenses and lower interest from users. One may expect a lower degree of
user feedback (e.g. bug reports) as a result, providing fewer opportunities for
developers to notice and fix defects. Since derivative works can include fixes not
available to the original authors, it can be seen how permissive licenses might hinder
the quality of the original software.
1.5 Assumptions
The following assumptions are made for this study:
• Quantitative analysis of code provides a meaningful measure of software
quality. Because a user’s perception of quality is by nature subjective, any
results from a qualitative study may not reflect the view of users.
6• The variation in quality between software using di↵erent licenses of the same
paradigm is negligible.
• The projects selected for analysis are representative of all projects using the
same licensing paradigm. It is reasonable to conjecture that licenses within
the same paradigm may have di↵erent e↵ects on technical debt. However, for
the sake of simplicity and increased sample size, this study will assume no
variation.
• A statistically significant di↵erence in technical debt will be meaningful to
open source projects. Those who see the terms of a software license as a moral
issue will not likely be swayed by practical arguments.
1.6 Limitations
The following limitations apply to this study:
• Technical debt will be the only measure of software quality to be evaluated.
1.7 Delimitations
The following delimitations apply to this study:
• Only projects that use one of the most popular licenses as given in the Open
Source Initiative’s (2006) License Proliferation Report will be considered.
These licenses are listed in Table 1.1. The paradigm classification for each
license is based on comments published by the (Free Software Foundation,
2013a).
• No distinction will be drawn between versions of the same license, so long as
the versions fall into the same licensing paradigm.
7• No metrics that rely on bug reports will be used. The quantity of bug reports
is likely related to the usage of a project. Usage of open source projects can
rarely be measured directly (Crowston, Annabi, & Howison, 2003), making it
di cult to account for this e↵ect.
• Only projects written in a programming language for which a free plugin for
the SonarQube software platform exists.
Table 1.1





Common Development and Distribution License Copyleft
Eclipse Public License Copyleft
GNU ”Lesser” General Public License (LGPL) Copyleft
GNU General Public License (GPL) Copyleft
MIT (a.k.a. ”X11”) License Permissive
Mozilla Public License Copyleft
1.8 Summary
This chapter presented an introduction of the research study, beginning with
a statement of the problem and its significance. The research question was provided,
along with definitions, including explanations of the license paradigms referenced
throughout the study. Assumptions, limitations, and delimitations applicable to the
study were enumerated.
8CHAPTER 2. REVIEW OF THE LITERATURE
This chapter presents a review of literature relevant to this study. It
examines the definition of quality and discusses approaches to and di culties in
measuring quality. Finally, the concept of technical debt is presented as well as a
review of literature in support of the tool used in this study.
2.1 Definition of Quality
Crosby (1979) defined quality as ”conformance to requirements.” He rightly
notes that inexpensive, commodity goods and high-end, luxury products can both
be of high quality if they meet the requirements of the customer. Subsequent
definitions, such as those by the International Standards Organization (ISO) and
Project Management Institute (PMI), use a similar basis (Brewer & Dittman,
2010).
While this definition is very suitable in a theoretical context, Crosby does
note that it is dependent on requirements being clearly and fully stated. Open
source projects frequently lack formal project management processes, including
requirements analysis (Feller, Fitzgerald, et al., 2002). If a project lacks su ciently
defined requirements, its quality cannot be assessed based on those requirements.
Crosby’s definition makes a good guiding principle for this work, but it cannot serve
as a practical definition.
92.2 Quality Metrics
2.2.1 Bug reports
Direct user measures, such as bug reports, seem on the surface to be a
reasonable proxy for conformance to requirements. Florac (1992) stated that ”the
number and frequency of problems and defects associated with a software product
are inversely proportional to the quality of the software.”
However, Crowston et al. (2003) identified several problems with the
user-driven measures when applied to open source projects. Foremost is the
poorly-defined user base. The decentralized nature of distribution for many open
source projects makes a census of users nearly impossible. Feedback that is gathered
from users tends to be non-representative. Surveys of users are possible if the survey
mechanism is included in the software (or if the software includes automated bug
reporting). Since we cannot guarantee that the user bases for all software included
in this study are identical, use of such mechanisms is questionable.
Mohagheghi, Conradi, and Børretzen (2006) identified further problems with
the use of bug reports to evaluate the quality of open source software. Defect
reports and enhancement requests are often entered into the same tracking system,
which makes analysis based on reports di cult without manual filtering. In
addition, some reports do not reference the release number of the software, leaving
the applicability to the current release ambiguous. Based on the evidence from
literature, it is clear that bug-related metrics are not suitable for evaluating open
source software produced by di↵erent groups.
2.2.2 Selecting metrics
What kinds of metrics are appropriate? Kaner and Bond (2004) argued
direct metrics are best. Derived measures such as mean time to failure (MTTF) and
mean time between failures (MTBF) too ambiguous. In addition, users will
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experience software di↵erently based on their skills and their needs. Some metrics
appear on the surface to be direct but are hard to define. Examples include lines of
code (the meaning of a ”line” is vague and language-dependent) and developer
e↵ort, which is a↵ected by many factors.
Kaner and Bond go on to to define a method for metric selection. Metrics
should not be selected based on what operations can be performed to calculate
them. Instead, metric selection begins with considering what question needs
answered and the nature of the information required to answer the question. The
final step is to select metrics that address the information in the appropriate
context.
Schneidewind (1992) agreed that direct measures of quality factors is best,
but conceded that this is not often possible. When quality factors cannot be
measured directly, the metrics used must be validated. ”Metrics should be evaluated
to determine whether they measure what they purport to measure prior to using
them.” The quality measurement methodology should be based on the perspective
of the user, not the developer. Metric validation is done with noparametric
statistical methods because the assumptions regarding distribution are less
demanding. He lists six criteria for validating a metric: association, consistency,
discriminative power, tracking, predictability, and repeatability.
Boehm et al. (1976) said the goal is to define metrics such that ”given an
arbitrary program, the metric quantitatively measures the desired attribute and
overall software quality is a function of one or more metrics.” They defined seven
key attributes of software, each composed of several sometimes- overlapping
primitives, as listed in Table 2.1. These fifteen primitive attributes form a basis for
selecting software quality metrics.
Boehm et al. used the key attributes to answer three questions about
software. The first question is how well can the software be used as-is? This is
referred to as ”as-is utility” and is composed of reliability, e ciency, and human
engineering. The second question is how easy is the software to maintain? This is
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Table 2.1
Attributes of software quality as defined by Boehm et al. (1976).


























referred to as ”maintainability” and is composed of testability, understandability,
and modifiability. The final question is can the software still be used in a di↵erent
environment? This is answered solely by the portability attribute.
2.2.3 Static Analysis
Florac (1992) defined static analysis of code as an examination that
”identifies a problem or defect that is found in a non-operational environment.”
This is in contracts to analysis of software that is dependent on executing the code.
Static analysis may be performed by code reviews, lint programs, or other means.
2.3 Technical Debt
2.3.1 Definition
Cunningham (1992) was the first to use the term ”technical debt.” He used
the analogy of a mortgage loan: ”not right code” is used to ship a product more
quickly in the same way a mortgage is used to buy a house more quickly. As a
mortgage must be paid with interest, so too must the ”not right code” be paid with
rework. The greater the technical debt incurred upfront, the greater the payment
required in the future. In e↵ect, technical debt may be understood as selling quality
to purchase a shorter initial development time.
Although Cunningham is credited with introducing the term to the
literature, it is easy to trace the roots of the idea back further. Crosby (1979) wrote
”every penny you don’t spend on doing things wrong, over, or instead becomes half
a penny right on the bottom line.” He called the expense of scrap, rework, testing,
inspection, et cetera the ”cost of quality.” Crosby’s arguments for saving actual cash
can be taken as an argument in favor of reducing technical debt.
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Brown et al. (2010) refined Cunningham’s metaphor by introducing several
components of technical debt: principal, interest probability, and interest amount.
Principal is the cost of eliminating debt by refactoring or other means. Interest
probability represents the probability that a particular form of technical debt will
be manifest in a visible way. The third and final component is interest amount,
which is the additional cost of fixing the debt, perhaps because the defect was
discovered by the customer.
They also note that non-code artifacts such as design documents and testing
plans can contribute to the technical debt of a project. Brown et al. conclude that
technical debt is not necessarily a problem. It only challenges a project when the
debt becomes too high. The definition of ”how high” remains open because there
were no tested methods of assigning a present value to debt at the time their paper
was published.
(Gat & Ebert, 2012) agree that technical debt is a useful metaphor, but
disagree with each other on the application. Gat argued for assigning dollar values
to technical debt as a way to e↵ectively communicate the impact to stakeholders.
Ebert reiterates the point that not all debt is bad debt, and suggests that the
imprecise calculation of debt is a distraction.
2.3.2 Measurement
Nugroho, Visser, and Kuipers (2011) proposed a method for measuring
technical debt based on project estimation principles. They define ”rework e↵ort”
as the product of rework fraction and rebuild value. Rework fraction is simply the
portion of the code base that requires rework in order to pay o↵ technical debt.
Rebuild value is defined as an estimate of e↵ort required to complete the necessary
rework tasks. Debt interest is estimated by the maintenance e↵ort, which is
calculated by dividing the product of the maintenance factor and the rebuild value
by the quality factor. The maintenance factor is an estimation of the amount of
14
code changes required due to maintenance, and the quality factor is a value based
on the quality level of the existing code.
Eisenberg (2012) developed another method after rejecting the built-in
technical debt calculator provided by the analysis tool (Sonar, now called
”SonarQube”) he used. This tool is discussed further later in this chapter.
Eisenberg identified six statically analyzed metrics that contribute to technical debt.
The first is the amount of duplicate code. Duplicate code requires multiple edits for
a single change and thus leads to additional maintenance e↵ort. The second metric
is rules compliance, where rules are industry and program-specific coding standards.
Deviance from these standards diminish code readability and maintainability. The
third metric is interface comments. Undocumented program interfaces can lead to
inadvertent defects and make the code more di cult to understand. The fourth
metric is the density of general comments. Package interdependence is the fifth
metric. Highly interdependent packages are harder to maintain. The final static
metric is method/class complexity. The more complex a method or class is, the
more di cult it is to understand and maintain.
Eisenberg then calculated debt based on estimated e↵ort required to fix each
occurrence of a remediation. The sum of the e↵ort can be converted to a labor cost
based on actual or representative developer rates. While Eisenberg’s method is
relatively simple, he does not provide a well-explored reason for rejecting the
included calculation tool. As a result, evaluating the validity of his method is
di cult.
Conley and Sproull (2009) had suggestions for some of the measurements.
They noted that modularity should be measured using packages instead of files or
classes. They additionally used McCabe’s (1976) cyclomatic complexity to evaluate
the complexity of code modules, a standard measure in software engineering.
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2.4 SonarQube
SonarQube (2013) is an open source static analysis tool designed to support
multiple languages and metrics. SonarQube comes with a technical debt plugin,
which Eisenberg (2012), as noted above, found unsuitable. He still used SonarQube
to perform the measurements for his technical debt measurement methodology. An
additional plugin with a more refined technical debt model is also available for a fee.
This plugin is based on the SQALE (software quality assessment based on life-cycle
expectations) method developed by Hegeman (2011).
Since its initial release, SonarQube has been employed in several scholarly
works. Plosch, Gruber, Korner, and Saft (2010) noted that regular use of static
analysis requires ”measures that can be retrieved automatically” due to the e↵ort
required for manual evaluation. SonarQube matches their ”vision of tool-support for
continuous quality management and can be integrated into the development
process.” SonarQube provides trend-based visualization but does not give guidelines
on how to deal with the results. For the purposes of this study, that is not a concern.
Haderer, Khomh, and Antoniol (2010) called SonarQube one of the leading
static analysis tools. They found that Sonar does not integrate well into automated
testing workflows, but again that is outside the scope of this study’s concern.
Motherudin and Tong (2011) used SonarQube in the development of their
dashboard. They recommended that SonarQube be incorporated by projects into
their own project management dashboards.
2.5 Summary
This chapter provided a review of the relevant literature. The next chapter
provides the framework and methodology used in this study.
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CHAPTER 3. METHODOLOGY
This chapter provides the framework and methodology used in the research
study. In this chapter, I present the testing hypothesis, the environment used for
data collected. The process for metric collection and analysis is explained. This
chapter concludes with a discussion of the threats to validity.
3.1 Hypotheses
The hypotheses for this study are:
H0: No di↵erence in technical debt exists between copyleft-licensed and
permissive-licensed software.




Software packages analyzed for this study come from the open source hosting
site SourceForge.com. The packages were selected by performing a search of the
”Most Popular” projects for the licenses listed in Table 1.1. The selected packages
and their license paradigm are listed in Table 3.1. All packages were downloaded on
March 29, 2014. The most recent available release was downloaded; in-development
branches were not considered except when a stable release was not presented.
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Table 3.1: Software projects included in this study








OWASP Zed Attack Proxy 2.2.2 Permissive
VietOCR 3.5 Permissive





HyperSQL Database Engine 2.3.2 Permissive





















Simple HTML DOM Parser 1.5 Permissive
picard 1.1.3 Permissive















Eclipse Checkstyle Plug-in 5.7.0 Copyleft




Software package Version License Paradigm
VASSAL 3.2.11 Copyleft
SQuirreL SQL Client Copyleft




JasperReports Library 5.5.1 Copyleft









Task Coach 1.4.0 Copyleft
eXtplorer 2.1.5 Copyleft








This study collected technical debt as measured by the SQUALE technical
debt plugin for the SonarQube software analysis system. Measurements were
collected for each of the software packages listed in Table 3.1. The packages listed in
Table 3.1 come from a search of the ”Most Popular” projects for each of the subject
licenses on the open source hosting site SourceForge.com.
The values fed into SQUALE are given in Table 3.2. Thresholds are drawn
from Eisenberg (2012). Absent a well-established methodology in the scholarly
literature, Eisenberg’s approach is straightforward enough for use here. Each
programming language uses a language-specific plugin, so some measures are not
available in all languages.
Table 3.2
The measures used to evaluate projects.
Measure Python C# Java JavaScript PHP
Class complexity 60 60 60 60 60
File complexity 60 60 60 60 N/A
Duplicate blocks yes yes yes yes yes
FIXME/TODO comments yes yes yes yes FIXME only
Comment density 25 25 25 25 25
Branch coverage in unit tests 80 80 80 80 80
Line coverage in unit tests 80 80 80 80 80
The size of a project reasonably impacts the potential for the accumulation
of technical debt. It therefore makes sense to normalize the technical debt reported
by SonarQube. Two measures of size are readily available from SonarQube analysis:
lines of code (LOC) and cyclomatic complexity. The line count for a section of code
is a strict count of the non-blank, non-comment lines. As such, it is subject to the
coding style of the developer. Cyclomatic complexity, as introduced by McCabe
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(1976), is based on the structure of the code elements and is therefore consistent
regardless of visual style. For this study, the technical debt of a project is reported
as days per thousand units of complexity.
3.2.3 Collection Environment
SonarQube was installed on a dedicated virtual machine to prevent any
interference from regular use. In order to facilitate checkpointing in case of data loss
or corruption, all downloaded code was be saved to a virtual disk image. The
performance characteristics of the virtual machine are not relevant since static
analysis is performed.
3.3 Analysis Methods
The distribution of technical debt for the two license paradigms were be
compared using the Mann-Whitney test(Mann & Whitney, 1947). This
non-parametric test was selected due to its minimal assumptions about the
distribution of the data. Arcuri and Briand (2011) recommend this test for testing
the di↵erences in two groups. Due to the relative novelty of this study, a significance
of 0.10 was chosen for the test.
3.4 Threats to Validity
The following threats to validity have been identified:
• The programming language of a project may have an impact on quality due to
the increased presence of testing tools (Zhao & Elbaum, 2000). If a language
is overrepresented in the sample, the results may or may not be meaningful.
• The sample is not random. Random selection of a project is impossible
because there is no definitive list of all projects and hosting sites do not
provide a random option in search features.
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• Similarly, the representativeness of the sample projects cannot be proven.
• Not all projects are hosted on SourceForge. The SourceForge user community
may or may not represent open source projects in general.
3.5 Summary
This chapter has presented the methodology used in this study, including
setup and statistical tests.
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CHAPTER 4. PRESENTATION OF DATA AND FINDINGS
4.1 Presentation of the data
This chapter presents the results of the data collection as described in
Chapter 3. Table 4.1 presents the measured technical debt (in days) and cyclomatic
complexity. The distribution of normalized debt is shown in Figure 4.1.
Table 4.1: Complexity and technical debt measurements
Software package Paradigm Language Technical
Debt
Complexity
Adminer Permissive PHP 15 0.9
Angry IP Scanner Copyleft Java 1739 14.9
CoCEd Permissive C# 1929 93.7
dcm4chee Copyleft Java 19839 195.4
Div/er Copyleft Java 6692 47.8
DocFetcher Copyleft Java 7440 66.1
dom4j Permissive Java 4818 24.6
DrJava Permissive Java 41126 436.1
Dspace Permissive Java 37030 333.5
Eclipse Checkstyle
Plug-in
Copyleft Java 3495 22.1
EclipseFP Copyleft Java 14971 130.5
eXtplorer Copyleft PHP 3633 8.8
FlacSquisher Permissive C# 356 31.1
FreeMarker Permissive Java 10119 58.8
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Table 4.1: continued
Software package Paradigm Language Technical
Debt
Complexity
FreeMind Copyleft Java 14169 130
FreeTTS Permissive Java 4584 18.7
Ganglia
(gmetad-python)
Permissive Python 555 2.1
Geotag Permissive Java 11071 62
gns3 Copyleft Python 10116 581.1
GURPS Copyleft Java 5608 55.6
HAPI Copyleft Java 9650 80.1
Hattrick Organizer Copyleft Java 18732 229.1
HybridAuth Permissive PHP 831 0.7
HyperSQL Database
Engine
Permissive Java 46519 356.6
ISPConfig Permissive PHP 11089 18.1
JasperReports
Library
Copyleft Java 39694 605.5
jautodoc Copyleft Java 3783 23.7
JfreeChart Copyleft Java 22259 116.4
Joda-Time Permissive Java 8405 18.8
jpcap Copyleft Java 1047 8.6
Jsch Permissive Java 3788 30.2
Json-lib Permissive Java 2928 10.8
jTDS Copyleft Java 6942 52.3
jVi Copyleft Java 9497 34.2
KoLmafia Permissive Java 51519 456.2
ksar Permissive Java 1094 14.8
lwjgl Permissive Java 13097 99
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Table 4.1: continued
Software package Paradigm Language Technical
Debt
Complexity
magmi Permissive PHP 922 0.9
Ming Permissive Python 2099 17
Mondrian Copyleft Java 34918 294.9
NagiosQL Permissive PHP 2183 2.8
OpenGTS Permissive Java 44580 207.7
OpenLP Copyleft Python 8807 231
Open Source
Point of Sale
Permissive PHP 5597 5.2
OWASP Zed
Attack Proxy
Permissive Java 26194 280.2
PDFMerge Permissive C# 11085 271.4
Pentaho Platform Copyleft Java 24986 232.6
phpMyAdmin Copyleft PHP 13456 22.5
phpseclib Permissive PHP 2993 4.8
picard Permissive Java 16071 66
PMD Permissive Java 12584 108.5
PyDev Copyleft Java 6021 42.8
PyFFI Permissive Python 5671 37
pyparsing Permissive Python 2693 22.6
PyTZ Permissive Python 240 17531.6
PyUSB Permissive Python 525 4.3
Robocode Copyleft Java 10476 80.7
RPy Copyleft Python 1642 15.6
RSS Owl Copyleft Java 25670 368.9
SABnzbd+ Copyleft Python 11948 71.8
Sahi Permissive Java 3121 19.6
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Table 4.1: continued





Copyleft Java 1111 12.4
SciPy Permissive Python 28024 345.1
Scons Permissive Python 13089 79.1
ShellEd Copyleft Java 488 6.1
SimpleCV Permissive Python 2970 46.9
Simple HTML
DOM Parser
Permissive PHP 244 0.6
SMC Copyleft Java 3195 322.7
SoapUI Copyleft Java 40039 555.2
Squirrel SQL Copyleft Java 37584 433.1
SweetHome 3D Copyleft Java 17044 132.3
TaskCoach Copyleft Python 17595 145.6
The Bug Genie Copyleft PHP 12644 15.3
TikiOne Steam
Cleaner
Copyleft Java 408 5.3
TuxGuitar Copyleft Java 16866 263.5
VASSAL Copyleft Java 36007 306.3
VietOCR Permissive Java 1581 16.5
Vuze Copyleft Java 117597 1255.4
Weka Copyleft Java 58903 456.6
WikidPad Permissive Python 27708 152.6
For both licensing paradigms, Java was the dominant language. However,
many of the most popular (as listed on SourceForge) copyleft programs are written
in C or C++. Since a free SonarQube plugin for those languages was not available
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Figure 4.1. Distribution of technical debt for programs in this study
at the time of this study, those programs could not be included. Figure 4.2 shows
the distribution of programming languages for both licensing paradigms.
4.2 Analysis of the data
A visual inspection of the normalized technical debt values for the two
paradigms, as seen in Figure 4.3, suggests we should see a di↵erence between them.
Using the Mann-Whitney test confirms the visual analysis. The normalized
technical debt in copyleft-licenced programs is higher than in permissively-licensed
programs (U = 531, p = .010). Thus, the null hypothesis is rejected.
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Figure 4.2. Distribution of programming languages for programs in this
study
As Zhao and Elbaum (2000) noted, the language used in a project can have
an impact on the resulting quality. Due to the predominance of Java in this study,
the test was re-run with only the Java projects. The Mann-Whitney test does not
require the sample sizes to be equal, but it does lose power with greater inequality
(Mann & Whitney, 1947). In this case, although the visual analysis (as shown in
Figure 4.4) suggests copyleft Java programs have lower technical debt, the
statistical results are inconclusive (U = 258, p = .370 ).
Indeed, averaging the normalized technical debt by language shows a higher
mean debt for copyleft Java programs. The same is true for Python and not PHP,
but the total count of the projects in those languages are small enough to render
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Figure 4.3. Technical debt of projects analyzed in this study
statistical tests meaningless. Nonetheless, it reinforces the findings of Zhao and
Elbaum (2000) and o↵ers avenues for further exploration. Table 4.2 lists the mean
debt by language and paradigm.
4.3 Summary
This chapter presented the data collected during this study. It also presented
the results of statistical tests. The null hypothesis was rejected based on the results
of the tests.
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Figure 4.4. Technical debt of Java programs in this study
Table 4.2







CHAPTER 5. CONCLUSION, DISCUSSION, AND RECOMMENDATIONS
5.1 Conclusion
In conclusion, we have established that a di↵erence exists in the technical
debt, of copyleft- and permissively-licensed software projects. Permissive licenses
correspond to lower technical debt. Because permissive licenses have higher levels of
developer engagement (Subramaniam et al., 2009), more developer involvement
may be understood to correspond to lower levels of technical debt.
Absent other considerations, the results of this study suggest that a project
manager looking to develop or incorporate open source software should look toward
permissive licenses. This is a simple method for improving the likely overall quality
of the project. By using higher-quality inputs, the project’s quality management
e↵orts can be used to address other areas.
It is important to remind the reader that this study is novel. While
published literature on technical debt exists, much of the discussion is qualitative
rather than quantitative. Furthermore, comparisons of the license paradigms within
open source software development appears to be a largely unexplored field.
Literature discussing open source software quality is largely confined to comparison
against proprietary programs.
Due to the novelty of this study, the reader must be careful to not
overextend the conclusions. The p value of the Mann-Whitney test was small
enough that the null hypothesis would have been rejected with a less conservative
significance. Nonetheless, this study is hardly a definitive statement on the matter.
The results presented here serve to indicate that further study is warranted.
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5.2 Future Work
Because this study is so novel, a great deal of work remains to be done. First,
a larger study that involves projects written in C and C++ should be conducted.
These languages are widely used in software projects; TIOBE.com’s August 2014
index has C as the most popular language and C++ as the 4th most popular
language. Both languages have averaged in the top 5 for over two decades Software
(2014). Inclusion of these languages would give additional credibility to the results.
Furthermore, enlarging the sample to enable single-language comparisons
would eliminate any language-specific e↵ects. As Zhao and Elbaum (2000) observed,
and this study’s results confirmed, quality is not consistent across languages. A set
of studies, each focused on one language, would provide more robust results.
Knowing that developer and user engagement di↵er based on the license
paradigm Subramaniam et al. (2009), further study of the communities around
projects is warranted. Is the observed di↵erence in technical debt due to the e↵ects
of the license, or are coincident governance factors responsible? While some studies
have touched on governance, further study is warranted. In particular, a good
taxonomy is neededto serve as a basis for study of governance within projects.
Another avenue for further work is to improve technical debt models.
Mapping technical debt to other quality measures will help validate the use of
technical debt and allow for consistent measurement across projects. In addition,
more rigorous technical debt models will allow project managers and developers to
guide decisions to reduce the accumulation of technical debt.
5.3 Summary
I have measured and compared technical debt of software projects in order to
evaluate the relative quality of two open source license paradigms. The results of
the study showed that permissively-licensed projects are of higher quality than
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