Abstract-Shannon's celebrated source coding theorem can be viewed as a "one-sided law of large numbers." We formulate second-order noiseless source coding theorems for the deviation of the codeword lengths from the entropy. For a class of sources that includes Markov chains we prove a "one-sided central limit theorem" and a law of the iterated logarithm.
I. INTRODUCTION
Let X X X = fX n ; n 2 g be a stationary ergodic source with finite alphabet A, and let L n : A n ! be an arbitrary sequence of fixed-to-variable codeword length assignments. Let X n 1 denote the block (X 1 ; X 2 ; 111; X n ) and H be the entropy rate of X X X. From the pointwise converse source coding theorem [2] , [6] we know that, eventually, the per-symbol codeword length will exceed H, along almost any source realization lim inf n!1
Ln(X n 1 ) n H a.s.
(
We also know that there exists a sequence fL 3 n g, such that the above lower bound is actually met with equality lim inf n!1 L 3 n (X n 1 ) n = H a.s.
Equation (2) tells us that the average number of bits required to describe X n 1 converges to H, with probability one. In a formal sense, this can be thought of as a "strong law of large numbers" for the codeword lengths, and, similarly, the corresponding asymptotic lower bound (1) as a "one-sided" law of large numbers. It is then a natural question to ask whether this relationship can be refined to a "one-sided" central limit theorem (CLT) or a law of the iterated logarithm (LIL). In this correspondence we show that when III we give their proofs, and Section IV discusses their extensions to non-Markov sources. In the Appendix we give the proof of an unpublished result that is used in Section III.
II. RESULTS
Let X X X = fXn; n 2 g be a stationary ergodic Markov chain with finite alphabet A, distributed according to the measure P . Let C n : A n ! f0; 1g 3 , n 1, be an arbitrary sequence of fixed-tovariable length prefix codes (not necessarily mutually compatible), and L n : A n ! , n 1, be the associated sequence of length functions. Let H = E(0 log 2 P (X 1 jX 0 )) denote the entropy rate of X X X. (Here and throughout the paper "log 2 " denotes the logarithm to base two and "log" denotes the natural logarithm.) For the sake of simplicity we will assume that X X X is a first-order Markov chain, There exists a sequence of random variables Z n such that
and the variance 2 is given by the limit
Our second result is a corresponding law of the iterated logarithm. any sequence fL n g and any constant K 2 (0; ), along almost any realization of the source, the codeword lengths Ln(X n 1 ) will be greater than H(X n 1 ) + K 2n log log n infinitely often. The interpretation of this bound is discussed in some more detail in Remark 2 below.
As for the case 2 = 0, a complete characterization is provided by the following theorem. If was first stated in [12] , and a proof was supplied in [7] .
Theorem 3 [12] , [7] : Suppose X X X is a stationary ergodic Markov chain, and let 2 be defined as in Theorem 1. Then nH jAj n sequences of nonzero probability, and they are uniformly distributed. We can encode them in such a way that they all have equal-length descriptions (Shannon code), so that the variance of the codeword lengths is zero. In fact, from the proof of Theorem 1 (see 0018 -9448/97$10.00 © 1997 IEEE (5) and (6)), it is clear that when 2 = 0 a slightly stronger statement than Theorems 1 and 2 can be made
In view of the preceding comments we think of 2 as a minimal coding variance. It is a characteristic quantity of the source which tells us that, when we encode the source in the most efficient way, then the asymptotic variance of the codeword lengths will be equal to 2 . If we do not use the most efficient code, then the deviation of our codeword lengths from the entropy will asymptotically be bounded below by a Gaussian random variable with variance 2 .
Remarks: 1) Achievability:
In traditional information theoretic terms, Theorems 1 and 2 could be called "second-order converse source coding theorems." But are they ever satisfied with equality? As will become obvious from the proofs (cf. (6) below), equality in all the "almost sure" statements of Theorems 1 and 2 is achieved by the Shannon code: L n (X Since p 2n log log n increases much faster than log n this seems to disagree with the well-known universal coding results [8] , [11] , that exhibit universal procedures achieving convergence rates of order (log n)=n.
The reason for this discrepancy is that here we are investigating the asymptotic behavior of the quantity D n , whereas the two main quantities of interest in the universal coding literature are the pointwise redundancy and its expected value. The pointwise redundancy R n is defined as the difference between the actual codeword length L n and the ideal Shannon codeword length L 3 n (X and the rate at which R n tends to zero tells us at which rate our code approaches the performance of the Shannon code. The quantity Dn, on the other hand, is the deviation of the codeword length L n from the "ideal mean" H(X It is, therefore, plausible that the quantities R n and D n will decrease at different rates. As for the expected redundancy, ER n , although it is of course equal to EDn, the pointwise bound given by (4) does not necessarily imply a corresponding bound for the expectations ED n = ER n (it is trivial that the expectations of a sequence of random variables can converge much faster than the individual realizations do).
III. PROOFS
In this section we give the proofs of Theorem 1 and 2 for the case of first-order Markov chains. Their extension to the general case is straightforward, as discussed in the next section. The proofs are simple, and they will depend on the following Lemma. It is an unpublished result that appeared in [2] , and also, in a more general form, in [1] . It is proved in the Appendix.
Lemma [1] , [2] : For any sequence fc(n)g of positive constants 
Let S n = 0 log 2 P (X Using the Markovity of X X X, we can expand Sn as
(0 log 2 P (X i+1 jX i ) 0 H) + (0 log 2 P (X 1 ) 0 H(X 1 ))
where f : B ! is the map (i; j) 7 ! 0 log 2 P (X n+1 = jjX n = i):
Therefore, the random variables Sn behave (up to a bounded term) like the partial sums of a centered, bounded function of a Markov chain. Since X X X is stationary ergodic so isX X X, and since B is finiteX X X is irreducible and aperiodic. By the central limit theorem for functions of Markov chains (see [4] , for example) the limit it is easy to show that 2 = 2 . Moreover, the first term in (7) normalized by p n converges in distribution to a N (0;
2 ) random variable. Since the second term in (7) is bounded (with probability one) we conclude that Zn converges in distribution to a N (0;
Proof of Theorem 2:
We proceed in a similar fashion to the proof of Theorem 1. Since the series Combining a) with a 0 ) and b) with b 0 ) yields i) and ii), respectively.
IV. EXTENSIONS
The proofs of Theorems 1 and 2 depend on two simple results: The Lemma of the previous section, and the fact that the random walk Sn = 0 log 2 P (X Higher Order Markov Chains: If X X X is Markov of general order m 1, we can simply modify our proofs by looking at the chaiñ X X X = fX n = (X n ; X n+1 ; 11 1;X n+m ); n 2 g and expanding Sn as the sum of the logarithms of mth-order conditional probabilities to get the required CLT and LIL for S n .
All other parts of the proofs remain the same.
Non-Markov Sources:
The question of the exact description of the asymptotics of S n was raised by Kolmogorov in the early 1950's, and was later studied in detail by Yushkevich [12] , Ibragimov [5] , and Philipp and Stout [9, ch. 9] , who obtained an almost sure invariance principle for S n under certain mixing conditions described below. The coefficients (d) are called the strong mixing coefficients of X X X, and the coefficients (d) were introduced by Ibragimov in [5] . (See [3] for the standard properties of (d (3) and (8) coincide, so that the above Corollary is a genuine generalization of Theorems 1 and 2. In the stationary case, the mixing conditions in the Corollary are satisfied by a rather large class of non-Markov processes. Although in practice they may be hard to verify, they require only polynomial decay of the coefficients (d) and (d).
APPENDIX PROOF OF THE LEMMA
We expand the probability P fLn(X n 1 ) < 0 log 2 P (X where the last inequality is just Kraft's inequality. Since we assume
