Gene Ontology (GO) is a controlled vocabulary of terms that describe molecule function, biological roles, and cellular locations of gene products (i.e., proteins and RNAs), it hierarchically organizes more than 43,000 GO terms via the direct acyclic graph. A gene is generally annotated with several of these GO terms. Therefore, accurately predicting the association between genes and massive terms is a difficult challenge. To combat with this challenge, we propose an matrix factorization based approach called NMFGO. NMFGO stores the available GO annotations of genes in a gene-term association matrix and adopts an ontological structure based taxonomic similarity measure to capture the GO hierarchy. Next, it factorizes the association matrix into two low-rank matrices via nonnegative matrix factorization regularized with the GO hierarchy. After that, it employs a semantic similarity based k nearest neighbor classifier in the low-rank matrices approximated subspace to predict gene functions. Empirical study on three model species (S. cerevisiae, H. sapiens, and A. thaliana) shows that NMFGO is robust to the input parameters and achieves significantly better prediction performance than GIC, TO, dRW-kNN, and NtN, which were re-implemented based on the instructions of the original papers. The supplementary file and demo codes of NMFGO are available at
INTRODUCTION
A UTOMATICALLY annotating the biological functions of gene products (including proteins and RNAs) is one of the key tasks of the post-genomic era [1] , [2] , [3] . The biological roles of gene products have important directional clues for drug development, precise medicine and treatment, and many other domains. With the ever-increasing application of high-throughput technology, more and more accumulated genomic data enable to explore the functions of gene products in a more comprehensive view. However, applying wet-lab experiments to detect the functions of gene products discovered from these data is not only lowthroughput and expensive, but also limited by the applied experimental protocols and contexts [4] , [5] . For these reasons, many computational models have been introduced for predicting gene function in large scale and provided reliable functional annotations of gene products [1] , [3] , [6] , [7] .
Different databases uses different protocols to describe the functions of gene products, these protocols prohibit from searching and sharing functional knowledge of gene products across databases. Gene Ontology Consortium introduces the Gene Ontology (GO), a community-based bioinformatics resource that supplies functional information of gene products using ontologies, to represent biological knowledge. GO unifies the functional representations of gene products in a species-neutral way and at gene level [8] , [9] . Hereinafter, we slightly abuse genes as gene products for simplicity. GO represents the hierarchical relationship between ontological terms via a direct acyclic graph (DAG). In the hierarchy, a descendant term encodes more detailed functional knowledge than its ancestor terms. GO annotations store the functional associations between genes and terms. A positive annotation of a gene means that the gene carries out the function described by the relevant GO term, and a negative one clearly indicates the gene does not have the function described by the GO term [9] , [10] , [11] . GO annotations follow the True Path Rule if a term is positively annotated to a gene, then its ancestor terms are also inherently annotated to the gene; on the other hand, if a term is negatively annotated to a gene, then its descendant terms should not annotated to the gene [9] , [12] . Both GO hierarchy and GO terms are regularly updated as the evolved biological knowledge [13] , [14] . It is recognized that available GO annotations of genes are rather incomplete and GO structure is immature [9] , [14] .
A gene is generally annotated with several (or tens of) GO terms and there are more than 43,000 terms in GO. In other words, GO annotations of genes are very sparse.
Therefore, it is difficult to accurately predict the association between genes and massive GO terms. Each GO term can be viewed as a distinct functional label, so gene function prediction can be modelled as a multi-label learning problem [15] , [16] . From this viewpoint, a number of multi-label learning methods have been proposed to predict gene functions [17] , [18] , [19] , [20] , [21] , but most of them only consider the terms annotated to at least 30 genes. That is because it is difficult to train classifiers for sparse terms, which are annotated to fewer than 30 genes. The number of sparse terms is much larger than that of terms annotated to more than 30 genes [12] , [22] . Accurately predicting relevant genes of these sparse terms is more challenging, since these terms describe more detailed functional knowledge of genes and offer more precise directional clues for potential usage.
To accurately predict the association between genes and massive GO terms, we introduce an Nonnegative Matrix Factorization with GO hierarchy regularization (NMFGO) method. Different from previous matrix factorization based solutions [23] , [24] that ignore the GO hierarchy in the factorization process, NMFGO factorizes the gene-term association matrix into two low-rank matrices and with respect to the GO hierarchy. Particularly, NMFGO first uses Lin's similarity [25] to explore and employ the structural relationship of GO terms, defines a smoothness regularization term derived from the similarity and the low-rank matrix. It then incorporates the regularization into NMF [26] to guide the factorization. Next, it explicitly uses the semantic similarity between genes derived from the low-rank matrices to predict missing annotations of a gene based on annotations of its semantic neighbors. After that, NMFGO maps the predictions back to the original GO terms space. We compared the proposed NMFGO against NMF and other related approaches [22] , [23] , [24] , [27] , [28] , [29] on replenishing missing GO annotations of three model species (S. cerevisiae, H. sapiens and A. thaliana) released in different years, NMFGO achieves significantly better results than these comparing approaches across various evaluation metrics and is robust to the input parameters. As well as that, NMFGO also runs much faster than these comparing methods.
The rest of the paper is organized as follows. In Section 2 we review efforts toward predicting sparse GO terms and matrix factorization based gene function prediction. In Section 3, we first briefly introduce NMF and then elaborate on the proposed NMFGO. Section 4 details the experimental setup, analyzes the experimental results. In Section 5, we provide conclusions along with directions for future study.
RELATED WORK
Several approaches have been proposed to make accurate prediction on sparse GO terms [22] , [24] , [30] , [31] . Pandey et al. [31] suggested to utilize the correlation between GO terms to account for sparse items. Their experimental results show that the prediction accuracy of sparse terms is significantly improved after incorporating the correlation. But this suggested solution only considers terms annotated to at least 10 genes, since the correlation between terms annotated to fewer than 10 genes can not be accurately estimated. Based on the fact that semantic similarity derived from GO annotations of genes is positively correlated with the similarity derived from amino acid sequences, protein-protein interaction (PPI) networks and other types of biological data of respective genes [28] , [32] , [33] , [34] , Tao et al. [30] introduced an information theoretic semantic similarity method to replenish missing annotations of genes. This semantic similarity based method first uses Lin's similarity [25] to compute the taxonomy similarity between ontological terms. After that, the semantic similarity between two genes is calculated by averaging the maximum similarity between terms annotated to respective genes. Finally, it predicts missing annotations of a gene based on annotations of its semantic neighbors.
For a term currently not annotated to any gene of interests, these aforementioned solutions can not find relevant genes of this term. To bridge this gap, Yu et al. [22] introduced an approach called downward Random Walks (dRW). dRW first calculates the taxonomic similarity between GO terms by referring to the hierarchical structure between them and initializes the transitional probability between parent-child terms based on the taxonomic similarity. Based on the observation that new GO annotations of an incompletely annotated gene correspond to descendants of the terms already annotated to the same gene, dRW performs random walk with restart [35] along the GO DAG and takes the terms already annotated to the gene as the starting nodes to estimate missing annotations of the gene. To further improve the prediction performance, they extended dRW to dRW-kNN. dRW-kNN predicts missing annotations of a gene based on annotations of its k nearest semantic neighborhood genes, along with the estimated annotations made by dRW. These semantic similarity based solutions are only validated on GO annotations of each single species. Yu et al. [36] studied interspecies gene function prediction based on different semantic similarity measures derived from GO annotations of two species. They observed that annotations of different species are complementary to each other and fusing GO annotations of two species with high-homology significantly improves the prediction accuracy. But for two species with low-homology, the improvement is not obvious. Interestingly, the improvement is independent from the adopted semantic similarities.
Matrix factorization based methods have also been explored to account for sparse GO terms and to predict missing annotations of genes [23] , [24] , [37] . Done et al. [23] introduced a semantic similarity based framework called NtN. NtN first uses the GO hierarchy to weight different GO annotations of a gene. Then, it adopts Singular Value Decomposition (SVD) [38] to extract implicit semantic relationships between genes and GO terms by decomposing the gene-term association matrix into two low-rank matrices and a diagonal matrix with singular values. By truncating eigenvectors corresponding to sufficient small eigenvalues, NtN can replenish new annotations of partially annotated genes and remove noisy annotations. To handle massive sparse terms and noise embedding in biological data, Wang et al. [24] introduced a Diffusion Component Analysis (DCA) [39] based method called clusDCA. clusDCA applies random walk with restarts on the GO DAG and on the biological networks composed with genes to explore the underlying relationship between GO terms and between genes, respectively. Next, it executes SVD on the updated adjacency matrix of GO DAG and that of biological networks to compress these two matrices into two low-dimensional ones, and to eliminate the interference of noises. After the above DCA process, it seeks a relational matrix between these two matrices to predict potential associations between GO terms and genes. clusDCA demonstrates improved prediction performance, especially for sparse terms. Yu et al. [37] directly estimated the missing annotations of a gene based on the gene-term association matrix, and then factorized the association matrix and adjacency matrix of the biological networks into two low-rank numeric matrices. After that, they applied semi-supervised linear regression on the low-rank matrices to predict missing positive (or negative) annotations of genes. These matrix factorization based solutions isolate the matrix factorization from the GO hierarchy. They only implicitly and partially utilize the GO hierarchy before the factorization the approximated low-rank matrices maybe not coherent with the GO hierarchy. It is recognized that GO hierarchy plays crucial important roles for gene function prediction [10] , [12] , [22] .
To employ the GO hierarchy for matrix factorization based gene function prediction and to accurately infer the association between massive GO terms (including sparse ones) and genes, we propose NMFGO, which incorporates the GO hierarchy as a graph regularizer into NMF [26] and guides the factorization of the gene-term association matrix into two coherent low-rank matrices. Based on the low-rank matrices, it computes the semantic similarity between genes and predicts GO annotations of a gene based on annotations of its semantic neighbors. We extensively compare the proposed NMFGO against with other related methods, including semantic similarity based ones [22] , [23] , [27] , [28] , matrix factorization based ones [23] , [24] and NewGOA [29] , which explicitly utilizes the GO hierarchy and PPI networks to predict gene functions. NMFGO not only achieves better performance than these comparing methods across various evaluation metrics, but also runs much faster than them.
METHODS
Let Y 2 R NÂjT j store the available annotations of N genes with respect to jT j GO terms. Y is initialized as follows:
where T i is the currently known annotations of the ith gene. From the definition of Y and we can find Y is a sparse and high-dimensional matrix, since each gene is generally annotated with several (tens of) GO terms and jT j ) 100. Suppose G 2 R jT jÂjT j encode the hierarchical relationship between GO terms. G is initialized as follows:
where childðtÞ includes the direct child terms of t in the GO hierarchy. NMFGO targets at replenishing missing GO annotations of genes (or updating some entries of Y from 0 to 1) by employing the semantic similarity between N genes and GO hierarchy. In this section, we first provide a brief introduction of NMF and then elaborate on the proposed NMFGO.
A Brief Overview of NMF
Many data have the characteristic of high dimensionality, make learning from these high-dimensional data very challenging. Matrix factorization techniques have become increasingly important in data representation [40] . Matrix factorization targets to find two or more low-rank matrices, whose product provides a good approximation to the original matrix [26] , [38] , [40] . In addition, the factorized low-rank matrices can explore and exploit the underlying semantic (or structural) relationship between row items and column items [23] , [40] , [41] . Matrix factorization based techniques have been widely applied for recommender systems [41] , [42] and for predicting gene functions [23] , [24] . Nonnegative matrix factorization (NMF) is a classical and widely used matrix factorization technique [26] . NMF requires the input matrix Y being nonnegative, its objective function is minimized as [26] O 0 ðU; VÞ %k Y À UV T k 2 ;
(
where U 2 R NÂd and V 2 R jT jÂd are two low-rank representations of Y based on rows and columns, and d ( minðN; jT jÞ is the rank size. The product of U and V should be approximated to Y as much as possible. The approximation can be interpreted from two directions: rows (genes) and columns (GO terms). From gene-wise
where y i is the ith row vector of Y and u i is the ith row vector of U. From Eq. (4), we can find y i is approximated by a linear combination of columns of V weighted by the components of u i . Similarly, from term-wise
In this wise, y :t is approximated by a linear combination of rows of U, weighted by the components of v t (the tth row vector of V). Based on the above analysis, we can view u i as the low-rank representation of the ith row of Y with respect to the basis vectors in V, and v t as the low-rank representation of the tth column of Y with respect to the basis vectors in U.
Objective Function of NMFGO
Y already implicitly encodes the hierarchical structure among GO terms, but it only partially encodes, since the annotations of genes are incomplete and Y is a very sparse matrix. For this reason, the low-rank matrices may not well explore and employ the structural relationships between GO terms and thus may not result in coherent low-rank matrices with good explanation. Furthermore, original NMF is only applied in euclidean space, it can not discover the intrinsic geometrical structure of objects (genes) and correlation between features (GO terms). To make use of the geometric structure of objects, Cai et al. [40] introduced a graph regularized nonnegative matrix factorization method for data representation. They observed that incorporating the local geometric structure among objects via a smoothness regularization helps to optimize more coherent lowrank matrices, and to improve the performance of the follow-up learning tasks. Given this observation and the paramount importance of GO hierarchy in gene function prediction, we advocate to regularize V with the GO hierarchy and incorporate the regularization into NMF. Various techniques are employed to measure the taxonomic similarity between GO terms and to capture the GO hierarchy [28] , [43] . Here, we adopt Lin's similarity [25] , a simple and yet widely-used taxonomic similarity, to measure the similarity between GO terms. The Lin's similarity between GO term s and t is Wðs; tÞ ¼ 2 Â log 2 p lca ðs; tÞ log 2 pðsÞ þ log 2 pðtÞ ;
where W 2 R jT jÂjT j and pðsÞ is the probability a gene annotated with s. This probability is empirically estimated from the frequency of t annotated to these N genes. p lca ðs; tÞ corresponds to the minimum probability of the lowest (from the highest root term to leaf ones) common ancestors of t and s, it is defined as p lca ðs; tÞ ¼ min a2caðs;tÞ pðaÞ;
where caðs; tÞ includes all common ancestors of t and s. Obviously, Wðs; tÞ 2 ½0; 1, since p lca ðs; tÞ ! pðtÞ and p lca ðs; tÞ ! pðsÞ always hold. When term s ¼ t, p lca ðs; tÞ ¼ pðsÞ ¼ pðtÞ and Wðs; tÞ ¼ 1. From the definition of the Lin's similarity, we can find that if s and t are close to their lowest common ancestor and they are frequently annotated to same genes, their taxonomic similarity would be large; otherwise, the taxonomic similarity is small. From the definition of W, we can see that W not only considers the terms' co-annotation to genes, but also the hierarchical structure between them. Since W is defined with respect to all pairwise GO terms, it can capture the GO hierarchy to some extents. Following the idea of manifold assumption that if two objects are close in the intrinsic geometry of the ambient space, they should have similar low-dimensional representations [44] . We would like the low-dimensional representation V with respect to jT j terms should also keep the proximity of pairwise terms when they have high taxonomic similarity. To reach this goal, we take advantage of W and V to define a smoothness regularization term as follows:
where D 2 R jT jÂjT j is a diagonal matrix with Dðs; sÞ ¼ P jT j t¼1 Wðs; tÞ, L ¼ D À W is the graph Laplacian matrix, trðÁÞ denotes the matrix trace norm. Minimizing Eq. (8) can enforce pairwise GO terms with high taxonomic similarity being close to each other in the low-rank subspace spanned by V and enforce V being respect to the GO hierarchy.
Based on the above preparations, the objective function of NMFGO is defined as follows:
where ! 0 is a scalar parameter to balance the smoothness regularization and original NMF. When ¼ 0, Eq. (9) is equal to Eq. (3).
Optimizating U and V
The objective function of NMFGO is not convex with respect to U and V. Therefore, it is unrealistic to obtain the optimal U and V at the same time. Following the solution of NMF, we iteratively optimize Eq. (9) to seek the optimal U and V
Since Y is already known, trðYY T Þ is a fixed constant. We can rewrite Eq. (9) as
Taking the partial derivative of OðU; VÞ with respect to U and V, we have @OðU;
Using the nonnegativity of U and V, and Karush-Kuhn-Tucker (KKT) conditions [45] , we have
Since Eqs. (14) and (15) should satisfy the fixed point relationship, NMFGO iteratively updates U and V as follows:
From the above updating rule, we can find that W first affects the factorization of V and then sequentially affects U. So it is expected that NMFGO has the potential to obtain more coherent low-rank matrices and improved performance than NMF.
Predicting Gene Functions
One intuitive idea to replenish missing annotations of genes is to reconstruct Y via UV T , since U and V implicitly explore and exploit the underlying semantic (or structural) relationship between genes and GO terms. This idea is widely adopted in various recommender systems and also in gene function prediction [23] , [42] . NMFGO explicitly employ the hierarchical structure among GO terms. To also explicitly utilize the semantic similarity between genes, we measure the semantic similarity between pairwise genes using u i and u j , instead of Yði; ÁÞ and Yðj; ÁÞ. The reason is that Yði; ÁÞ is a sparse long vector and isolates the interrelationship between different GO terms, whereas its low-rank approximation u i is a short vector and encodes interrelationship between different GO terms. The semantic similarity between genes i and j is computed via Cosine similarity as
Based on S, NMFGO predicts the missing annotations of the ith gene via a k nearest neighborhood classifier as follows:
where N k ðu i Þ includes the k nearest semantic neighborhood genes of the ith gene. Since the prediction is made with respect to compressed d terms, we utilize V to map the prediction back to the original jT j terms as
In this way, NMFGO obtains the predicted likelihood of associations between N genes and jT j GO terms. Our following-up experiments will show that explicitly utilizing the structural relationship between GO terms contributes to more coherent low-rank matrices, and explicitly using the semantic similarity between genes significantly improves the prediction performance.
EXPERIMENT RESULTS AND ANALYSIS

Experimental Setup
Datasets
To quantitatively study the performance of NMFGO in gene function prediction, we downloaded two releases of GO annotation (GOA) files of three model species (S. cerevisiae, H. sapiens and A. thaliana) 1 released in different years, the first release was released on 2016-04-30, and the other release was released on 2017-04-30. To avoid the impact of GO structure change, we also downloaded the contemporary GO file 2 and used the shared structured and GO terms for experiments. GO divides GO terms into three branches: Biological Process Ontology (BPO), Molecular Function Ontology (MFO) and Cellular Function Ontology (CCO), each ontology organizes GO terms via a direct acyclic graph to encode the hierarchical relationships between them. The GOA file of each species gathers the available associations between genes and GO terms. The associations readily available in the file are called direct annotations. By referring to GO hierarchy and True Path Rule, we expanded the direct associations. Particularly, if a term is annotated to a gene, then ancestor terms of this term are also inherently annotated to the same gene. We then initialized the geneterm association matrix based on these expanded annotations. To avoid circular prediction, direct annotations attached with evidence code 'IEA' (inferred from electronic annotations) were excluded. Myers et al. [46] stated that GO terms annotated to fewer than 3 genes are difficult to validate by wet-lab experiments. So in the following experiments, we excluded terms annotated to no more than 2 genes. Table 1 reports the statistics of GO annotations of genes in each species released in 2016 and 2017, respectively. From the table, we can see that many missing annotations of genes were replenished in one year interval. We train NMFGO and other comparing methods on the historical (released in 2016) GOA files and validate the predictions of NMFGO on the recent (released in 2017) GOA files.
Evaluation Metrics
The performance of gene function prediction can be evaluated by different evaluation metrics. To reach a comprehensive comparison, we adopt the three metrics adopted by CAFA [1] , [2] , namely AvgAUC, Fmax and Smin. In addition, since gene function prediction can be modelled as a multilabel learning problem [16] , we also adopt four representative multi-label learning metrics MicroF1, MacroF1, RankLoss and Coverage. AvgAUC first calculates the area under receiver operating curve of each term and then takes the average value of these areas as a whole to measure the performance. Fmax is the overall maximum harmonic mean of recall and precision across all possible thresholds on the approximated gene-term association matrix. Smin uses information theoretic analogs of precision and recall by referring to GO hierarchy to compute the minimum semantic distance between the predictions and ground-truths across all possible thresholds. MacroF1 computes the F1-Score of each term, and then takes the average of F1-score across all GO terms. MicroF1 computes the F1-Score on the predictions of different GO terms as a whole. RankLoss computes the average fraction of wrongly predicted annotations ranking ahead of ground-truth annotations of genes. Coverage evaluates how far, on average, we need to go down the ranking list of F to cover all the relevant GO terms of genes. The formal definition of these metrics can be found in [2] , [16] , [21] , [47] . AvgAUC, MicroF1 and MacroF1 are GO termcentric metrics and the other four metrics are gene-centric metrics. MacroF1 and MicroF1 require to transform the reconstructed probabilistic matrix F into a binary one, here ]genes is the number of genes in the annotation files, ]terms is the number of studied terms, 'history' is the number of annotations in the historical GO annotations file (released date: 2016-04-30), and 'recent' is the number of annotations in the recent GO annotations file (released date: 2017-04-30).
1. http://geneontology.org/ page/download-annotations 2. http://geneontology.org/page/download-ontology we consider the terms corresponding to the q largest entries of Fði; ÁÞ as the relevant functions of the ith gene, and q is equal to number of GO terms annotated to the ith gene in the recent GOA file. Note other evaluation metrics are irrespective to q, they directly apply on the probabilistic matrix F. We want to remark that the smaller the value of RankLoss, Coverage and Smin, the better the performance is, and the other four metrics are opposite.
Comparing Methods
To comparatively and quantitatively study the performance of NMFGO, we compare it against with NMF, NtN [23] , dRW-kNN [22] , GIC [28] , TO [27] , clusDCA [24] and New-GOA [29] . NtN and dRW-kNN were introduced in the Related work Section. NMF directly decomposes the geneterm association matrix into two low-rank matrices without respect to GO hierarchy and then applies the same kNN classifier as NMFGO to predict missing annotations of genes. GIC [28] and Terms Overlap (TO) [27] are two representative semantic similarity measures, we apply these two measures to measure the semantic similarity between genes and then incorporate them into a kNN classifier for gene function prediction. Both clusDCA [24] and NewGOA use the PPI networks and GO hierarchy for gene function prediction, and clusDCA has also been introduced in the Related work Section. NewGOA [29] employs a hybrid graph, composed of two types of nodes (genes and GO terms), to represent interactions between genes, GO hierarchy and annotations of genes, it applies bi-random walks with restart on the GO terms subgraph and genes subgraph to account for structural difference between them. To further study the effectiveness of using Lin's similarity on capturing the GO hierarchy, we introduce NMFGO(G), which setups W using the adjacency matrix (G) of the GO DAG and then follows the same process as NMFGO to predict gene functions. To make the comparison more comprehensive, we also introduce two baseline methods, Baseline uses the Cosine similarity to measure the semantic similarity between genes, whereas Baseline (Eu) utilizes the euclidean distance. Since the source codes of these comparing methods are not available, we re-implemented these methods based on the instructions of the original papers.
Results on Archived Annotations
In this section, we conducted experiments on archived GO annotations of S. cerevisiae, H. sapiens and A. thaliana to study the performance of NMFGO and other comparing methods in a historical to recent style. In the following experiments, we fix to 10 4 , k to 5 and d to 200 for NMFGO. As to NtN, we select the 200 largest non-singular values and then set the target low-rank size as the number of non-singular values that account for 80 percent of the sum of selected nonsingular values. As to dRW-kNN, the restart probability and k are fixed to 0.5 and 5, respectively. Baseline, GIC and TO adopts the same k as NMFGO, and NMF adopts the same d as NMFGO. The other input parameters of these methods are specified or optimized as the authors suggested in their original papers. The sensitivity of NMFGO with respect to these parameters will be investigated later. Tables 2, 3 , and 4 report the performance of these comparing methods under different evaluation metrics. Since no PPI networks data are used for these experiments, the results of clusDCA and NewGOA are not included. From the results in these tables, we can conclude that NMFGO achieves better performance than these comparing methods across various evaluation metrics in most cases.
NMFGO frequently outperforms NMF, which approximates the gene-term association matrix Y without respect to GO hierarchy. This fact proves that regularizing NMF with the GO hierarchy contributes to coherent low-rank matrices for gene function prediction. Although NMFGO(G) also respects the GO hierarchy during matrix factorization, it does not show improved results than NMF, and say nothing of NMFGO. The possible cause is that the adjacency matrix of GO DAG is too sparse to encode the hierarchical relationship between GO terms as well as the adopted Lin's similarity. This observation suggests the GO hierarchy should be carefully incorporated into matrix factorization. Another interesting observation is that NMF obtains higher AvgAUC than NMFGO. That is because the gene-term association matrix Y is a sparse matrix, the additionally incorporated regularization forces the low-rank matrices to encode more non-zero entries to respect the GO hierarchy. There are more non-zeros entries in F approximated by NMFGO than that approximated by NMF. AvgAUC computes the area under the receiver operating characteristic curve and the curve is impacted by non-zero entries, which drag down the performance of NMFGO with respect to AvgAUC evaluation metric. In fact, the adopted seven evaluation metrics measure the performance of gene function prediction from different perspectives, it is difficult for an approach always performing better than another one. NMFGO and NMF almost always show better performance than other semantic similarity based methods, including the two baseline methods. The reason is two-fold: (i) the semantic similarity between genes can be more reliably estimated in the subspace spanned by the low-rank matrices; (ii) missing annotations of genes can be partially replenished by the decomposed low-rank matrices. There is no significant difference between two baseline methods and two classical semantic similarity based solutions (GIC and TO). This observation can be attributed to that the semantic similarity between genes can not be well measured in the sparse GO terms space. Although dRW-kNN explicitly uses the GO hierarchy to estimate the missing annotations, it is always outperformed by NMFGO. That is principally because dRW-kNN estimates missing annotations of a gene with respect to massive GO terms, whereas NMFGO estimates the missing annotations of a gene with respect to compressed GO terms, which can not only explore the underlying inter-relationship between GO terms, but also replenish missing annotations of the gene to some extents. NtN also explicitly utilizes the GO hierarchy to weight annotations in the gene-term association matrix and gives more emphasis to sparse terms. But it approximates the gene-term association matrix via SVD, without referring to the GO hierarchy. Therefore, annotations corresponding to sparse terms obtain larger association values in the approximated matrix, whereas annotations corresponding to general terms get smaller association values. From the True Path Rule, the likelihood of a term associated with a gene should not be larger than its ancestor terms. Therefore, NtN always loses to NMFGO.
The performance of NMFGO with respect to Smin and MacroF1 is more prominent than that with respect to other adopted evaluation metrics. Smin quantifies the performance of gene function prediction by referring to the GO hierarchy, and it is more sensitive to sparse terms, which are far away from the root terms. In practice, MacroF1 is also more sensitive to sparse terms than general terms. From the performance margin with respect to these two metrics, we can conclude that NMFGO can significantly improve the prediction performance on sparse terms.
The experiments are conducted on GO annotations archived in different years, without random partition of the training set and testing set, so there are no standard deviations in Tables 2, 3 , and 4. To statistically compare the performance of these comparing methods, we used the Wilcoxon signed-rank test [48] to assess the statistical difference between NMFGO and other comparison methods across these evaluation metrics on the three model species [49] , and found the p-values are all smaller than 0.005. These observations corroborate our motivation to regularize the matrix factorization with respect to GO hierarchy, and to measure the semantic similarity between genes in the compressed GO terms space.
A Case Study
This section presents some case studies to more clearly present the strength of NMFGO and the biological insights of using GO hierarchy in matrix factorization. We selected 9 genes with the largest number of new annotations of the first 200 genes of S. cerevisiae in CCO. We count how many annotations have been added for these selected genes and how many of these annotations are correctly predicted by NMFGO, and report these counts in Table 5 .
We observe that, NMFGO can more accurately predict annotations than NMF. For example, 'YLR145W' is additionally annotated with 17 terms from 2016-05 to 2017-05, NMFGO correctly predicts 14 of them, whereas NMF only correctly predicts 7 of them. To further explore the underlying reason, we visualize the annotations of 'YLR145W' in Fig. 1 and the correctly predicted annotations in this Figure too. From the pattern of newly added annotations of 'YLR145W', we can see that these newly annotated terms correspond to hierarchical descendants of the terms already annotated to the genes. NMFGO explicitly takes advantage of GO hierarchy to guide the matrix factorization, whereas NMF only implicitly uses the partial hierarchy embedded in the gene-term association matrix. For this reason, NMFGO makes more accurate prediction than NMF. Neither NMFGO nor NMFGO correctly predict leaf annotations (i.e., 'GO: 0005737' and 'GO: 0005370'). That is because these two GO YJR136C YPL043W YDR365C YPR169W YLR145W YNR055C YLL008W YGL111W YDR087C   #New annotations  28  25  20  20  17  16  15  15  15  #correct prediction  22  20  18  16  14  8  11  11  11  Precision  78.6%  80%  90%  80%  82.4%  50%  73.3%  73.3%  73.3% terms are leaf terms, they are annotated to fewer genes than their ancestors and their associations with genes are more difficult to predict. In summary, these examples corroborate the practical biological significance of NMFGO.
Parameter Sensitivity Analysis
There are three important parameters (, d and k) may affect the performance of NMFGO. Following the experimental protocols as in the previous section, we conducted additional experiments to investigate the sensitivity of NMFGO with respect to these parameters. Due to page limit, the experimental results and analysis are provided in Figs. S1-S3 and Section 1 of the supplementary file, which can be found on the Computer Society Digital Library at http://doi. ieeecomputersociety.org/10.1109/TCBB.2018.2861379. From these results in the supplementary file, available online, we can conclude that NMFGO is robust to the input values of , d and k, and it can achieve better performance than other comparing methods in a wide range of input values for these parameters.
Since NMFGO and NMF additionally and explicitly utilize the GO annotations of k semantic neighborhood genes of a gene to replenish missing annotations of the gene, we also investigate the performance of NMFGO and NMF without using the annotations of k nearest neighborhood genes. For this investigation, we record the results of NMFGO and NMF with k ¼ 0 and report them in Fig. 2 . k ¼ 0 means the missing annotations of a gene are predicted solely based on the product of two low-rank matrices, without explicitly using the annotations of its semantic neighbors. Based on the results in Fig. 2 and the results in Fig. S3 , available online, we can find that NMFGO with k ¼ 5 (or NMF with k ¼ 5) shows significantly improved performance than their cousins with k ¼ 0. From these observations, we can conclude that additionally and explicitly utilizing the GO annotations of neighborhood genes contributes to more prominent prediction, although it is recognized that matrix factorization already implicitly utilizes the semantic relationship between genes and GO terms [23] , [24] . This observation also clarifies why NMFGO performs better than NtN.
Runtime Analysis
We also investigate the runtime cost of NMFGO and other comparing methods, and report them in Table 6 . All the comparing methods are implemented with Matlab2014a, and the experimental platform configuration is RedHat 4.4.7-11, Intel Xeon E5-2650v3, 32 GB RAM.
From the table, we can find that NMFGO runs much faster than other comparing methods. TO and Baseline directly apply matrix multiplication on the gene-term association matrix without referring to the GO hierarchy, they still run slower than NMFGO. That is because they compute the semantic similarity between genes with respect to all the GO terms, whereas NMFGO computes the semantic similarity with respect to compressed GO terms, whose cardinality is sharply reduced. NtN also applies matrix factorization for gene function prediction, it takes much more runtime than NMFGO, since it has to weight different annotations by repeatedly traversing the GO hierarchy. GIC also repeatedly refers to the GO hierarchy during computing the semantic similarity between each pairwise genes and it computes the semantic similarity with respect to all the GO terms, so it runs much slower than NMFGO and NtN. dRW-kNN also repeatedly refers to the GO hierarchy during estimating the missing annotations for each gene and it computes the semantic similarity between each pairwise genes with respect to all the GO terms, so it takes the longest runtime cost than all the other comparing methods. In fact, NtN only uses the latent semantic similarity between genes explored by SVD, it does not compute the semantic similarity between each pairwise genes, whereas NMFGO does. Even though, NMFGO still takes much fewer runtime than NtN. In practice, NMFGO usually converges after 50 iterations. From these runtime comparisons, we can conclude that NMFGO can not only achieve better prediction performance than other related gene function prediction methods, but also take much fewer runtime than them. NMFGO can be served as an effective and efficient alternative solution for gene function prediction.
CONCLUSION
Various types of efforts have been put forward to accurately predict the association between genes and massive GO terms. Semantic similarity based solutions have shown their potential in replenishing missing annotations of genes. However, they are generally impacted by shallow and incomplete GO annotations of genes, and also by the sparse GO terms space. Matrix factorization based solutions have also been explored to exploit the implicit relationship between genes and massive GO terms, but they factorize the matrix without respect to the GO hierarchy, which has paramount importance for gene function prediction. In this paper, we introduced a nonnegative matrix factorization with GO hierarchy regularization approach to replenish missing annotations of genes. NMFGO incorporates the GO hierarchy as a regularizer to guide the two low-rank matrices decomposition, whose product pursues to approximate the gene-term association matrix. Empirical study on archived GO annotations of three model species demonstrates that, NMFGO achieves significantly better prediction performance than other related semantic similarity based methods and matrix factorization based solutions. In addition, it runs much faster than these comparing methods and can easily specify suitable and effective input parameters. Further comparative study on PPI networks of these species again corroborates that incorporating the GO hierarchy into nonnegative matrix factorization contributes to coherent low-rank matrices and results in improved performance. Since NMFGO currently solely makes use of GO annotations and GO hierarchy for gene function prediction, it cannot make predictions for genes whose GO annotations are completely unknown. There are several avenues for future study. For example, investigating other taxonomic similarities between GO terms and enforcing the GO hierarchy in more straightforward way; synergy heterogenous genomic/proteomic data to regulate the matrix factorization and to obtain more coherent low-rank matrices approximation.
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