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Abstract
This thesis deals with the application of variational methods to evolution problems
governed by partial differential equations. In particular, the first part of this work is
devoted to systems of reaction-diffusion equations that can be formulated as gradient
systems with respect to an entropy functional and a dissipation metric. The dissi-
pation metric is given in terms of a so-called Onsager operator, which is a sum of a
diffusion part of Wasserstein type and a reaction part. After giving a brief survey of
the framework for gradient systems developed by A. Mielke we provide methods for
establishing geodesic λ-convexity of the entropy functional by purely differential meth-
ods. Thus we circumvent arguments from mass transportation, which are not available
for systems of equations or even for scalar equations with reaction terms since mass
is in general not conserved. Geodesic λ-convexity is beneficial, however, it is a strong
structural property of a gradient system that is rather difficult to achieve. Several
examples, including a drift-diffusion system, provide a survey on the applicability of
the theory.
Next, we demonstrate the application of variational methods, such as Mosco and Γ-
convergence, to derive effective limit models for multiscale problems. The crucial point
in this investigation is that we rely only on the gradient structure of the systems. We
consider two model problems: The rigorous derivation of an Allen-Cahn system with
bulk/surface coupling and of an interface condition for a one-dimensional diffusion
equation. The derivation of these limit systems is based on the energy-dissipation
equation or the De Giorgi principle for gradient flows, which characterizes solutions
as curves of maximal slope.
The second part of this thesis is devoted to the so-called Weighted-Inertia-Dissi-
pation-Energy principle (abbreviated WIDE principle in the following). The WIDE
principle is a global-in-time variational principle for evolution equations either of con-
servative or dissipative type. It relies on the minimization of a specific parameter-
dependent family of functionals (WIDE functionals) with minimizers characterizing
entire trajectories of the system. We prove that minimizers of the WIDE functional
converge, up to subsequences, to weak solutions of the limiting PDE when the param-
eter tends to zero. Thus, this variational principle may serve as a selection criterion
in case of nonuniqueness of solutions.
Here we distinguish between two cases: the finite and infinite time horizon case.
Each case is treated by two completely different approaches: For the finite time horizon
case we use a quite technical time-discretization scheme, which is of interest in its own,
while in the second case we use a rescaling and reparametrizations of time to deduce
the crucial a priori bounds on the minimizers. The latter then allows us to select
converging subsequences and to pass to the limit in the Euler-Lagrange equations for
the WIDE functionals.
The interest for this perspective is that of moving the successful machinery of the
Calculus of Variations (Direct Method, Γ-convergence, relaxation) to evolutionary
situations. Moreover, we are able to treat dissipative and nondissipative situations
simultaneously. Notably, the WIDE principle allows for a rigorous connection between
these two regimes by means of Γ-convergence.
In the case of semilinear wave equations the WIDE principle corresponds to a long-
standing conjecture by E. DeGiorgi, which was just recently proved.
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Zusammenfassung
Das Thema dieser Dissertation ist die Anwendung von Variationsmethoden auf Evo-
lutionsgleichungen parabolischen und hyperbolischen Typs. Im ersten Teil der Arbeit
beschäftigen wir uns mit Reaktions-Diffusions-Systemen, die sich als Gradientensyste-
me schreiben lassen. Hierbei verstehen wir unter einem Gradientensystem ein Tripel
bestehend aus einem Zustandsraum, einem Entropiefunktional und einer Dissipations-
metrik. Die Dissipationsmetrik ist durch einen Onsager-Operator gegeben und setzt
sich aus einem Diffusions- und einem Reaktionsteil zusammen, wobei ersterer vom
Wasserstein-Typ ist. Nach einer kurzen Zusammenfassung des von A. Mielke aufge-
stellten Formalismus für Gradientensysteme geben wir Bedingungen an, die die geodä-
tische λ-Konvexität des Entropiefunktionals sichern. Diese Bedingungen sind abstrakt
bezüglich des Onsager-Operators formuliert. Insbesondere benutzen wir hier nicht das
Prinzip des Optimalen Transports, das aufgrund fehlender Massenerhaltung bei Sys-
temen mit Reaktionstermen nicht anwendbar ist. Geodätische λ-Konvexität ist eine
wertvolle aber auch starke strukturelle Eigenschaft und relativ schwer zu zeigen. Wir
zeigen anhand zahlreicher Beispiele, darunter ein Drift-Diffusions-System, dass den-
noch interessante Systeme existieren, die diese Eigenschaft besitzen.
Einen weiteren Punkt dieser Arbeit stellt die Anwendung von Konvergenzbegrif-
fen wie Mosco- und Γ-Konvergenz auf Gradientensysteme dar. Wir betrachten hierbei
zwei Modellsysteme aus dem Bereich der Mehrskalenprobleme: Erstens, die rigorose
Herleitung einer Allen-Cahn-Gleichung mit dynamischen Randbedingungen und zwei-
tens, einer Interface-Bedingung für eine eindimensionale Diffusionsgleichung jeweils
aus einem reinen Bulk-System. Wir benutzen hierbei das De Giorgi-Prinzip für Gradi-
entensysteme, das Trajektorien des Systems als Kurven maximaler Steigung (curves of
maximal slope) charakterisiert und in der Form einer Energie-Dissipations-Gleichung
geschrieben ist.
Im zweiten Teil der Arbeit beschäftigen wir uns mit dem sog. Weighted-Inertia-
Dissipation-Energy-Prinzip (WIDE-Prinzip) für Evolutionsgleichungen. Hierbei wer-
den Trajektorien eines Systems als (Grenzwerte von) Minimierer(n) einer parametri-
sierten Familie von Funktionalen charakterisiert. Dies erlaubt es, Werkzeuge aus der
Theorie der Variationsrechung (Direkte Methode, Γ-Konvergenz, usw.) auf Evoluti-
onsprobleme anzuwenden. Die Euler-Lagrange-Gleichungen dieser WIDE-Funktionale
können als elliptische Regularisierung der Ausgangsgleichung interpretiert werden. Wir
zeigen, dass Minimierer (bzw. stationäre Punkte) der WIDE-Funktionale gegen Lösun-
gen des Ausgangsproblems konvergieren. Hierbei betrachten wir getrennt voneinander
den Fall des beschränkten und des unbeschränkten Zeitintervalls, die jeweils mit ver-
schiedenen Methoden behandelt werden. Während wir im ersten Fall ein zeitdiskretes
Hilfsproblem untersuchen, benutzen wir im zweiten Fall Zeitreparametrisierungen, um
gleichmäßige Schranken für die Minimierer der WIDE-Funktionale herzuleiten. Diese
Schranken erlauben die Auswahl einer konvergenten Teilfolge, sodass wir in der Euler-
Lagrange-Gleichung für die WIDE-Funktionale zum Grenzwert übergehen können.
Insbesondere stellt das WIDE-Prinzip ein Auswahlkriterium dar, wenn keine Eindeu-
tigkeit der Lösungen des Ausgangsproblems vorliegt. Ferner erlaubt uns das WIDE-
Prinzip dissipative und nicht-dissipative Systeme zu betrachten und ihre Beziehung
mit Hilfe der Γ-Konvergenz zu untersuchen. Im Fall der semilinearen Wellengleichung
entspricht das WIDE-Prinzip einer Vermutung von E. DeGiorgi, die erst vor kurzem
bewiesen wurde.
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Part I
Gradient systems
1

1 Introduction to Part I
As a paradigm of dissipative evolution, the class of gradient flows has attracted constant
attention during the last decades (see [Kom67, CrP69, Bré71, Bré73]). A major step was
taken in the late nineties with the introduction of Wasserstein gradient flows by Jordan,
Kinderlehrer, and Otto [JKO98, Ott98, Ott01]. Since then it has become clear that a
large number of diffusion equations can be written as (metric) Wasserstein gradient flows
(see e.g. [AGS05]). Recently, Mielke [Mie11b] succeeded in carrying the basic ideas of
the Wasserstein setting over to reaction-diffusion and reaction-drift-diffusion systems and
therefore opening them for the application of variational methods.
Simply put, gradient flows are evolutionary systems driven by an energy, in the sense
that the energy decreases along solutions as fast as possible. In order to specify what
“as fast as possible” means, one defines a dissipation mechanism that characterizes the
decrease of energy along solutions. Here, we adopt the framework for gradient systems
established in [Mie11b] (see also [GlM13, Mie13]), where a gradient system is understood
as a triple (X, E ,G). The state space X contains the states u ∈ X, E : X → R is the
(differentiable) driving functional and G(u) : X → X∗ is a linear, symmetric and positive
(semi-)definite metric tensor which represents the dissipative structure of the system.
The gradient flow associated with the gradient system (X, E ,G) is then given as the
abstract force balance
G(u)u˙ = −DE(u) ⇐⇒ u˙ = −K(u)DE(u), (1)
where K(u) def= G(u)−1 denotes the inverse operator. We call K Onsager operator, being
also symmetric and positive (semi-)definite, and the triple (X, E ,K) Onsager system. Here,
the naming refers to Onsager’s fundamental symmetry relations, meaning K = K∗, and
the Onsager principle (see [Ons31]).
We will learn in Chapter 2 that from the modeling perspective it is convenient to consider
the Onsager operator K instead of G: Often differential equations are written in rate
form u˙ = F(u), where the vector field F is additively decomposed into different physical
phenomena (e.g. diffusion, reaction). This additive split can also be used for the Onsager
operator, as long as all the different effects are driven by the same functional.
The class of evolution systems that can be written as a gradient system (X, E ,G) is
rich: e.g. general reaction-diffusion systems, with reactions satisfying the detailed balance
condition, can be written as a gradient system with respect to the relative entropy (see
subsequent sections). Moreover, in [GlM13] the application to systems with bulk/interface
coupling was shown, which is of great interest e.g. in the theory of heterostructure semi-
conductor devices.
Throughout the following chapters we are mainly interested in reaction-diffusion systems
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which can be written as Onsager system (X, E ,K), where the latter is of the form
E(u) = ∫ΩE(x, u(x))dx, K(u) = Kdiff(u) +Kreact(u),
where Kdiff(u)ξ = −div
(
M(u)∇ξ), and Kreact(u)ξ = K(u)ξ.
Here, M(x, u) and K(x, u) are symmetric, positive semidefinite tensors of order four and
two, respectively. The corresponding evolution equation (1) then reads
u˙ = −div
(
M(x, u)∇(∂uE(x, u)))+K(x, u)∂uE(x, u).
We provide more explicit examples for E and K in Section 2.1.
In Chapter 3 we provide conditions on the system (X, E ,G) such that the driving func-
tional E : X → R∞ is geodesically λ-convex with respect to the metric tensor G = K−1.
In particular, given a metric tensor G we can define a distance dG : X ×X → [0,∞] as the
infimum of the action functional over all connecting curves, i.e.,
dG(u0, u1)2 = inf
{∫ 1
0
〈G(γ)γ′, γ′〉ds : γ ∈ C(u0, u1)} ,
whereC(u0, u1) denotes the set of (sufficiently smooth) curves γ : [0, 1]→ X connecting u0
and u1, i.e., γ(0) = u0 and γ(1) = u1. Now, (constant speed) geodesic curves γ : [0, 1]→ X
can be characterized as length minimizing curves, i.e.,
0 ≤ s < t ≤ 1 : dG
(
γ(s), γ(t)
)
= |t−s| dG
(
γ(0), γ(1)
)
.
A functional E : X → R∞ is called geodesic λ-convex, with respect to the distance dG , if
for all geodesic curves γ : [0, 1]→ X it satisfies the estimate
E(γ(s)) ≤ (1−s)E(γ(0))+ sE(γ(1))− λs(1−s)2 dG(γ(0), γ(1))2.
The study of geodesic convex functionals in the context of optimal transport and the
Wasserstein distance was started by McCann in [McC97] (there called displacement
convex) and is studied extensively since then, see e.g. [OtW05, AGS05, DaS10, CL∗10].
Geodesic λ-convex gradient structures (X, E ,G) enjoy a number of nice properties (see
Section 3.2.3 and [AGS05, Chapter 4]). The most important and most beneficial of them
is the equivalent and purely metric description of the evolution of the gradient flow in
terms of an evolutionary variational inequality (EVIλ)
1
2
d
dt
+
dG
(
u(t), w
)2 + λ2dG(u(t), w)2 + E(u(t)) ≤ E(w), ∀w ∈ X, t > 0.
In order to establish the geodesic λ-convexity of E many methods rely on the charac-
terization of geodesic curves and use tools from the theory of optimal transport and the
Monge-Kantorovich formulation. However, the application of these tools is not possible
for reaction-diffusion systems since in general the total mass is not conserved. Instead, our
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result, stated in Section 3.2, relies on a differential characterization of geodesic λ-convexity,
which generalizes the approach of Daneri & Savaré [DaS08] (see also [OtW05]). These
characterization involves the quadratic form
ξ 7→ 〈ξ,M(u)ξ〉 def= 〈ξ,DF(u)K(u)ξ〉− 12〈ξ,DK(u)[F(u)]ξ〉,
which is in some sense the form induced by the metric Hessian of E . The main result is
that E is geodesically λ-convex if the crucial estimate
〈ξ,M(u)ξ〉 ≥ λ〈ξ,K(u)ξ〉 (2)
holds for all suitable u and ξ, see Proposition 3.2.7. Here, suitable means that u and ξ are
smooth enough such that the quadratic form ξ 7→ 〈ξ,M(u)ξ〉 is well-defined. In particular,
the main point of [DaS08] is that it suffices to establish the geodesic λ-convexity of E on a
dense set, where all the calculations on functions can be done rigorously. Then the abstract
theory allows us to extend the geodesic λ-convexity of the functional E to the closure of
the domain of E . The crucial point of the estimate (2) is that it permits for an arbitrary
curve γ to control the change of its action while the whole curve γ evolves according to
the semiflow induced by (1). In particular, for λ positive, the action is decaying. This
allows us to probe the convexity of E (see [OtW05, DaS08]).
In Section 3.3 we collect possible applications of this abstract theory. First, we discuss
simple reaction kinetics satisfying the detailed balance condition (see e.g. [GlG09]). This
includes the case of general reversible Markov chains, see also [Maa11, Mie11a, ErM12].
Moreover, we treat partial differential equations or systems where the crucial estimate
heavily relies on a well-chosen sequence of integrations by parts, where the occurring
boundary integrals needs to be taken care of. We are able to generalize and complement
the results in [Lis09] and [CL∗10] for scalar diffusion equations (see Sections 3.3.2–3.3.3).
Moreover, we present results for a scalar reaction-diffusion equation (Section 3.3.4), a
linear reaction-diffusion system (Section 3.3.5), a one-dimensional drift-diffusion system
(Section 3.3.6) and a multi-particle system with cross-diffusion of Stefan-Maxwell type
(Section 3.3.7).
We emphasize that geodesic convexity is a strong structural property of a gradient sys-
tem that is rather difficult to achieve. Our examples provide a first list of some nontrivial
reaction-diffusion equations or systems that are geodesic λ-convex.
Finally, Chapter 4 deals with the application of variational methods to derive effective
limit models for multiscale problems that exhibit a gradient structure (X, E ,G). In particu-
lar, we contribute to the general endeavor of passing to the limit in evolution systems driven
by functionals using variational methods such as Γ-convergence, see [SaS04, AM∗12] for
related applications to gradient structures and [MRS08] and [Mie08] for rate-independent
and Hamiltonian systems, respectively. The main point in this investigation is that we
only rely on the gradient structure of the systems.
We consider two model problems: the derivation of bulk/surface coupling for the Allen-
Cahn equation in Section 4.1 and of an effective interface condition for a one-dimensional
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diffusion equation in Section 4.2.
In the first example we consider the following system of Allen-Cahn equations
τbu˙ε = Ab∆uε −W ′b(uε) in Ω, and τεu˙ε = Aε∆uε − 1εW ′s(uε) in Σε,
posed in a fixed (bulk) domain Ω and boundary layer Σε that surrounds Ω and shrinks
to ∂Ω as the parameter ε tends to zero. We show, after a rescaling of the problem, that
solutions of the above system converge to solutions of a limit system that describes the
evolution of the bulk system coupled to an evolutionary system on the boundary ∂Ω.
Notably, we obtain as a limit the system which was recently studied by Sprekels and
Wu in [SpW10].
For the limit passage we exploit De Giorgi’s (Ψ,Ψ∗)-formulation which can be written
in the integral form
∀ t ∈ [0, T ] : Eε
(
uε(t)
)
+
∫ t
0 Ψε(uε; u˙ε) + Ψ∗ε
(
uε;−DEε(uε)
)
ds = Eε
(
uε(0)
)
,
with Ψε(u; u˙) = 12〈Gε(u)u˙, u˙〉 and Ψ∗ε(u; ξ) = 12〈ξ,Kε(u)ξ〉 denoting the dissipation and
dual dissipation functionals, respectively. In particular, we adapt the ideas of Sandier
& Serfaty in [SaS04] where an approach to prove the convergence of gradient flows
for Γ-converging energy functionals was presented. This approach is similar to the con-
cept of mutual recovery sequences introduced by Mielke, Roubíček and Stefanelli in
[MRS08] and connects the convergence of the dissipation and energy functionals.
In the second example we consider the one-dimensional diffusion equation, i.e.,
u˙ε = (aε(x)u′ε)′ in Ω
def= ]−12 , 12 [,
where the diffusion coefficient aε is of order ε in the small interval
]− ε2 , ε2[. This equation is
the gradient flow with respect to the logarithmic free energy and Wasserstein-type Onsager
operator with spatial dependent diffusion coefficient aε.
We show that the solutions uε converge to a solution of the following limit diffusion
equation with interface condition for x = 0
u˙ = δu′′ in ]−12 , 0[ ∪ ]0, 12 [, coupled to δu′− = k(u+−u−) = δu′+ in {0},
which is a simple bulk/interface system covered by Glitzky and Mielke in [GlM13] (see
also [Mie13]). There, it was shown that the limit equation can be formulated in terms of
the gradient system
E(u) = ∫Ω u log udx, and Ψ∗(u, ξ) = 12 ∫Ω\{0} δu|ξ′|2 dx+ k2 Λ(u+, u−)(ξ+−ξ−)2,
where Λ(a, b) = (a−b)/(log a− log b) denotes the logarithmic mean of a and b. In particu-
lar, the proof of the convergence also uses a rescaling of the interface layer and follows the
ideas in [AM∗12]. There, a similar limit was discussed, namely the passage from diffusion
in a one-dimensional Fokker-Planck equation to (linear) reaction.
6
2 Onsager operators and
reaction-diffusion systems
In several papers by Otto (see [JKO98, Ott98, Ott01]) it was shown that certain diffusion
problems can be interpreted as gradient flows with respect to the free energy or relative
entropy and the Wasserstein distance. In [Mie11b] it was shown that general reaction-
diffusion systems, with reactions satisfying the detailed balance condition, can be written
as a gradient system with respect to the relative entropy.
In an abstract context we understand a gradient system as a triple (X, E ,G) where X is
the state space containing the states u ∈ X. For simplicity we assume that X is a reflexive
Banach space with dual X∗. The driving functional E : X → R∞ def= R ∪ {∞} is assumed
to be differentiable (in a suitable way) such that the potential restoring force is given by
−DE(u) ∈ X∗. The third ingredient is a metric tensor G, i.e., G(u) : X → X∗ is linear,
symmetric and positive (semi-)definite.
The gradient flow associated with (X, E ,G) is the (abstract) force balance
G(u)u˙ = −DE(u) ⇐⇒ u˙ = −K(u)DE(u) def= −∇GE(u), (2.1)
where we recall that the “gradient” ∇GE of the functional E is an element of X (in contrast
to the differential DE(u) ∈ X∗) and is calculated in terms of K(u) = G(u)−1. We call this
equation an abstract force balance, since G(u)u˙ can be seen as a viscous force arising
from the motion of u. We call the linear, symmetric and positive semidefinite operator
K(u) : X∗ → X the Onsager operator and the corresponding triple (X, E ,K) Onsager
system.
Since we are mainly interested in reaction-diffusion systems we consider (vectors of)
densities u : Ω→ ]0,∞[I of diffusive species A1, . . . , AI . Moreover, the driving functional
of the evolution E shall be of the form
E(u) =
∫
Ω
E(x,u(x))dx,
where Ω ⊂ Rd is a bounded domain and E : Ω × RI → R is a sufficiently smooth energy
density. It was shown in [Mie11b] that for a wide class of reaction-diffusion systems
gradient, or equivalently, Onsager structures can be specified.
A major advantage of the Onsager form is its flexibility in modeling: Quite often differ-
ential equations are written in rate form where the vector field is additively decomposed
into different physical phenomena. This additive split can be also used for the Onsager op-
erator, as long as all the different effects are driven by the same functional. In particular,
since we are interested in reaction-diffusion systems we shall consider the decomposition
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of K into a diffusive and a reaction part, namely K(u)ξ = Kdiff(u)ξ+Kreact(u)ξ. Here, ξ
is the thermodynamically conjugated force being dual to the rate u˙.
Following the Wasserstein approach to diffusion introduced by Otto in [JKO98, Ott01]
– also called Otto’s formalism – we define the diffusion part as
Kdiff(u)ξ = −div
(
M(x,u)∇ξ) (2.2a)
with M(x,u) ∈ Lin(RI×d,RI×d) being a symmetric and positive semidefinite fourth order
tensor. In turn, the reaction part Kreact is given by a symmetric and positive semidefinite
matrix K(x,u) ∈ RI×I , i.e.,
Kreact(u)ξ = K(x,u)ξ. (2.2b)
Using these definitions the abstract force balance in (2.1), which describes the evolution
of the densities u, takes the form
u˙ = −div
(
M(x,u)∇(DuE(x,u)))+K(x,u)DuE(x,u), (2.3)
subjected to the no-flux boundary condition M(x,u)∇(DuE(x,u)) · ν(x) = 0 for x ∈ ∂Ω.
The symmetry of the tensor K(u) allows us to define the dual dissipation potential
Ψ∗(u; ξ) = 12〈ξ,K(u)ξ〉 =
1
2
∫
Ω
∇ξ·M(x,u)∇ξ + ξ·K(x,u)ξ dx.
We call Ψ∗ the dual dissipation potential since it is the Legendre transform of the dissi-
pation potential Ψ : (u, u˙) 7→ 12〈G(u)u˙, u˙〉, i.e., we have
Ψ(u;v) = sup {〈ξ,v〉 −Ψ∗(u, ξ) : ξ ∈ X∗} ,
Ψ∗(u; ξ) = sup {〈ξ,v〉 −Ψ(u,v) : v ∈ X} .
Using the classical Legendre equivalences for convex functionals J : X → [0,∞], namely
ξ ∈ ∂J (v) ⇐⇒ v ∈ ∂J ∗(ξ) ⇐⇒ J (v) + J ∗(ξ) = 〈ξ,v〉
and the chain rule for t 7→ E(u(t)) we find the formulation equivalent to (2.1)
E(u(0))− E(u(t)) = ∫ t
0
Ψ(u; u˙) + Ψ∗
(
u;−DE(u))ds. (2.4)
The crucial point is that although this so-called (Ψ,Ψ∗)-formulation is a scalar equation it
already describes the dynamics of the system completely. In the theory of gradient flows
in metric spaces this formulation is better known as the De Giorgi principle, and solutions
are called curves of maximal slope (see [DMT80, AGS05, DaS10]). In the following, we
will also call (X, E ,K) and (X, E ,Ψ) “gradient system”.
In particular, the formulation in (2.4) allows us to apply tools from the calculus of
variations such as Γ- and Mosco convergence (see Chapter 4).
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2.1 Examples
We conclude this chapter by providing some illustrative examples of gradient systems,
which we will revisit in the subsequent chapters, e.g., when discussing geodesic λ-convexity
in Chapter 3. We refer to [Mie11b], [GlM13] and [Mie13] for a more detailed discussion of
these systems.
2.1.1 Allen-Cahn equation and Cahn-Hilliard equation
Probably the most well-known examples of gradient flows are the Allen-Cahn and Cahn-
Hilliard equations which are given in terms of the free energy E(u) = ∫Ω α2 |∇u|2 +W (u)dx.
The Allen-Cahn equation takes the form
u˙ = −kACDE(u) = −kAC
(−div(α∇u) +W ′(u)).
In particular, the Onsager operator is the multiplication operator KAC(u)ξ = kACξ, and
the dual dissipation potential is given via Ψ∗AC(ξ) =
∫
Ω
kAC
2 |ξ|2 dx. We will return to this
particular system in Chapter 4 when we discuss the application of variational methods
such as Γ-convergence to derive asymptotic models for bulk/surface coupling.
In contrast, the Cahn-Hilliard equation for the (conserved) phase parameter ϕ is a
parabolic equation of fourth order and reads
ϕ˙ = −KCH(ϕ)DE(ϕ) = −div
(
M(ϕ)∇(−div(α∇ϕ) +W ′(ϕ))).
Hence, the Onsager operator is the differential operator KCH(ϕ)ξ = −div(M(ϕ)∇ξ), see
also [LMS12]. Note that the evolution leaves the averages
∫
Ω ϕ(t, x) dx constant in time.
This follows from the general property of KCH that for ξ = c = const we have KCH(ϕ)c = 0.
2.1.2 Chemical reaction kinetics of mass-action type
Pure chemical reaction systems are ODE systems u˙ = R(u), where often the right-hand
side is written in terms of polynomials associated to the reaction kinetics. It was observed
in [Mie11b] that under the assumption of detailed balance (also called reversibility) such
systems have a gradient structure with the relative entropy
E(u) =
I∑
i=1
ui log(ui/wi)
as the driving functional, where the wi > 0 denote fixed reference densities. We assume
that there are R reactions of mass-action type (cf. e.g. [DeM84, GiM04, KjB08]) between
the species A1, . . . , AI written as
αr1A1 + · · ·+ αrIAI
kfwr−−⇀↽−
kbwr
βr1A1 + · · ·+ βrIAI r = 1, . . . , R,
9
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where kbwr > 0 and kfwr > 0 are the backward and forward reaction rates that may also
depend on the densities of the species. The vectors αr, βr ∈ NI0 contain the stoichiometric
coefficients of the rth reaction.
The associated reaction system for the densities (in a spatially homogeneous system,
where diffusion can be neglected) reads
u˙ = R(u) def= −
R∑
r=1
(
kfwr (u)uα
r − kbwr (u)uβ
r
)(
αr − βr
)
, (2.5)
where we use the monomial notation uα = uα11 · · ·uαII ∈ R.
The main assumption to obtain a gradient structure is that of detailed balance, which
means that there exists a reference density vector w such that all R reactions are balanced
individually, namely for all r = 1, . . . , R and all u ∈ ]0,∞[I
there exists w ∈ ]0,∞[I such that k∗r(u) def= kfwr (u)wα
r = kbwr (u)wβ
r
.
As in [Mie11b] we now define the Onsager matrix
K(u) =
R∑
r=1
k∗r(u)Λ
(
uα
r
wα
r , u
βr
wβ
r
)(
αr−βr)⊗(αr−βr) with Λ(a, b) = a− blog a− log b
and find that the reaction system (2.5) takes the form
u˙ = R(u) = −K(u)DE(u).
This follows easily by using the definition of the logarithmic mean Λ and the calculation
rules for logarithms, namely, for logu = (log ui)i=1,...,I we compute(
αr−βr) · ( logu− logw) = log(uαr/wαr)− log(uβr/wβr).
2.1.3 Diffusion equations
For the gradient structure of diffusion systems u˙ = div
(
M(u)∇u) one might be tempted to
use a functional involving the gradient∇u. However, we have to use the relative entropy as
a driving functional, because we must use the same functional for modeling the reactions.
Hence, we adopt the Wasserstein approach to diffusion introduced byOtto and coauthors:
For E(u) = ∫ΩE(u) dx the diffusion system will take the form u˙ = −Kdiff(u)DE(u) with
an Onsager operator Kdiff given via
Kdiff(u)ξ = −div
(
M˜(u)∇ξ),
where M˜(u) : RI×d → RI×d is a symmetric and positive semi-definite tensor of order four
such that M(u) = M˜(u)D2E(u). Hence, the Onsager system leads to the diffusion system
u˙ = div
(
M˜(u)∇DE(u)) = div(M(u)∇u).
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We emphasize that M˜ has to be symmetric by Onsager’s symmetry relations, which leads
to nonsymmetric operators M, if there is cross-diffusion (see e.g. [Mie13, Sect. 3.2.1] for
a simple example).
2.1.4 Coupling diffusion and reaction
Now, we consider coupled reaction-diffusion systems. The driving functional for the evo-
lution is the total relative entropy E(u) = ∫ΩE(u)dx. The Onsager operator is given by
the sum K(u) = Kdiff(u) +Kreact(u) with Kdiff and Kreact as in (2.2). Hence, the coupled
system reads
u˙ = div
(
M˜(u)∇DE(u))+K(u)DE(u) = div(M(u)∇u)+R(u),
where M(u) = M˜(u)D2E(u) and R(u) = K(u)DE(u).
As an example for a reaction-diffusion system we consider the quaternary system studied
in [DF∗07, DeF08], namely the evolution of a mixture of diffusive species A1, A2, A3 and
A4 in a bounded domain Ω undergoing a reversible reaction of the type
A1 +A2
kfw−−⇀↽−
kbw
A3 +A4. (2.6)
For the density vector u = (u1, u2, u3, u4) we introduce the free energy functional
E(u) =
∫
Ω
4∑
i=1
ui log(ui/wi)dx.
For simplicity we assume that kfw = kbw = 1 and can take wi = 1. We have the stoichio-
metric vectors α = (1, 1, 0, 0), β = (0, 0, 1, 1) and thus
K(u1, u2, u3, u4) = Λ
(
u1u2 , u3u4
)
1 1 −1 −1
1 1 −1 −1
−1 −1 1 1
−1 −1 1 1
 .
With the tensor M(u) = diag(δ1u1, . . . , δ4u4) we define the corresponding Onsager oper-
ator Kdiff which leads to the reaction-diffusion system
u˙ = div
(
D∇u)− (u1u2−u3u4)(α−β), where D = diag(δ1, . . . , δ4).
In fact, many reaction-diffusion systems studied in the literature (including semiconduc-
tor models involving an elliptic equation for the electrostatic potential), see e.g. [GlH05,
DeF06, DeF07, Gli09, BoP11], have the structure developed above. But except for the
recent work [Mie11b, GlM13, Mie13], the gradient structure was not displayed and used
explicitly, only the Liapunov property of the free energy E was exploited for deriving a
priori estimates.
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2.1.5 Drift-reaction-diffusion equations
We close this section by considering a drift-diffusion system coming from the theory of
semiconductor devices. More precisely, we treat a simple semiconductor model related to
the van Roosbroeck system (see [GaG86]). Here, we additionally need to take into account
that the electric charge of the species generates an electric potential, whose electric field
creates drift forces proportional to the charges of the species. We recite here briefly the
results of [Mie11b, Sect. 4] and refer to latter for the full discussion. Moreover, we refer
to [GlM13] for drift-diffusion systems exhibiting bulk-interface interaction.
The system’s state is described by the electron and hole densities n : Ω → ]0,∞[ and
p : Ω → ]0,∞[, respectively. The charged species generate an electrostatic potential φn,p
being the unique solution of the linear potential equation
−div(ε∇φ) = δ + qnn+ qpp in Ω, φ = φDir on ΓDir ⊂ ∂Ω, (2.7a)
where δ : Ω→ R is a given doping profile and qn = −1 and qp = 1 are the charge numbers
with opposite sign. The evolution of the densities n, p is governed by diffusion, drift
with respect to the electric field ∇φn,p, and recombination according to simple creation-
annihilation reactions for electron-hole pairs (radiative recombination), namely
An +Ap −⇀↽ ∅, i.e., α =
(
1
1
)
and β =
(
0
0
)
.
With mobilities µn(n, p), µp(n, p) > 0 and reaction rate κ(n, p) > 0 the drift-diffusion
system reads
n˙ = div
(
µn(n, p)(∇n+ qnn∇φn,p)
)− κ(n, p)(np−1),
p˙ = div
(
µp (n, p)(∇p+ qp p∇φn,p)
)− κ(n, p)(np−1). (2.7b)
For establishing a gradient structure we define the functional E as the sum of electrostatic
and free energy:
E(n, p) =
∫
Ω
1
2 |∇φn,p|
2 + n(logn− 1) + p(log p− 1)dx.
The thermodynamic conjugated forces, also called quasi-Fermi potentials or electrochem-
ical potentials, read
DnE(n, p) = logn+ qnφn,p and DpE(n, p) = log p+ qpφn,p.
Here we used that φn,p solves (2.7a) and depends affinely on n and p. The Onsager
operator K(n, p) takes the form
K(n, p)
(
ξn
ξp
)
=
(
−div(µnn∇ξn)
−divµp(p∇ξp)
)
+ κ(n, p)Λ(np, 1)
(
1 1
1 1
)(
ξn
ξp
)
.
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Thus, again we have two Wasserstein terms for the electrochemical potentials coupled
with a reaction term. We immediately find that for qn = −qp (opposite charges of electron
and holes) it holds that
(qn
qp
) ∈ KerK(n, p). This means, that the total charge Q(n, p) =∫
Ω δ+qnn+qppdx is a conserved quantity, i.e.,
dQ(n,p)
dt = 0. Moreover, using that
−K(n, p)DE(n, p) =
(
div
(
µnn∇(logn+ qnφn,p)
)− κΛ(np, 1) log(np)
div
(
µpp∇(log p+ qpφn,p)
)− κΛ(np, 1) log(np)
)
we see that
(n˙
p˙
)
= −K(n, p)DE(n, p) is the desired Onsager structure of the van Roosbroeck
system (2.7).
A similar gradient system with only one species was considered in [AmS08], namely
u˙ = div
(
u∇Φu), −∆Φu + Φu = u in Ω, ∇u · ν = 0, Φ = 1 on ∂Ω.
It is a gradient system for the energy E(u) = ∫Ω u + 12 |∇Φu|2 + 12 |Φu−1|2 dx and the
Wasserstein operator K(u)ξ = −div(u∇ξ).
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3 Geodesic convexity for gradient
systems
The aim of this chapter is to provide conditions on gradient systems (X, E ,G) introduced
in the previous chapter such that the driving functional E is geodesically λ-convex with
respect to the metric G = K−1. Geodesic λ-convexity of E with respect to G means that
there exists a λ ∈ R such that for each (constant speed) geodesic curves γ : [0, 1] → X
(see (3.12) for the definition) and for each s ∈ [0, 1]
E(γ(s)) ≤ (1−s)E(γ(0)) + sE(γ(1))− λs(1−s)2 dK(γ(0), γ(1))
2. (3.1)
Here, dK : X × X → [0,∞] denotes the distance induced by the metric tensor G and is
defined as the infimum of the action functional A(γ, γ′) = 〈G(γ)γ′, γ′〉 over all connecting
curves γ : [0, 1] → X (see (3.10)), where γ′ denotes the derivative with respect to the
arclength parameter s.
The study of geodesic λ-convexity for scalar drift-diffusion equations given by
E(u) =
∫
Ω
E(u)+uV (x)dx and K(u)ξ = −div(µ(u)∇ξ), (3.2)
was initiated by McCann in [McC97] (there called displacement convexity) and is studied
extensively since then, see e.g. [Stu05, OtW05, AGS05, DaS10, CL∗10]. An essential tool
in this theory is the characterization of the geodesic curves in terms of mass transportation
and the optimal transport problem of Monge-Kantorovich type.
Presently, such a method is not available for systems of equations or for scalar equations
with reaction terms, which destroy the conservation of mass. Instead, the results in
[LiM12], which are presented in this chapter, rely on a differential characterization of
geodesic λ-convexity developed by Daneri and Savaré in [DaS08].
In Section 3.2 we provide an abstract version of the theory developed by Daneri and
Savaré in [DaS08]. We mainly address the abstract framework and present the estimates
to obtain concrete convexity properties, while the functional analytic aspects as well as
the full framework in terms of complete metric spaces are postponed to subsequent work.
Moreover, we assume that our evolutionary system
u˙ = −F(u) def= −K(u)DE(u) (3.3)
generates a suitable smooth local semiflow on a scale of Banach spaces Z ⊂ Y ⊂ H
with dense embeddings, see Section 3.2 for the details. The main characterization of
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geodesically convex gradient systems (X , E ,K) involves the quadratic form
ξ 7→ 〈ξ,M(u)ξ〉 def= 〈ξ,DF(u)K(u)ξ〉− 12〈ξ,DK(u)[F(u)]ξ〉,
which can be seen as the form induced by the metric Hessian of E . The main result is that
E is geodesically λ-convex if the estimate
〈ξ,M(u)ξ〉 ≥ λ〈ξ,K(u)ξ〉 (3.4)
holds for all suitable u and ξ, see Proposition 3.2.7. Thus, the maximal λ satisfying this
estimate is characterized by
λ∗E,K = inf
{〈ξ,M(u)ξ〉
〈ξ,K(u)ξ〉 : u, ξ suitable
}
.
In particular, for flat geometries K(u) ≡ K we recover the standard conditions
〈Kξ,D2E(u)Kξ〉 ≥ λ〈ξ,Kξ〉 or rather 〈D2E(u)v, v〉 ≥ λ〈Gv, v〉.
Our proof is a straightforward generalization of the approach in [DaS08] which in turn
is based on the evolutionary variational inequality (EVIλ) given by
1
2
d
dt
+
dK(u(t), w)2 +
λ
2dK(u(t), w)
2 + E(u(t)) ≤ E(w), ∀w ∈ X, t > 0, (3.5)
where ddt
+
f(t) = lim supτ↓0 1τ (f(t+τ) − f(t)) is the right-upper Dini derivative. The idea
is to use the semiflow induced by (3.3) – on a dense subset of X where all computations
can be made rigorous – and the estimate in (3.4) to obtain (EVIλ). Finally from (EVIλ)
we deduce (3.1) (see Theorem 3.2.2).
Let us emphasize from the very beginning that we assume throughout this chapter that
the semiflow generated by (3.3) is given and has sufficient regularity properties (see Section
3.2.4).
In the main part of this chapter in Section 3.3 we collect possible applications of the
abstract theory developed in Section 3.2. We stress that geodesic convexity is a strong
structural property of a gradient system that is rather difficult to achieve, in particular
with respect to distances dG that are associated with the Wasserstein metric. Our examples
show that there are at least some nontrivial reaction-diffusion equations or systems that
satisfy this beautiful property. First we discuss simple reaction kinetics satisfying the
detailed balance conditions, i.e., ODE systems in the form
u˙ = −F (u) def= −K(u)DE(u), where E(u) =
I∑
i=1
ui log(ui/wi).
This includes the case of general reversible Markov chains u˙ = Qu, where Q ∈ RI×I is a
stochastic generator (intensity matrix), see also [Maa11, Mie11a, ErM12].
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In the subsequent subsections we treat partial differential equations or systems where
estimate (3.4) heavily relies on a well-chosen sequence of integrations by parts, where the
occurring boundary integrals need to be taken care of. Here, we use the fact that for convex
domains Ω and functions ξ ∈ H3(Ω) with ∇ξ · ν = 0 on ∂Ω, we have ∇(|∇ξ|2) · ν ≤ 0 on
∂Ω, Proposition 3.3.2. In Section 3.3.2 we give a lower bound for the geodesic convexity
of E(u) = ∫Ω u log u dx with respect to the inhomogeneous Wasserstein distance induced
by K(u)ξ = −div(µ(x)u∇ξ), where 0 < µ0 ≤ µ ∈ W2,∞(Ω), thus generalizing results in
[Lis09]. Theorem 3.3.3 provides a new result of geodesic convexity for E and K from (3.2),
where the concave mobility u 7→ µ(u) is allowed to be decreasing, i.e. µ′(u) < 0, thus
complementing results in [CL∗10].
Sections 3.3.4 and 3.3.5 discuss problems with reactions, namely
u˙ = ∆u− f(u) and
(
u˙1
u˙2
)
=
(
δ∆u1
δ∆u2
)
+ k
(
u2−u1
u1−u2
)
.
The first case with f(u) = k(1−u) gives geodesic λ-convexity with λ = 12k, while the
second case gives geodesic 0-convexity. In Section 3.3.6 a one-dimensional drift-diffusion
system with charged species is considered, where the nonlinear coupling occurs via the
electrostatic potential. The final example discusses cross-diffusion of Stefan-Maxwell type
for u = (u1, ..., uI) under the size-exclusion condition u1 + · · ·+ uI ≡ 1 (see [Gri04]).
There are further interesting applications of gradient flows where methods based on
geodesic convexity can be employed, even though the system under investigation may not
be geodesically λ-convex, see e.g. the fourth order problems studied in [MMS09, GST09,
CL∗10]. Possible applications to viscoelasticity are discussed in [MOS12]. In [FiG10]
a diffusion equation with Dirichlet boundary conditions, which leads to absorption, is
investigated.
3.1 A formal derivation of the key estimate
Assuming that geodesic curves in the state space X are sufficiently smooth we can derive
the crucial estimate in (3.4) using the following characterization of geodesic curves in
terms of the Onsager operator K rather than of the Riemannian tensor G. A geodesic
curve γ : [0, 1]→ X satisfies the classical Lagrange equation
− dds
( ∂
∂γ′
L(γ, γ′)
)
+ ∂
∂γ
L(γ, γ′) = 0, where L(γ, γ′) = 12〈G(γ)γ
′, γ′〉.
However, in the cases we are interested in G is only known implicitly, thus it is more
convenient to use the Hamiltonian version of the Lagrange equation. Introducing the dual
variable ξ = ∂∂γ′L(γ, γ′) = G(γ)γ′ and the Hamiltonian H(γ, ξ) = 12〈ξ,K(γ)ξ〉 we obtain
the equivalent system
γ ′ = ∂
∂ξ
H(γ, ξ) = K(γ)ξ, ξ′ = − ∂
∂γ
H(γ, ξ) = −12
〈
ξ,DK(γ)[]ξ〉, (3.6)
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where b = 〈ξ,DK(γ)[]ξ〉 denotes the vector defined via 〈b, v〉 = 〈ξ,DK(γ)[v]ξ〉. Now,
geodesic λ-convexity of a functional E : X → R can be easily characterized by asking that
for s ∈ [0, 1] the composition s 7→ E(γ(s)) is λ′-convex, where λ′ = λdK(γ(0), γ(1))2. This
property can be reformulated by local expressions using the second derivative in the form
d2
ds2E(γ) ≥ λ
〈G(γ)γ′, γ′〉. (3.7)
Using the first identity in (3.6) yields the identity
d2
ds2E(γ) =
d
ds〈DE(γ), γ
′〉 = 〈γ′,D2E(γ)γ ′〉+
〈
DE(γ), dds
(K(γ)ξ)〉,
moreover, with the second identity in (3.6) we find
〈γ′,D2E(γ)γ′〉+ 〈DE(γ),DK(γ)[γ′]ξ〉 − 12
〈
ξ,DK(γ)[K(γ)DE(γ)]ξ〉 ≥ λ〈G(γ)γ′, γ′〉.
From the definition of the vector field u 7→ F(u) = K(u)DE(u) we easily obtain
〈ξ,DF(γ)v〉 = 〈DE(γ),DK(γ)[v]ξ〉+ 〈ξ,D2E(γ)v〉.
Hence, using for v = γ′ = K(γ)ξ we can rewrite (3.7) and we finally arrive at the estimate
〈ξ,M(u)ξ〉 ≥ λ〈ξ,K(u)ξ〉 for all u and ξ, where
〈ξ,M(u)ξ〉 = 〈ξ,DF(u)K(u)ξ〉 − 12〈ξ,DK(u)[F(u)]ξ〉,
which is the crucial estimate in (3.4).
Note that in the Wasserstein case K(u)ξ = −div(u∇ξ) the operator M(u) is a fourth
order differential operator (see examples in Section 3.3). Hence, to make the estimate in
(3.4) well-defined we resort to dense subsets Z ⊂ X.
3.2 Abstract setup
In this section we provide an abstract formulation such that the theory of [DaS08] can
be applied to general systems (X, E ,K), in particular to systems of partial differential
equations, where K is allowed to be a partial differential operator as well. The main point
of [DaS08] is that it is sufficient to establish the geodesic λ-convexity of E on a dense
set, where all the calculations on functions can be done rigorously. Then, the abstract
theory allows us to extend the geodesic λ-convexity of the functional E to the closure of
the domain of E .
We consider a set X which is a closed subset of a Banach space X, e.g. vectors of Radon
measures. For the smooth solutions and their velocities we need smaller spaces
Z ⊂ Y ⊂ X
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with dense and continuous embeddings. For u ∈ Y the norm induced by the metric G(u)
will be equivalent to that of a Hilbert space H, for which we assume
Y ⊂ H with dense and continuous embedding.
We assume that open and connected sets Z ⊂ Z and Y ⊂ Y exist such that
Z ⊂ Z ∩ X , Z ⊂ Y ⊂ Y ∩ X , and Z is dense in X .
We refer to Section 3.3 for concrete examples of the various spaces.
We consider the gradient system restricted to the subset Z, i.e., the triple (Z, E ,K) and
assume that it satisfies
E ∈ C2(Z;R), K ∈ C1(Y; Lin(H∗;H)), G = K−1 ∈ C1(Y; Lin(H;H∗)), (3.8)
where we additionally assume that E is bounded from below.
Thus, the evolution of the system reads
u˙ = −F(u) def= −K(u)DE(u),
where, having in mind PDEs, we assume the smoothness of the vector field F
F ∈ C1(Z;Y ) and DF ∈ C0(Z; Lin(Z;Y )) ∩ C0(Z; Lin(Y ;H)), (3.9)
which is what one would obtain composing the smoothness of K and E in (3.8). In
particular, with the assumptions above the quadratic form 〈ξ,M(u)ξ〉 is well-defined for
u ∈ Z and ξ ∈ G(u)Y = {η ∈ H∗ : K(u)η ∈ Y }.
3.2.1 Geodesic curves and geodesic λ-convexity
The metric tensor G = K−1 generates a distance dK : X ×X → [0,∞] in the usual way:
For u0, u1 ∈ X we define the set of connecting curves via
C(u0, u1) =
{
γ ∈ C1([0, 1];X) : γ(0) = u0, γ(1) = u1
}
.
This allows us to define the distance dK as follows
dK(u0, u1)2 = inf {JK(γ) : γ ∈ C(u0, u1)}
with JK(γ) =
∫ 1
0
A(γ(s), γ′(s))ds.
(3.10)
Here, γ′ denotes the derivative with respect to the arclength parameter s, and A is the
action functional given by
A(u, v) =
{
〈G(u)v, v〉 if (u, v) ∈ Y ×H,
+∞ else.
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It is easy to see that dK is symmetric and satisfies the triangle inequality. We assume
positivity, i.e.,
∀u,w ∈ Z : u 6= w =⇒ dK(u,w) > 0. (3.11)
Thus, we may consider also the metric gradient system (X, E , dK) in the sense of [AGS05].
We refer to the latter or to [CL∗10] for distances dK in more general cases. As in any
metric space (X, dK), a geodesic curve connecting u0 and u1 is a curve γ ∈ C(u0, u1)
satisfying
∀ r, s ∈ [0, 1] : dK(γ(r), γ(s)) = |r−s| dK(u0, u1). (3.12)
Remark 3.2.1 If Y is a convex subset of Y ⊂ X and Y 3 u 7→ 〈η,K(u)η〉 is concave
for all η, then (u, v) 7→ 〈G(u)v, v〉 is (jointly) convex on Y × H. As a consequence the
functional JK in (3.10) and hence d2K : Y × Y → [0,∞[ is convex as well.
For a given λ ∈ R, a functional E is called geodesically λ-convex with respect to the
metric dK if for all geodesics γ : [sa, sb]→ X we have
E(γ(sθ)) ≤ (1−θ)E(γ(s0))+ θE(γ(s1))− λθ(1−θ)2 dK(γ(s0), γ(s1))2 (3.13)
for all θ ∈ [0, 1] and s0, s1 ∈ [sa, sb], where sθ = (1−θ)s0 + θs1.
As we have seen in the previous chapter it is most natural to model reaction-diffusion
systems in terms of the Onsager operator. Hence, we will formulate the convexity condi-
tions in terms of E , K, and the vector field F . However, from the mathematical point of
view the metric G = K−1 and the induced distance dK are important as well. Following
the famous Benamou-Brenier formulation [BeB00] we can characterize our G in a similar
fashion
〈G(u)v,v〉 = inf
{ ∫
Ω
Σ:M(u)−1Σ + σ ·K(u)−1σdx
∣∣∣ Σ ∈ L2(Ω;RI×d),
σ ∈ L2(Ω;RI), σ − divΣ = v
}
.
(3.14)
In particular, concavity of the tensors M and K (i.e. for all ξ the mapping u 7→ ξ·K(u)ξ
is concave) we find that (u,v) 7→ 〈G(u)v,v〉 is convex, which can be used to establish the
existence of geodesic curves.
3.2.2 A simple example
Only in very few cases dK can be calculated explicitly, all relying on the Wasserstein
distance dWass, see [AGS05, Vil09]. For constants µ ≥ 0 and κ ≥ 0 consider the Onsager
operator Kµ,κ(u)ξ = −div(µu∇ξ) + κuξ, which is affine in u. The case κ = 0 corresponds
to the Wasserstein distance, i.e., we have on the set X = {u ∈ Meas(Ω) : u ≥ 0} of
nonnegative Radon measures the distance
dKµ,0(u0, u1) =
{√
α/µ dWass
(
u0/α, u1/α
)
if vol(u0) = vol(u1) = α,
+∞ otherwise.
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For κ = 0 the Onsager operator Kµ,0 is mass preserving, hence X decomposes into the
components Xα = {u ∈ X : vol(u) = α}. For µ = 0 there is no spatial interaction, and
we find the explicit formula
dK0,κ(u0, u1) =
√
4
κ
∥∥√u0 −√u1∥∥L2(Ω).
This distance is related to the Kakutani-Hellinger distance of order 1/2 on the space of
probability measures (see [Hel09, Kak48]), where it induces the same topology as the total
variation. For a survey on this distance we refer to [LiV87].
Arguing as in [BeB00] we introduce a space-time dependent Lagrange multiplier η(t, x)
for the constraints in (3.14) to obtain after integration by parts
dKµ,κ(u0, u1)2 = inf
u,Σ,σ
sup
η
{∫ 1
0
∫
Ω
[
|Σ|2
2µu +
|σ|2
2κu − η˙u−∇η · Σ− ση
]
dxdt
−
∫
Ω
[η(0, x)u0 − η(1, x)u1]dx
}
. (3.15)
Now, we observe that for positive u we have pointwise in time and space
|Σ|2
2µu +
|σ|2
2κu = supCµ,κ
{
au+ b · Σ + cσ},
where Cµ,κ =
{
(a, b, c) ∈ R× Rd × R : a+ µ2 |b|2 + κ2 |c|2 ≤ 0
}
is convex. Hence, we can
rewrite (3.15) as
dKµ,κ(u0, u1)2 = inf
u,Σ,σ
sup
η
sup
a,b,c
{
ICµ,κ(a, b, c)+
∫ 1
0
∫
Ω
u(a− η˙)+Σ ·(b−∇η)+σ(c−η)dxdt∫
Ω
[η(1, x)u1 − η(0, x)u0]dx
}
,
where ICµ,κ is the indicator function of the set Cµ,κ. Hence, assuming that we are allowed
to interchange inf and sup in the above equation we conjecture the formula
dKµ,κ(u0, u1)2 = sup
{∫
Ω η(1, x)u1(dx)−
∫
Ω η(0, x)u0(dx) : η˙ +
µ
2 |∇η|2 + κ2η2 ≤ 0
}
.
This and other characterizations of reaction-diffusion distances will be investigated in
subsequent work.
3.2.3 Properties of geodesically λ-convex gradient flows
In this section we collect some useful properties of geodesically λ-convex systems. We
refer to [DaS08] for the full discussion. First, we have a Lipschitz continuous dependence
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of the solutions uj , j = 1, 2, on the initial data, namely
for all t ≥ 0 : dK
(
u1(t), u2(t)
) ≤ e−λtdK(u1(0), u2(0)). (3.16)
In particular, for λ ≥ 0 we have a contraction semigroup. If λ > 0 we obtain exponential
decay towards the unique equilibrium state u∗, which minimizes E , i.e.,
dK
(
u(t), u∗
) ≤ e−λtdK(u(0), u∗).
It was shown in [DaS08, Prop. 3.1] that for geodesically λ-convex functionals the solu-
tions of the (differential) gradient flow (2.1) satisfy a purely metric formulation in terms
of the evolutionary variational inequality (EVIλ)
1
2
d
dt
+
d2K(u(t), w) +
λ
2d
2
K(u(t), w) + E(u(t)) ≤ E(w), ∀w ∈ X, t > 0,
where for a function f : [0,∞[ → R we set d+dt f(t) = lim suph→0+ 1h
(
f(t+h) − f(t)). The
above differential form is (for t 7→ E(u(t)) decreasing) equivalent to the integrated form of
(EVIλ) given by
eλτ
2 dK(u(t+τ), w)
2 − 12dK(u(t), w)
2 ≤ Eλ(τ)
(E(w)− E(u(t+τ))) ∀w ∈ X, t, τ ≥ 0,
where Eλ(t) =
∫ t
0 exp(λr)dr (see [DaS08, Prop. 3.1]). In particular, the solutions of (EVIλ)
satisfy for λ 6= 0 the uniform regularization bound
E(u(t)) ≤ E(w) + 12Eλ(t)dK(u(0), w)
2 ∀w ∈ X, t > 0.
Moreover, the solutions are uniformly continuous in time:
dK(u(t+τ), u(t))2 ≤ 2E−λ(τ)
(
E(u(t))− inf
w∈X
E(w)
)
.
One of the main observations in [DaS08] is that the existence of a flow map t 7→ St(u) =
u(t) satisfying (EVIλ) yields the geodesic λ-convexity of the functional E . More precisely,
we have the following (see [DaS08, Theorem 3.2]).
Theorem 3.2.2 (Daneri & Savaré [DaS08]) Assume that t 7→ St(u) = u(t) solves
(EVIλ) and t 7→ E(u(t)) is decreasing. If γ : [0, 1] → X is a Lipschitz curve connecting
u0, u1 ∈ X and satisfying for 0 ≤ r, s ≤ 1 the estimate
dK(γ(r), γ(s)) ≤ L|r − s|, with L2 ≤ dK(u0, u1)2 + ε2 (3.17)
for some constant ε ≥ 0, then for every t ≥ 0 and s ∈ [0, 1]
E(St(γ(s))) ≤ (1−s)E(u0) + sE(u1)− λs(1−s)2 dK(u0, u1)2 + ε
2
2Eλ(t)
s(1−s).
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In particular, when γ is a geodesic curve (i.e. L = dK(u0, u1) and ε = 0 in (3.17)), then
E satisfies
E(γ(s)) ≤ (1−s)E(u0) + sE(u1)− λs(1−s)2 dK(u0, u1)
2;
thus, E is geodesically λ-convex.
3.2.4 Completion of smooth gradient flows
In addition to the assumptions in (3.8) and (3.9) we now assume that the triple (Z, E ,K)
generates a global semiflow in Z in the form u(t) = St(u(0)) for t > 0 with a semigroup
S : [0,∞[×Z → Z, i.e.,
St ◦ Sr = St+r for r, t ≥ 0;
St(u)→ u in Z and 1t (St(u)−u)→ −F(u) in Y for t→ 0+.
More precisely, we make the following regularity assumptions on the semigroup S
S ∈ C0([0,∞[×Z;Z) ∩ C1([0,∞[×Z;Y ) ∩ C2([0,∞[×Z;H). (3.18)
In particular, this implies that DS and F(u) = −∂tSt(u)|t=0 satisfy
(t, u) 7→ DSt(u) ∈ C0([0,∞[×Z; Lin(Z;Y )) ∩ C1([0,∞[×Z; Lin(Z;H)). (3.19)
We define the functionals A : Y ×H → R and B : Z × Y → R via
A(u, v) = 〈G(u)v, v〉, B(u, v) = 〈G(u)v,DF(u)v〉+ 12〈DG(u)[F(u)]v, v〉
and obtain the following formulas.
Proposition 3.2.3 (i) For u ∈ C1([t0, t1];Y) and v ∈ C1([t0, t1];H) we have
d
dtA(u(t), v(t)) = 2〈G(u)v, v˙〉+ 〈DG(u)[u˙]v, v〉. (3.20)
(ii) For all u ∈ Z, v ∈ Z, and t ≥ 0 we have
1
2
d
dtA
(St(u),DSt(u)v)+ B(St(u),DSt(u)v) = 0. (3.21)
Proof: Part (i) follows simply by the assumed smoothness of G and the chain rule for
the Fréchet derivative in Banach spaces. Part (ii) is an application of part (i) by using
d
dtSt(u) = −F(St(u)) and ddtDSt(u) = −DF(St(u))DSt(u). 
The central idea of [DaS08] is the transport of curves γt ∈ C(u0,St(u1)) defined via
γt(s) = Sst(γ(s)) for γ ∈ C(u0, u1) ∩ C2([0, 1];Z).
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Figure 3.1: Variation of the curve s 7→ γ(s) under the semigroup St
Note, in particular, that the endpoint γ0 remains fixed, i.e., γ0(s) ≡ γ0. The main tool is
the following relation (3.22) for the functions
A(s, t) def= A(γt(s), γ′t(s)), B(s, t) def= B(γt(s), γ′t(s)), and E(s, t) def= E(γt(s)),
where γ′t(s) = ∂s(γt(s)) ∈ Y denotes the derivative with respect to the arclength parameter
s.
Proposition 3.2.4 For every curve γ ∈ C(w, u) we have
1
2
∂
∂t
A(s, t) + ∂
∂s
E(s, t) + sB(s, t) = 0. (3.22)
Proof: We first observe that the mapping Γ : (s, t) 7→ γt(s) satisfies
Γ ∈ C0([0, 1]× [0,∞[ ;Z) ∩ C1([0, 1]× [0,∞[ ;Y ) ∩ C2([0, 1]× [0,∞[ ;H).
In particular, using the definition of the semiflow St we have the relations
∂tγt(s) = −sF(γt(s)) and ∂t(γ′t(s)) = ∂s∂tγt(s) = −F(γt(s))− sDF(γt(s))γ′t(s).
Note that we will not need an expression for γ′t(s). Applying Proposition 3.2.3(i) and the
above formulas for ∂tγt(s) and ∂t(γ′t(s)) we find
1
2
∂
∂tA(s, t) = −
〈G(γt(s))γ′t(s),F(γt(s))〉− 〈G(γt(s))γ′t(s), sDF(γt(s))γ′t(s)〉
− 12
〈
DG(γt(s))[sF(γt(s))]γ′t(s), γ′t(s)
〉
= −〈G(γt(s))γ′t(s),K(γt(s))DE(γt(s))〉− sB(γt(s), γ′t(s))
= −〈DE(γt(s)), γ′t(s)〉− sB(s, t) = − ∂∂sE(s, t)− sB(s, t),
which is the desired result. 
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One of the main achievements of [DaS08] was to show that the identity (3.22) can be
used to derive the evolutionary variational inequality (EVIλ), namely
1
2
d
dt
+
dK(St(u), w)2 + λ2dK(St(u), w)
2 + E(St(u)) ≤ E(w) ∀w ∈ Z, t ≥ 0. (3.23)
It is especially interesting that this result holds without any completeness of the space Z.
The crucial assumption needed is that B(s, t) can be estimated in terms of A(s, t), namely
in the form B(s, t) ≥ λA(s, t) along the curves γt. The following result is an abstract
version of the ideas in [DaS08].
Theorem 3.2.5 Assume that (Z, E ,K) generates the semigroup S and the above condi-
tions (3.8)—(3.18) hold. If additionally
∀u ∈ Z ∀ v ∈ Y : B(u, v) ≥ λA(u, v),
i.e. 〈G(u)v,DF(u)v〉+ 12〈DG(u)[F(u)]v, v〉 ≥ λ〈G(u)v, v〉,
(3.24)
then, the semigroup S satisfies (EVIλ) given in (3.23).
Proof: We follow the steps in the proof of [DaS08, Theorem 5.1], where the underlying
metric space (X, d) is not assumed to be complete. Hence, we are able to choose the
smaller metric space (Z, dK).
For w, u0 ∈ Z let γ ∈ C(w, u0) ∩ C2([0, 1];Z) be given and define the family of curves
s 7→ γt(s) = Sst(γ(s)) and u(t) = γt(1) = St(u1) as above. The identity in Proposition
3.2.4 and estimate (3.24) for u = γt(s) ∈ Z and v = γ′t(s) ∈ Y yield the estimate
1
2
∂
∂t
A(s, t) + λsA(s, t) + ∂
∂s
E(s, t) ≤ 0.
Multiplying this estimate by (s, t) 7→ exp(2λst) > 0 we obtain
1
2
∂
∂t
(
e2λstA(s, t)
)
+ ∂
∂s
(
e2λstE(s, t)
)
≤ 2λte2λstE(s, t).
We define the auxiliary function E2λ : [0,∞[→ [0,∞[ by
E2λ(t) =
∫ t
0
e2λr dr =
{ e2λt−1
2λ if λ 6= 0,
t if λ = 0.
Integrating the estimate above with respect to s over [0, 1] and a further integration
with respect to t over [0, τ ] gives
1
2
∫ 1
0
e2λsτA(s, τ)ds− 12
∫ 1
0
A(γ(s), γ′(s))ds+ E2λ(τ)E(u(τ))
≤ τE(w) +
∫ 1
0
∫ τ
0
2λte2λstE(s, t)dtds, (3.25)
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where we have used the identities E(0, t) = E(γt(0)) = E(w), A(s, 0) = A(γ(s), γ′(s)) and
that the map t 7→ E(1, t) = E(u(t)) is decreasing, in particular E(u(t)) ≥ E(u(τ)) for
0 ≤ t ≤ τ .
Part (i) of Lemma 3.2.6 below for ft(s) = exp(2λst) yields the estimate
σλ(τ)eλτ
2 dK(u(τ), w)
2 ≤ 12
∫ 1
0
e2λsτA(s, τ)ds, (3.26)
where σλ(t) = λt/ sinh(λt). Moreover, we can assume that for a fixed ε > 0 the curve
γ = γε satisfies the estimate∫ 1
0
A(γε(s), γ′ε(s))ds ≤ dK(w, u0)2 + ε2. (3.27)
Moreover, by a standard reparametrization technique (see next Lemma 3.2.6), we can also
assume that γε is almost a constant speed geodesic, namely
∀r, s ∈ [0, 1] : dK(γε(r), γε(s)) ≤ Lε|r − s|, L2ε def= dK(w, u0)2 + ε2. (3.28)
Using the estimates (3.26),(3.27) in (3.25) we obtain
σλ(τ)eλτ
2 dK(u(τ), w)
2 − 12dK(u0, w)
2 + E2λ(τ)E(u(τ))
≤ τE(w) +
∫ 1
0
∫ τ
0
2λte2λstE(s, t)dtds+ ε
2
2 . (3.29)
Now, the cases λ ≤ 0 and λ > 0 have to be treated differently.
1. Let us first consider the case λ ≤ 0: Since E is assumed to be bounded from below,
say by a constant CE , we have∫ 1
0
∫ τ
0
2λte2λstE(s, t)dtds ≤ 2CEλ
∫ 1
0
∫ τ
0
te2λstdtds = CE
(e2λτ−1
2λ − τ
)
=: CEFλ(τ).
With this and since ε is arbitrary we divide by τ and use 1τ Fλ(τ) → 0 and 1τ E2λ(τ) → 1
for τ ↓ 0 to arrive at
1
2
d
dτ
+ (
σλ(τ)eλτdK(u(τ), w)2
) ∣∣∣
τ=0
+ E(u0) ≤ E(w).
Since σ′λ(0) = 0 it is then easy to check that
1
2
d
dτ
+ (
σλ(τ)eλτdK(u(τ), w)2
) ∣∣∣
τ=0
= 12
d
dτ
+
dK(u(τ), w)
∣∣
τ=0 +
λ
2dK(u0, w),
which yields (EVIλ) for τ = 0. For positive τ the result follows from the semigroup
property of S
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2. Let us now consider the case λ > 0: Note that if (3.24) holds for λ > 0 then it obvi-
ously also holds for λ = 0 hence we can argue as in the first step to obtain (EVI0). Due
to (3.28) we can apply Theorem 3.2.2 to obtain
tE(s, t) = tE(γt(s)) ≤ t
(
(1−s)E(w) + sE(u0) + ε
2s(1−s)
2t
)
≤ t(E(w) + E(u0))+ ε22
since s ∈ [0, 1]. Thus, we get∫ τ
0
∫ 1
0
2λte2λstE(s, t)dsdt ≤ λτe2λτ
(
τ
(E(u1) + E(u0))+ ε2),
where we used that e2λst ≤ e2λτ for 0 ≤ s ≤ 1 and 0 ≤ t ≤ τ . Inserting this estimate in
(3.29) and letting ε ↓ 0 we find
1
2τ
(
σλ(τ)eλτdK(u(τ), w)2 − dK(u0, w)2
)
+ E2λ(τ)
τ
E(u(τ)) ≤ λτe2λτ (E(u0) + E(w)).
Letting τ ↓ 0, the term in the right-hand side vanishes, such that we obtain the (EVIλ)
also in the case in which λ > 0. 
The following reparametrization lemma, which was used in the proof of Theorem 3.2.5,
is a generalized version of Lemma 5.1 in [DaS08]. For the convenience of the reader we
provide the proof here.
Lemma 3.2.6 ([DaS08, Lemma 5.1]) For u,w ∈ Z let γ ∈ C(u,w) ∩ C2([0, 1];Z).
(i) For every positive function f ∈ C1([0, 1]) it holds that
dK(u,w)2 ≤Mf
∫ 1
0
f(s)A(γ(s), γ′(s))ds, where Mf def=
∫ 1
0
1
f(s) ds. (3.30)
(ii) Moreover, for every ε > 0 there exists a smooth rescaling κε : [0, 1] → [0, 1] so that
the reparametrized families γε = γ ◦ κε satisfy γε ∈ C(u,w) ∩ C2([0, 1],Z) and
dK
(
γε(s0), γε(s1)
) ≤ L|s0−s1|, with L2 ≤ ∫ 1
0
A(γ(s), γ′(s))ds+ ε2. (3.31)
Proof: We consider the smooth and increasing map θ : [0, 1] → [0, 1] given by θ(s) =
1
Mf
∫ s
0 1/f(r) dr. Moreover, let us denote by κ = θ−1 its inverse such that κ′(θ(s)) =
Mff(s). Then, we check that for the reparametrized curve γ ∈ C(u,w) ∩ C2([0, 1];Z)
given by γ(s) = γ(κ(s)) it follows that
dK(u,w)2 ≤
∫ 1
0
A(γ(r), γ′(r))dr = Mf
∫ 1
0
f(s)A(γ(s), γ′(s))ds,
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which proves (3.30). Next, for a(s) = A(γ(s), γ′(s)) we define the family fε : [0, 1]→ R by
fε(s) =
1√
ε2 + a(s)
, such that Mfε =
∫ 1
0
√
ε2 + a(s)ds, M2fε ≤ ε2 +
∫ 1
0
a(s)ds.
Hence, we have that
dK
(
γε(s0), γε(s1)
)2 ≤ |s1−s0|M2fε ∫ s1
s0
f2εA(γ(s), γ′(s))ds ≤ |s1−s1|2M2fε ,
which yields (3.31). 
Since in applications the metric G is often not given explicitly (see examples in Section
3.3), it is desirable to express the fundamental estimate (3.24) in terms of the Onsager
operator K = G−1.
Proposition 3.2.7 Assume that
∀ u ∈ Z ∀ η ∈ G(u)Y : 〈η,M(u)η〉 ≥ λ〈η,K(u)η〉,
where 〈η,M(u)η〉 def= 〈η,DF(u)K(u)η〉− 12〈η,DK(u)[F(u)]η〉, (3.32)
then estimate (3.24) holds.
Proof: The proof is immediate since for a given v ∈ Y we can use η = G(u)v in
(3.32). After using the formula for the derivative of the inverse, namely DG(u)[w] =
−G(u)DK(u)[w]G(u) we find (3.24). 
Note that the conditions in Proposition 3.2.7 are closely related to the Bakry-Émery
conditions [BaÉ85, Bak94] and provide a strengthened version of the classical entropy-
dissipation estimate. In fact, defining the quantities D(u) = 〈DE(u),K(u)DE(u)〉 and
R(u) = 2〈DE(u),M(u)DE(u)〉 the solutions u of u˙ = −K(u)DE(u) satisfy
d
dtE(u(t)) = −D(u(t)) and
d
dtD(u(t)) = −R(u(t)).
By (3.4) there exists α ≥ λ such that R(u) − 2αD(u) = P(u) ≥ 0 for all u. Assuming
α > 0, in [AM∗01] the decay estimates
D(u(t)) ≤ e−2αtD(u(0)) and E(u(t))−E(u(∞)) +
∫ ∞
t
P(u(s))ds = 12αD(u(t))
are used to derive convergence for t → ∞. We discuss further useful properties of the
geodesic λ-convexity in Section 3.2.3, also if λ < 0.
We now return to the metric evolution in the larger space X . For this, we assume that
dK on Z can be extended to a metric on X such that
(X , dK) is a complete metric space. (3.33)
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Moreover, E : Z → R is assumed to have a lower semicontinuous extension E : X →
R ∪ {∞} (with respect to the metric topology). Finally, Z is assumed to be dense, viz.
∀u ∈ X with E(u) <∞ ∃un ∈ Z : dK(un, u)→ 0 and E(un)→ E(u). (3.34)
Using the Lipschitz continuity (3.16), there is a unique continuous extension S : [0,∞[ ×
X → X . Then, [DaS08, Thm. 3.3] provides the following result.
Theorem 3.2.8 If (3.33), (3.34) and the assumptions of Theorem 3.2.5 hold, then the
semiflow S associated with the gradient system (X , E , dK) satisfies EVIλ (3.23) and the
Lipschitz continuity (3.16) with (E ,S) replaced by (E ,S). Moreover, E is geodesically λ-
convex on X , i.e. for every arc-length parameterized geodesic curve γ ∈ C0([0, 1];X ) we
have
E(γ(s)) ≤ (1−s) E(γ(0)) + s E(γ(1))− λ2 s(1−s) dK(γ(0), γ(1))
2 for s ∈ [0, 1]. (3.35)
3.3 Examples
This section surveys possible applications of the abstract methods developed in the pre-
vious section to scalar equations as well as reaction-diffusion systems. In particular, we
show geodesic λ-convexity of gradient structures (X, E ,K) in a smooth setting by estab-
lishing the estimate 〈ξ,M(u)ξ〉 ≥ λ〈ξ,K(u)ξ〉. In particular, we generalize the known
results for scalar drift-diffusion equations (with conserved mass) to systems with reaction
terms (non-conserved masses). The discussion of the corresponding metric spaces (X, dK)
is postponed to future research.
3.3.1 Pure reaction systems and Markov chains
In [Mie11b] an entropy gradient structure was established for general reaction systems
of mass-action type that satisfy the detailed balance condition. We consider a vector
u ∈ ]0,∞[I of densities and R polynomial reactions
u˙ = −
R∑
r=1
kr(u)
(uαr
wαr
− u
βr
wβr
)(
αr − βr), where uαr = ΠIi=1uαrii . (3.36)
Here, w ∈ ]0,∞[I is the reference density, which is obviously a steady state and satisfies the
detailed balance condition. Moreover, kr(u) ≥ 0 is the reaction coefficient (normalized
with respect to w), and the vectors αr,βr ∈ ]0,∞[I are the stoichiometric vectors for
the forward and backward reactions. Usually the entries are assumed to be nonnegative
integers, but this is not necessary here. As was shown in [Mie11b] the gradient system
(]0,∞[I , E,K) with
E(u) =
I∑
i=1
ui log(ui/wi) and K(u) =
R∑
r=1
kr(u)Λ
(
uα
r
wαr
, u
βr
wβr
)(
αr−βr)⊗ (αr−βr)
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gives (3.36). We find 〈ξ,M(u)ξ〉 = ξ·M(u)ξ, where M(u) ∈ RI×I is defined via
M(u) = 12
(
K(u)DF(u)T + DF(u)K(u)−DK(u)[F(u)]
)
,
see also [Mie11a]. Note that the vector field F(u) = K(u)DE(u) is nonlinear and that
the matrices K(u) and M(u) have no homogeneity or concavity properties, in general.
We want to study a few simple cases and discuss the possibility of geodesic λ-convexity.
For R = 1 we drop the reaction number r and write γ = α− β and % = (ui/wi)i. Then,
we can write
F(u) = φ(u)γ with φ(u) = k(u)(%α − %β),
K(u) = κ(u)γ ⊗ γ with κ(u) = k(u)Λ(%α,%β),
M(u) = m(u)γ ⊗ γ with m(u) = κ(u)Dφ(u) · γ − 12φ(u)Dκ(u) · γ.
The general case seems too difficult to be analyzed, hence we reduce to the case k(u) ≡ 1.
Introducing the matrix V = diag(1/ui)i we have Du(uα)[γ] = uαα · V γ, and after some
elementary calculations involving the properties of the function Λ (see [Mie11a]) we find
m(u) = 12Λ(%
α,%β)
(
%αα− %ββ + Λ(%α,%β)(α−β)) · V (α−β).
For geodesic λ-convexity we have to show m(u) ≥ λΛ(%α,%β) which after dividing by
Λ(%α,%β) leads to the formula
λ = 12 inf
{∑I
i=1
(αi−βi)
wi%i
[
%ααi − %ββi + Λ(%α,%β)(αi−βi)
]
: % ∈ ]0,∞[I
}
.
In the special case where αiβi = 0 for all i we find the simpler form
λ = 12 inf
{∑I
i=1
1
wi%i
(
α2i%
α+β2i %β+Λ(%α,%β)(α2i+β2i )
)
: % ∈ ]0,∞[I
}
≥ 0.
This formula applies to example (2.6) where α = (1, 1, 0, 0)T and β = (0, 0, 1, 1)T. Because
of |α|, |β| ≥ 2 the infimum is λ = 0 (by choosing % = ε(1, 1, 1, 1) and ε→ 0).
Example 3.3.1 The annihilation-creation reaction modeling recombination and genera-
tion of electron-hole pairs in semiconductors, cf. [Gli08, GlG09] and Section 2.1.5, reads
u˙ = −(u1u2 − 1) (1, 1)T, where α = (1, 1)T and β = (0, 0)T. (3.37)
The formula yields λ = 12 inf
{( 1
u1
+ 1u2
)(
u1u2+Λ(u1u2, 1)
)
: u1, u2 > 0
}
= cosh(1) > 0.
Discrete Markov chains can be seen as special reaction systems where only exchange
reactions Xi −⇀↽ Xj occur. The reaction system takes the form
u˙ = R(u) = Qu, where Qij ≥ 0 for i 6= j and ∑Ii=1Qij = 0. (3.38)
We assume that there is a unique steady state w with wi > 0 for all i (also called ir-
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reducibility). A much stronger assumption is the condition of detailed balance, which
reads Qijwj = Qjiwi for i, j = 1, ..., I. According to [Mie11a, Maa11], (3.38) is induced
by the gradient system (XMkv, EMkv,KMkv), with XMkv =
{
u ∈ [0, 1]I : ∑Ii=1 ui = 1},
EMkv(u) =
∑I
i=1 ui log(ui/wi), and
KMkv(u) =
∑
1≤i<j≤I
Qijwj Λ
( ui
wi
,
uj
wj
) (
ei−ej
)⊗ (ei−ej) ∈ RI×I ,
where ei = (0, . . . , 0, 1, 0, . . . , 0) ∈ RI are the unit vectors. Moreover, it is shown in
[Mie11a] that for all Markov chains there is a λ ∈ R such that (EMkv,KMkv) is geodesically
λ-convex. For special classes, like tridiagonal Q, explicit estimates for λ are obtained.
3.3.2 Scalar diffusion equation
We consider a bounded, convex domain Ω ⊂ Rd, d ≥ 1, with smooth boundary. In Ω we
are given the scalar diffusion equation
u˙ = div(a(u)∇u) in Ω, ∇u · ν = 0 on ∂Ω. (3.39)
This equation is the gradient flow of the energy E with respect to the Onsager operator K
given via
E0(u) =
∫
Ω
E(u)dx and K(u)ξ = −div(µ(u)∇ξ),
where E and µ are such that µ(u)E′′(u) = a(u) holds. In particular, we assume that
E,µ ∈ C2(]0,∞[) and the sign conditions
µ(u) ≥ 0, µ′′(u) ≤ 0, E′′(u) > 0 for all u > 0.
The choice, µ(u) = u leads to the well-known Wasserstein case. The subscript “0” in E0
reflects that there is no potential energy. This case will be considered in the subsequent
example.
We impose that solutions u : Ω→ R of (3.39) are sufficiently smooth for given smooth
initial conditions such that the assumptions of the last section for the semiflow St : u(0) 7→
u(t) are satisfied.
In the following we slightly deviate from the setting in Section 3.2.4 in that we consider
Y and Z to be open and connected subsets of affine spaces u∗+Y and u∗+Z where the
shift is given by u∗ = 1/|Ω|. This modification allows us to extend our theory to the space
of probability measures. More precisely, let X = Meas(Ω) the space of Radon measures ρ
(using that Ω is bounded all moments
∫
Ω |x|p dρ(x) are finite) and X = Prob(Ω) denotes
the subset of probability measures such that
X = Prob(Ω) = {ρ ∈ X : ρ(Ω) = 1 and ρ ≥ 0} .
The results of Section 3.2.4 can be easily adapted to this case.
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The quadratic form associated with the operator K defines in a natural way the spaces
H∗ = H1av(Ω) =
{
ξ ∈ H1(Ω) : ∫Ω ξdx = 0} , H = H−10,av(Ω) = (H1av(Ω))∗.
Moreover, we choose s ≥ 4 such that s > 2 + d/2 and define the spaces
Y =
{
v ∈ Hs−2(Ω) : ∫Ω vdx = 0 and ∇v · ν = 0 on ∂Ω} ,
Y = {u ∈ u∗+Y : inf u > 0} ,
Z = Hs(Ω) ∩ Y,
Z = {u ∈ u∗+Z ∩ Y : ∇(div(a(u)∇u)) · ν = 0 on ∂Ω} .
The boundary condition in the definition of the set Z is necessary to ensure that the
semiflow satisfies S ∈ C1([0,∞[×Z;Y ). In particular, for a solution t 7→ u(t) ∈ Z holds
u˙(t) ∈ Y . Obviously we have Z ⊂ Y ⊂ X and Y ⊂ u∗ + Y and Z ⊂ u∗ + Z with dense
embeddings. Moreover, the assumptions on the Sobolev index s yield the embeddings
Y ⊂ H2(Ω) ∩ Cb(Ω) and Z ⊂ C2b(Ω), (3.40)
where Cb(Ω) denotes the space of bounded continuous functions on Ω.
Our analysis is similar to that in [DaS08, Sect. 4] with the main difference that we have
to take care of the boundary conditions when doing integrations by part. There are two
crucial observations for the case with boundaries: Firstly, the curvature of the boundary
of convex bodies provides a sign for the normal derivative ∇(|∇ξ|2) · ν ≤ 0, whenever
∇ξ · ν = 0 holds, see Proposition 3.3.2. Secondly, the test functions ξ ∈ G(u)Y will satisfy
two boundary conditions, namely
−div(µ(u)∇ξ) = v ∈ Y =⇒ ( ∇ξ · ν = 0 and ∇(div(µ(u)∇ξ)) · ν = 0 ).
In order to show the geodesic λ-convexity of E0 with respect to K we prove that
the assumptions of Proposition 3.2.7 hold. We have to compute the quadratic form
〈ξ,M0(u)ξ〉 = 〈ξ,DF0(u)K(u)ξ〉 − 12〈ξ,DK(u)[F0(u)]ξ〉, with
F0(u) = −div(a(u)∇u) and DF0(u)[v] = −div
(
a′(u)v∇u+ a(u)∇v).
For ξ ∈ G(u)Y we use the abbreviation v = K(u)ξ ∈ Y and obtain by integration by parts
〈ξ,M0(u)ξ〉 = −
∫
Ω
ξ
(
div(a′(u)v∇u+a(u)∇v))dx− 12
∫
Ω
µ′(u)
(−div(a(u)∇u))|∇ξ|2 dx
=
∫
Ω
∇ξ · (a′(u)v∇u+ a(u)∇v)dx− ∫
Ω
a(u)∇u · ∇(µ′(u)12 |∇ξ|2)dx,
where in both cases the boundary terms vanish, namely using (a′(u)v∇u+a(u)∇v) · ν = 0
and a(u)∇u · ν = 0 from v ∈ Y and u ∈ Z. Moreover, all integrals above are welldefined
due to (3.40).
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Applying integration by parts one more time yields
〈ξ,M0(u)ξ〉 =
∫
Ω
a(u)∆ξ div(µ(u)∇ξ)dx−
∫
Ω
a(u)∇u · ∇(µ′(u)12 |∇ξ|2)dx
=
∫
Ω
∇H(u) · (∆ξ∇ξ −∇(12 |∇ξ|2))+ a(u)µ(u)(∆ξ)2 − a(u)µ′′(u)2 |∇u|2|∇ξ|2 dx,
where we have set H(u) =
∫ u
0 a(y)µ′(y) dy and used that ∇ξ · ν = 0. Finally, integrating
by parts one last time leads to
〈ξ,M0(u)ξ〉 =
∫
Ω
H(u)|D2ξ|2 + (a(u)µ(u)−H(u))(∆ξ)2 − a(u)µ′′(u)2 |∇u|2|∇ξ|2 dx
−
∫
∂Ω
H(u)∇(12 |∇ξ|2) · ν da.
(3.41)
Here, we used Bochner’s formula div((∆ξ)∇ξ)−∆(12 |∇ξ|2) = (∆ξ)2− |D2ξ|2. We observe
that the boundary integral is nonpositive using the assumption H(u) ≥ 0 and Proposition
3.3.2 below.
Thus, we have shown that 〈ξ,M0(u)ξ〉 ≥ 0 holds if we assume that u 7→ µ(u) is concave
and aµ ≥ d−1d H ≥ 0. Here, the latter condition is due to the elementary estimate
∀E ∈ Rd×d : α|E|2 − β(trE)2 ≥ 0 ⇔ α ≥ max{0, dβ}.
Now, Proposition 3.2.7 states that (E0,K) is geodesically 0-convex. Since the present result
will be a special case of the result in the next subsection, we refer to Theorem 3.3.3 for
the precise statement.
Thus, we have generalized [DaS08, Thm. 4.2] from manifolds without boundary to the
case of convex domains in Rd with smooth boundaries. The condition of convexity is quite
natural in the context of optimal transport, since only convex domains are still complete
metric length-spaces with respect to the Euclidean distance.
We used the following proposition on the signs of ∇(|∇ξ|2) ·ν on the boundary. We refer
to [Gri85, Ch. 3] and [GST09, Lem. 5.2] for previous proofs, but still give an independent
proof of a more general result needed in Section 3.3.7. It involves the second fundamental
form I of the boundary, i.e. for two tangent vectors τ1, τ2 ∈ Tx∂Ω we have I(τ1, τ2) =
τ1 ·Dν(x)τ2 = I(τ2, τ1), where ν is the outer normal vector.
Proposition 3.3.2 Assume that Ω ⊂ Rd is a domain with C2 boundary. Then, for func-
tions ξ1, ξ2 ∈ H3(Ω) with ∇ξ1 · ν = ∇ξ2 · ν = 0 on ∂Ω we have the identity
∇(∇ξ1 · ∇ξ2) · ν = −2I(∇‖ξ1,∇‖ξ2), (3.42)
where ∇‖ξ denotes the tangential part of the gradient ∇‖ξ = ∇ξ − (∇ξ·ν)ν. In particular,
if Ω is convex and ξ2 = ξ1, then ∇
(|∇ξ1|2) · ν ≤ 0 on ∂Ω.
Proof: Without loss of generality we assume that ξj is smooth. We denote by ν ∈ C1(Ω)
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a smooth extension of the outer unit normal ν into Ω. For x ∈ Ω we compute
∇
(
∇ξ1 · ∇ξ2
)
· ν(x) = ∇ξ2 ·D2ξ1 ν +∇ξ1 ·D2ξ2 ν
= ∇ξ2 ·
(
∇(∇ξ1 · ν)−Dν∇ξ1)+∇ξ1 · (∇(∇ξ2 · ν)−Dν∇ξ2). (3.43)
On the boundary the product ∇ξj · ν vanishes identically, such that ∇‖(∇ξj · ν) = 0 on
∂Ω. Hence, there are scalar functions γj : ∂Ω → R such that ∇(∇ξj · ν
)
= γν on ∂Ω.
Inserting this into (3.43) and using ∇ξj · ν = 0 we have established (3.42).
For a convex body, the second fundamental form is positive semidefinite. Hence, formula
(3.42) gives the desired result for ξ1 = ξ2. 
We end this subsection by mentioning that the theory can also be applied to smooth
inhomogeneous systems, e.g. where the mobility depends on the spatial variable x ∈ Ω:
u˙ = −F(u) = div(M(x)∇u), with
K(u)ξ = −div(uM(x)∇ξ), E(u) =
∫
Ω
u log udx,
where M ∈W2,∞(Ω;Rd×dspd ), and there exists α0 > 0 with a·M(x)a ≥ α0|a|2.
The appropriate boundary conditions are now (M(x)∇u(x)) · ν(x) = 0 = (M(x)∇ξ(x)) ·
ν(x) for x ∈ ∂Ω. Doing the appropriate integrations by part we obtain the formula
〈ξ,M(u)ξ〉 = 〈DF(u)ξ,K(u)ξ〉 − 12〈ξ,DK(u)[F(u)]ξ〉
=
∫
Ω
div(M∇ξ)div(uM∇ξ) + 12div(M∇u)∇ξ ·M∇ξdx
=
∫
Ω
u
(
∇ξ·B∇ξ +∇ξ·B:D2ξ + |MD2ξ|2
)
dx−
∫
∂Ω
uM∇(12∇ξ·M∇ξ) · ν da,
where all terms involving third derivatives of ξ cancel, and the tensors B and B are
given via M, DM, and D2M. Proposition 3.3.2 can be generalized for spatially dependent
mobilities leading to three additional terms due to the spatial derivatives of M:
M∇(∇ξ1·M∇ξ2) · ν = −I(M∇ξ1,M∇ξ2) +∇ξ1 ·DM[Mν]∇ξ2
−∇ξ2 ·DM[M∇ξ1]ν −∇ξ1 ·DM[M∇ξ2]ν.
If the sum of these terms is negative, using α0 > 0 and M ∈ W2,∞(Ω) (giving B,B ∈
L∞(Ω)) and pointwise minimization over D2ξ(x) ∈ Rd×dsym provides a λM ∈ R such that
〈ξ,M(u)ξ〉 ≥ λM〈ξ,K(u)ξ〉 = λM
∫
Ω u∇ξ·M∇ξdx.
For an isotropic mobility matrix M(x) = µ(x)I, that satisfies the boundary relation
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µI(τ, τ) ≥ ∇µ·ν|τ |2 for all x ∈ ∂Ω and τ ∈ Tx∂Ω, we obtain the simplified estimate
〈ξ,M(u)ξ〉 =
∫
Ω
u
(
∇ξ·((12µ∆µ+12 |∇µ|2)I − µD2µ)∇ξ
+ 2µ∇ξ·D2ξ∇µ− µ∆ξ∇µ·∇ξ + µ2|D2ξ|2
)
dx
+
∫
∂Ω
u
(
µ2I(∇ξ,∇ξ)− µ(∇µ · ν)|∇ξ|2)dx (3.44)
≥
∫
Ω
u
(
∇ξ·(µ2 ∆µI − µD2µ)∇ξ − d−24 (∇ξ·∇µ)2)dx ≥ λM〈ξ,K(u)ξ〉
with λM = inf
{
1
2∆µ(x)− σmax
(
D2µ(x) + d−24µ(x)∇µ(x)⊗∇µ(x)
)
: x ∈ Ω
}
, where again
minimization with respect to D2ξ is used in the first estimate. Here, σmax(H) ∈ R denotes
the largest eigenvalue of a symmetric matrix H ∈ Rd×d. In space dimensions d = 1 and 2
we obtain
d = 1 : λM = inf
{
−µ′′(x)/2 + (µ′(x))2/(4µ(x)) : x ∈ Ω
}
, (3.45a)
d = 2 : λM = inf
{
1
2
(
σmin(D2µ(x))− σmax(D2(µ(x))
)
: x ∈ Ω
}
. (3.45b)
Our result can be compared to the estimates obtained in [Lis09, Thm. 1.5] with complete
different methods. The results there are formulated using the Wasserstein distance dWass =
WI , while our results are formulated in terms of dK which is calledWG there, where G(x) =
M−1(x) (see [Lis09, Eqn. (1.67)]). Thus, our rate λM may differ from the contractivity rate
α, which takes the form
α = inf
{
−σmax
(
D2µ(x) + d∇
√
µ(x)⊗∇
√
µ(x)
)
: x ∈ Ω
}
in our smooth setting.
3.3.3 A scalar drift-diffusion equation with concave mobility
We now generalize the diffusion equation of the previous section by adding a drift term
induced by a given potential V . Moreover, we allow the density u to be restricted to a
bounded interval, i.e. we assume that there is a bound U ∈ ]0,∞] such that
u(t, x) ∈ ]0, U [ holds for almost every t and x.
Such restrictions occur in systems with exclusion principles. We refer to [GaG05, BD∗10]
and Section 3.3.7. Our work relates to [CL∗10] and [LMS12, Prop. 4.6], where the entropy
and the potential energy are studied concerning their geodesic λ-convexity. We make the
result of the latter work more precise. We have the total energy and the Onsager operator
EV (u) =
∫
Ω
E(u(x)) + u(x)V (x)dx and K(u)ξ = −div(µ(u)∇ξ).
35
3 Geodesic convexity for gradient systems
The drift-diffusion equation takes the form
u˙ = div(a(u)∇u+ µ(u)∇V ) in Ω, (a(u)∇u+ µ(u)∇V ) · ν = 0 on ∂Ω, (3.46)
where a(u) = µ(u)E′′(u). We again impose the sign conditions
µ(u) > 0, µ′′(u) ≤ 0, E′′(u) > 0 for all u ∈ ]0, U [. (3.47)
In the case U <∞ we explicitly allow for the case µ′(u) < 0 which occurs in the commonly
used mobility µ(u) = u−u2 on ]0, 1[. We will see that the non-monotonicity of µ gives rise
to new conditions. We emphasize that the following result does not need the condition
∇V · ν = 0 on ∂Ω employed in [LMS12, Prop. 4.6].
Theorem 3.3.3 Assume that Ω is a convex bounded domain in Rd with smooth boundary.
In addition to (3.47) define H(u) =
∫ u
0 µ(y)µ′(y)E′′(y)dy and assume
H(u) ≥ 0, µ(u)2E′′(u) ≥ d−1d H(u) for all u ∈ ]0, U [. (3.48)
If the potential V : Ω→ R satisfies V ∈W2,∞(Ω), then (EV ,K) are geodesically λ-convex
for λ = λV2 − λV1 , where
λV1 =
9
8‖∇V ‖
2
L∞ sup
{−µ′′(u)/E′′(u) : u ∈ ]0, U [} ≥ 0,
λV2 = inf
{
µ′(u)a ·D2V (x)a : u ∈ ]0, U [, x ∈ Ω,a ∈ Rd with |a| = 1
}
.
Before giving the proof of this result note that the case of a linear mobility (i.e. µ(u) = u)
for the Wasserstein distance gives the standard result as λV1 = 0. Moreover, λV2 simply
characterizes the λ-convexity of V on the Euclidean space Ω. Note that in the case
µ′(u) < 0 we need λ-concavity of V .
Proof: We proceed exactly as in the previous subsection. We only have the new terms
associated with V . Since K is independent of V and the vector field F depends linearly
on V , the new terms are also linear in V . Together withM0 from (3.41) we have
〈ξ,MV (u)ξ〉 = 〈ξ,M0(u)ξ〉
+
∫
Ω
µµ′∇ξ·D2V∇ξ + µµ
′′
2
(
2∇u·∇ξ ∇V ·∇ξ − |∇ξ|2∇V ·∇u)dx. (3.49)
To reach this result, we emphasize that the integrations by parts have to be done of the
full vector field FV such that w = K(u)ξ in
∫
Ω ξDFV (u)[w] dx satisfies the additional
boundary condition [w(a′(u)∇u+µ′(u)∇V ) + a(u)∇w]·ν = 0 obtained by differentiating
the boundary condition in (3.46).
While the first term in (3.49) can be immediately estimated from below by λV2 µ|∇ξ|2,
the other terms do not have a sign. That is why in [CL∗10] it was expected that the
potential energy
∫
Ω uV dx is not geodesically convex. However, to estimate the geodesic
convexity of E we can use the nonnegative term −µ′′ a2 |∇u|2|∇ξ|2 occurring inM0 and not
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needed otherwise to show positivity ofM0. Abbreviating U = ∇u and X = ∇ξ, we have
to estimate the following terms from below:
− µ′′ a2 |U |2|X|2 + µµ
′′
2
(
2U ·X ∇V ·X − |X|2∇V ·U) ≥ (−µ′′)|X|2(a2 |U |2−32µ|U ||∇V |)
≥ 9µ′′µ28a |X|2|∇V |2 = 9µ
′′µ
8E′′ |∇V |2|X|2 ≥ −λV1 µ|X|2.
Thus, the result is established. 
We conclude by making the conditions more explicit in the case of µ(u) = u−u2 on ]0, 1[
and E′′(u) = 1/µ(u), i.e. E(u) = u log u+ (1−u) log(1−u). We obtain λV1 = 9‖∇V ‖2∞/16
and λV2 = ‖rspec(D2V (·))‖∞, where rspec denotes the spectral radius.
3.3.4 A scalar nonlinear reaction-diffusion equation
In a convex, bounded, and smooth domain Ω we consider the reaction-diffusion equation
u˙ = ∆u− f(u) in Ω, ∇u · ν = 0 on ∂Ω.
We assume that it is the gradient flow of the free energy E and the Onsager operator K
defined via
E(u) =
∫
Ω
u(log u−1)dx and K(u)ξ = −div(u∇ξ) + κ(u)ξ. (3.50)
Hence, we assume the relation f(u) = κ(u) log u. The reaction coefficient κ satisfies
κ ∈ C0([0,∞[) ∩ C2(]0,∞[),
κ(0) = 0, κ(u), κ′(u) > 0 and κ′′(u) ≤ 0 for all u > 0. (3.51)
The concavity of κ implies that of u 7→ 〈ξ,K(u)η〉, which is the prerequisite of the convexity
of d2K, see Remark 3.2.1.
Similar to the previous examples we introduce the spaces
H∗ = H1(Ω), H = H−10 (Ω),
Y =
{
u ∈ Hs−2(Ω) : ∇u · ν = 0 on ∂Ω
}
, Y = {u ∈ Y : inf u > 0} ,
Z = Hs(Ω) ∩ Y, Z = {u ∈ Z ∩ Y : ∇(∆u−f(u)) · ν = 0}
and calculate the quadratic form 〈ξ,M(u)ξ〉. With DF(u)[v] = −∆v − f ′(u)v and v =
K(u)ξ ∈ Y we obtain
〈ξ,M(u)ξ〉 =
∫
Ω
ξ
(−∆v+f ′(u)v)dx− 12
∫
Ω
(−∆u+f(u))(|∇ξ|2+κ′(u)ξ2)dx = I1 + I2.
Integrating twice the first term in I1 (using the boundary conditions ∇ξ · ν = ∇v · ν = 0
37
3 Geodesic convexity for gradient systems
on ∂Ω) and inserting the definition of v = K(u)ξ we find
I1 =
∫
Ω
(−∆ξ + f ′(u)ξ) (−div(u∇ξ) + κ(u)ξ)dx
=
∫
Ω
−u∇∆ξ · ∇ξ + u∇(f ′(u)ξ) · ∇ξ +∇ξ · ∇(κ(u)ξ)+ f ′(u)κ(u)ξ2 dx
=
∫
Ω
−u∇∆ξ · ∇ξ + (uf ′+κ)|∇ξ|2 + (uf ′′+κ′)ξ∇ξ·∇u+ f ′κξ2 dx.
Similarly, we integrate by parts the first term in I2 (using ∇u · ν = 0) and obtain
2I2 =
∫
Ω
−∇u · ∇(|∇ξ|2+κ′ξ2)− f |∇ξ|2 − 2fκ′ξ2 dx
=
∫
Ω
u∆
(|∇ξ|2)−f |∇ξ|2−2κ′ξ∇ξ·∇u−(κ′′|∇u|2+fκ′)ξ2 dx
−
∫
∂Ω
u∇(|∇ξ|2)·ν da.
Again using Proposition 3.3.2 we can estimate the boundary integral and obtain
〈ξ,M(u)ξ〉 ≥
∫
Ω
u|D2ξ|2 +M1(u)|∇ξ|2 +m2(u)ξ∇ξ·∇u+
(
M3(u)−κ′′|∇u|2/2
)
ξ2 dx
where m2(u) = uf ′′(u) and the auxiliary functions M1, M3 are defined as
M1(u) = uf ′(u) + κ(u)− f(u)/2, M3(u) = f ′(u)κ(u)− f(u)κ′(u)/2.
Using assumption (3.51) the last term, which involves |∇u|2ξ2 is nonnegative and can
be dropped. We define M2(u) = f(0) + uf ′(u) − f(u) such that M ′2(u) = m2(u) and
M2(0) = 0. The term involving m2 can be integrated by parts (using ∇ξ · ν = 0) via∫
Ω
M ′2(u)∇u · ξ∇ξdx = −
∫
Ω
M2(u)∆
(1
2ξ
2)dx = − ∫
Ω
M2(u)
(|∇ξ|2+ξ∆ξ)dx.
The pointwise estimate −M2(u)ξ∆ξ ≥ −ud (∆ξ)2 − dM2(u)
2
4u ξ
2 yields the lower estimate
〈ξ,M(u)ξ〉 ≥
∫
Ω
u
(|D2ξ|2−1d(∆ξ)2)+ (M1(u)−M2(u))|∇ξ|2 + (M3(u)−dM2(u)24u )ξ2 dx.
Thus, we have established the following result.
Theorem 3.3.4 Let Ω, κ, and Mj be given as above. Define the values
λ∗1 = inf
{
M1(u)−M2(u)
u : u > 0
}
and λ∗2 = inf
{
4uM3(u)−dM2(u)2
4uκ(u) : u > 0
}
,
and set λ∗ = min{λ∗1, λ∗2}. If λ∗ > −∞, then (E ,K) defined in (3.50) is geodesically
λ∗-convex.
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Proof: To conclude the proof we have to establish
〈ξ,M(u)ξ〉 ≥ λ∗〈ξ,K(u)ξ〉 = λ∗
∫
Ω
u|∇ξ|2 + κ(u)ξ2 dx
for all u ∈ Z and ξ ∈ G(u)Y . Since the first term in the above lower estimate for M is
nonnegative, it suffices to showM1(u)−M2(u) ≥ λ∗u andM3(u)−dM2(u)2/(4u) ≥ λ∗κ(u)
for all u ≥ 0. Since these estimates are exactly the definitions of λ∗j , the desired result is
established. 
The following result provides sufficient conditions on the function κ, satisfying (3.51),
that lead to a geodesically λ-convex gradient system. It is posed in terms of the ansatz
κ(u) = k(u)Λ(1, u) and shows that k can be chosen to be constant near u = 0 given the
linear reaction term f(u) = k(0)(u−1) there. For large u one may choose k(u) = c(log u)p
for c > 0 and p ∈ [0, 1] leading to the nonlinear reaction term f(u) = c(u− 1)(log u)p−1.
Proposition 3.3.5 Consider a function κ satisfying (3.51) and let k(u) = κ(u)/Λ(1, u) be
strictly positive. If there exist 0 < u0 < 1 < u1 <∞ and positive constants kj, j = 0, . . . , 3
such that k satisfies the conditions
k ∈ C0([0,∞[) with k(0) = k0; (3.52a)
lim inf
u→∞ k(u) ≥ k1; (3.52b)
k ∈ C1([u1,∞[) and k ∈ C1,α([0, u0]) for some α ∈ ]1/2, 1] ; (3.52c)
k(u)+uk′(u) ≥ k2 and |k(u)+u2k′(u)|2 ≤ k3u2k(u)/ log u for u ≥ u1, (3.52d)
then in Theorem 3.3.4 we have λ∗ > −∞. The case k ≡ k0 gives λ∗ = k02 .
Proof: We denote by ηj(u) the functions in the infima defining λ∗j in Theorem 3.3.4.
Since both functions are continuous on ]0,∞[ it suffices to estimate ηj near u = 0 and
u =∞.
ad η1: By (3.52a) we haveM1(0)−M2(0) = −f(0)/2 = k0/2 > 0 and conclude η1(u) ≥ 0
for sufficiently small u. For u ≥ 2 we have
M1(u)−M2(u) = κ(u) + f(u)/2− f(0) ≥ κ(u)2 log u = u−12 k(u) ≥ uk(u)/4.
Using (3.52b) we obtain η1(u) ≥ k1/4 for all sufficiently large u.
ad η2: For u ≤ 1 we have f(u) ≤ 0; using κ′ ≥ 0 we conclude M3(u) ≥ f ′(u)κ(u).
Moreover, from f(u) = (u−1)k(u) and (3.52c) we conclude f ∈ C1,α([0, u0]). Hence,
M2(u) =
∫ u
0 f
′(u)−f ′(ν)dν satisfies |M2(u)| ≤ Cu1+α. Together we find
η2(u) ≥ f ′(u)− d4C2u2α−1/κ(u) ≥ f ′(0)− Cuα − d4C2 u
2α−1| log u|
(1−u)k(u) ≥ λ−2 on ]0, u0] .
For large u we use the asymptotic formula for u→∞ given via
M2(u) ≈ k(u) + u2k′(u) and M3(u) ≈ uk(u)2 log u
(
k(u)+uk′(u)
)
.
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Using (3.52d) we find η2(u) ≥ k2/4− dk3/2 which gives the desired result.
For the last statement note that M1(u) = k0(u+1)/2 + κ(u) ≥ k0u/2, M2 ≡ 0, and
M3(u) = k0(κ(u)− (u−1)κ′(u)/2) ≥ k0κ(u)/2. Here, the latter estimate follows from the
explicit relation (u−1)κ′(u) = (1−κ(u)k0u )κ(u), cf. [Mie11a, (A.3)]. 
3.3.5 A linear reaction-diffusion system
For u = (u1, u2) we consider the system of coupled linear equations(
u˙1
u˙2
)
=
(
δ1∆u1
δ2∆u2
)
+ k
(
u2−u1
u1−u2
)
in Ω, ∇u1 · ν = ∇u2 · ν = 0 on ∂Ω, (3.53)
which is the gradient flow for the energy E and the Onsager operator K given via
E(u) =
∫
Ω
u1(log u1−1) + u2(log u2−1)dx and
K(u)ξ =
(
−div(u1δ1∇ξ1)
−div(u2δ2∇ξ2)
)
+ kΛ (u1, u2)
(
1 −1
−1 1
)(
ξ1
ξ2
)
.
(3.54)
The system above describes the diffusion of chemical species A1 and A2 which undergo
the exchange reaction A1 −⇀↽ A2 with reaction rate k. In particular, observe that the total
mass Q(u1, u2) =
∫
Ω u1+u2 dx is conserved along solutions of (3.53), i.e., ddtQ(u1, u2) = 0.
We fix a constant state u∗ = (u∗1, u∗2) ∈ ]0,∞[2, choose the Sobolev index s as before, and
define the spaces
H∗ =
{
ξ ∈ H1(Ω)×H1(Ω) : ∫Ω ξ1+ξ2 dx = 0} ,
Y =
{
v ∈ Hs−2(Ω)×Hs−2(Ω) : ∫Ω v1+v2 dx = 0 and ∇v1·ν=∇v2·ν=0} ,
Y = {u ∈ u∗+Y : inf ui > 0, i = 1, 2} ,
Z = (Hs(Ω)×Hs(Ω)) ∩ Y, Z = {u ∈ (u∗+Z) ∩ Y : ∇(∆ui) · ν = 0, i = 1, 2} .
Since u 7→ F(u) = −K(u)DE(u) is linear we compute
DF(u)[v] = (−δ1∆v1 + k(v1−v2) , −δ2∆v2 + k(v2−v1))T.
With the shorthand v = K(u)ξ we obtain 〈ξ,M(u)ξ〉 = I1 + I2 with
I1 =
∫
Ω
(
ξ1
ξ2
)
·
(
−δ1∆v1 + k(v1−v2)
−δ2∆v2 + k(v2−v1)
)
dx and
I2 = −12
∫
Ω
(
δ1|∇ξ1|2+k∂u1Λ(u)(ξ1−ξ2)2
)(−δ1∆u1+k(u1−u2))dx
− 12
∫
Ω
(
δ2|∇ξ2|2+k∂u2Λ(u)(ξ1−ξ2)2
)(−δ2∆u2+k(u2−u1))dx
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Integrating the first term in I1 by parts twice, using the boundary conditions ∇vi · ν =
∇ξi · ν = 0, and finally substituting v = K(u)ξ gives
I1 =
∫
Ω
(
δ1∆ξ1−k(ξ1−ξ2)
δ2∆ξ2−k(ξ2−ξ1)
)
·
(
div(u1δ1∇ξ1)−kΛ(u)(ξ1−ξ2)
div(u2δ2∇ξ2)−kΛ(u)(ξ2−ξ1)
)
dx
=
∫
Ω
[
− δ21u1∇∆ξ1·∇ξ1 − δ22u2∇∆ξ2·∇ξ2 + k∇(ξ1−ξ2)·(δ1u1∇ξ1−δ2u2∇ξ2)
− kΛ(u)(ξ1−ξ2)(δ1∆ξ1−δ2∆ξ2) + 2k2Λ(u)(ξ1−ξ2)2
]
dx.
Similarly, we integrate the second term and obtain
2I2 =
∫
Ω
[
− δ21∇u1 · ∇
(|∇ξ1|2)+ (kδ1∆u1−k2(u1−u2))∂u1Λ(u)(ξ1−ξ2)2
− δ22∇u2 · ∇
(|∇ξ2|2)+ (kδ2∆u2−k2(u2−u1))∂u2Λ(u)(ξ1−ξ2)2]dx
=
∫
Ω
[
δ21u1∆
(|∇ξ1|2)+ (kδ1∆u1−k2(u1−u2))∂u1Λ(u)(ξ1−ξ2)2
+ δ22u2∆
(|∇ξ2|2)+ (kδ2∆u2−k2(u2−u1))∂u2Λ(u)(ξ1−ξ2)2]dx
−
∫
∂Ω
δ1u1∇
(|∇ξ1|2)+ δ2u2∇(|∇ξ2|2)da.
Thus, using again Bochner’s formula and Proposition 3.3.2 we arrive at
I1 + I2 ≥
∫
Ω
δ1u1|D2ξ1|2 + δ22u2|D2ξ2|2 + k2m(u)(ξ1−ξ2)2 + kG(δ1, δ2,u, ξ)dx
with m(u) = 2Λ(u1, u2)−12
(
∂u1Λ(u1, u2)−∂u2Λ(u1, u2)
)
(u1−u2).
It was shown in [Mie11a, Example 3.5] that m(u) ≥ 2Λ(u) ≥ 0 holds.
The main task is to control the mixed terms with prefactor kδj that are collected in the
function G. Unfortunately we can estimate these terms only in the case of equal mobilities
δj = δ > 0. For G(u, ξ) = 2δG(δ, δ,u, ξ) some rearrangements yield the identity
G(u, ξ) = (ξ1−ξ2)2
(
∆Λ(u)− L(u))− 2Λ(u)(ξ1−ξ2)∆(ξ1−ξ2) + (u1+u2)|∇(ξ1−ξ2)|2
where L(u) = ∂2u1Λ(u)|∇u1|2+2∂u1∂u2Λ(u)∇u1·∇u2+∂2u2Λ(u)|∇u2|2.
Since Λ is a concave function, we have L(u) ≤ 0. To estimate ∫ΩG dx we integrate by
parts the very first term twice (using ∇ξ · ν = 0 and ∇Λ(u) · ν = 0) and find∫
Ω
G(u, ξ)dx =
∫
Ω
(
2Λ(u)+u1+u2
)|∇(ξ1−ξ2)|2 − (ξ1−ξ2)2L(u)dx ≥ 0.
Hence, we have established the following result.
Theorem 3.3.6 If Ω is smooth and convex and δ1 = δ2 > 0, then the gradient system
(3.53) generated by (E ,K) from (3.54) is geodesically 0-convex.
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3.3.6 Drift-diffusion system in 1D
We consider the one-dimensional version of the drift-reaction-diffusion system (2.7) for
electrons and holes in a semiconductor, see Section 2.1.5. We further simplify the system
be neglecting the reaction terms (np− 1).
To highlight the general structure we treat a system with I nonnegative densities ui ∈
L1(Ω) with Ω = ]0, 1[, where the species have the charge vector q = (qi)i=1,...,I ∈ ZI . The
system takes the form
0 = (εφ′u)′ + q · u, in Ω, φu(0) = 0 = φ′u(1); (3.55a)
u˙i =
[
µi
(
u′i + uiV ′i + qiuiφ′u
)]′ in Ω; (3.55b)
0 = µi(u′i + uiV ′i + qiuiφ′u) for x ∈ {0, 1}, (3.55c)
where ′ is the partial derivative with respect to x. The potentials V = (V1, . . . , VI) are
smooth functions and contain possible doping terms. The system is the gradient flow for
E(u) =
∫ 1
0
I∑
i=1
ui(log ui + Vi) +
ε
2 |φ
′
u|2 dx and K(u)ξ = −
(
µiuiξ
′
i
)′
i=1,...,I . (3.56)
Since we have no reaction between the species and no-flux boundary conditions the indi-
vidual masses
∫ 1
0 uidx are conserved. The electrostatic potential φu is a linear function of
q·u, viz. φu = Lq·u. In the one-dimensional case we have an explicit solution formula:(
φ = Lg, g = γ′, γ(1) = 0
)
=⇒ φ′ = −γ/ε. (3.57)
The function spaces can be introduced as in the above examples. We only give the
calculation of the operator M, where now the quadratic nature of F due to the terms
uiφ
′
u has to be observed. Using the two boundary conditions for ξ = G(u)v we find
(DF(u)∗ξ)i = −µiξ′′i + µi
(
V ′i +qiφ′u)ξ′i − qiLg, where g =
∑I
j=1 µjqj
(
ujξ
′
j
)′ = −q · K(u)ξ.
Now the quadratic form 〈ξ,M(u)ξ〉 = I1 + I2 can be calculated as usual:
I1 =
I∑
i=1
1∫
0
(DF(u)∗ξ)i(K(u)ξ)idx =
1∫
0
I∑
i=1
µ2i
(
−uiξ′′′i ξ′i + uiξ′i
(
(V ′i +qiφ′u)ξ′i
)′)+ gLgdx,
I2 = −12
I∑
i=1
1∫
0
µ2i (ξ′2)2F(u)idx =
I∑
i=1
µ2i
1∫
0
ui
(
ξ′′′i ξ′i+(ξ′′i )2
)− ξ′iξ′′i ui(V ′i +qiφ′u)dx,
where we used the boundary conditions ξ′i = 0 on ∂Ω. Combining the two terms and using
some cancellation we arrive at
〈ξ,M(u)ξ〉 =
∫ 1
0
I∑
i=1
µ2iui
(
(ξ′′i )2 + V ′′i (ξ′i)2
)
+ hξφ′′u + gLgdx with hξ =
I∑
i=1
µ2i qiui(ξ′i)2.
The first two terms can be estimated in the standard way. For the interaction via φu and
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L we note that g is such that formula (3.57) can be applied. When assuming additionally
that ε ≡ ε0 the third and fourth term can be rewritten as
Qu(ξ) = hξφ′′u + gLg =
1
ε0
(
−hξ q·u+
(∑I
i=1 µjqjujξ
′
j
)2)
.
There are two cases in which this quadratic form can be estimated from below. First, in
the case I = 1 we obviously have Qu ≡ 0. For I = 2 the expression simplifies to
Qu(ξ) = −q1q2u1u2
(
µ1ξ
′
1−µ2ξ′2
)2
.
Thus, we find Qu ≥ 0 if q1q2 ≤ 0, this means that the particles are oppositely charged. Of
course, we could add further uncharged particles (i.e. qj = 0), but this is useless as they
do not interact with the other particles. We summarize our findings as follows.
Theorem 3.3.7 Consider the gradient system (E ,K) defined via (3.55) and (3.56) with
constant ε. Assume either I = 1 or I = 2 and q1q2 < 0. If the potentials Vi are λi-
convex, i.e. V ′′i ≥ λi on Ω, then the gradient system (E ,K) is geodesically λ∗-convex with
λ∗ = min {µiλi : i = 1, . . . , I}.
3.3.7 A multi-particle system with cross-diffusion
In several applications one is interested in reaction-diffusion systems with I species, where
the microscopic sites are occupied exactly by one species. We refer to [Gri04, BD∗10].
On the macroscopic level this means that the density vector u = (u1, . . . , uI) satisfies the
pointwise restriction
u(x) · e =
I∑
i=1
ui(x) = 1 a.e. in Ω. (3.58)
Moreover, the mobility tensor obeys the Stefan-Maxwell law (see e.g. [Gri04])
M(u) = diag(u)− u⊗ u =

u1 − u21 −u1u2 · · · −u1uI
−u1u2 u2 − u22 · · · −u2uI
... . . .
...
−u1uI −u2uI · · · uI − u2I
 . (3.59)
Using (3.58) we easily see that M is positive semidefinite, namely
a ·M(u)a = ∑Ii=1 uia2i − (u · a)2 = ∑Ii=1 ui(ai−u · a)2 ≥ 0. (3.60)
Thus, we consider the energy functional
E(u) =
∫
Ω
E(u) + u · V dx, where E(u) =
I∑
i=1
ui(log ui−1) (3.61a)
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and V = (V1, . . . , VI) is a vector of potentials with V · e ≡ 0. Thus, V determines the
equilibrium state w via wi = e−Vi . Moreover, the Onsager operator acts now on the
vector-valued dual variables ξ ∈ H∗ =
{
ξ ∈ H1av(Ω)I : ξ · e ≡ 0
}
and takes the form
K(u)ξ =
(
− div(ui(∇ξi −Ξu)))
i=1,...,I
where Ξu =
∑I
j=1 uj∇ξj . (3.61b)
Taking into account the constraint (3.58) when calculating the differentials we find the
nonlinear evolutionary systems
u˙ = −K(u)DE(u) = ∆u+
(
div
(
ui(∇Vi−Gu)
))
i=1,...,I
where Gu =
I∑
j=1
uj∇Vj .
Here, the diffusion term is linear since M(u) is exactly the inverse of D2E(u) (taking the
constraint into account). We see that the special choice of M with negative off-diagonal
terms simplifies the diffusion terms, while the drift terms from the potential become more
involved. This approach was also used in [Gri04, GaG05], while in [BD∗10] the off-diagonal
terms are not used.
In particular, the mass of each component is preserved during the flow, namely∫
Ω
u(t, x)dx =
∫
Ω
u(0, x)dx = m ∈ ]0,∞[I with m · e = vol(Ω).
In the case I = 2 the system reduces to a scalar equation for u ∈ [0, 1] via u = (u, 1−u)
of the form
u˙ = ∆u+ div
(
(u−u2)∇V ) where 2V = V1 = −V2,
which is covered by the analysis treated in Section 3.3.3.
We now restrict to the case V ≡ 0 and leave the general case for future research. Our
aim is to show that the pure (uncoupled) diffusion is geodesically 0-convex. This statement
is nontrivial since the metric dK induced by the mobility tensorM couples the densities in a
nontrivial way. However, sinceM(u) can be estimated from above byMW(u) = diag(u) ∈
RI×I we see that dK can be estimated from above by the componentwise Wasserstein
distance, i.e.
dK(u1,u2)2 ≤ dW(u1,u2)2 =
I∑
i=1
dWass(u1i , u2i )2.
Theorem 3.3.8 Consider the gradient system (E ,K) defined in (3.61) with V ≡ 0. Then,
E is geodesically 0-convex with respect to dK.
Proof: To estimate the quadratic formM we assume as usual that Ω is a convex domain
with smooth boundary and define the spaces Z, Y , and H as before in the Sobolev space
Hs, Hs−2 and H1, respectively. Moreover, for the functions u, ξ, and v = (v1, . . . , vI) =
K(u)ξ ∈ Y we have the following boundary conditions:
(a) ∇ui · ν = 0, (b) ∇ξi · ν = 0, (c) ∇vi · ν = 0. (3.62)
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Using F(u) = −∆u and ξ ∈ G(u)Y giving v = K(u)ξ ∈ Y , we have
〈ξ,M(u)ξ〉 =
I∑
i=1
∫
Ω
ξi(−∆vi)− 12(−∆ui)
(|∇ξi|2 − 2∇ξi ·Ξu)dx.
Using (c) and (b) we can integrate by parts the first term twice. The second term will be
integrated once using (a). After inserting the definition of v we arrive at
〈ξ,M(u)ξ〉 =
I∑
i=1
∫
Ω
∆ξi div
(
ui(∇ξi−Ξu)
)−∇ui · ∇(12 |∇ξi|2) +∇ui · ∇(ξi ·Ξu))dx.
The first term will now be integrated by part once again by using (b), which also implies
Ξu · ν = 0. Integrating the second term will generate a boundary integral that will be
nonnegative by Proposition 3.3.2:
〈ξ,M(u)ξ〉 =
∫
Ω
I∑
i=1
ui
(−∇∆ξi · ∇ξi + ∆(12 |∇ξi|2))+ µ(u, ξ)dx+ β1∂Ω, where
µ(u, ξ) =
I∑
i,j=1
d∑
α,β=1
(
uiujξiααβξjβ + uiβujβξiαξjα + uiβujξiαβξjα + uiβujξiαξjαβ
)
and β1∂Ω =
∫
∂Ω
I∑
i=1
uiI(∇‖ξi,∇‖ξi)da ≥ 0.
Here, the indices α and β denote partial derivatives with respect to xα.
The first term in 〈ξ,M(u)ξ〉 is positive by Bochner’s identity. To estimate µ we inter-
change the summation indices i and j in the fourth term to find that the last two terms
can be combined into (uiuj)βξiαβξjα. Thus, integration by parts, employing Proposition
3.3.2, and exploiting the cancellation of the terms involving ξiααβ gives∫
Ω µ(u, ξ)dx =
∫
Ω |∇uT∇ξ|2 −
∣∣∑I
i=1 uiD2ξi
∣∣2 dx+ β2∂Ω,
where β2∂Ω =
∫
∂Ω−I(Ξu,Ξu) da. Here, we used the boundary conditions (b), which give
Ξu · ν = 0 and hence ∑Ii=1 ui∇‖ξi = Ξu on ∂Ω. The first term in the above integral is
nonnegative, while the other two terms are nonpositive. However, they are dominated by
the corresponding positive terms obtained earlier, e.g. β1∂Ω + β2∂Ω ≥ 0. Using the same
rearrangement as in (3.60) we find the final expression
〈ξ,M(u)ξ〉 =
∫
Ω
I∑
i=1
ui|D2ξi−H|2 + |∇uT∇ξ|2 dx+
∫
∂Ω
I∑
i=1
uiI(∇‖ξi−Ξu,∇‖ξi−Ξu)da,
where H = ∑Ii=1 uiD2ξi. Thus, we have established the desired result 〈ξ,M(u)ξ〉 ≥ 0.

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4 Multiscale limits
In this chapter we discuss the derivation of limit systems from multiscale problems that
exhibit a gradient structure (X, E ,Ψ). In particular, we consider here the following two
model problems: the derivation of bulk/surface coupling for the Allen-Cahn equation and
of an effective interface condition for a one-dimensional diffusion equation.
Here, the crucial point is that in the analysis of these problems we only rely on the gra-
dient structure of the systems. More precisely, we consider families of driving functionals
Eε and dissipation potentials Ψε, where the parameter ε describes the different scales in
the system. Assuming that Eε and Ψε converge in a variational sense to limit functionals
E0 and Ψ0 for ε → 0 the obvious question is: Do solutions with respect to Eε and Ψε
converge in some sense to solutions of the limit system?
Our approach to this question is based upon the De Giorgi principle which characterizes
solutions as curves of maximal slope (see [AGS05]) and is written as the energy-dissipation
equation
∀ t ∈ [0, T ] : Eε(uε(t)) +
∫ t
0
[
Ψε(uε; u˙ε) + Ψ∗ε(uε;−DEε(uε))
]
ds = Eε(uε(0)).
This formulation opens the door for the application of notions of variational convergence
such as Mosco and Γ-convergence. We refer to the monographs by Attouch [Att84], Dal
Maso [Dal93], and Braides [Bra02]) for comprehensive survey of the theory of variational
convergence of functionals.
In Section 4.1 we study the derivation of an Allen-Cahn equation with bulk/surface
coupling. This means that the evolution in the bulk, described by the Allen-Cahn equation,
is coupled to an evolutionary system defined on the boundary. Such problems can be found
e.g. in the theory of spinodal decomposition of binary mixtures (see e.g. [KE∗01]). Starting
point of our discussion in Section 4.1.1 is a fixed domain (bulk) which is surrounded by
boundary layer of thickness ε. In the bulk and the boundary layer the system’s evolution
is given by an Allen-Cahn equations, respectively, whose gradient structure was discussed
in Section 2.1.1. Bulk and boundary layer system are coupled by natural continuity
and transmission conditions at the common boundary. Additionally, we assume that the
coefficients in the boundary layer satisfy certain scalings in terms of the parameter ε, see
(4.3). After a rescaling of the boundary layer, which is introduced in 4.1.2, we use the
Mosco convergence of the Allen-Cahn energies and the dissipation potentials to pass to
the limit in the De Giorgi principle in Section 4.1.3. Here, we follow the ideas of Sandier
& Serfaty [SaS04] (see also [BFG06, KMM06, Kur07]), where an approach to prove
the convergence of gradient flows for Γ-converging energy functionals was presented and
applied to derive the limiting dynamics of vortices for the heat flow of the Ginzburg-Landau
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energy. Moreover, we discuss the possibility of passing to the limit in the evolutionary
variational inequality (EVIλ) when the energy functionals are λ-convex. Here, we exploit
the simple and flat geometry induced by the L2-metric.
In the second example in Section 4.2 we discuss the derivation of an interface condition
for the one-dimensional (linear) diffusion equation. Starting point of this derivation is a
bulk system with a small interface layer of width ε around the origin. We assume that
the diffusion coefficient in the interface layer is of order ε. The evolution of this system is
given as the gradient flow of the logarithmic free energy and a Wasserstein-type Onsager
operator with spatially dependent diffusion coefficient. Using the De Giorgi principle we
show in Section 4.2.2 that solutions converge (up to subsequences) to a solution of the
bulk/interface system
u˙ = ρu′′ in Ω\{0}, ρu′+ = ρu′− = k(u+−u−) at {0},
where + and − denote the limits from the right and left, respectively. In particular, the
proof of the convergence uses a rescaling of the interface layer and follows the ideas in
[AM∗12]. There, a similar limit was discussed, namely the passage from diffusion in a one-
dimensional Fokker-Planck equation to (linear) reaction. The basic idea here is to exploit
the compactness properties of the solutions and show liminf estimates for the energies and
the dissipations. Then, the lower bounds in the liminf estimate can be characterized as
the limit gradient system corresponding to the equation above (see Theorem 4.2.5). In
Section 4.2.3 we comment on the possibility of using the methods of Chapter 3, i.e., the
geodesic λ-convexity of the driving functional E and the (EVIλ) formulation, to derive the
limit system. It turns out that we are not able to exploit this property as we have no
uniform geodesic λε-convexity, i.e., λε → −∞ when ε goes to zero.
4.1 Bulk/surface evolution for the Allen-Cahn equation
In the recent years there has been a growing interest in the coupling of bulk and surface
processes. One important example is the theory of spinodal decomposition of binary
mixtures where dynamic boundary conditions are used to model the effective short-range
interaction between the two mixture components and the wall (i.e., the boundary), see e.g.
[Kra95, PuF97] and the references therein. Moreover, we refer to [KE∗01, RaZ01, MiZ05,
CFP06, FRG∗06, CGM08, GGM08, SpW10] for an (incomplete) list of articles related
to the mathematical analysis of dynamic boundary conditions for various evolutionary
systems including the heat equation, the iso- and non-isothermal Allen-Cahn equations,
the Cahn-Hilliard equation and the Caginalp system. In addition, we point out to the
book [Tai09] for the connection to Feller semigroups and Markov processes.
In this section we present the results of [Lie12] where the question was discussed whether
such dynamic boundary conditions can be obtained as a limit of a family of bulk systems in
the case of the Allen-Cahn equation. The relevance of this question lies in the identification
of the relevant scalings in the approximating boundary layer system in order to obtain
more information about the structure of the limit systems.
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A similar question was answered in a non-rigorous fashion in [CoR90] for the linear heat
equation. Moreover, we refer to [ScT10] for the related problem of deriving models for
conductive thin sheets where the method of asymptotic expansion was used.
4.1.1 Setting of the model
Let us consider an open and bounded domain Ω ⊂ Rd, d ≥ 2, with a C2-boundary denoted
by Γ def= ∂Ω. For a sufficiently small ε > 0 we shall introduce the domain Ωε defined by
Ωε
def=
{
x ∈ Rd : inf
y∈Ω
|x− y| < ε
}
.
We call the set Σε
def= Ωε \Ω the boundary layer of Ω. Obviously, we have the convergence
Ωε → Ω for ε→ 0 with respect to the Hausdorff distance.
Denoting a finite time horizon by T > 0 we consider the following system of Allen-Cahn
equations:
τbu˙ε = Ab∆uε −W ′b(uε) in [0, T ]× Ω,
τεu˙ε = Aε∆uε − 1
ε
W ′s(uε) in [0, T ]× Σε,
(4.1)
where τb, τε > 0 denote the relaxation times, Ab, Aε the diffusion coefficients, and W ′b,
W ′s are the derivatives of potentials Wb,Ws ∈ C1(R) in the bulk and in the boundary
layer, respectively. The system above is subjected to the following natural boundary and
transmission conditions at ∂Ωε and at the common boundary Γ
Aε
∂uε
∂ν = 0 on [0, T ]× ∂Ωε,
Ab
∂uε
∂ν = Aε
∂uε
∂ν on [0, T ]× Γ,
[[uε]] = 0 on [0, T ]× Γ,
(4.2)
where ν denotes the outer unit normal on Γ and ∂Ωε and [[ · ]] denotes the jump across
the common boundary Γ. The system is completed by imposing the initial condition
uε(0) = u0ε.
In order to derive nontrivial boundary conditions when ε goes to 0 we let the relaxation
time τε and the diffusion coefficient Aε depend on ε in Σε. In particular, we assume that
in Σε the coefficients satisfy the scalings
τε = ε−ατs and Aε = ε−βAs (4.3)
for given τs, As > 0 and α ∈ R, β ∈ ]−1,∞[. This amounts to different length and time
scales in the bulk and in the boundary layer.
The nonlinearities Wb and Ws are at least of quadratic growth and satisfy the growth
conditions
|W ′b/s(u)| ≤ C(1+|u|p) with p ∈ [1, q[ and q =
{
∞ d = 2,
d+2
d−2 d ≥ 3.
(4.4)
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These are the same growth conditions imposed in [SpW10] for the bulk potentialWb, while
we have a stronger growth condition for the boundary potential since we are in the full
d-dimensional domain Σε in contrast to the (d−1)-dimensional boundary Γ in [SpW10].
We show that solutions of the system above converge in a certain sense to a solution of
a limit system which consists of the bulk equation in Ω in (4.1) coupled to an equation
posed on the boundary Γ. Obviously, the form of the latter equation will heavily depend
on the choices for the scaling exponents α and β.
To put the above system in an abstract framework we introduce the function spaces
Vε
def= H1(Ωε) and Hε
def= L2(Ωε).
Then, the weak formulation of the system (4.1) reads: Find uε ∈ L2(0, T ;Vε) with u˙ε ∈
L2(0, T ;Hε) such that for all ϕ ∈ Vε and almost all t ∈ [0, T ] we have
0 =
∫
Ωε
[
Gε(x)u˙ε(t)ϕ+ Aε(x)∇uε(t)·∇ϕ+W′ε(x, uε(t))ϕ
]
dx, (4.5)
where we use the notation
(
Gε(x),Aε(x)
)
=
{
(τb, Ab) for x ∈ Ω,
(τε, Aε) for x ∈ Σε,
Wε(x, ·) =
{
Wb(·) for x ∈ Ω,
1
εWs(·) for x ∈ Σε.
The existence of solutions of (4.5) follows from standard arguments, see e.g. [Rou05,
SpW10].
Theorem 4.1.1 (Existence of solutions) For fixed ε > 0 let u0ε ∈ Vε be given. More-
over, assume that the growth condition (4.4) holds. Then, there exists a solution uε ∈
H1(0, T ; L2(Ωε)) ∩ L∞(0, T ; H1(Ωε)) of the system (4.1).
In Subsection 2.1.1 we noted that equation (4.1) is the L2-gradient flow of the Allen-
Cahn functional Eε : Vε → R defined by
Eε(u) =
∫
Ωε
[Aε(x)
2 |∇u|
2 +Wε(x, u)
]
dx.
More precisely, by defining the multiplication operator Gε : Hε → H∗ε via 〈Gεu˙, v˙〉 =∫
Ωε Gε(x)u˙v˙dx the equation in (4.5) can then be written in the form
Gεu˙ε(t) = −DEε(uε(t)), (4.6)
with DEε(u) ∈ V ∗ε denoting the Gâteaux derivative of Eε which is well-defined due to (4.4).
Defining the inverse operator Kε=G−1ε :H∗ε→Hε we can rewrite (4.6) as
u˙ε(t) = −KεDEε(uε(t)) =: −∇GεEε(uε(t)), (4.7)
where ∇GεE denotes the gradient of Eε with respect to the metric tensor Gε. Note that
we have 〈ξ,Kεη〉 =
∫
Ωε Gε(x)
−1ξη dx. The operator Gε defines the quadratic dissipation
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potential Ψε(u˙) = 12〈Gεu˙, u˙〉 whose Legendre transform is in turn given by Kε, i.e., we have
Ψ∗ε(ξ) = 12〈ξ,Kεξ〉, where ξ is the dual variable to u˙.
With this we can write the evolution of the system equivalently using the De Giorgi
principle
Eε(uε(0))− Eε(uε(t)) =
∫ t
0
[
Ψε(u˙ε) + Ψ∗ε(−DEε(uε))
]
ds. (4.8)
We study the behavior of the solutions uε when ε→ 0. In this case the boundary layer
Σε shrinks to Γ, and we show that the “limit” of the sequence uε|Σε describes the evolution
on Γ.
4.1.2 Transformation of the problem
In order to provide a notion of convergence of the solutions uε we transform the variable
domain Ωε to a fixed domain.
Due to the smoothness of the boundary Γ we can characterize a point x ∈ Σε for
sufficiently small ε in the following way: There exist unique y ∈ Γ and ϑ ∈ ]0, ε[ such that
x = y+ϑν(y) (see e.g. [Wł87, Chapter 2]). Hence, we introduce the change of coordinates
in Σε (see Figure 4.1)
xε(y, θ)
def= y + εθν(y), (y, θ) ∈ Γ×]0, 1[,(
yε(x), θε(x)
) def= (Pε(x), dε(x)/ε), x ∈ Ωε,
where Pε and dε denote the projection from Σε on Γ and the distance to Γ, respectively.
With this change of coordinates we define Σ def= Γ×]0, 1[ and for a function u : Σε → R
we set U = u ◦ xε : Σ → R. Since the boundary Γ is of class C2 we have that the outer
unit normal satisfies ν ∈ C1(Γ;Rd). Therefore, if u ∈ H1(Σε) we have U ∈ H1(Σ). More
precisely, u and U satisfy(
∇ΓU
∂θU
)
=
(
P(y)−εθ S(y)
ε ν(y)>
)
∇u, and ∇u =
(
Qε(x)
∣∣∣1
ε
ν(Pε(x))
)(∇ΓU
∂θU
)
,
where ∇ΓU ∈ T (Γ) denotes the tangential gradient of U on Γ, P(y) is the projection onto
the tangential space at y ∈ Γ, S = −Dν is the so-called shape operator (see e.g. [dCa76])
and Qε is such that Qε(P−εθS) = P.
The tangential gradient∇ΓU on Γ can be characterized in the following way (see [SaV97,
dCa76]): For U : Γ→ R we denote by U˜ a smooth extension of U to Rd, then ∇ΓU(y) =
P(y)[∇U˜ ]. It is easy to check that this definition is well-defined and independent of the
extension U˜ , moreover, we have that P = I−ν ⊗ ν. Similarly, the divergence on Γ for
vector fields X on Γ can be defined as
divΓX = divX˜ −∇(X˜ · ν)ν,
where X˜ denotes analogously a smooth extension of X. The Laplace-Beltrami operator
∆Γ on Γ is then simply given as ∆ΓU = divΓ(∇ΓU). For a vector field X ∈ L2(Γ; T (Γ))
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Figure 4.1: Transformation of the boundary layer.
such that divΓX ∈ L2(Γ) and U ∈ H1(Γ) we have Green’s formula
−
∫
Γ
∇ΓU ·X dΓ =
∫
Γ
UdivΓX dΓ.
We leave the bulk domain Ω untransformed. Thus, we introduce the spaces for the bulk
and surface component u : Ω→ R and U : Σ→ R as
V def=
{
(u, U) ∈ H1(Ω)×H1(Σ) : u|Γ = U |{θ=0}
}
, H def= L2(Ω)× L2(Σ).
Here, the measure on Σ is given by dµ = dΓ⊗dλ1, i.e., the product of the surface measure
on Γ and the one-dimensional Lebesgue measure on ]0, 1[. The space H1(Σ) is defined in
the usual way, i.e., the closure of C1(Σ) with respect to the norm ‖ · ‖H1(Σ), where
‖U‖2H1(Σ) =
∫
Σ
[
|U |2 + |∇ΓU |2 + |∂θU |2
]
dµ.
Now, substituting the above transformations in Eε we arrive at the transformed energy
functional Eε : V → R for u = (u, U) defined by
Eε(u) =
∫
Ω
[
Ab
2 |∇u|
2 +Wb(u)
]
dx
+
∫
Σ
[
Aε
2
(
∇ΓU · Bε(y, θ)∇ΓU + 1
ε2
|∂θU |2
)
+ 1
ε
Ws(U)
]
Jε(y, θ)dµ,
where Bε = Q>ε Qε and Jε describes the change of volume due to the transformation.
Additionally, the transformed dissipation potential Ψε : H → [0,∞[ reads
Ψε(u˙) =
∫
Ω
τb
2 |u˙|
2 dx+
∫
Σ
τε
2 |U˙ |
2Jε(y, θ)dµ.
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We denote by Gε : H → H∗ the associated operator, i.e., Ψε(u˙) = 12〈Gεu˙, u˙〉. The inverse
operator Kε = G−1ε : H∗ → H gives the dual dissipation potential Ψ∗ε, more precisely, for
a dual variable ξ = (ξ,Ξ) it reads
Ψ∗ε(ξ) =
∫
Ω
τ−1b
2 |ξ|
2 dx+
∫
Σ
τ−1ε
2Jε(y, θ)
|Ξ|2 dµ.
Note that although we have that Eε(u) = Eε(u) and Ψε(u˙) = Ψε(u˙) it holds that Ψ∗ε(ξ) 6=
Ψ∗ε(ξ). This is due to the fact that the Legendre transform Ψ
∗
ε is calculated in the space H
whose norm and scalar product are not inherited from Hε. For the same reasons we have
that DEε(u) 6= DEε(u). However, we have the identity Ψε(−DEε(u)) = Ψε(−DEε(u)). In
particular, the energy-dissipation equation (4.8) is equivalent to
Eε(uε(t)) +
∫ t
0
[
Ψε(u˙ε) + Ψ
∗
ε(−DEε(uε))
]
ds = Eε(uε(0)). (4.9)
The following lemma is concerned with the convergences of the geometrical quantities
Bε and Jε.
Lemma 4.1.2 Bε converges uniformly in Σ to I, with I denoting the identity in the tangent
bundle of Γ, and Jε/ε converges uniformly in Σ to 1.
The easiest way to see that the convergence is indeed as stated, is to switch to local
coordinates and calculate Bε and Jε explicitly in terms of the covariant and contravariant
basis vectors (see [Cia00, Section 1.2] for a related problem in the theory of elastic shells).
4.1.3 Convergence of the system
Our result is formulated abstractly in terms of Mosco convergence of Eε towards a limit
E0 and of Ψε towards Ψ0. For functionals Fn, defined on a Banach space Q, the definition
of Mosco convergence is as follows:
Fn M−→ F ⇔

(i) Liminf estimate for weakly converging sequences:
qn ⇀ q =⇒ F(qn) ≤ lim inf
n→∞ Fn(q),
(ii) Existence of strongly converging recovery sequences:
∀ q̂ ∈ Q ∃ (q̂n)n : q̂n → q̂ and F(q̂) ≥ lim sup
n→∞
Fn(q̂n).
Hence, Mosco convergence is nothing but Γ-convergence in the weak and in the strong
topology of the Banach space Q.
Since it is essential to choose the right topology for computing the Γ- or Mosco limits,
the first step in our convergence proof is to derive a priori estimates for the solutions
(uε, Uε). This is addressed in the following lemma.
Lemma 4.1.3 (A priori estimate) Let Eε(uε(0)) ≤ C <∞ and define ΩT = Ω× ]0, T [
and ΣT = Σ × ]0, T [. Then, there exist constants C1, C2, C3, C4 > 0, independent of ε,
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such that ∥∥u˙ε∥∥2L2(ΩT ) + ε1−α∥∥U˙ε∥∥2L2(ΣT ) ≤ C1,∥∥DuEε(uε)∥∥2L2(ΩT ) + 1ε1−α ∥∥DUEε(uε)∥∥2L2(ΣT ) ≤ C2,
(4.10a)
and ∥∥∇uε(t)∥∥2L2(Ω) + ∥∥uε(t)∥∥2L2(Ω) + ∥∥Uε(t)∥∥2L2(Σ) ≤ C3,
ε1−β
∥∥∇ΓUε(t)∥∥2L2(Σ) + 1ε1+β ∥∥∂θUε(t)∥∥2L2(Σ) ≤ C4,
(4.10b)
for all t ∈ [0, T ].
Proof: The estimates in (4.10) are a direct consequence of the energy balance (4.9). We
remind that the relaxation time and the diffusion coefficient are given by τε = τsε−α,
Aε = Asε−β. The energy functional satisfies the estimate
Eε(uε) ≥ C(‖∇uε‖2L2(Ω) + ‖uε‖2L2(Ω) + ‖Uε‖2L2(Ω)
+ ε1−β‖∇ΓUε‖2L2(Σ) + ε−(β+1)‖∂θUε‖2L2(Σ))− c,
where we have used the quadratic growth of the nonlinearities Wb and Ws as well as
Lemma 4.1.2. The dissipation potential satisfies
Ψε(u˙ε) ≥ C(‖u˙ε‖2L2(Ω)+ε1−α‖U˙ε‖2L2(Σ)),
Ψ∗ε(−Eε(uε)) ≥ C(‖DuEε(uε)‖2L2(Ω)+εα−1‖DUEε(uε)‖2L2(Σ)).
By assumption the lefthand-side in the energy balance (4.9) is bounded, thus we arrive at
(4.10). 
The estimates in Lemma 4.1.3 show that the critical scaling for the relaxation time
τε = ε−ατs is α=1. For α<1 we expect the time derivatives in Σ to blow up while the
thermodynamically conjugated driving forces tend to 0 in the limit. This means that we
have a much faster timescale in the boundary layer, such that in the limit the system is
always in equilibrium on the boundary. Conversely, α>1 amounts to a slower timescale in
the boundary layer with no evolution. In contrast to these degenerate cases α=1 results
in a nontrivial dynamic boundary condition as in [SpW10].
In addition, we find the characteristic values β ∈ {−1,+1} for the scalings of the
diffusion coefficient Aε = ε−βAs in the boundary layer. For β>1 all derivatives have to
vanish such that U is constant (in every connected component of Σ). However, it is not
fixed and may evolve in time, we refer to this as the fast diffusion case. Conversely, for
β<1 we expect the tangential derivatives to blow up in the boundary layer (no diffusion
case). For β=1 we expect genuine surface diffusion.
The crucial point is that in all of the cases above the derivative with respect to θ has
to vanish. Hence, in the limit the surface variable U is given only by its trace on Γ which
allows for the reduction to surface evolution, see Section 4.1.4 for the final discussion.
Lemma 4.1.3 shows that we can extract a (not relabeled) subsequence uε = (uε, Uε)
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such that for the bulk variable uε we have the convergence
uε
∗
⇀ u in L∞(0, T ; H1(Ω)),
u˙ε ⇀ u˙ in L2(ΩT ).
(4.11)
The second estimate in (4.10a) shows (by eventually extracting another subsequence) that
we have the convergence DEb(uε) ⇀ ξ in L2(ΩT ), where Eb(u) denotes the bulk energy
part. However, due to (4.11) we can argue that uε → u in Lq(ΩT ) with 1 ≤ q < ∞ for
d = 2 and 1 ≤ q < 2d/(d−2) for d ≥ 3. In particular, considering an almost everywhere
converging subsequence and using the growth condition (4.4) the Dominated Convergence
theorem yields ξ = DEb(u), hence
DEb(uε) ⇀ DEb(u) in L2(ΩT ). (4.12)
Moreover, we have the following convergences for Uε
Uε
∗
⇀ U in L∞(0, T ; L2(Ω)),
∂θUε → 0 in L∞(0, T ; L2(Σ)), (4.13)
where the last convergence is due to β > −1 and ε−(1+β)‖∂θUε(t)‖2L2(Σ) being bounded.
Depending on the regime for β we find a subsequence such that the tangential gradients
of Uε satisfy
∇ΓUε ∗⇀ ∇ΓU for β = 1
∇ΓUε → 0 for β > 1
}
in L∞(0, T ; L2(Σ)). (4.14)
Furthermore, we can assume that
for α = 1 : U˙ε ⇀ U˙ and DEs,ε(Uε) ⇀ Ξ, (4.15)
where we denoted by Es,ε the surface energy part such that Eε(u, U) = Eb(u) + Es,ε(U).
The limit Ξ ∈ L2(ΣT ) is to be determined. For the remaining cases α < 1 and α > 1 we
have
DEs,ε(Uε)→ 0 for α < 1
U˙ε → 0 for α > 1
}
in L2(ΣT ). (4.16)
Remark 4.1.4 Let us remark that for all values of α and β considered here we can always
find a (not relabeled) subsequence such that uε → u strongly in L2(0, T ;H). Indeed, this
follows from the fact that the traces uε|Γ = Uε|θ=0 converge strongly in L2(0, T ; L2(Γ)) and
∂θUε → 0 strongly in L2(ΣT ).
Obviously, the energy functionals Eε blow up if the derivative with respect to θ does not
vanish (for β > 1 the same holds for the tangential derivatives). Thus, we expect the limit
problems to be defined on the subspace of functions that are constant in normal direction
(and tangential direction for β > 1).
Let us consider the case β ≥ 1 first: We define the reduced spaces Vtang, Vconst and their
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closures in H via
Vtang def= {(u, U) ∈ V : ∂θU = 0 a.e. in Σ} , Htang def= VtangH,
Vconst def= {(u, U) ∈ V : U = const a.e. in Σ} , Hconst def= VconstH.
In the following theorem we prove the Mosco convergence of the energy functionals Eε in
V in the regime β ≥ 1.
Theorem 4.1.5 (Mosco convergence for β ≥ 1) For β = 1 the energy functionals Eε
converge in the sense of Mosco to the limit functional Etang : V → R∞ given by
Etang(u) =
{
Eb(u) +
∫
Σ
[As
2 |∇ΓU |2 +Ws(U)
]
dµ if u ∈ Vtang,
+∞ otherwise.
For β > 1 the Mosco limit of Eε, denoted Econst, is given by
Econst(u) =
{
Eb(u) +
∫
ΣWs(U)dµ if u ∈ Vconst,
+∞ otherwise.
Proof: Here, we only consider the case β = 1. The result for the other case follows
analogously.
Liminf estimate for weak convergence. For all sequences uε=(uε, Uε) ⇀ u=(u, U) in V
we have to show Etang(u) ≤ lim infε→0 Eε(uε). Assuming that lim infε→0 Eε(uε) <∞ due
to the weak lower semicontinuity of the norm on V we necessarily have that u ∈ Vtang.
The compact embedding V ⊂⊂ Lq(Ω)×Lq(Σ), where q ∈ [1,∞[ for d = 2 and q <
2d/(d−2) otherwise, yields the strong convergence (uε, Uε) → (u, U) in Lq(Ω)×Lq(Σ).
Thus, using the growth conditions for Wb and Ws we conclude that∫
Ω
Wb(uε)dx→
∫
Ω
Wb(u)dx and
∫
Σ
Ws(Uε)dµ→
∫
Σ
Ws(U)dµ.
As before, we denote the bulk and surface energy parts of Eε by Eb and Es,ε, such that
Eε(uε) = Eb(uε) + Es,ε(Uε). It holds that
Eε(uε) ≥ Eb(uε) +
∫
Σ
[
As
2 ∇ΓUε · Bε(y, θ)∇ΓUε +Ws(Uε)
] Jε(y, θ)
ε
dµ.
Hence, by the uniform convergence of Bε and Jε/ε we obtain the lim inf estimate.
Limsup estimate for strongly converging recovery sequences. The construction of re-
covery sequences ûε such that ûε → u and Eε(ûε) → Etang(u) is straightforward: For
u /∈ Vtang the result is trivial since Etang(u) = ∞ and we may take ûε = u and argue as
in the first step.
For u ∈ Vtang we can choose the constant sequence ûε = u since the derivative with
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respect to θ does not appear in Eε, and we can conclude
Eε(u) = Eb(u) +
∫
Σ
[
As
2 ∇ΓU · Bε(y, θ)∇ΓU +Ws(U)
] Jε(y, θ)
ε
dµ→ Etang(u),
where we used Lemma 4.1.2 again. 
The remaining case β ∈ ]−1, 1[ is more complicated since we lose the uniform coercivity
of the energy functionals on V. Hence, we have to work in the coarser topology of the
bigger space W defined by
W def=
{
(u, U) ∈ H1(Ω)×L2(Σ) : ∂θU ∈ L2(Σ), u|Γ=U |{θ=0}
}
.
Let us point out here that the existence of the derivative with respect to θ in L2(Σ) suffices
for the well-definedness of the trace on Γ since for arbitrary U ∈ C∞(Σ) it holds that
‖U |{θ=0}‖L2(Γ) ≤ C
(‖U‖L2(Σ) + ‖∂θU‖L2(Σ)).
As before we introduce a reduced space of functions which are constant in normal
direction
Wnodiff def= {(u, U) ∈ W : ∂θU = 0 a.e. in Σ} .
Since the convergence of the surface variable Uε is in general only weak in L2(Σ) and the
nonlinearityWs is allowed to be nonconvex we have to replaceWs in the limit by its convex
envelope, denoted W ∗∗s in the following (see e.g. [Bra02, Dal93]).
Theorem 4.1.6 (Γ-convergence for −1 < β < 1 ) The functionals Eε Γ-converge on
W to the limit functional Enodiff :W → R∞ given by
Enodiff(u) =
{
Eb(u) +
∫
ΣW
∗∗
s (U)dµ if u ∈ Wnodiff ,
+∞ otherwise.
Proof: Liminf estimate for weak convergence. Let uε=(uε, Uε) ⇀ u=(u, U) in W. By
arguing as in Theorem 4.1.5 we can assume that u ∈ Wnodiff and sup0<ε<ε0 Eε(uε) < ∞.
We have the estimate
Eε(uε) ≥ Eb(uε) +
∫
Σ
W ∗∗s (Uε)
Jε(y, θ)
ε
dµ.
Applying lim infε→0 to both sides of the estimate and using the uniform convergence of
Jε/ε and the weak lower semicontinuity of U 7→
∫
ΣW
∗∗(U)dµ on L2(Σ) we conclude that
lim infε→0 Eε(uε) ≥ Enodiff(u).
Limsup estimate for recovery sequences. Let u ∈ Wnodiff be such that Enodiff(u) < ∞.
By the density of Vtang in Wnodiff we can find a sequence (ûε)ε>0 ⊂ Vtang such that
ûε → u (strongly) in W and εσ‖∇ΓÛε‖2L2(Σ) → 0, where σ = 1−β ∈]0, 2[. Since ûε =
(ûε, Ûε) converges strongly in W we can extract a (not relabeled) sequence such that
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Ûε(y, θ)→ U(y, θ) a.e. in Σ. Using Fatou’s lemma we obtain
lim sup
ε→0
Eε(ûε) ≤ lim sup
ε→0
{
Eb(ûε) +
∫
Σ
[
Cεσ|∇ΓÛε|2 +Ws(Uε)
] Jε(y, θ)
ε
dµ
}
≤ Eb(u) +
∫
Σ
Ws(U)dµ.
The left-hand side, also known as Γ-limes superior (or upper Γ-limit), is weakly lower
semicontinuous on W (see [Dal93, Bra02]). Hence, by taking the lower semicontinuous
envelope on both sides we arrive at lim supε→0 Eε(uε) ≤ Enodiff(u). 
Let us emphasize here that for Ws satisfying the growth condition (4.4) the directional
derivative 〈DEnodiff(u),w〉 is in general not well-defined for u,w ∈ Wnodiff since we do
not have the embedding Wnodiff ⊂ Lq(Ω) × Lq(Σ) for 1 ≤ q < ∞ for d = 2 and 1 ≤ q <
2d/(d−2) for d ≥ 3. Thus, we restrict ourselves to the case of a quadratic potential, such
that Ws(U) = ωs2 |U |2 with ωs > 0. In this much simpler case the (strongly converging)
recovery sequences are given by ûε in the proof of Theorem 4.1.6. Hence, Eε Mosco
converges to Enodiff in W.
The limits for the dissipation potential Ψε and the dual dissipation potentials Ψ
∗
ε for
the cases α=1, α>1 and α<1 are easily computed. Note that for the last two cases the
uniform coercivity of Ψ∗ε and Ψε on H∗ and H, respectively, is lost.
For the nondegenerate case α=1 we have the convergence
Ψε M−→ Ψdyn with Ψdyn(u˙) =
∫
Ω
τb
2 |u˙|
2 dx+
∫
Σ
τs
2 |U˙ |
2 dµ
while for the other two cases (the slow and the fast evolution cases, see discussion in
Section 4.1.3) it holds
α > 1 : Ψε(u˙)→ Ψslow(u˙) with Ψslow(u˙, U˙) =
{ ∫
Ω
τb
2 |u˙|2 dx if U˙=0,
∞ else,
α < 1 : Ψε(u˙)→ Ψfast(u˙) with Ψfast(u˙, U˙) =
∫
Ω
τb
2 |u˙|2 dx.
The Legendre transforms are easily computed as
Ψ∗slow(ξ,Ξ) =
∫
Ω
τ−1b
2 |ξ|2 dx and Ψ
∗
fast(ξ,Ξ) =
{ ∫
Ω
τ−1b
2 |ξ|2 dx if Ξ = 0,
∞ else.
We see that the limits for Ψε correspond to the observations made in Section 4.1.3. For
α>1 we obtain the static condition U˙ = 0, i.e., fixed (boundary) evolution. While for α<1
the condition Ξ = 0 for the thermodynamically conjugated driving force means that the
(boundary-)system is in equilibrium.
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Passing to the limit in the energy balance
In this subsection we focus on the energy-dissipation formulation (4.9) and show that the
limit u = (u, U) in (4.11)–(4.15) is a solution of the limit system (E0,Ψ0) with E0 =
Etang, Econst, Enodiff and Ψ0 = Ψslow,Ψdyn. In particular, we do not treat the case Ψ0 =
Ψfast since in this limit case the chain rule is not available. Hence, the abstract framework
discussed in Chapter 2 does not apply in this case, and we are not able to characterize
the limit u as a solution of a corresponding force balance formulation. However, we show
in the following subsection that for λ-convex energies the (EVIλ)-formulation can be used
instead.
In particular, we show in this subsection that
lim inf
ε→0
{
Eε(uε(t)) +
∫ t
0
[
Ψε(u˙ε) + Ψ
∗
ε(−DEε(uε))
]
ds
}
≥ E0(u(t)) +
∫ t
0
[
Ψ0(u˙) + Ψ
∗
0(−DE0(u))
]
ds.
Here, and in the following, to cover all limit cases we use the the notation V0 = Vtang,Vconst
and Wnodiff when we refer to the domains of the corresponding limit energy functionals
E0 = Etang, etc.
Remark 4.1.7 In order to pass to the limit we use the pointwise (in time) weak conver-
gence of the solutions in the space V (resp. W), i.e., uε(t) ⇀ u(t) in V (resp. W).
Indeed, let Vweak denote the space V endowed with the weak topology. Then, from the
continuous embedding L∞(0, T ;V) ∩ H1(0, T ;H) ⊂ C([0, T ];Vweak) (see e.g. [Rou05, Sect.
8.3]) we obtain uε(t) ⇀ u(t) in V (the same holds for V replaced by W). This can be seen
by means of a simple contradiction argument.
Following the ideas in [SaS04] we define for uε the energy excess D : [0, T ]→ [0,∞] by
Dε(t) = Eε(uε(t))− E0(u(t)), D(t) = lim sup
ε→0
Dε(t) ≥ 0.
We call uε well-prepared initially if D(0) = 0. Notably, this can be translated into asking
that Eε(uε(0))→ E0(u(0)), i.e., the initial energies converge.
The additional conditions for the convergence of the gradient flow given in [SaS04] can
be directly translated in our case to
1. (Lower Bound) There exists f ∈ L1(0, T ) such that for every t ∈ [0, T ]
lim inf
ε→0
∫ t
0
Ψε(u˙ε)ds ≥
∫ t
0
[
Ψ0(u˙)− f(s)D(s)
]
ds. (4.17)
2. (Construction) There exists a locally bounded function g on [0, T ] such that for any
t0 ∈ ]0, T [ and any smooth curve û : ]t0−ρ, t0+ρ[→ V0 satisfying û(t0)=u(t0) there
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exists a ûε : ]t0−ρ, t0+ρ[→ V such that ûε(t0)=uε(t0) and
lim sup
ε→0
Ψε
( ˙̂uε(t0)) ≤ Ψ0( ˙̂u(t0))+ g(t0)D(t0), (4.18a)
lim inf
ε→0 −
d
dtEε(ûε)|t=t0 ≥ −
d
dtE0(û)|t=t0 − g(t0)D(t0). (4.18b)
The energy excess D should be interpreted as a small perturbation. It is shown in [SaS04]
that D ≡ 0 holds using Gronwall’s lemma. However, in the present case we can simply
take f = g = 0.
While the first condition in (4.17) asks for a liminf estimate for the (integrated) dissi-
pation potential Ψε, the second condition in (4.18) can be interpreted as a liminf estimate
for the dual dissipation potential along the derivative of the energy functionals. Indeed,
summing up (4.18a) and (4.18b) we arrive at
lim inf
ε→0 Ψ
∗
ε(−DEε(uε)) ≥ lim inf
ε→0
[
−〈DEε(uε), ˙̂uε〉−Ψε( ˙̂uε)]
≥ −〈DE0(u), ˙̂u〉−Ψ0( ˙̂u).
Taking the supremum with respect to ˙̂u yields the dissipation potential Ψ∗dyn(−DE0(u))
in the right-hand side.
Let us point out that the limit system considered in [SaS04] is finite dimensional. There-
fore, we have to adapt the results for our purpose. In particular, we have to show that
the Gâteaux derivative of the limit energy functional is well-defined in H.
The main result for E0 = Etang, Econst and Enodiff and Ψ0 = Ψdyn reads as follows:
Theorem 4.1.8 (Convergence for β > −1 and α=1) Let uε be a family of solutions
of (4.9) converging as in (4.11)–(4.15) to a limit u. If D(0) = 0, then u is the solution of
the gradient flow for E0 and Ψdyn, i.e.,
E0(u(t)) +
∫ t
0
[
Ψdyn(u˙) + Ψ
∗
dyn
(−DE0(u))]ds ≤ E0(u(0)). (4.19)
Proof: First, we note that the weak convergence DEε(uε) ⇀ ξ = (DEb(u),Ξ) in
L2(0, T ;H∗) (see (4.12) and (4.15)) implies DE0(u) ∈ L2(0, T ;H∗0), where H0 = V0H.
Indeed, for an arbitrary v̂ ∈ L2(0, T ;V0 ∩ V) we get the convergence∫ T
0
〈DEε(uε), v̂〉dt→
∫ T
0
〈DE0(u), v̂〉dt =
∫ T
0
〈ξ, v̂〉dt.
Here, we used the continuity properties of the associated Nemytskii operators u 7→W ′b(u)
and U 7→W ′s(U), respectively (see e.g. [Rou05, Sect. 8.6]).
Moreover, we see that an arbitrary v̂ ∈ L2(0, T ;V0 ∩ V) satisfies the conditions (4.18a)
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and (4.18b): We easily check that
∫ t
0 Ψε(v̂)ds→
∫ t
0 Ψdyn(v̂)ds holds and conclude that
lim inf
ε→0
∫ t
0
Ψ∗ε(−DEε(uε))ds ≥ lim inf
ε→0
∫ t
0
[
−〈DEε(uε), v̂〉−Ψε(v̂)] ds
=
∫ t
0
[
−〈DE0(u), v̂〉−Ψdyn(v̂)] ds.
Taking the supremum over all v̂ ∈ L2(0, T ;H0) we arrive at the liminf estimate for the
dual dissipation potential.
The Mosco convergence of the energy functionals and Remark 4.1.7 lead together with
the liminf estimate for Ψε to the lower energy estimate
E0(u(t)) +
∫ t
0
[
Ψdyn(u˙) + Ψ
∗
dyn(−DE0(u))
]
ds ≤ E0(u(0)),
which is actually an equality due to the chain rule for t 7→ E0(u(t)) and the characterization
of the Legendre transform. 
The derivation of the corresponding energy balance for Ψ0 = Ψslow is remarkably easier
and follows by the same arguments as in the proof of Theorem 4.1.8 with v̂ = 0.
Theorem 4.1.9 (Convergence for β>−1 and α > 1) Let uε be a family of solutions
of (4.9) converging as in (4.11)–(4.15) to a limit u. If D(0) = 0 then u is the solution of
the gradient flow for E0 and Ψslow, i.e.,
Eb(u(t)) +
∫ t
0
[
Ψb(u˙) + Ψ
∗
b
(−DEb(u))]ds = Eb(u(0)),
where Eb and Ψb denote the bulk part of the limit energy and dissipation potential, such
that E0(u) = Eb(u) + Es,0(U) and Ψslow(u˙) = Ψb(u˙).
Passing to the limit in the evolutionary variational inequality
In order to treat the degenerate case α < 1 we assume additionally that the potentials
Wb/s are λ-convex on R, i.e., u 7→ Wb/s(u) − λ2 |u|2 is convex. This means in particular,
that W = Wb/s satisfies the convexity estimate
∀u, u˜ ∈ R : W (u˜) ≥W (u) +W ′(u)·(u˜−u) + λ2 |u˜−u|
2.
Note that λ does not have to be positive and thereforeWb andWs are in general nonconvex,
e.g. the double well potential u 7→ 14(1−u2)2 is λ-convex with λ = −1. Moreover, every
W ∈ C1,1(R) is λ-convex with λ = −Lip(W ′).
As a consequence, the energy functionals Eε satisfy for all u˜ = (u˜, U˜),u = (u, U) ∈ V
the estimate
Eε(u˜) ≥ Eε(u) + 〈DEε(u), u˜−u〉+ λ2
{‖u−u˜‖2L2(Ω) + ∫Σ |U−U˜ |2 Jεε dµ}. (4.20)
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In view of Chapter 3 we introduce the distance dε : H × H → [0,∞[ induced by the
metric tensor Gε = DΨε : H → H∗ as
dε(u˜,u)2 = 〈Gε(u˜−u), u˜−u〉 = τb‖u−u˜‖2L2(Ω) +
∫
Σ
τsε
−α∣∣U−U˜ ∣∣2Jεdµ.
Hence, by defining λε
def= min{ λτb , λε
α−1
τs
} we obtain from (4.20) that Eε is geodesically
λε-convex with respect to dε. However, in the case α < 1 we have εα−1 → ∞. Hence, if
λ < 0 we unfortunately have λε → −∞ for ε→ 0. To circumvent this problem we directly
use the gradient flow equation Gεu˙ε = −DEε(uε) in (4.20) to obtain the evolutionary
variational inequality
∀ t ∈ [0, T ], u˜ ∈ V : 〈Gεu˙ε(t),uε(t)−u˜〉+ Λε(u(t)−u˜) + Eε(uε(t)) ≤ E(u˜), (4.21)
where Λ(v) = λ‖v‖2L2(Ω) + λ
∫
Σ |V |2 Jεε dµ.
Let us remark here that this can be seen as using the separate geodesic λ-convexity of
the bulk and surface energy Eb and Es,ε with respect to the norm on L2(Ω) and L2(Σ),
respectively.
Lemma 4.1.3 shows that in the regime α < 1 we do not have estimates for the time
derivative u˙ε and therefore are not able to make statements about the pointwise in time
convergence of uε. Therefore, we integrate (4.21) with respect to t ∈ [0, T ]. Though,
the integrated inequality is in general difficult to treat since the Γ-convergence of the
time-integrated functionals u 7→ ∫ T0 Eε(u(t)) dt is (in general) not trivial. We refer to
[Ste08a, Sal84] for the following result.
Proposition 4.1.10 Let Fε denote a sequence of weakly lower semicontinuous functionals
on a reflexive and separable Banach space X satisfying the liminf estimate for the weak
convergence in X . Moreover, let wε ⇀ w (weakly-* if p =∞) in Lp(0, T ;X ), then∫ T
0
F0(w(t))dt ≤ lim inf
ε→0
∫ T
0
Fε(wε(t))dt.
The main result for the case Ψ0 = Ψfast reads as follows.
Theorem 4.1.11 (Convergence for β>−1 and α<1 ) Let uε be a family of solutions
of the evolutionary variational inequality (4.21) converging as in (4.11)–(4.15) to the limit
u. Then, u is the solution of the following evolutionary variational inequality for E0 and
Ψfast ∫ T
0
[
τb〈u˙, u−u˜〉+ E0(u) + Λ0(u−u˜)
]
dt ≤
∫ T
0
E0(u˜)dt (4.22)
for all u˜ ∈ L2(0, T ;V0), where Λ0(u) =
∫
Ω
λb
2 |u|2 dx+
∫
Σ
λs
2 |U |2 dµ.
Proof: For each of the different limit cases of the energy functionals Eε let us choose a
u˜=(u˜, U˜) ∈ L2(0, T ;V) such that u˜(t) ∈ dom(E0). Arguing as in the proof of Theorems
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4.1.5 and 4.1.6 and using Proposition 4.1.10 we obtain
lim inf
ε→0
{∫ T
0
[Eε(uε(t))− Eε(u˜(t))]dt
}
≥
∫ T
0
[E0(u(t))− E0(u˜(t))]dt.
Moreover, from the estimates in Lemma 4.1.3 we infer that u˙ε ⇀ u˙ in L2(ΩT ) and
ε1−αU˙ε → 0 in L2(ΣT ). Hence, we have that
lim
ε→0
∫ T
0
〈Gεu˙ε,uε−u˜〉dt = lim
ε→0
∫ T
0
τb〈u˙ε, uε−u˜〉+ τsε1−α
〈
U˙ε, (Uε−U˜)Jε
ε
〉
dt
=
∫ T
0
τb〈u˙, u−u˜〉dt.
Thus, using also that limε→0
∫ T
0 Λε(uε−u˜)dt =
∫ T
0 Λ0(u−u˜)dt we finally obtain (4.22). 
4.1.4 Discussion of the limit models
In this section we show that the limit models obtained in Section 4.1.3 can be reduced
to a real bulk–surface evolutionary system in Ω. The main observation is that for a pair
(u, U) in Vtang,Vconst or Wnodiff we can characterize U by a function defined only on the
boundary Γ = ∂Ω. More precisely, these spaces are isomorph to the spaces Vtang, Vconst
and Wnodiff given by
Vtang
def=
{
(u, U) ∈ H1(Ω)×H1(Γ) : u|Γ = U
}
,
Vconst
def=
{
(u, U) ∈ H1(Ω)×RNΓ : u|Γi = U i, i = 1, . . . , NΓ
}
,
Wnodiff
def=
{
(u, U) ∈ H1(Ω)×L2(Γ) : u|Γ = U
}
where NΓ ∈ N is the number of connected components Γi ⊂ Γ. We denote by Htang, Hconst
and Hnodiff the closures of the spaces above with respect to the L2-norm, such that
Htang = Hnodiff = L2(Ω)× L2(Γ) and Hconst = L2(Ω)× RNΓ .
With these characterizations the energy functionals Etang and Enodiff can be reduced by
integration over the variable θ ∈]0, 1[ while for Econst we integrate over y as well. The
reduced energy functionals, denoted Etang, Econst and Enodiff are then given by
Etang(u, U) def= Eb(u) +
∫
Γ
[
As
2 |∇ΓU |
2 +Ws(U)
]
dΓ,
Econst(u, U) def= Eb(u) + |Γ|
NΓ∑
i=1
Ws(U i),
Enodiff(u, U) def= Eb(u) + ωs2 ‖U‖
2
L2(Γ),
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t = 10 t = 40 t = 80
t = 10 t = 40 t = 80
Figure 4.2: Detail of two solutions of equation (4.23) near the boundary with dynamic
boundary condition (4.24) (top) and Neumann boundary condition (bottom)
for subsequent times.
where in each case Eb(u) =
∫
Ω[
Ab
2 |∇u|2 + Wb(u)] dx denotes the bulk energy. Starting
with the case α = 1 we see that the limit energy balance in (4.19) can be written in terms
of E0 ∈ {Etang, Econst, Enodiff} and the dissipation potential Ψdyn. Here, in slight abuse of
notation, Ψdyn is for each of the energy functionals Etang, Econst and Enodiff defined on the
spaces Htang, Hconst and Hnodiff and obtained as before via integration with respect to the
variable θ or (y, θ), respectively. Thus, the reduced energy balance reads
E0(u(t), U(t)) +
∫ t
0
[
Ψdyn(u˙, U˙) + Ψ∗dyn(−DE0(u, U))
]
ds = E0(u(0), U(0)).
To highlight the structure of the limit systems we now write down the corresponding force
balance equation written in terms of the reduced energy and dissipation functional. It
consists of two equations for the bulk and the surface variable u and U = u|Γ, respectively.
Using the chain rule and the Fenchel equivalences we obtain(
τbu˙+ DuE0(u, U)
τsU˙ + DUE0(u, U)
)
= 0.
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For each of the energy functionals the first equation is formally equivalent to the well-
known Allen–Cahn equation in [0, T ]× Ω
τbu˙−Ab∆u+W ′b(u) = 0. (4.23)
This equation is coupled to the boundary evolution of u|Γ = U , which for the energy
functional Etang (limit case for β = 1) is described by
τsU˙ −As∆ΓU +Ab ∂u∂ν +W ′s(U) = 0. (4.24)
Hence, we obtain the surface Allen-Cahn equation with a contribution given by the conor-
mal derivative of the bulk variable u. The system (4.23) & (4.24) was studied in [SpW10]
regarding existence and uniqueness of global solutions, as well as asymptotic behavior and
the existence of a global attractor.
In the limit case for β > 1 the limit energy functional is given by Econst, and we obtain a
simpler boundary condition, which consists of a system of ordinary differential equations
for each of the connected components Γi of the boundary Γ, namely
τsU˙
i +Ab
[
∂u
∂ν
]
i
+W ′s(U i) = 0, (4.25)
where [g]i
def= 1|Γi|
∫
Γi gdΓ denotes the mean value of g : Γi → R over Γi ⊂ Γ.
Finally, for E0 = Enodiff (−1 < β < 1) the boundary condition reads
τsU˙ +Ab ∂u∂ν + ωsU = 0. (4.26)
This boundary condition can be found as a special case in [Pet04].
In the case α > 1 (Ψ0 = Ψslow) we obtain the bulk Allen-Cahn equation (4.23) with
Dirichlet boundary condition, i.e., U˙ = 0. Which means that the boundary values are
fixed by the initial conditions. Since we assumed in the convergence analysis that the
initial energies converge, the initial values (u(0), U(0)) have to lie in the spaces Vtang,
Vconst and Vnodiff for β = 1, β > 1 and −1 < β < 1, respectively. In particular, in the
first case we have u|Γ = u|Γ(0) ∈ H1(Γ), while in the second case the boundary values are
constant (on each connected component of the boundary) and in the last case we have
u|Γ = u(0)|Γ ∈ H 12 (Γ).
At last, we discuss the fast evolution case α < 1 (Ψ0 = Ψfast). Choosing u˜ = u−hw,
h > 0 in the limit evolutionary variational inequality (4.22) and letting h → 0 we obtain
the system (
τbu˙+ DuE0(u, U)
DUE0(u, U)
)
= 0.
Hence, for β = 1 the limit energy functional is given by Etang, and we deduce that the
bulk equation (4.23) is in this case coupled to the nonlinear elliptic surface equation
−As∆ΓU +Ab ∂u∂ν +W ′s(U) = 0. (4.27)
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While for E0 = Econst (β > 1) we have the following nonlinear equation for each connected
component of the boundary Γ
Ab
[
∂u
∂ν
]
i
+W ′s(U i) = 0. (4.28)
In the last case −1 < β < 1 and therefore E0 = Enodiff we obtain the usual Robin boundary
condition
Ab
∂u
∂ν + ωsU = 0. (4.29)
Numerical simulation
Figure 4.2 shows details of numerical simulations of equation (4.23) in a (polygonal ap-
proximation of a) circular domain using continuous piecewise affine finite elements in the
bulk and on the surface (see e.g. [ElS10]). In particular, the behavior of two solutions
of (4.23) near the boundary Γ is depicted for subsequent times in case of the dynamical
boundary condition (4.24) and the Neumann boundary ∂u∂ν = 0. Here, both solutions are
starting from the same initial condition. The potential in the bulk is given by the double-
well potential Wb(u) = kb4 (1−u2)2 with kb > 0 while for the dynamic boundary condition
we additionally have the quadratic potential Ws(U) = ks2 (1−U)2 on Γ with ks > 0. The
dynamic boundary condition models a strong interaction between the wall and the mix-
ture components described by the order parameter u (resp. U). In particular, due to the
potential Ws and the surface diffusion we have an accumulation of the phase U = 1 at the
boundary Γ , which can be clearly seen in the pictures.
4.2 An interface condition for the scalar diffusion equation
In this section we derive an interface condition for a scalar diffusion system from a bulk ap-
proximation. In particular, we consider the scalar diffusion equation in the one-dimensional
domain Ω =
]
−12 , 12
[
given by
u˙ε = (aε(x)u′ε)′ in Ω, u′ε = 0 in
{
−12 ,+12
}
, (4.30)
where “ ˙ ” denotes as usual differentiation with respect to time and “ ′ ” with respect to
the spatial variable. Moreover, the x-dependent diffusion constant aε is given by the step
function
aε(x) =
{
ρ for ε2 ≤ |x| ≤ 12 ,
εk for |x| < ε2 ,
with ρ and k denoting positive constants and ε > 0 being a sufficiently small parameter.
Let us remark here that the related stationary problem was discussed in [Att84, Sect.
1.3.5]. In particular, there the Γ-convergence of the Dirichlet energies associated with aε
was studied in the weak topology of L2(Ω).
It was shown in Chapter 2 that the equation in (4.30) is the gradient flow of the energy
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functional E and the Wasserstein-type Onsager operator Kε given respectively by
E(u) =
∫
Ω
u log udx, Kε(u)ξ = −
(
aε(x)u ξ′
)′
. (4.31)
The crucial point in the discussion of this section is that we derive the limit interface
system from (4.30) using only the gradient structure given by E and Kε. This has a number
of reasons: The first is that the Wasserstein formulation of diffusion equations is a natural
and physically meaningful structure for this problem. In particular, the strong connection
between Wasserstein gradient flows and stochastic particle systems within the theory of
large deviations was shown by Peletier et al. in [AD∗11, PeR11].
The second reason is that the Wasserstein gradient flow structure is known to arise in
an impressively wide range of models and systems, and therefore any method that uses
only the properties of this structure has the potential of application to a wide range of
problems. Consequently, our approach here is to limit our use of information to those
properties that follow directly from the gradient flow structure.
As a third reason, this discussion fits into a general endeavor to use gradient flow
structures to pass to the limit in evolution systems using variational methods such as
Γ-convergence.
We define the dissipation functional Jε via
Jε(u, u˙) = 12
∫
Ω
[ 1
aε(x)u
|w|2 + aε(x)
u
|u′|2
]
dx,
where w(t, x) =
∫ x
−1/2 u˙(t, η) dη denotes the primitive of u˙. In particular, defining the
function ξ via ξ′ = w/(aεu) we obtain Kε(u)ξ = u˙. Hence, Jε is nothing but the sum
of the dissipation and dual dissipation potentials Ψε(u, u˙) and Ψ∗ε(u;−DE(u)), where for
Gε = K−1ε we have Ψ∗ε(u; ξ) = 12〈ξ,Kε(u)ξ〉 and Ψ∗ε(u; ξ) = 12〈Gε(u)u˙, u˙〉, respectively.
With this a solution uε of (4.30) solves the equivalent formulation (see [AGS05, Lis09])
∀ t ∈ [0, T ] : E(uε(t)) +
∫ t
0
Jε(uε(s), u˙ε(s))ds = E(uε(0)). (4.32)
For each ε > 0 there exists a nonnegative solution of uε and it is easy to see that the
quantity Q(uε) =
∫
Ω uε dx is conserved along the solution uε. Let us fix M > 0 and
assume that for all ε we have Qε(uε(0)) = M .
We show in the following that uε converges (up to subsequences) to a limit u which
satisfies the bulk equation
u˙ = ρu′′ in
]−12 , 0[ ∪ ]0, 12[, (4.33a)
coupled by the interface condition
ρu′− = k(u+−u−) = ρu′+ in {0}, (4.33b)
where the indices + and − denote the limits from the right and from the left, respectively.
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As was shown in [GlM13] (see also [Mie13]) we can write this limit system as the gradient
system
E(u) =
∫
Ω
u log udx, and
Ψ∗0(u, ξ) =
1
2
∫
Ω\{0}
ρu|ξ′|2 dx+ k2Λ(u+, u−)(ξ+ − ξ−)
2,
(4.34)
where as usual Λ(a, b) = (a−b)/(log a− log b) denotes the logarithmic mean of a and b.
In the theory of semiconductor devices interface conditions like (4.33b) are known as
thermionic emission and model the transport of electrons or holes over a heterointerface,
see [Sch94, SzN07]. Notably, nonstandard interface and transmission conditions in semi-
conductor heterostructures and biological systems are of great importance (see [Gli12]
and [ElS10]). Especially in organic photovoltaics interfaces are the fundamental building
block, see [PoA06, Section 8].
4.2.1 Transformation of the domain
The first step in the convergence proof of the system (4.32) is a rescaling of the domain
Ω which stretches the region around x = 0. This converts the functions uε, which have
steep gradients around x = 0 into functions Uε that will have a more regular behavior.
However, let us remark here that for the derivation of interface conditions in higher
dimensions, i.e., Ω ⊂ Rd with d ≥ 2, and non-trivial geometry of the interface a direct
argument without the detour of rescaling is preferable. Otherwise one has to resort to
the quite technical approach of flattening the interface using a partition of unity and local
coordinates.
We introduce the piecewise affine transformation x 7→ yε(x) ∈ ]−1,+1[
yε(x) =
{
x
ε for |x| ≤ ε2 ,
x±cε
1−ε for
ε
2 < |x| < 12 ,
where cε = (1−2ε)/2. This stretches the shrinking interval ]− ε2 , ε2 [ to the fixed interval
]−12 , 12 [. Now, with a function u : Ω→ R we associate a function U defined on Σ
def= ]−1,+1[
via u(x) = U(yε(x)) such that
u′(x) =
{ 1
ε U
′(yε(x)) for |x| ≤ ε2 ,
1
1−ε U
′(yε(x)) for ε2 < |x| < 12 .
We can easily transport the functionals E and Jε to the new setting by defining
Eε(U) =
∫
Σ
γε(y)U logU dy, and
J ε(U, U˙) = 12
∫
Σ
[ 1
αε(y)U
|W |2 + αε(y)
U
|U ′|2
]
dy,
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where W (t, y) =
∫ y
−1 γε(η)U˙(t, η)dη and the step functions αε and γε are defined as
(
αε(y), γε(y)
)
=
{
(k, ε) for |y| ≤ 12 ,
( ρ1−ε , 1−ε) for 12 < |y| < 1.
Hence, letting Uε denote the rescaled function associated with the solution uε we find that
Uε satisfies the corresponding formulation
Eε(Uε(t)) +
∫ t
0
J ε
(
Uε(s), U˙ε(s)
)
ds = Eε(Uε(0)). (4.35)
Moreover, Qε(Uε) =
∫
Σ γε(y)Uε(y)dy = Q(uε) is conserved, i.e.
Qε(Uε) = M such that ddtQε(Uε) = Qε(U˙ε) = 0. (4.36)
Note that we can safely assume that uε is uniformly bounded in L∞(ΩT ), where ΩT =
Ω× [0, T ], and thus we also have that
Uε is uniformly bounded in L∞(ΣT ). (4.37)
4.2.2 Passing to the limit
Let us first start by deriving compactness properties of the sequence Uε. In particular,
let us additionally make the reasonable assumption that the initial energies Eε(Uε(0)) are
bounded. Then, by (4.35), we have the boundedness of
∫ T
0 J ε(Uε, U˙ε) dt which in turn
implies that there exists a constant C > 0 such that∫ T
0
∫
Σ
|Wε|2
Uε
dydt < C, and
∫ T
0
∫
Σ
|U ′ε|2
Uε
dydt < C,
where Wε(t, y)
def= Iε[U˙ε](t, y). Since the sequence Uε also happens to be bounded in
L∞(ΣT ) the bounds above imply weak compactness ofWε and U ′ε in L2(ΣT ). In particular,
we can extract a (not relabeled) subsequence such that
Uε
∗
⇀ U in L∞(ΣT ), U ′ε ⇀ U ′ and Wε ⇀W in L2(ΣT ). (4.38)
Here, the limit W has to be determined. We will show below that W corresponds to the
distributional time derivative of U .
The following lemma establishes a lower estimate for the dissipation functional J ε.
Lemma 4.2.1 For W,U in (4.38) and for all t ∈ [0, T ] it holds that
lim inf
ε→0
∫ t
0
J ε(Uε, U˙ε)ds ≥
∫ t
0
∫
Σ
[ 1
α(y)U |W |
2 + α(y)
U
|U ′|2
]
dyds, (4.39)
where α(y) = ρ for 12 ≤ |y| ≤ 1 and α(y) = k for |y| < 12 .
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Proof: For arbitrary A ∈ L1(ΣT ), B ∈ L2(ΣT ) satisfying A + B2/2 ≤ 0 almost
everywhere in ΣT we have
lim inf
ε→0
1
2
∫ t
0
∫
Σ
|Wε|2
αεUε
dyds ≥ lim inf
ε→0
∫ t
0
∫
Σ
Uε
αε
[
A+ B
2
2 +
1
2
(
Wε
Uε
)2]
dyds
≥ lim inf
ε→0
∫ t
0
∫
Σ
AUε +BWε
αε
dyds =
∫ t
0
∫
Σ
AU +BW
α
dyds.
Now, choosing sequences An, Bn that approximate −|W/U |2/2 and W/U , respectively,
and using Fatou’s Lemma we arrive at
lim inf
ε→0
1
2
∫ t
0
∫
Σ
|Wε|2
αεUε
ds ≥ 12
∫ t
0
∫
Σ
|W |2
αU
ds.
Arguing analogously for |U ′ε|2/Uε we finally obtain the lower estimate in (4.39). 
We define the limit energy E0 via
E0(U) =
∫ −1/2
−1
U logU dy +
∫ 1
1/2
U logU dy.
In the following lemma we prove that E0 is a lower limit for Eε.
Lemma 4.2.2 For U as in (4.38) the liminf estimate
lim inf
ε→0 Eε(Uε(t)) ≥ E0(U(t)) (4.40)
holds for all t ∈ [0, T ].
Proof: First of all let us note that due to γεU˙ε = W ′ε we have for all 0 ≤ t0 < t1 ≤ T and
Φ ∈ C1(Σ) ∫
Σ
γεUε(t1)Φdy −
∫
Σ
γεUε(t0)Φdy = −
∫ t1
t0
∫
Σ
WεΦ′dydt.
(Note that due to its definition Wε vanishes for y = ±1.) Hence, we can argue as in
[AM∗12, Proof of Theorem 3.1] by recalling the definition of the 1-Wasserstein distance,
denoted dW1 , for the family of measures dρε(t) = γεUε(t)dy (see [AGS05, Theorem 6.1.1])
dW1(ρε(t1), ρε(t0))
def= sup
{∫
Σ
Φdρε(t1)−
∫
Σ
Φdρε(t0) : Φ ∈ C1(Σ), |Φ′| ≤ 1
}
≤
∫ t1
t0
∫
Σ
|Wε|dydt ≤
√
2(t1−t0)
(∫ T
0
∫
Σ
|Wε|2 dydt
)1/2
.
It follows by the boundedness ofWε that the curves t 7→ ρε(t) are an equicontinuous family
of mappings from [0, T ] into the space Meas(Σ) endowed with the 1-Wasserstein distance.
Since we have the total mass ρε(t,Σ) = M = Qε(Uε), we can apply the generalized Arzelà-
Ascoli theorem [AGS05, Proposition 3.3.1] to obtain a (not relabeled) subsequence such
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that for all t ∈ [0, T ] and all Φ ∈ Cb(Σ)∫
Σ
Φdρε(t) −→
∫ −1/2
−1
U(t)Φdy +
∫ 1
1/2
U(t)Φdy. (4.41)
Moreover, since the limit is uniquely characterized by the weak∗-convergence of Uε in
(4.38) the whole sequence converges.
Next, observe that for all t ∈ [0, T ] we have the identity
1
2
∫
Σ
γε|Uε(t)|2 dy = 12
∫
Σ
γε|Uε(0)|2 dy −
∫ t
0
∫
Σ
WεU
′
εdyds.
In particular, due to the boundedness of Wε and U ′ε the right-hand side above is bounded
and hence also
∫ 1/2
−1/2 ε|Uε(t)|2 dy for all t ∈ [0, T ]. Thus, for all ρ > 0 we have that
ε1/2+ρUε(t)→ 0 strongly in L2
(
[−12 , 12
]
) and we infer
∀ t ∈ [0, T ] :
∫ 1/2
−1/2
εUε(t) logUε(t)dy −→ 0.
Using this and (4.41) the lower semicontinuity properties of the free energy (see [AGS05,
Lemma 9.4.3] or [ASZ09, Lemma 6.2]) yield the liminf estimate. 
Remark 4.2.3 Following the argumentation in the proof of Lemma 4.2.2 we also infer
that the limit U satisfies
∫−1/2
−1 U(t, y)dy +
∫ 1
1/2 U(t, y)dy = M .
In order to characterize the limit system we identify the limit function W first: Using
Wε(t,−1) = Wε(t, 1) = 0 we have for Φ ∈ C1([0, T ]× Σ)∫ t
s
∫
Σ
WεΦ′dydr =
∫ t
s
∫
Σ
γεUεΦ˙dydr +
∫
Σ
γε
[
Uε(s)Φ(s)− Uε(t)Φ(t)
]
dy.
Thus, using the convergence of Wε and γεUε we can pass to the limit for ε→ 0 to obtain∫ t
s
∫
Σ
WΦ′dydr =
∫ t
s
∫
Σ0
U Φ˙dydr +
∫
Σ0
[
U(s)Φ(s)− U(t)Φ(t)]dy, (4.42)
where Σ0 =
]
−1,−12
[
∪
]
1
2 , 1
[
denotes the “bulk” domain. Hence, the limitW corresponds
to the distributional time derivative U˙ ∈ L2(0, T ; H1(Σ0)∗). Moreover, choosing Φ such
that supp Φ ⊂ Σ\Σ0 we find that
for fixed t ∈ [0, T ] W (t, ·) is constant in Σ\Σ0. (4.43)
In the following lemma we establish the chain rule for t 7→ E0(U(t)).
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Lemma 4.2.4 (Chain rule) For all 0 ≤ s < t ≤ T it holds that∫ t
s
∫
Σ
WU ′
U
dydr = E0(U(s))− E0(U(t)). (4.44)
Proof: First, note that the left-hand side in (4.44) is well-defined due to Lemma
4.2.1 and Hölder’s inequality. We argue as in [Gli12] and define the “truncated” energy
functionals Eρ0 via
Eρ0(U) =
∫
Σ0
∫ U(y)
0
[
1+ log
(
max{ρ, w})]dwdy.
We easily check that Eρ0(U)→ E0(U) holds for ρ ↓ 0. Moreover, we apply [Bré73, Lemma
3.3] to obtain the chain rule for t 7→ Eρ0(U(t)), i.e.,∫ t
s
∫
Σ
WU ′ρ
Uρ
dydr = Eρ0(U(s))− Eρ0(U(t)),
where we used the notation Uρ = max{U, ρ} and that we have (logUρ)′ = U ′ρ/Uρ. Now,
using the dominated convergence theorem we let ρ ↓ 0 and arrive at (4.44). 
In the final step of our limit passage we transfer all quantities back to the domain Ω\{0}
to characterize the limit system. In particular, we define the function u : [0, T ]×(Ω\{0})→
R via
u(t, x) =
U(t, x−
1
2) for x ∈
]
−12 , 0
[
,
U(t, x+ 12) for x ∈
]
0, 12
[
.
(4.45)
Theorem 4.2.5 The function u defined in (4.45) is a solution of the limit system (4.33).
In particular, u satisfies
∀ t ∈ [0, T ] : E(u(t)) +
∫ t
0
Ψ0(u, u˙) + Ψ∗0(u,−DE(u))ds = E(u(0)).
Proof: Combining (4.39) and (4.40) and assuming additionally that the initial energies
satisfy Eε(Uε(0))→ E0(U(0)) we get the lower estimate
E0(U(t)) + 12
∫ t
0
∫
Σ
[ 1
αU
|W |2 + α
U
|U ′|2
]
dyds ≤ E0(U(0)). (4.46)
Let us denote byM(W,U) the inner integral. Using the binomial formula we find
∫ t
0
M(W,U)ds =
∫ t
0
∫
Σ
[(
W−αU ′)2
2αU +
W U ′
U
]
dyds. (4.47)
Using the chain rule in Lemma 4.2.4 we infer that the lower energy estimate (4.46) is
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equivalent to
∀ t ∈ [0, T ] :
∫ t
0
∫
Σ
(
W−αU ′)2
αU
dyds = 0.
Thus, we have that W = αU ′ almost everywhere in [0, T ] × Σ. In particular, since W is
constant in Σ\Σ0 we have that U is affine such that for U± = U(±12)
y 7→ U(y) = (U+−U−)y + U++U−2 for y ∈ Σ\Σ0.
Moreover, using (4.42) and the definition of u in (4.45) we get for all 0 ≤ s < t ≤ T and
Φ ∈ C1(0, T ; H1(Σ0))
0 =
∫ t
s
∫
Σ0
[
U Φ˙− ρU ′Φ′]dydr + ∫ t
s
k(U+−U−)(Φ+−Φ−)dr
+
∫
Σ0
[
U(s)Φ(s)− U(t)Φ(t)]dy
=
∫ t
s
∫
Ω\{0}
[
uφ˙− ρu′φ′]dxdr + ∫ t
s
k(u+−u−)(φ+−φ−)dr
+
∫
Ω\{0}
[
u(s)φ(s)− u(t)φ(t)]dx,
where φ is associated with Φ as in (4.45). Thus, u is indeed a weak solution of the limit
system (4.33).
Let us remark that we have the identity E0(U) = E(u). Moreover, we define the function
(t, y) 7→ Ξ(t, y) via Ξ′ = W/(αU). Since W is constant (for fixed t) and U is affine in
Σ\Σ0 we obtain by integration
Ξ+ − Ξ− = 1
k
∫ 1/2
−1/2
W
U(η) dη =
W
k
logU+ − logU−
U+ − U− .
In particular, we have W = kΛ
(
u+, u−
)(
ξ+−ξ−
)
for ξ associated with Ξ, and we obtain
the limit dissipation potential
1
2
∫
Σ
|W |2
αU
dy = 12
∫
Ω\{0}
ρu|ξ′|2 dy + k2Λ(u+, u−)
(
ξ+−ξ−
)2 = Ψ0(u; u˙).
Finally, we directly compute
1
2
∫
Σ
α|U ′|2
U
dy =
∫
Ω\{0}
ρ|u′|2
u
dx+ k2 (u+−u−)
(
log u+− log u−
)
= Ψ∗0(u,−DE(u))
and recover the dual dissipation potential of the limit system. 
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Figure 4.3: Left: Sketch of the limit U , which is affine in the stretched interface layer
[−12 , 12 ] (gray). Right: The associated function u in (4.45) with jump across
the interface {0}.
4.2.3 Geodesic λ-convexity of the interface system
In this final section we comment on the applicability of the methods developed in Chapter
3 to the system E ,Kε in (4.31). In particular, we are interested in the possibility of using
the evolutionary variational inequality (EVI) formulation to derive the limit system in
(4.33). Since the theory of Chapter 3 works only for aε ∈W2,∞(Ω) let us consider a smooth
mollification of aε, which we will denote by aερ. Moreover, as in Section 3.2.1 we introduce
the distance dερ induced by the Onsager operator Kερ, where Kερ(u)ξ = −(aερ(x)uξ′)′.
Formula (3.45) on Page 35 then shows that E is geodesically λερ-convex with respect to
dερ with
λερ = inf
{
−a′′ερ(x)/2 + (a′ερ(x))2/(4aερ(x)) : x ∈ Ω
}
.
Hence, the solution uερ also satisfies the evolutionary variational inequality
1
2
d
dt
+
dερ(uερ(t), v)2 +
λερ
2 dερ(uερ(t), v)
2 + E(uερ(t)) ≤ E(v).
For a suitable ρ = ρ(ε), with ρ(ε) → 0 when ε → 0, we aim at passing to the limit
ε → 0. However, some simple considerations show that λερ(ε) → −∞ for any choice of
ρ(ε). Hence, we cannot exploit the geodesic λ-convexity of E in this particular case.
Moreover, if we directly apply the machinery developed in Chapter 3 to the limit system
(E ,Ψ0) we also obtain a negative result: The corresponding limit Onsager operator K0 is
defined as
K0(u)ξ = −(δuξ′)′, for ξ satisfying δu+ξ′+ = δu−ξ′− = kΛ(u+, u−)(ξ+−ξ−).
We compute the form 〈ξ,M0(u)ξ〉 = 〈ξ,DF0(u)K0(u)ξ〉 − 12〈ξ,DK0(u)[F0(u)]ξ〉, where
74
4.2 An interface condition for the scalar diffusion equation
F0(u) = K0(u)DE(u) denotes as usual the vector field. In particular, we have
F0(u) = −δu′′ for u satisfying δu′+ = δu′− = k(u+−u−),
DF0(u)[v] = −δv′′ for v satisfying δv′+ = δv′− = k(v+−v−).
Hence, denoting v = −(δuξ′)′ we obtain
〈ξ,M0(u)ξ〉 =
∫
Ω\{0}
−δξv′′dx+ 12
∫
Ω\{0}
δ2u′′|ξ′|2 dx
+ kδ2
(
∂aΛ(u+, u−)u′′+ + ∂bΛ(u+, u−)u′′−
)
(ξ+−ξ−)2.
Denoting the last term by δ and using integration by parts several times we get
〈ξ,M0(u)ξ〉 =
∫
Ω\{0}
δ2ξ′′(uξ′)′dx+
∫
Ω\{0}
δ2u
(
ξ′′′ξ′ + |ξ′′|2)dx+ δ
+ δ
(
ξ+v
′
+ − ξ−v′− + v−ξ′− − v+ξ′+) +
δ2
2
(
u′−|ξ′−|2 − u′+|ξ′+|2 − 2u−ξ′′−ξ′− + 2u+ξ′′+ξ′+
)
.
Finally, integrating by parts one last time yields
〈ξ,M0(u)ξ〉 =
∫
Ω\{0}
δ2u|ξ′′|2 dx+ kδ2
(
∂aΛ(u+, u−)u′′+ + ∂bΛ(u+, u−)u′′−
)
(ξ+−ξ−)2
+ δ
(
ξ+v
′
+ − ξ−v′− + v−ξ′− − v+ξ′+) +
δ2
2
(
u′−|ξ′−|2 − u′+|ξ′+|2
)
.
Although we can employ the interface conditions for ξ, v and u it is easy to check that
we are not able to proceed in the computations since we cannot treat the second order
terms (which have no sign) at the interface using integration by parts (e.g. see the linear
reaction-diffusion system in 3.3.5).
Hence, we conjecture that the limit system is not geodesically λ-convex for any λ ∈ R.
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Part II
The Weighted
Inertia-Dissipation-Energy principle
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5 Introduction to Part II
From a general scientific viewpoint the investigation of variational principles is of a para-
mount importance for it corresponds to the fundamental quest for general and simple
explanations of reality as we experience it. On the other hand, beside their indisputable
elegance, variational principles have a clear practical impact as they originate a wealth
of new perspectives and serve as unique tools for the analysis of real physical situations.
Correspondingly, the mathematical literature on variational principles in mechanics is
overwhelming and a number of monographs on the subject are available. Being com-
pletely beyond our purposes to attempt a comprehensive review of the development of
this subject, we shall minimally refer to the classical monographs by Lánczos [Lán70]
and Moiseiwitsch [Moi04] as well as to the more recent ones by Basdevant [Bas07],
Berdichevsky [Ber09] and Ghoussoub [Gho09].
In Part II we present the results of [LiS13a] and [LiS13b]. In these two articles a new
variational principle for semilinear partial differential equations of the form
ρu′′ + νu′ − div(A∇u) + f(u) = 0 in Ω× ]0, T [ (5.1)
is discussed. Here, Ω ⊂ Rd is a bounded and smooth domain and T ∈ ]0,∞] is some
reference time. Note that we admit the case T = ∞. The density ρ and the viscosity ν
are nonnegative parameters satisfying ρ+ ν > 0. For ρ > 0 equation (5.1) is the (weakly
damped) wave equation, but our discussion includes the limiting cases of the semilinear
wave equation (ν = 0) and the semilinear heat equation (ρ = 0) as well. For simplicity
we complement equation (5.1) with homogeneous Dirichlet boundary conditions on ∂Ω
and initial conditions u(0) = u0, ρu′(0) = ρu1. Here we used ρ in the fixing of the initial
conditions to emphasize that we include the case ρ = 0 in which u(0) = u0 is the only
initial condition. The literature on the semilinear wave equation (5.1) is vast and it is
clearly beyond the purposes of this text to provide a comprehensive review. The reader
is referred to the monographs by Lions [Lio69], Shatah & Struwe [ShS98] and Lax
[Lax06] for a collection of results, references, and historical remarks.
The aim of this part is to reformulate the evolutionary problem in (5.1) in a variational
form. This reformulation is accomplished by introducing a functional whose minimizers
represent entire trajectories of the system. In particular, for all ε > 0 we shall be concerned
with the functional
Wε[u] =
∫ T
0
e−t/ε
[
ε2ρ
2 ‖u
′′‖2 + εν2 ‖u
′‖2 + E(u)
]
dt,
with E(u) =
∫
Ω
[
1
2∇u·A∇u+ F (u)
]
dx.
(5.2)
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The functional Wε, being defined on a suitable space Y of trajectories, is called Weighted
Inertia-Dissipation-Energy functional (abbreviated WIDE functional in the following) as
it features the weighted sum of the inertial term ρ‖u′′‖2/2, the dissipative term ν‖u′‖2/2,
and the energetic term E(u). Note that the small parameter ε has the physical dimension of
time, so that the whole integrand inWε is an energy andWε is an action. See Section 6.1
below for a formal derivation of the functionalWε by means of time-discretized incremental
problems.
Under conditions of sufficient smoothness, the Euler-Lagrange equations of the WIDE
functional read
ε2ρu′′′′ − 2ερu′′′ + (ρ−εν)u′′ + νu′ + DE(u) = 0. (5.3)
In the case of a finite time horizon T <∞ the equation is complemented by the following
initial and final conditions (see also Section 6.1 for a discussion of other final conditions)
u(0) = u0, ρu′(0) = ρu1 and
ε2ρu′′(T ) = 0, ε2ρu′′′(T ) = ενu′(T ).
(5.4)
In case of the infinite time horizon we will see (Section 7.2) that we have integrability
conditions instead of the final conditions above. We will discuss each of the cases – finite
and infinite time horizon – separately in Chapters 6 and 7, respectively.
The minimization ofWε corresponds to an elliptic regularization in time of the original
problem (5.1). Hence, (5.1) is replaced by the minimum problem
inf
u∈K(u0,u1)
Wε(u), (5.5)
where K(u0, u1) ⊂ Y denotes a (affine) subspace, which encodes the initial conditions.
The crucial question is whether minimizers uε of Wε (provided they exist) converge in
a certain sense to a limit u which solves the original problem, i.e.,
lim
ε→0uε = u solves (5.1). (5.6)
The interest of this perspective resides in the possibility of connecting the difficult semi-
linear PDE problem (5.1) with a comparably easier problem: the constrained minimization
of the functionalWε. This possibility provides a novel variational insight to the differential
problem by opening the way to the application of the tools of the calculus of variations to
(5.1). For instance, under certain assumptions on the functional Wε we are able to show
uniform convexity, thus it admits a unique minimizer whereas no uniqueness is known for
(5.1) under general nonlinearities F ′. In this regard, the WIDE functional approach can
be expected to possibly serve as a variational selection criterion in some non-uniqueness
situation (see Section 7.3 for an ODE example).
Clearly equation (5.1) is nothing but the formal limit in (5.3) for ε → 0. Note that,
as the above problem is of fourth order in time, the two extra final conditions (resp.
integrability conditions) arise and, at all levels ε > 0, causality is lost. Owing to this fact,
the convergence (5.6) is generally referred to as the causal limit for it results in restoring
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Our interest in WIDE functionals has been inspired by a conjecture by De Giorgi
[De 96] on hyperbolic evolution. In particular, in [De 96] it is conjectured that the mini-
mizers of the functional
u 7→
∫ ∞
0
∫
Rd
e−t/ε
(
ε2
2 |u
′′|2 + 12 |∇u|
2 + 1
p
|u|p
)
dx dt (p > 2)
among all trajectories u with prescribed initial conditions, converge as ε→ 0 to a solution
of the semilinear wave equation
u′′ −∆u+ |u|p−2u = 0 in Rd × [0,∞[.
This conjecture has been checked positively for a finite time horizon T <∞ first in [Ste11]
and then for T = ∞ by Serra & Tilli in [SeT12]. Already in [De 96, Rem. 1] it is
speculated that some similar result could hold for more general functionals of the Calculus
of Variations as well. We proceed here by refining the analysis of [Ste11] in order to take
into account dissipative effects ν > 0 as well. The outcome of this extension is a theory
which is indeed independent of the character of equation (5.1), provided ρ+ν > 0. This is a
quite remarkable feature of the WIDE formalism which in principle could make it of use in
relation with a significant range of evolution problems. We exploit this fact in Subsection
6.6 where the limits ρ→ 0 and ν → 0 are discussed by means of a Γ-convergence analysis.
Indeed, the classical variational formulations of equations (5.1) for ν = 0, that can be
found in the literature (see for example [ShS98]), are based on the Euler-Lagrange equation
of the action functional
H[u] =
∫ tb
ta
∫
Ω
(
ρ
2 |u
′|2 − 12 |∇u|
2 − F (u)
)
dxdt.
The WIDE variational approach differs from this principle in some crucial points. First,
Hamilton’s principle is indeed a stationarity principle for it generally corresponds to the
quest for a saddle point of the action functional (note however that this will be a true
minimum for small tb). On the contrary, the WIDE principle relies on a true constrained
minimization. Moreover, the WIDE principle is not invariant by time reversal. This is
indeed crucial as the WIDE perspective is naturally incorporating dissipative effects thus
qualifying it as a suitable tool in order to discuss limiting mixed dissipative/nondissipative
dynamics. Note that dissipative effects cannot be directly treated via the stationarity
principle related to H, and one resorts in considering the classical Lagrange-D’Alembert
principle instead. Finally, in classical mechanics Hamilton’s approach calls for the specifi-
cation of an artificial finite-time interval ]ta, tb[ and a final state. In particular, the WIDE
functionals directly encode directionality of time by explicitly requiring the knowledge of
just initial states. The price to pay within the WIDE functional method is the check of
the extra limit ε→ 0. This is exactly the main object of the following chapters.
Let us mention here that other variational principles for characterizing entire trajecto-
ries of evolutionary systems are available; In the case of linear systems we refer to Biot’s
81
5 Introduction to Part II
work on irreversible Thermodynamics [Bio55] and Gurtin’s principle for viscoelastic-
ity and elastodynamics [Gur63, Gur64a, Gur64b] among others (see also the survey by
Hlaváček [Hla69]). In the nonlinear case, a crucial result is the Brézis, Ekeland, &
Nayroles principle [BrE76a, BrE76b, Nay76a, Nay76b] (see also [Rou05, Theorem 8.93],
the monograph [Gho09], and the papers [Ste08a, Ste08b, Ste09]).
Review of the literature on weighted functionals
Global-in-time minimization of weighted functionals has been already considered in the
purely dissipative (viscous) case. In particular, this functional approach has been devel-
oped for so called Weighted Energy-Dissipation (WED) functionals
u 7→
∫ T
0
e−t/ε
[
εΨ(u′) + E(u)
]
dt
where Ψ is a suitable nonnegative and convex dissipation potential. In the linear case
Ψ(u′) = ‖u′‖2/2, some results can be found in the classical monograph by Lions & Ma-
genes [LiM72]. As for the nonlinear case, this procedure has been followed by Ilmanen
[Ilm94] for proving existence and partial regularity of the so-called Brakke mean curvature
flow of varifolds.
Results and applications to rate-independent dissipative systems Ψ(u′) = ‖u′‖ have
been presented by Mielke & Ortiz [MiO08] and then extended and coupled with time-
discretization in [MiS08]. For λ-convex energies E , the convergence proof uε → u in Hilbert
and metric spaces has been provided in [MiS11] and [RS∗11a, RS∗11b], respectively. An
application in the context of gradient flows driven by linear-growth functionals and, in
particular, to mean curvature flow of graphs is given in [SpS11].
Two examples of relaxation of gradient flows related to microstructure evolution are
provided by Conti & Ortiz [CoO08]. There the energy fails to be lower semi-continuous
and thus also the WED functional. Nevertheless, it was shown that relaxations can be
rigorously derived.
An application to crack propagation is given by Larsen, Ortiz, & Richardson
[LOR09]. Eventually, the doubly nonlinear case Ψ(u′) = ‖u′‖p/p (p > 2) is addressed
in [AkS10, AkS11]. A duality-based WED approach to another large class of nonlinear
evolutions including the two-phase Stefan problem and the porous-media equation is pre-
sented in [AkS12].
Eventually, a similar functional approach (with ε fixed though) has been considered by
Lucia, Muratov, & Novaga in connection with traveling waves in reaction-diffusion-
advection problems [LMN08, MuN08a, MuN08b].
As already pointed out above, the Weighted-Inertia-Energy approach is based on a
conjecture of De Giorgi [De 96], which was positively answered in [Ste11] and [SeT12]
for the specific case F (u) = |u|p/p and without additional dissipative term.
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In this chapter we present the results of [LiS13b], where the WIDE functionalWε in (5.2)
was studied in the case of a finite time interval, i.e., for T <∞. As a main result of this
chapter we show that limits of minimizers of the WIDE functionalWε are solutions of the
limit equation (5.1). The proof of this result rests upon the validity of an a priori estimate
on the minimizers of the WIDE functional and is obtained by considering a time-discrete
version of the WIDE principle. This time-discrete version was already briefly discussed in
the introduction and might be of independent interest.
In Section 6.2 we specify the assumptions on the ingredients, i.e., initial conditions,
potential F , etc., and introduce the functional analytic setting. Moreover, we present
the main result in Theorem 6.2.2. Next, we discuss the existence (and uniqueness) of
minimizers of the WIDE functional in Section 6.3. Here, the existence and uniqueness of
minimizer follow from the Direct Method of Calculus of Variations once we have shown
that the WIDE functional is (uniformly) convex. For this we follow the ideas in [MiS11]
and assume that the potential F is λ-convex on R (see (6.8)). In Section 6.4 we prove
the main result: the convergence of minimizers of the WIDE functional to solutions of the
limit equation (5.1). Here, we only give a formal derivation of the crucial estimate, the
rigorous and rather technical derivation is postponed to the final Section 6.5. In particular,
in Section 6.5 we introduce the time-discrete version of the WIDE principle whose well-
posedness is addressed in Subsection 6.5.1. At the discrete level we are able to mimic the
formal derivation of the key estimate of Section 6.4 in a rigorous fashion (see Subsection
6.5.2) and use the Γ-convergence of the discrete to the continuous WIDE functionals in
order to pass the discrete estimate to the continuous case in Subsection 6.5.3.
The present variational formalism is well-suited in order to describe limiting behaviors.
In particular, we comment in Section 6.6 on the possibility of considering from a variational
viewpoint the limits ρ → 0 and ν → 0. This will be done within the classical frame of
Mosco convergence, resp. Γ-convergence. Finally, in Section 6.7 we consider the case
of a finite-dimensional state space, where we are able to prove sharp estimates for the
convergence of the minimizers.
6.1 Formal derivation of the variational principle
Following the presentation in [MiO08, Sect. 2] we shall provide a formal derivation of the
WIDE principle.
A possible approach to solve problems of the form (5.1) for a finite reference time T
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is time-discretization. Specifically, suppose that we are given the initial state u0 and the
initial velocity u1 at time t0 = 0 and wish to approximate the solution Un ≈ u(tn) at times
tn = n τ , with n = 2, . . . , N and τ = T/N . Given U0 = u0 and U1 = u0 + τu1 the time
incremental version of (5.1) then reads: Find Un such that
ρ
Un−2Un−1+Un−2
τ2
+ νUn−Un−1
τ
+ DE(Un) = 0, for n = 2, . . . , N.
Introducing the notation δUn = (Un−Un−1)/τ and δ2Un = δ(δUn) for the first and second
order difference quotient we see that the sequence of equations above is equivalent to the
following sequence of minimization problems:
Un ∈ Arg min
V
Φτ (Un−2, Un−1, V ), n = 2, . . . , N, where
Φτ (Un−2, Un−1, Un) =
ρ
2
∥∥δ2Un∥∥2 + ν2τ
(
‖δUn‖2 − ‖δUn−1‖2
)
+ 1
τ2
(
E(Un)− 2E(Un−1) + E(Un−2)
)
.
(6.1)
The incremental functional Φτ combines energy and kinetics. We emphasize that the
problems in (6.1) are solved causally: The problem for n = 2 is solved first with initial
conditions U0, U1 in order to compute U2. Subsequently, problem n = 3 is solved taking
the solution U2 of the preceding problem and U1, and so on. We note that the additional
terms −ντ2 ‖δUn−1‖2 and −2E(Un−1)+E(Un−2) in the definition of Φτ are added such that
the kinetic and energy terms are of the same order in τ .
Instead of solving each of the minimization problems separately we want to collect the
incremental problems in (6.1) into a single minimum problem for the whole trajectory
U = (U0, . . . , UN ). In the theory of optimization the simultaneous optimization of two
or more conflicting objectives (subject to certain constraints) is known as multi-criteria
optimization (see e.g. [Cla90]).
Considering the minimum problems in (6.1) as problems in the entire trajectory U , i.e.,
minimizing U 7→ Φnτ [U ] = Φτ (Un−2, Un−1, Un) for n = 2, . . . , N , we see that the nth
problem is coupled to the (n ± k)th problem for k = 1, 2. To overcome this problem we
combine all of the functionals Φnτ into a single objective functional W˜τ , called aggregate
objective functional (AOF). In its simplest form it is given as the weighted sum of the
functionals Φnτ
W˜τ [U ] =
N∑
n=2
τenΦnτ [U ] =
N∑
n=2
τenΦτ (Un−2, Un−1, Un),
where e = (e2, . . . , eN ) are positive Pareto weights.
Obviously, since the nth step influences the (n−1)th, (n−2)th, and so on, we have lost
causality. In order to ensure causality (at least in a relaxed sense) we choose the Pareto
weights in such a way that the minimization of W˜τ with respect to the entire trajectory
U is (almost) equivalent to the incremental solution of (5.5). This is done by choosing
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the Pareto weights such that e2  e3  . . ., which gives a much larger importance to
the first incremental problem relative to the second, the second relative to the third and
so on. Practically we achieve this by letting the positive weights depend on a parameter
ε > 0 such that
lim
ε→0
eεn+1
eεn
= 0. (6.2)
Inserting these weights into W˜τ [U ] gives
W˜τ,ε[U ] =
N∑
n=2
eεnτ
[
ρ
2‖δ
2Un‖2 + δ
(
ν
2 (‖δUn‖
2)
)
+ δ2E(Un)
]
.
Hence, assuming that the discrete weights eε satisfy eεn ≈ eε(tn), for a given positive
and sufficiently smooth function eε : [0, T ]→]0,∞[, we see that W˜τ,ε is the time-discrete
version of the functional given by
W˜ε[u] =
∫ T
0
eε(t)
[
ρ
2‖u
′′(t)‖2 + ddt
(
ν
2‖u
′(t)‖2
)
+ d
2
dt2E(u(t))
]
dt.
Integration by parts gives the functional in the more familiar form
W˜ε[u] =
∫ T
0
[
eε(t)
ρ
2‖u
′′(t)‖2 − e′ε(t)
ν
2‖u
′(t)‖2 + e′′ε(t)E(u(t))
]
dt+B0,Tε [u],
where B0,Tε [u] =
[
eεν
2 ‖u
′‖2 + eε
〈
DE(u), u′〉− e′εE(u)]T
0
.
While causality requires that t 7→ eε(t) is monotonically decreasing, the limiting condition
(6.2) means that eε(b)/eε(a) → 0 for all 0 ≤ a < b ≤ T as ε tends to 0. Therefore, as we
have that
1
eε(a)
eε(b)− eε(a)
b− a =
1
b− a
(
eε(b)
eε(a)
− 1
)
it holds that e′ε(t)/eε(t)→ −∞ for ε→ 0 and t ∈ [0, T ]. Here, an admissible and particular
simple choice is obtained by assuming that
e′ε(t)
eε(t)
= −1
ε
which gives t 7→ eε(t) = e−t/ε,
where we have set eε(0) = 1 for definiteness. For this particular choice of the weight
function the functional W˜ε reads
W˜ε[u] =
∫ T
0
e−t/ε
[
ρ
2‖u
′′‖2 + ν2ε‖u
′‖2 + 1
ε2
E(u)
]
dt+B0,Tε [u],
where B0,Tε [u] =
[
e−t/ε
(
〈DE(u), u′〉+ 1
ε
E(u) + ν2‖u
′‖2
)]T
0
.
85
6 The WIDE principle for a final time horizon
Hence, we obtained W˜ε = Wε/ε2 +B0,Tε , namely the WIDE functional Wε, introduced
in (5.2), with an additional boundary contribution.
We immediately check that the Euler-Lagrange equation for W˜ε is indeed given by (5.3)
while due to the additional B0,Tε we have the final conditions
ρu′′ + νu′ + DE(u) = 0
−ερu′′′ + D2E(u)u′ + ρu′′ + νu′ + DE(u) = 0
}
for t = T. (6.3)
Comparing these final conditions to (5.4) we see that the additional boundary termB0,Tε
has an essential impact on the form of the final conditions. In particular, the first equation
is enforcing, independently of ε, the attainment of the limit equation (5.1) at the final time
T . The second final condition, which simplifies to D2E(u(T ))u′(T ) − ερu′′′(T ) = 0 does
not seem to have a particular meaning.
For the rest of this work we will neglect the boundary term B0,Tε and consider the
functional Wε instead of W˜ε. Firstly, this is motivated by the sake of simplicity, as
already in the case of the functional Wε computations involve various boundary terms
which are hard to treat. Secondly, at least in the infinite dimensional case the quantity
D2E(u)u′ turns out to be not well-defined in the natural energy space.
We justify the negligence of B0,Tε by assuming that T/ε is sufficiently large such that
the factor exp(−T/ε) is small. However, in [MiS11, Section 5.7] it was shown that in the
parabolic case ρ = 0, and for a simple ODE example, sharper convergence estimates could
be obtained when considering the functional W˜ε, and hence B0,Tε , instead of Wε.
6.2 Preliminaries and main result
We shall start by recalling some assumptions which will be tacitly assumed throughout
the remainder of this chapter. Moreover, we introduce our weak solution notion for the
Euler-Lagrange equation (5.3)–(5.4). In particular, let us consider Ω ⊂ Rd, d ≥ 1, which
is assumed to be an open and bounded Lipschitz domain. Concerning the potential F ∈
C1(R) we ask for f = F ′ : R→ R to be of polynomial growth. More precisely, we ask for
some constant C > 0 and p ≥ 2 such that for all u ∈ R
1
C
|u|p ≤ F (u) + C and |f(u)|p′ ≤ C(1 + |u|p), (6.4)
where 1/p + 1/p′ = 1. Note that these growth assumptions imply that F has at most
p-growth. Moreover, we assume that the stiffness matrix A ∈ L∞(Ω;Rd×d) is symmetric
and that there exists a constant γA > 0 such that
for all ξ ∈ Rd and for almost all x ∈ Ω : ξ · A(x)ξ ≥ γA|ξ|2. (6.5)
Hence, we define the Hilbert space H = L2(Ω) and the Banach spaces X = Lp(Ω) and
Z = H10(Ω). Obviously, we have Z ⊂ H compactly and X ⊂ H continuously. Let 〈·, ·〉
denote the duality pairing both on Z∗ × Z and X∗ ×X and the usual scalar product on
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H. Moreover, ‖ · ‖ denotes the norm on H and ‖ · ‖B stands for the norm of a normed
space B.
We define the (energy) functional E : Z ∩X → R as
E(u) =
∫
Ω
[1
2∇u · A∇u+ F (u)
]
dx
and the linear and nonlinear operators A : Z → Z∗ and B : X → X∗ as
〈Au, v〉 =
∫
Ω
∇u·A∇v dx, and 〈B(u), v〉 =
∫
Ω
f(u)v dx
such that 〈Au, u〉 ≥ γA‖u‖2Z and B(u) = f(u) almost everywhere. Moreover, using the
growth conditions for f we have that DE = A+B : Z ∩X → Z∗+X∗ being bounded.
We introduce the evolution spaces
V = H1(0, T ;H) ∩ L2(0, T ;Z) ∩ Lp(0, T ;X),
and Y =
{
u ∈ V : ρu′ ∈ H1(0, T ;H)
}
.
(6.6)
Here we used the notation ρu′ in the definition of the space Y to highlight that we also
consider the parabolic case ρ = 0 in which the space Y and V coincide.
Finally, we assume that the operator B is weakly continuous on V, i.e., we have that
uk ⇀ u in V =⇒ B(uk) ⇀ B(u) in V∗. (6.7)
A choice for the function f : R → R fulfilling the growth assumptions in (6.4) and the
weak continuity property in (6.7) is f(u) = |u|p−2u+ `(u) where ` ∈ C0,1(R).
Additionally, let us assume that F is λ-convex (as a function on R) for some given λ ∈ R,
i.e.,
u 7→ F (u)− λ2 |u|
2 is convex. (6.8)
Equivalently, F is λ-convex if and only if
F (uθ) ≤ θF (u1) + (1−θ)F (u0)− λθ(1−θ)2 |u0−u1|
2
for all u0, u1 ∈ R, uθ = θu1+(1−θ)u0 and θ ∈ [0, 1]. Moreover, we have the convexity
estimate
∀u, v ∈ R : F (v) ≥ F (u) + F ′(u) · (v−u) + λ2 |v−u|
2. (6.9)
We will see in the following section, that the λ-convexity of F yields the uniform convexity
of the WIDE functional and thus the existence of (unique) minimizers.
Before stating our main result of this chapter let us recall the definition of the WIDE
functionalWε : Y→ R and the nonempty, closed, and convex set K(u0, u1) which encodes
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the initial conditions
Wε[u] =
∫ T
0
e−t/ε
[
ε2ρ
2 ‖u
′′‖2 + εν2 ‖u
′‖2 + E(u)
]
dt,
and K(u0, u1) =
{
u ∈ Y : u(0) = u0, ρu′(0) = ρu1
}
.
Our analysis, in particular the derivation of a priori estimates, relies on the specific struc-
ture of the Euler–Lagrange equation for Wε. Let uε minimize Wε in K(u0, u1). By
considering h 7→Wε[uε+hv] for v ∈ K(0, 0) we obtain that
∀ v ∈ K(0, 0) :
∫ T
0
e−t/ε
[
ε2ρ〈u′′ε , v′′〉+ εν〈u′ε, v′〉+ 〈DE(uε), v〉
]
dt = 0. (6.10)
Hence, we have the following.
Lemma 6.2.1 (Euler-Lagrange equation) Let uε be the unique minimizer of the func-
tional Wε on K(u0, u1). Then, uε (formally) solves
ε2ρu′′′′ε − 2ερu′′′ε + (ρ−εν)u′′ε + νu′ε + DE(uε) = 0 for almost all t ∈ ]0, T [ , (6.11a)
subjected to the initial and final conditions
uε(0) = u0, ρu′ε(0) = ρu1, and (6.11b)
ε2ρu′′ε(T ) = 0, ε2ρu′′′ε (T ) = ενu′ε(T ). (6.11c)
Now, we can formulate the main theorem of this chapter, whose proof is postponed to
Section 6.4.2.
Theorem 6.2.2 (WIDE principle) Let uε be a minimizer of the WIDE functional Wε
on the nonempty, closed, and convex set K(u0, u1), then, there exists a (not relabeled)
subsequence uε such that uε ⇀ u in V, where u solves
ρu′′ + νu′ + DE(u) = 0, u(0) = u0, ρu′(0) = ρu1. (6.12)
6.3 Well-posedness of the minimum problem
In this section we show the existence of minimizers uε of the WIDE functional Wε. More
precisely, we show that for ε sufficiently small Wε turns out to be uniformly convex in
H1(0, T ;H) ∩ L2(0, T ;Z) (resp. H2(0, T ;H) for ρ > 0). In the convex case, i.e., λ− =
max{0,−λ} = 0, the existence of a (unique) minimizer is a direct consequence of the
Direct Method. As for the general nonconvex case λ− > 0, existence and uniqueness of
minimizers follow by letting ε be small enough.
Theorem 6.3.1 (Well-posedness of minimum problem) For small ε > 0 the func-
tional Wε is uniformly convex on K(u0, u1) with respect to the metric of H1(0, T ;H) ∩
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L2(0, T ;Z) (resp. H2(0, T ;H) for ρ > 0), i.e., there exists κε > 0 such that
Wε[uθ] ≤ (1−θ)Wε[u0] + θWε[u1]− κεθ(1−θ)2
(
‖u0−u1‖2Hk(0,T ;H) + ‖u0−u1‖2L2(0,T ;Z)
)
for u0, u1 ∈ K(u0, u1), uθ = (1−θ)u0+θu1, θ ∈ [0, 1] and k = 2 for ρ > 0 and k = 1
otherwise. In particular, Wε admits a unique minimizer uε ∈ K(u0, u1).
Proof: As already mentioned the convex case λ− = 0 is quite straightforward so let
us assume from the very beginning that λ− > 0 and decompose Wε into the sum of a
quadratic part Qε and a convex remainder Rε as follows
Wε[u] =
∫ T
0
e−t/ε
2
{
ε2ρ‖u′′‖2+εν‖u′‖2−λ−‖u‖2+〈Au, u〉
}
dt+
∫ T
0
e−t/εG(u)dt
= Qε[u] +Rε[u]
with G(u) = ∫Ω[F (u)−λ|u|2/2] dx convex by (6.8). In order to handle the quadratic part
Qε we proceed as in [MiS11, Proof of Proposition 2.1] and exploit the auxiliary function
t 7→ v(t) = e−t/(2ε)u(t) and readily check that
e−t/(2ε)u′ = v′ + 12εv, and e
−t/(2ε)u′′ = v′′ + 1
ε
v′ + 14ε2 v. (6.13)
Note that, by possibly letting ε be small, standard computations ensure that we have the
following estimates for the norms of u and v
e−T/ε‖u‖2L2(0,T ;Z) ≤ ‖v‖2L2(0,T ;Z) ≤ ‖u‖2L2(0,T ;Z), (6.14a)
ε4e−T/ε‖u‖2H2(0,T ;H) ≤ ‖v‖2H2(0,T ;H) ≤ ε−4‖u‖2H2(0,T ;H). (6.14b)
Inserting (6.13) into Qε[u], we rewrite the latter in terms of v as
Qε[u] =
∫ T
0
(
ρε2
2 ‖v
′′‖2 + ρ+εν2 ‖v
′‖2 + ρ+4εν−16ε
2λ−
32ε2 ‖v‖
2 + 12〈Av, v〉
)
dt
+
∫ T
0
(
ρε〈v′′, v′〉+ ρ4 〈v
′′, v〉+ ρ+2εν4ε 〈v
′, v〉
)
dt.
Using integration by parts in the mixed terms in the second integral we arrive at
Qε[u] =
∫ T
0
(
ρε2
2 ‖v
′′‖2 + ρ+2εν4 ‖v
′‖2 + ρ+4εν−16ε
2λ−
32ε2 ‖v‖
2 + 12〈Av, v〉
)
dt
+ ρε2
(‖v′(T )‖2−‖v′(0)‖2)+ ρ4
(〈
v′(T ), v(T )
〉−〈v′(0), v(0)〉)
+ ρ+2εν8ε
(‖v(T )‖2−‖v(0)‖2) = Iε[v] +Bε[v],
(6.15)
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where Iε is the integral contribution and Bε collects all boundary terms. Looking only at
Iε we see that by letting ε sufficiently small, namely
ε <
1
4 max
{√
ρ
λ−
,
ν
λ−
}
, (6.16)
the quadratic form Iε is convex. The same holds also for the functional Bε for it is
quadratic in v′(T ) and v(t).
Let now θ ∈ [0, 1] and u0, u1 ∈ K(u0, u1) be given. Moreover, for i = 0, 1 we define
vi(t) = e−t/(2ε)ui(t) and w = v0−v1. For all ε small enough one deduces the existence of
κ˜ε > 0 such that
Qε
[
uθ] ≤ θ
(
Iε[v1] +Bε[v1]
)
+ (1−θ)(Iε[v0] +Bε[v0])
− κ˜εθ(1−θ)2
{
ρ‖w′′‖2L2(0,T ;H) + ‖w‖2H1(0,T ;H) + ‖w‖2L2(0,T ;Z)
}
.
By exploiting the first estimates in (6.14a) and (6.14b), we have proved that Qε is uni-
formly convex with respect to the metric of H1(0, T ;H)∩L2(0, T ;Z) (or even H2(0, T ;H)
if ρ > 0). As Wε = Qε + Rε and Rε is convex, the uniform convexity of Wε and the
existence of a unique minimizer uε ∈ K(u0, u1) ensue. 
6.4 A priori estimate and limit passage
The key step in the proof of Theorem 6.2.2 is to establish an integral energy estimate on
the family of minimizers uε which is independent of ε. Henceforth, the symbol C stands
for any constant depending on data and independent of ρ, ν, and ε (and, later, the time
step τ) and possibly changing from line to line. We shall prove the following lemma.
Lemma 6.4.1 (A priori estimate) Let uε be a minimizer of the WIDE functional Wε
on K(u0, u1). Then, for all sufficiently small ε
(ρ+ν)
∫ T
0
‖u′ε‖2 dt+
∫ T
0
E(uε)dt ≤ C. (6.17)
Note that, owing to the growth conditions (6.4), the latter estimate entails in particular
that minimizers of Wε on K(u0, u1) are uniformly bounded in V. This provides the
necessary compactness in order to prove our main result Theorem 6.2.2. The rigorous
proof of Lemma 6.4.1 is postponed to Section 6.5.3.
6.4.1 A formal argument
The proof of Lemma 6.4.1 will be achieved using a quite technical time-discretization
scheme in Section 6.5. Let us however provide here a formal argument by assuming
smoothness of the solutions uε of the Euler-Lagrange equation (6.11a) and focusing on the
(more difficult) case ρ > 0 only.
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Let v denote the function t 7→ v(t) = (1+T−t)(u′ε(t)−u1). Although v is not an ad-
missible test function in K(0, 0) we nevertheless test (6.11a) by v and take the integral on
[0, T ]. We shall imitate this procedure at the time-discrete level in a rigorous fashion. By
recalling the formula
∀g ∈ L1(0, T ),
∫ T
0
(1+T−t)g(t)dt =
∫ T
0
g(t)dt+
∫ T
0
(∫ t
0
g(s)ds
)
dt
we easily compute that for the fourth order term in (6.11a) we have that
ε2ρ
∫ T
0
〈u′′′′ε , v〉dt = ε2ρ
∫ T
0
〈u′′′′ε , u′ε−u1〉dt+ ε2ρ
∫ T
0
∫ t
0
〈u′′′′ε , u′ε−u1〉dsdt
= (1+T )ε
2ρ
2 ‖u
′′
ε(0)‖2 + ε2ρ
〈
u′′′ε (T ), u′ε(T )−u1
〉− 3ε2ρ2
∫ T
0
‖u′′ε‖2 dt,
where we have used integration by parts several times as well as the final and initial
conditions u′′ε(T ) = 0 and u′ε(0) = u1, respectively. Analogously, we use integration by
parts for the third order term giving
−2ερ
∫ T
0
〈u′′′ε , v〉dt = −2ερ
∫ T
0
〈u′′′ε , u′ε−u1〉dt− 2ερ
∫ T
0
∫ t
0
〈u′′′ε , u′ε−u1〉dsdt
= 2ερ
∫ T
0
‖u′′ε‖2 dt+ ερ
∫ T
0
∫ t
0
‖u′′ε‖2 dsdt− ερ‖u′ε(T )−u1‖2,
where we used the final condition u′′ε(T ) = 0 again. Next, for the second order term we
have
(ρ−εν)
∫ T
0
〈u′′ε , v〉dt =
ρ−εν
2 ‖u
′
ε−u1‖2 +
ρ−εν
2
∫ T
0
‖u′ε−u1‖2 dt.
Moreover, using the chain rule for t 7→ E(uε(t)) we obtain∫ T
0
〈DE(uε), v〉dt = E(uε(T ))− (1+T )E(u0) +
∫ T
0
E(uε)dt
−
∫ T
0
〈DE(uε), u1〉dt−
∫ T
0
∫ t
0
〈DE(uε), u1〉ds dt.
Finally, we sum up the equations and exploit the final conditions u′′ε(T ) = 0 and ερu′′′ε (T ) =
νu′ε(T ) and arrive, for sufficiently small ε at the following estimate∫ T
0
{
ν‖u′ε‖2 + ρ‖u′ε‖2 + ε‖u′′ε‖2 + E(uε)
}
dt ≤ C
(
1 +
∫ T
0
∣∣〈DE(uε), u1〉∣∣ds
)
. (6.18)
Hence, by using the growth conditions (6.4) and Young’s inequality we absorb the remain-
ing terms on the right-hand side and have thus shown that for small ε estimate (6.17)
holds.
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6.4.2 Proof of the main result
Let us now come to the proof of the main result in Theorem (6.2.2). Let uε be the family
of minimizers of the WIDE functionalsWε. Owing to Lemma 6.4.1 we can extract a (not
relabeled) subsequence uε such that uε ⇀ u in V, i.e.,
uε ⇀ u in L2(0, T ;Z) ∩ Lp(0, T ;X) ∩H1(0, T ;H).
In order to check that the limit u solves the limit equation in (6.12) we consider an
arbitrary w ∈ C∞c ([0, T [;Z ∩ X) (in particular w(T ) = w′(T ) = w′′(T ) = 0) and define
the test function t 7→ vε(t) = et/εw(t)− hε(t), where hε(t) = w(0) + t(w′(0) + 1εw(0)). In
particular, vε ∈ K(0, 0) holds and we have that
v′ε(t) = et/εw′(t) +
1
ε
et/εw(t)− h′ε(t) and
v′′ε (t) = et/εw′′(t) +
2
ε
et/εw′(t) + 1
ε2
et/εw(t).
Since vε ∈ C∞c ([0, T [;Z ∩X) is an admissible test function from the weak Euler–Lagrange
equation (6.10) one obtains
0 =
∫ T
0
{〈
ρu′′ε , ε
2w′′+2εw′
〉
+ εν
〈
u′ε, w
′ − e−t/εh′ε
〉− 〈DE(uε), e−t/εhε〉}dt
+
∫ T
0
〈
ρu′′ε+νu′ε+DE(uε), w
〉
dt.
Hence, integrating by parts and reordering the terms we arrive at the equation
∫ T
0
{〈
νu′ε+DE(uε), w
〉− ρ〈u′ε, w′〉}dt = ∫ T
0
〈
u′ε, ε
2ρw′′′+2ερw′′−ενw′〉
+
∫ T
0
εν
〈
u′ε, e−t/εh′ε
〉
+
〈
DE(uε), e−t/εhε
〉
dt− ρ〈u1, ε2w′′(0)+2εw′(0)+w(0)〉,
where we have used the initial condition u′ε(0) = u1 and that w and its derivatives vanish
at t = T . By passing to the limit as ε tends to 0 and using the weak continuity of the
operator B in (6.7) we obtain that the limit u satisfies∫ T
0
(〈
νu′+DE(u), w〉− ρ〈u′, w′〉)dt+ ρ〈u1, w(0)〉 = 0.
Namely, u solves the limit equation in (6.12), where u′′ makes sense in the dual space
L2(0, T ;Z∗) + Lp′(0, T ;X∗). The initial condition u(0) = u0 follows from the precompact-
ness of (uε)ε>0 in V, whereas the second initial condition u′(0) = u1 follows by the weak
formulation of the limit equation. 
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6.5 The time-discrete WIDE principle
The proof of Theorem 6.2.2 in the previous section rests upon the possibility of proving
the key estimate in Lemma 6.4.1. In this section we rigorously derive the key estimate by
investigating a time-discrete version of the WIDE principle. More precisely, we replace the
functionalWε by a time-discrete versionWετ , where τ = T/N , for N ∈ N, is the constant
time step. By mimicking the formal approach of Section 6.4.1 we derive a corresponding
estimate at the discrete level which is uniform in ε and τ . Finally, using the Γ-convergence
of the discrete WIDE functionals Wετ to Wε in the weak topology of V when τ goes to
zero we pass the discrete estimate to the continuous case (see Proposition 6.5.6).
From here on we directly focus on the situation ρ > 0, the case ρ = 0 being covered in
[MiS11]. We start by introducing the space of discrete trajectories
Yτ =
{
(U0, . . . , UN ) ∈ HN+1 : (U2, . . . , UN−2) ∈ (Z ∩X)N−3
}
.
Moreover, similar to Section 6.1 we define the discrete WIDE functional Wετ : Yτ → R
on the discrete trajectories U = (U0, . . . , UN ) by
Wετ [U ] =
ε2ρ
2
N∑
j=2
τejε
∥∥δ2Uj∥∥2 + εν2
N−1∑
j=2
τej+1ε
∥∥δUj∥∥2 + N−2∑
j=2
τej+2ε E(Uj).
Given a vector (V0, . . . , VN ) we use the notation δVj = (Vj−Vj−1)/τ for its discrete deriva-
tive, and δ2Vj = δ(δVj) and δ3Vj = δ(δ2Vj) for the second and third order discrete deriva-
tive, respectively, and so on. Moreover, we introduce the discrete weights eε = (e0ε, . . . , eNε )
given by
eiε =
(
ε
ε+ τ
)i
for i = 0, . . . , N. (6.19)
These weights are nothing but the discrete version of the exponentially decaying weight
t 7→ e−t/ε for which we have that δeiε + eiε/ε = 0. Namely, eε is the solution of the
constant time step implicit Euler discretization of the problem e′ε + eε/ε = 0, with the
initial condition eε(0) = 1.
Finally, the discrete counterpart of the convex set K(u0, u1) is denoted by Kτ (u0, u1)
and defined via
Kτ (u0, u1) =
{
U ∈ Yτ : U0 = u0, ρδU1 = ρu1
}
.
The unique minimizer of the time-discrete functional Wετ on Kτ (u0, u1) solves the
corresponding Euler–Lagrange system and we directly compute that the latter reads
0 = ε2ρ
N∑
j=2
τejε〈δ2Uj , δ2Vj〉+ εν
N−1∑
j=2
τej+1ε 〈δUj , δVj〉+
N−2∑
j=2
τej+2ε 〈DE(Uj), Vj〉 (6.20)
for all V ∈ Kτ (0, 0). Analogously to the continuous case we use summation by parts to
obtain the following result. (Here we omit the lengthy computations, an interested reader
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is referred to [LiS13b])
Lemma 6.5.1 (Discrete Euler-Lagrange equation) Let Uετ = (U ετ0 , . . . , U ετN ) be a
minimizer of the discrete WIDE functional Wετ on Kτ (u0, u1). Then, Uετ solves
ε2ρ δ4U ετj+2 − 2ερ δ3U ετj+1 + ρ δ2U ετj − εν δ2U ετj+1 + ν δU ετj + DE
(
U ετj
)
= 0, (6.21a)
for j = 2, . . . , N − 2 and subject to the initial and final conditions
U ετ0 = u0, and ρδU ετ1 = ρu1, (6.21b)
ε2ρδ2U ετN = 0, and ερδ2U ετN−1 + ενδU ετN−1 = ε2ρδ3U ετN . (6.21c)
Obviously, equations (6.21a)–(6.21c) are the discrete analog of equations (6.11a)–(6.11c).
6.5.1 Well-posedness of the discrete minimum problem
Exactly as in the time-continuous situation, in case that F is λ-convex, the functional
Wετ turns out to be uniformly convex for sufficiently small ε. Note that for all discrete
trajectories U ∈ Kτ (u0, u1) we easily obtain the discrete Poincaré-type estimate
N∑
k=2
τ
∥∥Uk∥∥2 ≤ C
(∥∥u0∥∥2 + ∥∥u1∥∥2 + N∑
k=2
τ
∥∥δ2Uk∥∥2
)
, (6.22)
where C depends on T . Hence, the functional Wετ is coercive on Kτ (u0, u1). Indeed, the
coercivity of Wετ in (Z ∩X)N−3 with respect to (U2, . . . , UN−2) is immediate. As for the
coercivity in H we see that, due to (6.22), the discrete WIDE functionalWετ controls the
norm in H (up to constants depending on T, ρ, ν, ε, and τ).
Remark 6.5.2 Although the discrete WIDE functional Wετ is only coercive on the set
(Z ∩X)N−3 with respect to (U2, . . . , UN−2) a minimizer Uετ satisfies U ετN−1, U ετN ∈ Z ∩X.
To see this, note that the final conditions (6.11c) yield
α1ετU
ετ
N−1 = α2ετU ετN−2 + α3ετU ετN−3,
β 0ετU
ετ
N = β1ετU ετN−1 + β2ετU ετN−2,
where αiετ , βiετ are suitable constants. Since the right-hand side in the first equation is in
Z ∩X so is U ετN−1 and analogously for U ετN .
Lemma 6.5.3 (Well-posedness of the discrete problem) For sufficiently small ε >
0 and τ > 0 and all u0, u1 ∈ H, Wετ admits a unique minimizer Uετ in Kτ (u0, u1).
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Proof: This argument is the discrete analogon of the proof of Theorem 6.3.1. In particular,
we decompose Wετ into a quadratic part Qετ and a convex remainder Rετ as
Wετ [U ] =
ε2ρ
2
N∑
j=2
τejε
∥∥δ2Uj∥∥2 + εν2
N−1∑
j=2
τej+1ε
∥∥δUj∥∥2
+ 12
N−2∑
j=2
τej+2ε
{〈AUj , Uj〉−λ−‖Uj‖2}+ N−2∑
j=2
τej+2ε G(Uj)
= Qετ [U ] +Rετ [U ]
with G(U) = ∫Ω[F (U)−λ|U |2/2]dx being convex. The result follows by checking that, for
small ε and τ , the functional Qετ is uniformly convex. To this end, for U ∈ Kτ (u0, u1) let
V = (V0, . . . , VN ) be defined as Vj = (ejε)1/2Uj , i.e., V plays the discrete counterpart of
the auxiliary function t 7→ v(t) = e−t/(2ε)u(t) in the proof of Theorem 6.3.1. Then, using
a discrete product rule we compute√
ejεδUj = `τδVj +
1
2ετ
Vj , and√
ejεδ
2Uj = `τδ2Vj +
`τ
2ετ
δVj−1 +
1
2ετ
δVj +
1
4ε2τ
Vj−1,
where `τ =
√
ε/(ε+τ) and ετ = τ/(2−2`τ ), in particular, we have `τ → 1 and ετ → ε for
τ → 0 (compare with the continuous case in (6.13)). Hence, substituting V for U we can
rewrite the quadratic part Qετ [U ] as
Qετ [U ] =
N∑
j=2
ε2ρτ
2
{
`2τ‖δ2Vj‖2 + `2τ
1
4ε2τ
‖δVj−1‖2 + 14ε2τ
‖δVj‖2 + 116ε4τ
‖Vj−1‖2
}
+
N−1∑
j=2
εντe1ε
2
{
`2τ‖δVj‖2 +
1
4ε2τ
‖Vj−1‖2
}
+
N−2∑
j=2
τe2ε
2
{
〈AVj , Vj〉 − λ−‖Vj‖2
}
+Mετ [V ], (6.23)
where Mετ [V ] collects the mixed terms such that we have
Mετ [V ] = ε2ρ
N∑
j=2
τ
{ `τ
2ετ
〈
δ2Vj , δVj+`τδVj−1
〉
+ 18ε3τ
〈
δVj+`τδVj−1, Vj−1
〉}
+ ε2ρ
N∑
j=2
τ`τ
4ε2τ
{〈
δVj−1, δVj
〉
+
〈
δ2Vj , Vj−1
〉}
+ ενe1ε
N−1∑
j=2
τ`τ
2ετ
〈
δVj , Vj
〉
.
We will treat each of the terms above separately as in the continuous case using summation
by parts. Note, however, that due to the discretization additional terms appear which also
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have to be taken care of. Namely, for the first term in Mετ [V ] we have
ε2ρ`τ
2ετ
N∑
j=2
τ
〈
δ2Vj , δVj+`τδVj−1
〉
= ε
2ρ(1−`τ )`τ
4ετ
N∑
j=2
‖δVj−δVj−1‖2
+ ε
2ρ(1+`τ )`τ
4ετ
(
‖δVN‖2−‖δV1‖2
)
.
Hence, as 0 < `τ < 1 the first term is convex in V . Next, we consider the second term in
Mετ [V ] and obtain after some rearrangements
ε2ρ
8ε3τ
N∑
j=2
τ
〈
δVj+`τδVj−1, Vj−1
〉
= −ε
2ρ(1−`τ )τ
16ε3τ
N∑
j=2
τ‖δVj−1‖2
+ ε
2ρ
16ε3τ
(
`τ‖VN−1‖2 − `τ‖V0‖2 + ‖VN‖2 − ‖V1‖2 − τ2‖δVN‖2 + τ2‖δV1‖2
)
,
where the last two boundary terms are due to shifting the summation index j. The sum in
the right-hand side goes with the second term in (6.23). Using the relation τ/(2ετ ) = 1−`τ
we see that the sum of both is positive if 2`τ > 1, which is true for sufficiently small τ .
Next, we compute
ε2ρ`τ
4ε2τ
N∑
j=2
τ
〈
δVj , δVj−1
〉
= ε
2ρ`τ
4ε2τ
N∑
j=2
τ
(
‖δVj‖2 − τ〈δ2Vj , δVj〉
)
= ε
2ρ`τ
4ε2τ
N∑
j=2
τ
(
‖δVj‖2−τ2‖δ2Vj‖2
)
− ε
2ρ`ττ
4ε2τ
(
‖δVN‖2−‖δV1‖2
)
.
Using again the relation τ/(2ετ ) = 1−`τ we can absorb the second term in the sum into
the first term in (6.23) provided τ is sufficiently small. For the fourth term in Mετ we
apply summation by parts once again which yields the equation
ε2ρ`τ
4ε2τ
N∑
j=2
τ
〈
δ2Vj , Vj−1
〉
= ε
2ρ`τ
4ε2τ
(〈δVN , VN 〉−〈δV1, V1〉)− ε2ρ`τ4ε2τ
N∑
j=2
τ‖δVj‖2.
Here, the sum in the right-hand side goes with the first term in the last equation.
Finally, for the last sum in Mετ we have
ενe1ε`τ
2ετ
N−1∑
j=2
τ
〈
δVj , Vj
〉
= ενe
1
ε`τ
4ετ
N∑
j=2
‖Vj−Vj−1‖2 + ενe
1
ε`τ
4ετ
(
‖VN‖2−‖V1‖2
)
.
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Now, collecting all terms involving Vj we find the quadratic form
V 7→
N−1∑
j=3
τ
(
ε2ρ+4ενe1εε2τ `τ−16ε4τe2ελ−)
32ε4τ
‖Vj−1‖2
which is convex in V if the term in the parentheses is positive, namely if `τε2τ/ε ≤
1
4 max{
√
ρ/λ−, ν/λ−}. Obviously, this condition is the discrete analogon of (6.16).
Collecting all boundary terms in a quadratic form, denoted Bετ , we argue as in the
continuous case and obtain the (uniform) convexity of Qετ . 
6.5.2 Discrete estimate for minimizers of the discrete WIDE functional
The formal argument of Subsection 6.4.1 that led to the crucial estimate for the minimizers
uε of the continuous WIDE functionalWε can be made rigorous at the time-discrete level.
Here we present a time-discrete version of estimate (6.18) by using the time-discrete Euler-
Lagrange system (6.21a). Namely, we aim at proving the following.
Proposition 6.5.4 (Discrete estimate) Let Uετ be a stationary point of the discrete
WIDE functional Wετ in Kτ (u0, u1). Then, for all ε and τ sufficiently small
N−2∑
j=2
τ
{
(ρ+ν)
∥∥δU ετj ∥∥2 + E(U ετj )} ≤ C, (6.24)
where C is constant independent of ε and τ .
Proof: Let us assume from the very beginning that ρ > 0 throughout this proof. Indeed,
the case ρ = 0 (and correspondingly ν > 0) is already treated in [MiS11]. Moreover, let
us write U instead of Uετ to keep notation simple. We argue by mimicking the estimate
of Subsection 6.4.1 at the discrete level. Namely, we shall perform the following:
0 =
N−2∑
j=2
τ (6.21a) · (δUj−u1) +
N−2∑
j=2
τ
j∑
i=1
τ (6.21a) · (δUi−u1). (6.25)
At first, let us test the time-discrete Euler–Lagrange equation in (6.21a) by Vi = δUi−u1
and sum for i = 2, . . . , j ≤ N−2 in order to get that
ε2ρ
j∑
i=2
〈
δ4Ui+2, δUi−u1
〉− 2ερ j∑
i=2
〈
δ3Ui+1, δUi−u1
〉− εν j∑
i=2
〈
δ2Ui+1, δUi−u1
〉
+ ρ
j∑
i=2
〈
δ2Ui, δUi−u1
〉
+ ν
j∑
i=2
〈
δUi, δUi−u1
〉
+
j∑
i=2
〈
DE(Ui), δUi−u1
〉
= 0. (6.26)
We now treat separately all terms in the above left-hand side. In particular, the fourth-
order-in-time term can be handled as follows using summation by parts twice and the
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initial condition δU1 = u1:
ε2ρ
j∑
i=2
τ
〈
δ4Ui+2, δUi−u1
〉
= ε2ρ
〈
δ3Uj+2, δUj−u1
〉− ε2ρ2 ∥∥δ2Uj+1∥∥2
+ ε
2ρ
2
∥∥δ2U2∥∥2 + ε2ρ2
j∑
i=2
∥∥δ2Ui+1−δ2Ui∥∥2.
Next, we treat the third-order-in-time term of (6.26) somehow similarly using summation
by parts once and the initial condition in order to obtain the identity
−2ερ
j∑
i=2
τ
〈
δ3Ui+1, δUi−u1
〉
= −2ερ〈δ2Uj+1, δUj−u1〉+ 2ερ j∑
i=2
τ
∥∥δ2Ui∥∥2.
Moreover, we proceed analogously for both of the remaining second-order-in-time deriva-
tives in (6.26) and compute
ρ
j∑
i=2
τ
〈
δ2Ui, δUi−u1
〉
= ρ2
∥∥δUj−u1∥∥2 + ρ2
j∑
i=2
∥∥δUi−δUi−1∥∥2, and
−εν
j∑
i=2
τ
〈
δ2Ui+1, δUi−u1
〉
= εν2
∥∥δU2−u1∥∥2+εν2
j∑
i=2
∥∥δUi+1−δUi∥∥2−εν2 ∥∥δUj+1−u1∥∥2.
Since the nonlinearity F is assumed to be λ-convex we can use the estimate in (6.9) in
order to obtain for the derivative of E in (6.26)
j∑
i=2
τ
〈
DE(Ui), δUi−u1
〉 ≥ E(Uj)− E(u0)− j∑
i=1
τ
〈
DE(Ui), u1
〉
+ λ2
j∑
i=1
∥∥Ui−Ui−1∥∥2,
where we also used the initial condition δU1 = u1. Moreover, in the case λ− 6= 0 we write
λ−
2 ‖Ui−Ui−1‖2 = λ
−τ2
2
∥∥δUi∥∥2. For sufficiently small τ this term will be absorbed in the
remaining terms.
We now recollect the computations above into equation (6.26) in order to deduce the
following estimate which holds for j = 2, . . . , N−2
ε2ρ
〈
δ3Uj+2, δUj−u1
〉− ε2ρ2 ∥∥δ2Uj+1∥∥2 − 2ερ〈δ2Uj+1, δUj−u1〉+ E(Uj)
+ ρ2
∥∥δUj−u1∥∥2 − εν2 ∥∥δUj+1−u1∥∥2 +
j∑
i=2
τ
{
ν
∥∥δUi∥∥2 + 2ερ∥∥δ2Ui∥∥2 − λ−τ2 ∥∥δUi∥∥2
}
≤ C +
j∑
i=1
τ
〈
DE(Ui) + νδUi, u1
〉
, (6.27)
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where C is a constant independent of ε and τ . By choosing j = N−2 and taking advantage
of the final boundary conditions ε2ρδ3UN = ερδ2UN−1+ενδUN−1 we arrive at the estimate
〈
ενδUN−1 − ερδ2UN−1, δUN−2−u1
〉− ε2ρ2 ∥∥δ2UN−1∥∥2 + E(UN−2)
+ ρ2
∥∥δUN−2−u1∥∥2 − εν2 ∥∥δUN−1−u1∥∥2 +
N−2∑
i=2
τ
{
2ερ
∥∥δ2Ui∥∥2 + ν∥∥δUi∥∥2}
≤ C +
N−2∑
i=1
τ
{〈
DE(Ui)+νδUi, u1
〉
+ λ
−τ
2
∥∥δUi∥∥2
}
. (6.28)
To treat the boundary terms we use the definition of the difference quotients and rewrite
the final conditions in (6.21c) in order to obtain the identity −ρδ2UN−1= τντ+εδUN−1.
Hence, we reformulate the first two terms in (6.28) in terms of δUN−1 and after some
computations obtain the estimate
ε
〈
νδUN−1 − ρδ2UN−1, δUN−2−u1
〉 ≥ εν(1−α)∥∥δUN−1∥∥2 − εν
α
‖u1‖2,
where 0 < α < 1 is an arbitrary constant. Therefore, for sufficiently small ε > 0 we can
absorb also the remaining boundary terms such that from (6.28) we arrive at
εν
8
∥∥δUN−1∥∥2 + ρ2∥∥δUN−2−u1∥∥2 + E(UN−2) +
N−2∑
i=2
τ
{
2ερ
∥∥δ2Ui∥∥2 + ν∥∥δUi∥∥2}
≤ C +
N−2∑
i=1
τ
{〈
DE(Ui) + νδUi, u1
〉
+ λ
−τ
2
∥∥δUi∥∥2
}
. (6.29)
Let us now move to the consideration of the second term in (6.25). In particular, we
multiply the estimate in (6.27) by τ and take the sum for j = 2, . . . , N−2 in order to
obtain
ε2ρ
N−2∑
j=2
τ
{〈
δ3Uj+2, δUj−u1
〉− 12∥∥δ2Uj+1∥∥2
}
− 2ερ
N−2∑
j=2
τ
〈
δ2Uj+1, δUj−u1
〉
+
N−2∑
j=2
j∑
i=2
τ2
{
2ερ
∥∥δ2Ui∥∥2+ν∥∥δUi∥∥2}+N−2∑
j=2
τ
{
ρ
2
∥∥δUj−u1∥∥2−εν2 ∥∥δUj+1−u1∥∥2+E(Uj)
}
≤ C +
N−2∑
j=2
j∑
i=1
τ2
{〈
DE(Ui)+νδUi, u1
〉
+ λ
−τ
2 ‖δUi‖
2
}
. (6.30)
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Using again summing by parts and Cauchy’s inequality we estimate the first sum in (6.30)
in the following way
ε2ρ
N−2∑
j=2
τ
{〈
δ3Uj+2, δUj−u1
〉−12∥∥δ2Uj+1∥∥2
}
= −ε2ρ
N−2∑
j=2
τ
{〈
δ2Uj+1, δ
2Uj
〉
+12
∥∥δ2Uj+1∥∥2}
≥ −ε2ρ
N−2∑
j=2
{∥∥δ2Uj+1∥∥2+12∥∥δ2Uj∥∥2
}
≥ −3ε
2ρ
2
N−2∑
j=2
τ
∥∥δ2Uj∥∥2 − ε2ρ∥∥δ2UN−1∥∥2 (6.31)
where we have shifted the indices and used the initial condition ρδU1 = ρu1 and the
final condition ρδ2UN = 0. The first term in the right-hand side goes together with the
corresponding term in (6.29) which is of order ε. Moreover, for the third term in (6.30)
we sum by parts in order to obtain the estimate
−2ερ
N−2∑
j=2
τ
〈
δ2Uj+1, δUj−u1
〉 ≥ ερ∥∥δU2−u1∥∥2 − ερ∥∥δUN−2−u1∥∥2
− 2ερτ〈δ2UN−1, δUN−2−u1〉
≥ −3ερ2
∥∥δUN−2−u1∥∥2 − 2ερτ2∥∥δ2UN−1∥∥2, (6.32)
where we have used Cauchy’s inequality. Note that we have treated the last term in the sum
separately in order to be able to absorb the boundary term δUN−2 into the corresponding
term in (6.29). Moreover, the second boundary term δ2UN−1 can be treated using again
the identity −ρδ2UN−1= τντ+εδUN−1.
By taking the sum of (6.29) and (6.30), using the estimates (6.31)—(6.32) and letting
ε and τ small enough we obtain that
ρ
4
∥∥δUN−2−u1∥∥2 + εν4 ∥∥δUN−1∥∥2 + E(UN−2) +
N−2∑
j=2
j∑
i=2
τ2
{
2ερ
∥∥δ2Ui∥∥2 + ν∥∥δUi∥∥2}
+
N−2∑
j=2
τ
{1
2ν
∥∥δUj∥∥2 + ρ2∥∥δUj−u1∥∥2 + ρε2 ∥∥δ2Uj∥∥2 + E(Uj)
}
≤ C + (1+T )
N−2∑
i=1
τ
{∣∣〈DE(Ui)+νδUi, u1〉∣∣+ λ−τ2 ∥∥δUi∥∥2
}
.
As ε and τ are assumed to be small, by using the growth conditions in (6.4) and Young’s
inequality we readily get the estimate. 
6.5.3 Γ-convergence of discrete WIDE functionals
In order to conclude the proof of Lemma 6.4.1 we need to show that the time-discrete
energy estimate in Proposition 6.5.4 passes to the limit as τ → 0 (for fixed ε > 0). To
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this aim, we check the discrete-to-continuous Γ-convergence Wε = Γ- limτ→0Wετ with
respect to the weak topology on V (see [Bra02, Dal93] for relevant definitions and results
on Γ-convergence).
For all vectors V ∈ HN+1, we indicate by vτ and vτ their backward constant and
piecewise affine interpolants on the partition {iτ : i = 0, . . . , N}, respectively. Namely,
we have vτ (0) = vτ (0) = V0 and
vτ (t) ≡ Vi,
vτ (t) = αi(t)Vi + (1−αi(t))Vi−1
}
for t ∈ ](i−1)τ, iτ], i = 1, . . . , N,
where we have used the auxiliary functions
αi(t) = (t− (i−1)τ)/τ for t ∈ ](i−1)τ, iτ ] , i = 1, . . . , N.
With these definitions we reformulate the estimate in Proposition 6.5.4 as
(ρ+ν)
∫ T−2τ
τ
(∥∥u′ετ∥∥2 + E(uετ )) dt ≤ C, (6.33)
where uετ and uετ denote the piecewise affine and constant interpolants associated with
the minimizer Uετ ∈ Kτ (u0, u1) of the discrete WIDE functional Wετ , respectively.
As a first step in the proof of the Γ-convergence we introduce the space of piecewise
affine functions with respect to the partition {iτ : i = 0, . . . , N} on [0, T ] being a subspace
of V and the corresponding convex set K̂τ (u0, u1)
V̂τ = {u : [0, T ]→ Z ∩X : u is piecewise affine} ⊂ V,
K̂τ (u0, u1) =
{
u ∈ V̂τ : u(0) = u0 and ρu ≡ ρu1 on [0, τ ]
}
.
Hence, by identifying the discrete trajectories U ∈ Yτ with their piecewise affine inter-
polants uτ ∈ V̂τ we formulate the minimization of Wετ and Wε on the common space V
by extending the WIDE functionals, i.e., we consider
W ε[u] =
{
Wε[u] if u ∈ K(u0, u1),
∞ otherwise, W ετ [u] =
{
Wετ [U ] if u ∈ K̂τ (u0, u1),
∞ otherwise,
where U = (u(0), u(τ), . . . , u(T )) ∈ Yτ for a piecewise affine u ∈ V̂τ .
As subtle detail note that for an arbitrary U ∈ Yτ we have in general UN−1, UN /∈ Z∩X
such that the corresponding piecewise affine interpolant uτ is in general not in V. However,
from Remark 6.5.2 we know that the minimizers Uετ of Wετ satisfy U ετN−1, U ετN ∈ Z ∩X
so that we can neglect this subtlety.
Before we give the main result of this section we note the convergence of the (shifted)
interpolants of the time-discrete weights eiε to their continuous counterpart. The proof is
being omitted here.
Lemma 6.5.5 Let e ετ and e ετ denote the piecewise constant and affine interpolants of the
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Figure 6.1: Interpolants: piecewise constant (solid), piecewise affine (dotted), piecewise
quadratic (dashed)
discrete weights eiε, respectively. Then
eετ , e
ε
τ , e
ε
τ (·+ τ), e ετ (·+ 2τ)→
(
t 7→ e−t/ε
)
strongly in L∞(0, T ), (6.34)
the convergence of eετ being actually strong in W1,∞(0, T ).
Proposition 6.5.6 (Discrete/continuous Γ-convergence) The time-discrete WIDE
functionalsW ετ converge in the sense of Mosco convergence to the continuous functionals
W ε in V.
Before we prove the Proposition 6.5.6 let us finish the proof of Lemma 6.4.1.
Proof of Lemma 6.4.1: Proposition 6.5.4 yields that the minimizers uετ of the discrete
functional W ετ fulfill estimate (6.33) and are hence weakly precompact in V. As W ετ
Γ-converges to W ε with respect to the same topology by Proposition 6.5.6 we can apply
the Fundamental Theorem of Γ-convergence (see [Dal93, Ch. 7] and [Bra02, Sect. 1.5]),
which yields that uετ ⇀ uε weakly in V, where uε is the unique minimizer ofW ε. Finally,
estimate (6.33) passes to the limit and we have proven Lemma 6.4.1. 
Proof of Proposition 6.5.6: The proof is classically divided into (i) proving the Γ-liminf
inequality and (ii) checking the existence of a recovery sequence (see [Dal93, Bra02]).
Ad (i). Assume to be given a sequence uτ ∈ Ŷτ such that uτ ⇀ u with respect to the
weak topology on V and lim infτ→0W ετ [uτ ] <∞. Let us denote by u˜τ ∈ H2(0, T ;Z ∩X)
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the piecewise quadratic interpolant of Ui = uτ (iτ), i = 0, . . . , N , defined by the relations
u˜τ (t) = uτ (t) for t ∈ [0, τ ] and
u˜′τ (t) = ατ (t)u′τ (t) + (1−ατ (t))u′τ (t−τ) for t ∈ [τ, T ] ,
where we have used the notation ατ (t) = αi(t) for t ∈ ](i−1)τ, iτ ], i = 1, . . . , N . Hence,
u˜τ is defined such that its derivative is piecewise affine (see Figure 6.1). We preliminarily
observe that
u˜′τ (t) = u′τ (t−τ) + τατ (t)u˜′′τ (t) for almost every t ∈ ]τ, T ] . (6.35)
Moreover, we check that
W ετ [uτ ] =
∫ T
τ
e ετ
ε2ρ
2 ‖u˜
′′
τ‖2 dt+
∫ T−τ
τ
e ετ (·+ τ)
εν
2 ‖u
′
τ‖2 dt+
∫ T−2τ
τ
e ετ (·+ 2τ)E(uτ )dt.
Since by assumption lim infτ→0W ετ [uτ ] <∞ we can extract a not relabeled subsequence
such that lim supτ→0W ετ [uτ ] <∞ and use the convergences of the weights e ετ in Lemma
6.5.5 to obtain
ρ
∫ T
τ
‖u˜′′τ‖2 dt+ ν
∫ T−τ
τ
‖u′τ‖2 dt+
∫ T−2τ
τ
E(uτ )dt ≤ C.
Hence, by using the growth conditions (6.4) and by possibly further extracting a not
relabeled subsequence (and considering standard projections for t > T − 2τ) we have the
weak convergence of the piecewise constant interpolant
uτ ⇀ u weakly in Lp(0, T ;X), uτ ⇀ u weakly in L2(0, T ;Z), (6.36)
while for the piecewise affine interpolant we have
uτ ⇀ u weakly in H1(0, T ;H). (6.37)
Thus, applying the theorem by Arzelà-Ascoli we even have that uτ → u in C(0, T ;H). In
particular, an easy calculation shows that uτ − uτ → 0 in L2(0, T ;H) such that we arrive
at
uτ → u in L2(0, T ;H). (6.38)
Furthermore, there exists a v such that for the piecewise quadratic interpolant we obtain
u˜τ ⇀ v weakly in H2(0, T ;H), ρu˜′τ ⇀ ρv′ strongly in C(0, T ;H). (6.39)
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Indeed, we have that v = u. In order to check this fix w ∈ L2(0, T ;H) and compute that∫ T
0
〈u˜′τ − u′, w〉dt =
∫ τ
0
〈u′τ − u′, w〉dt+
∫ T
τ
〈
u′τ (· −τ) + τατ u˜′′τ − u′, w
〉
dt
=
∫ T
0
〈u′τ − u′, w〉dt+
∫ T
τ
〈
u′τ (· −τ)− u′τ + τατ u˜′′τ , w
〉
dt
=
∫ T
0
〈u′τ − u′, w〉dt− τ
∫ T
τ
(1−ατ )〈u˜′′τ , w〉dt −→ 0,
where we have used the identity in (6.35), the convergence of the piecewise affine inter-
polant (6.37), and the boundedness |ατ | ≤ 1 and of u˜′′ in L2(0, T ;H). Hence, we have the
convergence ρu˜′τ ⇀ ρu′ in L2(0, T ;H) and v = u. In particular, owing to the convergence
in (6.39) we have proved that ρu1 = ρu˜′τ (0) = ρu′(0) and u ∈ K(u0, u1).
Eventually, we exploit the strong convergences in L∞(0, T ) of the piecewise constant
interpolants of the discrete weights in Lemma (6.5.5) and the convergences in (6.36)–
(6.39) in order to get by the weak lower semi-continuity of the L2-norm∫ T
0
e−t/ε ε
2ρ
2 ‖u
′′‖2 dt ≤ lim inf
τ→0
∫ T
τ
eτ
ε2ρ
2 ‖u˜
′′
τ‖2 dt,∫ T
0
e−t/ε εν2 ‖u
′‖2 dt ≤ lim inf
τ→0
∫ T−τ
τ
eτ (·+ τ)εν2 ‖u
′
τ‖2 dt.
Due to (6.38) we can extract a (not relabeled) subsequence such that uτ converges a.e. in
Ω × [0, T ]. Thus, together with uτ ⇀ u in L2(0, T ;Z), the application of Fatou’s lemma
yields ∫ T
0
e−t/εE(u)dt ≤ lim inf
τ→0
∫ T−2τ
τ
eτ (·+ 2τ)E(uτ )dt.
In particular, these lower estimates ensure
W ε[u] ≤ lim inf
τ→0 Wετ [U ] = lim infτ→0 W ετ [uτ ],
which is the desired Γ-lim inf inequality.
Ad (ii). In order to construct a recovery sequence for a given u ∈ K(u0, u1) we define
first the backward floating mean operator Mτ on L1(0, T ;H) (also called Steklov averaging
operator, see [LSU68, Ch. 2 Sect. 4]) by setting
Mτ [u](t) =

u0 for t ∈ [0, τ [,
1
τ
∫ t
t−τ
u(s) ds for t ∈ [τ, T ], for u ∈ L
1(0, T,H).
In particular, using Lebesgue’s differentiation theorem we immediately check that for
u ∈ Lq(0, T ;H) (resp. Lq(0, T ;Z), Lq(0, T ;X)) we have the convergence Mτ [u] → u in
Lq(0, T ;H) for 1 ≤ q <∞ (resp. Lq(0, T ;Z), Lq(0, T ;X)).
Letting an arbitrary u ∈ K(u0, u1) be fixed we define the discrete trajectory U =
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(U0, . . . , UN ) ∈ Yτ by
U0 = u0, ρU1 = ρ(u0 + τu1), Ui = Mτ [u](iτ) for i = 2, . . . , N.
We denote by uτ and uτ the piecewise affine and constant interpolants, respectively, as-
sociated with U .
We aim to show that uτ is a recovery sequence for u. Indeed, we clearly have that uτ
converges strongly to u in L2(0, T ;Z)∩ Lp(0, T ;X), while uτ converges at least weakly to
u in L2(0, T ;Z)∩ Lp(0, T ;X). Indeed, we immediately check that for B = Z,X or H and
1 ≤ q <∞ we can estimate
‖uτ‖Lq(τ,T ;B) ≤ ‖u‖Lq(0,T ;B), for u ∈ Lq(0, T ;B).
Moreover, we check that
∫ T
0
‖u′τ − u′‖2 dt =
∫ τ
0
‖u1 − u′‖2 dt+
N∑
i=2
∫ iτ
(i−1)τ
∥∥∥∥∥ 1τ2
∫ iτ
(i−1)τ
(
u(s)−u(s−τ))ds− u′∥∥∥∥∥
2
dt
=
∫ τ
0
‖u1 − u′‖2 dt+
N∑
i=2
∫ iτ
(i−1)τ
∥∥∥∥∥−
∫ iτ
(i−1)τ
Mτ [u′](s)ds− u′
∥∥∥∥∥
2
dt. (6.40)
Hence, as one has that Mτ [u′] → u′ in L2(0, T ;H) we conclude that uτ → u strongly in
H1(0, T ;H). In particular, we have verified that uτ ⇀ u weakly in V.
Next, we exploit the λ-convexity of F and compute that
∫ T−2τ
τ
e ετ (·+2τ)E(uτ )dt =
N−2∑
i=2
∫ iτ
(i−1)τ
{
ei+2ε
(E(uτ )− E(u))+ ei+2ε E(u)} dt
≤
∫ T−2τ
τ
eτ (·+2τ)
{〈Auτ , uτ−u〉+ 〈B(uτ ), uτ−u〉− λ2 ‖uτ−u‖2 + E(u)
}
dt.
In particular, by taking the lim sup as τ → 0 and recalling that uτ → u strongly in
L2(0, T ;Z) ∩ Lp(0, T ;X) and the convergences (6.34), we have that
lim sup
τ→0
∫ T−2τ
τ
e ετ (·+2τ)E(uτ )dt ≤
∫ T
0
e−t/εE(u)dt. (6.41)
Next, we deal with the second-order derivatives in time like we did in the first-order case
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in (6.40). We compute
ρ
∫ T
3τ
∥∥u˜′′τ−u′′∥∥2 dt = ρ N∑
i=4
∫ iτ
(i−1)τ
∥∥∥∥Ui − 2Ui−1 + Ui−2τ2 − u′′
∥∥∥∥2 dt
= ρ
N∑
i=4
∫ iτ
(i−1)τ
∥∥∥∥∥ 1τ3
∫ iτ
(i−1)τ
(
u− u(·−τ))ds− 1
τ3
∫ (i−1)τ
(i−2)τ
(
u− u(·−τ))ds− u′′∥∥∥∥∥
2
dt
= ρ
N∑
i=4
∫ iτ
(i−1)τ
∥∥∥∥∥−
∫ iτ
(i−1)τ
Mτ
[
Mτ [u′′]
]
ds− u′′
∥∥∥∥∥
2
dt→ 0, (6.42)
where the convergence to 0 is ensured by the fact that Mτ [Mτ [u′′]] → u′′ strongly in
L2(0, T ;H). Thus, we have that u˜′′τ → u′′ in L2(0, T ;H).
Finally, combining (6.40)–(6.42) we have proved that
W ε[u] =
∫ T
0
e−t/ε
(
ε2ρ
2 ‖u
′′‖2 + εν2 ‖u
′‖2 + E(u)
)
dt
≥ lim sup
τ→0
(∫ T
τ
eτ
ε2ρ
2 ‖u˜
′′
τ‖2 dt+
∫ T−τ
τ
eτ (·+τ)εν2 ‖u
′
τ‖2 dt+
∫ T−2τ
τ
eτ (·+2τ)E(uτ )dt
)
= lim sup
τ→0
Wετ [U ] = lim sup
τ→0
W ετ [uτ ].
Namely, uτ is a recovery sequence for u. 
Before closing this section let us stress that the obtained results can be adapted in order
to encompass more general situations. In particular, we can consider unbounded domains
(see [Ste11]) as well as different boundary conditions or the presence of additional source
terms with no particular intricacy. Moreover, the WIDE approach can be applied to other
classes of dissipative equations. For instance, one could recast the WIDE principle for the
strongly damped wave equation
ρu′′ − ν∆u′ −∆u+ f(u) = 0,
suitably combined with boundary and initial conditions by replacing the dissipative term
εν‖u′‖2/2 with the H1-seminorm εν‖∇u′‖2/2 in the definition of the functional Wε.
6.6 Γ-convergence of the WIDE functionals
As already mentioned, a remarkable trait of the WIDE approach is its independence
of the character of the equation (5.1) as long as ρ + ν > 0. In particular, the WIDE
formalism is well-suited in order to describe limiting behaviors in the parameters. First of
all, by inspecting the proof of Theorem 6.2.2 it is apparent that stationarity of the WIDE
functional pass to limits ρ → 0 and ν → 0 as well as to joint limits (ρ, ε) → (0, 0) and
(ν, ε) → (0, 0). On the other hand, by keeping ε fixed we can argue from a variational
viewpoint by addressing the limits ρ→ 0 and ν → 0 within the frame of Γ-convergence.
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Let us momentarily modify the notation for the WIDE functional Wε, the function
space Y, and the set K(u0, u1) by highlighting the dependence on the parameters ρ and ν
as W ρ,νε , Yρ, and Kρ(u0, u1), respectively. Moreover, for the sake of notational simplicity
we incorporate the constraint u ∈ Kρ(u0, u1) directly in the functional by letting
W
ρ,ν
ε [u] =
{
W ρ,νε [u] for u ∈ Kρ(u0, u1),
∞ otherwise.
We have the following result for the nondissipative and viscous limits ν → 0 and ρ→ 0,
respectively.
Proposition 6.6.1 (Γ-convergence) The functionals W ρ,νε converge in the sense of
Mosco for ν → 0 on Y and for ρ→ 0 on V, respectively. Namely, it holds that
(i) W ρ,0ε = Γ- lim
ν→0 W
ρ,ν
ε on both Yρ and Y
ρ
weak,
(ii) W 0,νε = Γ- lim
ρ→0 W
ρ,ν
ε on both V and Vweak.
Proof: (ad) (i): The existence of a recovery sequence uν → u in Y is immediate by
the pointwise convergence W ρ,νε [u]→W ρ,0ε [u] for ν → 0. The Γ-lim inf inequality follows
from the fact thatWε
ρ,ν
ε ≥W ρ,0ε pointwise andW ρ,0ε is lower semicontinuous with respect
to the weak topology of Yρ.
(ad) (ii): The Γ-lim inf inequality is immediate as W ρ,νε ≥ W 0,νε pointwise and the
latter is lower semicontinuous with respect to the weak topology of V. As for the recovery
sequence, we shall resort here to some singular perturbation technique (in time). In
particular, for any given u ∈ K0(u0, u1) and almost every x ∈ Ω we can find t 7→ vρ(x, t) ∈
H10(0, T ) solving weakly
vρ(x, ·)−√ρv′′ρ(x, ·) = u′(x, ·)− u1(x).
Then, it is a standard matter to prove that t 7→ uρ(·, t) = u0 + tu1 +
∫ t
0 vρ(·, s) ds ∈
Kρ(u0, u1) is such that uρ → u strongly in V and √ρu′′ρ → 0 strongly in L2(0, T ;H). We
hence have that W ρ,νε [uρ]→W 0,νε [u] for ρ→ 0. 
Let us now check that the latter Γ-convergence result is sufficient in order to prove
that, as ρ → 0 or ν → 0, (subsequences of) minimizers converge to a minimizer of the
corresponding limit functional. To this aim, we just need to check for the precompactness
of the minimizers of W ρ,νε with respect to the weak Y or V topology. Let uρ,ν be the
minimizer of W ρ,νε and define t 7→ û(t) = u0 + tu1 ∈ Kρ(u0, u1) then
W
ρ,ν
ε [uρ,ν ] ≤W ρ,νε [û].
Hence, using the growth conditions in (6.4) the required precompactness follows.
Before closing this subsection let us stress that the above Γ-limits are taken for ε fixed
and record that combined Γ-convergence analyses simultaneously for both parameters
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and ε → 0 are presently not available. Additional material on Γ-convergence for WIDE
functionals in the parabolic case is however to be found in [AkS11, MiO08, MiS11].
6.7 Improved results for the finite-dimensional case
In this last section we consider the finite-dimensional case, namely we consider trajectories
t 7→ u(t) ∈ RI such that H = X = Z = RI , for I ∈ N. In connection to classical mechanics
(see [Arn89]) let us denote the state variable by q and the potential by U ∈ C1,1(RI). The
definition of the WIDE functionals is
Wε[q] =
∫ T
0
e−t/ε
[
ε2ρ
2 |q
′′|2 + εν2 |q
′|2 + U(q)
]
dt. (6.43)
The existence and uniqueness of minimizers follows as in the infinite-dimensional case in
Theorem 6.3.1. Indeed, note that U ∈ C1,1(RI) implies the existence of a λ > 0 such that
q 7→ U(q) + λ/2|q|2 is convex.
Moreover, a careful look at the previous sections entails that the results hold in this
case under the weaker assumption that 0 ≤ U ∈ C1,1loc(RI) and
∀δ > 0 ∃cδ ≥ 0 ∀q ∈ RI : |∇U(q)| ≤ δ
(
U(q)+|q|2)+ cδ. (6.44)
This follows for instance for U being the sum of a homogeneous and a subcubic potential.
In particular, Lemma 6.4.1 holds and we have for the minimizer qε of Wε
(ρ+ν)‖q′ε‖2L2 ≤ C. (6.45)
In particular, as before we obtain the convergence of the minimizers (in fact, points) qε
to a solution of the limit equation
ρq′′ + νq′ +∇U(q) = 0. (6.46)
Moreover, the convergence result of Theorem 6.2.2 can be refined in order to yield a
quantitative rate estimate. Here, for the sake of simplicity we consider only the nondissi-
pative case ν = 0.
Theorem 6.7.1 (Error control) Let qε minimize Wε, then
ρ‖q−qε‖H1+η ≤ c(T )ε(1−η)/2 for all η ∈ [0, 1[.
Proof: The argument relies on establishing an extra estimate. From bound (6.45)
and the local Lipschitz continuity of ∇U we have that ε2ρq′′′′ε −2ερq′′′ε +ρq′′ε is uniformly
bounded in L2(0, T ;RI), depending on T . Hence, by integrating its squared norm we have
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that
ε4
∫ T
0
ρ|q′′′′ε (t)|2 dt+ 4ε2
∫ T
0
ρ|q′′′ε (t)|2 dt+
∫ T
0
ρ|q′′ε (t)|2 dt
≤ c(T ) + 2ε3
∫ T
0
ρq′′′′ε (t)·q′′′ε (t)dt+ 2ε
∫ T
0
ρq′′′ε (t)·q′′ε (t)dt− ε2
∫ T
0
ρq′′′′ε (t)·q′′ε (t)dt
= c(T )− ε3ρ|q′′′ε (0)|2 − ερ|q′′ε (0)|2 + ε2ρq′′′ε (0)·q′′ε (0) + 2ε2
∫ T
0
ρ|q′′′ε (t)|2 dt,
where we used the final conditions q′′′ε (T ) = q′′ε (T ) = 0. This entails that ε2ρ1/2q′′′′ε ,
ερ1/2q′′′ε , and ρ1/2q′′ε are bounded in L2(0, T ;RI). Moreover, the Gagliardo-Nirenberg
inequality ensures that
ρ1/2‖q′′′ε ‖L∞ ≤ c(T )
(
ρ1/2‖q′′′ε ‖L2 + ρ1/2‖q′′′ε ‖1/2L2 ‖q′′′′ε ‖
1/2
L2
) ≤ c(T )(1
ε
+ 1
ε3/2
)
,
ρ1/2‖q′′ε‖L∞ ≤ c(T )
(
1+1
ε
)
. (6.47)
Take now the difference between the Euler-Lagrange equation for Wε and the limit equa-
tion (6.46), test it on p′ε = q′−q′ε, and integrate on (0, t) getting
ρ
2 |p
′
ε(t)|2 = −ε2
∫ t
0
ρq′′′′ε (s)·p′ε(s)ds+ 2ε
∫ t
0
ρq′′′ε (s)·p′ε(s)ds
−
∫ t
0
(∇U(q(s))−∇U(qε(s)))·p′ε(s)ds
≤ −ε2ρq′′′ε (t)·p′ε(t) + ε2
∫ t
0
ρq′′′ε (s)·p′′ε(s)ds+ 2ερq′′ε (t)·p′ε(t)
− 2ε
∫ t
0
ρq′′ε (s)·p′′ε(s)ds+ c
∫ t
0
ρ|pε(s)||p′ε(s)|ds
≤ c(T )ε+ ρ4 |p
′
ε(t)|2 + c(T )
∫ t
0
ρ|p′ε(s)|2 ds,
where we used (6.47) in the last inequality. Hence, by means of Gronwall’s Lemma we get
that ρ‖q′−q′ε‖2L∞ ≤ c(T )ε. By interpolation [BeL76], for all η ∈ (0, 1) we have
ρ‖q−qε‖(W1,∞,H2)η,1 ≤ c(T )‖q′−q′ε‖1−ηL∞ ‖q−qε‖ηH2 ≤ c(T )ε(1−η)/2
(which is stronger than the statement). Eventually, we conclude by noting that
(W1,∞,H2)η,1 ⊂ (W1,∞,H2)η,2 ⊂ (H1,H2)η,2 = H1+η
with continuous injections. 
The conclusions of Theorem 6.7.1 hold unchanged for ν > 0 as long as ρ > 0 and the
proof is indeed an extension of the proposed one. For ρ = 0 (and ν > 0) one resorts
in the (necessarily weaker) quantitative convergence result ν‖q−qε‖Hη ≤ c(T )ε(1−η)/2 for
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η ∈ [0, 1).
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In this chapter we present the results of [LiS13a] and focus on the infinite time horizon
version of the WIDE principle, i.e., T = ∞ in the definition of the WIDE functional
in (5.2). Also in this case the crucial point is the validity of a priori estimates for the
minimizers of the WIDE functional Wε, however, the methods used here are completely
different. Since the WIDE functional is defined on the half-line R+ we can rescale time
by considering t′ = t/ε. This leads to an equivalent minimization problem with a weight
exp(−t′) instead of exp(−t/ε). Moreover, we use time reparametrizations of the scaled
minimizers to obtain suitable a priori estimates. Here we follow the argument by Serra
& Tilli and hence claim no originality here. It is not clear to us whether the approach of
reparametrizing time could also be applied to the finite time horizon case of the previous
chapter. While the Euler-Lagrange equation forWε corresponds to the final time horizon
case (see (6.11a)) we have no additional final conditions. However, note that u being a
function in H1(R+, e−t/εdt; L2(Ω)) implies the integrability conditions
t 7→ e−t/ε‖u‖2, t 7→ e−t/ε‖u′‖2 ∈ L1(R+) (7.1)
by virtue of some suitable weighted Poincaré inequality (see Lemma 7.4.1 and [SeT12]).
The above integrability conditions play a crucial role in the analysis and are specifically
addressed in Subsection 7.2 below. We shall start in Section 7.1 by setting the functional
analytic framework and formulate the main result of this chapter. Then, in Section 7.2,
we comment on the importance of the integrability conditions by providing an illustrative
ODE example. Subsequently in Section 7.3 we discuss the possibility of using the WIDE
principle as a selection criterion when the uniqueness of solutions of the limit equation
(5.1) is not guaranteed. In the main part of this chapter (Section 7.4) we turn to the proof
of the main result, i.e., the convergence of minimizers of the WIDE functional to solutions
of (5.1) in the infinite time horizon case. Here, in particular, we adapt the methods by
Serra & Tilli for our setting. We conclude the chapter by discussing the WIDE principle
in the finite-dimensional case, that is, for a finite-dimensional state space. (This was in
fact the setting in [LiS13a]). In particular, we show here the connection between finite
and infinite time horizon cases and prove the Γ-convergence of the infinite time WIDE
functionals to the finite time ones (for fixed ε).
7.1 Preliminaries and main result
With no loss of generality, hereafter we shall assume the potential E to be nonnegative.
Moreover, let us assume the same growth assumptions as in Section 6.2, namely for all
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u ∈ R, ξ ∈ Rd and almost every x ∈ Ω
1
C
|u|p ≤ F (u) + C, |f(u)|p′ ≤ C(1 + |u|p), and ξ · A(x)ξ ≥ γA|ξ|2, (7.2)
where p ≥ 2.
Hence, we again arrive at the spaces H = L2(Ω), X = Lp(Ω) and Z = H10(Ω). Denoting
by dσε(t) = e−t/εdt the weighted measure on R+ we consider analogously to the previous
chapter the spaces Vε, Yε given by
Vε = H1(R+, dσε;H) ∩ L2(R+, dσε;Z) ∩ Lp(R+, dσε;X),
Yε =
{
u ∈ Vε : ρu ∈ H2(R+, dσε;H)
}
.
Moreover, the convex set Kε(u0, u1) is analogously defined as
Kε(u0, u1) =
{
u ∈ Yε : u(0) = u0, ρu′(0) = ρu1
}
.
The WIDE functional on Kε(u0, u1) then reads
Wε[u] =
∫ ∞
0
e−t/ε
[
ε2ρ
2
∥∥u′′∥∥2 + εν2 ∥∥u′∥∥2 + E(u)
]
dt. (7.3)
Before going on let us comment on the existence of minimizers of Wε. In the case of F
being convex this follows from the Direct Methods.
Theorem 7.1.1 (Existence of minimizers) For each ε > 0 there exists a minimizer
uε of Wε in Kε(u0, u1).
Proof: Let (uk)k∈N be an infimizing sequence in Kε(u0, u1). Due to the growth assump-
tions on E we can assume that the sequence (uk)k∈N is bounded in Yε (respectively in Vε
for ρ = 0). Hence, we can extract a not relabeled subsequence converging weakly in Yε
to a limit u (resp. in Vε). Moreover, we can assume that uk is also converging almost
everywhere in Ω× R+. Using Fatou’s lemma, we conclude that u is a minimizer. 
We are now in position to give the main result of this chapter:
Theorem 7.1.2 Assume ρ+ν > 0 and let uε minimize Wε on Kε(u0, u1). Then, there
exists a (not relabeled) subsequence such that uε ∗⇀ u in W1,∞(R+;H) for ρ > 0 and
weakly in H1(R+;H) for ρ = 0, moreover, uε ⇀ u in L2loc(R+;Z) ∩ Lploc(R+;X), where u
is a weak solution of
ρu′′ + νu′ + DE(u) = 0 in R+. (7.4)
7.2 Integrability conditions at infinity
Before going on we shall explicitly remark the crucial role of the two integrability conditions
at infinity (7.1) which are fulfilled by all trajectories u in Kε. These conditions correspond
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to the twomissing boundary conditions needed in order to complement the Euler-Lagrange
equation being of fourth-order. In particular, conditions (7.1) are responsible for the
noncausality of the problem at all levels ε > 0: The solution u at time t depends on
future, i.e., its values on (t,∞). Note however that by taking the limit ε→ 0 causality is
eventually restored, see (7.4).
In order to illustrate this remark, let us consider the scalar linear ODE situation of
F (q) = q2/2 and ρ = 1. In this case, the solution of ε2q′′′′ε −2εq′′′ε +q′′ε+qε=0 can be
computed explicitly as qε(t) =
∑4
k=1 ck exp(λε,kt) with
λε,1 =
1− aε
2ε , λε,2 =
1− bε
2ε , λε,3 =
1 + aε
2ε , λε,4 =
1 + bε
2ε .
In the latter aε, bε ∈ C are chosen in such a way that a2ε = 1−4εi and b2ε = 1+4εi,
respectively. By exploiting conditions (7.1) we readily check that, necessarily, c3 = c4 = 0.
Hence, solutions of the Euler-Lagrange equation fulfilling (7.1) are of the form q(t) =
c1 exp(λε,1t) + c2 exp(λε,2t) and we easily check that λε,1 → i and λε,2 → −i as ε → 0.
This corresponds to the fact that minimizers ofWε in Kε converge to a linear combination
of sin and cos, i.e., a solution of q′′ + q = 0.
7.3 The WIDE principle as a selection criterion
When the growth of f = F ′ is supercritical the uniqueness of a solution of (5.1) is not
guaranteed (e.g. see [Str06]). In this case the WIDE principle may serve as a varia-
tional selection criterion. Heuristically, this is related to the specific noncausality of the
minimization process for all ε > 0. Indeed, differently from the solutions of the limiting
differential problem, the minimizers ofWε are allowed in some sense to peek into the future
and to expend some inertia in order to exploit some possible lower-potential state.
We shall illustrate this fact by a finite-dimensional, scalar example. Fix the initial data
to be q0 = q1 = 0 and choose the potential
F (q) =
{
−8(q+)3/2 for q ≤ 1,
8((2−q)+)3/2 − 16 for q > 1.
Note that the potential F is C1 but not λ-convex at q = 0. In particular, F is maximal
for q ≤ 0 and minimal for q ≥ 2.
The corresponding equation for ρ = 1 and ν = 0 reads q′′ = 12
√
q+ which, along with
the prescribed initial conditions, admits the trivial solution q ≡ 0 as well as a continuum of
solutions of the form t 7→ ((t−h)+)4 for all h > 0. The corresponding WI(D)E functional
reads
Wε[q] =
∫ ∞
0
e−t/ε
[
ε2
2 |q
′′|2 + F (q)
]
dt.
For all fixed ε > 0, the Euler-Lagrange equation of Wε (along with the initial conditions
and integrability conditions (7.1) at t = ∞) admits multiple solutions as well. At first,
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Figure 7.1: The solution qε for ε = 1/2.
one has of course the trivial solution. Then, by observing that the potential F is locally
Lipschitz continuous for q > 0, one can uniquely find the solution qε which vanishes just
in t = 0, see Figure 7.1.
Moreover, as the Euler-Lagrange equation is translation invariant, all trajectories of the
form qεh(t) = qε(t−h) are solutions as well.
Note that for small times (approximately t < 1) we have that q′′ε 6= 0 and F (qε) is
negative but still not minimal. Then, at later times the trajectory qε reaches the region
where F is minimal and gets basically affine (q′′ε ∼ 0). In particular, the integrand of the
WIE functional over qε changes sign over time and we can (numerically) evaluate the value
Wε[qε] to be negative, see Figure 7.2.
As clearly Wε[0] = 0 for the trivial solution and Wε[qεh] = e−h/εWε[qε] >Wε[qε], one
has that the WIE principle selects exactly the trajectory wε. Eventually, by taking the
limit ε → 0, the minimizers of the WIE functional can hence be expected to converge to
the particular solution t 7→ t4 of the limiting problem.
7.4 A priori estimate and limit passage
As for the finite time horizon case, the convergence proof of Theorem 7.1.2 follows from
an a priori estimate. For this, we will make use of the following Poincaré-type lemma,
which can be found in [SeT12, Lemma 2.3].
Lemma 7.4.1 Let w : R+ × Rd → R be a function such that for every T > 0, w ∈
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Figure 7.2: The function t 7→ ∫ t0 e−s/ε ( ε22 |q′′ε (s)|2+F (qε(s))) ds for ε = 1/2.
L2([0, T ];H) and w′ ∈ L2([0, T ];H), then∫ ∞
0
e−s‖w(s)‖2 ds ≤ 2‖w(0)‖2 + 4
∫ ∞
0
e−s‖w′(s)‖2 ds. (7.5)
Note that none of the integrals appearing in (7.5) is claimed to be finite.
Lemma 7.4.2 (A priori estimate) For ε > 0 let uε minimizeWε on Kε(u0, u1). Then,
there exists a constant C > 0, independent of ε, such that for all t ≥ 0
ρ
∥∥u′ε(t)∥∥2 + ν ∫ t
0
∥∥u′ε(s)∥∥2 ds ≤ C. (7.6)
Moreover, for arbitrary T ≥ ε, it holds that∫ T
0
(
‖uε‖2Z + ‖uε‖pX
)
dt ≤ CT. (7.7)
Before proceeding to the proof, let us remark that the two terms in estimate (7.6) are
exactly the ones which are expected in the limit ε = 0. As such, the estimate shows a
remarkable optimality with respect to possibly mixed dissipative/nondissipative dynamics.
The proof of estimate (7.6) results by extending the argument from [SeT12] in order to
handle dissipative effects.
Proof: By letting uε be a minimizer of Wε on Kε(u0, u1) we define for s = t/ε the
rescaled quantities
vε(s)
def= uε(εs), Gε[v]
def=
∫ ∞
0
e−s
(
ρ
2‖v
′′‖2 + εν2 ‖v
′‖2 + ε2E(v)
)
ds.
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Obviously, we have the implication uε ∈ Yε iff vε ∈ Y1. Furthermore, it holds that
Wε[uε] = Gε[vε]/ε, hence, vε is a minimizer of Gε on K1(u0, εu1).
By choosing the competitor v̂ε(s) = u0+ arctan(εu1s) (which, in particular, is such that
v̂ε ∈ K1(u0, εu1)) due to the minimality of vε we have that
Gε[vε] ≤ Gε[v̂ε] ≤
∫ ∞
0
e−s
(
ε2E(v̂ε) + c(ε6ρ+ε3ν)
)
ds ≤ cε2.
In particular, using Lemma 7.4.1 we can estimate the weighted L2-norm of v′ε in terms of
the initial condition εu1 and the weighted L2-norm of v′′ε , i.e.,
(ρ+εν)
∫ ∞
0
e−s‖v′ε‖2 ds ≤ 2ε2‖u1‖2 +
∫ ∞
0
e−s
(
4ρ‖v′′ε‖2+εν‖v′ε‖2
)
ds
≤ c(ε2 +Gε[vε]) ≤ cε2, (7.8)
where we used that E is assumed to be nonnegative. Next, we define the auxiliary function
Hε : [0,∞[→ R via
Hε(r) =
∫ ∞
r
e−s
(
ρ
2
∥∥ v′′ε∥∥2+εν2 ∥∥ v′ε∥∥2+ε2E(vε)
)
ds.
Note that Hε is continuous, nonnegative and nonincreasing, and Hε(0) = Gε[vε]. More-
over, Lemma 7.4.3 yields the identity
ρ
2
〈
v′′ε , v
′
ε
〉
+ εν‖v′ε‖2 −
d
dr
(ρ
2 〈v
′′
ε , v
′
ε〉 −
1
2e
rHε
)
= −ρ‖v′′ε‖2 (7.9)
which holds in the distributional sense. Hence, by defining the function Iε : [0,∞[ → R
to be the primitive of the left-hand side of (7.9), i.e.,
Iε(r) =
ρ
4
∥∥v′ε(r)∥∥2 + εν ∫ r
0
∥∥v′ε(s)∥∥2 ds− ρ2〈v′′ε (r), v′ε(r)〉+ 12erHε(r),
we can rewrite the equation in (7.9) in the form
I ′ε(r) = −ρ
∥∥v′′ε (r)∥∥2. (7.10)
In particular, the function r 7→ Iε(r) is nonincreasing and belongs to W1,1(0, T ) for every
T > 0. Hence, multiplying Iε with r 7→ e−r and integrating on ]t, T [ one concludes that
ρ
4e
−t∥∥v′ε(t)∥∥2 − ρ4e−T ∥∥v′ε(T )∥∥2 + 12
∫ T
t
Hε(r)dr + εν
∫ T
t
e−r
(∫ r
0
∥∥v′ε(s)∥∥2 ds) dr
=
∫ T
t
e−rIε(r)dr ≤ (e−t−e−T )Iε(t) ≤ (e−t−e−T )Iε(0). (7.11)
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Let us now take the limit for T →∞. By recalling that e−T ‖v′ε(T )‖2 → 0 we get
ρ
4e
−t‖v′ε(t)
∥∥2 + εν ∫ ∞
t
e−s
(∫ s
0
‖v′ε(r)‖2 dr
)
ds ≤ e−tIε(0).
In particular, t 7→ e−t ∫ t0 ‖v′ε(s)‖2 ds ∈ L1(R+) and, owing also to bound (7.8), it is a
standard matter to compute
d
dt
(
e−t
∫ t
0
‖v′ε(s)‖2 ds
)
= −e−t
∫ t
0
‖v′ε(s)‖2 ds+ e−t‖v′ε(t)‖2
and deduce that indeed t 7→ e−t ∫ t0 ‖v′ε(s)‖2 ds ∈ W1,1(R+). Hence, we also have that
e−t
∫ t
0 ‖v′ε(s)‖2 ds→ 0 as t goes to ∞.
We shall now go back to relation (7.11), handle the εν-term using integration by parts
εν
∫ T
t
e−s
(∫ s
0
‖v′ε(r)‖2 dr
)
ds = −ενe−T
∫ T
0
‖v′ε(s)‖2 ds+ ενe−t
∫ t
0
‖v′ε(s)‖2 ds
+ εν
∫ T
t
e−s‖v′ε(s)‖2 ds,
and take the limit T →∞ in order to get
ρ
4‖v
′
ε(t)‖2 + εν
∫ t
0
‖v′ε(s)‖2 ds ≤ Iε(0).
Thus, once we have shown that Iε(0) ≤ Cε2 holds, we obtain the estimate in (7.6) by
rescaling time. For this note that from (7.8) we infer∫ 1
0
〈v′′ε , v′ε〉ds ≤ cε2 and Hε(t) ≤Hε(0) = Gε[vε] ≤ cε2.
Therefore, we arrive at
∫ 1
0 Iε(r) dr ≤ cε2 and using (7.10) we compute for almost every
r ∈ ]0, 1[
Iε(0) = Iε(r) + ρ
∫ r
0
∥∥v′′ε (s)∥∥2 ds ≤ Iε(r) + ρ ∫ 1
0
∥∥v′′ε (s)∥∥2 ds.
Integrating this estimate over the interval ]0, 1[ finally gives
Iε(0) ≤
∫ 1
0
(
Iε(r) + ρ
∥∥v′′ε (r)∥∥2) dr ≤ cε2 (7.12)
which proves the estimate in (7.6).
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For the second estimate in (7.7) note that due to the growth conditions in (7.2) we have
for every r ≥ 0 the estimate
ε2
∫ r+1
r
(
‖vε(s)‖2Z + ‖vε(s)‖pX
)
ds ≤ ε2er+1
∫ r+1
r
e−s
(
‖vε(s)‖2Z + ‖vε(s)‖pX
)
ds
≤ c
(
ε2 + er+1Hε(r)
)
.
Since r 7→Hε(r) is nonincreasing and positive, we obtain the estimate
er
2 Hε(r+1) ≤
er
2
∫ r+1
r
Hε(s)ds ≤ e
r
2
∫ ∞
r
Hε(s)ds ≤ Iε(r) ≤ cε2,
where we used (7.11) and (7.12) for the last two inequalities, respectively. Hence, it holds
that erHε(r) ≤ cε2 for all r ≥ 1. On the other hand for r ∈ [0, 1] we have er−1Hε(r) ≤
Hε(0) = Gε[vε] ≤ cε2. In conclusion we obtain erHε(r) ≤ cε2 for all r ≥ 0 and hence∫ r+1
r
(
‖vε(s)‖2Z + ‖vε(s)‖pX
)
ds < C.
Thus, substituting η = εs we arrive at the following estimate for the minimizer uε for all
t > 0 ∫ εt+ε
εt
(
‖uε‖2Z + ‖uε‖pX
)
dη ≤ Cε. (7.13)
Fixing now T ≥ ε we can cover the interval [t, t+ T ] by kεT = dT/εe adjacent subintervals
whose length is bounded by ε. On each of these subintervals [τ, τ + ε] we can use (7.13)
and then, summing the resulting estimates, we find that∫ t+T
t
(
‖uε‖2Z + ‖uε‖pX
)
dη ≤ CεkεT ≤ CT,
which yields (7.7) as a particular case when t = 0 
In the following lemma we prove the crucial identity for the auxiliary function Hε
introduced in the proof of Lemma (7.4.2).
Lemma 7.4.3 Let vε minimize the rescaled WIDE functional Gε and let Hε : [0,∞[→ R
be as in the proof of Lemma 7.4.2. Then,
d
dr
(
ρ
2 〈v
′′
ε , v
′
ε〉
)
= ddr
(1
2e
rH(r)
)
+ ρ
∥∥v′′ε∥∥2 + ρ2〈v′′ε , v′ε〉+ εν∥∥v′ε∥∥2.
in the distributional sense.
Proof: We fix an arbitrary η ∈ C∞c (]0,∞[) and consider for δ ∈ R the function
φδ(s) = s− δ
∫ s
0
η(r)dr = s− δg(s).
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For |δ| small enough φδ is a C∞-diffeomorphism on R+. In particular, for sufficiently
small s > 0 we have φδ(s) ≡ s such that the auxiliary function v˜δε(s) = vε(φδ(s)) satisfies
v˜δε ∈ K1(u0, εu1). Let ψδ = φ−1δ denote the inverse of φδ, we have by change of variables
s = ψδ(r)
Gε
[
v˜δε
]
=
∫ ∞
0
ψ′δ e−ψδ
[
ρ
2
∥∥∥∣∣φ′δ(ψδ)∣∣2v′′ε + φ′′δ (ψδ)v′ε∥∥∥2 + εν2 ‖φ′δ(ψδ)v′ε‖2 + ε2E(vε)
]
dr.
In particular, note that due to the identity ψδ(r) = r+δg(ψδ(r)) we have that ψδ(r) ≥
r−δ‖g‖∞ and hence e−ψδ(r) ≤ eδ‖g‖∞e−r and Gε[v˜δε ] is finite.
Since v˜δε reduces to vε when δ = 0, the minimality of vε entails
d
dδGε
[
v˜δε
]∣∣
δ=0 = 0. (7.14)
To compute this derivative observe that differentiating of ψδ with respect to δ leads to the
formula
∂δψδ(r) = g(ψδ) + δg′(ψδ(r))∂δψδ(r).
Since ψ0(r) = r we obtain ∂δψδ(r)|δ=0 = g(r). Similarly, differentiation with respect to r
yields ψ′δ(r) = 1 + δg′(ψδ(r))ψ′δ(r) such that we obtain
∂δψ
′
δ = ψδ(r)(g′ ◦ ψδ) + δ
(
ψ′δ ∂δψδ(g′′ ◦ ψδ) + ∂δψ′δ(g′ ◦ ψδ)
)
.
In particular, we obtain ∂δψ′δ(r)|δ=0 = g′(r) and as a consequence we have
∂δ
(
ψ′δ(r)e−ψδ(r)
)
=
(
g′(r)− g(r))e−r.
Finally, simple calculations lead to the formulas
d
dδ
∣∣φ′δ ◦ ψδ∣∣2∣∣δ=0 = −2g′, ddδφ′′δ ◦ ψδ∣∣δ=0 = −g′′, ddδφ′δ ◦ ψδ = −g′.
Denoting by Lε(δ, r) the function within the square brackets in Gε[v˜δε ] there holds
Lε(0, r) =
ρ
2‖v
′′
ε‖2 +
εν
2 ‖v
′
ε‖2 + ε2E(vε).
Moreover, using the formulas above we compute
∂δLε(0, r) = −ρ
〈
v′′ε , 2g′(r)v′′ε + g′′(r)v′ε
〉− εν〈v′ε, g′(r)v′ε〉.
Hence, by combining both identities we see that (7.14) reduces to∫ ∞
0
e−r
(
g′ − g)Lε(0)dr = ∫ ∞
0
e−r
(
2ρg′‖v′′ε‖2 + ρg′′〈v′′ε , v′ε〉+ ενg′‖v′ε‖2
)
dr
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Integrating by parts the term involving g(r)e−rLε(0, r) = −g(r)H ′ε(r) gives
−
∫ ∞
0
η(H ′ε +Hε)dr =
∫ ∞
0
e−r
(
2ρη‖v′′ε‖2 + ρη′〈v′′ε , v′ε〉+ ενη‖v′ε‖2
)
dr.
where we used that the boundary terms are vanishing due to g(t) ≡ 0 for t small and
Hε(t) → 0 for t → ∞. Since r 7→ e−rη(r) is an arbitrary test function in C∞c (]0,∞[) we
obtain the desired identity. 
7.4.1 Proof of the main result
We are now in position to prove the main result of this chapter, namely, the convergence
of the minimizers uε of the WIDE functionalWε to a solution of the limit equation (7.4).
The proof is analogous to the finite time horizon case and rests upon the possibility to
pass to the limit in the (weak form of the) Euler-Lagrange equation.
From the estimates in Lemma 7.4.2 we see that for every T > 0 we can extract a (not
relabeled) subsequence such that
uε ⇀ u in H1(0, T ;H) ∩ L2(0, T ;Z) ∩ Lp(0, T ;X).
In particular, we have uε → u in C([0, T ];H) and hence also uε → u and f(uε) → f(u)
pointwise almost everywhere. Moreover, we argue as in [Vis96, Prop. 3.10] to obtain
uε → u in Lq([0, T ]× Ω) for 1 ≤ q < p and therefore, using (7.2)
f(uε)→ f(u) in Lr(0, T × Ω), r ∈
[
1, p′
[
. (7.15)
As in Section 6.4.2 we take an arbitrary w ∈ C∞c ([0, T [;Z∩X) and define the test function
vε
def= t 7→ et/εw(t)− t(w′(0) + 1εw(0))− w(0). Hence, testing with vε in the weak form of
the Euler-Lagrange equation and integrating by parts we use (7.15) and pass to the limit
to obtain ∫ T
0
(〈DE(u) + νu′, w〉 − ρ〈u′, w′〉)dt = −〈u1, w(0)〉,
namely that u is a weak solution of the limit equation in (7.4) with initial conditions
u(0) = u1 and u′(0) = u1. If u is the unique solution, the whole sequence converges.
7.5 The finite-dimensional case
As in the discussion of the finite time horizon case in Chapter 6 let us comment here on the
finite-dimensional case, which was originally discussed in [LiS13a]. In order to distinguish
this case from the infinite-dimensional one we choose the notation q ∈ RI , I ∈ N, for the
state of the system and denote by U ∈ C1(R) the potential. Hence, the WIDE functional
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on H2(R+; dσε;RI) reads
Wε[q] =
∫ ∞
0
e−t/ε
[
ε2ρ
2 |q
′′|2 + εν2 |q
′|2 + U(q)
]
dt. (7.16)
Let us additionally assume that the potential U is bounded from below. Then, by arguing
as in the last section we derive the a priori estimate
∀t > 0 : ρ|q′ε(t)|2 + ν
∫ t
0
|q′ε|2 ds ≤ c
for the minimizers ofWε on Kε(q0, q1) (defined as before) and obtain the following result.
Theorem 7.5.1 (WIDE principle) Assume ρ+ν > 0 and let qε minimize the func-
tional Wε on Kε(q0, q1). Then, for some subsequence qεk we have qεk → q weakly-∗ in
W1,∞(R+;RI) if ρ > 0 and weakly in H1(R+;RI) if ρ = 0 (hence, locally uniformly),
where
ρq′′ + νq′ +∇U(q) = 0 in R+, q(0) = q0, ρq′(0) = ρq1.
Let us explicitly mention that the latter result holds more generally for two symmetric
and positive-definite mass and viscosity matrices M and N such that M+N > 0.
Moreover, by inspecting the proof of Lemma 7.4.2 one realizes that the statement of
Theorem 7.5.1 is indeed valid in some greater generality. In particular, one could require
the potential U to be defined just on a non-empty open subset D ⊂ RI and, by letting
Uext be its trivial extension to ∞ out of D, impose
0 ≤ U ∈ C1(D) and Uext be lower semicontinuous. (7.17)
Note that the lower semicontinuity of Uext expresses the fact that the potential U is
actually confining the evolution to D. In particular U becomes unbounded by approaching
the boundary of D. By requiring q0 ∈ D, under assumption (7.17) Theorem 7.5.1 still
holds. The extension of the WIDE principle to the latter type of potentials is not at
all academical as it qualifies the WIDE functional to be applicable also in some singular
potential situation.
We shall also mention that, although completely neglected in this text for the sake of
simplicity, a suitably well-behaved time-dependence of the potential U (hence, in partic-
ular, a non-homogeneous flow) can be considered.
7.5.1 Infinite-horizon Γ-limit
In this final section we comment on the connection between the final time horizon case in
Section 6.7 and the infinite time horizon case discussed here. More precisely, denoting the
WIDE functionals considered in (6.43) by W Tε , where T is the final time, we shall show
the Γ-convergence W Tε
Γ−→W∞ε , where W∞ε denotes the functional defined in (7.16).
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Let us denote by YT and Y∞ the spaces H2(0, T ;RI) and H2(R+; dσε;RI), respectively.
We shall embed the space YT into Yε by identifying a given q ∈ YT with the unique
function q ∈ Y∞ satisfying q ≡ q on [0, T ] and being affine on ]T,∞[. Thus, we can
extend the functionals W Tε on the common space Y∞ by defining
W
T
ε [q] =
{
W Tε [q] if q ∈ Kε(q0, q1) and q is affine on [T,∞[,
+∞ otherwise.
In particular, if q ∈ Kε(u0, u1) minimizes W Tε then q is also a minimizer of W Tε .
Proposition 7.5.2 (Γ-limit for T →∞) Assume that U is quadratically bounded, then
W
T
ε
Γ−→W∞ε weakly in L2(R+; dσε;RI). Moreover, minimizers of W Tε converge weakly
in L2(R+; dσε;RI) (up to subsequences) to minimizers of W∞ε .
Proof: A recovery sequence for a given q ∈ Kε(q0, q1) is easily constructed by defining
qT = q on [0, T ] and qT affine on [T,∞[. Then, it is easy to check thatW Tε [qT ]→W∞ε [q].
Assume now to be given a sequence qT such that qT → q weakly in L2(R+, dσε;RI).
By taking with no loss of generality lim infT→∞W
T
ε [qT ] < ∞ and using that q′′T = 0 on
]T,∞[ we have that
lim inf
T→∞
∫ T
0
e−t/ε|q′′T (t)|2 dt = lim inf
T→∞
∫ ∞
0
e−t/ε|q′′T (t)|2 dt ≥
∫ ∞
0
e−t/ε|q′′(t)|2 dt
and qT → q pointwise almost everywhere. Eventually, lim infT→0W Tε [qT ] ≥ W∞ε [q] by
Dominated Convergence as U(qT ) ≤ c(1+|qT |2) (using also Lemma 7.4.1).
Let now q˜(t) = q0 + tq1. Then all minimizers qT of W
T
ε fulfill
ρ
2
∫ ∞
0
e−t/ε|q′′T |2 dt =
ρ
2
∫ T
0
e−t/ε|q′′T |2 dt ≤W Tε [qT ] ≤W Tε [q˜] <∞
independently of T . In particular, qT are weakly precompact in L2(R+, dσε;RI). Hence,
it converge up to subsequences to a minimizer of W∞ε . 
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