, is the number of coordinates where p and q disagree. It is easy to verify that the Hamming distance comply with the triangle inequality, and is thus a metric.
a binary search over these distances using approximate near-neighbor data-structures would resolve the approximate nearest-neighbor query, and requires O(log M) queries.
As such, in the following, we concentrate on constructing the approximate near-neighbor datastructure (i.e. D D ≈NearNbr ).
17.1.2 Construction of the near-neighbor data-structure 17.1.2.1 On sense and sensitivity Let P = {p 1 , . . . , p n } be a subset of vertices of the hypercube in d dimensions. In the following we assume that d = n O(1) . Let r, ε > 0 be two prespecified parameters. We are interested in building an approximate near neighbor data-structure (i.e., D D ≈NearNbr ) for balls of radius r in the Hamming distance.
Definition 17.1.3 Let U be a (small) positive integer. A family F of functions (defined over H d ), is r, R, α, β -sensitive if for any q, s ∈ H d , we have that (A) If q ∈ b(s, r) then Pr f (q) = f (s) ≥ α. (B) If q b(s, R) then Pr f (q) = f (s) ≤ β, where f is a randomly picked function from F, r < R, and α > β.
Intuitively, if we can construct a (r, R, α, β)-sensitive family, then we can distinguish between two points which are close together, and two points which are far away from each other. Of course, the probabilities α and β might be very close to each other, and we need a way to do amplification.
A simple sensitive family. A priori it is not even clear such a sensitive family exists, but it turns out that the family exposing randomly one coordinate is sensitive.
Lemma 17.1.4 Let f i (p) denote the function that returns the ith coordinate of p, for i = 1, . . . , d. Consider the family of functions F = { f 1 , . . . , f d }. Then, for any r > 0 and ε, the family F is (r, (1 + ε)r, α, β)-sensitive, where α = 1 − r/d and β = 1 − r(1 + ε)/d.
Proof : If q, s ∈ {0, 1} d are in distance smaller than r from each other (under the Hamming distance), then they differ in at most r coordinates. The probability that a random h ∈ F would project into a coordinate that q and s agree on is ≥ 1 − r/d.
Similarly, if d H (q, s) ≥ (1 + ε)r then the probability that a random h ∈ F would map into a coordinate that q and s agree on is
A family with a large sensitivity gap. Let k be a parameter to be specified shortly, and consider the family of functions G that concatenates k of the given functions. Formally, let
be the set of all such functions.
Lemma 17.1.5 Given a (r, R, α, β)-sensitive family F, the family G = combine(F, k) is r, R, α k , β ksensitive.
Proof : For two fixed points q, s ∈ H d such that d H (q, s) ≤ r, we have that Pr[h(q) = h(s)] ≥ α for a random h ∈ F. As such, for a random g ∈ G, we have that
The above lemma implies that we can build a family that has a gap between the lower and upper sensitivities; namely, α k /β k = (α/β) k is arbitrarily large. The problem is that if α k is too small then we will have to use too many functions to detect whether or not there is a point close to the query point.
Nevertheless, consider the task of building a data-structure that finds all the points of P = {p 1 , . . . , p n } that are equal, under a given function g ∈ G = combine(F, k), to a query point. To this end, we compute the strings g(p 1 ), . . . , g(p n ) and store them (together with their associated point) in a hash table (or a prefix tree). Now, given a query point q, we compute g(q) and fetch from this data-structure all the strings equal to it that are stored in it. Clearly, this is a simple and efficient data-structure. All the points colliding with q would be the natural candidates to be the nearest-neighbor to q.
By not storing the points explicitly, but using a pointer to the original input set, we get the following easy result.
Lemma 17.1.6 Given a function g ∈ G = combine(F, k) (see Lemma 17.1.5), and a set P ⊆ H d of n points, one can construct a data-structure, in O(nk) time and using O(nk) additional space, such that given a query point q, one can report all the points in X = p ∈ P g(p) = g(q) in O(k + |X|) time.
Amplifying sensitivity. Our task is now to amplify the sensitive family we currently have. To this end, for two τ-dimensional points x and y, let x y be the boolean function that returns true if there exists an index i such that x i = y i , and false otherwise. Now, the regular = operator requires vectors to be equal in all coordinates (i.e., its equal to ∩ i (x i = y i )) while x y is i (x i = y i ). The previous construction of Lemma 17.1.5 using this alternative equal operator, provides us with the required amplification.
Lemma 17.1.7 Given a r, R, α k , β k -sensitive family G, the family H = combine(G, τ), if one uses the operator to check equality, is r, R,
Proof : For two fixed points q,
As such, for a random h ∈ H , we have that
To see the effect of Lemma 17.1.7, it is useful to play with a concrete example. Consider a (α k , β k , r, R) sensitive family where
, and yet α k is very small. Setting τ = 1/α k the resulting family is (roughly) (1 − 1/e, 1 − 1/ √ e, r, R)-sensitive. Namely, the gap had shrank, but the threshold sensitivity is considerably higher. In particular, it is now a constant, and the gap is also a constant.
Using Lemma 17.1.7 as a data-structure to store P is more involved than before. Indeed, for a random function h = g 1 , . . . , g τ ∈ H = combine(G, τ), requires us to build τ data-structures for each one of the functions g 1 , . . . , g τ , using Lemma 17.1.6. Now, given a query point, we retrieve all the points of P that collide with each one of these functions, by querying each of these datastructures.
Lemma 17.1.8 Given a function h ∈ H = combine(G, τ) (see Lemma 17.1.7), and a set P ⊆ H d of n points, one can construct a data-structure, in O(nkτ) time and using O(nkτ) additional space, such that given a query point q, one can report all the points in X = p ∈ P h(p) h(q) in O(kτ + |X|) time.
The near-neighbor data-structure and handling a query
We construct the data-structure D of Lemma 17.1.8 with parameters k and τ to be determined shortly, for a random function h ∈ H . Given a query point q, we retrieve all the points that collide with h, compute their distance to the query point. Next, scan these points one by one, compute their distance to q. As soon as encountering a point s ∈ P such that d H (q, s) ≤ R, the data-structures returns true together with s.
Let assume that we know that the expected number of points of P \ b(q, R) (i.e., R = (1 + ε)r) that will collide with q in D is in expectation L (we will figure out the value of L below). To ensure worst case query time, the query would abort after checking 4L + 1 points and would return false. Naturally, the data-structure would also return false if all points encountered is in distance larger than R from q.
Clearly, the query time of this data-structure is O(kτ + dL).
We are left with the task of fine tuning the parameters τ and k to get the fastest possible query time, while the data-structure has reasonable probability to succeed. Figuring the right values is technically tedious, and we do it next.
Setting the parameters
If there exists p ∈ P such that d H (q, p) ≤ r, then the probability of this point to collide with q under the function h is
Let us demand that this data-structure succeeds with probability ≥ 3/4. To this end, we set
Lemma 17.1.9 The expected number of points of P \ b(q, R) colliding with the query point is L = O n(β/α) k .
Proof : Consider the points in P \ b(q, R). We would like to bound the number of points of this set that collide with the query point. Observe that in this case, the probability of a point p ∈ P \ b(q, R) to collide with the query point is
, and exp(−z) ≥ 1 − z, for z ≥ 0. Namely, the expected number of points of P \ b(q, R) colliding with the query point is ψn.
Computing the distance of the query time for each one of these points takes O(kτ + Ld) time. As such, by Lemma 17.1.9, the query time is
To minimize query time, we "approximately" solve the equation requiring the above two terms to be equal (we ignore d since, intuitively, it should be small compared to n). We get that
Setting k = ln 1/β n we have that β k = 1/n and, by Eq. (17.1), that
Lemma 17.1.10 (A) For x ∈ [0, 1) and t ≥ 1 such that 1 − tx > 0 we have
Proof : (A) Since ln(1 − tx) < 0, it follows that the claim is equivalent to t ln(1 − x) ≥ ln(1 − tx). This in turn is equivalent to
This is trivially true for x = 0. Furthermore, taking the derivative, we see g (x) = −t + t(1 − x) t−1 , which is non-positive for x ∈ [0, 1) and t > 0. Therefore, g is non-increasing in the interval of interest, and so g(x) ≤ 0 for all values in this interval.
In the following, it would be convenient to consider d to be considerably larger than r. This can be ensured by (conceptually) padding the points with fake coordinates that are all zero. It is easy to verify that this "hack" would not effect the algorithm performance in any way, and it is just a trick to make our analysis simpler. In particular, we assume that d > 2(1 + ε)r. 
, by Lemma 17.1.10 (B). Now, β = 1 − r(1 + ε)/d ≥ 1/2, since we assumed that d > 2(1 + ε)r. As such, we have
The result
Theorem 17.1.12 Given a set P of n points on the hypercube H d , parameters ε > 0 and r > 0, one can build a data-structure D = D D ≈NearNbr (P, r, (1 + ε)r) that solves the approximate near neighbor problem (see Definition 17.1.2). The data-structure answers a query successfully with high probability. In addition we have: (A) The query time is O dn 1/(1+ε) log n .
(B) The preprocessing time to build this data-structure is O n 1+1/(1+ε) log 2 n (C) The space required to store this data-structure is O nd + n 1+1/(1+ε) log 2 n .
Proof : Our building block is the data-structure described above. By Markov's inequality, the probability that the algorithm has to abort because of too many collisions with points of P\b(q, (1+ ε)r) is bounded by 1/4 (since the algorithm tries 4L + 1 points). Also, in there is a point inside b(q, r), the algorithm would find it with probability ≥ 3/4, by Eq. (17.1). As such, with probability at least 1/2 this data-structure returns the correct answer in this case. By Lemma 17.1.8, the query time is O(kτ + Ld). This data-structure succeeds only with constant probability. To achieve high probability we construct O(log n) such data-structures and perform the near-neighbor query in each one of them. As such, the query time is
by Lemma 17.1.11 and since d = Ω lg n , if P contains n distinct points of H d . As for the preprocessing time, by Lemma 17.1.8 and Lemma 17.1.11, it is O nkτ log n = O n 1+1/(1+ε) log 2 n . Finally, this data-structure requires O(dn) space to store the input points. By Lemma 17.1.8, we need an additional O nkτ log n = O n 1+1/(1+ε) log 2 n space.
In the hypercube case, when d = n O(1) , we can just build M = O log 1+ε d = O(ε −1 log d) such data-structures such that (1+ε)-ANN can be answered using binary search on those data-structures, which corresponds to radiuses r 1 , . . . , r M , where r i = (1 + ε)
i , for i = 1, . . . , M.
Theorem 17.1.13 Given a set P of n points on the hypercube H d (where d = n O(1) ), and a parameter ε > 0, one can build a data-structure to answer approximate nearest-neighbor queries (under the Hamming distance) using O dn + n 1/(1+ε) ε −1 log 2 n log d space, such that given a query point q, one can returns an (1+ε)-ANN in P (under the Hamming distance) in O(dn 1/(1+ε) log n log(ε −1 log d)) time. The result returned is correct with high probability.
Remark 17.1.14 The result of Theorem 17.1.13 needs to be oblivious the queries used. Indeed, for any instantiation of the data-structure of Theorem 17.1.13 there exists query points for which it would fail.
In particular, formally, if we perform a sequence of ANN queries using such a data-structure, where the queries depend on earlier returned answers, then the guarantee of high probability success is longer guaranteed by the above analysis (it might hold because of some other reasons, naturally). By Lemma 17.2.1, the normal distribution is 2-stable distribution.
LSH and

Locality Sensitive Hashing
Let p, q be two points in IR d . We want to perform an experiment to decide if p − q ≤ 1 or p − q ≥ η, where η = 1 + ε. We will randomly choose a vector v from the d-dimensional normal distribution N d (which is 2-stable). Next, let r be a parameter, and let t be a random number chosen uniformly from the interval [0, r]. For p ∈ IR d , consider the random hash function
Assume that the distance between p and q is η, and the distance between the projection of the two points to the direction v is β. Then, the probability that p and q get the same hash value is max(1 − β/r, 0), since this is the probability that the random sliding will not separate them. Indeed, consider the line through v to be the x-axis, and assume q is projected to r, and s is projected to r − β (assuming r ≥ β). Clearly, q and s get mapped to the same value by h(·) if and only if t ∈ [0, r − β], as claimed.
As such, we have that the probability of collusion is
However, since v is chosen from a 2-stable distribution, we have that
Since we are considering the absolute value of the variable, we need to multiply this by two. Thus, we have
Intuitively, we care about the difference α(1 + ε, r) − α(1, r), and we would like to maximize it as much as possible (by choosing the right value of r). Unfortunately, this integral is unfriendly, and we have to resort to numerical computation. In fact, if are going to use this hashing scheme for constructing locality sensitive hashing, like in hypercube case, then we care about the ratio
,
The following is verified using numerical computations on a computer, , for some values of α and β . As such, we can use this hashing family to construct an approximate near neighbor data-structure D D ≈NearNbr (P, r, (1+ε)r) for the set P of points in IR d . Following the same argumentation of Theorem 17.1.12, we have the following.
Theorem 17.2.4 Given a set P of n points in IR d , parameters ε > 0 and r > 0, one can build a D D ≈NearNbr = D D ≈NearNbr (P, r, (1 + ε)r), such that given a query point q, one can decide if:
• b(q, (1 + ε)r) ∩ P = ∅ then D D ≈NearNbr returns that no point is in distance ≤ r from q.
In any other case, any of the answers is correct. The query time is O(dn 1/(1+ε) log n) and the space used is O dn + n 1/(1+ε) n log n . The result returned is correct with high probability.
ANN in High Dimensional Euclidean Space
Unlike the hypercube case, where we could just do direct binary search on the distances. Here we need to use the reduction from ANN to near-neighbor queries. We will need the following result (which follows from what we had seen in previous lectures).
Theorem 17.2.5 Given a set P of n points in IR d , then one can construct data-structures D that answers (1 + ε)-ANN queries, by performing O(log(n/ε)) (1 + ε)-approximate near-neighbor queries. The total number of points stored at these approximate near-neighbor data-structures of D is O(nε −1 log(n/ε)).
Constructing the data-structure of Theorem 17.2.5 requires building a low quality HST. Unfortunately, the previous construction seen for HST are exponential in the dimension, or take quadratic time. We next present a faster scheme.
Low quality HST in high dimensional Euclidean space
Lemma 17.2.6 Let P be a set of n in IR d . One can compute a nd-HST of P in O(nd log 2 n) time (note, that the constant hidden by the O notation does not depend on d).
Proof : Our construction is based on a recursive decomposition of the point-set. In each stage, we split the point-set into two subsets. We recursively compute a nd-HST for each point-set, and we merge the two trees into a single tree, by creating a new vertex, assigning it an appropriate value, and hung the two subtrees from this node. To carry this out, we try to separate the set into two subsets that are furthest away from each other.
Let R = R(P) be the minimum axis parallel box containing P, and let
, where I i (R) is the projection of R to the ith dimension.
Clearly, one can find an axis parallel strip H of width ≥ ν/((n − 1)d), such that there is at least one point of P on each of its sides, and there is no points of P inside H. Indeed, to find this strip, project the point-set into the ith dimension, and find the longest interval between two consecutive points. Repeat this process for i = 1, . . . , d, and use the longest interval encountered. Clearly, the strip H corresponding to this interval is of width ≥ ν/((n − 1)d). On the other hand, diam(P) ≤ ν. Now recursively continue the construction of two trees T + , T − , for P + , P − , respectively, where P + , P − is the splitting of P into two sets by H. We hung T + and T − on the root node v, and set ∆ v = ν. We claim that the resulting tree T is a nd-HST. To this end, observe that diam(P) ≤ ∆ v , and for a point p ∈ P − and a point q ∈ P + , we have pq ≥ ν/((n − 1)d), which implies the claim. To construct this efficiently, we use an efficient search trees to store the points according to their order in each coordinate. Let D 1 , . . . , D d be those trees, where D i store the points of P in ascending order according to the ith axis, for i = 1, . . . , d. We modify them, such that for every node v ∈ D i , we know what is the largest empty interval along the ith axis for the points P v (i.e., the points stored in the subtree of v in D i ). Thus, finding the largest strip to split along, can be done in O(d log n) time. Now, we need to split the d trees into two families of d trees. Assume we split according to the first axis. We can split D 1 in O(log n) time using the splitting operation provided by the search tree (Treaps for example can do this split in O(log n) time). Let assume that this split P into two sets L and R, where |L| < |R|.
We still need to split the other d − 1 search trees. This is going to be done by deleting all the points of L from those trees, and building d − 1 new search trees for L. This takes O(|L| d log n) time. We charge this work to the points of L.
Since in every split, only the points in the smaller portion of the split get charged, it follows that every point can be charged at most O(log n) time during this construction algorithm. Thus, the overall construction time is O(dn log 2 n) time.
The overall result
Plugging Theorem 17.2.4 into Theorem 17.2.5, we have:
Theorem 17.2.7 Given a set P of n points in IR d , parameters ε > 0 and r > 0, one can build ANN data-structure using O dn + n 1+1/(1+ε) ε −2 log 3 (n/ε) space, such that given a query point q, one can returns an (1 + ε)-ANN in P in O dn 1/(1+ε) log n log n ε time. The result returned is correct with high probability. The construction time is O dn 1+1/(1+ε) ε −2 log 3 (n/ε) .
Proof : We compute the low quality HST using Lemma 17.2.6. This takes O(nd log 2 n) time. Using this HST, we can construct the data-structure D of Theorem 17.2.5, where we do not compute the D D ≈NearNbr data-structures. We next traverse the tree D, and construct the data-structure D D ≈NearNbr data-structures using Theorem 17.2.4.
We only need to prove the bound on the space. Observe, that we need to store each point only once, since other place can refer to the point by a pointer. Thus, this is the O(nd) space requirement. The other term comes from plugging the bound of Theorem 17.2.5 into the bound of Theorem 17.2.4.
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Section 17.1 follows the exposition of Indyk and Motwani [IM98] . The fact that one can perform approximate nearest neighbor in high dimensions in time and space polynomial in the dimension is quite surprising, One can reduce the approximate near-neighbor in euclidean space to the same question on the hypercube (we show the details below). This implies together with the reduction from ANN to approximate near-neighbor (seen in previous lectures) that one can answer ANN in high dimensional euclidean space with similar performance. Kushilevitz, Ostrovsky and Rabani [KOR00] offered an alternative data-structure with somewhat inferior performance.
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