A fully implicit equation-of-state (EOS) compositional simulator for large scale reservoir simulation is presented. The simulator uses a multiblock, domain decomposition approach; that is, the reservoir is divided into non-overlapping subdomains that are solved locally in parallel (inner iteration). The subdomain grids are defined independently of each other and their connections are attained through a global interface problem (outer iteration) formulated in terms of appropriate equations that guarantee continuity of total component fluxes. Parallel, iterative techniques are employed to solve the resulting nonlinear equations. The model formulation has been successfully tested for a dry gas cycling process on a single fault block. The numerical results show that the simulator and fluid-related calculations can be conducted efficiently and robustly. Promising results have been obtained using the proposed multiblock approach for nonmatching grids between fault blocks for two-phase flow problems.
Introduction
The overall objective of this research is the development of a new-generation framework and simulator suitable for massively parallel processors. The next generation of reservoir simulators may need, at least, to be able to run high-resolution reservoir studies on the order of a million gridblocks; to model complex physical processes in a realistic manner; to perform conditional simulation efficiently, and to integrate field management constraints both at the surface and subsurface. These requirements raise a variety of research issues. The tools being developed in this research will initially serve as vehicles for studying ideas and algorithms aimed at these issues.
To achieve the goals above, a research team formed by researchers with multidisciplinary knowledge and from different organizations has been working simultaneously on the design and development of both the formulation for physical models and Problem Solving Environment (PSE) for parallel implementation. The PSE developed in this work is not directly related to a specific simulation model, rather it mainly deals with important multiprocessing issues such as data structure and distribution, parallelism, dynamic loadbalancing, grid adaptivity, and communication between fault blocks. The PSE is detailed in Part II of this work. In Part I we describe a fully implicit EOS compositional model that being developed as a work engine of the PSE infrastructure.
Our design and development of the EOS compositional model is guided by the overall objectives of this research and requirements of the PSE infrastructure. We adopted the following criteria:
•a general fully implicit formulation is needed, which can offer a flexible switching to an IMPEC-type formulation for the development of an adaptive implicit option; •a fully implicit black-oil model can be treated as a subset of the EOS compositional model; •flexible procedure for handling flash calculations for hydrocarbon phases and the equilibrium mass transfer between hydrocarbon phases and the aqueous phase; and •capability of handling nonmatching grids between subdomain as well as independent grids on interfaces. In this paper, an overview of the governing equations for describing fluid flow through a porous medium is given. A fully implicit solution procedure for solving the governing equations for primary variables is outlined. Reduction of the EOS compositional formulation to a black-oil model is described. The multiblock interface formulation and associated numerical techniques are presented. An extended mixed finite element method for discretization and parallel domain decomposition implementation are given. Some important 
Description of the Governing Equations.
Multicomponent and multiphase flow in a porous medium can be described using four different types of equations:
•partial differential component-material balances describing component flow, in which Darcy's law is used to govern the transport of phases from one cell to another; •phase equilibrium equations dealing with equilibrium component mass transfer between phases; •equations constraining phase saturations and component concentrations; and • energy balance controlling energy flow. There is no conservation of momentum equation although this may be important for modeling fluid flow in and near the wellbore and in surface equipment.
Considering the mutual solubility between water and hydrocarbon phases, for a system consisting of n c components (including water) and n p fluid phases (including the aqueous phase), the above four types of equation may be mathematically expressed for a control volume as follows (the dispersion term is ignored for simplicity):
Component material balance in terms of moles per unit time
Phase-equilibrium relationship.
The first partial derivative of the total Gibbs free energy with respect to the independent variables gives equality of component fugacities among all phases: 
Volume and capillary constraints. The pore volume in each cell must be filled completely by the total fluid volume as
Usual capillary pressure constraints are also imposed.
Molar energy balance.
The molar energy balance for the control volume using internal energy as a primary variable can be expressed as
Equations 1-4 give (n p n c + 2) independent equations and unknowns for each cell.
Primary and Secondary Variables
Several choices are available for the independent variables for a fully implicit solution procedure 1, 2, 3, 4, 5 . We believe that 
Solution Procedure
In this section, we will only describe the fully implicit solution procedure for an isothermal case, hence Eq. 4 will not be used. Furthermore, the solution procedure for cases where no mass transfer occurs between hydrocarbon phases and the aqueous phase will be dealt with first. Then, the solution procedure is modified slightly to include the mutual solubility between hydrocarbon phases and the aqueous phase.
The component-material balance equation, Eq. 1, needs to be discretized using a proper scheme on the grid system that represents the geometry of a given reservoir. A discussion on this subject is given in the next section.
To solve the governing equations for the independent variables over a timestep, we take the following steps.
(1) Initialize pressure, temperature, and overall composition of fluids at each cell.
(2) Determine number of phases, properties and identity of each phase.
(3) Linearize the governing equations in terms of the independent variables and form Jacobian matrix.
(4) Factorize the Jacobian and reduce the size of the linear system. In the step, a row elimination is performed to reduce the size of the linear system from 2 1 n c + to n c for each cell. To do so, the linearized fugacity equation and the volume constraint are used to eliminate the secondary variables and one of the overall component moles from the linearized component molar balance equations. (5) Solve the reduced linear system for the primary variables.
(6) Calculate the secondary variables using a back substitution.
(7) Update phase densities and viscosities, and estimate phase relative permeability.
(8) Check for convergence. The residuals of the linear system obtained in Step 3 are used to determine convergence. If a tolerance is exceeded, the elements of the Jacobian and the residuals of the governing equations are then updated and another Newton iteration is performed by returning to Step 4. If the tolerance is met, a new timestep is then started by returning to Step 3.
Fluid-Related Calculations Using EOS
Phase-Stability Analysis. Some extensive studies on the development and use of the phase-stability principle can be found in the literature 6, 7, 8, 9 . The procedure for the stability analysis being used in this simulator is similar to the numerical solution approach developed by Michelsen 7 .
The phase-stability test handles the following two situations:
•single-phase fluid is checked to see whether a phase split occurs; and •previous two-phase fluid is checked to see if the fluid becomes a single phase under current conditions. Such a test usually takes a significant portion of the total CPU time 10, 11 . For single-hydrocarbon-phase cells, the phase change test is even more expensive because of a poor initial guess of the trial phase composition. To reduce the computational cost, a negative flash 12 is likely to be a good choice since the search for the solution can start with a very good initial guess except in the stage of the initialization of a simulation. The solution of a flash calculation must simultaneously satisfy Eqs. 2 and 2a. The phase fraction, v , is usually bounded by a physically acceptable range during the iterations; if the bounds are exceeded the flash calculation is terminated and a single phase is assumed. If the bounds are relaxed to allow negative or greater-than-one v value in order to satisfy Eq. 2a, the flash calculations that result in a physically unacceptable v value are called the negative flash. The number of phases present is determined by the value of v:
• fluid is unstable if v is between zero and one; and • fluid is stable if v is out of the range of zero and one. The K-values from the negative flash calculation can serve as good initial guesses for the flash calculations at a subsequent time level. Figures 1 and 2 show the results of the negative flash calculation using the PR EOS 13 for a light oil and a gas condensate. The purpose here is to show that the calculations can smoothly transit across the phase boundary, either from a two-phase region to a single-phase region or from a one-phase to a two-phase region. The flash calculation is used for the initialization of a reservoir simulation. This procedure is also used to generate the linear system for cells in which fluids change their state from single-hydrocarbon phase to two-hydrocarbon phase during the iteration. For cells containing two-hydrocarbonphase fluids at the previous iteration level, Eq. 2 is already included in the system of equations for the entire simulator.
It has been realized that the flash calculation formulated above can be performed efficiently for IMPEC formulations 11, 14, 15 . The convergence problem is unlikely to occur because a good initial guess can often be obtained from such a formulation, which in the majority of the simulation period satisfies the tolerance of Eq. 2 for the IMPEC formulations.
Reformulation of the Rachford-Rice Equation.
The amounts and compositions of each equilibrium phase must be evaluated using a material-balance equation after each update of the K-value. This is done by solving the following equation
And, the phase compositions are computed from
The range for v is defined by 
Wang and Barker 17 showed that use of Eq. 8 can avoid the round-off problems for the cases they tested. For the example in Figure 3 , for instance, no round-off problems occur when Eq. 8 is used (see Figure 4) . The phase identification deals with the following two situations 8, 18 :
• a multiple phase fluid is found and remains to know the state of each equilibrium phase; and • a single-hydrocarbon-phase fluid is detected by the phasestability test and remains to know the state of this singlephase fluid. For multiphase cases, some studies suggested to use phase mass density to identify phase state. As indicated by Perschke 9 , the mass-density criterion is not valid for the purpose of labeling a three-hydrocarbon-phase or a liquid-oil fluid when a substantial amount of CO 2 is present, because of the mass density inversion between phases. Based on the extensive study, Perschke 9 developed a method for the phase identification and tracking in which both phase mass density and phase composition are used. This procedure has been implemented in an IMPEC EOS compositional simulator, UTCOMP 10 and successfully tested. Phase identification may be more difficult when a singlehydrocarbon-phase fluid is present. Gosset et al. 19 proposed a simple approach for this for a two-parameter EOS. This procedure works well when single-phase fluids are not close to a phase boundary. Wang and Barker 20 noticed that, when applying it to determine the phase state of fluids at different depths with different compositions, this procedure tends to identify a dense gas as a light liquid phase when fluid is near its phase boundary.
To resolve this problem, the negative flash calculation briefly described earlier is a good candidate. As shown in Figures 1 and 2 , a negative v value from the negative flash calculation shows that the fluid is in single-liquid state, and a greater-than-one v value identifies the fluid to be in single-gas state.
Hydrocarbon Solubility in Water
The mutual solubility between hydrocarbon phases and the aqueous phase can be treated using either the:
•simplified approach, in which the solubility calculation is performed separately from the flash calculations using a different model than that for the flash calculations; or •rigorous approach, in which the aqueous phase is considered as one of the equilibrium phases and water is included in the flash calculations.
In this section, we describe a implicit procedure for the hydrocarbon solubility calculation using the EOS-Henry's law approach. The vaporization of water into hydrocarbon phases is ignored.
When the solubility calculations are treated separately from the flash calculations, the component-molar-balance equations, Eq. 1, are conveniently written in the form of ( )
for hydrocarbon component i. We select N i h as the primary variables in place of the total number of moles. The solution procedure is identical to that outlined earlier, except that the solubility of hydrocarbon components in the aqueous phase needs to be computed using the unknowns during the Newton iterations of the governing equations. This is done as follows. In Step 2, the solubility of each component in the aqueous phase is computed using Henry's law 
and the mole fraction of water in the aqueous phase is 
Dividing Eq. 10 by Eq. 11 yields 
It appears that inclusion of the solubility calculations does not increase the number of primary variables, because N i a in Eq. 10 can be computed using the primary variables as shown in Eq. 12.
Reduction to a Fully Implicit Black-Oil Model
Deriving a black-oil formulation from an EOS compositional formulation has been reported in the literature 21, 22 . Such treatment leads to a natural and consistent selection of the primary variables.
During the derivation of the black-oil formulation, we make the following assumptions in dealing with the equilibrium mass transfer between phases:
• gas can dissolve in the oleic phase; • gas phase contains only solution gas; and • water stays in the aqueous phase only. Some changes need to be made in reducing Eq. 1 to a black-oil component-mass balance:
• use mass density in place of the molar density; and • use mass fraction in place of mole fraction. We can now readily obtain the mass-balance equations for the black-oil components in terms of mass per unit time from Eq. 1. Pope et al. 23 gives a detailed description of this procedure.
It is easy to show that, when a three-component EOS model is used and the K-value is assumed to be a function of pressure only, the EOS compositional model is, in nature, very similar to the black-oil model. One major difference is the inclusion of the mutual mass transfer between oil and gas for the EOS compositional model. The flash calculation is performed using Eq. 5, the phase-stability test is simplified: fluid forms two phases if: 
otherwise, a single phase fluid is formed.
Switch to an IMPEC Model
The formulation and the solution procedures for both EOS compositional and black-oil models can be easily switched to an IMPEC model. To do so, the row-elimination operation in
Step 4 is performed all the way to the end of the linearized system, thus leaving pressure as the only variable in the resultant equation. For the IMPEC model, it would be natural to switch the order of the volume-constraint and the component molar-balance equations in the linearized sys-tem.
Numerical discretization
In this section we describe the multiblock formulation of the problem and our numerical technique. We employ a mixed finite element method approximated as cell-centered finite differences to discretize the compositional model. It provides local conservation of mass and continuous normal fluxes across element faces.
Gridding strategy
The reservoir domain Ω is divided into a series of n bl nonoverlapping subdomains (blocks) Ω k , k = 1,K , n bl . Each block is covered by a smooth, logically rectangular grid. The grids are constructed locally and are not required to match on the interfaces. This provides great flexibility in describing irregular geometries and allows for the modeling of faults and other internal boundaries such as interfaces between rock strata and locally refined grids. The curvilinear grid on Ω k is considered as the image of a rectangular grid on a reference brick ˆ Ω k . All computations are performed on the union of
Multiblock formulation.
For convenience we denote the molar flux of the i-th component by
Let Γ kl = ∂Ω k ∩ ∂Ω l be the interface between Ω k and Ω l .
Let us denote the isothermal phase equilibrium relations by the operator
We consider the following multiblock formulation. For each block Ω k we have
On each interface Γ kl , 0 ≤ k < l ≤ n bl , we impose
It is easy to see that the above formulation, combined with
and Eq. 15 is equivalent to the original problem. Since the capillary pressure relations could be different in each block, the saturations S j and the molar densities N i could be discontinuous across the interfaces. To simplify the presentation, we will assume that S j and N i are single valued on the interface. Our method, however, handles properly double valued S j and N i , since in this case the phase equilibrium operator on the interface provides a functional relation between the two values.
An expanded mixed finite element method.
The implementation and analysis of the expanded mixed finite element method for single-phase flow on logically rectangular grids have been described in several previous works on single block 24, 25, 26 and multiblock 27, 28 domains. The original problem is transformed to a problem on a union of rectangular computational grids, and the permeability becomes a full tensor. The mixed method is then approximated by cellcentered finite differences for the pressure, which is an efficient and highly accurate scheme 29 . To simplify the presentation we will discuss here only rectangular grids. Let us denote the rectangular partition of α l , β l ∈R for all E ∈T h k , and each v l is continuous in the l -th coordinate direction},
To impose the interface matching condition Eqs. 17 and 18 we introduce a Lagrange multiplier or mortar finite element space defined on a rectangular grid on Γ kl . In this space we approximate the interface pressures and molar densities, and we use this space to impose weakly normal continuity of component fluxes. If the grids adjacent to Γ kl are non-matching, the interface grid need not match either of them. Later we impose a mild condition for solvability of the numerical scheme. We define our mortar space M h on an element to be piecewise continuous or discontinuous bilinear functions.
, and let
With the above defined finite element spaces we have the following backward Euler expanded mixed finite element approximation of Eqs. [16] [17] [18] [19] . Following 29 , let, for 
The mortar functions S h, j n ∈M h kl are calculated from the phase equilibrium operator on M h kl
Remark
Introducing the pressure gradients ˜ u j in the expanded mixed method allows for proper handling of the degenerate (for S j = 0 ) mobility λ j in Eqs. 21 and 22. It also allows for an approximation of the mixed method by cell-centered finite differences, even for a full permeability tensor k 29 .
The system Eqs. 20-25 consists of 2 * n c + n p +1 equations for 2 * n c + n p +1 unknowns on Ω k and of n c + 1 equations for n c + 1 unknowns on Γ kl . A necessary condition for solvability of the system Eqs. 20-25 is that the mortar grid on each interface is not too fine compared to the subdomain grids. A good practical choice is to take the mortar grid to be a coarsening by two of the trace of the finer subdomain grid. A rigorous mathematical condition for solvability can be found in 27, 28, 31 
Interface formulation.
We reduce the system Eqs. 20-25 to a system of nonlinear equation in the mortar space. This approach is based on a domain decomposition algorithm for single phase flow first proposed by Glowinski and Wheeler for conforming grids 32 , and later generalized to non-matching grids coupled with mortars 27 . Let
denote the mortar space on Γ = ∪ 1≤k< l≤n bl Γ kl and let
. We define a nonlinear interface functional 
is a solution to Eqs. 20-25.
Parallel domain decomposition.
We solve the system of nonlinear equations on the interface Eq. 28 by an inexact Newton method. Each Newton step s is computed by a forward difference GMRES iteration for solving B' (ψ )s = −B(ψ ) . On each GMRES iteration the action of the Jacobian B' (ψ ) on a vector µ is approximated by the forward difference
We take δ = ε , where ε is the machine precision. The inexact Newton-GMRES algorithm is described in detail in 33 . Note that each GMRES iteration only requires one evaluation of the nonlinear operator B. The evaluation of B involves solving subdomain problems Eqs. 20-23 in parallel and two inexpensive projection steps -from the mortar grid onto the local subdomain grids and from the local grids onto the mortar grid. Each block itself is divided between a number of processors.
Numerical Results
The EOS compositional formulation described above has been implemented into the IPARS framework and successfully tested. One such example was the simulation of the case of the SPE 5 th project 34 . During this test, the PR EOS was used for phase behavior calculation. The Peaceman well model was used to treat the source term of Eq. 1. The grid system was enlarged to have 900 gridblocks, which gives a total of 12,600 unknowns to solve. A solver from a package named PETSc 35 was used to solve the linear system. The method of the restarted general minimum residual method (GMRES) with a restart of 30 was used. The incomplete LU(0) factorization was used as a preconditioner. The matrix data structure was block-compressed row with a block size of 7.
For this test example, Step 4 of the solution procedure outlined earlier was not applied, so the entire linear system of 12,600 unknowns was solved. The solubility of hydrocarbon in the aqueous phase was ignored. The results indicate that the simulator takes 2 to 3 iterations to reach the solution at each timestep of around 100 days. The CPU time on an IBM RS6000/590 machine is around 30 seconds for each timestep, in which the PETSc linear solver takes about 28%, the framework setup takes 6%, and the rest of the calculations takes 66%. The simulation results were quite comparable with those of the UTCOMP simulator 10 .
In the next example, we demonstrate two phase oil and water flow through a layered reservoir. A fault cuts through the middle of the domain and divides it into two blocks. The geological layers and numerical grids are both non-matching across the fault (see Figure 5 ). The middle layer is three times more permeable (450 md) than the top and bottom layers (150 md). Each block is covered by a numerical grid of size 6 × 16 × 16 . The initial physical characteristics of the system are given in Table 1 . 
Conclusion
The fully implicit model, the multiblock domain decomposition approach, and the solution strategy presented in this work have been implemented and successfully tested in the context of the PSE developed in this research. The model offers flexibility for handling complex reservoirs, since it allows different grids in each subdomain as well as independent grids on subdomain interfaces. Furthermore, the number of degrees of freedom (unknowns) on the interfaces, which determines the size of the global problem, can be selected dynamically. Thus, it is possible to achieve an "optimal" combination between computing speed and accuracy for a particular application.
The numerical results show that the model formulation and the fluid-related calculations work well for the cases examined. Future work will be focused on the multiprocessing of the model using the PSE as a driver for more realistic and complex problems, and further refinement of the solution procedure and some of the fluid-related calculations.
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