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1. Die von M. A. Neumark gegebene Definition der verall- 
gemeinerten Resolvente eines hermiteschen Operators im Hilbertraum 
1aRt sich in natiirlicher Weise auf einen J-hermiteschen Operator im 
J-Raum iibertragen. In der vorliegenden Arbeit beschreiben wir die 
Gesamtheit aller verallgemeinerten P-Resolventen eines J-nicht- 
negativen Operators A mit endlichem Defekt n; unter einer verall- 
gemeinerten P-Resolvente verstehen wir dabei eine verallgemeinerte 
Resolvente, deren zugehorige J-selbstadjungierte Erweiterung A” 
von A in einem Oberraum 5 von 5 wirkt, dessen negative Komponente 
mit der negativen Komponente des Ausgangsraumes & iibereinstimmt, 
d.h., auf 5 0 5 sei das J-Skalarprodukt positiv definit. 
Bekanntlich wurde die Aufgabe der Beschreibung aller verallge- 
meinerten Resolventen fur den Fall eines hermiteschen Operators mit 
endlichen Defektzahlen (n, n) zuerst unabhangig voneinander von 
M. A. Neumark [l] und M. G. Krein [2, 31 gelost. Wir folgen in der 
vorliegenden Arbeit dem von M. G. Krein eingeschlagenen Weg 
(siehe such [4]). D b a ei wird zunachst eine Erweiterung A von A im 
Ausgangsraum fixiert-diese bezeichnen wir kurz als Ausgangser- 
weiterung-und die allgemeine Form der Differenz zwischen einer 
beliebigen verallgemeinerten P-Resolvente von A und der Resolvente 
von B angegeben. Als Parameter tritt in dieser Darstellung eine 
n-reihige R-Matrixfunktion auf, genauer, in unserem Falle stellen wir 
zwischen der Menge aller verallgemeinerten P-Resolventen von A 
und einer Teilmenge der Menge .c@‘, aller eigentlichen oder uneigent- 
lichen n-reihigen R-Matrixfunktionen eine eineindeutige Beziehung 
her. Auf diese Weise wird also insbesondere jedem Element T(z) 
dieser Teilmenge von 4% eine J-selbstadjungierte Erweiterung A 
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von A in einem Oberraum 5 von & zugeordnet. Wir geben Bedin- 
gungen an, unter denen A J-nichtnegativ oder, allgemeiner, 
definisierbar [5] ist. 
Neben den verallgemeinerten P-Resolventen des J-hermiteschen 
Operators A betrachten wir die verallgemeinerten Resolventen des 
hermiteschen Operators B = JA, fiir die gemgo den zitierten 
Ergebnissen von M. G. Krein eine entsprechende Darstellung besteht. 
Wzhlt man dabei als Ausgangserweiterung die Friedrichs’sche 
Erweiterung & = B, von B und A = A, = JBu , so ergibt sich, da13 
die von den Erweiterungen A von A und B = JA von B erzeugten 
verallgemeinerten Resolventen ein und derselben Funktion T E dm 
entsprechen. 
2. Wir illustrieren diese Ergebnisse hier am Beispiel des verallge- 
meinerten gewijhnlichen Differentialoperators zweiter Ordnung 
(vgl. [6,7]). S . el m eine nichtmonotone reelle Funktion von beschrgnkter 
Variation auf dem abgeschlossenen beschfnkten Interval1 [0, I] die 
in den Punkten 0 und I stetig wCchst. Dann definiert der Differential- 
operator 
& mit den Randbedingungen g’(0) = 0, g(Z) = g’(Z) = 0 
einen J-nichtnegativen Operator A im J-Raum Li mit dem Defekt 
eins. 1st S, eine verallgemeinerte P-Resolvente von A, die zu einer 
J-nichtnegativen Erweiterung A von A gehijrt, dann gibt es eine 
Funktion N(z) der Klasse &I , fiir die such zN(z) zu 9?1 gehi%-t, so 
daB die Werte S,f, f E Lz , die Lbsungen g der Randwertaufgabe 
d% 
dm dx zg =f, g’(O) = 0, m w4 + g(4 = 0 (*I 
sind. Zwischen der Funktion N(z) und der oben eingefiihrten 
Parameterfunktion T(x) E &‘1 besteht dabei der Zusammenhang 
N(x) = --I/T( z ), wenn man als Ausgangserweiterung A die durch die 
Randbedingung g(Z) = 0 am rechten Ende gegebene Friedrichs’sche 
Erweiterung wnhlt. Betrachtet man insbesondere eine orthogonale 
Resolvente von A, d.h. eine solche verallgemeinerte Resolvente, die 
einer Fortsetzung ohne Austritt aus dem Raum entspricht, so ist fiir 
sie die in (*) auftretende Funktion N(z) eine nichtnegative Konstante: 
N(x) = iV, , und die zugehijrige Erweiterung Avon A hat die Gestalt 
- & mit den Randbedingungen g’(0) = 0, g’(Z) No + g(Z) = 0. 
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Man sieht leicht, daf3 dann B = JA der Differentialoperator 
w - ___- mit den Randbedingungen g’(O) = 0, 
djmldx 
ist, wenn /ml (x) die Totalvariation von m in [0, X] bezeichnet 
(0 < x < 1). Deshalb stimmen in diesem Falle die zu a und 
$3 = JA gehorigen Funktionen T E 8, iiberein: T = -I/iv, . Mit 
Hilfe der von M. G. Krein gegebenen bemerkenswerten Interpretation 
der Funktion N in (*) als dynamischcr Nachgiebigkeitskoeffizient 
(d.h. l/A’ ist der dynamische Elastizitatskoeffizient) einer Saite iiber 
[Z, 1’1, I < I’ < co, mit festgehaltenem rechten Endpunkt und seiner 
Ergebnisse zur inversen Aufgabe der Spektralfunktion der Saite kann 
man sich leicht unmittelbar davon iiberzeugen, daD such in dem 
allgemeineren Fall (*) die von einer J-nichtnegativen Erweiterung A 
erzeugte verallgemeinerte P-Resolvente von A und die von B = JA 
erzeugte verallgemeinerte Resolvente von B ein und derseIben 
Funktion T(x) E &r entsprechen. Die am Ende von Abschnitt 1 
zitierte Aussage kann als Verallgemeinerung dieses Resultates ange- 
sehen werden. 
I. J-NICHTNEGATIVE OPERATOREN MIT ENDLICHER DEFEKTZAHL 
1. Es sei Jj ein J-Raum, d.h., $ ist ein Hilbertraum beziiglich eines 
positiv definiten Skalarproduktes (*, m), und neben diesem ist auf $ 
ein zweites i.a. indefinites Skalarprodukt [a, *] gegeben durch eine 
Beziehung der Gestalt 
P,rl = (J%Y), X,Y E$$, 
wobei J die Differenz zweier orthogonaler komplementarer Projek- 
tionen P, , P- in $j ist: J = P+ - P- , P+ = P+* = Pf , 
P+ + P- = I. Zwei Elemente X, y E $ heiBen J-orthogonal, wenn 
[x, y] = 0 gilt; das J-orthogonale Komplement einer Menge ‘93 C 5 
ist die Menge aller x E 9 mit der Eigenschaft [x, y] = 0 fur alle 
y e 102. Fiir einen auf einer dichten Menge a(A) definierten Operator A 
in 5 erklaren wir den J-adjungierten Operator A+ auf der Menge a(A+) 
aller y E $j, zu denen ein y’ E $s existiert, so daB [Ax, y] = [x, y’] 
fiir alle x E 8(A) gilt, durch die Festsetzung A+y = y’; A heiBt 
J-hermitesch, wenn A C A+, und J-selbstadjungiert, wenn A = A+ gilt. 
Ein J-hermitescher Operator A heiRt J-nichtnegativ, wenn [Ax, x] > 0 
fiir alle x E a(A) gilt; er heiRt de$nisierbar, wenn fiir ihn einPolynom p 
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existiert, so da13 [p(A)%, X] > 0 fur alle x E &Am) gilt, wobei m den 
Grad des Polynomsp bezeichnet. Spektraleigenschaften definisierbarer 
J-selbstadjungierter Operatoren wurden in [5] untersucht. 
LEMMA 1.1. Ist der J-hermitesche Operator A de$nisierbar durch 
ein Polynom p vom Grade m und liegt a(Am) dicht in $$, so ist jeder 
nichtreelle Eigenwert von A eine Nullstelle von p. 
Beweis. Fur ein Element x0 # 0 mit (A - A,$) x,, = 0, /\,, f &, , 
gilt [x0 , x0] = 0. Daraus ergibt sich fur beliebige y E a(Aw) 
I[P(4 x0 9 rll” G M4 x0 P ~olM4Y9 Yl = 0, 
d.h. p(A) x,, = p(h,) x0 = 0. 
FOLGERUNG 1.1. Fiir einen J-selbstaa’jungierten J-nichtnegativen 
Operator A und eine beliebige nichtreelle Zahl x,, liegt der Wertebereich 
g(A - zol) dicht in $j. 
Anderenfals hatte namlich A+ = A den Eigenwert z. ; dap(x) = x 
ein definisierendes Polynom fiir A ist, widerspricht das der Aussage 
von Lemma 1.1. 
Fur einen J-hermiteschen Operator A ist der Operator B = JA 
hermitesch (beziiglich des positiv definiten Skalarproduktes (0, e)) und 
umgekehrt; diese beiden Operatoren sind offensichtlich beide gleich- 
zeitig abgeschlossen oder nicht abgeschlossen. Zwischen den J- 
hermiteschen (oder J-selbstadjungierten) Erweiterungen m des 
Operators A im Ausgangsraum 5 und den hermiteschen (oder 
selbstadjungierten) Erweiterungen i? von B in 5 besteht ein ein- 
eindeutiger Zusammenhang gem%8 der Beziehung B = JA”. Genau 
dann ist A (oder eine Erweiterung A” von A) J-nichtnegativ, wenn der 
Operator B = JA (oder seine Erweiterung i? = Jm> nichtnegativ ist 
(d.h., es gilt (Bx, x) > 0 fur alle x E a(B)). 
2. Wir betrachten im folgenden nur solche J-hermiteschen 
Operatoren A, fur welche die Menge r(A) der Punkte regularen Typs 
nicht leer ist; bekanntlich heiBt dabei eine komplexe Zahl so ein 
Punkt regultiren Typs von A, wenn der Operator A - x,,I eineindeutig 
und sein Wertebereich abgeschlossen ist. Selbst fur einen J-selbstad- 
jungierten J-nichtnegativen Operator A kann die Menge r(A) leer sein; 
das zeigt das Beispiel A = JB mit den Operatoren 
J = c ;), B = (,” ;) 
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im Produktraum !$ = !&, @ &, , !$- unendlichdimensionaler Hilbert- 
raum, C-unbeschrankter selbstadjungierter nichtnegativer Operator 
in SjO . 
LEMMA 1.2. Ist A ein J-nichtnegativer Operator mit r(A) # 0, so 
ist die Dimension des orthogonalen Komplementes von (A - x,,I) a(A) 
fiir jeden Punkt x,, E Y(A) diegleiche; sie stimmt iiberein mit der Defektxahl 
des Operators B = JA. 
Beweis. Wir wahlen eine nichtnegative selbstadjungierte Erwei- 
terung & von B in ?$ und betrachten den J-nichtnegativen J- 
selbstadjungierten Operator A” = JR. Fur x,, E r(A) gelte 
dim(W(A - x01))’ = n (<CO). 
1st n < 00, dann mu8 auf Grund von Folgerung 1.1 x,, E p(A) gelten, 
also (siehe [5]) gehort jeder nichtreelle Punkt zu p(A), d.h., es gilt 
%(A - ZI) = !FJ f” ur alle nichtreellen Punkte Z. Wegen 
dim(A - .x01) a(A)/(A” - q,Z) a(A) = n 
ist such 
dim 8(&a(A) = dim 3(&/a(B) = n. 
1st dim(%(A - z,,l))l = co, und ware in diesem Falle der Defekt 
von B endlich, dann ware such 
dim a(A)/a(A) = dim a(B)/a(B) 
endlich, also 1Hge der Wertebereich %‘(A” - x01) nicht dicht in $$. Das 
widersprache der Folgerung 1.1. 
Unter dem Defekt des J-nichtnegativen Operators A mit r(A) # IZI 
verstehen wir die gem43 Lemma 1.2 von der speziellen Wahl des 
Punktes q, E r(A) unabhsngige Dimension des Orthogonalkom- 
plementes von &?(A - x,,I); wir bezeichnen ihn mit def A. 
Aus den Betrachtungen im Beweis von Lemma 1.2 ergibt sich noch 
unmittelbar das 
LEMMA 1.3. Ist unter den Voraussetxungen von Lemma 1.2 
def A < CO, dann geh&t jeder nichtreelle Punkt x xu r(A). 
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3. Es sei A wieder ein J-nichtnegativer Operator mit def A 
n <co, A eine J-selbstadjungierte J-nichtnegative Erweiterung von 
Fin $j. Wir bezeichnen fur einen nichtreellen Punkt x das J-orthogonale 
Komplement von !I& = S?(A - 21) mit ‘!R# und setzen noch 
&g = (,4 - 21)-l (s E p(A)). Im Teilraum ‘9&, , z0 # ,%,, , wlhlen wir 
eine Basis g,(~,,), g&d,..., g,(qJ. D ann bilden fur x # z die Elemente 
eine Basis von !I& (vgi. [3]), und fur beliebige nichtreelle Punkte z, z’ 
gilt 
j = I,2 )..., n. (1.2) 
Offensichtlich sind die gi(z), j = 1, 2,..., n, in der offenen oberen und 
unteren Halbebene holomorphe Funktionen von z. 
Mit 4, bezeichnen wir die Menge aller nichtreellen Zahlen z, fur 
die das indefinite Skalarprodukt auf St, entartet. 
LEMMA 1.4. Die Menge A, enthtilt keinen Kreis. 
Beim Beweis dieses Lemmas benutzen wir die folgende einfache 
Aussage ([8], S. 353): 
Konvergiert die Reihe 
fbl ? 4 = f aikzliZz;L 
i,k=O 
fii~ 1 x1 1 < Y, / z2 1 < Y und istf(z, Z) = 0 (1 x 1 < Y), SO gilt ajh: = 0, 
j, k = 0, 1, 2 ,..., undfoZgZichf(z, , z2) = 0 (I z1 j < r, 1 x2 1 < Y). 
Angenommen, die Menge A, enthielte einen Kreis z.B. in der oberen 
Halbebene C+ ; x,, sei ein Punkt dieses Kreises. Fur alle Punkte x 
dieses Kreises gilt dann det([ gi(a), gk(s)]) = 0, daraus folgt auf Grund 
der zitierten Aussage det( [ gi(z), gk(z’)]) = 0 fur alle Punkte z, z’ dieses 
Kreises und durch analytische Fortzetzung det( [ gi(x), gk(z’)]) = 0 
sogar fiir alle Punkte z, z’ E C+ . Dann ist aber auf Grund der zweiten 
Beziehung von (I .2) such 
det(P%+d~ gkbd) = 0. (l-3) 
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Die Elemente der Matrix auf der linken Seite dieser Gleichung lassen 




verschwinden. so da13 
die Matrixfunktion (~jlc(h))i,k=1,2,...,n nichtabnehmend und auf 
beschrlnkten Interval1 von beschrankter Variation ist. Wegen 
gibt es komplexe Zahlen 4i , f2 ,..., 4, , die nicht alle - 
$, j;, +$ &f, = 0, d.h. jm ‘$ dq,(h) &c$, = 0 
-cc j,k=l 
gilt, also ist such ]i ~.j”,,=, doih.(X) sill, = 0, d.h. 
fiirx,=~~=l~~gj(z,)und~s,t=8,-~~,0<s<toders<t<0, 
wenn $ (X # 0) die J-Spektralfunktion des Operators L! bezeichnet 
[5]. Aus (1.4) folgt /f&+,, = Cl und daraus A2x,, = 0, d.h. 
AZ & &gj(zo) = 0. A n ererseits d ist aber A+ eine Erweiterung 
von A, und es gilt A+gj(z,) = zogj(zo), j = 1, 2 ,..., n, also 
Das widerspricht der linearen Unabhangigkeit der Elemente 
d%)Y.~ &bl)~ 
2. DARSTELLUNG DER VERALLGEMEINERTEN RESOLVENTEN 
EINES J-NICHTNEGATIVEN OPERATORS BEI BELIEBIGER WAHL 
DER AUSGANGSERWEITERUNG A 
1. Wir betrachten im folgenden J-selbstadjungierte Erweiterungen 
A des J-hermiteschen Operators A in einem Oberraum $j 3 9~; dabei 
sei $j ein J-Raum mit derselben “negativen Komponente” @- = P-5 
wie $5, d.h. genauer, falls der Hilbertraum 5 die Darstellung 
5=tmosj1 (2.1) 
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gestattet, so werde das indefinite Skalarprodukt in !?J von dem 
Operator g erzeugt, der beziiglich (2.1) die Matrixdarstellung 
J = (,’ “I, (2.2) 
be&t. Bezeichnet P die orthogonale Projektion von 5 auf 6 und 
x” = x,, + xi die zu (2.1) gehorige Zerlegung des Elementes x” E 5, so 
gilt also 
Eine J-selbstadjungierte Erweiterung a in einem Oberraum 5 der 
beschriebenen Gestalt heilje eine P-Erweiterung von A. Eine solche 
P-Erweiterung A” nennen wir reguliir, wenn es eine offene nichtleere 
Menge ~2 nichtreeller Zahlen gibt, so da0 fur z E pi die Inverse 
(a - zr)-l existiert (evtl. als unbeschrankter Operator), auf allen 
x E 5 definiert ist und dort (.d - zr)-l X, x E $3, holomorph von z 
abhangt; in diesem Falle heiBe P(A - d-l eine verallgemeinerte 
P-Resolvente des Operators A. Eine regulare P-Erweiterung A” von A 
nennen wir minimal, wenn die Menge aller (a - zr>-i x, z E px, 
x E %3, in 5 total ist. Zwischen den J-selbstadjungierten P- 
Erweiterungen a von A mit evtl. Austritt in einen Oberraum 5 > & 
und den selbstadjungierten Erweiterungen B von B in 5 vermittelt 
die Gleichung B = jA” mit dem Operator j aus (2.2) eine ein- 
eindeutige Beziehung. 
Weiter bezeichne W, die Menge aller n-reihigen R-Matrix- 
funktionen; dabei heiBe eine n-reihige quadratische Matrixfunktion T 
eine R-Matrixfunktion, wenn sie definiert und holomorph ist in der 
offenen oberen Halbebene C, und dort 
Im T(z) = *(‘) - T*(z) 3 0 
2i 
gilt. Eine solche Funktion T setzen wir durch Spiegelung auf die 
untere Halbebene C- fort, d.h. es sei T(z) = T*(T) fiir Im z < 0. 
SchlieBlich sei &‘, die Menge aller eigentlichen oder uneigentlichen 
n-reihigen R-Matrixfunktionen, das sind die Matrixfunktionen T der 
Gestalt 
(2.4) 
mit T’ES~, 0 < p < n, und einer nichtsingularen Matrix S; 
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Ia - q-reihige Einheitsmatrix (p = n - p). Fur eine beliebige n- 
reihige quadratische Matrix Q und T E 9?‘, mit der Darstellung (2.4) 
und 
T,(z) = s-1 (‘CI’ $) s*-I, t > 0, 
verstehen wir unter der Inversen (T(z) + Q)-l die Matrix 
s* 
t 
(T’(4 + bw~*w 0 
0 oj s ( = @(Tt +s)-'), 
falls letztere existiert; (SQS*), b ezeichnet dabei die in der linken 
oberen Ecke von SQS” stehende p-reihige quadratische Matrix. 
2. Fur die folgenden Betrachtungen sei A wieder ein I-nichtnegativer 
Operator mit y(A) f 0 und def A < co, d eine fixierte J-nicht- 
negative J-selbstadjungierte Erweiterung von A im Ausgangsraum 6. 
Jede solche Erweiterung ist regular, und fur sie gehoren alle nicht- 
reellen Punkte zu p(A) (L emmata 1.2 und 1.3). A” sei eine beliebige 
regulare P-Erweiterung von A in einem Oberraum 5 1%. 
Ausgehend von einem festen nichtreellen Punkt x0 und einer Basis 
gr(xJ,..., g,(zO) von !XzO betrachten wir die in ‘9& durch A gemaD (1.1) 
festgelegte Basis gi(,z),..., g,(z). Dann gilt1 fur z E ~2, z # z mit 
lITi, = (A - d-1, 8, = (A - zf)-1: 
daraus ergibt sich mit geeigneten linearen Funktionalen cx: fur 
x E !IR, + $J7, die Darstellung 
&x - PR,x = f c&c)g&). 
I;=1 
Auf Grund von (2.5) gilt weiter cL(x) = 0 fur x E 9.Ruz, , also konnen wir 
die Funktionale c, in der Form 
schreiben und erhalten schlieBlich fur x E!IR~ + Y& die Beziehung 
PRX = Rx - i Pjk(z)rx,gj(z)lgk(z). 
j,k=l 
(2.6) 
1 Fiir die Herleitung van (2.6) vergleiche [4]. 
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IstzEPX,Z#%undz$L3a, so besteht (2.6) sogar fiir alle x E 9, 
denn dann gilt ?I$ + 5X5 = Js; dad, keinen Kreis enthlilt (Lemma 1.4), 
ist (2.6) such bei beliebigem z E pa, z f Z, fur alle x E 5j richtig. Jetzt 
folgert man aus (2.6) leicht, dal3 die pj, auf den in der offenen oberen 
und unteren Halbebene gelegenen Teilen von pa” holomorphe 
Funktionen von z sind. 
Wir fiihren die Cayleytransformierten 
clz = (A - zI)(A - %1)-l, lTz = (A - zf)(A - d-1 
ein; diese sind J-unitare Operatoren in 5 bzw. 5. Aus (2.6) folgt fur 
x = gi(T): 
Pc7zgi(z) = (I + (2 - %)(A - d-lg@) 
- (x - 4 j,~~Pi,(z)[g,(z),g,(zll .&A4 (2.7) 
d.h. PO,gi(%) E gn,. Stellen wir PoZgi(X) in der Form 
(2.8) 
dar und beachten die Beziehung (2.3), so folgt fur beliebige komplexe 
Zahlen t1 ,..., 5, : 
< f &~k[&(~),gk(Z)] = i ti$kk&), &(‘)I, 
i.k=l i.k=l 
d.h., fur die Matrix O(Z) = (gij(~))i,j=1,2,...,n gilt mit r(x) = 
(Cgd4, dmi,~=I,2 ,..., n : 
O(z) T(z) o*(x) < T(z). (2.9) 
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SchlieNich liefern die Gleichungen (2.7) und (2.8) die folgende 
Beziehung fur P(Z) = ( pii(x))i,j,l,a,,..,n : 
O(z) = In - (.z - z) r(z) P(z). (2.10) 
Wir setzen jetzt voraus, dal3 die Matrix P(a) fur ein z E ~2, Im z > 0, 
invertierbar ist. Wie man sich leicht iiberlegt, ist das gleichbedeutend 
damit, da8 A = A n a gilt, wenn A n A den maximafen gemein- 
samen Teil von A und a bezeichnet, d.h., a(~! n A) besteht aus allen 
f E q&J n @>, f iir die Af = af gilt, und (A n a)f ist gleich 
diesem gemeinsamen Wert. Dann ist folglich P(X) sogar fur alle 
x E pk invertierbar und P-~(Z) dort eine holomorphe Funktion von x. 
Fiir einen nichtreellen Punkt x E pz setzen wir 
T,(z) = P-‘(z) - i(Im Z) r(z). 
Dann folgt mit (2.10) zunachst fur x 4 A, 
T,(z) = (2 - z)(O(z) - I,) F(z) - y T(z) 
= 9 (I, + O(z))(In - O(x))-1 r(n) 
und daraus 
&p&) - j”,*(4) = 9 {(In + O(z))(&& - O(z))-1 I+) 
+ m4(L + @*(4)(4x - @*(4)-‘) 
= -y (I, - O(x))-l(Q) - O(z) I+) @*@))(I, - o*(Z))-‘, 
also auf Grund von (2.9) Im T,(z)/Im z > 0 fiir alle Punkte .a E PX, 
x # Z. Wir fiihren weiter fiir beliebige nichtreelle Punkte Z, z’, x0 E pA” 
die Ma&en r(z, 4 = ([g&h gk(Z’)l)i,k=1,2,...,n ,
und 
Q(T 2") = i(Im zo> Do) + (z - 4 PO , 2) (2.11) 
ein. Dann gilt 
I’@; zo) = P-‘(z) - Q(z; zo) (2.12) 
T(z; x,,) = T,,(4 + Q(z; 4 - Q(F 4, 
und man iiberzeugt sich ohne Schwierigkeit davon, da6 die Matrix 
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Q(z; z) - Q(z; z,,) hermitesch ist. Folglich ist fiir einen beliebigen 
nichtreellen Punkt q, : 
(2.13) 
Damit haben wir gezeigt, daB fur x E S, z E pz, z f x die 
Beziehung (2.6) besteht; gemal (2.12) ist P(z) = (P~~(z))~,~=~,~,...,~ 
= (T(& 4 + Q(F %))-1, wobei Q(z; z,,) durch (2.11) gegeben ist und 
T(z; zO) die Eigenschaft (2.13) hat. Man sieht leicht, dalj T(x; q,) 
genau dann eine von x unabhangige hermitesche Matrix ist, wenn 
5 = sj gilt, d.h., ,!i eine Erweiterung im Ausgangsraum ist. 
3. Neben dem J-hermiteschen Operator A betrachten wir jetzt den 
hermiteschen Operator B = JA. Dieser ist nichtnegativ und hat 
ebenfalls den Defekt n. Wir iiberlegen uns, daB fiir 2 # z die 
Elemente 
h,(z) = {I + 2x(& - d-1 e> g&c), j- I,2 >*‘*> % 
eine Basis des orthogonalen Komplementes von W(B - ~1) bilden, 
wenn 2 = JA ist und die gi(z),..., g,(z) gemaD (1.1) gewahlt werden. 
In der Tat, fur beliebiges x E d(B) ergibt sich 
((B - al)x, h,(z)) = ((B - a)x,gj(z)) + 2qp - .3)x, (B -d-l P-g,(x)) 
= [(A - %J)x, &(Z)l + 253x9 eg,w 
= Z(Jx, g&)) - qx, g&g) + -qex, g&)) = 0, 
und der Operator J + 2x(fi - XI)-” P- ist beschrlnkt invertierbar, 
denn es gilt 
(I + 22(& - d-1 e)(Z - 2z(B - zJ)-1 P-) 
= I + 2z(B - d-1 P- - 2z(B - zz/)-’ e 
- 4zy8 - d-1 e(B - zJ)-’ e = I 
und (2 - zJ)-’ = (A - XI)-’ J ist iiberall definiert und beschrankt. 
Wir iiberlassen es dem Leser, sich davon zu iiberzeugen, dal3 fur 
beliebige nichtreelle z, z’ such die Beziehung 
besteht. 
h,(z) = (B - z’Z)(B - d-1 h&c’) (2.14) 
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Mit A und A betrachten wir jetzt die selbstadjungierten Operatoren 
B = JA und B = Ia. Dann gilt bekanntlich [3] 
P(B - d-1, = P(& - x1)-l - 5 &)(x, h,(z)) h&); (2.15) 
j,ic=l 
dabei ist P”(X) = (~jdk(x))~,~=r 2,...,n = (Td(z; q,) + Qd(q q,))-l mit 
Td(.z; X”) E gn ) 
,a,-beliebiger nichtreeller Punkt; Td(z; zO) ist genau dann eine von x 
unabhangige hermitesche Matrix, wenn Js = 5 gilt, d.h. B eine 
Erweiterung im Ausgangsraum ist. 
Wir untersuchen den Zusammenhang zwischen den in den 
Beziehungen (2.6) und (2.15) auftretenden Matrizen P(X) und P”(a). 
Zu diesem Zweck gehen wir aus von den fur nichtreelle z E pa” giiltigen 
Gleichungen 
(A - d-1 = (B - d-l{1 + 2ze(8 - x1)-l}-1, 
P(A - d-1 = P(B - J)-‘{I” + 2zP-(B - zl”)-I}-‘J. 
Damit ergibt sich fur x E & 
P(A - zfyx - (A - d-lx 
= (P(B - xl”)-1 - (B - d-l){r + 2zP-(B - d-y Jx 
- P(B - z&y{1 + 2&(zg - x1)-1)-l - {r” + 2zPJB - d-1)-1 Jx 
= (I - 2zP(B - zy-1 PJ{P(B - x1)-’ - (B - d-l> 
x {I + 2zP-(B - d-l}-1 Jx, 
woraus leicht 
folgt. Zwischen den Matrizen T(z; x0), Td(a; ,a+,), Q(a; z,,), und Qd(z; x0) 
besteht folglich die Beziehung 
Fiir Erweiterungen A” und B = JA im Ausgangsraum 43 sind T(z; x0) 
und Td(z; q,), z E pB, x # Z, von x unabhlngige hermitesche 
Matrizen. Folglich ist such die Matrix 
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von z unabhlngig und hermitesch, also gilt 
T(z; x0) = Td(z; x0) + d(z,). (2.16) 
Aus (2.13) oder (2.16) folgt weiter, da8 fiir eine regulare P-Erweiterung 
2 von A die Matrixfunktion T(z; as) in die offene obere und untere 
Halbebene holomorph fortgesetzt werden kann und dabei noch 
Im T(z; qJ/Im z > 0 gilt. Dann existiert dort mit Ausnahme 
hijchstens abzahlbar vieler isolierter Punkte, die sich in keinem 
nichtreellen Punkt haufen konnen, such die Inverse 
und ist dort wieder eine holomorphe Funktion von Z. Folglich 1aBt 
sich such Pa,x, x E $5, in diese Punkte x holomorph fortsetzen und 
hat als Singularitaten in der offenen oberen und unteren Halbebene 
nur Pole. 
4. Es sei jetzt umgekehrt eine n-reihige Matrixfunktion T gegeben 
mit den Eigenschaften 
(a) T E 9’tn ; 
(b) die Menge pT aller nichtreellen Punkte Z, fur die 
T(z) + Q(z; a,,) eine Inverse hat, ist nicht leer. 
Offensichtlich enthalt dann pT sogar alle nichtreellen Punkte mit 
Ausnahme hochstens abzahlbar vieler isolierter Punkte, die sich in 
keinem nichtreellen Punkt haufen konnen. Zu dieser Funktion T 
gehort eine selbstadjungierte Erweiterung B von B, so da0 die 
Darstellung (2.14) mit Td(z; zO) = T(z) besteht. Dabei wird der 
Raum 5 z.B. folgendermal3en konstruiert. Man betrachtet die in 
natiirlicher Weise linearisierte Menge 59 aller formalen Summen der 
Gestalt 
fd = x + c E,dX,d, x, xz* E 43, 
ml Z#O 
wobei nur endlich viele der xZd vom Nullelement verschieden seien. 
Zwischen zwei Elementen X”d = x + E~~x,~, j@ = y + efl yfl wird das 
Skalarprodukt definiert durch die Gleichung 
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mit 
s,” = (I4 - q-l - f J$&)(., h&q) h,(x), 
j,k=l 
P"(z) = (T(z) + Q"(? z")>-' 
und in natiirlicher Weise auf ganz Td erweitert. Die Vervollstandigung 
von L?d/90d -9ad sei die Menge aher za E zd mit (z’, gd)d = O- 
beziiglich der Norm (x”“, x )d -d 1/2 bezeichnen wir mit 5”. Offensichtlich 
ist $ ein Teilraum von @, und die zur Darstellung (2.1) von 5” 
gehijrige Zerlegung eines Elementes gd = x + ~~~~~~ hat die Gestalt 
Sd = (x + SzdX,d) + (E,dX,d - SZdXZd), E,dX,d - &dX,d E !p 0 sj 
Wir definieren in 5” gemaD (2.2) einen Operator 3 durch die Gleichung 
p = (Jx + J!$dX,d) + (esdxzd - &dx,d); 
dieser erzeugt ein i.a. indefinites Skalarprodukt in 5”. 
Die gesuchte Erweiterung B von B erhllt man jetzt durch 
AbschlieBung des auf allen xd = x + C ezdxBd mit x E a(B), xad E $$ 
erklarten Operators Im z#O 
BUP = Bx + c (ZEBdXZd + X,d). 
Im z+o 
Dabei rechnet man leicht nach, da8 B hermitesch ist, seine Selbst- 
adjungiertheit ergibt sich aus der Beziehung (B - ~1) •~~xz”, = 
f + (zr - 3) •~,x~~ , z, zr E pr , xzl E !$, da sie sichert, daO der 
Wertebereich von B - aI der ganze Raum 5” ist. 
Der Operator A = @ ist offensichtlich eine P-Erweiterung von A. 
Wir iiberlegen uns, daB diese auf Grund der Voraussetzung (b) sogar 
regular ist und pz = pr gilt. 
Zu diesem Zweck wahlen wir eine solche Darstellung des Raumes 
@, in welcher der Operator 2 eine besonders einfache Form erhalt. 
Wir betrachten die in natiirlicher Weise linearisierte Menge 9 aller 
formalen Summen der Gestalt x” = x + cze,,, czxz , x, x, E 9, wobei 
nur endlich viele der x, vom Nullelement verschieden seien. Zwischen 
zwei solchen Elementen 2 = x + E~X, 7 = y + ‘zl yz: wird das 
indefinite Skalarprodukt [x”, 91 definiert durch die Glerchu’ng 




Die Elemente x” = x + C,,,,, E~X~ schreiben wir in der Form 
2 = 
( 
x + c sax, 
1 c 
+ (w, - &x,); (2.18) 
ZEPT ZE!Jr 
dabei enthllt die erste Klammer ein Element aus 5, der Ausdruck 
L,, (%% - S,x,) ist beziiglich des Skalarproduktes [e, *] orthogonal 
auf allen Elementen aus !?J (dabei identifizieren wir & in natiirlicher 
Weise mit einem Teilraum von L4’) und auf dem Teilraum sI aller 
Elemente der Gestalt &,,r (6,x, - S,x,) ist das Skalarprodukt [*, -1 
nichtnegativ definit. !& bezeichne den aus PI nach evtl. Faktor- 
raumbildung und Vervollstandigung beziiglich des Skalarproduktes 
[a, .] entstehenden Hilbertraum, und wir setzen 5 = YJ @ Jj, . Dann 
ist $j ein J-Raum mit dem indefiniten Skalarprodukt (2.17) und dem 
mit Hilfe des Operators 3: 
12 = (Jx + & J&G) + 1 (‘%% - a%) 
ZEP7 
fur Elemente x” der Gestalt (2.18) durch (5, $) = [3Z, p] erklarten 
positiv definiten Skalarprodukt. 




x + c E,dX,d 
ZE0r 1 
= x + c E,X, 
*+3r 
mit x, = Jxsd - ~xP-S,~X,~. Dadurch ist eine eineindeutige 
Beziehung zwischen einem dichten Teil von Jjd und einem dichten 
Teil von 5 hergestellt, welche die indefiniten Skalarprodukte invariant 
hi& Urn das zu sehen, iiberlegen wir uns die Richtigkeit der 
Gleichungen 
S,( J - 2zP-S,7 = Szd, (2.19) 
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Die zweite Gleichung ergibt sich so: 
= c (pj&)[JXzd - 2ZP-SzdX,d, gy(Z)] 
- &(z)(xz$ {I + 2q3 - a)-’ P-1 g&y) 
= 1 (p&> - $&(4)((45 &@N + wp-@ - 4-1 Xzd, g,(U) 
= c (p&c) - &z))(x,d, {I + 24 - 3-l P-3 g,(5) - h,(n)) = 0; 
den nunmehr einfachen Beweis von (2.19) iiberlassen wir dem Leser. 
Als unmittelbare Folgerung von (2.19) erhalten wir 
(J - 2xP-Szd)-l = J - 2zPpS, ; 
V bildet somit einen dichten Teil von 5” auf einen dichten Teil von 5 
ab. Dabei gilt [VX “d, Vyd] = [x”“, pd] und (V9, Vy”) = (9, yd), also 
kiinnen wir die Raume 5” und 5 identifizieren. Fiir den oben einge- 
fiihrten Operator A in 5 erhalt man 
AE,X, = XC&, + x, , ZEPi”, XE!?k 
und sieht leicht, da0 2 - ~1, x E pT , invertierbar ist. Somit gilt 
(A - ,J)-l x = E~X und weiter 
P(A - J)-lx = s,x. 
Damit haben wir gezeigt, dal3 alle Punkte von pr zu ~2 gehijren und 
fur die J-selbstadjungierte Erweiterung a von A die Beziehung (2.6) 
mit P(Z) = (T(x) + Q(z; ~a))-~ besteht. 
5. Wir betrachten schlieBlich den Fall, daB P(Z) fur kein z E pa” in- 
vertierbar ist. Dann bildet der J-nichtnegative Operator A, = A n A 
eine echte Erweiterung von A. Weiter sei S = (s& eine invertierbare 
n-reihige Matrix mit der Eigenschaft, daB die Elemente 
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fiirj = 1, 2,...,p (< ) n eine Basis des J-orthogonalen Komplementes 
von 9J?(A, - %,,,I) bilden und fur j = p + I,..., n zu &(A, - ,%,,I) 
gehoren; dabei setzen wir ohne Beschrankung der Allgemeinheit 
voraus, da13 das indefinite Skalarprodukt auf W(A, - xJ) nicht entartet. 
Dann gilt mit den Elementen gj’(x) = (A - x,,I)(L! - ~I)-~,g~(z,,), 
j = 1, 2,...,p : 
P&x = AZ, - i &(z)[x, gj’(z)] gk’(Z) 
j.k=l 
= fii,x - f f &kb> Skm[X, &?,@)I &r&+ 
z,m=1 i,k=l 
zwischen den Matrizen P(s) und P’(z) = (p&~))~,~=i a , ,...a besteht 
also der Zusammenhang 
S” (P?’ 8, s = P(z). 
Bezeichnet Q’(z; z,,) die mit den Elementen gj’(x), j = 1, 2,..., p, 
entsprechend (2.11) gebildete Matrix, so ergibt sich leicht 
Q’(x; 4 = (SQ@; z,,) S*), , 
wobei die rechte Seite die in der linken oberen Ecke von SQ(x; z,,) S* 
stehende p-reihige quadratische Matrix bezeichnet. Gemal (2.12) gilt 
wieder P’(z) = (T’(x; z,,) + Q’( x; xO))-l mit einer Matrixfunktion 
T’( * ; zO) E gr, . Damit erhalt P(z) die Form 
d.h., P(z) ist wieder die Inverse der Matrix T(x; z,,) + Q(z; x0), wenn 
T(z; q)) = s-1 ( 
T’(x; ZJ 0 
0 cd ) s*-’ Q 
gesetzt wird. 
Damit haben wir bewiesen den 
SATZ 2.1. Es sei A ein J-nichtnegativer Operator, r(A) # @ und 
def A = n. Die Gesamtheit aller verallgemeinerten P-Resolventen des 
Operators A wird gegeben durch die Formel 
p&x = Rx - i pilc(~)[x,gj(z)lg,(z), 
j.k=l 
XESS, z E pz, (2.20) 
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mit P(z) = (p~lc(x))j,~,l,z,...,~ = (W; 4 + Q(z; dkl, wobeiQ(x; +>
duvch (2.11) d$ e niert und T(*; x,,) eine beliebige Funktion mit den fol- 
genden Eigenschaften ist: 
(i) T(*; x0) E &, ; 
(ii) fii~ mindestens einen nichtreellen Punkt z existiert die Inverse 
CT@; +> + $3~; ,dY- 
Bemerkung 1. Die Menge pi besteht dabei genau aus denjenigen 
nichtreellen Punkten, fur welche die unter (ii) genannte inverse 
Matrix existiert; offensichtlich gehoren hochstens abzahlbar viele 
isolierte nichtreelle Punkte nicht dazu. 
Bemerkung 2. 1st A” eine beliebige J-selbstadjungierte P-Erwei- 
terung von A, so besteht fur fi = Ja noch eine Darstellung (2.14) mit 
Td(.; z,,) E 9$ . Zwischen den zu einer regular-en P-Erweiterung d 
von A und B = 32 gehijrigen Funktionen T( a; x,,) und Td(. ; x,,) aus 
&!‘, erhalt man in Verallgemeinerung von (2.16) leicht die Beziehung 
T(z; zo) = P(z; zo) + s-1 (‘“(z;) s*)l ;, s*-1, (2.21) 
wenn 5’ wieder die in der Darstellung (2.4) von T(x; as) (und ebenso 
von Td(z; z,,)) auftretende Matrix bezeichnet. Umgekehrt erzeugt such 
jede Funktion Td(.; 2s) E @‘, gemal (2.14) eine verallgemeinerte 
Resolvente von B und damit such eine selbstadjungierte Erweiterung 
B von B. Der Operator A = Jfi ist eine J-selbstadjungierte Erwei- 
terung von A. Diese ist jedoch i.a. nicht regular; sie ist genau dann 
regular, wenn die Funktion T(*; x0) aus (2.21) der Bedingung (ii) des 
Satzes geniigt. 
3. DARSTELLUNG DER VERALLGEMEINERTEN RESOLVENTEN 
EINES J-NICHTNEGATIVEN OPERATORS BEI WAHL 
DER FRIEDRICHS'SCHEN ERWEITERUNG ALS AUSGANGSERWEITERUNG 
1. Fur einen nichtnegativen Operator B gibt es unter allen nicht- 
negativen selbstadjungierten Erweiterungen im Ausgangsraum zwei 
extremale, die Friedrichs’sche oder harte Erweiterung B, und die 
weiche Erweiterung B, . Wir betrachten hier wieder nur den Fall, daO 
der Operator B einen endlichen Defekt n hat und vermerken einige 
einfache Aussagen, die sich unmittelbar aus den Resultaten von 
M. G. Krein [9] ergeben. 
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1”. Setzt man B, = B, n B, , so gehiirt fiir jedes z 4 [0, co) das 
Orthogonalkomplement des Wertebereiches %(B, - XI) zum Wertebereich 
a(B’1”). 
Zum Beweis wlhlen wir eine orthonormierte Basis h,(-I),..., h,(-1) 
in (&Y(B, + I))1 mit der Eigenschaft, daB h,( - l),..., h,( - 1) E 9(B~/2) 
gilt und h,+,(-l),..., h,(-I) von 9?(Bi12) linear unabhangig sind 
(p < m < 12). Dann gilt gemaf3 [3], Satz 2 
(B, + I)-lx = (B, + 1)-1x - i ?qk(X, hj( -1)) I&(-l) 
j,k=l 
mit einer nichtsingularen Matrix (~7~~~)~,~,r a , >...a . Folglich stimmen 
(B, + I)-’ und (B, + I)-’ genau auf dem Orthogonalkomplement des 
von h,( - I), . . . , hP( - 1) aufgespannten Teilraumes iiberein, also 
stimmen such B, und B, auf einem Teilraum der Kodimension p von 
W) (oder a(B,d) b ii erein, d.h., es m&p = m sein. Die Behauptung 
ergibt sich damit aus der Beziehung 
h,(z) = h,(-1) + (2 + l)(B, - x1)-l hj( -l), j = 1, 2 ,..., n, 
durch die eine Basis in (94?(B, - a))-L bestimmt wird. 
2”. Auf a(B,) n a(B,) stimmen alle nichtnegativen Erweiterungen 
von B tiberein. 
Das ergibt sich ohne Schwierigkeit aus [3], Satz 2. 
30. Untev der Voraussetzung B = B, n B, liegt B:i2 a(B) dicht in 
I’. 
Zu jedem x E a(B,) gibt es namlich (vgl. [9]) eine Folge (3%) C a(B) 
mit den Eigenschaften (B(xn - xm), x, - xm) -+ 0 und X, -j x fur 
n + co. Dann gilt such B:/‘x, + Bk/‘x, woraus die Behauptung folgt. 
2. Fur einen J-nichtnegativen J-hermiteschen Operator A defi- 
nieren wir jetzt die Friedrichs’sche oder harte Erweiterung A, und die 
weiche Erweiterung A, durch die Gleichung A, = JB,, bzw. 
A, = JB,w, wenn B, bzw. B,, die Friedrichs’sche oder harte bzw. 
weiche Erweiterung von B = JA bezeichnen. Weiter setzen wir 
A = A,, n A, voraus; das bedeutet fiir die Untersuchung der 
J-nichtnegativen Erweiterungen gemaB 2” keine Einschrankung der 
Allgemeinheit. Ziel der Betrachtungen dieses Abschnittes ist es zu 
zeigen, daB man in den Darstellungen (2.20) und (2.15)-grob 
gesprochen-den Grenziibergang .q, + 0 ausfiihren kann, falls fur A 
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und B die Friedrichs’schen Erweiterungen A, bzw. B, gewlhlt werden, 
und danach T(z; 0) = Td(z; 0) gilt. 
LEMMA 3.1. Es sei H ein nichtnegativer selbstadjungierter Operator, 
fiir den dev Nullpunkt kein Eigenwert ist und p( JH) # o gilt. Dann ist 
der Operator H-112]H-112 wesentlich selbstadjungiert, und alle nicht- 
reellen Punkte geh6ren xu p( JH). 
Beweis. Bildet fur ein z0 # x0 der Operator H - x,J seinen 
Definitionsbereich auf ganz !?J ab, dann gilt dasselbe fiir den auf der 
dichten Menge HIj2 a(H) erklarten Operator Hlj2 - x~JH-~~~. 
Wir betrachten die Menge 8, aller x E H1jz a(H) mit der Eigenschaft 
(H1j2 - .z~JH-~/~)x E 9(H1/2). Auf Grund der Beschranktheit von 
(HII - z,,JH-~/~)-~ = H1/2(H - z,J-’ liegt a,, dicht in 9, und fur 
x E a, gilt offensichtlich JH-l12x E L$?(Hl/z), also ist der Operator 
H-II2 JH-lJz auf a, erklart. Die Beziehung 
zeigt weiter, da13 der Wertebereich von I - z~,H-l/~ JH-l12 die Menge 
a(H1i2) enthalt, also liegt er dicht in 5. Deshalb ist der offensichtlich 
symmetrische Operator H--1i2 JH-l12 auf &, wesentlich selbstadjungiert. 
Die letzte Aussage wurde z.B. in [5] bewiesen. 
Wir zeigen an einem Beispiel, dab umgekehrt aus der wesentlichen 
Selbstadjungiertheit von H-li2JH-lj2 i.a. nicht p(JH) # o folgt. Zu 
diesem Zweck wahlen wir in einem Hilbertraum J3s einen nicht- 
negativen selbstadjungierten invertierbaren Operator C mit a(C) # !&, 
und g(C) # Boy setzen 6 = Js, @ sj, und betrachten in 5 die 
Operatoren J = (“I 6) und H = ($-’ d). Dann gilt JH = (t-, $), und 
fur beliebiges komplexes z ist 
also (JH - z,l) a(H) # $. Andererseits ist der Operator 






LEMMA 3.2. Ist H ein nichtnegativer selbstadjungierter Operator mit 
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0 $ a,(H) und p( JH) # ia, so bestehen fiir beliebige x E 8, x’, 
x” E W(H1/2) und t 4 0 die folgenden Beziehungen: 
(a) ((H - it J)-l x’, x”) + (H-l12x’, H-1/2~“); 
(b) t((HJ - itl)-l x’, x) + 0; 
(c) t2(H - itJ)-’ x + 0. 
Beweis. Aussage (a) ergibt sich aus dem vorangehenden Lemma, 
denn mit x’ = H1/2y’, x” = Hli2y” gilt 
((H - itJ)-’ x’, x”) = ((H - itJ)-’ H1’2y’, H”“y”) 
= ((I - itH-l/2JH-ll”)-l y’, y”) --f (y’, y”) fiir t 4 0. 
Zum Beweis von (b) betrachten wir den J-selbstadjungierten Operator 
G = JH; sei E,, , h # 0, seine Eigenspektralfunktion, E = El - E_, 
und x1 = Ex, x2 = x - x1 . Dann gilt 
t((HJ - itI)-l x’, x2) = t[(G - itI)-l Jx’, x2] 
= t[(G - itI)-l(I - E) Jx’, x2] + 0 fur t 4 0, 
denn der Operator G hat auf (I - E)$ eine beschrankte Inverse. 
Weiter ist x1 E a(H) = a(G), also ebenfalls 
t((HJ - itI)-l x’, x1) = t(JH-1’2(H1/2 - itJH-‘j2)-l x’, x1) 
= ,(ff-l/ZJH-l/2(1 _ &H-1/2JH-1/2)-l H-1/2x’, ff1/2xl) e+ () fur t 4 0. 
SchlieBlich ergibt sich (c) aus der Tatsache (siehe [5]), da8 die 
Resolvente des J-nichtnegativen J-selbstadjungierten Operators G 
mit 0 $ o,(G) fur nichtreelles z die Darstellung 
z(G - .d)-l = (z” + 1) 11” && + O(z)/ 
--m 
gestattet; D ist dabei eine auf dem erweiterten Spektrum von G 
holomorphe Funktion, deren Werte beschrlnkte lineare Operatoren 
in 6 sind. 
Fur die Giiltigkeit der Aussage (a) ist die Voraussetzung 0 $ u,(H) 
wesentlich. Das zeigt das Beispiel 
denn dann gilt ((H - it J)-’ x’, 3”) = 0, aber (H-l&‘, H-1/2$‘) = ,f’p. 
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Betrachtet man jedoch im Falle 0 E a,(H) zunachst die Operatoren 
H, = H + al, a > 0, so folgt aus (a) ((Ha - itJ)-l x’, x”) + 
(H;1/2~‘, H;1/2x”); fiihren wir anschlieI3end den Grenziibergang a J 0 
durch, dann ergibt sich 
lj$ h((H, - it/)-’ x’, x”) = (H-%‘, HW?q, (3.1) 
-__ 
wenn Hell2 denjenigen Operator bezeichnet, der W(H1/2) in L&?(H) 
abbildet und fur den H1/2H-1j2x = x, x E L%(H1j2) gilt. Das voran- 
gehende Beispiel zeigt, da8 die GrenCbergange in (3.1) nicht 
vertauschbar sind. 
3. Im folgenden sei A wieder ein J-nichtnegativer Operator mit 
r(A)# MunddefA=n,B= ]A. 
LEMMA 3.3. Ist B = B, n B, , 0 $ u,(B) und wiihlen wir in den 
Darstellungen (2.15) und (2.20) fiir B und A die harten Erweiterungen B,, 
bzw. A,, , dunn gilt fiir die Matrixen Qd(z:; zq,) = (&(,z; T+))~,~=~ 2 , ,...,?L , 
Q(z; z,,) = (qjk(z; x,,))~,~=~ e , a. .,n mit hj = hj(--l), j = 1, 2 ,..., n : 
Beweis. Aus (2.11) und (2.14) folgt durch leichte Rechnung 
q$z; it) = it(h,(it), h&)) + (x - 22)(&t), h,(z)) 
wenn F,, die Zerlegung der Einheit von B, bezeichnet. Auf Grund von 
hi(-1) E c%(B;‘“),j = 1, 2 ,..., n, strebt dieser Ausdruck fur t J 0 gegen 
woraus sich leicht die Beziehung (3.2) ergibt. 
Zu (3.3) bemerken wir zunfchst, dal3 wegen der Gleichung 
Jg&z) = {I - 2B,(B, - zJ)-’ P-} h,(z) (3.4) 
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mit h,(z) such Jgj(z) zum Wertebereich von Bk/” gehort. GemaD (2.11) 
und (1.2) gilt 
rrlj?&; it) = ~&T&O, Mt)l + (z - ~~)[gd~~), s&a 
= it[{l + (B, - itJ)-‘(I + it])} hj ) (I + (B, - it])-‘(I + itJ)} h,] 
+ (z - W-J + (B, - itJ)-‘(I + it+/>> 4 9 g&q. 
Der erste Summand dieses Ausdrucks strebt fur t 4 0 gegen Null auf 
Grund von Lemma 3.2; davon kann sich der Leser ohne Schwierigkeit 
selbst iiberzeugen. Aus dem gleichen Grunde strebt vom zweiten 
Summanden der Ausdruck t[{I + (Bu - itJ)-‘(I + itJ)} hi , gk(g)] 
gegen Null fur t j 0, also ist 
q&g = z lj$U + P, - it”/)-‘(1 + itJ>> 4 , g,ml, 
und es bleibt zu berechnen der Grenzwert 
lj$(B, - its!>-‘(1 + itJ> 4 , g&91 
= l&l((B, - xl)(B, - zJ)-‘(BJ - itI)-I(1 + itj) hj , h,(z)) 
= ; ((B, - zl)(B, - zJ)-’ hi ) h&(Z)) - ; (hj ) hK(Z)) + (B,l’2h$ , B,-1’2h,(z)) 
= - 2(P&l, - zJ)-’ hi , h,(z)) + (B;1’2hi , B,-““h@)). 
Damit ergibt sich 
q&r) = z(BJ1”hj , B,““h#)) + z[hi , g&)1 
- 2z(P-(B, - z/)-l hi , he(x)), (3.5) 
woraus nach elementarer Rechnung die Beziehung (3.3) folgt. 
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Unter der Voraussetzung 0 $ u,(A) konnen wir jetzt in den Dar- 
stellungen (2.20) und (2.15) mit & = B, , A = A, und x0 = it, 
t > 0, den Grenziibergang t J 0 durchfiihren. Dann ergibt sich gemaS 
Lemma 3.3: 
P(A - J)-lx = (A, - zZ)-lx - i pj&#!, gj(z)] g&z), ZEP..r, 
j,k=l 
mit (3.6) 
PC4 = h44) = K?(4 + ww’9 SC4 = bc(4); 
P(B - d-lx = (B, - zz)-‘x - f p$“(z)(x, h,(z)) h&), .z i 2, 
j,P=l 
mit (3.7) 
f%) = (&(4) = Km + w4r1, QW = b&w 
Die Funktionen T und Td gehoren wieder zur Klasse z??~ , und aus 
(3.2) und (3.3) folgt 
PC4 - !a> + 24[~-W), &cGm~.B=l,L...n = 0. 
Also gilt auf Grund von (2.16) Td(z) = T(z) fur x f X. 
Damit ist der folgende Satz bewiesen. 
SATZ 3.1. Es sei A ein J-nichtnegativer Operator mit 0 4 u,(A), 
r(A) # O, defA = n (< CO) und A = A, n A,. Dann ist die 
Gesamtheit aller verallgemeinerten P-Resolventen des Operators A 
gegeben durch Formel (3.6), wobei T(x) eine beliebige Funktion mit den 
folgenden beiden Eigenschaften ist: 
(i) T(z) E &‘, ; 
(ii) .fiir mindestens einen nichtreezlen Punkt z existiert die Inverse 
(T(z) + !2(4-‘* 
Die in der Darstellung (3.7) der von B = JA” erxeugten verallge- 
meinerten Resolvente von B auftretende Funktion Td(z) stimmt iiberein 
mit T(z) : Td(z) = T(z). 
Die Matrixfunktion Q(a) kann such im Falle 0 E u,(A) z.B. durch 
die Gleichung (3.5) definiert werden, wenn man nur unter B-It2 I* 
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denjenigen Operator 
den B$i2Bi12f = f, 
versteht, der W(B:“) in W(B,) abbildet und fiir 
fe 8(Bij2) n W(B,), gilt. Betrachten wir neben 
A und B = JA die Operatoren Aca) = A + a J, B(a) = B + aI, 
a > 0, so gilt 0 6 uP(A(@), und die Elemente der durch (3.5) gegebenen 
Matrixfunktion Q@)(x) = (q%‘(z)) des Operators A(a) lauten 
&)(z) = x((B, + a1)-1’2 hj’(l), (B, + a1)-1’2 h?)(Z)) + z[hja), g+(T)] 
- 2z(P-(B, + al - z/)-l hj’a), by(z)), 
wobei wir 
h?‘(z) = hj(.z - a), /p = h,‘“‘(-1) 
und 
g?‘(z) = {I - 2z(B, + al - xJ)-’ P-} h& - a) 
gesetzt haben. Fiir die Funktion Q(z) ergibt sich dabei ohne 
Schwierigkeit die Beziehung 
Q(z) = lih~Q(~)(z). (3.8) 
4. 1st m eine beliebige Menge, K eine Abbildung von %U x YJI in 
die Menge der n-reihigen quadratischen Matrizen mit der Eigenschaft 
K(pl , p2) = K*(p, , pi), pi , p2 E !I$ so nennt man K bekanntlich 
einen hermiteschen matrixwertigen Kern auf %R Wir bilden fiir eine 
beliebige natiirliche Zahl N, beliebige p1 ,..., pN E !lJI und beliebige 
n-reihige Vektoren si , s2 ,..., s,,, die Matrix 
Die kleinste Zahl N,, (< co) mit der Eigenschaft, dal3 jede dieser 
Matrizen hijchstens N, negative Eigenwerte hat, hei& die Anxahl der 
negativen Quadrate des Kernes K; sind alle diese Matrizen nicht- 
negativ, so heiDt der Kern K nichtnegativ. 1st insbesondere 
n = 1, so braucht man an Stelle von (3.9) nur die Matrizen 
(K& , P~))~,~=~,~,.. .,N zu beachten. 
Es sei jetzt m wieder eine regulare P-Erweiterung des J-nicht- 
negativen Operators A mit r(A) + o , def A = n. Wir setzen 0.B.d.A. 
voraus, da13 pl n C+ # or gilt, und betrachten die Menge 
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sowie den auf %J x YlJl2 definierten Kern Kx : 
KA”((x; x), (5;y)) = [&A - d-lx, (A - iyy]. 
Fiir eine Funktion T E 9?‘, verstehen wir unter der Anzahl der 
negativen Quadrate von T(a)/x die Anzahl der negativen Quadrate des 
matrixwertigen Kernes 
auf C, , wobei T’ eine zu T gemHI (2.4) gehorige Funktion aus gP ist; 
offensichtlich hangt diese Anzahl nicht von der speziellen Wahl von S 
und T’ ab. 
LEMMA 3.4. Es sei A ein J-nichtnegativer Operator mit r(A) # 1zi, 
defA=n(<oo)undA=A,nA,. Dann gilt fiir seine durch (3.3) 
oder (3.5) dejinierte Funktion Q(z) = qjk(z): 
Wir beweisen die Beziehung (3.10) zunachst unter der zusatzlichen 
Voraussetzung 0 $ o(A). D ann ergibt sich bei Beachtung von (3.5) 
= (B;1’2hj , BL~‘~(B - ,FI)-~ h,(l)) 
+ (Jhj , (/B - n)-l{I - 25(B - U)-’ p-1 h&>) 
- 2(P-(B - xl)-‘J(B - cJ)-lhj, (B - W)(B -zI)-lh,(<)) 
T?(E(B - cJ)-’ hj , (B - .%I)-’ h,(5)). 
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Die Behauptung folgt damit aus der Gleichung (beachte (3.4)) 
(B - Ad)-1 B-1 + (B - &(B - [J)-‘(BJ - d-lj 
- 2(B - [1)(B - d-1 Pm(B - zJ)-’ J(B - Q-1 
- 2(B - d)-1 P-(B - Q-1 
- (B - Q)(B - CJ)-l]B-lJ(I - 24B - xJ)-lP-)(B + I)(B - d-1 = 0, 
deren Nachweis wir dem Leser iiberlassen. 
1st die Bedingung 0 $ a(A) nicht erfiillt, so betrachten wir wieder 
die oben eingefiihrten Operatoren A(@ und P). Dann gilt nach dem 
soeben Bewiesenen 
!A’14 - 42x) L ___ 
Z-i’ 
= ((B, + ur)y2 jgj’“‘(x), (B, + .I)-“2 Jgfy<)). 
Beim Grenziibergang a 4 0 strebt die linke Seite dieser Beziehung auf 
Grund von (3.8) gegen die linke Seite von (3.10). Entsprechendes 
ergibt sich fur die rechten Seiten, denn es gilt fur a J, 0 
SATZ 3.2. Es sei A ein J-nichtnegativer Operator mit r(A) f o, 
def A = n (< CO) und A = A, n A,,,, . Besteht fiir eine verallge- 
meinerte Resolvente Pi?, = P(A” - z&l von A die Darstellung (3.6), 
so stimmt die Anzahl der negativen Quadrate des Keynes KJ iiberein 
mit der Anzahl der negativen Quadrate von T(x)/z. 
Beweis. Wir betrachten nur den Fall, daB die Matrix P(z) fiir ein 
z E pa” invertierbar ist; die anderenfalls notigen Modifizierungen 
iiberlassen wir dem Leser. Weiter setzen wir zur Abkiirzung 
RS = (A, - zI)-l und 
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wobei gl,‘(z) dasjenige Element aus ,%?‘(I?,) bezeichnet, das der 
Beziehung Jgk(X) = B:i2gk’(z) geniigt. Dann gilt 
= (4x; x),45; Y)) - i P, &cmgm(D~ Yl 
j,Vt=l 
Setzen wir rl(z; 6) = (( gk’(z), gl’(S)))~,!=,,,,.,,,~ und beachten die 
Beziehung P(Z) = (T(x) + Q(Z))-’ sowle Lemma 3.4, dann ergibt 
sich der in der geschweiften Klammer stehende Ausdruck als Element 
der Matrix 
Damit erhalten wir die Beziehung 
- - 
Kz((z; x), (5; y)) = (d(z; x), q; y)) + ,I, r&G 4tkzy I yc r&; 3% 
Fiir eine beliebige natiirliche Zahl N und Z, E C, n ~2, X, E $$, 
p=l,2 ,*.*, N, ergibt sich dann mit d, = d(z, ; x,,), rk,p = rk(x, ; x,): 
vM(% ; x,)7 (% ; %)No,o=l,Z,...,N 
Die Anzahl der negativen Quadrate von Kz ist jetzt offensichtlich nicht 
grijrjer als die Anzahl der negativen Quadrate von K, , da die erste 
Matrix auf der rechten Seite positiv definit ist. Urn zu zeigen, da8 
diese beiden Anzahlen sogar iibereinstimmen, iiberlegen wir uns, dal3 
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bei vorgegebenen x1 , a2 ,..., a, stets Elemente x1 , xa ,..., xN so gewahlt 
werden konnen, da13 die zugehorigen Y~,~ beliebig vorgegebene 
Werte uk,p annehmen und gleichzeitig (j d, j/ beliebig klein wird 
(h = 1, 2 )...) n; p = I, 2 ,...) N). Zu diesem Zweck fiihren wir die 
nichtsingulare Matrix I”‘(x) = (( gj(z), gk(x)))j,k=1,2,. . ,n ein, setzen 
und betrachten die Elemente 
wobei xl ein zunachst beliebiges Element des Orthogonalkom- 
plementes der Jgl(.%P), 1 = 1, 2 ,..., n, sei, d.h. xl E &?‘(A - a$). Dann 
gilt 
und es ist weiter 
Da Qz?Z(A - x,J) = a(A) = a(B) gilt und gemaD der Aussage 3” die 
Menge B, 1’2 a(B) dicht in k??(B,,) liegt, la& sich xl stets so wahlen, 
da13 11 d,, 11 beliebig klein wird. Damit ist der Satz fiir den Fall, daB 
P(z) fur mindestens ein x invertierbar ist, bewiesen. 
SATZ 3.3. Der Operator A geniige den Voraussetzungen von 
Satz 3.2. Die Gesamtheit aller verallgemeinerten P-Resolventen von A, 
fiir die der Kern Kz nichtnegativ ist, wird gegeben durch die Formel 
Pi&x = R,x - x E $5, 2 f 52 
j.k=l 
mit PC4 = UW + QbW, 
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wobei T(x) eine Funktion mit den Eigenschaften 




Beweis. Wir iiberlegen uns zunachst, dal3 die Inverse (T’(z) + 
(SQ(x) S*),)-l fur J d ‘e en nichtreellen Punkt x existiert, wenn 
T’(z) und S durch (2.4) gegeben sind. Anderenfalls gabe es 
einen p-dimensionalen Vektor e’ mit der Eigenschaft 
(V”(~,) + (SQW S*>,> e’, 4 = 0 
fiir ein nichtreelles xi . Also ware wegen 
T'(4 c g und (SQ(4 S*)l E w 
x 21 x 
(Lemma 3.4) such 






wenn e denjenigen n-dimensionalen Vektor bezeichnet, dessen erste 
p Komponenten e, , e2 ,..., ep mit denen von e’ iibereinstimmen und 
dessen iibrige Komponenten Null sind. Auf Grund von Lemma 3.4 
mu13 dann C& x&i sjkeig,(z,) = 0 gelten, im Widerspruch zur 
linearen Unabhlngigkeit der Elemente g,(q). 
Es sei jetzt A” eine J-nichtnegative regulare P-Erweiterung von A. 
Dann ist ii = 32 eine nichtnegative Erweiterung von B, also 
([3], Satz 2) gestattet P(B - z&l fur x # x eine Darstellung der 
Form (3.7) mit einer Funktion Td(z) = T(x) mit der Eigenschaft 
(3.11). Bilden wir mit dieser Funktion T(x) die rechte Seite von (3.6) 
und bezeichnen sie wieder mit S, , so ergibt sich durch Wiederholung 
der Uberlegungen in $2.4, dal3 S, = P(A - x&i, x # 2, gilt. 
DurchlHuft andererseits T(z) die Menge aller Funktionen mit der 
Eigenschaft (3.1 l), so erhalten wir aus (3.7) alle verallgemeinerten 
Resolventen von B mit nichtnegativem Kern KB , also ergeben sich 
auf diese Weise such alle verallgemeinerten Resolventen von A mit 
nichtnegativem Kern KAI. 
5. Unter einem Prii-Pontrjaginraum verstehen wir einen komplexen 
linearen Raum 9, versehen mit einem Skalarprodukt I[., *Idi”, fur das 
der Kern K(f, g) = [f, glz ,f, g E 2, endlich viele negative Quadrate 
hat. Bezeichnet K, 0 < K < co, diese Anzahl, so ist das gleich- 
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bedeutend damit, da13 das Skalarprodukt auf einem K-dimensionalen 
Teilraum 5?- von 9 negativ definit ist (d.h. [f,flz < 0 fur f E 3-, 
f # 0) und kein (K + 1)-d imensionaler Teilraum diese Eigenschaft 
besitzt. Wir sagen in diesem Falle kurz, das Skalarprodukt [f, glz 
habe K negative Quadrate. Das folgende Lemma wurde in [7] bewiesen. 
LEMMA 3.5. Im Prii-Poatrjaginraum 9 mit dem Skalarprodukt 
[f, g]S , f, g E 2, mit K negativen Quadraten sei ein &?earer Operator D 
gegeben, der die Eigenschaft 
[of, gl2 = [f, We f$r de f,se a(D) (3.12) 
habe und fiir dessen Dejinitionsbereich gelte: Zu jedem f E 9 existiert 
eine Folge (f,) C a(D) mit 
(i) [fn -f, gldLp + 0 fiir alle g E 2; 
(ii> [fn 9 fmldp --+ [f,f 12 . 
Dann existiert ein Polynom p vom Grade K’ < K, dessen Nullstellen 
s&mtEich in der abgeschlossenen oberen Halbebene liegen, so daJ gilt: 
[@)f, @)f ld;p 3 0 fiir & f E aP’>. 
Es sei jetzt 2 eine minimale regullre P-Erweiterung des /- 
nichtnegativen Operators A mit r(A) f O, def A = n, fur die der 
Kern KJ genau K negative Quadrate habe. Aus den Oberlegungen in 
$2.4 folgt, dab der J-selbstadjungierte Operator 2 die AbschlieBung 
seiner Einschrankung auf die lineare Hiille 9, aller (2 - XI)-lx, 
xEP.z, x E $3, ist. Deshalb hat auf 9 = a(m) das Skalarprodukt 
[5,ylz = [JZ,y] genau K negative Quadrate. Bezeichnet D die 
Einschrankung von A auf a(a2) C Z’, so liegt der Bildbereich von D 
offensichtlich wieder in 9 und D hat die Eigenschaft (3.12). Weiter 
gibt es zu jedem x E a(a) eine Folge (Zm’) C go mit &,’ -+ x” und 
ax,’ + &. Die lineare Hiille 9r aller (2 - z~)-l X, x E pi, x E a(A), 
liegt dicht in 90 , und zwar konvergiert fur (a - xf)-l x E 9s jede 
Folge ((a - zf)-’ x3 mit (xn) C a(A), x, -+ x, gegen dieses Element 
(a - z&l x; dann gilt aber such 
fqx - d-1 x, = x, + ,(A - .2)-l x, - x + x(X - .d)-1 x, 
= X(A - d)-lx. 
Damit ist gezeigt, daB zu jedem I E a(a) sogar eine Folge (2;) C sI 
mit 5; -+x” und 22: -+ & existiert. Da weiter ZI C a(A2) = a(D) 
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gilt, sind alle Voraussetzungen von Lemma 3.5 erfiillt, und aus diesem 
ergibt sich der folgende 
SATZ 3.4. Der Operator A gentige den Voraussetzungen von 
Satx 3.2, 2 sei eine minimale reguliire P-Erweiterung von A, fiir die der 
Kern Kz genau K negative Quadrate hat. Dann ist der Operator a 
dejkisierbar, genauer, xu A gibt es ein Polynom p vom Grade K’, 
0 < K’ < K, dessen Nullstellen alle in der abgeschlossenen oberen 
Halbebene liegen, so dap gilt 
[A&@, p(AjZ] > 0 ftir alle d E a(AK’+l). 
Zusammen mit Satz 3.3 folgt hieraus insbesondere, da13 alle J- 
selbstadjungierten Erweiterungen von A im Ausgangsraum defini- 
sierbar sind; diese ergeben sich nlmlich gemal der Bemerkung am 
Ende von 52.2, wenn T(z) eine von x unabhangige hermitesche 
Matrix ist. 
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