We prove that the set of initial conditions so that gradient descent converges to strict saddle points has (Lebesgue) measure zero, even for non-isolated critical points, answering an open question in [1] .
Introduction
Assume a minimization problem of the form min x x x∈ ∈ ∈R N N N f (x x x) where f : R N → R is a twice continuously differentiable function. Gradient descent is one of the most well-known algorithms (discrete dynamical system) to attack this generic optimization problem. It is defined by the equations below:
or equivalently x x x k+1 = g(x x x k ) with g(x x x) = x x x − α∇ f (x x x), g : R N → R N and α > 0.
It is easy to see that the fixed points of the dynamical system x x x k+1 = g(x x x k ) are exactly the points x x x so that ∇ f (x x x) = 0, called critical points or equilibria. The set of local minima of f is a subset of the set of critical points of f . These two sets do not coincide and this poses a serious obstacle for proving strong theoretical guarantees for gradient descent, since the dynamics may converge to a critical point which is not a local minimum, called a saddle point. Lee et al. [1] argued, under technical conditions which include the assumption of isolated saddle points, that the set of initial conditions that converge to saddle points is a zero measure set. The paper left as an open question whether the condition of non-isolated equilibria was necessary. We prove that the set of initial conditions that converge to a saddle point is a zero measure set even in the case of continuums 1 of critical points.
Definitions
Below we give some necessary definitions.
Definition 2.1.
• A point x x x * is a critical point of f if ∇ f (x x x * ) = 0 0 0. We denote by C = {x x x : ∇ f (x x x) = 0 0 0} the set of critical points (can be uncountably many).
• A critical point x x x * is isolated if there is a neighborhood U around x x x * and x x x * is the only critical point in U . Otherwise is called non-isolated.
• A critical point x x x * is a saddle point if for all neighborhoods U around x x x * there are y y y, z z z ∈ U such that
• A critical point x x x * is strict saddle if λ min (∇ 2 f (x x x * )) < 0.
In [1] there is the regularity assumption that ∇ f is globally Lipschitz with some Lipschitz constant L. Under this assumption, they are able to show that g is a diffeomorphism. Afterwards, using the center-stable manifold theorem 3.1, they show that the set of initial conditions so that g converges to saddle points has measure zero, under the assumption that the critical points are isolated. We generalize their result for nonisolated critical points, answering one of their open questions. Formally our main result is the following: Theorem 2.1. The set of initial conditions x x x ∈ R N so that gradient descent with step size 0 < α < 1/L converges to a strict saddle point is of (Lebesgue) measure zero, without the assumption that critical points are isolated.
Proving the theorem
Our theorem 2.1 is a stronger version of the main theorem (Theorem 4.1 in [1] ) about convergence to saddle points with probability 0. Specifically, we remove the assumption about the equilibrium set having at most countably infinite cardinality. A modification of this proof for replicator dynamics (not gradient descent) appeared in [3] and [2] .
We use the center-stable manifold theorem since g( 
Let r r r be a fixed point of function g(x x x) and B r r r be the (open) ball that is derived from Theorem 3.1. We consider the union of these balls A = ∪ r r r B r r r .
Taking advantage of separability of R N it is true that:
Theorem 3.2. (Lindelőf's lemma) For every open cover there is a countable subcover.
Therefore due to the above theorem, we can find a countable subcover for A, i.e., there exists fixed-points r r r 1 , r r r 2 , . . . such that A = ∪ ∞ m=1 B r r r m . If the starting point v v v ∈ R N has an unstable fixed point as a limit, there must exist a t 0 and m so that g t (v v v) ∈ B r m for all t ≥ t 0 (we have point-wise convergence from assumption, i.e that lim k x k exists) and therefore again from Theorem 3. Hence the set of points in R n whose ω-limit has an unstable equilibrium is a subset of
Since r r r m is unstable, we have dim(E u ) ≥ 1, and therefore dimension of W sc loc (r r r m ) is at most N − 1. Thus, the manifold W sc loc (r r r m ) has Lebesgue measure zero in R N . Finally since g is a diffeomorphism, g −1 is C 1 and thus it is locally Lipschitz (see [4] p.71). Therefore using Lemma A.1 below it preserves the null-sets, and thereby we get that C is a countable union of measure zero sets, i.e., is measure zero as well. 
where x x x * is a local minimum.
Since the set of initial conditions whose limit point is a (strict) saddle point is a null set and we have assumed point-wise convergence for all initial conditions then the probability of converging to a local minimizer is 1.
Remark 3.1. Arguing that lim k g k (x x x) exists follows from standard arguments in several settings of interest (e.g for analytic functions f that satisfy (Lojasiewicz Gradient Inequality)), see [1] .
A Appendix
Lemma A.1. Let h : R m → R m be a locally Lipschitz function, then h is null-set preserving, i.e., for E ⊂ R m if E has measure zero then h(E) has also measure zero.
Proof. Let B γ be an open ball such that h(y) − h(x) ≤ K γ y − x for all x, y ∈ B γ . We consider the union ∪ γ B γ which cover R m by the assumption that h is locally Lipschitz. By Lindelőf's lemma we have a countable subcover, i.e., ∪ ∞ i=1 B i . Let E i = E ∩ B i . We will prove that h(E i ) has measure zero. Fix an ε > 0. Since E i ⊂ E, we have that E i has measure zero, hence we can find a countable cover of open balls C 1 ,C 2 , ... for
, ... cover h(E i ) and also h(C j ) ⊂ h(B i ) for all j. Assuming that ball C j ≡ B(x x x, r) (center x x x and radius r) then it is clear that h(C j ) ⊂ B(h(x x x), K i r) (h maps the center x x x to h(x x x) and the radius r to K i r because of Lipschitz assumption). But µ (B(h(x x x) , K i r)) = K m i µ(B(x x x, r)) = K m i µ(C j ), therefore µ(h(C j )) ≤ K m i µ(C j ) and so we conclude that
Since ε was arbitrary, it follows that µ(h(E i )) = 0. To finish the proof, observe that
