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1. Introduction






The principal object of study in this paper is the global attractor A of
scalar semilinear parabolic equations with Neumann boundary conditions
ut=a(x)uxx+ f (x, u, ux), 0<x<1,
(1.1)
ux=0, x=0 or 1.
We assume the diffusion coefficient a(x)c0>0 to be twice continuously
differentiable and uniformly positive. The nonlinearity f is also assumed
to be twice continuously differentiable. In particular (1.1) defines a local
C1-semiflow
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on the Sobolev space X/W2, 2([0, 1], R) of functions v with square inte-
grable second x-derivative vxx and vanishing vx at x=0, 1; see [Hen81].
Under suitable sign conditions on f, the semiflow is (global and) dis-
sipative: there exists a (large) ball B in X which eventually absorbs any
individual solution u(t) for tt0(u0). An explicit sufficient condition on f
is, for example,
f (x, u, 0) } u<0 (1.2)
for |u| large enough, uniformly in x, and requiring moreover
(x f (x, u, p)+u f (x, u, p) } p) } p 0 (1.3)
for | p| large enough, uniformly in x and bounded sets of u. This condition
can be useful when f depends on p. It is just a sign condition rather than
a growth condition. Alternatively, following the arguments in [Ama85],
one can replace (1.3) by the assumption that f grows sub-quadratically
in p. We also note that the semiflow is compact as a map on X, for any
fixed t>0.
By dissipativeness, the global attractor A of (1.1) is nonempty, compact,
connected and invariant. It is the maximal compact invariant set. It attracts
all bounded sets. It consists of all trajectories u(t) # X which are defined
and uniformly bounded for all real t, both positive and negative. In
general, A also is of finite Hausdorff dimension. See [BV92], [Hal88],
[Lad91] for surveys. These results hold in very broad generality.
For our specific equation (1.1) we aim at a specific description of the
global attractor A. Two known properties are going to provide us with
efficient tools for such a description.
Proposition 1.1 [Zel68], [Mat78]. Any trajectory u(t), t0, of (1.1)
which is bounded in X tends to some equilibrium (i.e. a time independent
solution).
Following Zelenyak and especially Matano, [Mat88], this result is con-





g(x, u, ux) dx (1.4)




along solutions u(t) # X of (1.1) except of course at equilibria.
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We note that Proposition 1.1 remains valid in backward time t0, for
t tending to &, provided the trajectory is defined there. In particular the
global attractor A, which consists of globally defined trajectories, is com-
posed of
(a) the set E of equilibria, and
(b) the set of orbits connecting equilibria.
Moreover, the flow on A is gradient-like with an associated Morse decom-
position. In fact, describing A is a problem in the calculus of variations.
Given two equilibria v, w, let C(v, w) denote the set of trajectories u(t)
which are defined for all t # R and which converge to v # E for t  &,
and to w # E for t  +. By the Morse structure, v{w and therefore
C(v, w) consists of heteroclinic orbits running from v to w. We also call
these orbits connecting orbits. We say that v connects to w if C(v, w) is non-
empty; we then also use the notation
vzw. (1.5)
At this stage, our description of the global attractor A reads
A=E _ .
v, w # E
C(v, w). (1.6)
Determining the set E of equilibria involves only ODE information: we
have to solve the second-order boundary value problem
0=a(x)vxx+ f (x, v, vx), 0<x<1
(1.7)
0=vx , x=0 or 1.
The PDE information is contained in the connecting orbits C(v, w). It is
our objective to determine precisely which equilibria are connected, using
only information on E.
To guarantee finiteness and nondegeneracy of the equilibria v # E, we
will assume all equilibria v to be hyperbolic, that is, *=0 is not an eigen-
value of the linearization at v (alias the SturmLiouville problem)
*u=a(x)uxx+b(x)ux+c(x)u (1.8)
with Neumann boundary conditions. Here
b(x) :=p f (x, v(x), vx(x)),
c(x) :=u f (x, v(x), vx(x)).
In particular, the set E is finite. Note that all eigenvalues of (1.8) are
necessarily real and algebraically simple. We call the number i(v) of strictly
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positive eigenvalues the unstable dimension or the Morse index of the equi-
librium v. Hyperbolicity of all equilibria holds for a set of nonlinearities
f # C2 of the larger (second) Baire category, and hence is a generic assump-
tion.
We encode the required ODE information on E in a permutation ? of
|E| elements. Let v1 , ..., v} enumerate the equilibria in E such that
v1<v2< } } } <v} at x=0. (1.9)
By uniqueness of the initial value problem for the ODE (1.7), these bound-
ary values are indeed distinct. At the other boundary point, x=1, that
order may have changed. This defines a permutation ? # S} such that
v?(1)<v?(2)< } } } <v?(}) at x=1. (1.10)
Given a plot of the equilibrium profiles vj (x), 0x1, it is very easy to
actually determine ?. For example, ? associated to Fig. 1.1 is given by
\1 2 3 4 5 6 7 8 9 10 111 8 7 2 3 6 9 10 5 4 11+ .
We are now ready to state our main result.
Theorem 1.2. Let the semiflow (1.1) be C 1 and dissipative on X. Assume
all equilibria are hyperbolic and let ? denote the associated permutation
defined by (1.9), (1.10).
Fig. 1.1. A sample of equilibrium profiles.
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Then ? determines, in an explicit constructive process, which equilibria are
connected and which are not. In other words, ? determines precisely which of
the sets C(v, w) in the decomposition (1.6) of the global attractor A are non-
empty.
In the remaining part of this introduction we indicate how the proof of
Theorem 1.2 breaks up into three basic aspects, formulated as Lemmas 1.4,
1.5, and 1.7 below. For earlier results on the case where f = f (u) is inde-
pendent of x, ux see [BF88], [BF89]. Our proof, like theirs, hinges cru-
cially on nodal properties of solutions of (1.1). These properties constitute
the second tool in our analysis. For any u~ # X let z(u~ ), the zero number
of u~ , denote the number of strict sign changes of x [ u~ (x). Note that
X=W 2, 2 embeds into C 1; in particular z is well defined. The following
proposition is a slight adaptation of results obtained by Angenent; see
[Ang88].
Proposition 1.3. Let u~ (t)=u~ (t, } ) # X, t0, be a solution of the linear
nonautonomous equation
u~ t=a(x)u~ xx+b(t, x)u~ x+c(t, x)u~ (1.11)
with Neumann boundary conditions. Assume a, b, c are continuously differen-
tiable. Then the following holds:
(i) z(u~ (t, } )) is finite, for any t>0,
(ii) if u~ (t0 , x0)=u~ x (t0 , x0)=0 for some t0>0, 0x01, then
t [ z(u~ (t, } )) drops strictly at t=t0 , or else u~ (t0 , x)=0 for all x.
In short, z(u~ (t, } )) becomes finite immediately and drops if, and only if,
the x-profile of u~ (t, } ) possesses a multiple zero.
Proposition 1.3 is relevant in two ways. In a local spirit, (1.11) may arise
as a variational equation along a solution u(t, x) of the nonlinear equation
(1.1). In particular, we may choose u~ =ut , or we may use (1.11) to trans-
port tangent vectors to manifolds which are invariant under the nonlinear
semiflow (1.1). In a more global spirit, we may choose
u~ :=u1&u2
to be the difference of any two solutions u1 , u2 of (1.1).
Remarkably, the ``local'' version has been applied to prove the Morse
Smale property of the nonlinear semiflow (1.1); see [Hen85], [Ang86]. In
fact, under our hyperbolicity assumption on E, the unstable and stable
manifolds of equilibria v and w intersect transversely, without further
assumptions on f :
Wu(v)  Ws(w). (1.12)
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In particular
C(v, w)=Wu(v) & Ws(w), (1.13)
if nonempty, is an embedded submanifold of dimension
dim C(v, w)=i(v)&i(w). (1.14)
The ``global'' variant has been used by Brunovsky , Fiedler to describe
the global attractor for f = f (u), as was mentioned above. It also has
provided a theorem of Poincare Bendixson type for (1.1) under periodic
boundary conditions [FMP89]. For a summary we also refer to the survey
[Fie89]. In a similar way, Proposition 1.1 can in fact be recovered without
appealing to its gradient-like structure.
We can now outline the three basic steps in the proof of Theorem 1.2.
Throughout, let the assumptions of Theorem 1.2 hold.
Lemma 1.4. The permutation ? associated to the set E of equilibria deter-
mines, constructively and explicitly, the Morse indices i(v) and the numbers
of sign changes z(v&w), for all equilibria v, w # E.
The proof of this first step is based on earlier work by Fusco and Rocha;
see [FR91]. The arguments are basically of ODE type, involving phase
space analysis and some SturmLiouville comparison. We give a brief
account in Section 2. For explicit expressions of i and z in terms of ?, see
Proposition 2.1.
The second step is a cascading principle which is peculiar to the non-
linear semiflow (1.1) and which does not hold for general variational
problems. For example, consider the negative gradient (down-hill) flow on
the unit n-sphere Sn in Rn+1 with respect to the height function given by
the coordinate xn+1. The north and south poles xn+1=\1 are the only
equilibria. Their Morse indices are n and 0, respectively. The remainder of
Sn consists of heteroclinic orbits connecting the north pole directly to the
south pole. For the semiflow (1.1) the situation is quite different.
Lemma 1.5 (Cascading). Under the assumptions of Theorem 1.2, let v, w
be hyperbolic equilibria of (1.1) with respective Morse indices i(v), i(w).
Then v connects to w if, and only if, there exists a sequence (cascade)
w=e0 , e1 , ..., en=v
of equilibria, n=i(v)&i(w)>0, such that for all 0k<n we have
(i) i(ek+1)=i(ek)+1, and
(ii) ek+1 connects to ek .
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Clearly, the lemma does not hold for the down-hill flow on Sn. The ``if ''-
part is a special case of a general transitivity principle and holds for a
broad class of MorseSmale systems; see [Oli83], [PS70]. In fact, suppose
v1 , v2 , v3 are equilibria such that v1 connects to v2 , and v2 connects to v3 .
Then v1 connects to v3 .
Conversely, the ``only if ''-part is peculiar to the semiflow (1.1), as our Sn
counterexample shows. As we will show in Section 3, this property hinges
critically on the nodal properties of Proposition 1.3. A special case of this
general cascading principle was already proved in [BF89] Lemma 3.8. By
our cascading Lemma 1.5, it is sufficient to determine whether or not v
connects to w in the special case
i(v)=i(w)+1. (1.15)
Proposition 1.3 leads to two conditions, each of which excludes connec-
tions from v to w.
Definition 1.6. Let v, w be hyperbolic equilibria of (1.1) with respective
Morse indices i(v)=i(w)+1. We say that connections from v to w are
blocked if one of the following blocking principles holds.
(i) z(v&w){i(w), or
(ii) there exists a third equilibrium w such that z(v&w )=z(w&w )=
z(v&w) and the value w (x) lies in between v(x) and w(x), at x=0.
We call case (i) a Morse blocking and case (ii) a zero number blocking.
It was observed in [BF89] that blocking prevents connections. Indeed,
suppose v connects to w. Then C(v, w) is nonempty, containing a trajectory
u(t) # X, t # R. To address the case of zero number blocking, we now
proceed indirectly. Suppose blocking of type (ii) occurs. Since z(v&w ),
z(w&w ) are time independent, the differences v&w , w&w can only pos-
sess simple zeros. Since convergence in XW2, 2, by Sobolev embedding,
implies C1-convergence we can conclude for all sufficiently large t>0 that
z(u(&t)&w )=z(v&w )=z(w&w )=z(u(t)&w ). (1.16)
On the other hand, we may pick u~ (t, x) :=u(t, x)&w (x) in Proposition 1.3.
Since w lies between v and w, at the boundary point x=0, Neumann
boundary conditions imply that
u~ ({, x)=u({, x)&w (x)
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possesses a multiple zero with respect to x, at x=0 and for some time {.
In view of Proposition 1.3, this implies that z(u~ (t, } )) must drop strictly at
t={ and therefore
z(u(&t)&w )>z(u(t)&w ),
for large enough t>0. This contradicts (1.16). Therefore, zero number
blocking indeed prevents connections.
The case of Morse blocking, (i), is similar. Again suppose v connects
to w, i(v)=i(w)+1. Then we claim that
z(v&w)=i(w). (1.17)
Indeed z(u&w)i(w), for u # Ws(w)"[w]; see [BF86]. Likewise
z(u&v)<i(v), for u # Wu(v)"[v]. Again consider a heteroclinic orbit
u(t) # C(v, w)=Wu(v) & W s(w). For large t>0 we obtain
z(v&w)=z(u(&t)&w)i(w),
z(v&w)=z(v&u(t))<i(v)=i(w)+1.
This proves (1.17). Therefore blocking of any type indeed prevents con-
nections.
Some asymmetry in our statement of the zero number blocking arises by
the apparent preference of the boundary values at x=0 over those at x=1.
But the statement is in fact symmetric with respect to the boundary values.
Indeed, z(v&w )=z(w&w ) implies that w (x) lies in between v(x) and w(x)
at x=1 if, and only if, it does at x=0. The orders of v(x), w (x), w(x) at
the respective boundaries agree, if z is even, and they are reverses of each
other for odd z.
Using the results in Section 2 below, one can prove that Morse blocking
and zero number blocking are related properties. In fact, Morse blocking
implies zero number blocking to occur.
Our final ingredient to the proof of Theorem 1.2 is an element of
liberalism: any one-dimensional connections which are not explicitly for-
bidden by the blocking law actually do exist.
Lemma 1.7 (Liberalism). In addition to the assumptions of Theorem 1.2
suppose v, w are hyperbolic equilibria such that i(v)=i(w)+1 and connec-
tions from v to w are not blocked.
Then v connects to w.
In Section 4, we will prove this lemma by a combination of Proposi-
tion 1.3 and Conley index arguments for suitably chosen homotopies of the
nonlinearity f.
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Proof of Theorem 1.2. With Lemmas 1.4, 1.5, and 1.7 at hand, we can
now prove Theorem 1.2. Given hyperbolic equilibria v, w we have to deter-
mine, constructively from the permutation ?, whether or not the set C(v, w)
of heteroclinic connections from v to w is nonempty.
By Lemma 1.5, it is sufficient to consider the special case
i(v)=i(w)+1.
By Lemma 1.7, the set C(v, w) is then empty if, and only if, connections
from v to w are blocked in the sense of Definition 1.6. By Definition 1.6,
blocking only requires information about Morse indices i and zero num-
bers z on the set E of equilibria. By Lemma 1.4, these quantities can be
determined, constructively and explicitly, from the permutation ?
associated to E. This proves Theorem 1.2. K
In Section 5, we illustrate our results by examples. We conclude the
paper, in Section 6, with an extensive discussion of earlier results and
neighboring problems.
We are much indebted to Jack Hale and Palo Brunovsky for introducing
us to the connecting orbits problem more than ten years ago. Giorgio
Fusco, Hiroshi Matano and Ignac Teres c a k generously shared numerous
valuable hints with us. The hospitality of Instituto Superior Te cnico
(Lisboa) and of Center for Dynamical Systems and Nonlinear Studies
(Atlanta) is gratefully acknowledged.
2. Permutations, Morse Indices, and Zero Numbers
In this section we prove Lemma 1.4. In fact, we give explicit expressions
for the Morse indices i(vn) and the zero numbers z(vn&vm), for all equi-
libria vm , vn in
E=[v1 , ..., v}],
in terms of the permutation ? of the indices [1, ..., }]; cf. (1.10). The proofs
of these expressions are just a paraphrase of earlier work by Fusco
and Rocha; see [FR91], [Roc91]. Therefore we only sketch the basic idea
here.
Proposition 2.1. Let the assumptions of Theorem 1.2 hold. For any




(&1) j+1 sign(?&1( j+1)&?&1( j)). (2.1)
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(As usual, empty sums denote zero.) For any 1m<n}, the zero number






(&1) j sign(?&1( j)&?&1(m)). (2.2)
For practical computations, the following recursions are useful.
i(vm+1)=i(vm)+(&1)m+1 sign(?&1(m+1)&?&1(m)), (2.3)
i(vk)=i(v1)=0, (2.4)




z(vm &v1)=z(v} &vm)=0. (2.7)
These relations hold for all m, n for which the expressions make sense.
Proof. The proof is based on a detailed analysis of the shooting surface
M and the shooting curve S. To define M, consider the differential equation
of equilibria as an initial value problem for the system
v$=w
w$= &f (x, v, w)a(x) (2.8)
x$=1
with initial conditions
v=:, w=0, x=0. (2.9)
(To guarantee global existence of solutions, we may modify f (x, v, w) for
large v, w without changing the global attractor.) The line (2.9) of initial
conditions defines a surface M, following the solutions v=v(:, x),
w=w(:, x):
M :=[(x, v(:, x), w(:, x)) | : # R, 0x1]. (2.10)
Similarly, the shooting curve S is defined as the x=1 section of M,
S :=[(v(:, x), w(:, x)) | : # R, x=1]. (2.11)
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Clearly, solutions vm (x) of the boundary value problem, alias equilibria of
(1.1), correspond to the intersection points of S with the v-axis:
w(:, 1)=0  :=:m :=vm (0) for some 1m}. (2.12)
In that case, v(:, 1)=vm(1).
To understand (2.1), consider the nonzero tangent vector
(:, x) :=(v:(:, x), w:(:, x)) (2.13)
to M in an x=const. section next. Note that (:, } ) solves the linearized
differential equation along the solution (v(:, } ), w(:, } )). By Sturm
Liouville theory, the number of completed clockwise half-windings of
(:, } ) around 0 # R2, increased by 1, equals the Morse index i(v(:, } )),
provided v(:, } )=vm( } ) is an equilibrium; see [Roc91]. This accounts for
the left hand side of (2.1).
To interpret the equality in (2.1), we indicate why
i(vj)+(&1) j+1 sign(?&1( j+1)&?&1( j))&i(vj+1)=0 (2.14)
holds, for any 1 j<}. (Note that (2.14) is equivalent to claim (2.3).)
Indeed, the total winding of (:, x) is zero, if we move on the surface M
first along vj , then on S from vj (1) to vj+1(1), and finally back to x=0
along vj+1. Just note that the corresponding loop in (:, x)-space is con-
tractible. Counting completed clockwise half-turns, the part along the
S-curve contributes the sign term. Here we use that
sign(vj+1(1)&vj (1))=sign(?&1( j+1)&?&1( j)). (2.15)
This follows from definition (1.10) of ?. We also use the alternation rule
(&1) j+1 w: (:j , x=1)>0 (2.16)
for the w-components of  at the intersection points of S with the
v-axis. Alternation holds by hyperbolicity of the equilibria. For the first
(lowest) equilibrium, j=1, dissipativeness condition (1.2) on f implies
w:(:1 , x=1)>0, because
w(:, x=1) } :>0,
for all sufficiently large |:|. This proves (2.16), (2.14) and (2.3). To prove
(2.1), we just sum (2.14) over 1 j<n. Note here that
i(v1)=i(v})=0 (2.17)
holds, as claimed in (2.4), again by dissipativeness. Indeed, v1 and v}
denote the minimal (resp. maximal) stationary solution. These are stable by
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hyperbolicity and by monotonicity of the semiflow. Monotonicity also
implies z(vm&v1)=z(v}&vm)=0, proving (2.7). In particular,
?(1)=1, ?(})=} (2.18)
are always fixed under ?.
In summary, the left hand side of (2.1) accounts for clockwise winding
of  along vm , and the right hand side for clockwise winding of  along S,
from v1(x=1) to vm(x=1). Since no winding occurs along v1 or x=0,
these two numbers are equal.
We describe (2.2) in a similarly contracted fashion. The first expression,
z(vn&vm), describes the clockwise winding of the curve
x [ (v(:n , x)&v(:m , x), w(:n , x)&w(:m , x)) # R2"[0] (2.19)
around zero for 0x1. The second expression, i(vm), describes the
clockwise winding of
x [ (:m , x)=(v:(:m , x), w:(:m , x)) (2.20)
for 0x1, as above. Again by contracting paths on the surface M, the
difference of these two winding numbers is given by the winding of the




(v(:, 1)&v(:m , 1), w(:, 1)&w(:m , 1)) (2.21)
for :m<::n . In other words, this is the winding of the S-curve around
the point
(vm(1), 0) # S.
Again, clockwise halfturns are counted. The remaining expressions in (2.2)
account for this secant winding; see [Roc91]. Thus considering curves
(2.19)(2.21) proves (2.2). Admittedly, we skip some book-keeping details
here, which can be found in the above mentioned reference.
The remaining recursion claims (2.5), (2.6) follow easily from the explicit
formulas (2.1) and (2.2). This completes the proof of Proposition 2.1, and
of Lemma 1.4. K
For explicit examples it will be convenient to apply Proposition 2.1 to
the concept of blocking; see Section 5.
Corollary 2.2 (Adjacency). Consider two equilibria vn , vm , numbered
such that i(vn)i(vm). Assume vn and vm are adjacent, that is
(i) |n&m|=1, or
(ii) |?&1(n)&?&1(m)|=1.
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Then
i(vn)=i(vm)+1 (2.22)
and connections from vn to vm are not blocked. In view of liberalism
Lemma 1.7, this implies that vn connects to vm .
Proof. By Definition 1.6(ii) and the asymmetry remark preceding
Lemma 1.7, zero number blocking cannot occur between adjacent equi-
libria. To prove the corollary, we have to show (2.22) and
z(vn&vm)=i(vm). (2.23)
First assume that (i) holds; n=m\1. Replacing v by &v, if necessary,
we may assume that n=m+1. Then (2.3) of Proposition 2.1 together with
i(vn)i(vm) implies
i(vn)=i(vm)+1.
This proves (2.22). To prove (2.23) we use (2.5) and (2.22):
z(vn&vm)=min[i(vm), i(vn)]=i(vm).
This proves the corollary, if we assume (i) holds.
If (ii) holds, replace x by 1&x. Then the equilibria have to be renum-
bered, according to (1.9), (1.10), and (i) holds after renumbering. This
proves the corollary. K
3. Cascading
Throughout, let the assumptions of Theorem 1.2 hold. In this section we
prove the cascading Lemma 1.5. As we have mentioned in Section 1, the
``if ''-part of Lemma 1.5 follows from general transitivity results on the
relation ``connects to'' for equilibria of MorseSmale systems; see [Oli83],
[PS70].
It remains to prove the ``only if ''-part. Let v, w be two given hyperbolic
equilibria with Morse indices i(v), i(w) such that v connects to w by a non-
empty set of trajectories C :=C(v, w). As we have seen in Section 1, C is
a manifold of dimension
n :=dim C=i(v)&i(w)1 (3.1)
embedded in X, cf. (1.12)(1.14) and (1.16).
Our proof proceeds by induction on n. If n=1, nothing has to be proved,
since e0=w, e1=v, i(v)&i(w)=1 and v connects to w by assumption.
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Next suppose n2 and the lemma holds for integers 1, ..., n&1 replacing n.
Define the boundary C of C by
C :=(clos C)"C; (3.2)
closure is understood in the W 2, 2-topology of X. Note that v, w # C.
Moreover, C is closed and, like C and clos C, also invariant. The proof
now reduces to the following two lemmas.
Lemma 3.1. Since n=i(v)&i(w)2, the boundary C of C(v, w) must
contain a third equilibrium e, besides v and w.
Lemma 3.2. Suppose C contains a third equilibrium e, besides v and w.
Then v connects to e and e connects to w.
Once these two lemmas are proved, we can indeed complete the induc-
tion as follows. The Morse indices satisfy
i(v)>i(e)>i(w), (3.3)
since both v connects to e, and e to w. Therefore
i(v)&i(e)<n, i(e)&i(w)<n. (3.4)
The induction hypothesis provides us with cascades of connected equilibria
from v to e and from e to w, as in Lemma 1.5. Joining the two cascades
completes the induction and, thereby, proves Lemma 1.5.
We remark that Lemma 3.2 holds in general for MorseSmale systems.
In contrast, Lemma 3.1 uses the zero number structure of Proposition 1.3.
Clearly Lemma 3.1 fails for the down-hill flow on the standard n-sphere.
For reasons of presentation, we prove Lemma 3.2 first.
Proof of Lemma 3.2. We show that any equilibrium e in C connects
to w. The case of connections from v to e is analogous and will be omitted.
We proceed inductively by increasing values of the Morse function (alias
Ljapunov functional V, see (1.4)). The case that e corresponds to the mini-
mum on C, that is e=w, is trivial. Now assume e{w and all equilibria
e$ in C below e connect to w. By transitivity, we only have to show that
e connects to some e$ in C. Note that V(e$) is then automatically below
V(e).
Since e # C, we can find a sequence u0 m in C converging to e. Since
u0 m=um(0) are on trajectories um(t) connecting v to w{e, we can find
positive times tm such that
V(um(tm))=V(e)&=. (3.5)
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Here =>0 is chosen small enough such that the interval [V(e)&=, V(e))
does not contain V-values of equilibria. Choosing a convergent sub-
sequence, if necessary, we may assume that
u0 := lim
m  
um(tm) # C (3.6)
exists. By hyperbolicity of the equilibrium e, the construction of u0 implies
u0 # Wu(e). (3.7)
The |-limit set of u0 , on the other hand, is given by an equilibrium e$.
By (3.7), e connects to e$. Since u0 # C and since C is closed and
invariant, e$ also lies in C. This completes our induction, and the proof of
Lemma 3.2. K
Proof of Lemma 3.1. Here is an outline of our indirect proof. Suppose
C does not contain a third equilibrium e. We will first prove that then
C=[v, w] (3.8)
does not contain any points besides v and w. Using this fact, we will then
prove that there exist u0 # C arbitrarily close to v such that
z(u0&v)=i(w), and (3.9)
sign(u0(x)&v(x)){sign(w(x)&v(x)) at x=0 (3.10)
both hold. In the construction of u0 we will use n=i(v)&i(w)2 and, of
course, the nodal properties of Proposition 1.3. As a final ingredient we
observe that
z(u&w)i(w) (3.11)
for all u # Ws(w)"[w]; see [BF86].
Using (3.9)(3.11) we obtain a contradiction as follows. Consider the
trajectory u(t)=u(t, } ) in C through u(0, } )=u0 and let t  +. Since
u0 # C, the trajectory u(t, } ) converges to w in X. Since u, v both satisfy
Neumann conditions as x=0, fact (3.10) enforces a multiple zero of
u~ (t0 , } ) :=u(t0 , } )&v( } )
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This clearly contradicts (3.9), (3.11) by which
z(u(t, } )&v)i(w)=z(u0&v).
Therefore, the proof of Lemma 3.1 reduces to validating claims (3.8)(3.10).
The proof of claim (3.8) is easy, but indirect. Suppose there exists any
u0 # C"[v, w]A (3.12)
and consider the global trajectory u(t), t # R, through u0=u(0). Its :- and
|-limit sets are single equilibria, respectively. These equilibria lie in C,
since C is closed and invariant. Since v and w are the only equilibria in
C, by assumption, u(t) must connect these two equilibria. In particular
u0 # C. This contradicts (3.12) and therefore proves claim (3.8).
The proof of claims (3.9), (3.10) is a little more involved. Let .0 , .1 , ...
denote the SturmLiouville eigenfunctions of the linearization at the equi-
librium v with associated nonzero real eigenvalues
*0>*1> } } } >*i(v)&1>0>*i(v)> } } } (3.13)
Note that z(.k)=k. Let Tv, w denote the subspace spanned by .i(w) , ...,
.i(v)&1 . By Tu C we denote the n-dimensional tangent space to the manifold
C at u # C. We claim, and prove below, that
Tu C  Tv, w (3.14)
converges uniformly for u  v. Convergence is understood in the
Grassmannian manifold
G(i(v), n) (3.15)
of n-planes in Ri(v). Identification with Ri(v) is possible, near v, because C
is contained in the unstable manifold Wu(v) of dimension i(v). Note that
Tv Wu(v)=span[.0 , ..., .i(v)&1]. (3.16)
Except for uniformity, the convergence claim (3.14) does not use our
indirect assumption C=[v, w]. In fact, (3.14) holds for equation (1.1) in
complete generality. For example, (3.14) will be valid even if the set C
develops a cusp near v, tangent to a single unstable eigenvector .k .
Before proving convergence claim (3.14), we show how (3.14) implies
claims (3.9), (3.10) under our indirect assumption C=[v, w]. Let P
denote the eigenprojection onto Tv, w . By convergence (3.14) and the
implicit function theorem,
P: C  Tv, w
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is a local diffeomorphism onto its respective image, at all points of C in an
a-priori fixed closed =0-neighborhood N=0 of v. For notational convenience
we have shifted v to zero here. Moreover,
P(C)P(C)=[v]
holds, locally near v, because C is relatively compact. Because
n=dim Tv, w2, any punctured disc around v in Tv, w"[v] is connected.
Therefore
P(C & N=0)
still covers such a punctured disc, e.g. of radius =02. Now define
u0 # C & N=0 such that
Pu0=v+=.i(w) ,
for suitably small 0<=<=0 2. Here we may assume that
sign .i(w)(x){sign(w(x)&v(x)), at x=0.
Because Tu0 C  Tv, w , uniformly for =  0 by (3.14), and because
.i(w) # Tv, w has only simple zeros we can guarantee
z(u0&v)=z(=.i(w)+o(=))=z(=.i(w))=i(w),
for sufficiently small =. Similarly,
sign(u0(x)&v(x))=sign(=.i(w)(x))
{sign(w(x)&v(x))
will hold, at x=0. This proves the claims (3.9) and (3.10).
To complete the proof of the lemma, it remains to prove the ``Grassman-
nian'' convergence claim (3.14). We first prove convergence along a single
trajectory u(t), t  & in CWu(v), postponing uniformity. The C 1-flow
on Wu(v) induces a C 0-flow on the product
Wu(v)_G(i(v), n), (3.17)
transporting n-frames by the linearized flow. Note that the Grassmannian
G(i(v), n)$SO(i(v))(SO(n)_SO(i(v)&n)) (3.18)
is compact, being diffeomorphic to a coset space of orthogonal groups.
Consider the :-limit set corresponding to an initial condition
(u(0), Tu(0) C)
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in Wu(v)_G(i(v), n). The set is an invariant, chain recurrent subset of
[v]_G(i(v), n).
The flow on that latter set is induced by the linearization at the equilibrium
v. In components y0 , y1 , ... with respect to .0 , .1 , ..., the linearized flow at
v is given by
y* k=*k yk , 0k<i(v) (3.19)
where *0> } } } >*i(v)&1>0 are again the eigenvalues at v. The induced
flow on G(i(v), n) is gradient-like and, in fact, MorseSmale. The same
holds true for the flow on Wu(v)_G(i(v), n). These claims can be checked
explicitly. For example, the ( i(v)n ) equilibria in G(i(v), n), according to
(3.19), are given explicitly by the n-planes
T} :=[( y0 , ..., yi(v)&1) | yk=0 for k # }], (3.20)
where } ranges over all n-element subsets of [0, ..., i(v)&1]. As an aside,




in G(i(v), n), and by
i((v, T})) :=i(T})+i(v) (3.22)




exists and is a single equilibrium.
Still aiming at our convergence claim (3.14), we prove next that
}=[i(w), ..., i(v)&1] (3.24)
in (3.23) does not depend on u(0) # C. In particular
Tu(t)C  Tv, w
for t  & and any u(0) # C. In fact it is sufficient to show that
i(w)z(0)<i(v), (3.25)
for any 0 # Tu0 C, and any u0 # C. To prove (3.25) note that
Tu0 C=Tu0 W
u(v) & Tu0 W
s(w).
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Now the left inequality of (3.25) holds on Tu0 W
s(w) whereas the right one
holds on Tu0 W
u(v); see [BF86] or [Hen85] for details. Actually, evolving
0=(0) by the linearized flow, the normalized tangent vector
(t) |(t)|X
converges to a unit tangent vector of Wu(v) at v, for t  &, and of
Ws(w) at w, for t  +, respectively. Choosing u~ =, in Proposition 1.3,
claim (3.25) then follows from monotonicity of
t [ z((t))=z((t) |(t)| ).
This proves (3.25), and therefore claim (3.24).
To complete the proof of convergence claim (3.14), we have to address
uniformity of the convergence with respect to u. To this end choose the set
of pairs (u, Tu C) as initial conditions, where u ranges over a small sphere
around v in C. Consider the :-limit set : of that set. Any equilibrium in
:[v]_G(i(v), n) must also arise as the :-limit set of an individual trajec-
tory (u(t), Tu(t)C), by the MorseSmale property. By (3.23), (3.24) there is
only one such equilibrium. Again by the Morse property in G(i(v), n), we
conclude
:=[(v, Tv, w)],
because : is closed and invariant. This proves uniformity in (3.14),
and therefore completes the proof of claims (3.9), (3.10), the proof of
Lemma 3.1, and the proof of our cascading Lemma 1.5. K
4. Liberalism
In this section we prove Lemma 1.7 on ``liberalism''. Throughout, we
assume that v, w are hyperbolic equilibria of (1.1) such that i(v)=i(w)+1
and connections from v to w are not blocked, in the sense of Definition 1.6.
In particular this implies
z(v-w)=n :=i(w). (4.1)
Without loss of generality, we assume v(x)>w(x) at x=0. Also, we may
assume a, f # C3; since C2-small perturbations do not destroy the Morse
Smale property (1.12).
We have to prove that v connects to w. Our main tool will be the Conley
index, as introduced in [Con78]. For an infinite dimensional adaptation
see [Ryb82]. For our purposes, we briefly recall the definition and a few
basic properties of the Conley index; see also [FraM88]. Let 7X be an
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invariant set of an admissible nonlinear semiflow u(t)=T(t)u0 on a Banach
space X. (Here, admissibility essentially involves a compactness condition
which is satisfied for the parabolic equation (1.1).) Invariance is under-
stood in positive and, where defined, negative time direction. We call a
closed neighborhood N1 of 7 an isolating neighborhood of 7, if 7 is con-
tained in the interior of N1 and if, in addition, 7 is the maximal invariant
subset of N1 . The set 7 is an isolated invariant set, if such an isolating
neighborhood exists.
Assume 7 is an isolated invariant set. In fact, a particular isolating
neighborhood N1 can then be chosen such that any point u0 in the
(topological) boundary N1 leaves N1 for sufficiently small positive or
(where defined) negative time direction. Moreover, boundary points which
come from the interior of N1 , hit N1 , and then reenter the interior of N1
can be avoided. In other words, N1 consists of
v strict ingress,
v bounce off, and
v strict egress
points, with respect to the set N1 . Denote by N2N1 the exit set of N1 ,
which consists of all boundary points which are not strict ingress points.
The Conley index C(7) of 7 is the homotopy type [N1 , N2] of the
isolating neighborhood N1 relative to its exit set N2 . Denoting by [N1N2]
the homotopy type of N1 with N2 collapsed to a (distinguished) point, we
have
C(7) :=[N1 , N2]=[N1N2]. (4.2)
The main point is now that the Conley index C(7) does not depend on the
particular choice of the isolating neighborhood N1 of 7. Moreover, C(7)
is a homotopy invariant. In fact, C(7) does not change under continuous
deformations of the semiflow as long as N1 remains an isolating
neighborhood. Note that 7 itself may, and typically will, change. Also the
exit set will change.
The Conley index can be used to detect connecting orbits, as follows.
Suppose, the semiflow is gradient-like and v, w are the only equilibria in 7,
hyperbolic of unstable dimensions i(v) and i(w). Suppose 7=[v, w], that
is, there are no orbits connecting v and w. Then
C(7)=C(v) 6 C(w)=7i(v) 6 7i(w) (4.3)
is the wedge product of the (pointed) spheres 7i(v) and 7i(w) of the respec-
tive dimensions. Conversely, suppose we can prove
C(7)=0 (4.4)
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is (the homotopy type of ) just a single (distinguished) point. Then (4.4) is
incompatible with (4.3). In particular, v and w must be connected.
Specializing to our partial differential equation (1.1), we can then conclude
that v connects to w; because the blocking Definition 1.6 excludes connec-
tions from w to v.
We can now give an outline of our proof of liberalism Lemma 1.7. Given
equilibria v, w, as in the beginning of this section, we define the closed
cones
Kv :=[v] _ [u # X | z(u&v)=n, uv at x=0], (4.5)
Kw :=[w] _ [u # X | z(u&w)=n, uw at x=0]. (4.6)
We also choose closed =-neighborhoods N=(v), N=(w), for some small
enough =>0. Define the closed set
N=1 :=N=(v) _ N=(w) _ (Kv & Kw). (4.7)
For small enough =, we may assume that N=(v), N=(w) do not contain equi-
libria besides v, w, respectively. Because connections from v to w are not
blocked, this implies that N=1 does not contain further equilibria:
N=1 & E=[v, w] (4.8)
Now let 7 denote the maximal invariant subset of N=1. Then
7=[v, w] _ C(v, w)=clos C(v, w). (4.9)
Indeed, 7 is contained in clos C(v, w), by (4.8). Conversely, C(v, w) is con-
tained in the closed sets Kv and Kw by the zero number Proposition 1.3 and
(4.1). The same holds true for the invariant set clos C(v, w)N=1. By maxi-
mality of 7, this proves (4.9). In particular, 7 is an isolated invariant set
with isolating neighborhood N=1.
Following the idea (4.3), (4.4), we claim that
C(7)=0 (4.10)
holds for the isolated invariant set 7=clos C(v, w). Then C(v, w) must be
nonempty, and Lemma 1.7 on ``liberalism'' will be proved.
We prove claim (4.10) in three steps. For comparison, we first construct a
model equation of the form (1.1), with diffusion coefficient a(x)#1 and non-
linearity g replacing f ; see Lemma 4.1 below. The model equation will con-
tain a parameter +. Increasing + through +=0, a saddle node bifurcation will
occur. For small +>0, the two generated equilibria, v+ and v&, together
with their connecting orbits C(v+ , v&), form an isolated invariant set
7+ :=[v+ , v&] _ C(v+ , v&). (4.11)
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By homotopy invariance of the Conley index
C(7+)=0 . (4.12)
In particular, 7+ will serve as a model for 7 in (4.10).
In a second step, we transform v+ into v and v& into w; see Lemma 4.2.
This transformation is not a homotopy. It consists of a C4-diffeomorphism
!: [0, 1]  [0, 1]
(4.13)
x [ !(x)
of x-space; and a u-affine C 4-transformation
3: [0, 1]_R  R
(4.14)
(x, u) [ :(x)u+;(x)
with uniformly nonzero (positive or negative) :. Either transformation does
not change the zero number of differences of points in X. Moreover, the
cones Kv\ can be mapped onto Kv , Kw . The model equation is transformed
into (1.1) with diffusion coefficient a~ and nonlinearity f replacing a, f.
Similarly, the set 7+ is transformed into an isolated invariant set 7 such
that
C(7 )=C(7+). (4.15)
In a third step, finally, we perform a homotopy from f to f such that
the equilibria v, w remain fixed and uniformly hyperbolic during the
homotopy.
This can be achieved by a slight modification of the standard homotopy
{f +(1&{) f .
The modification concerns addition of terms
/v +v({)(u&v(x)),
/w +w({)(u&w(x))
for (x, u, ux) near (x, v(x), vx(x)), (x, w(x), wx(x)), respectively. The coef-
ficients /v , /w denote standard cut-offs. The coefficients +v({), +w({), zero
near {=0 and 1, shift the spectra of the linearizations at v, w, such that
uniform hyperbolicity of these equilibria is guaranteed during the
homotopy.
Consider v, w and their connecting orbits C{(v, w) during this homotopy;
7({) :=[v, w] _ C{(v, w). (4.16)
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Recalling Definitions (4.5)(4.7), we observe
7({)Kv _ Kw , (4.17)
since zero dropping Proposition 1.3 applies throughout the homotopy.
Varying {, the equilibria v, w do not bifurcate, due to uniform hyper-
bolicity. Therefore, choosing =>0 small enough again, the neighborhood
N=1 defined in (4.7) is an isolating neighborhood, throughout the
homotopy. Indeed, 7({) can never touch the boundary of Kv or Kw , except
at the points v, w, by zero dropping Proposition 1.3. In particular, by
homotopy invariance of Conley index, C(7({)) does not depend on {.
Hence
C(7)=C(7(0))=C(7(1))=C(7 ). (4.18)
Combining (4.12), (4.15) and (4.18), we conclude
C(7)=C(7 )=C(7+)=0 . (4.19)
This proves claim (4.10), and therefore liberalism Lemma 1.7.
It only remains to formulate, and prove, the two lemmas promised
above. We first provide the model equation for a local saddle-node bifurca-
tion. With obvious cut-off modifications this example could also be made
dissipative.
Lemma 4.1. Let n0 be given. Consider the equation
0=uxx+g(+, x, u, ux), 0<x<1, (4.20)
with Neumann boundary conditions. Define
g(+, x, u, p) :=n2?2u+\u2+ 1n2?2 p2&++ #(x), (4.21)
where #(x) :=cos(n?x) and ?=3.14... .
Then (4.20) undergoes a saddle node bifurcation at +=0, u=0. The bifur-
cating equilibria are given by
v\(x)=\- +#(x) (4.22)
for +>0. Note that obviously
z(v+ &v&)=n. (4.23)
For small +>0 these equilibria are hyperbolic of unstable dimensions
i(v+)=n+1, i(v&)=n. (4.24)
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Proof. The equilibria v\(x) can be identified by direct calculation. Now
parametrize the stationary branch by real s such that +=s2, v(s, x) :=s#(x).
Positive s correspond to v+ , negative s to v&. Again by explicit calculation,
we observe that
*n(s)=2s
is an eigenvalue of the linearization of (4.20) at the equilibrium v(s, } ); the
corresponding (s-independent) eigenfunction is given by
.n(x)=#(x).
Here we use the notation of (3.13) for the eigenvalues; z(.n)=n. By
standard perturbation theory, this observation implies that
i(v+(x))=n+1, i(v&(x))=n,
for small positive parameter values +. This proves (4.24) and the lemma. K
We remark that a saddle node bifurcation with properties (4.23), (4.24)
can also be constructed with nonlinearities g=+2g^(u), independent
of x, ux . An explicit example (for n1) is given by
g^(u)=u(u2&1)(2&u2). (4.25)
We address the transformations !, 3 introduced in (4.13), (4.14) next.
Lemma 4.2. The C4-transformations !, 3 given by (4.13), (4.14) can be
viewed as bounded (affine) linear isomorphisms in phase space X. Neither
transformation changes
z(u1&u2),
when applied to u1 and u2 in X. Equations of the form (1.1) are transformed
into equations of the same form, under ! and 3. Neumann boundary condi-
tions are preserved.
Specific C4-transformations can be chosen such that their composition
3 b ! maps v+ to v and v& to w.
Proof. Explicitly, the induced transformations on X are
!: u [ u~ (x) :=u(!&1(x)),
3: u [ u~ :=:u+;,
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with uniformly nonzero :, !x and with :, ;, ! # C 4. Clearly these transfor-
mations are bounded affine linear in the W 2, 2-topology of X. By definition,
z(!u1&!u2)=z(u1&u2),
for all u1 , u2 # X, and likewise for 3 replacing !. The induced transforma-
tions on differential equation (1.1) are easy to compute. For example !
transforms the diffusion coefficient a(x) into
a~ (x)=(!x)2 a(x)>0.
Neumann conditions are also preserved. (To preserve other boundary con-
ditions, e.g. of mixed type, it is sufficient to assume !x=1 at x=0, 1.) It
remains to construct 3, ! such that 3 b ! maps v+ to v and v& to w. Note
that, for any 3, !, we have
3 b !=! b 3
for 3 (u)=:~ u+; , :~ (x)=:(!(x)), ; (x)=;(!(x)). Therefore, we may reduce
our construction to the special case
v&#w#0,
z(v+)=n=z(v).
Picking ;#0 will get v& #0 mapped to w#0 under 3 b !. Note that v+ ,
v each possess precisely n zeros, all of which are simple. For ! we choose
a smooth diffeomorphism of [0, 1] which maps the zeros of v+ to zeros
of v. After this transformation, we may assume that the zero sets of v+ and





By the usual l'Ho^spital procedure, : # C4. Indeed v, w # C5, since we have
assumed a, f # C3, without loss of generality, at the beginning of this sec-
tion. Moreover v\ are analytic to begin with. This completes the proof of
Lemma 4.2, and of liberalism Lemma 1.7. K
5. Three Examples
In this section, we illustrate our results with three specific permutations
? # S11 involving 11 equilibria. We include a description of what we believe
the respective attractors look like.
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Example 5.1.
?=\1 2 3 4 5 6 7 8 9 10 111 8 7 2 3 6 9 10 5 4 11+
This example which corresponds to an explicit choice of a dissipative non-
linearity f = f (x, u) with diffusion a#1 was investigated in [Roc91]. It
is known that the corresponding attractor does not arise from a single
equilibrium by a sequence of pitchfork bifurcations, in contrast to the
ChafeeInfante problem. Proposition 2.1 provides us with the vector of
Morse indices
(i(vn))n=(0, 1, 0, 1, 2, 1, 2, 1, 0, 1, 0). (5.1)
Just tabulate ?&1(n) and use (2.3), (2.4). Do it, it's fun! Using recursions
(2.5), (2.6) we arrive at the (symmetric) matrix of z(vn&vm). For con-
venience, we insert i(vn) along the diagonal.
0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 1 1 0 0 0
0 0 0 1 1 1 1 1 1 1 0
0 0 0 1 2 1 1 1 1 1 0
(z(vn&vm))n, m= 0 0 0 1 1 1 1 1 0 0 0 (5.2)
0 1 1 1 1 1 2 1 0 0 0
0 1 1 1 1 1 1 1 0 0 0
0 0 0 1 1 0 0 0 0 0 0
0 0 0 1 1 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0
See also Figure 1.1 of the equilibrium profiles. The matrix (5.2) contains all
the information which is necessary to determine the connecting orbits. By
cascading Lemma 1.5, it is sufficient to determine those connections vzw
for which
i(v)=i(w)+1.
We invoke Corollary 2.2 and Lemma 1.7 to determine some of these
connections. By Corollary 2.2(i) and the Morse vector (5.1) we obtain the
connections
5 7
e z e z
2 4 6 8 10 (5.3)
e z e z e z
1 3 9 11
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Here rows correspond to equal Morse indices. Columns correspond to the
order of the values vn(x) at x=0, i.e. to increasing values of n. Only the
numbers n are shown. Similarly, Corollary 2.2(ii) and the Morse vector
(5.1) yield the connections
7 5
e z e z
8 2 6 10 4 (5.4)
e z e z e z
1 3 9 11
This time, columns correspond to the order of the values vn (x) at x=1, i.e.
to increasing values of ?(n). It turns out, in this example, that all other
one-dimensional connections are blocked. This must and can be checked,
e.g. via the matrix (5.2) of zero numbers. Thus (5.3), (5.4) represent
the directed graph of all one-dimensional connections. This graph is
planar:
(5.5)
By cascading Lemma 1.5, this graph also determines the higher-dimen-
sional nonempty connection manifolds C(v, w).
We can view (5.5) as a planar flow with arrows indicating separatrices.
Then (5.5) decomposes into six quadrangles, e.g. [1, 2, 7,8], which
correspond to two-dimensional cells C(v, w) of connecting orbits, e.g.
C(v7 , v1). We believe, but do not prove here, that this planar flow describes
the global attractor of any dissipative f with the same permutation ?, up
to C0 orbit equivalence.
Example 5.2.
?=\1 2 3 4 5 6 7 8 9 10 111 10 3 8 5 6 7 4 9 2 11+
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This permutation corresponds to the well-known ChafeeInfante
problem
f =*2u(1&u2), a#1, (5.6)
with 4<*?<5, ?=3.14... . Proposition 2.1 implies
(i(vn))n=(0, 1, 2, 3, 4, 5, 4, 3, 2, 1, 0) (5.7)
for the Morse vector. As before, we arrive at the matrix of zero numbers
0 0 0 0 0 0 0 0 0 0 0
0 1 1 1 1 1 1 1 1 1 0
0 1 2 2 2 2 2 2 2 1 0
0 1 2 3 3 3 3 3 2 1 0
0 1 2 3 4 4 4 3 2 1 0
(z(vn&vm))n, m= 0 1 2 3 4 5 4 3 2 1 0 (5.8)
0 1 2 3 4 4 4 3 2 1 0
0 1 2 3 3 3 3 3 2 1 0
0 1 2 2 2 2 2 2 2 1 0
0 1 1 1 1 1 1 1 1 1 0
0 0 0 0 0 0 0 0 0 0 0
that is, z(vn&vm)=5&max[ |6&m|, |6&n|].
Again, we determine the connections vzw for which i(v)=i(w)+1.
Invoking Corollary 2.2(i), (ii) and Lemma 1.7, we obtain the connections
6 v 6 v
e z e z
5 v v 7 5 v v 7
a a a a
4 v v 8 8 v v 4
a a a a (5.9)
3 v v 9 3 v v 9
a a a a
2 v v 10 10 v v 2
a a a a
1 v v 11 1 v v 11
respectively, from the Morse vector (5.7) and the permutation ?. In par-
ticular, v connects to w if i(v)=i(w)+1. Thus we need not worry about
blocking, this time. The graph of one-dimensional connections is given by
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6v
e z
5 v v 7
a a
4 v v 8
a a (5.10)
3 v v 9
a a
2 v v 10
a a
1 v v 11
All other *-values with noninteger *? lead to analogous graphs. A model
for the corresponding ChafeeInfante flows on the attractor seems to be




Here the flow of . on the unit sphere SN&1 is induced by the linear dif-
ferential equation
x* j=&jxj , 1 jN. (5.12)
Note that (5.12) defines a flow on (half-) lines through the origin and,
thereby, a flow on S N&1, similarly to our Grassmann construction in
Section 3. We believe, but do not prove here, that the flow (5.11) is
C0-orbit-equivalent to the ChafeeInfante flow on the global attractor, for
N&1<*?<N. Similarly, for N=5, it should serve as a model for any
nonlinearity f with permutation ?.
Example 5.3.
?=\1 2 3 4 5 6 7 8 9 10 111 10 9 2 3 8 5 6 7 4 11+ .
The previous two examples were symmetric under the flip n [ 12&n,
alias v [ &v. In addition, ?=?&1 in the ChafeeInfante Example 5.2. The
present permutation does not exhibit any such symmetries. It can be
realized by an appropriate choice of f; cf. Section 6. By Proposition 2.1 the
Morse vector is given by
(i(vn))n=(0, 1, 0, 1, 2, 3, 2, 1, 2, 1, 0). (5.13)
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As before, we obtain the matrix of zero numbers
0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 0 1 1 0
0 0 0 1 1 1 1 1 1 1 0
0 0 0 1 2 2 2 1 1 1 0
(z(vn&vm))n, m= 0 0 0 1 2 3 2 1 1 1 0 . (5.14)
0 0 0 1 2 2 2 1 1 1 0
0 0 0 1 1 1 1 1 1 1 0
0 1 1 1 1 1 1 1 2 1 0
0 1 1 1 1 1 1 1 1 1 0
0 0 0 0 0 0 0 0 0 0 0





e z e z (5.15)
2 4 8 10
e z e z
1 3 11




e z e z (5.16)
10 2 8 4
e z e z
1 3 11
A careful (!) analysis of blocking of one-dimensional connections reveals
precisely one additional connection besides those already found in (5.15),
(5.16):
8z11. (5.17)
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This connection exists by liberalism Lemma 1.7. The completed connection
graph is sketched as follows.
(5.18)
Again it is tempting to view this as a three-dimensional flow: a Chafee
Infante flow on the 3-ball described by the equilibria [3, 4, 5, 6, 7, 8, 11]
and a 2-cell, given by [1, 2, 3, 8, 9, 10, 11], which is attached on the half-
equator [3, 8, 11]. Strictly speaking, however, we do not prove such a
statement here.
6. Discussion
This section addresses the background, context, and significance of our
connecting orbits problem. We first give a brief account of earlier results.
We then discuss the present result, focussing on the following question: can
we ``count'' attractors with a prescribed number } of equilibria? We con-
clude with a list of some related open problems.
Historically, the ChafeeInfante problem
f = f (u)=*2u(1&u2), a#1, (6.1)
with cubic nonlinearity f was a long-standing source of inspiration; see
also Example 5.2. Originally, Chafee and Infante investigated (ODE)
steady states v and their (PDE) Morse indices i(v); see [CI74]. For *<4?
and Dirichlet boundary conditions, the corresponding attractors are
sketched in Henry's classic, [Hen81]. The dimension of these attractors
does not exceed 3. Conley and Smoller were the first to examine connecting
orbits in a more global context. Using Conley index, they found connecting
orbits from the trivial solution to the two bifurcated solutions with Morse
index i=n, for (n+1)?<*<(n+2)?, again under Dirichlet boundary
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conditions. See [Smo83, Ch. 24.D]. Only after Matano had pointed out
the relevance of zero numbers (or lap numbers) to these equations,
[Mat82], further progress was made. We have already mentioned the
transversality results, Wu(v)  Ws(w) proved by Angenent and Henry,
[Ang86], [Hen85]. Using a refined version, which included center
manifolds, Henry was able to track the changes in connecting orbits which
occur at the pitchfork bifurcations at *=n? in the ChafeeInfante problem.
This way, Henry found all connecting orbits in the ChafeeInfante
problem. Numbering equilibria for (n&1)?<*<n? by v1 , ..., v2n+1 as in








2 v v 2n
a a
1 v v 2n+1
The case of general dissipative
f = f (u) (6.3)
was treated by Brunovsky and Fiedler; see [BF88], [BF89]. Their
approach was based on zero numbers and the ``y-map''. This map, defined
on the unstable manifold of any equilibrium v, encodes information on
z(u(t)&v),
for all t and all trajectories. In particular, the dropping times of z can be
prescribed arbitrarily. This provides connecting orbits from v to w with
prescribed z(u&v). A special case of cascading Lemma 1.5, together with a
Conley index type argument then detected all connecting orbitsafter a
rather involved induction process. From an ODE point of view, the case
f = f (u) is the case of an autonomous Hamiltonian steady state equation.
For a detailed study of the corresponding boundary value problem, in
particular for parameter dependence
f =*2 f (u),
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see [Sch90]. It seems promising to recast these results in our permutation
setting.
The permutation setting was introduced by Fusco and Rocha, [FR91].
It was used to determine the connecting orbits for all those attractors of
equations (1.1) which arise from a unique, globally attracting equilibrium
by a sequence of (nondegenerate) pitchfork bifurcations. In terms of the
permutation ?, it is then necessary (but not sufficient) that the sequence
?(1), ?(2), ..., ?(n)
contains three consecutive integers: m, m+1, m+2 or m+2, m+1, m. For
example, any attractor with permutation
?=\1 2 3 4 5 6 71 6 5 2 3 4 7+
will be ``pitchforkable''.
Unfortunately, not all attractors are ``pitchforkable'' in that sense.
Clearly, Example 5.1 with
?=\1 2 3 4 5 6 7 8 9 10 111 8 7 2 3 6 9 10 5 4 11+
is a counterexample. The only other non-pitchforkable attractor with up to
eleven equilibria is given by
?=\1 2 3 4 5 6 7 8 9 10 111 6 7 10 3 4 9 8 5 2 11+ .
For the connection graph see Fig. 6.1. Because of such non-pitchforkable
examples, the present paper can be viewed as a synthesis of the two dif-
ferent approaches taken by Fusco, Rocha and Brunovsky , Fiedler.
Our approach suggests a classification of attractors. Suppose we fix a
number } of equilibria. How many attractors with } equilibria can there
be? And what do they look like? By dissipativeness, } must be odd. Indeed
the attractor arises, generically, out of a unique globally attracting equi-
librium by a sequence of saddle node bifurcations. But how do we ``count''
attractors? We summarize some results on this question here; for more
details see [Fie94].
Of course, we need a notion of equivalence before we can start counting.
There are several possibilities. Consider C 0 orbit equivalence first. Given
two attractors A0 , A1 we call them C0 orbit equivalent if there exists a (C 0)
homeomorphism
h: A0  A1 (6.4)
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Fig. 6.1. A non-pitchforkable attractor with eleven equilibria.
which maps orbits of A0 onto orbits of A1 preserving time direction. This
notion ``globalizes'' the GrobmanHartman result which shows C0 orbit
equivalence, locally and in finite dimensions, near hyperbolic equilibria of
the same unstable dimension. Assume all equilibria in A0 are hyperbolic.
Then the flow on A0 is Morse-Smale, by the transversality results of
[Ang86], [Hen85]. Therefore, by a result due to [Oli83], see also
[PS70], [HM084], the flow on A0 is structurally stable. In particular, the
above orbit equivalence (6.4) holds as long as the diffusion coefficient and
the nonlinearity of A1 remain close enough to those of A0 .
Another notion of equivalence, closer to the setting of the present paper,
is connection equivalence. In our setting, consider two attractors A0 , A1
with hyperbolic equilibria; the respective equilibrium sets are denoted by
E0 , E1 . We call A0 , A1 connection equivalent if there exists a bijection
_: E0  E1 (6.5)
such that
(i) i(_(v))=i(v)
(ii) vzw  _(v)z_(w)
both hold, for all v, w # E0 . Consider the oriented connection graph which
consists of all equilibria, as vertices, and all one-dimensional heteroclinic
connections, as directed edges. Then connection equivalence expresses that
the respective connection graphs are isomorphic.
Clearly, orbit equivalence implies connection equivalence. The converse
need not be true in general. For example, connection equivalence dis-
tinguishes whether or not there exists a connecting orbit from v to w.
However, it does not distinguish how many connecting orbits there are
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(they are unique in case i(v)=i(w)+1) or what the geometry of the set
C(v, w) of connecting orbits is. Thus connection equivalence is the weaker
notion. Consider pairs (a0 , f0) and (a1 , f1) in (1.1) giving rise to permuta-
tions ?0 , ?1 . Then our main theorem 1.2 immediately implies
Corollary 6.1.
?0=?1 O A0 and A1 are connection equivalent. (6.6)
Note that the converse of (6.6) is not true, in general. Indeed, different
permutations may give rise to the ``same'' attractor. For example, transform
v into &v in equation (1.1). Clearly the corresponding attractors are orbit
equivalent (by the linear map h(v)=&v) and connection equivalent. But
the corresponding permutations ?0 , ?1 may differ:
?1={?0 {&1=?{0 . (6.7)










Similarly, suppose we transform x into 1&x instead. Then
?1=?0 -1 (6.9)
is the corresponding new permutation.
In Example 5.3, the four permutations ?, ?{, ?&1, (?{) &1 are all distinct;
but they give rise to the same attractor. The ChafeeInfante problem, e.g.
as in 5.2, illustrates the other extreme: all four permutations coincide. In
the Rocha Example 5.1 we observe ?{=?{?&1.
Let us call the equivalences (6.7, 6.9) ``trivial'', for a moment. Besides
these, nontrivial equivalences also occur. The simplest example involves
}=9 equilibria. In cycle notation, it is given by the following permutations
?0=(2 4 8) (3 5 7),
(6.10)
?1=(2 6 4 8) (3 7).
Since cycle lengths differ, these two permutations are not related by (6.7),
(6.9), nor by any other conjugating permutation. We have examined the
connecting orbits of ?0 by the methods of Section 5. The result is shown in
Fig. 6.2. With the renumbering
_=\1 2 3 4 5 6 7 8 97 8 5 6 1 4 3 2 9+
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Fig. 6.2. Connecting orbits for ?=(2 4 8)(3 5 7), }=9.
of the equilibria, the connecting orbits for ?1 are obtained. We repeat that
?0 , ?1 are not conjugated by _. Still the corresponding attractors are con-
nection equivalent, by _.
At this stage we can count global attractors with } hyperbolic equilibria,
up to connection equivalence. Let c(}) denote their number. For com-
parison, we also give the number j(}) of permutations ? # S} with ?(1)=1,
?(})=}, which give rise to a Jordan curve S; see Table 6.1.
Note that
j(})=M}&2 ,
where Mn denote the meandering numbers mentioned by Arnol'd; see
[Arn88], and also [LZ92]. Moreover we include the Morse number m(}),
of those Jordan permutations for which all Morse indices i(vn) turn out to
be nonnegative, according to Proposition 2.1. Clearly permutations which
arise from shooting curves, that is, from our differential equation (1.1),
must belong to that class. There is a modelling question here, which we
postpone for a moment: do all the m(}) permutations actually arise from
(1.1)? By successive inspection of the non-pitchforkable cases, we believe
TABLE 6.1
Counting Attractors with } Equilibria
} j(}) m(}) c(})
1 1 1 1
3 1 1 1
5 2 2 2
7 8 7 5
9 42 32 16
11 262 175 56
13 1828 1083 ?
15 13820 7342 ?
17 110954 53372 ?
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the answer to be yes, at least for }17. After a little programming and a
case by case inspection in the spirit of Section 5 we arrive at the results
summarized in Table 6.1. The 16 diagams of connection graphs involving
nine equilibria are given in [Fie94]. We intend to provoke our readers to
understand the numbers in Table 6.1: how to generate them systematically,
asymptotic behavior, interrelations. We do not know... .
We have noted above that connection equivalence is, in general, a
weaker notion than C0 orbit equivalence. In the present context, however,
we may ask whether connection equivalence implies C 0 orbit equivalence.
More modestly and specifically, we ask whether
?0=?1 O A0 and A1 are C0 orbit equivalent? (6.11)
This is the strict analogue of (6.6) for orbit equivalence. We conjecture that
the answer to both questions is positive. The traditional approach to
equivalence in calculus of variations goes back to Morse [Mor34] and is
somewhat more cautious. Let V be the gradient functional, as in (1.4).
Then the Morse complex is constructed by successively attaching cells of
the appropriate dimension i(v), whenever V is increased through a critical
value V(v) of an equilibrium v. This construction determines the homotopy
type of the sublevel sets
V'=[u # X | V(u)'],
for non-critical '. In particular, this procedure also works on the global
attractor A, replacing X.
Suppose that we knew the critical V-values V(v), in our case, or that we
could adjust them in some convenient way. The one-dimensional connec-
tions vzw, for i(v)=i(w)+1, are unique in our case; see [BF89],
Lemma 3.5. Therefore the Conley index connection matrix precisely
provides the one-dimensional connections; see [Fra89], [FM92],
[MC88] and the references there. In particular, the homology of the sub-
level sets is then determined by the permutation ?. This, of course, is saying
less than homotopy equivalence of the sublevel sets. Moreover, due to
effects like Reidemeister torsion, non-homeomorphic sets can even be
homotopy equivalent and can, a forteriori, carry the same homology.
The answer to question (6.11) may be related to the modelling question
which we have postponed above. Consider any permutation ? which is
meandering. That is, assume ? is induced by a Jordan curve S in the
(v, vx)-plane, transverse to the v-axis, intersecting at v=1, ..., } say,
beginning at v=1 towards vx>0 and terminating at v=} from vx<0.
Define the ``Morse vector''
(i(m))1m} (6.12)
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according to (2.1). Assume i(m)0, for all m. Does there exist a non-
linearity f with corresponding permutation ?? (We may choose a#1
without restriction; see (1.7)). By inspection, case by case, the answer to
this question is affirmative at least for }17.
A related modelling question is the following. Given nonlinearities f0 , f1
inducing (for a#1) the same permutation ?0=?1=?. Are f0 , f1 then
homotopic in that same class, that is, without ever adding or removing
equilibria? If the answer to this question is positive, then (6.11) holds: the
same permutation induces the same flow on the attractor, up to C 0 orbit
equivalence. This would follow from Oliva's result, [Oli83], applied along
the f-homotopy. We repeat that there is also a more embracing question:
are (possibly nontrivially) connection equivalent attractors of (possibly
different) permutations necessarily C 0 orbit equivalent? This question, of
course, is out of reach of homotopies which preserve the number of equi-
libria.
From a modelling point of view it would also be useful to understand
which permutations arise from more restrictive classes of nonlinearities.
For example consider nonlinearities
f = f (u), or
(6.13)
f = f (x, u),
which do not depend on the drift term ux . We have mentioned the
Hamiltonian structure of the associated equilibrium ODE (1.7) above.
Which attractors, alias permutations arise here? And are there any attrac-
tors which cannot be modelled already in this more restrictive class? For
example, consider f = f (u), a#1. Since f does not depend on x, we may
replace x by 1&x. But f remains unaffected by this transformation. There-
fore
?=?&1. (6.14)
In particular, ? must decompose into cycles of length at most two. Specifi-
cally, Examples 5.1, 5.3 or the example of Fig. 6.2 do not belong to this
class. Therefore, the corresponding attractors cannot be modelled by
x-independent nonlinearities. The same argument applies to ``reversible''
nonlinearities f (x, u, ux) for which
f (x, u, p)= f (1&x, u, &p). (6.15)
We do not give very specific applications, in this paper. Our main objective
is classification. Still, we comment on some more applied aspects like
basins of attraction, singular perturbations, and viscosity limits next.
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Some people think they do not want to hear about unstable objects.
They are still interested in stability regions, that is, domains (or basins) of
attraction. They should be interested in unstable equilibria and connecting
orbits as well. For example, suppose w is some stable equilibrium of (1.1).
What is the boundary B(w) of its basin of attraction B(w)? Clearly B(w)
contains any equilibrium e which connects to w, since B(w)=Ws(w)
contains all connecting orbits which end at w. By the *&Lemma, B(w)
contains the union of all stable manifolds Ws(e) of such equilibria e. By




If we are interested in the basin (boundary) inside the global attractor, we
find similarly
B(w) & A= .
vzezw
clos C(v, e). (6.17)
By (6.16), (6.17) it is clearly important to know all connecting orbits
C(v, e) if one is interested in a description of domains of attraction. For a
specific example consider the global attractors A= of the family of singularly
perturbed equations
ut==2uxx+ f (x, u, ux), (6.18)
for =z0. This is also known as the viscosity limit for the nonlinear hyper-
bolic equation
ut& f (x, u, ux)=0. (6.19)
The setting includes scalar one-dimensional conservation laws for which
f =&(g(u))x ; see [Smo83]. It also allows for reaction terms
ut+g(u)x=r(u)
An interesting example is the model
ut==2uxx+uux&a(x)ux (6.20)
for the density of self-gravitating clusters, where a(x) is given; see [Wol92a],
[Wol92b]. A bistable model for phase transition is the x-dependent cubic
ut==2uxx+(u2&1)(a(x)&u), (6.21)
again with given a(x) meandering around the value zero; see for example
[AMPP87], [FH89], [HS88] and the references there. Very slow evolution
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of steep fronts has been observed for (6.21). Thus the transient dynamics
on the global attractor becomes relevant, with unstable equilibria indi-
cating metastable states.
Our results indicate that complete ODE steady state information deter-
mines the global attractor to some extent. Obtaining that ODE informa-
tion however, may be quite nontrivial. For example, the steady state equa-
tion of (6.18) includes the forced and singularly perturbed van der Pol
oscillator. For an account of the dynamic complexity of this equation see
for example [Lev81]. Even for f periodic in x, say of (scaled) period 1n,
the arising transverse homoclinic points, horseshoe structures, etc. will have
their counterparts in the associated permutation ?= and the attractor A= , at
least when n gets large. We are still far from understanding these relations.
Whenever anything is proved for Neumann boundary conditions people
tend to ask for Dirichlet. And conversely. It is fairly easy to adapt our
results to other boundary conditions, in principle. They should be
reasonably linear and separated at x=0 and 1. In the Dirichlet case, for
example, we can define the permutation ? by ordering vx at x=0, 1,
respectively. For mixed type boundary conditions, we can use either order-
ing. We could treat different boundary conditions at x=0 and 1. We may
lose certain invariances like the transformations joining ? with its con-
jugates ?{, ?&1 in (6.7), (6.9). The detailed form of Proposition 2.1 may
also change. But in principle, Theorem 1.2 and its method of proof will




drastically complicates the situation. Even for equilibria, we do not know
how to define the permutation ?. Moreover, the gradient structure dis-
appears and time periodic solutions u(t, } ) emerge; see [FMP89]. For the
SO(2)-equivariant case f = f (u, ux) these periodic solutions are rotating
waves, i.e. they are of the special form
u=u(x+ct),
for some wave speed c. Some connecting orbits between rotating waves
have been found by a y-map method, see [AF88]. But a complete descrip-
tion has not been attempted, so far. For f = f (x, u) independent of ux , the
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where Fu := f. In particular, convergence to equilibria is retained. In the
SO(2)-equivariant case f = f (u) we can shift equilibria v (and, in fact, any
solution u) to obtain another equilibrium (or another solution). In par-
ticular, the Neumann problem embeds into the complete semiflow, and our
present methods describe part of the set of all connecting orbits. For the
general case f = f (x, u), we suspect that the connecting orbits are deter-
mined by the braid type of the braid of equilibria, under periodic boundary
conditions. The (positive) braid is given by the equilibrium profiles
(x, v(x), vx (x)) # S1_R2. (6.23)
The linking number l of two equilibria is related to the (even) zero
number:
l (vn&vm)=z(vn&vm)2.
In the case of Neumann boundary conditions, the profiles (6.23) of course
also define a braid, this time in [0, 1]_R2. Since all profiles lie on the
shooting surface M defined in (2.10), in this particular case, the permuta-
tion ? determines the braid (up to diffeotopy). Like so many other ques-
tions in this paper, however, the problem of periodic boundary conditions
must remain open. Open for you to join!
Note added in proof. The authors have recently proved that global attractors with the
same equilibrium permutation ? are C 0 orbit equivalent.
References
[Ama85] H. Amann, Global existence for semilinear parabolic equations, J. Reine. Angew.
Math. 360 (1985), 4783.
[AF88] S. Angenent and B. Fiedler, The dynamics of rotating waves in scalar reaction
diffusion equations, Trans. Amer. Math. Soc. 307 (1988), 545568.
[AMPP87] S. Angenent, J. Mallet-Paret, and L. A. Peletier, Stable transition layers in
a semilinear boundary value problem, J. Diff. Eq. 67 (1987), 212242.
[Ang86] S. Angenent, The MorseSmale property for a semi-linear parabolic equation,
J. Diff. Eq. 62 (1986), 427442.
[Ang88] S. Angenent, The zero set of a solution of a parabolic equation, J. Reine Angew.
Math. 390 (1988), 7996.
[Arn88] V. I. Arnol'd, The branched covering of CP2  S4, hyperbolicity and projective
topology, Siberian Math. J. 29 (1988), 717726.
[BF86] P. Brunovsky and B. Fiedler, Numbers of zeros on invariant manifolds in
reaction-diffusion equations, Nonlin. Anal. 10 (1986), 179193.
[BF88] P. Brunovsky and B. Fiedler, Connecting orbits in scalar reaction diffusion
equations, Dynamics Reported 1 (1988), 5789.
[BF89] P. Brunovsky and B. Fiedler, Connecting orbits in scalar reaction diffusion
equations II: The complete solution, J. Diff. Eq. 81 (1989), 106135.
[BV92] A. V. Babin and M. I. Vishik, ``Attractors in Evolutionary Equations,'' Stud.
Math. Appl. Vol. 25, North-Holland Publ. Co., Amsterdam, 1992.
279HETEROCLINIC ORBITS
File: 505J 304242 . By:CV . Date:25:01:00 . Time:08:50 LOP8M. V8.0. Page 01:01
Codes: 3956 Signs: 3324 . Length: 45 pic 0 pts, 190 mm
[CI74] N. Chafee and E. Infante, A bifurcation problem for a nonlinear parabolic
equation, J. Applicable Analysis 4 (1974), 1737.
[Con78] C. C. Conley, ``Isolated Invariant Sets and the Morse Index,'' CBMS Notes
Vol. 38, AMS, Providence, RI, 1978.
[FH89] G. Fusco and J. K. Hale, Slow-motion manifolds, dormant instability, and
singular perturbations, J. Dyn. Diff. Eq. 1 (1989), 111137.
[Fie89] B. Fiedler, Discrete Ljapunov functionals and |-limit sets, Math. Mod. Num.
Anal. 23 (1989), 415431.
[Fie94] B. Fiedler, Global attractors of one-dimensional parabolic equations: sixteen
examples, Tatra Mountains Math. Publ. 4 (1994), 6792.
[FraM88] R. Franzosa and K. Mischaikow, The connection matrix theory for semiflows
on (not necessarily locally compact) metric spaces, J. Diff. Eq. 71 (1988),
270287.
[FM92] B. Fiedler and K. Mischaikow, Dynamics of bifurcations for variational
problems with O(3) equivariance: a Conley index approach, Arch. Rational
Mech. Analysis 119 (1992), 145196.
[FMP89] B. Fiedler and J. Mallet-Paret, A Poincare Bendixson theorem for scalar
reaction diffusion equations, Arch. Rational Mech. Anal. 107 (1989), 325345.
[FR91] G. Fusco and C. Rocha, A permutation related to the dynamics of a scalar
parabolic PDE, J. Diff. Eq. 91 (1991), 7594.
[Fra89] R. Franzosa, The connection matrix theory for Morse decompostions, Trans.
AMS 311 (1989), 781803.
[Hal88] J. K. Hale, ``Asymptotic Behavior of Dissipative Systems,'' Math. Surv. Vol. 25,
AMS, Providence, RI, 1988.
[Hen81] D. Henry, ``Geometric Theory of Semilinear Parabolic Equations,'' Lect. Notes
Math. Vol. 840, Springer-Verlag, New York, 1981.
[Hen85] D. Henry, Some infinite dimensional MorseSmale systems defined by parabolic
differential equations, J. Diff. Eq. 59 (1985), 165205.
[HMO84] J. Hale, L. T. Magalha es, and W. M. Oliva, ``An Introduction to Infinite
Dimensional Dynamical Systems  Geometric Theory,'' Springer Appl. Math.
Sciences Vol. 47, Springer-Verlag, New York, 1984.
[HS88] J. Hale and K. Sakamoto, Existence and stability of transition layers, Japan J.
Appl. Math. 5 (1988), 367405.
[Lad91] O. A. Ladyzhenskaya, ``Attractors for Semi-groups and Evolution Equations,''
Cambridge Univ. Press, Cambridge, U.K., 1991.
[Lev81] M. Levi, Qualitative analysis of the periodically forced relaxation oscillations,
AMS Memoirs 32 (1981).
[LZ92] S. K. Lando and A. K. Zvonkin, Meanders, Selecta Math. Sov. 11 (1992),
117144.
[Mat78] H. Matano, Convergence of solutions of one-dimensional semilinear parabolic
equations, J. Math. Kyoto Univ. 18 (1978), 221227.
[Mat88] H. Matano, Asymptotic behavior of solutions of semilinear heat equations on
S 1. In Nonlinear Diffusion Equations and Their Equilibrium States II, W. M. Ni
et al. (Eds.), Springer-Verlag, New York, 1988, pp. 139162.
[Mat82] H. Matano, Nonincrease of the lap-number of a solution for a one-dimensional
semi-linear parabolic equation, J. Fac. Sci. Univ. Tokyo Sec. IA 29 (1982),
401411.
[McC88] C. McCord, The connection map for attractor-repeller pairs, Trans. Amer.
Math. Soc. 301 (1988), 195203.
[Mor34] M. Morse, ``The Calculus of Variations in the Large,'' AMS, Providence, RI,
1934.
280 FIEDLER AND ROCHA
File: 505J 304243 . By:CV . Date:25:01:00 . Time:08:49 LOP8M. V8.0. Page 01:01
Codes: 1832 Signs: 1366 . Length: 45 pic 0 pts, 190 mm
[Oli83] W. M. Oliva, Stability of MorseSmale maps, Rel. Tec. MAP 8301, IME-USP,
Sa~ o-Paulo, 1983.
[PS70] J. Palis and S. Smale, Structural stability theorems, in ``Global Analysis,'' Proc.
Symp. in Pure Math, Vol. XIV, AMS, Providence, RI, 1970.
[Roc91] C. Rocha, Properties of the attractor of a scalar parabolic PDE, J. Dyn. Diff.
Eq. 3 (1991), 575591.
[Ryb82] K. Rybakowski, On the homotopy index for infinite dimensional semi-flows,
Trans. Amer. Math. Soc. 269 (1982), 351382.
[Sch90] R. Schaaf, ``Global Solution Branches of Two Point Boundary Value
Problems,'' Lect. Notes Math., Vol. 1458, Springer-Verlag, New York, 1990.
[Smo83] J. Smoller, ``Shock Waves and Reaction Diffusion Equations,'' Springer-Verlag,
New York, 1983.
[Wol92a] G. Wolansky, Stationary and quasi-stationary shock waves for non-spatially
homogeneous Burger's equation in the limit of small dissipation, I, Indiana Univ.
Math. J. 41 (1992), 4369.
[Wol92b] G. Wolansky, Stationary and quasi-stationary shock waves for non-spatially
homogeneous Burger's equation in the limit of small dissipation, II, preprint,
1992.
[Zel68] T. I. Zelenyak, Stabilization of solutions of boundary value problems for a
second order parabolic equation with one space variable, Differential Equations
4 (1968), 1722.
281HETEROCLINIC ORBITS
