Finite sampling in free-energy perturbation ͑FEP͒ calculations by molecular simulation leads to reproducible systematic errors, with sign shown to depend ͑in a known way͒ only on which system governs sampling in the simulation. Thus the result of a FEP calculation can be used as a bound on the true free energy. This inequality is of a wholly different nature from established forms such as the Gibbs-Bogoliubov inequality or the second law, in that its origins relate to the performance of a molecular simulation. If one can identify a suitable reference system having a free energy known as a function of some defining parameter, variational schemes based on the finite-sampling inequalities can be implemented. This idea is demonstrated through calculation of the free energy of a hard-sphere solid by perturbing from harmonic references and of a hard-sphere fluid by perturbing from infinitely polydisperse references. The tightness of the bounds increases with the amount of sampling in the simulation and correlates with the entropy difference between the target and reference systems. The bounds are tightest near the point where the entropy difference is least.
I. INTRODUCTION
Variational methods are well established in statistical thermodynamics. They rely on rigorous expressions that establish bounds on the free energy in terms of quantities that are more tractable theoretically or computationally than the free energy itself. In a variational scheme, one adjusts a parameter ͑or several͒ to minimize an upper bound and/or maximize a lower one, and thereby obtain ͑one hopes͒ rather tight limits on the possible value of the free energy. Free-energy bounds can be useful in other ways. The relative thermodynamic stability of two systems is analyzed in terms of their free energy, and if a lower bound for system A can be established above an upper bound for system B, one can conclude that B is the more stable of the two, without measuring either free energy precisely.
Established approaches to the formulation of free-energy bounds proceed in either of two ways. In one, exact statistical-mechanical relations are analyzed to yield inequalities based on purely mathematical considerations. The Gibbs-Bogoliubov inequality, perhaps the best known variational formula, describes limits on the free energy A in terms of simple averages of the energy ͓1͔
͑1͒
where the subscripts ''0'' and ''1'' represent the reference ͑unperturbed͒ and target ͑perturbed͒ states, the angular brackets indicate an ensemble average in the reference system, and U 1 ϪU 0 is the perturbation in energy from system 0 to system 1. This result is a consequence of the concavity of the exponential function ͓2͔. As another example, Frenkel ͓3͔ recently presented this inequality:
which was derived through an application of the Schwartz inequality.
The other common way to develop free-energy inequalities begins with the second law of thermodynamics ͓4,5͔. A Hamiltonian system coupled to an external work source and thermal bath evolves from system 0 to system 1 via a finitetime ͑nonequilibrium͒ switching process ͓4͔. From the second law, the free-energy change is bounded by the work W associated with the process:
The Gibbs-Bogoliubov inequality arises as a special case, when the change from 0 to 1 is instantaneous ͑i.e., very irreversible, with no equilibration at all͒, while the equality holds only for an infinitely slow ͑reversible͒ process. Freeenergy bounds computed via molecular simulation using an inequality based on the second law will approach equality as additional sampling is performed, but only if this sampling is directed toward slowing down the rate of change. Then the added sampling better enables the system to remain in equilibrium with its surroundings and thus makes the process more reversible.
In an interesting development, Jarzynski ͓6͔ reestablished an equality between work and free energy for the general irreversible process:
where the overbar indicates an ensemble of independent measurements-each based on an initial condition sampled from the 0 ensemble-for the irreversible process. In the same way that Eq. ͑3͒ reduces to Eq. ͑1͒ for an instantaneous change, in this situation the Jarzynski equality reduces to the well known free-energy perturbation ͑FEP͒ formula of Zwanzig ͓7͔:
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͑5͒
This idea has been proposed as the basis for experimental measurements of free-energy changes ͓8͔.
In the present work, an entirely different principle is employed to formulate free-energy bounds suitable for variational calculations. Although statistical mechanics provides exact formulas-such as Eqs. ͑4͒ and ͑5͒-that prescribe how to calculate the free energy in a molecular simulation, in practice the simulation tends to sample inadequately all relevant molecular configurations, and consequently the free energy so calculated will be systematically in error. This error is highly reproducible in repeated simulations of a given length. Moreover, the nature of the error is such that one can conclude with near certainty that the actual free energy is greater ͑or less, depending on how the calculation is conducted͒ than the measured value. In what follows, it is shown in particular that these inaccurate data can provide freeenergy bounds according to the following inequality:
where the superscript ''exact'' indicates the exact value of free energy, and ''sim, k'' indicates the result of a simulation that samples ͑or begins with͒ the k system and gives the free-energy difference via Eq. ͑5͒ ͓or Eq. ͑4͔͒. Unlike for the second-law inequalities, equality is reached by performing additional sampling. However, this sampling is not directed at making the process infinitely slow and reversible; rather, it is applied to repeating the ͑irreversible͒ process an infinite number of times, sampling different initial configurations each time.
It is very well known ͓9,10͔ that FEP calculations exhibit a bias of the type described here, such that when performed in ''one direction'' they overestimate the free-energy difference, and in ''the other direction'' they underestimate it. There is also realization that this situation applies in connection with the nonequilibrium formula ͓6,8,11͔. In recent work Lu and Kofke ͓10͔ indicated that the FEP calculation adheres to an inequality with the form given in Eq. ͑6͒. Zuckerman and Woolf ͓12͔ also observed an inequality related to the sampling size in their study of nonequilibrium free-energy calculations. In the present work we wish to emphasize the general nature of these statements. The direction of the inequality does not depend on the nature of the systems being compared, but instead depends only on which system governs sampling in the FEP calculation. A consequence of this observation is that the systematic error can be used as the basis for a variational method. Without the benefit of this analysis, one might expect that a sequence of inaccurate data taken in a FEP calculation as a function of a variational parameter could somewhere cross the correct value of the free energy. But such an outcome would be nearly useless, because there would be no indication of where the correct value lies. Instead, Eq. ͑6͒ shows that simulations of ͑or beginning with͒ the 0 and 1 systems for different values of the parameter can in fact be used to place bounds on the free energy.
The inequalities proposed here can be tightened and brought toward equality in two ways. One is by increasing the amount of sampling of the FEP average. Indications are that the entropy difference is relevant to the question of how much sampling is needed to approach equality ͑see below͒, so the necessary amount depends on the nature of the systems being studied. Thus for a fixed amount of sampling it might be possible to approach equality instead by varying features of the 0 system for a given definition of the 1 system, and this presents the second method to tighten the bounds. One can devise an effective variational scheme if a suitable reference system can be identified that has known ͑or readily evaluated͒ free energy, and which permits examination of a range of some variational parameter without requiring a separate simulation for each 0 and 1 pair.
Other variational methods and free-energy equalities when employed in molecular simulation must first overcome sampling limitations before they can yield a useful result. The practical validity of the Jarzynski equality and the Frenkel inequality, for example, is limited by the ability of the simulation to sample configurations relevant to both the reference and perturbed systems. Without supporting simulations and analysis, it can be very difficult to know if these limitations are overcome. The inequalities proposed here are immediately useful, because they are a statement of the consequences of these self-same sampling limitations. The single-step FEP inequality is particularly appealing in the variational context because, unlike most second-law methods or the general Jarzynski equality, the FEP calculation never requires sampling of any systems other than the target or reference.
In the next section we present a derivation of the inequality given by Eq. ͑6͒. Then in Sec. III we present examples of applications of the variational scheme, and in Sec. IV we discuss general features and a connection to the entropy. We conclude in Sec. V.
II. SAMPLING-BASED INEQUALITIES
The ensemble average in Eq. ͑4͒, or more specifically in Eq. ͑5͒, can be expressed as a one-dimensional integral over the work values W involved in transitioning from state 0 to state 1, weighted by the ͑normalized͒ distribution p 0 (W) of work encountered in simulations beginning from the 0 system ͓13-15͔,
An analogous distribution p 1 (W) is defined for the perturbation conducted in the reverse direction, beginning from state 1 and evolving back to state 0:
We retain the sense that the work is from 0 to 1, so must change the sign in this formula; so in the case of a FEP ͓Eq. ͑5͔͒, W is always defined as U 1 ϪU 0 . The distributions are related by ͓13-15͔
When beginning from the 0 system, the exponential in Eq. ͑7͒ greatly weights the contributions to small values of W, perhaps even into the region where the sampling density p 0 is almost negligible. Accordingly, systematic error in the free energy arises largely from failure to sample W in this range. An effective way to model this inaccuracy is to assume that W is sampled perfectly above a minimum value W 0 , and that it is not sampled at all below this value ͓10͔. In this view, the ͑inaccurate͒ free-energy difference that will be measured in a simulation is
͑10͒
where the superscript ''sim,0'' indicates the result of a simulation that samples the 0 system. The denominator on the right-hand side will be nearly unity and can safely be ignored ͑barring sampling problems of a different nature from those considered here, in which a class of configurations important to the sampled distribution is not represented in the simulation average͒. If Eq. ͑10͒ is subtracted from Eq. ͑7͒ and Eq. ͑9͒ is applied, a simple expression for the systematic error results ͓10͔:
That is, the fractional error in exp͓Ϫ␤(A 1 ϪA 0 )͔ measured in a simulation of the 0 system is given by the area under the complementary (p 1 ) distribution that lies below the minimum sampled energy difference. The right-hand side of Eq. ͑11͒ is non-negative, and it follows that
Thus, measurement of the free-energy difference by a simulation beginning from the 0 system using Eq. ͑4͒ or ͑5͒, when added to the exact free energy of the 0 system, provides a value that will be greater than or equal to the exact free energy of the 1 system. The simulation data provide an upper bound on the free energy of the 1 system. A complementary result can be derived following a similar path from Eq. ͑8͒ ͓or by simply switching the indices in Eq. ͑12͔͒:
.
͑13͒
Simulation beginning from the 1 system provides a lower bound on this free energy.
For a given sample of (U 1 ϪU 0 ), the mathematical inequality ͓16͔
leads to the conclusion
In other words, a given set of data taken for a FEP calculation via Eq. ͑5͒ will always yield a tighter bound than if the same data were used in the Gibbs-Bogoliubov inequality. A similar analysis will show that the Frenkel inequality will, for the same set of perturbation data, always yield a looser bound on the free energy than that given by the samplingbased bound. It must be emphasized that the inequalities considered here are not inviolable, in the way that, e.g., the GibbsBogoliubov inequality is when fully ensemble averaged. Instead, they are a statement of the likely outcome of a measurement. It is possible that in a given molecular simulation events will conspire to yield a result that violates the inequality. This outcome becomes increasingly probable as the FEP calculation approaches the correct value, i.e., as the equality limit is reached and the noise in the calculation becomes comparable to the free-energy difference. In this sense these inequalities have features in common with the second law, which can be irreproducibly violated, particularly in small systems; they are both more statistical than purely mathematical in nature ͓17,18͔. For example, consider a calculation of the free energy of a system of 100 hard spheres ͑HS's͒ via Eq. ͑5͒ using an ideal-gas ͑IG͒ reference. In simulating the ideal gas, zero is contributed to the FEP average if the perturbation to the hard spheres finds no overlapping spheres; otherwise the contribution is unity. At high density the free-energy difference is large, A HS exact ӷA IG exact , and it will take very much sampling before a no-overlap perturbation is encountered. Until then, the FEP calculation gives the HS free energy as infinity ͓i.e., Ϫln(0)], in accord with Eq. ͑12͒. However, it is possible ͑but improbable͒ that a no-overlap configuration is encountered early in the FEP calculation, say in the very first configuration sampled. At this point, before any further sampling is performed, the calculation indicates A HS ϭA IG , which means A HS sim ϽA HS exact in violation of Eq. ͑12͒. The point of the inequality presented here is that, although such an outcome may be possible, it is extremely unlikely to be observed.
III. EXAMPLES
Two examples involving systems of hard spheres will demonstrate. We consider only applications involving ͑in-stantaneous͒ FEP measurements ͓Eq. ͑5͔͒, rather than the more general nonequilibrium method offered by Jarzynski. We think this variational approach is more useful in the context of simple FEP, as it then involves only two systems and parameter variation is more easily implemented.
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A. HS solid and harmonic references
Hard spheres of diameter are known to form a stable crystalline phase for densities 3 greater than 1.04 ͓19,20͔. The free energy of this phase has been measured very precisely, so it presents a suitable system to test and demonstrate the variational formulas. An appropriate reference is found in a system of coupled harmonic oscillators arranged on a fcc lattice. For the HS crystal, one can perform simulations at a given density to measure the covariance matrix C i j ϭ͗(r i Ϫr i,0 )(r j Ϫr j,0 )͘ HS describing the correlation between the excursions of the spheres from their lattice sites r i,0 . Then a suitable ''base'' harmonic system is defined such that it has the same covariance matrix ͓21͔. A variational parameter can be identified as a scaling factor s that uniformly tightens or loosens all harmonic interactions with respect to the base system: U harm ϭsU harm base . Variational calculations of this type were performed for systems of 32 fcc hard spheres and a corresponding harmonic reference. Three densities 3 ϭ1.04 ͑melting͒, 1.2, and 1.3, respectively, were examined. When sampling the HS system, each configuration can be perturbed into a range of harmonic reference systems, and because the HS energy is always zero, the appropriate ensemble average is simply ͗exp(Ϫ␤sU harm base )͘ HS . Study of the reverse perturbation, sampling the harmonic system, requires a separate simulation for each value of s, but the simulations do not require a Markov chain for Monte Carlo ͑MC͒ sampling. Instead, each configuration of the harmonic system can be generated de novo by sampling the harmonic normal-mode coordinates from a Gaussian of width given by the corresponding normal-mode eigenvalue scaled by s. Each configuration so generated is then examined for HS overlaps, and if no overlap is found the quantity exp(ϩ␤sU harm base ) is added to the ensemble average ͑otherwise zero is added͒. The HS-based simulations sampled 5ϫ10 6 MC cycles ͑1 cycleϭ32 MC trial sphere displacements, with one contribution to the FEP average for each s performed at the end of the cycle͒, while for the harmonic-based simulations 6ϫ10 6 independent configurations were used ͑each contributing to the FEP average͒. Scale factors s were considered on a logarithmic scale from 10 Ϫ3 to 10 6 . The results are presented in Fig. 1 . The data are presented as the simulation-measured free energy minus the correct value for each density ͓20,22͔. The curves above the zero line are data from FEP calculations sampling the harmonic reference ͑0͒ and thus are a test of Eq. ͑12͒, while those found below the zero line sample the target system ͑1͒ of hard spheres and test Eq. ͑13͒. Adherence to the variational formulas is clear: sampling the 0 system gives free-energy estimates that bound the true free energy from above, while sampling the 1 system gives a lower free-energy bound. The extrema in the measurements are prominent, showing how the tightness of the bounds is affected by the choice of the reference system. The accuracy of the measurements does not depend much on density, and all series give their most accurate results at about the same value of the scale factor, approximately sϭ100. In considering this fact it should be remembered that the base harmonic reference system is different for each density. Nevertheless, it is interesting to find that the optimal accuracy is obtained not when the covariances of the reference and target match ͑the base system, s ϭ1), but when a significantly tighter harmonic system is used.
B. HS fluid and infinitely polydisperse references
The second example considers the hard-sphere fluid. A suitable variational reference for this system can be found in a system of infinitely polydisperse ͑IP͒ hard spheres ͓23͔. An IP mixture is formulated in a semigrand ensemble, where the distribution of species chemical potential differences () Ϫ( o ) is an independent quantity ͑here, species are designated by their hard-sphere diameter, and o is an arbitrarily selected reference species͒. In particular, in an IP mixture
where c 0 ϾϪ1 is a dimensionless parameter that can be treated as a state variable. This mixture is interesting because it has no intrinsic molecular length scale. Consequently, all properties have a trivial scaling dependence on the density ͑akin to the way hard spheres depend on temperature͒. The pressure P obeys ͓23͔
Zϵ␤ P/ϭ͑4ϩc 0 ͒/3, ͑17͒
and the semigrand free energy Y is of the form 
␤Y ϭln͑⌳
3 ͒ϩ͑ c 0 ϩ1 ͒ln͑
where K(c 0 ) is independent of density. It is worth emphasizing that these results are not limited to hard-sphere systems, but are true for any spherically symmetric potential polydisperse in the sphere size. The density-scaling properties of this system make it appealing as a reference for the fluid phase, including mixtures. A simulation performed at one density can be used to perturb into a target system ͑a pure fluid or a conventional mixture͒ at the same or any other density. The match between the IP reference and the target can be adjusted with the parameter c 0 . Small values of this parameter cause the IP mixture to be populated by small particles, thus giving a low-density system in the sense of the total volume occupied ͑low packing fraction͒. As c 0 is increased ͑at fixed number density͒, the distribution of diameters moves to larger spheres, and the mixture becomes suitable for the description of high-volumefraction phases.
Simulations were performed of systems of 32 IP hard spheres with values of c 0 ranging from 0 to 40. The system of interest, pure hard spheres, was represented by a system of hard spheres polydisperse in ''fictitious'' diameters that are completely decoupled from the interparticle potential. This approach permits perturbing between two semigrandensemble systems without dealing with the singularity that arises in relating monodisperse and polydisperse fluids ͓24͔. Decoupled from the potential, the fictitious diameters have nothing constraining their size, so it is necessary to adopt a different chemical potential distribution for them. It is helpful to select a distribution that leads to a diameter distribution similar to the one adopted by the IP hard spheres. The following choice is suitable ͓25-27͔:
͑19͒
The real quantity of interest, the Helmholtz free energy A HS of the pure hard spheres, is simply related to the simulationmeasured semigrand free energy Y 1 of the hard-sphere/ fictitious-diameter system:
͑20͒
The IP mixture is simulated at any convenient density. Contributions to the FEP ensemble average, Eq. ͑5͒ ͑written with free energy Y͒ are made as follows. The IP system is scaled to the density of interest, which entails rescaling all particle positions and diameters and thus causes no change in the energy ͑no overlaps result͒. Then for the FEP trial, all diameters are converted to the size of the pure hard-sphere target, and if no overlap then results, the quantity exp͕͓␤()Ϫ␤( o )͔ 1 Ϫc 0 ln(/ o )͖ is added to the FEP ensemble average ͑if overlap results, zero is added͒. In this manner averages are easily taken for multiple densities of the target system. Parallel tempering ͓28,29͔ was used to enhance sampling of IP systems at different values of c 0 -40 systems were simulated at once, with values of c 0 selected such that ''adjacent'' systems were in constant ratios of (c 0 ϩ1) ͓30͔. Results were tabulated for perturbation into five pure-fluid densities 3 : 0.1, 0.3, 0.5, 0.7, 0.9. Approximately 10 7 elementary Monte Carlo trials were performed for each IP system, and about 300 000 FEP samples were taken in each.
Complementary simulations of 32 pure hard spheres were performed to demonstrate the inequality Eq. ͑13͒. Each purefluid density was simulated independently. Perturbation into the full range of IP references (c 0 varying from 0 to 40͒ was performed simultaneously by selecting the ''fictitious'' diameters from the distribution exp͕͓␤()Ϫ␤( o )͔ 1 ͖ using a rejection method ͓31͔ ͑choosing a different realization of the distribution for each c 0 ). With the diameters thus assigned, the system was examined for overlaps, reflecting the realization of the diameters in the IP system. If no overlap was detected, the quantity exp͕Ϫ͓␤()Ϫ␤( o )͔ 1 ϩc 0 ln(/ o )͖ was added to the ensemble average ͑zero added otherwise͒. About 10 8 elementary trials were performed at each density and about 3ϫ10 6 FEP measurements. The IP-referencesystem free energy as a function of c 0 can be evaluated from a previously determined value by integrating the log-moment of the distribution of diameters ͓23͔.
The results are presented in Fig. 2 . All free-energy measurements taken by FEP from the IP reference ͑the 0 system͒ lie above the correct value ͑here given by the CarnahanStarling equation ͓32͔͒ at each density ͓in accord with Eq. ͑12͔͒, while those measured in simulations of the pure hardsphere fluid ͑the 1 system͒ lie below ͓in agreement with Eq. ͑13͔͒. The IP reference at low density ͑0.1͒ is best suited to describe its pure-fluid counterpart: it gives the tightest bound and provides a ͑noninfinite͒ result over the entire range of c 0 , with the best result ͑the minimum free energy͒ reached at small c 0 . At high density nonoverlap perturbations are rarely encountered, and noninfinite results arise only at the largest values of c 0 .
Opposing this, the FEP calculations from sampling the pure fluid produce the broadest range of non-͑negative͒-infinite results for the highest-density system. But the lowdensity calculations again provide the tightest bounds. In fact, none of these FEP averages will converge to the exact result, regardless of the amount of sampling performed. The IP system always has some particles with diameters smaller than the pure fluid and thus separated by distances smaller than can be possible in the pure fluid of hard spheres. The inability to sample these configurations contributes to the systematic error in the FEP calculation. In accord with the theme of this work, the inadequate sampling manifests itself as a free-energy estimate lying below the true value.
IV. DISCUSSION
In both examples ͑fluid and solid͒, the upper and lower bounds given by the inaccurate averages are asymmetric-they do not mirror each other. In other words, for a given value of the variational parameter the errors from the two calculations are not equal in magnitude, and thus it is not a good practice to average the two results to estimate the freeenergy difference ͓33͔. Recently, it has been suggested that the magnitude of the error is related to the sign of the entropy difference between the systems ͓10͔. To examine this point, the difference in entropy between the target and reference systems for one density is included in Figs. 1 and 2 . It is seen that the averages in both directions are most accurate in the range where ⌬S crosses zero. The FEP averages can converge for finite sampling only when perturbation is performed as a ''generalized insertion''-from the high-entropy system to the low-entropy one ͓10,34͔. Thus when the variational parameter is to the left of the zero of ⌬S, perturbation must go from the reference to the hard-sphere target; when to the right of zero, one should sample the hard-sphere system and perturb into the reference. However, the necessary amount of sampling for an accurate result scales as exp(Ϫ͉⌬S͉/k) ͓34͔. The perturbation in both examples involves the whole system, so the entropy difference is extensive and quite large even for the small systems used here. So for these FEP calculations it is difficult to generate sufficient sampling to approach the equality in Eq. ͑6͒.
V. CONCLUSION
This work derives and demonstrates a free-energy bound that originates in the way inadequate sampling in FEP calculations produces systematic error in the calculated free energy. The direction of the bound ͑i.e., upper or lower͒ is determined only by the direction of perturbation ͑i.e., the choice of which system governs sampling in the simulation͒, and not by the nature of the systems. In addition, the bound can be tightened by ͑1͒ increasing the sample size and/or ͑2͒ adjusting the variational parameter. Relatively small systems were used in the demonstration of variational schemes based on the principle, but one can expect that the proposed inequalities will apply a fortiori for larger systems, where sampling inadequacies are exacerbated. The examples here focus on the hard-sphere potential, but there is nothing about the inequality that limits it to this system. Solid-phase free energies for other models can be bounded using direct application of the ideas presented in the example here, using the same type of harmonic reference as employed for hard spheres. Extension of the fluid-phase example to other models is less straightforward, because the IP reference would be different and thus requires some effort to characterize it before applying it in a variational scheme. One might also consider other types of reference-target pairs. It would probably be possible to obtain very tight bounds if this methodology were applied to describe an intensive ͑size-independent͒ free-energy change, such as that associated with the insertion ͑or deletion͒ of a molecule in a system. For the particleinsertion free-energy change, the target and reference are fixed ͑defined as systems differing only in the presence of one molecule͒, and thus they provide no variational degree of freedom. Instead, a staging scheme can be applied ͓35,36͔, with an intermediate ͑designated W͒ that has the needed variational flexibility. Then bounds on the free-energy difference between the 0 and 1 systems can be derived from freeenergy bounds applying to each stage, leading to 
͑21͒
The W system might, for example, interact as a real particle does, but with a diameter that is scaled as a variational parameter. The inequalities in Eq. ͑21͒ apply for any particular value of the parameter, which can be adjusted to tighten each inequality separately. Moreover, it is valid for any staged free-energy calculation, not just for this particle-insertion example. Another place where a result of this type could find application is in the evaluation of free energies for systems modeled with computationally expensive potentials, such as encountered in the Car-Parinello method ͓37͔ or other ab initio techniques that are likely to come into wider use in the future. Simulations of these systems usually work with small numbers of molecules, and the expense involved in multistage FEP calculations, thermodynamic integration, or nonequilibrium paths make it especially difficult to measure free energies in such systems. This application might be particularly important for solid-phase systems, where particleinsertion methods cannot be applied. FIG. 2 . Error in free energy ͑per particle͒ of pure hard spheres at several densities, given as a function of the reference-system polydispersity parameter c 0 . Values plotted are free energy as measured by molecular simulation, minus the correct value as given by the Carnahan-Starling equation of state. Results above the zero line are data in which the FEP simulations sampled configurations of an IP mixture and perturbed into pure hard spheres, while results falling below the zero line were taken from simulations sampling pure hard spheres and perturbing into IP references. Numbers on each line indicate the density 3 of the target system of pure hard spheres. Arrows indicate values going to Ϯ infinity. The dotted line is the ͑extensive͒ entropy difference ͑as in Fig. 1͒ for systems of density 0.7.
