Nonlinear thermal disturbances are analyzed for a two-dimensional structure taking into account thermal conduction parallel to and perpendicular to the magnetic field, as well as heating and cooling effects. In general, small structures are linearly stable while larger ones are unstable. Heat conduction perpendicular to the field has a stabilizing effect and increases the maximum stable size of a structure. In many cases, the second-order growth rate is positive ͑enhancing heating but preventing cooling͒ for very large structures and is negative ͑opposite effect͒ otherwise. The perpendicular conduction causes a negative correction other than for the largest structures. This perpendicular conduction is particularly important for structures in the marginal linear state; strong cooling occurs in the absence of perpendicular conduction but if such conduction is included and is strong enough, catastrophic heating may occur. Perpendicular heat conduction is found to be most significant in long, thin, cool structures.
I. INTRODUCTION
The stability of thermal structures is a problem of great interest in astrophysical and laboratory plasmas. In fact, thermal instabilities are likely to be closely related to the formation of diverse inhomogeneities at very different lengthscales and time-scales, as well as the origin of shock waves and turbulent motions in the above plasmas. Astrophysical cases include the formation and blow up of cool condensations embedded in a surrounding hot gas, e.g., prominences in the solar atmosphere, 1-5 cool regions in the interstellar medium, [6] [7] [8] [9] [10] and cool clumps in quasar gas ͑see Refs. 11-14 and references therein͒. Laboratory cases include the attached-detached plasma transition, 15, 16 Marfe instabilities, or density limit disruption, 17, 18 as well as in the thermonuclear burn wave propagation in inertial confinement fusion ignition problem ͑see Ref. 19 and references therein͒.
In previous works, [20] [21] [22] [23] the thermal stability analysis up to the second order was carried out for the different steady state solutions of the heat balance equation, taking into account heat diffusion, heating and cooling. Explicit conditions for asymptotic and supercritical stability, as well as for superexponential and subcritical instability, were obtained by applying the successive approximation method proposed by Landau 24, 25 to study the onset of the turbulence. The above works were restricted to one-dimensional plasmas, where the diffusion coefficient was assumed to be dependent only on temperature. However, the most common physical situation found is when plasmas are embedded in magnetic fields, which introduces a very strong anisotropy in the heat diffusion by thermal conduction. In this context, linear stability analysis has been carried out in the solar atmosphere, [26] [27] [28] [29] as well as laboratory plasma physics ͑see Refs. 18 and 30 and references therein͒. Works on the nonlinear regime have been mostly addressed to the one-dimensional problem [31] [32] [33] [34] or to numerical simulations of specific structures. [35] [36] [37] [38] [39] Therefore, it is important to generalize the above works [20] [21] [22] [23] to consider a two-dimensional rather than one-dimensional plasma with a heat conduction across the magnetic field in addition to that along the field. Such is the aim of the current paper.
It is assumed that dynamics may be neglected, so it is the bare thermal field effects which are under consideration. In spite of the reduction in physics inherent in this approximation, the understanding of this restricted problem allows one to gain insight into more complex thermal structures. The regimes where the present approximation make physical meaning are also outlined.
II. TWO-DIMENSIONAL STABILITY
It is desired to investigate the effects of a thermal perturbation upon a two-dimensional rectangular regime 0рx рL x , 0рyрL y . The regime contains a constant magnetic field BϭB o i, i.e., a field parallel to the x-direction. It will be assumed that effects of dynamics can be ignored and that the pressure can remain constant. Furthermore, any changes in the magnetic field will be assumed small enough not to influence the thermal evolution.
This assumption of constant pressure requires some further comment. For situations and locations where the magnetic field is not perpendicular to the temperature gradient, any potential pressure changes caused by thermal effects can be smoothed out by a flow of the plasma along the magnetic field. In the case where the temperature gradient is perpendicular to the magnetic field, this cannot occur as long as the frozen field approximation holds; however, diffusion of the plasma through the magnetic field lines occurs. If the timescale for this process is less than the time-scale on which thermal effects take place then the assumption of constant pressure is justified.
From the diffusive term of the magnetic induction equation, 40 the diffusive time-scale is given by B ϭ4l 2 /c 2 , where l is the length-scale involved. For the effects under consideration, the length-scale is small as the temperature gradient will be perpendicular to the magnetic field only for a very small fraction of the regime under consideration. For effects such as the destructive diffusion of the field as a whole, a much larger length-scale and hence a much larger time-scale will apply. ). As the length-scales for the processes involved are equivalent, the ratio of the time-scales is given by ͑CGS units͒
.
͑1͒
Thus when Bуͱ300p, the assumption of constant pressure is justified. In fact, the restriction is likely to be somewhat more lenient than this as the heating length-scale is not as small as the diffusion length scale.
On the other hand, in the energy equation, heat diffusion by thermal conduction 40 is much greater than the dissipation by field diffusion if
and hence
This gives an upper limit for B of 10 Ϫ9 T 5/2 and therefore the approximation is valid for values of B in the range
͑4͒
For context, in the solar corona, with pressures of around 0.01 ͑CGS units͒, the approximations used here are justified for magnetic fields between around 1 G and 1 kG ͑assuming scale lengths measured in km͒. This covers the great majority of solar magnetic fields with the exception of sunspots. In the interstellar medium where both the fields and the pressures are lower, with a pressure of around 10 Ϫ14 dyn/cm 2 , and the observed interstellar fields 42 being of strength around 2ϫ10 Ϫ6 G, the approximations are justified. In the absence of dynamics, the equation of conservation of energy can be written as
where (,T) is a thermal conduction coefficient and Q(,T) is the difference between the effects of heat sources and sinks per unit volume and time-generally a function of density and temperature T; c p is the specific heat per unit mass at constant pressure. Therefore, the heat gain/loss term simplifies to the form
The heat conduction coefficients along and across the field reduce to ) . The reference temperature is taken to be that where heat sources and sinks balance, i.e.,
/ oʈ . Thus * is proportional to the square of the size of the structure concerned. The parameter R is given by
Thus, R is defined as the product of two factors, a physical factor dependent on the temperatures, pressures and magnetic fields and a geometrical factor dependent on the aspect ratio of the structure under consideration. For various astrophysical structures, values of R are given in Table I . A wide range of values of R is achieved; these values are less than or close to unity. Cross-field conduction is therefore more important for cooler rather than hotter structures and is also more important for long, thin structures where the magnetic field lies along the longer axis of the structure. For the entry ''prominence,'' a higher than normal temperature was used to avoid consideration of neutral particles. In addition, the aspect ratio of three takes into account the fact that the field does not lie exactly along the axis of the prominence but is inclined by a small angle. Also, it should be borne in mind that the figures given are for average structures; there will be some outliers with higher or lower R. As for many solar or astrophysical applications, R is very small, a preliminary solution may be found for Rϭ0 before finding the correction caused by finite R. From now on, the stars on x and y together with the tilde on t will be dropped.
It will be assumed that on three edges of the regime (x ϭ0, yϭ0, yϭL y ), the temperature is equal to a constant, i.e., thermal effects in the region of interest do not influence the area outside. On the fourth side, xϭL x , it will be assumed that d/dxϭ0 due to symmetry.
Rather than solving Eq. ͑8͒ by means of a numerical simulation, a series expansion of the form given by Landau 24, 25 will be used, as this provides more information on the equilibrium and its stability. It is assumed that
Using Eqs. ͑10͒ and ͑11͒, Eq. ͑8͒ may be expanded as an equilibrium ͑zero order͒ equation and a system of ith order equations giving ith order growth rates a i . For small A(t), the linear term ͑that in a 1 ) dominates and gives the familiar linear expansion, but when A(t) is larger, the higher order terms come into play, normally in relevant order. Assuming the series in ͑10͒ and ͑11͒ converge, the evolution can be followed far away from equilibrium.
It is important to note that the sign of the odd growth rates determines stability ͑negative͒ or instability ͑positive͒. However, for the even growth rates, the sign of a i determines whether positive perturbations saturate and negative enhance instability ͑negative͒ or vice versa ͑positive͒. The boundary conditions applied to Eq. ͑8͒ also apply to the various f i (x,y). For iу2, it is necessary to apply one more condition in order to close the system. Setting f i ϭ0 at xϭ1,y ϭ1/2 suffices.
The equation for the zero order is
is satisfied by ͑among other equilibria͒ ϭ1. This solution represents an isothermal equilibrium. Subsequent constructions are for this ͑isothermal͒ solution.
For this equilibrium ϭ1, the first-order equations become
This equation has solution
where Xϭ(2M Ϫ1)/2 and Y ϭN; M and N are positive integers denoting the harmonics. Equation ͑14͒ may be normalized by setting P 1 ϭ1. It is interesting to note that R has no effect on the topology of the first-order perturbation and has a small stabilizing effect on the first-order growth rate.
The growth rate a 1 may be split into the two terms a 10 ϭG 1 ϪX 2 and a 11 ϭϪRY 2 . The second-order equation may now be written as
For very small R, terms involving R may be dominated by those not involving R, so it is possible to isolate the latter terms. In the special case where Rϭ0, a 1 now becomes G 1 Ϫ 2 ((2M Ϫ1)/2) 2 . The form for f 1 is now sin(Xx)f*(y), where f *(y) is any continuous or discontinuous function satisfying f *(0)ϭ f *(1)ϭ0. However, the form sin Yy is retained to give continuity with the R 0 case. Equation ͑16͒ now simplifies to
which has solution
for 2X 2 ϾG 1 . In practice, the denominators in X 2 ϪG 1 and 2X
2 ϪG 1 do not cause problems due to cancellation with other terms. On fitting the boundary conditions, i.e., f 2 ϭ0 when xϭ0 and (d f 2 /dx) ϭ0 when xϭ1, the constants P 1 and P 2 become
and
although caution must be applied when ͱ2X 2 ϪG 1 ϭ( j Ϫ(1/2)). After fitting boundary conditions at both extremes of x, the growth rate a 2 has still not been determined. In order for it to be determined it is necessary to apply the additional condition mentioned earlier that f 2 is set equal to zero at xϭ1, yϭ1/2. Thus a 2 is given by
This gives a 2 and f 2 in the special case when Rϭ0 and also acts as a means to find these when R 0. Letting f 2 ϭ f 20 ϩ f 21 , a 2 ϭa 20 ϩa 21 where the subscript 20 refers to the case when Rϭ0 and the subscript 21 refers to the difference caused by the presence of R, Eq. ͑16͒ becomes
On cancelling several terms and substituting for f 1 and f 20 , ͑22͒ becomes
͑23͒
where
i.e., P 1 with the Y-dependence taken out. Equation ͑23͒ will have the same boundary conditions as ͑16͒. Unlike Eq. ͑16͒, the terms in R will not be dwarfed. With this equation goes the extra condition that f 21 ϭ0 when xϭ1, yϭ1/2. For small R, Eq. ͑23͒ does not lend itself to numerical solution on a grid due to the large number of points that must be used in the y-direction near the boundaries. Nor does it lend itself to expansion in terms of powers of R, as this does not allow the boundary conditions to be fit. It can, however, be solved by means of separation of variables and an infinite series. The Appendix gives details of this.
The analysis of the preceding pages assumes 2X 2 ϾG 1 , i.e., the form of Eq. ͑18͒. If the parameters are such that the inequality is reversed, the subsequent equations have only minor modifications, i.e., Eq. ͑18͒ reads
Eq. ͑20͒ becomes
while ͑21͒ is replaced by
while the main equation ͑23͒ becomes
Further analysis of this equation yields the forms given by Eqs. ͑A7͒, ͑A9͒ and ͑A11͒ and fits into ͑A13͒ with m 0 ϭ1. ͑See Appendix.͒
III. RESULTS
The growth rate parameters a 10 , a 11 , a 20 and a 21 can be found for any combination of R, * , m and n and for the fundamental or any harmonic as desired. The first-order parameters a 10 and a 11 are defined, respectively, as the value a 1 would take in the absence of R and the correction due to the presence of R . Two standard values of m are mϭ0 ͑heating constant͒ and mϭϪ1 ͑heating proportional to density͒. The values of n used are those in the radiative cooling profile by Ref. 22 shown in Table II . The discussions that follow will concentrate on several of these values of n. As several of them are close together ͑e.g., five between Ϫ1.71 and Ϫ2.84͒, the effects are similar. Significant values include the extremes (5.17 and Ϫ3.74), the value Ϫ1.5 ͑which occurs for the hottest structures͒, and Ϫ0.57 ͑which shows interesting results͒.
Both M and N will be set equal to unity, i.e., the fundamental modes will be considered. Any higher harmonics are more stable than the fundamental, so the fundamental mode will be the dominant one. Figure 1 shows how the linear growth rate parameters a 10 and a 11 vary with the size parameter * for mϭ0 ͑constant heating per unit volume͒ and for Rϭ0.1 ͑other values of R being inferred by proportionality͒. The convention ͑for this and other figures͒ is that the log of the magnitude of the quantity is shown with continuous lines representing negative quantities and broken ones representing positive quantities. The rate a 10 , i.e., the growth rate ignoring two-dimensional effects, is negative ͑stable͒ for small structures. For most values of n, a 10 becomes positive as * is increased ͑the critical value of * being smallest for the largest negative values of n). For very large structures, the growth rate is large and positive, i.e., these structures are very unstable indeed. The exception is for nϭ5.17, i.e., for cool structures ͑this is the only case where nϾm). In this case, the growth rate is always negative ͑stable͒ and its magnitude is largest for the largest structures. These results are a reflection of the shape of the heating-cooling function ͑i.e., whether the net heating increases or decreases as temperature is increased͒ with conduction providing a stabilizing effect.
The rate a 11 is negative and does not depend on * . In the linear regime, the stabilizing cross-field conduction has the following effects. For those values of n where there is a transition from stability to instability as * is increased, the stabilizing effect of a 11 increases the maximum stable size. For example, for nϭϪ1.5, the maximum value of * giving stability increases from 1.6 to 2.3. If R were to be increased, the effect on the maximum stable size would increase accordingly but the maximum stable size would always remain finite. Should R be decreased from 0.1, the effects would reduce accordingly, particularly the effect on the maximum stable size.
When mϭϪ1, results are very similar to those from 
Rϭ0.1, Rϭ10
Ϫ4 and Rϭ10 Ϫ6 . This figure concentrates on those values of * which cause a 1 to be positive as ͑except-ing large initial perturbations͒, it is only for positive a 1 that a structure will reach the second order. The main growth rate a 20 is independent of R. Where nϽmϪ1 ͓e.g., Fig. 2͑a͒ -mϭ0, nϭϪ1 .5], the main second-order growth rate is negative for all values of * , i.e., cooling perturbations are accelerated while heating perturbations are saturated. In contrast, when mϪ1ϽnϽm ͓e.g., Fig. 2͑b͒: mϭ0,  nϭϪ0 .57], the main second-order growth rate is negative for most * but positive for large * . When nϽmϪ1 ͑Figs. 2͑a͒, representative of many cases͔, the main second-order term a 20 is negative for all * . However, for Rϭ0.1 and also for large * , the correction a 21 is positive although it is of a smaller order than a 20 . The values of R shown in this figure do not produce a large enough effect to reverse the sign of a 2 ϭa 20 ϩa 21 . It is natural to speculate if larger values of R will cause the sign of a 2 to change, particularly for values of * around 1 to 10 ͑see Fig. 3 for more details on this͒.
For Fig. 2͑b͒, where mϭ0, nϭϪ0 .57, the behavior of a 21 is very much as described above but, as a 20 is different, the resultant behavior is changed, i.e., cross-field conduction has a major role to play. The second-order main growth rate a 20 is negative for small * but positive for larger * , i.e., while very small structures are stable, those with * between 1.8 and 50 will become unstable and cool while larger ones will be unstable and will heat. With a 21 being positive, the transition between these two latter regimes is moved to smaller * , i.e., there exist certain structures which would cool catastrophically in the absence of cross-field conduction but which will heat once cross-field conduction is considered.
The combinations of m and n shown in Figs. 2͑a͒ and 2͑b͒ are representative of the various cases including linear instability. Not included is the case when nϭ5.17, as here, the first order is very stable and any perturbations will decay and the second order will be meaningless.
Another effect of the dependence of the correction upon R can be seen in Fig. 3 . This considers R, * parameter space and the areas of this space where the growth rates a 1 ϭa 10 ϩa 11 and a 2 ϭa 20 ϩa 21 are positive and negative. The space is divided into four regions ͑although not all regions will be present in every case͒ by the lines where a 1 ϭ0 and a 2 ϭ0. Figure 3a deals change greatly when R is small͒. Thus, the effect of increasing R is to increase the maximum stable size of a structure.
The second-order growth rate is negative for a ͑roughly rectangular͒ region characterized by small R and small * . When R is small, the second-order critical value of * (a 2 Ͻ0 for * Ͻ crit while a 2 Ͼ0 for * Ͼ crit ) does not change much as R is increased, but once R is of order unity, crit drops rapidly to zero ͓consistent with the line for Rϭ0.1 moving up to meet the line for a 20 in Fig. 2͑b͔͒ .
The change in the sign of a 2 near Rϭ1 can be interpreted in terms of the nature of the thermal conduction. When RϽ1, the dominant conduction is due to conduction along the field, i.e., proportional to T 5/2 and more likely to conduct away any temperature increases. When R becomes greater than unity, the cross-field conduction is now dominant and, with it being proportional to T Ϫ5/2 , the conduction decreases as the temperature increases, with conduction being less effective in smoothing out temperature disturbances.
For small R, the critical * for the linear growth rate is less than that for the second-order growth rate, but for larger R, the two cross over. Put another way, the line a 1 ϭ0, representing the marginal linear growth rate, passes through a regime where a 2 Ͻ0 for small R but one where a 2 Ͼ0 for larger R. As structures which go unstable are likely to have a 1 close to zero ͑very unstable ones will have ''gone unstable'' before reaching such a state͒, it can be inferred that for small R, any instabilities are likely to be of the cooling variety, while for large R, instabilities are likely to be of the heating variety. Thus the cross-field conduction has a large role to play in determining the nature of evolution away from thermal equilibrium.
The situation is somewhat different for the lower values of n, i.e., where nϽmϪ1 ͓see Figure 3͑b͔͒ . Here, for small R (R less than around unity͒, a 2 is always negative. The curves for a 1 ϭ0 and a 2 ϭ0 do not cross but tend toward each other as both R and * become large. This figure shows several combinations of m and n. When R is small, the critical value of * ͑where a 1 changes sign͒ is different for the various combinations of m and n. However, for small * , the critical value of R ͑where a 2 changes sign͒ does not depend on the heating-cooling parameters as, for small * , conduction is the dominant process.
For small R, the transition from linear stability to instability occurs in a regime where a 2 Ͻ0. Strictly speaking, this is also the case for high R, but with the second-order critical value lying close to the first-order critical value a small firstorder growth rate may be overridden by a large positive second-order growth rate and a heating instability may occur. Thus, again, R determines the nature of evolution for marginal cases.
The behavior of the system close to a critical value of a 1 is shown further in Fig. 4 . This shows ͑for mϭ0, nϭϪ0.57) how the amplitude of the perturbation A(t) varies with time t. Two combinations of R and * are used: ͑a͒ Rϭ0.1; * ϭ6.17 and ͑b͒ Rϭ10; * ϭ178. These are chosen so that a 1 is positive but close to zero, i.e., the system is just unstable in the linear regime. Two initial values of A o ͑initial perturbation size͒ are used, i.e., Ϯ0.001. Once more the absolute value of A(t) is plotted logarithmically with solid lines representing negative ͑cooling͒ perturbations and broken representing positive ͑heating͒ perturbations. For the cases Rϭ10, the time coordinate is multiplied by 2.5 to allow the graphs to go on the same axes.
For Rϭ0.1 ͑i.e., the lower value of cross-field conduction͒, the positive perturbation ͑bottom broken curve͒ grows initially before saturating. However, for the negative perturbation, top curve, the perturbation increases with time, slowly at first but rapidly once the second-order term becomes dominant. The situation is reversed for Rϭ10 ͑includ-ing a large amount of cross-field conduction͒, with the positive perturbation growing ͑again slowly at first but later increasing quickly͒ while the negative perturbation saturates for small A. Figure 5 considers the profile of the perturbation f 2 (x,y) itself rather than the growth rate a 2 for the case mϭ0, nϭϪ1.5. Both the main term f 20 and the correction due to cross-field conduction f 21 are plotted. ͑The first-order perturbations are simple sine curves and are not plotted.͒ In each graph, the perturbation is plotted as a function of y for values of x between 0.1 and 1.0 ͓remembering that f 2 (0,y)ϭ0]. The main term is in solid while the cross-field conduction correction is in broken.
Figure 5͑a͒ deals with the case * ϭ100, Rϭ0.1. The term f 20 (x,y) is positive and is largest around yϭ0.5 and xϭ0.3. As imposed, it is zero when xϭ1, yϭ1/2. The correction f 21 (x,y) is smaller and negative. When smaller values of R and * are used, the results are somewhat different. Figure 5͑b͒ shows Rϭ10 Ϫ6 , * ϭ1.78ϭ10 1/4 ͑just linearly unstable͒. The correction f 21 (x,y) opposes the main term f 20 (x,y) although it is smaller. Near yϭ0 and yϭ1, however, there are very steep gradients in f 21 (x,y).
The overall temperature structure is shown in Fig. 6 by means of contour plots; these take into account the equilibrium, first-order and second-order terms. These consider the case where the first order is unstable but its growth is saturated by the second-order term and a new equilibrium is reached. For the particular value of * used ͑i.e., 3.16 ϭͱ10), it is the first order that is influenced most ͑the size of the instability is reduced͒ by the inclusion of the cross- field conduction. Thus with a high-ish value of R, namely 0.1, the second-order growth rate can saturate the linear growth for a smaller value of A(t) ͓see Fig. 6͑a͔͒ and hence the range of temperatures is smaller than for a very low R, i.e., 10 Ϫ6 ͓see Fig. 6͑b͔͒ . When applying the above results to particular physical structures, for which the assumptions of the present paper hold, as a first approximation, one has only to define the regime ͑i.e., the values of the free parameters, say m, n, * , R) of the structure under consideration. For context, it should be noted that the case mϭ0, nϭϪ0.57 is of particular interest due to the fact that the observations suggest, for instance, that solar prominences and embedded substructures ͑fibrils͒ are in the above regime. 43, 44 Therefore, according to the above results, it should be expected that, in the absence of cross-field conduction, a positive perturbation ͑overheat-ing͒ will saturate in structures of size L, greater than L c ϭ7542ͱ * km, whereas negative perturbations ͑cooling͒ will continue to cool. These happen for all L greater than L c . Instead, when the cross-field conduction is taken into account, the above scenario occurs only for prominences with length in the range L c ϽLϽL c Ј (Ϸ6ϫ10 4 km͒ ͓see Fig.   2͑b͔͒ . However, structures with LϾL c Ј are superexponentially unstable for positive disturbances ͑i.e., they evaporate͒ and they are saturated for negative disturbances; the e-folding time for first-order thermal instability is about 10 s under the relevant physical conditions. The above results can be important for understanding the mechanism under which cool condensations in the solar atmosphere originate and disappear, provided that such thermal effects are not overridden when more physics ͑e.g., dynamics͒ is introduced.
IV. CONCLUSIONS
The equations for a nonlinear thermal perturbation have been solved for a rectangular isothermal slab of plasma containing a magnetic field. The results provide a contrast to those previously found by the same authors 23 in that the inclusion of cross-field conduction may introduce more cases where heating rather than cooling may occur.
The first-and second-order growth rates have been found for a range of the parameters * ͑proportional to the square of the size of the structure͒ and R ͑proportional to the ratio of cross-field thermal conduction to longitudinal thermal conduction͒. The nature of the equilibrium depends critically on R as well as the heating-cooling parameters m and n which, in turn, depend on heating mechanism and temperature regime, respectively.
The first-order growth rate is found to be negative ͑stable͒ for small structures and ͑for most temperature regimes͒ positive ͑unstable͒ for larger structures. The exception is when nϾm ͑low temperatures͒ which gives stability for all structure sizes. Cross-field conduction has a stabilizing effect, directly proportional to the parameter R. In particular ͑where relevant͒, the inclusion of cross-field conduction increases the maximum stable size of a structure.
In the absence of cross-field conduction, and for most values of m and n, the second-order growth rate is negative ͑enhancing cooling perturbations but saturating heating ones͒ for all structure sizes. An exception is when mϭ0, nϭϪ0.57; in this case, for large structures, the second-order growth rate is positive. Inclusion of cross-field conduction has various effects depending on the value of R and also the heating-cooling combination concerned. When nϽmϪ1 and for considerable amounts of cross-field conduction, the correction to the second-order growth rate is positive and, if the strength of such conduction is great enough, it can override the main term for all but the largest structures.
The particular case where mϭ0 ͑constant heating per unit volume͒, nϭϪ0.57 (3ϫ10 4 рTр 10 5 K,͒ produces interesting results. In the absence of cross-field conduction, structures near the marginal state of linear stability are liable to cool if perturbed ͑the second-order growth rate is negative͒. However, if cross-field conduction is included, structures near the marginal linear state ͑now at a larger value of * ) are liable to heating as the second-order growth rate is now positive.
For the higher temperature ranges, the effect is similar when cross-field conduction is absent or small. When such conduction is higher, the first-and second-order growth rates change sign for similar structure sizes and it is likely that any structures going unstable will heat in these circumstances. Thus the nature of evolution depends critically on the strength of cross-field conduction.
The correction to the first-order growth rate is directly proportional to the parameter R. The second-order growth rate correction is also roughly proportional to R. The parameter R is largest for cool equilibrium temperatures and for long, thin structures where the magnetic field lies along the long axis of the structure. Thus in the solar corona, crossfield conduction is most significant for prominences and is also significant for coronal loops. In general, cross-field conduction is more significant in the interstellar medium due to the lower temperatures involved. It is most significant in magnetic structure within the interstellar medium, e.g., intercloud gas, HI filaments/sheets, as well as in the quasar gas, see Table I .
Finally, it is worth noting that Landau's Method, as any other method to handle magnetohydrodynamics stability problems, has its own limitations, in particular those pointed out by Drazin and Reid 45 ͑Sec. 52.4, p. 416͒. However, in the restricted problem analyzed here, the eigenfunctions of the linearized problem are discrete in order to fit the assumed boundary conditions and hence Landau's method may be applied. Of course, the most general disturbance ͑a wave packet͒ has not been analyzed; however, to do this requires expanding the dispersion relation about the most unstable mode in order to find more information. However, this would be a completely separate exercise deserving research in its own right.
In addition to the conclusions drawn on the basis of this work, it acts as a stepping stone to more sophisticated models. One generalization is to analyze the stability of all equilibria and not just isothermal ones. In addition, it is hoped in future to include dynamical effects in the model, either by specifying that the field is very strong and that all motion should be along the x-direction or by allowing distortion of the field lines. 1 2 ͫ a 21 
where m o is the first natural number greater than (1/2)ͱ2X 2 ϩ2RY 2 ϪG 1 . For values of mϽm o , the trigonometric form should be used; for higher values the hyperbolic form should be used. It is possible that m o ϭ1, i.e., the hyperbolic form should be used for all m. Clearly, a 21 is only meaningful should the series converge but the form of H 1m and H 2m gives convergence with all terms having at least two orders of m in the denominator, mostly with alternating sign.
