The design of controllers that can automatically compensate the effects of uncertain disturbances in a system has become an important topic in modern control engineering. The general theory of disturbance accommodating control provides a method for designing feedback controllers which automatically detect and minimizes the effect of waveformstructured disturbances. This approach has been applied on linear systems with small modeling errors and uncertainties. Based on the disturbance accommodating control theory, a control technique for nonlinear systems with time-varying modeling errors and uncertainties is presented in this paper. This control approach exploits an Extended Kalman Filter for the simultaneous estimation of the system states and the uncertain disturbances. Validity of this control approach is verified by implementing the proposed technique on a highly nonlinear wing-rock system. The simulation results indicated that the closed-loop stability of the controlled system is extremely sensitive to the user selected process noise covariance value. A Lyapunov stability analysis is conducted on a controlled linear system, which reveals a lower bound requirement on the process noise covariance norm to facilitate the asymptotic stability of the closed-loop system. This lower bound on the process noise covariance norm depends on the model uncertainties, external disturbances and the amount of noise associated with the measurements.
I. Introduction
E very real system has uncertainties, which include system parametric uncertainties, unmodeled dynamics and external disturbances. Also, the available information from measurements, i.e. sensor outputs, usually does not contain full state information and is most often corrupted by noise. The presence of uncertainty and noise could obscure the development of a control law. Several robust control strategies have been developed to keep the performance within acceptable ranges in the presence of uncertainty, e.g. H ∞ Control, µ-Synthesis, Adaptive Control, etc. Each method has its own advantages and disadvantages.
In 1971 Johnson introduced a new technique for accommodating disturbance in a linear quadratic regulator problem. 1 This new technique, known as the Disturbance Accommodating Control (DAC), is concerned with the design of feedback controllers which can maintain set-point regulation or servo-tracking in the face of uncertain external disturbance. There are three modes in which the disturbance accommodating controller can operate; disturbance absorption mode, disturbance minimization mode, and disturbance utilization mode. 2 The general formulation of DAC only considers disturbance functions which exhibit waveform patterns over short intervals of time in contrast to noise type disturbances. Mathematical models of waveform structured disturbance can be easily developed since these types of disturbances are assumed to be the output of a physical system whose inputs are sparsely populated sequences of impulses.
Adaptive controller design using disturbance accommodation techniques is first presented in Ref. 3 . These adaptive controllers can automatically compensate for uncertain plant-parameter perturbations as well as external disturbance inputs. Design of an adaptive disturbance accommodating controller which utilizes a full order Luenberger observer for disturbance estimation is presented in Ref. 4 . This adaptive control technique has been successfully applied to nonlinear systems by first linearizing the plant about a set point and then computing the control law for the corresponding linear system. Adaptive controller for the rejection of persistent disturbances for continuous and discrete systems is presented in Ref. 5 . This control approach is based on developing adaptive laws for feedback gains that will ensure the asymptotic stability of the closed-loop system. These adaptive controller formulations assume noise-free full state feedback, which is highly unrealistic.
A technique for disturbance estimation and compensation which produces a control scheme that has zero steady-state tracking error to finite-dimensional deterministic disturbance is presented in Ref. 6 . The structure of the discrete-time disturbance estimator shown in Ref. 6 requires two separate suboptimal estimators. Implementation of a discrete-time Kalman filter to estimate disturbance using sliding mode is presented in Ref. 7 . Both of these disturbance estimation techniques are limited to linear systems.
A nonlinear robust control approach known as the Model Error Control Synthesis (MECS), which mitigates the effects of model errors and external disturbance on a system by providing corrections to the nominal control input is presented in Ref. 8 . The MECS technique uses an estimator based on the predictive filter approach for determining modeling errors and external disturbance inputs. The main advantage of MECS approach over DAC is that the MECS approach does not assume any specific structure for the disturbance process and the true state vector does not needed to be appended in MECS to estimate for the disturbance. Recent research has shown that the existence of noise in the feedback loop can results in poor disturbance predictions by the predictive filter and thus result in degradation of closed-loop system performance.
This paper presents a robust control approach for nonlinear systems based on the DAC theory. This control scheme exploits an Extended Kalman Filter (EKF) for simultaneously estimating the system states and the disturbance term from the noisy measurement signal. A control law is then developed based on the estimated states and disturbance. The accuracy of Kalman filter estimates are directly related to the process noise covariance and the measurement noise covariance values. The measurement noise covariance can easily be determined based on the sensors while the process noise covariance behaves like a tuning parameter. The main objective of this paper is to investigate the sensitivity of the closed-loop stability of a controlled system to the process noise covariance.
The paper is organized as follows. First, the formulation of an EKF for the simultaneous estimation of system states and disturbance is presented, followed by the implementation of the DAC method using the EKF approach on a highly nonlinear wing rock system. A Lyapunov stability analysis is then conducted on a linear system which utilizes a linear continuous-time Kalman filter for disturbance estimation. Lyapunov stability analysis is concluded with the formulation of a lower bound requirement on the process noise covariance norm in order for the controlled system to be asymptotically stable. A stability analysis is then conducted on a linearized wing rock system which utilizes a linear continuous-time Kalman filter for disturbance estimation. Finally, numerical simulation results which authenticate the Lyapunov stability analysis are provided.
II. Disturbance Accommodating Controller for Nonlinear Systems:
An Extended Kalman Filter Approach
Most nonlinear control strategies require full state knowledge, but the available information from measurements, i.e., sensor outputs, usually does not contain full state information and is often corrupted by noise. Also, the uncertainties in system nonlinearities and the presence of external disturbance can further complicate the implementation of a control scheme. Design methodology of a disturbance accommodating controller which utilize an EKF for the simultaneous estimation of the system states and disturbance from noisy measurement signal is presented in this section. This formulation is based on the idea that all the system uncertainties can be lumped into an external disturbance term. Estimated disturbance can then be used to make necessary corrections to the nominal control input to achieve robust performance in the presence of uncertainties and disturbance.
Consider a discrete time nonlinear stochastic difference equation
with a measurement y k ∈ ℜ m , i.e.,
where variables w k and v k represent the disturbance and measurement noise, respectively. They are assumed to be independent of each other, zero-mean, white and with normal probability distribution, i.e.
Based on the DAC theory, 9 the disturbance process can be modeled as
where z k represents the state vector of the disturbance process and σ k represents a sequence of random intensity and sparsely-spaced impulse functions, in other words the noise associated with disturbance process. Now the following extended state vector X k is introduced:
Combining Eqs. (1) and (4), the aggregated stochastic difference equation can be expressed as
and the measurement equation can be expressed as
In the EKF approach, after declaring an initial state estimate,X − 0 , and error covariance matrix, P − 0 , the Kalman gain can be calculated as
where H k is the Jacobian matrix of partial derivatives of H with respect to X k and R k is the discretetime measurement noise covariance matrix. The superscripts − and + represent the predicted and updated values, respectively. Having calculated the Kalman gain, the predicted state vector and covariance matrix are updated using the equationsX
After updating the predictions, the estimates are propagated to the next time-step usinĝ
where A k is the Jacobian matrix of partial derivatives of F with respect to X k and W k represents the Jacobian matrix of partial derivatives of F with respect to σ k . Note that the updated extended state vector in Eq. (9) contains a numerical approximation to the disturbance. This information can be used to correct the control input into the system using the relation (13) whereū represents the nominal control input andẑ + represents the updated states of the disturbance process. There is a time delay present in this formulation because the measurement vector, Y k , must be given before the disturbance in the system can be updated using Eq. (9).
III. Wing Rock Suppression of Slender Delta Wing
In this section, the implementation of the DAC approach using a discrete-time EKF to suppress the wing rock motion of a slender delta wing is presented. More detailed formulation of this problem can be found in Ref. 8 . Wing rock represents a self-induced limit cycle oscillation in the presence of some initial disturbance or asymmetry in the flow field. The primary causes of wing rock are the interactions between the forebody and the wing vortices at high angle of attack.
10 This has been verified using video-based experimental investigation for wing rock of sharp-edged delta wings with leading-edge sweep angles of 70 o and 80 o . 11 In order to predict roll divergence as well as other characteristics in the oscillation, a highly nonlinear analytical models of wing rock has been developed.
12
Wing rock can be controlled using numerous control schemes such as optimal control methods, 13 adaptive control using backstepping 14 and variable structure adaptive control. 15 One of the difficult aspects in the control of wing rock motion is the extreme sensitivity to parameter variations. A slight change in system parameter can drastically affect overall system performance. Disturbance inputs, which can adversely affect closed system performance, were not considered in above control schemes. However, satisfactory wing rock motion control can be achieved by the DAC approach presented here.
The wing rock equation of motion for slender delta wings is given by:
The measurement equation is:
The wing-rock system consist of two states, roll-angle (φ) and roll-angle rate (p). According to Eq. (17), roll-angle is the only measurable state and roll-angle rate needs to be estimated from the noisy roll-angle measurements. The control objective is to suppress an initial roll-angle of 30 o within 2 seconds. A variable structure controller (VSC) can be designed to achieve this requirement for a no disturbance, no noise, and full state knowledge scenario. For VSC, the control law can be calculated as In Eq. (18), ϑ, η, and ρ are design parameters and to meet the design goal, the following values are used:
The saturation function, sat(·), is defined by
where the signum function, sgn(·), is defined by A plot of the system response and the control input obtained using the variable structure controller with no disturbance and noise are given in Fig. 1 . Clearly, the variable structure controller meets the desired specifications when there is no noise and disturbance. Now consider a case where "disturbance"and noise are present. Let's assume that the uncertainties in system parameters constitute for the disturbance. The noise is assumed to be zero-mean white noise with a standard deviation of 0.0013 o , i.e., the discrete-time measurement error covariance R k = 5 × 10 −12 . Now an EKF can be implemented to estimate the system states and the disturbance. First, the following extended state vector is formed:
The aggregated continuous-time state equation can be expressed aṡ
whereū(t) represents the nominal control input from Eq. (18) and σ(t) as mentioned earlier, represents the noise associated with the disturbance process. Notice that Eq. (24) assumes that there is no dynamics associated with the disturbance process. After substituting Eq. (18) into Eq. (24), the Jacobian matrix of partial derivatives of the aggregated state equation with respect to X(t) can be calculated as 
where △t is the constant sampling interval and Q is the constant continuous-time process noise covariance. The matrix exponential of A can be calculated as The relatively large third diagonal element represents the large uncertainty in initial disturbance prediction. Knowing the initial error covariance matrix, the Kalman gain can be computed using Eq. (8) . Now the initial extended state estimates and the initial error covariance matrix can be updated using Eqs. (9) and (10), respectively. Using the updated state estimates the nominal control input can be calculated using Eq. (18) and necessary corrections to the nominal control input can be made using Eq. (13) . Using the assumed system dynamics, the extended states can be propagated forward in time while the error covariance can be propagated using the equation
A block diagram of the controlled system with EKF for state and disturbance estimation is given in Fig. 2 . Notice that the variable structure controller uses the updated states to calculate the nominal control input. 
IV. Simulation Results
Simulation results obtained by implementing the DAC scheme with discrete-time EKF in wing rock suppression example are given in this section. Simulations are conducted for five different scenarios given below: 4. Disturbance from a decrease in input value (c 6 ), i.e. c 6 = 2 3 ×c 6 5. Disturbance from both uncertainties in time-varying system parameters and an increase in input value (c 6 ), i.e. a combination of case 2 and 3.
In order to compare the system roll-angle response obtained, it is compared against the desired response shown in Fig. 1(a) . Also, the norm of the difference between the desired and actual system roll-angle response is calculated to quantify the controller validation. Comparing the error norm along with the system response plots and the control input plots will provide an accurate evaluation of the DAC approach using discrete-time EKF.
The process noise covariance, Q, is a tuning parameter and tuning Q to the optimal value will result in the best possible disturbance predictions. First, for each disturbance scenario discussed earlier, multiple simulations are conducted using different process noise covariance values. The optimal process noise covariance value is selected to be the one that results in the lowest respective error norm. Given in Table 1 are the different process noise covariance values and the corresponding error norm for all five scenarios. The results shown in Table 1 indicate that the error norm reaches a steady value as the process noise covariance value increases beyond 1.0 × 10 15 . Also, as the covariance value decreases beyond 1.0, the error norm increases. Based on data shown, one could see that for most disturbance scenarios, except for case one, the minimum error norm is obtained when the covariance value is selected to be 1.0 × 10 15 . The maximum error norm is obtained when the covariance is less than 1.0 × 10 −15 . For each disturbance scenario, simulations are first conducted using two different covariance values that correspond to the maximum and the minimum error norms. Given in Fig. 3 are the system responses obtained by implementing the DAC approach with discrete-time EKF on the wing rock example using two different process noise covariance values. The results shown in Fig. 3 indicate that the closed-loop system is unstable if the process noise covariance is selected to be 1.00 × 10 −15 . The overall system performance is very similar to the desired performance if the process noise covariance is selected to be 1.00 × 10 15 . The estimated disturbances for both process noise covariance values are given in Fig. 4(a) . Since case one investigates the no uncertainty/disturbance scenario, the true disturbance is close to zero, but the estimated disturbance is highly noisy if the process noise covariance is selected to be 1.00 × 10
15 . The control inputs or the aileron deflections are shown in Fig. 4(b) . The control input for process noise covariance, Q = 1.00×10
15 , is highly noisy. On the other hand, the control input for process noise covariance, Q = 1.00 × 10 −15 , is noise free but it is much different from the nominal control input. Figure 5 compares the system responses obtained from the DAC approach with discrete-time EKF to the desired response for the case two disturbance scenario. Figures 5(a) and 5(b) indicates that the the closedloop system is unstable if the process noise covariance is selected to be 1.00 × 10 −15 . The estimated disturbances for both process noise covariance values are given in Fig. 6(a) . Since case two involves time varying system parameters, the estimated disturbance is also time varying. The estimated disturbance is highly noisy if the process noise covariance is selected to be 1.00 × 10 15 . The control inputs or the aileron deflections for both process noise covariance values are shown in Fig. 6(b) . The control input for process noise covariance, Q = 1.00 × 10 15 , is also highly noisy. 
B. Simulation Results for Case 2

C. Simulation Results for Case 3
In case 3, the DAC approach with a discrete-time EKF is implemented on a system where the disturbance is induced by an increase in the input value (c 6 ). Given in Fig. 7 are the system responses obtained by implementing the DAC approach with a discrete-time EKF on the wing rock example using two different process noise covariance values. The results shown in Fig. 7 indicate that the closed-loop system is unstable if the process noise covariance is selected to be 1.00 × 10 −15 . The overall system performance is very similar to the desired performance if the process noise covariance is selected to be 1.00 × 10 15 . The estimated disturbances for both process noise covariance values are given in Fig. 8(a) . The estimated disturbance is highly noisy if the process noise covariance is selected to be 1.00 × 10
15 . The control inputs are shown in Fig. 8(b) . The control input for process noise covariance, Q = 1.00 × 10 15 , is highly noisy. On the other hand, the control input for process noise covariance, Q = 1.00 × 10 −15 , is noise free but it is much different from the nominal control input.
D. Simulation Results for Case 4
In case 4, the DAC approach with a discrete-time EKF is implemented on a system where the disturbance is induced by a decrease in the input value (c 6 ). Figure 9 compares the system responses obtained from the DAC approach with a discrete-time EKF to the desired response for two different process noise covariance values. Figures 9(a) and 9(b) indicates that the the closed-loop system is unstable if the process noise covariance is selected to be 1.00 × 10 −15 . The estimated disturbances for both process noise covariance values are given in Fig. 10(a) . The results indicate that the estimated disturbance is highly noisy if the process noise covariance is selected to be 1.00 × 10
15 . The control inputs or the aileron deflections are shown in Fig. 10(b) . The control input for process noise covariance, Q = 1.00 × 10 15 , is highly noisy. The control input for process noise covariance, Q = 1.00 × 10 −15 , is noise free but it is much different from the nominal control input. 
E. Simulation Results for Case 5
Given in Fig. 11 are the system response obtained by implementing the DAC approach with single EKF on the wing rock example using two different process noise covariance values for case 5. The results shown in Fig. 11 indicate that the closed-loop system is unstable if the process noise covariance is selected to be 1.00 × 10 −15 . The overall system performance is very similar to the desired performance if the process noise covariance is selected to be 1.00 × 10
15 . The estimated disturbances for both process noise covariance values are given in Fig. 12(a) . The estimated disturbance is highly noisy if the process noise covariance is selected to be 1.00 × 10
15 . The control inputs or the aileron deflections are shown in Fig. 12(b) . The control input for process noise covariance, Q = 1.00×10
15 , is highly noisy.
The simulation results obtained for all five disturbance scenarios indicate that the close-loop system is unstable for small values of process noise covariance. The results also indicate that the DAC approach with a discrete-time EKF approach results in a desired roll-angle response but noisy disturbance estimation and control input if the process noise covariance is selected to be 1.00 × 10 15 , which corresponds to the minimum error norm. This clearly shows that the performance of the DAC approach with a discrete-time EKF depends on the process noise covariance value and best performance is obtained when the covariance is tuned to an optimal value.
F. Simulation Results using Optimal Process Noise Covariance Value
From trial and error, the optimal process noise covariance value is selected to be 10.00 for all cases except for case 1. For case 1, the optimal process noise covariance is selected to be 1.00. Given in Fig. 13 are the simulation results obtained from the DAC approach with a discrete-time EKF using the optimal process noise covariance for no disturbance scenario. Figure 13(a) indicates that the system response obtained is identical to the desired response and the control input shown in Fig. 13(b) is noise free. In order to further analyze the results obtained from the DAC approach with a discrete-time EKF, a Monte Carlo simulation is implemented using the optimal process noise covariance value. The results of the Monte Carlo simulations are given in Table 2 . The results indicate that the average error norm attained from implementing the DAC approach with a discrete-time EKF is 0.0493 for the no disturbance case.
Given in Fig. 14 are the simulation results obtained using the DAC approach with a discrete-time EKF with the optimal process noise covariance for case 2. Figure 14(a) indicates that the system roll-angle response obtained is identical to the desired response and the control input shown in Fig. 14(b) is noise free. The estimated disturbance shown in Fig. 14(c) is also noise free. Figures 15, 16 , and 17 contain the simulation results obtained from the DAC approach with a discrete-time EKF using the optimal process noise covariance for the disturbance scenarios 3, 4, and 5, respectively. Figures 15(a), 16(a) , and 17(a) indicate that the system responses obtained are identical to the desired response. The control input signals obtained are without noise. The estimated disturbance shown in Fig. 15(c) , 16(c), and 17(c) are also noise free.
The simulation results obtained for all five disturbance scenarios indicate that the closed-loop system is unstable for small values of process noise covariance. This due to the fact that when a small process noise covariance value is selected, the EKF assumes there is no uncertainties associated with the assumed system model and the disturbance accommodating controller reduce down to just the nominal controller. The results also indicate that the DAC approach with a discrete-time EKF results in the desired roll-angle response but noisy disturbance estimation and control input if the process noise covariance is selected to be 1.00 × 10 15 . Selecting a very large process noise covariance value will compel the EKF to completely rely upon the measurement signal and therefore the noise associated with the measurement signal directly gets transmitted to the estimates. There results clearly illustrate that the performance of the DAC approach with a discrete-time EKF depends on the process noise covariance value and the best performance is obtained when the covariance is tuned to an optimal value. Notice that the optimal process noise covariance value is indicative of how well one knows the uncertainties and the external disturbance associated with the system. The simulation results also indicate that after tuning the process noise covariance value to 10.00, the DAC approach with a discrete-time EKF successfully estimates the disturbance even in the presence of noise. The main disadvantage of using the EKF in the DAC approach for disturbance prediction is that the stability of closed-loop system depends on the process noise covariance value. To further investigate the influence of process noise covariance on the stability, a closed-loop Lyapunov stability analysis is conducted in next section.
V. Lyapunov Stability Analysis
Simulation results shown in previous section indicate that the stability of a closed-loop system utilizing DAC approach with discrete-time EKF depends on the process noise covariance value. In order to further investigate this phenomenon, a Lyapunov stability analysis is conducted on a linear system which uses the DAC approach with linear continuous-time Kalman filter.
Consider a simple first order system of the following forṁ
where x is the system state, u is the control input and y represents the system output. The variables w and v represent the external disturbance and the measurement noise, respectively. They are assumed to be independent of each other, zero-mean, white and with normal probability distribution, i.e.
The assumed model of the above system iṡ
where a m and b m are assumed system parameters. The disturbance term, d m , compensate for the external disturbance and the model uncertainties, i.e.
Now construct an extended state vector,
T , and assume zero dynamics for the disturbance term, i.e.
where σ is assumed to be zero mean white noise associated with the disturbance process. The above equation, Eq. (32), can be written in terms of the appended state vector, z m , aṡ
The assumed output equation can also be written in terms of the appended state vector, z m , as 
or in more compact form asż = F z + Bu + w (36)
The measured output equation can be written as
Though the disturbance term in unknown, assuming the process noise, w m , and the measurement noise, v, possess certain stochastic properties, an optimal estimator such as a Kalman filter can be implemented in the feedback loop to estimate the system state and the disturbance term from the noisy measurements. The estimator dynamics can be written asż
where K is the Kalman gain andŷ = cx is the estimated output. Let H = [c 0], then y = Hz + v and y = Hẑ. Now the estimator can be rewritten aṡ
The control objective is to obtain asymptotic stability for the plant, and it is possible by implementing a control law of the form
where k m is the feedback gain and k m > a m . While the feedback gain, k m , guarantees that the system is asymptotically stable, the second gain, 1 bm , ensures the complete cancelation of the disturbance term which is compensating for the external disturbance and the model uncertainties.
After substituting the control law, Eq. (40), into the plant dynamics, Eqs. (36) and (39) can be written asż
Letz = z −ẑ, then the asymptotic stability of this control scheme is assured ifz asymptotically approaches zero, i.e., lim t→∞z (t) = 0. The error dynamics is defined aṡ
Without lose of generality, the two zero mean white nose terms w and v can be combined into one term, ν.
After substituting for the Kalman gain, K = P H T R −1 , the error dynamics can be rewritten aṡ
the matrix P is the error covariance matrix and the covariance equation for a linear continuous-time Kalman filter is
where R is the measurement noise covariance and Q is the process noise covariance, i.e.
Now consider the following candidate Lyapunov function:
Since P (t)P −1 (t) = I, the time derivative of P (t)P −1 (t) is 0, i.e.
Solving the above equation forṖ −1 (t) giveṡ
Now the time derivative of Eq. (46) can be written aṡ
After some algebraic manipulations,V [z(t)] can be written aṡ
For asymptotic stabilityV [z(t)] must be negative definite. Notice that the termsz
are positive definite. In reality, the measurement noise covariance, R, can easily be determined based on the sensor accuracies. Now if the process noise covariance, Q, selected so thatz T P −1 QP −1z can compensate for all the positive terms in Eq. (50), thenV [z(t)] is guaranteed to be negative definite. That is, in order foṙ V [z(t)] to be strictly negative, the following inequality must hold.
The above inequality can be written in a more stricter form as
Using the triangle inequality, the LHS of Eq. (52) can be written as
Also the RHS of Eq. (52) can be written as
Notice that if Eq. (52) is true, then the following inequality holds 2 z
Equation (55) can be rewritten as
From Eq. (56), the necessary condition for the asymptotic stability of the disturbance accommodation control strategy with Kalman filter can be expressed as
Notice that if there is no model uncertainties, external disturbance and measurement noise, then △F = △B = ν = 0 and the above inequality reduce down to Q ≥ 0.
VI. Verification of Lyapunov Analysis
A detailed investigation of the above Lyapunov stability proof through numerical simulation is given in this section. First the nonlinear wing-rock system given in Eqs. (14) and (15) is simplified into the following linear system
Notice that for simplicity, external disturbance is not considered here. The assumed model of the above system is given as
In order to be consistent with previous notations, the assumed system parameters are indicated asc 2 ,c 3 , andc 6 . Suppose there is no measurement noise, now the true measurement and the assumed measurement equations are given as
Let
where σ, the noise associated with the disturbance process, assumed to have the following stochastic properties
Equation ( 
or in more compact form asż
The estimator equation can be written aṡ
where K is the Kalman gain and H = [1 0 0]. Notice that after linearizing, the variable structure controller can be reduced down to a simple PD controller of the form
where
The total control input, which include the nominal controller together with the control correction can be expressed as
After substituting the control law into Eqs. (66) and (68), the closed-loop system in state-space can be written as
Note that the closed-loop system given above is time varying since the Kalman gain,
T , is time varying. Calculation of the Kalman gain requires the propagation of the 3 × 3 error covariance matrix, P (t), using the continuous-time matrix differential Riccati equation given in Eq. (44). Fortunately, since the system given in Eq. (66) is time-invariant, the error covariance, P (t), reaches a steady-state value very quickly. This steady state P (t) is the solution to the continuous-time matrix algebraic Riccati equation given below:
Now the steady state Kalman gain can be calculated using the equation K = P H T R −1 . If the time-varying gain in Eq. (71) is replaced with the steady-state gain, then the resulting system is time-invariant and the stability of this time-invariant system can easily be verified by calculating the closed loop poles.
For simulation purposes, the true system parameters are selected to be 
Since there is no measurement noise, a small value is assigned to the measurement noise covariance, i.e.
The initial conditions are selected to be 
The scalar variable β is selected to be 2.0, thus the assumed system parameters are twice that of the true system parameters. For the first simulation, the process noise covariance value is selected to be 0.01 and the simulation results are shown in Fig. 18 . Figure 18 indicate that the closed-loop system is unstable for selected values of Q and R. In order to verify whether the results shown in Fig. 18 is consistent with the Lyapunov analysis, the lower bound on the norm of Q required for stability is calculated using Eq. (57) and it is given in Fig. 19(a) . Also, the difference between the actual Q norm and the lower bound on Q norm required for stability is calculated, Fig. 19(b) . This difference, called the "stability indicator", must be positive at all times in order for the inequality given in Eq. (57) to be true. Figure 19 (a) indicates that in order for the inequality given in Eq. (57) to be satisfied, the process noise covariance norm must be greater than 0.04. Since Q is selected to be 0.01, which is less than the required Q norm for stability, the inequality given in Eq. (57) is often violated as indicated by the negative values shown in Fig. 19(b) .
A second simulation is conducted using a process noise covariance of 100. System response and the estimated disturbance obtained for the second simulation are shown in Fig. 20 . The system roll angle response given in Fig. 20(a) indicates that the given disturbance accommodating control strategy is able to suppress the initial roll angle of 30 o within one second. Also note that the system roll angle rate given in Fig. 20(b) and the estimated disturbance given in Fig. 20 (c) also vanish after one second. Given in Fig. 21 are the lower bound on the norm of Q required for stability and the stability indicator. Figure 21 (a) indicates that for Lyapunov stability, the process noise covariance norm must be greater than 2.5. Since Q is selected to be 100, which is greater than the required Q norm for stability, the inequality given in Eq. (57) is always satisfied as indicated by the positive values shown in Fig. 21(b) . These simulation results authenticate the validity of the Lyapunov stability analysis shown earlier.
In order to further investigate the sensitivity of the process noise covariance to the closed-loop system stability, additional simulations are conducted using three different measurement noise covariance values, (1.0 × 10 −8 , 1.0 × 10 −3 , and 1.0 × 10 3 ). The process noise covariance Q is selected to vary from 1 × 10 −10 to 1 × 10 +2 . Based on the Q selected, different steady-state error covariance matrices are calculated using the continuous-time matrix algebraic Riccati equation given in Eq. (72). The steady-state error covariance matrix is then used to calculate the steady-state Kalman gain and the poles of the closed-loop system given in Eq. (71).
Given in Fig. 22 are the system closed-loop poles and the stability indicator for the first simulation where R is selected to be 1.0 × 10 −3 . Figure 22(a) shows the migration of the closed-loop system poles from the unstable region to the stable region as Q increases from 1 × 10 −10 to 1 × 10 +2 . Given in Fig. 22(b) is the stability indicator which identify the process noise covariance values that do not satisfy the Lyapunov stability requirement given in Eq. (57). Figure 22 1.0, the inequality given in Eq. (57) is violated and therefore the system is unstable as shown in Fig. 22(a) . For the second simulation, the measurement noise covariance value is selected to be 1.0 × 10 3 . Given in Fig. 23 are the system closed-loop poles and the stability indicator for the second simulation. Figure 23(a) shows that the closed-loop system is unstable for any values of Q between 1 × 10 −10 and 1 × 10 +2 . The consistent negative values given in Fig. 23(b) supports this results. This instability is due to the fact that as R increases, the first term in Eq. (50),z T H T R −1 Hz, approaches zero and therefore a large values of Q is required to assure Eq. (50) is negative definite. In order to investigate this phenomenon, more simulations are conducted using the same measurement noise covariance value, but this time Q is selected to vary from 1 × 10 5 to 1 × 10 8 . Given in Fig. 24 are the system closed-loop poles and the stability indicator for the simulation where R is selected to be 1.0 × 10 −3 and the Q is selected to vary from 1 × 10 5 to 1 × 10 8 . Figure 24 (a) shows the migration of the closed-loop system poles from the unstable region to the stable region as Q increases from 1 × 10 5 to 1 × 10 8 . Given in Fig. 24(b) is the stability indicator which shows that, for process noise covariance values less than 7 × 10 5 , the inequality given in Eq. (57) is violated and therefore the system is unstable as shown in Fig. 24(a) .
For the third simulation, the measurement noise covariance value is selected to be 1.0 × 10 −8 . Given in Fig. 25 are the system closed-loop poles and the stability indicator for the third simulation. Figure 25(a) shows that the major portion of closed-loop system poles are in stable region. This is consistent with the positive stability indicator values attained for small process noise covariance values as shown in Fig. 25(b) .
The numerical simulations shown in this section authenticate the Lyapunov stability analysis given in previous section. As revealed by the Lyapunov analysis, the closed-loop system stability is guaranteed only if the norm of process noise covariance value is greater then a certain lower bound. This lower bound on the process noise covariance norm is directly proportional to the model uncertainty and external disturbance while inversely proportional to the measurement noise covariance norm. Knowledge of this lower bound on process noise covariance can help to design an efficient disturbance accommodating controller using a Kalman filter.
VII. Conclusion
Disturbance can arise from system uncertainties and external undesirable inputs. The effective accommodation of these unmeasurable, persistently-acting disturbances is an important consideration in the design of virtually all control systems. A disturbance accommodating controller for nonlinear systems which utilizes an extended Kalman filter was presented in this paper. In this approach a control scheme is not explicitly derived, rather, existing control techniques are combined with a Kalman filter to determine the disturbance corrections which are used to update the nominal control input itself. Some advantages of this control approach include: the determined disturbance is a natural by-product of the state estimation, and it easily handles time-varying disturbances. One of the disadvantages of using the proposed disturbance accommodating control approach is that the stability of the controlled system using this technique is highly sensitive to the user selected process noise covariance value. The simulation results indicated that the closed-loop system is unstable for small values of process noise covariance. This due to the fact that when a small process noise covariance value is selected, the Kalman filter assumes there is no uncertainties associated with the assumed system model, thus minimizing the disturbance corrections to the nominal control input. Therefore the disturbance accommodating controller reduces down to just the nominal controller. Selecting a very large process noise covariance value will compel the EKF to completely rely upon the measurement signal. Therefore the noise associated with the measurement signal directly gets transmitted to the estimates. This could result in noisy control signal which could lead to problems such as chattering and controller saturation. The Lyapunov stability analysis conducted on a linear system, which utilizes the disturbance accommodating control approach with a linear Kalman filter, revealed that the asymptotic stability of the closed-loop system is guaranteed only if the norm of process noise covariance value is greater then a certain lower bound. This lower bound on the process noise covariance norm depends on the model uncertainties, external disturbances and the amount of noise associated with the measurements. Knowledge of this lower bound on process noise covariance can help to design efficient disturbance accommodating controllers.
