I. INTRODUCTION
In recent years we observe a rapid increase of interest in point processes and their applications, especially in financial data modeling [1] . This kind of stochastic process considers events occurring irregularly in time and describes times between these events and their dependencies. Two of the most popular ones are Autoregressive Conditional Duration (ACD) [2] and Hawkes model [3, 4] . The canonical versions of both models include short-range dependencies (for ACD see [2, [5] [6] [7] [8] [9] [10] , for Hawkes see [11] [12] [13] [14] [15] [16] [17] [18] [19] ). However, both of them were extended to describe long-range memory (for ACD see [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] , for Hawkes see [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] ).
In many cases, not only we observe some events occurring irregularly in time, but also some value that can be measured in these discrete moments. The high-frequency transaction data from the stock market is an excellent example. We observe events -transactions occurring in specific moments, but also with each transaction, we can relate quantities of price and volume. Of course, in such cases, the inter-event times can be modeled as a point process.
The first formalism to describe dynamics of observed value in discrete times was continuous-time random walk (CTRW) [42] [43] proposed in 1965 by Montroll and Weiss. The CTRW models have found many applications, including astrophysics, geophysics, econophysics, and sociophysics. For a more detailed review, see [44] .
In the canonical CTRW, both increments of the observed process and waiting times (inter-event times) are i.i.d. random variables. The example trajectory of such a process is shown in Fig. 1 . All kinds of random walks, starting with normal diffusion, by anomalous diffusion (both subdiffusion and superdiffusion), to Levy flights, can be described within the CTRW formalism. It can be obtained by using specific distributions of waiting times or increments (especially with heavy tails) and by considering memory in waiting times, increments or dependence between them. The CTRW models with correlated increments were initially proposed to describe lattice gases [45] [46] [47] . However, recently they have been used to model financial high-frequency data [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] [59] [60] . On the other hand, the CTRW models with correlated waiting times are not well-studied. Except for a few papers [52, 61, 62] , these models were not considered nor used to model empirical data. That seems to be surprising, in the light of the latest popularity of point processes such as ACD or Hawkes process.
The aim of this work is to some extent fill this gap, and to propose a new CTRW formalism, which is capable of considering dependencies in inter-event times. The main point is to model long-range memories in waiting times. As shown later, the formalism proposed in this paper, despite its simplicity, is general enough to fill the gap and can be compared with empirical data and other models.
The paper is organized as follows. In section II, we present the motivation from the financial data, particularly by looking at the non-stationary and stationarized data. Next, we propose a way to include dependencies between the waiting times III, especially the long-range memory. Then, we solve the CTRW model with correlated waiting times IV, by calculating its moments and the autocorrelation function (ACF) of increments. We also fit our model to tick-by-tick transaction data from the Warsaw Stock Exchange in section V. Finally, we sum up our work in section VI. Additionally, we include Appendix A to clarify the mathematical methods to obtain our results.
II. MEMORIES IN FINANCIAL DATA
As mentioned in the introduction, the model presented in this paper is directly motivated by high frequency, tick-by-tick data from the stock market [? ] . However, as dependencies as described here can be observed in different areas, its possible applications exceed this narrow motivation.
At first, let us remind two basic stylized facts observed in the majority of stock markets [63] . Both of these facts are related to time ACF. In the case of time ACF of log returns, we observe short-term negative autocorrelation. In the other case of time ACF of absolute values of log returns, we observe slowly decaying positive autocorrelation. The latter is considered a reminiscence of the volatility clustering phenomenon [63] . The CTRW models were already used to describe high-frequency stock market data. Taking into account the so-called bid-ask bounce phenomenon allows us to reproduce the first stylized fact of short-term negative autocorrelation [58, 64, 65] . In this type of the models ∆t n were still i.i.d. variables, but ∆x n were depended on ∆x n−1 . Unfortunately, models considering only this type of dependencies turned out to be unable to describe time ACF of price changes absolute values [60] . Technically, it is possible to obtain the CTRW model reproducing both stylized facts, but it requires power-law waiting-time distribution ψ(∆t). However, this solution cannot be satisfying as we can obtain waiting-time distribution directly from the empirical data of inter-transaction times. It turns out that this distribution is not even close to a power-law one [58] . The source of the second stylized fact is not in the distributions h(∆x), ψ(∆t), but in the dependence between consecutive ∆x and ∆t. As we were interested in the construction of the CTRW model accurately describing the second stylized fact, we asked ourselves which dependencies we have to take it into account and which ones can be neglected.
Let us start with simple analysis of step ACF of series ∆t n and |∆x n |. We observe almost power-law memories in waiting times and price changes absolute values, see We expected to observe the second stylized fact in this case. The second time series keeps the price changes ∆x n in the original order but shuffles the waiting times ∆t n .
This way we obtained the time series keeping all dependencies between price changes ∆x n but removing dependencies between waiting times ∆t n . In the third time series, we kept the original waiting times ∆t n but shuffles the price changes ∆x n . In the last, fourth time series, both ∆t n and ∆x n were shuffled. Let us emphasise that all four time series have the same, unchanged distributions ψ(∆t n ) and h(∆x n ). The results are shown in Fig. 2b . As expected, we do observe slow, almost power-law decay of time ACF for the first, empirical time series. Surprisingly, removing dependencies between waiting times does not change the time ACF in the limit of t → 0 but significantly increases the slope of the decay of time ACF in the long-term. On the other hand, removing dependencies between price changes decreases the time ACF by almost constant factor but does not change the slope of the decay. Removing of all dependencies still exhibits positive time ACF, which is the result of the non-exponential empirical distribution of waiting times.
These observations motivate us to construct CTRW model with long-range dependencies between waiting times, which should be able to reproduce slowly decaying ACF as in financial data. It even suggests that it is impossible to model empirical The plot of normalized empirical step ACF of ∆t and |∆x|. Both functions decay like a power-law. For lag = 1 autocorrelation of |∆x| is higher. However, it decays faster, and for long times the memory in waiting times is stronger. b) The plot of normalized empirical time ACF of |∆x| with different total shuffling. Presented lines are for empirical data (black), empirical price changes and intra-daily shuffled waiting times (red), intra-daily shuffled price changes and empirical waiting times (green), and intra-daily independently shuffled price changes and waiting times (blue). Considering only empirical dependencies of waiting times reproduces ACF which decays with almost the same slope as the empirical one.
data without using long-term dependencies in waiting times.
The results shown above implicate that we should focus on long-term dependencies within waiting times to properly model stock price behavior. In the previous section, we analyzed step ACF for lags up to 100 and time ACF for times up to 1000 s. Such limits were chosen due to the length of the trading sessions (around 8 hours or 1000 trades). Unfortunately, these limits are not long enough to detect power-law dependencies. The only way to increase these limits is by joining all sessions into one sequence. In this procedure, we merged the end of one session with the beginning of the following one (we omit overnight price changes). We have to deal with the fact that these two periods of the sessions are not quite the same. Moreover, we observe intraday non-stationarity in financial data. The session begins with relatively short inter-transaction times and a relatively high standard deviation of price changes.
Usually, up to the middle of the session, average inter-trade times increase, and the standard deviation of price changes decreases. The situation reverts close to the end of the session. This phenomenon is called the lunch effect [66] . We use the canonical method to remove intraday non-stationarity is by dividing each waiting time by the corresponding average waiting time, depending on the time from the trading beginning and the day of a week [67, 68] . The comparison of step ACF of waiting times for non-stationarized and stationarized data is presented in Fig. 3a .
As a result of this procedure, we obtain the power-law decay over four orders of magnitude of lag. In Fig. 3b , we present the time ACF of price changes absolute values for stationarized data, which also exhibit power-law decay over four orders of magnitude of time. It seems reasonable to study the relationship between decay exponents of these autocorrelations. Fortunately, the model studied in this paper gives a strict answer to this question.
III. PROCESS OF TIMES
Let us now focus on the series of inter-transaction times ∆t 1 , ∆t 2 , . . . , ∆t n , . . .. We are looking now for the point process to describe this series, which will be suitable to be used later within CTRW of prices. For this reason, we prefer analytically solvable models. Moreover, we would like to keep the original distribution of intertransaction times ψ(∆t n ) and observe the power-law step ACF, as shown in Fig. 3a .
Even these two simple conditions exclude ACD models and Hawkes processes from our considerations. We are not interested in ACD models, as the power-law ACF can be obtained only within the fractional extension. In the Hawkes process, both waiting time distribution and autocorrelation depend on the memory kernel. Therefore they cannot be set independently. By setting the memory kernel, which reproduces the empirical waiting time distribution ψ(∆t n ), we obtain specific step ACF, without any degree of freedom to change it. This feature of Hawkes processes significantly hampers its use in the description of empirical data.
The solution to our search for a suitable point process turned out to be surprisingly simple. We noticed that we are already dealing with the stochastic process satisfying We require the waiting times ∆t n (values of the process in the discrete subordinated time n) to come from distribution ψ(∆t n ) (∆t n > 0), with finite mean ∆t .
Let the ν i be the number of repeats of the same waiting times (drown independently for each series of repetitions). Let ν i be the i.i.d. random variables with distribution ω(ν). In general, it can be any distribution, but to recreate power-law step ACF of waiting times we will focus on fat-tailed distribution with finite first moment ν .
For example, zeta distribution with parameter ρ:
where ζ(ρ), is Riemann's zeta function. Its mean ω =
for ρ > 2 and the variance is finite for ρ > 3. The CDF is given by
, where H n,ρ = n k=1 k −ρ is generalized harmonic number. Let us introduce Ω(ν) as a sojourn probability, so
for zeta distribution.
The typical way to describe a stochastic process is to compute its soft propagator P (∆t; n|∆t 0 , 0). It is defined as the conditional probability density that the process value, which was initially (at n = 0) in the origin value (∆t = ∆t 0 ), at time n is equal to ∆t. Soft propagator can be expressed intuitively:
The first term is the probability, that the process value will stay constant (in ∆t 0 ) after n jumps. The second term indicates that there will be process value jump with probability 1 − Ω 1 (n), so new process values will be completely independent and it will come from the distribution ψ(∆t). The Ω 1 (n) is sojourn probability from
The example trajectory of the subordinatory CTRW, which value correspond to the waiting times ∆t n used in the main CTRW process. Process values are ∆t 1 , ∆t 2 , . . . , ∆t n , . . ., which are repeated respectively ν 1 , ν 2 , . . . , ν n , . . . times. Number of repeats ν i are drown from the distribution ω(ν i ).
stationarized (case of the first jump) ω 1 (n):
Restricting ourselves to ω(n) in the form of zeta distribution we can obtain
propagator and step autocorrelation of waiting times ∆t. The step autocovariance of times ∆t can be expressed as
where symbol . . . means taking the average. Please note that ∆t i+n = ∆t i with probability p = Ω 1 (n). With probability 1 − p, the ∆t i is independent. This lead to
We are interested in the asymptotic for of autocorrelation for n 1, We can use to following approximation (Theorem 12.21 from [69] )
Finally, we obtain normalized step ACF
As we required the step ACF of waiting times decays like a power-law and the decay exponent is −(ρ − 2). It is worth emphasizing that, even considering only ρ > 2, required for the existence of a finite average number of repetitions, we can obtain any value of the decay exponent.
IV. THE PRIMARY PROCESS. THE CTRW IN CTRW
Now we are ready to define the primary process, in our financial application describing, for instance, the price of the financial asset in time. This process is also the CTRW with two key properties
• changes of the process value ∆x are i.i.d. random variables from the distribution h(∆x), with finite variance σ 2 x (and thus finite first two moments µ 1 and µ 2 ).
the previous section III.
This way we obtain in some sense the CTRW in CTRW. Of course, this name is not a strict one, as the subordinated time is discrete, so usage of continuous in the context of the subordinated process is a small misuse. Please note, that we do not assume any dependence within the series of consecutive changes of the process value ∆x 1 , ∆x 2 , . . . ∆x n ,. We do not make any further assumptions about the shape of the distributions h(∆x). Using the symmetric distribution, with vanishing mean, we will approximately describe the process of price changes in time. This symmetric distribution will allow us to obtain i.e., the autocorrelation of the price changes. Following [60] , if as h(∆x) we use only the positive half of the distribution multiplied by 2,
we deal with the case of non-zero drift (µ 1 = 0) and obtain artificial, monotonically increasing process. The autocorrelation of increment of this process will represent the autocorrelation of price changes absolute values, which is particularly interesting in our analysis.
We managed to obtain the soft propagator and the following characteristics of the proper CTRW process. Although the mathematical methods of finding the propagator are exciting, they are not crucial for understanding the main result of this manuscript. The details of the calculations can be found in Appendix A. Here we present the selected results, namely two first moments and time autocorrelation of changes, in the limit of long times (t → ∞). We consider analytical terms (t, t 2 , t 3 , . . .) and the most significant power-law term when ρ is non-integer.
The first moment of the process for t → ∞ can be approximated as
where Γ(·) is gamma function. For ρ > 4, there is still power-law term dependent on µ 1 t 3−ρ , but its amplitude is not known. The most important term is typical linear behavior, but we observe additional power-law term. The second moment can be written in the form
. (10) From the first two moments of the process, we calculated the process variance (still considering only analytical and the most important power-law term)
It is worth to mention, that for variance the power-law term from the second moment is more important than power-law term from the first moment. We can observe normal diffusion for ρ > 3. However, there is superdiffusion in the case of ρ ∈ (2; 3).
We obtain ballistic diffusion in the limit ρ → 2.
Having the first two moments, one can calculate ACF of changes for stationary process
where κ{ψ, ρ}
, for ρ ∈ (2; 4). Interestingly, for µ 1 = 0, we observe the power-law behavior of time ACF of changes in the limit of long times.
Now we would like to use the proposed process to describe high-frequency financial data. It turns out that this model can describe both stylized facts concerning autocorrelation functions. If we use symmetric distributions h(x) as the distribution of returns is symmetric, we obtain µ 1 = 0 and quickly decaying autocorrelations of returns. We can also calculate the nonlinear autocorrelations function of the modules of returns, by calculating linear autocorrelation functions of the other process that uses only positive half of the distribution h(x). This way, we obtain slow, power-law decay of the autocorrelation. As we assumed only one type of memory in this process, introduced unrealistically by the distribution ω(ν), it is not surprising that the ACF of the process depends on it. The surprising is the fact that in this model, the exponent of the decay of the nonlinear time ACF is the same as in the step ACF of waiting times. This fact motivated us to compare these two values for empirical financial data we use.
V. EMPIRICAL RESULTS
In the proposed model, the decay exponents (slopes on the log-log plot) of step ACF of ∆t and time ACF of |∆x| are the same. We can compare this prediction with empirical data. Of course, in empirical data we also observe long-term positive step ACF of |∆x|, which was not included in our model, so finally we can expect that the slope of time ACF of |∆x| should be slightly higher than the slope of step ACF of We see that our model does not fit perfectly with empirical data, but it is enough to estimate the slope of time ACF with accuracy around 10 %.
VI. CONCLUSIONS
We introduced the new Continuous Time Random Walks (CTRW) model with the long-term memory within consecutive waiting times. We assume that the consec- We applied the proposed model to the description of the autocorrelation functions observed in financial time series. Although we consider only step memory between waiting times and our model clearly does not describe financial data perfectly, we managed to show, that long term dependencies in waiting times are crucial in explaining the volatility clustering effect. Clearly, including long term memory in price changes absolute values into the model would improve it, and probably be able to explain volatility clustering phenomena better. However, our result advocates that the dependence between consecutive price changes, assumed for instance,
in the GARCH type model [70, 71] , is not the principal carrier of the memory in the volatility clustering phenomenon.
In Appendix, we sketch the solution for calculating the moments of the process in the limit of long times. All increments of the process ∆x are independent, so firstly we will focus only on the number of jumps. We calculate the probability P n (t) for n ≥ 0, which is the probability that it will be exactly n jumps up to time t. P 0 (t)
can be obtained directly from the definition, as the probability of no jumps in the time t is
where Ψ(t) is the sojourn probability for the waiting time distribution. For n ≥ 1 the process will be described by the number of series of waiting times k, waiting times in each series t i and the number of repetitions of waiting times in each series ν i . Particularly, the equations ν 1 + ν 2 + · · · + ν k = n and ν 1 t 1 + ν 2 t 2 + · · · + ν k t k ≤ t must hold. The soft propagator P n (t) for n ≥ 1 can be written as the sum of two parts:
1. the k-th series of waiting times t k repeated ν k times ended before time t and the process is still in the same position (the next waiting time will be from the new series), 2. the process is during the series of WT t k , which was repeated ν k times so far, in the time t.
For simplicity of notation, let's redefine Ω(ν) = ∞ n=ν+1 ω(n).
where δt = t − t i ν i . Next, we calculate the Laplace transform (t → s) and Z transform (n → z) to obtaiñ
Let's notice that the full soft propagator with included jumps can be easily expressed as the Z transform ofP n at the point z =h(k)
The first two moments of the process can be calculated as the derivatives of the propagator at the point k = 0:
where we introduced j n = j(n; s) = 
Next, we focus on the specific power-law memory. We set the distribution of the number of repeats to be Zipf's distribution with the parameter ρ: ω(ν) = ν −ρ ζ(ρ)
, ρ > 2.
The parameter ρ has to be bigger than two because the distribution of the number of the repeats must have finite mean not to break ergodicity. Also, we expand the moments into the series assuming very small s (so for the long times). To do that we need the expansions of the j(n; s) and J(n; s) for the n = {0, 1} < (ρ − 1). One can express j(n; s) as the power-law sum: j(n; s) = 1 ζ(ρ) 
The behaviour of the sum I can be estimated by the integrals
Therefore, we can approximate the sum I into series and finally obtain j(n; s) = C n s ρ−n−1 + C 0 n + C 
One can calculate
Moreover we can notice that C 0 1
Similarly we approximated J(n; s) = D n s ρ−n−2 + D 
concerning only terms increasing with time (s −α , α > 1): analytical and the most important power-law one. Switching to the time variables, we obtain:
The second moment can be expressed as m 2 (s) ≈ 2µ 
This gives us the variance in the time domain, presented in the main text.
