An efficient model for discovering repeated patterns in symbolic representations of music is presented. Combinatorial redundancy inherent in the pattern discovery paradigm is commonly filtered using global selective mechanisms, based on pattern frequency and length. We propose an alternate approach founded on the concept of closed pattern and enabling detailed analyses through adaptive selection of most specific descriptions in a multi-dimensional parametric space. A notion of cyclic pattern is introduced, enabling an adapted filtering of another form of combinatorial redundancy caused by successive repetitions of patterns. The use of cyclic patterns implies a necessary chronological scanning of the piece, and the addition of mechanisms formalizing particular Gestalt principles. This study shows therefore that automated analysis of music cannot rely on simple mathematical or statistical approaches, but needs rather complex and detailed modeling of the cognitive system ruling listening processes. The resulting algorithm is able to offer for the first time compact and relevant motivic analyses of simple monodies, and may therefore be applied to automated indexing of symbolic music databases. Numerous additional mechanisms need to be added in order to consider all aspects of music expression, including polyphony and complex musical transformations.
Introduction
This paper is focused on automated description of symbolic music, and presents an efficient algorithm for discovering repeated patterns. Repeated patterns are structures easily perceived by listeners, experienced or not, and represent therefore one of the most salient characteristics of musical works [13] .
Most music databases contain sound files of performance recordings, which correspond to the way music is commonly experienced. The underlying structure of music, on the other hand, is represented in a symbolic form -the score -that describes musical pieces regardless of the way they are performed. There exist numerous digital formats of symbolic music representation (MIDI [15] , MusicXML [10] , Humdrum [11] , etc.).
The pattern discovery system described in this paper is applied uniquely to symbolic representation. A direct analysis on the signal level would arouse tremendous difficulties. A pattern extraction task on the symbolic level, although theoretically simpler, remains extremely difficult to carry out, and its automation has never been achieved. Computer researches on this subject [3, 4, 5, 6, 14, 17] do not offer results close to the expectations of listeners or musicologists. Indeed, the combinatorial redundancy inherent in the pattern discovery task [19] has never been carefully considered in the musical context up to now. In our approach, redundancy is reduced through a focus on close patterns, that we have generalized to the multi-dimensionality of music using the subconceptsuperconcept relation introduced by Formal Concept Analysis theory [9] .
We propose an additional concept of cyclic pattern, in order to control another important factor of combinatorial redundancy never studied before, which could be applied to pattern discovery researches outside the musical context as well. Other mechanisms have been added, modeling Gestalt-ruled listening strategies. Our study shows therefore that an efficient automation of musical pattern discovery needs a detailed cognitive modeling of listening strategies.
2. An incremental multidimensional motivic identification
Definitions
Music is expressed along multiple parametric dimensions. This paper will focus on two main dimensions ( Figure 1 ):
• Melodic dimension (melo) defined by pitch differences between successive notes. (In scores, pitches are represented by the vertical position of the notes.) • Rhythmic dimension (rhyt) defined by durations between successive notes, and expressed with respect to metrical unit. For instance, in a 6/8 metric (whose metrical unit is the 8 th note) a dotted 8 th note correspond to the value 1.5. A repeated succession of descriptions forms a pattern, whose occurrences are these repetitions. The pattern can be modeled as a chain of states, each successive state representing each successive note of occurrences, and each successive transition describing each successive intervals between successive notes. The set of all motives can be represented as a prefix tree, since two motives with same prefix can be considered as two different continuations of this prefix. 
Identification of similarities
Patterns are generally not exactly repeated but transformed in multiple ways. These patterns should therefore be detected through an identification of their different occurrences beyond their apparent diversities. Current approaches follow two different strategies. One is based on numerical similarity, and tolerates a certain amount of dissimilarity between compared parameters [5, 17] . The main drawback of this strategy arises from the impossibility of fixing precisely similarity thresholds, on which identification decision are based, and hence insuring relevant analyses.
Reference cognitive studies [7] , on the other hand, assert that similarity does not come from numerical distance minimization, and propose instead an alternative strategy based on exact identification along multiple musical dimensions of various specificity levels. Several approaches to pattern discovery follow this second strategy of identification along different musical dimensions [3, 4, 14] and search for repetitions along each different dimension and product of dimensions.
Nonetheless there exist patterns that are progressively constructed along variable successive musical dimensions. These heterogeneous patterns cannot be identified by traditional approaches. For instance, each line of the score in Figure 2 contains a repetition of a same pattern: in the first half, both melodic and rhythmic dimensions are repeated whereas, in the second half, only the rhythmic dimension is repeated. The model presented in this paper is able to discover heterogeneous patterns. 
Incremental pattern construction
The basic principle of our algorithm, aimed at an exhaustive discovery of repeated patterns, refers to associative memory, i.e. the capacity of relating items that feature similar properties. The associative memory is modeled through hash tables related to the different musical parameters (i.e. melodic and rhythmic dimensions). A first set of hash tables store the intervals of the piece with respect to their values along each different musical dimension. For instance, two tables ( Figure 3, line a) Intervals sharing a same value form occurrences of an elementary pattern that simply represents this particular interval parameter. The elementary pattern is represented as a child (here b) of the root of the pattern tree (a). Each time a new pattern is created, new tables (at the right of node b) store all the possible intervals that immediately follow the occurrences of the new pattern (b). When any identity is detected in these new tables, a new pattern is created as an extension of the previous one (c, as an extension of b), and is represented as a child in the pattern tree, and so on. This algorithm enables a progressive discovery of the successive extensions of each pattern, either homogeneous or heterogeneous: the selection of musical dimensions defining each successive extension of a pattern may vary. For instance, in Figure 3 , the last extension of pattern abcde is simply melodic since the rhythm of the last interval in each occurrence is different. Besides, additional constraints have been integrated in order to insure a minimal continuity along these variable successive musical dimensions.
Combinatorial redundancy filtering
A running of the basic algorithm on musical examples, even simple, produces a huge number of patterns that do not correspond, for most of them, to actual perceived structures, and implies a combinatorial explosion. The complexity is commonly reduced through a filtering of the results following global criteria, such as a selection of longest or most frequent patterns [3, 4, 14] . However, this filtering does not improve the perceptive relevance of the results,and may arbitrarily discard interesting patterns.
Multi-dimensional closed patterns
In fact, the pattern discovery task implicitly leads to combinatorial explosion. Indeed when a pattern of length l is discovered, all its 2 l -1 subpatterns may be considered as patterns too and would then be discovered explicitly by the algorithm [19] . One way to avoid this redundancy consists in focusing only on maximal patterns, that is: patterns that are not subpatterns of other patterns. This heuristics enables a significant reduction of redundancy, but leads also to important loss of information. Pattern aij (which can simply be denoted by its last state j) in figure  4 is a simple prefix of pattern abcde (or e). It does not need to be explicitly represented, since the set of its occurrences (or pattern class) can be directly deduced from the class of its superpattern e. In figure 5 , on the contrary, the pattern class of j cannot be directly deduced from the pattern class of e, and should therefore be explicitly represented in the final analysis. This principle corresponds exactly to the notion of close pattern, which are patterns whose number of occurrences (or support) is not equal to the support of their superpatterns.
The model presented in this paper looks for closed pattern in musical sequences. For this purpose, the notion of inclusion relation between patterns founding the definition of closed patterns needs to be generalized to the multi-dimensional parametric space of music, defined in previous section. This problem can be solved using the Gallois correspondence between pattern classes and pattern description, as studied in Formal Concept Analysis theory in particular [9] : each pattern may be considered as a concept C=(G,M), where G is the pattern class, or set of objects of the concept, and M is the pattern description. A notion of subconcept-superconcept relation between concepts is defined: C1=(G1,M1) is a subconcept and C 2 =(G 2 ,M 2 ) is the corresponding superconcept, if the description M1 is included into the description of M2, and, reversely, the pattern class of G2 is included into the pattern class of G1. A subconcept will be called less specific than its superconcept [12] .
For instance, pattern abcde (in Figure 6 ) features melodic and rhythmical descriptions, whereas pattern afghi only features its rhythmic part. Hence pattern abcde can be considered as more specific than pattern afghi, since its description contains more information. When only the two first occurrences are analyzed, both patterns having same support, only the more specific pattern abcde should be explicitly represented. But the less specific pattern afghi will be represented once the last occurrence is discovered, as it is not an occurrence of the more specific pattern abcde. 
Avoiding redundant description of pattern occurrences
We have prolonged this attempt to optimize pattern descriptions by adding a principle of maximally specific descriptions of pattern occurrences: when a pattern occurrence is discovered (pattern e in Figure 6 ), all the occurrences of less specific patterns (pattern i) are not superposed on it, since they do not bring additional information, and can be directly deduced from the most specific pattern occurrence (e) and from the specificity relation (between e and i).
The less specific description should be taken into account implicitly though, because their extensions may sometimes lead to specific descriptions. For instance (Figure 7 
Generalization of patterns
New patterns can be discovered as simple generalizations of already known patterns. In bar 7 of Figure 8 , the two first notes form an occurrence of pattern h . The third note cannot however fulfill the known extension of pattern h into pattern i, because the melodic description melo = 0 does not match here. However, as the rhythmic description rhyt = 2 matches, a new extension j is discovered as a generalization of pattern i.
The less specific patterns, although usually not explicitly represented in the analysis, should be updated if necessary. In particular, when a generalization of a pattern is discovered, the generalization of all its more general patterns should also be considered. For instance, as i has been generalized into j, it should also be inferred that c is generalized into k in the same way. Hence the analysis of the next bar (8) consists simply in recognizing this general pattern k already known.
A cycle-based modeling of repeated patterns
Combinatory explosion can also be caused by successive repetitions of a same pattern (for instance the rhythmic pattern in figure 9 ). As each occurrence is followed by the beginning of a new occurrence, each pattern can be extended (leading to pattern abcd) by a new interval whose description is identical to the description of the first interval of the same pattern (i.e., pattern ab). This extension can be prolonged recursively (into abcde, abcdef, etc.), leading to a combinatorial explosion of patterns that are not perceived due to their complex intertwining [2] . 
Cyclic patterns
The graph representation (Figure 9) shows that the last state of each occurrence of pattern abc is superimposed on the first state of its following occurrence. Listeners seem to tend to fusion these two states, and to perceive a loop from the last state (c) to the first state (a) (Figure 10 ). The initial acyclic pattern abc leads therefore to a cyclic pattern that oscillates between two states b ' and c', corresponding to rhythmic values 1 and 2. Indeed, when listening to the remainder of the musical sequence, we actually perceive this progressive oscillation between these two states b' and c', which correspond to the two rhythmic values. Hence this cycle-based modeling explains a common listening strategy, and resolves the problem of combinatorial redundancy.
This phenomenon of successive repetition, although very frequent in musical expression, has been rarely studied [2] . The combinatorial explosion generated by the phenomenon is reduced by selecting, once the analysis completed, patterns featuring minimal temporal overlapping between occurrences. The trouble is, as the selection is inferred globally, numerous interesting and relevant patterns are discarded. Besides combinatorial redundancy remained problematic since the filtering was carried out after the actual analysis phase. Our focus on local configurations enables a more precise filtering.
Multi-dimensional cyclic patterns
The application of this concept on the multidimensional musical space requires a generalization of specificity relations, defined in previous section, to cyclic patterns. A cyclic pattern C would be considered as more specific than another cyclic pattern D when the sequence of description of pattern D is included in the sequence of description of pattern C. In Figure 11 , the seven first notes of the cycle oscillate around the cyclic PC b'-c' simply composed of an oscillation between two rhythmic values of quaver and crochet (rhyt = 1 and 2), the second interval also associated with a unison interval (melo = 0). Then a more specific cycle d'-e' includes an ascending interval (melo = +1), and is generalized after four notes into cycle d''-f' that does not feature the unison interval any more. Moreover, following the rule of generalization of generalized patterns explained in paragraph 3.3, the more general cycle b'-c' too needs to be generalized into a cycle b''-g' where the unison interval has been discarded. These different cycles are actually perceived by the listener. Moreover, the integration of this phenomenon into the model helps insuring the relevance of the results and avoiding numerous unwanted combinatorial redundancies.
The figure/ground Gestalt rule
Another kind of redundancy appears when occurrences of a pattern (such as the melodico-rhythmic pattern c in Figure 12 ) are superimposed on a cyclic pattern (b'), such that the pattern (c) is more specific than the cycle period (b', which is simply rhythmic). In this case, the intervals that follow these occurrences are identical, since they are related to the same state (b') of the cyclic pattern. Logically the pattern could be extended by the successive extensions of the cyclic patterns (leading to patterns d, e, etc.). This phenomenon, which may frequently appear in a musical piece, would lead to another combinatorial proliferation of redundant structures if not correctly controlled by relevant mechanisms. On the contrary, following the Gestalt Figure/ Ground rule, listeners tend to perceive the pattern c as a specific figure that emerges above the periodic background. Following this rule, the figure cannot be extended (into d) by a description that can be simply identified with the background extension. 
Results
The resulting algorithm, called kanthus, was first developed in Common Lisp as a library of OpenMusic [1] . A new version in C will be included in the next version 2.0 of MIDItoolbox [8] , a Matlab toolbox dedicated to music analysis. For the moment, the model can only analyze monodies (i.e. musical pieces constituted by a series of non-superposed notes). Thanks to the complex modeling of listening strategies, the automated analysis system is able to offer a clear pattern description of simple musical pieces, corresponding mostly to actually perceived structures.
Experiments
The model has been tested with different musical sequences taken from several musical genres (classical music, pop, jazz, etc.). Table 1 shows some results. The experiment has been undertaken with version 0.6.5 of kanthus using OpenMusic environment on a PowerMac G4 with a 1-GHz processor. Acyclic patterns of less than 3 notes have been removed from the results. A musicologist expert has validated the analyses and the proportion of patterns considered as relevant is displayed in the table. For instance, figure 13 shows an analysis of a medieval song called Geisslerlied.
The analysis of the French song Au clair de la lune displays 26 patterns for only 44 notes. This is due to the fact that the successive steps of progressive generalization or specification of cycles are currently modeled by distinct intermediary cyclic patterns, which will be removed in further works.
The analysis of The Beatles' Obla Di Obla Da melody shows 20 relevant pattern classes: chorus, verses, phrases and motives inside each of these structures. The 7 irrelevant patterns are simply redundant patterns subsumed by the 20 relevant ones.
Figure 13. Analysis of a Geisslerlied.
In all these pieces, some patterns are considered as irrelevant by the musicologists because they cannot be perceived as such by the listeners. Additional mechanisms should be added to prevent these irrelevant inferences, based on short-term memory, top-down mechanisms, etc.
Algorithm complexity
The algorithm complexity may be expressed first in terms of discovered structures: proliferation of redundant patterns, for instance, would lead to combinatorial explosion, since each new structure needs proper processes assessing interrelationships with other structures, and inferring their possible extensions. Hence a maximally compact description insures in the same time the clarity and relevance of the results and the limitation of combinatorial explosion. Complexity may be considered also with respect to the technical implementation of the modeling. The proposed algorithm needs therefore further optimizations. The model should include segmentation mechanisms that merge notes closed in time or pitch domain, and, reversely, segment between distant notes, following Gestalt rules of proximity and similarity [13, 3] . Our approach will focus in particular on the complex interrelations between the two rules of pattern discovery and Gestalt segmentation. For instance, pattern repetitions may be masked due to important temporal gaps within one of the occurrences.
Musical transformations and polyphony
Musical transformations should be considered, such as local insertion or deletion of notes. Solutions have been proposed [6] [16] [17] , based on optimal alignments between approximate repetitions using dynamic programming and edit distances. We are developing algorithms that automatically discover, from the rough surface level of musical sequences, musical transformations revealing the sequence of pivotal notes that form the deep structure of these sequences. These mechanisms induce new connections between nonsuccessive notes, transforming the syntagmatic chain of the original musical sequence into a complex "syntagmatic graph". The direct application of the pattern discovery algorithm on this syntagmatic graph will enable the detection of approximate repetitions and require the introduction of further perceptual heuristics in order to select precisely the relevant results.
The model will be generalized to polyphony -which are sequence containing temporal superpositions of notes -following the same syntagmatic graph principle. We are developing algorithms that construct, from polyphonies, syntagmatic chains that represent distinct monodic streams. These chains may be intertwined, forming complex graphs along which the pattern discovery algorithm will be applied. We will then extend the scope by considering pattern of chords.
Applications to musical databases
The automated discovery of repeated patterns can be directly applied to automated indexing of musical content in symbolic music databases. This approach may be generalized later to audio databases, once robust and general tools for automated transcription of musical sound into symbolic scores will be available [18] .
A new kind of similarity distance between musical pieces may be defined, based on these pattern descriptions, offering new ways of browsing inside a music database using pattern-based similarity distance.
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