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L ABSTRACT 
"Inexistência de blow-up hiperbólico simples para a equação 
quasi-geostrófica" 
Title: '\onexistence of simple hyperbolic blmv-up for the quasigeostroph-
ic equation 
This master dissertation deals with the quasigeostrophic equations, 
a system of integro-differential equations that has been proposed as a 
model for the process of large-scale front formation in the atmosphere. 
These equations have a structure that resembles the system of two di-
mensional incompressible and ideal fluid dynamics but, in their scaling 
behavior, they bear an important analogy with the three dimensional 
equations. An important problem of current interest is the possibil-
ity of spontaneous singularity formation in initially smooth solutions 
of the quasigeostrophic equations, a problem bearing similarity with 
the celebrated analogous problem regarding solutions of 3D Euler and 
'\avier-Stokes. The main objective of this dissertation is to examine 
the unexpected Cordoba Theorem (D. Cordoba, Ann. of Math. 148 
(1998), 1135-1152), where it was established the impossibility of sin-
gularity formation through simple hyperbolic blow-up, which had been 
previously proposed and numerically investigated as a probable mech-
anism for singularity formation. 
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2. RESC'\10 
A presente dissertação de mestrado trata sobre as equações quasegeostró-
ficas, um sistema de equações integro-diferenciais que se propõe como 
modelo para o processo de formação de frentes em larga escala na at-
mosfera. Estas equações possuem uma estrutura semelhante ao sistema 
de equações da dinâmica dos fluidos ideais e incompressiveis em duas 
dimensões espaciais, mas com relações de escala que tem uma analogia 
importante com as equações em tres dimensões espaciais. Uma questão 
importante presente na literatura é a possibilidade de formação espon-
tanea de singularidades em soluções inicialmente suaves das equações 
quasegeostróficas, em analogia com a famosa questão análoga para 3D 
Euler e :\'aYier-Stokes. O objetivo principal da dissertação é examinar 
o surpreendente Teorema de Cordoba (D. Cordoba, Ann. Of Math., 
148 (1998) 1135-1152), que estabelece a impossibilidade de formação de 
singularidades pelo processo de blow-up hiperbólico simples, que havia 
sido proposto e estudado numericamente como o mecanismo provável 
para formação de singularidades. 
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3. INTROD1:Ç.Ã.O 
Cm importante problema em dinâmica dos fluidos é responder se 
dado uma condição inicial suave, existe solução global no tempo. Neste 
contexto, considere o sistema de equações de Navier-Stokes para um 
fluido incompressível: 
(1) u, -'- ( u . v) u -Vp+v!:lu+g 
v· u - O, 
com condição inicial u(x, 0). Quando v = O, o sistema é chamado 
equações de Euler. 
O " millennium prize problems" número seis é o seguinte: 
Se u(x. O) é suave então existe solução u(x, t) suave para todo t? 
Para mais detalhes consultar o endereço [30]. 
Cm resultado conhecido, é que existe solução local suave no tempo 
([16]). Por [20], a resposta para essa pergunta em duas dimensões é 
sim. Em três dimensões ainda é um problema em aberto. 
Neste trabalho consideraremos a equação quasi-geostrófica em 2D do 
tipo escalar ativo ( QG) : 
(?1 -; 
B(:r, O) = 110 suave. Aqui () = B(x, t), com :r E R 2 t E R_,_, é um 
escalar. u é a volocidade, e 1/; é a função corrente ( função stream). 
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Em [26], P, Constantin e J, Wu apresentam resuitados de existência 
e suavidade de solução fraca para uma versão generalizada do sistema 
(2), junto com algumas estimativas de decaimento, 
0' a seção 6 deste trabalho é feita uma analogia entre o sistema ( 1) 
em três dimensões, para o caso p = O, v = O e g = O, e o sistema quasi-
geostrófico (12): mostrando a importância do estudo das equações QG 
para a solução do problema em aberto, 
A referência [24] motivou o desenvolvimento de [5], na medida que 
fornece respaldo numérico para as hipotéses presentes em [5], Em [24], 
P. Constantin, A. :Vlajda e E. Tabak, através de experimentos numéri-
cos junto com alguns resultados teóricos, chegaram à seguinte conjec-
tura: 
"Se a topologia das curvas de nível da solução para a equação 
quasi-geostrófica em 2D do tipo escalar ativo, em uma região 
de altos valores para o módulo do gradiente, não tiver um 
cenário do tipo sela hiperbólica, então não é possível acontecer 
uma singularidade em tempo finito ", 
Pode-se fazer uma pergunta complementar a essa conjectura: " Se 
a topologia das curvas de nível tiver um cenário hiperbólico, ocor-
rerá o colapso das hipérboles e a consequente singularidade? " Es-
tá é a questão a ser discutida nessa dissertação, Simulações numéri-
cas mostraram evidência de um comportamento singular sob essas 
condições. \'o teorema principal de [5], que é examinado nesta disser-
tação, D, Cordoba mostra que o colapso não pode ocorrer em tempo 
finito, Além disso obtem-se uma estimativa para o fechamento do ângu-
lo entre as assíntotas das hipérboles, O fato de não fechar mais rápido 
que uma dupla exponenciaL elucida a característica do fenômeno que 
gerou os erros das previsões numéricas, 
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Fazendo uma comparação com resultados anteriores, no artigo existe 
uma maior liberdade para a deformação das curvas de nível com o 
tempo. se confrontado por exemplo com [6]. 
Em [5], Remark 6, D. Cordoba faz o seguinte comentário para oca-
so em que a topologia das curvas de nível é elíptica: o colapso das 
elípses também não pode acontecer mais rápido que uma dupla ex-
ponencial (colapso das elípses significa fechar em direção ao semi-eixo 
maior). Isto é esperado pois, pelas técnicas empregadas, o importante 
é o comportamento polinomial (de cônicas) das hipérboles. 
:\a última seção são discutidos a extensão dos métodos para equações 
com propriedades parecidas a QG e uma generalização para fluidos 
2D. \'o caso das equações de Euler e NJHD, resultados análogos são 
encontrados (ver [7], [11] e [10]). 
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4. PREL!:VIII\ ARES 
4.1. Definições e notações básicas. :\esta seção iremos fazer al-
gumas definições e assumir algumas notações que serão utilizadas na 
presente dissertação. 
Ordem de grandeza. 
Sejam a(t) e b(t) duas funções reais com mesmo domínio real U. 
Dizemos que a(t) é da mesma ordem de grandeza ou aproximadamente 
igual a b(t), se existir constantes positivas C1 e C2 , independentes de 
t, tais que 
para todo t E U. 
Denotamos essa relação por a(t) ~ b(t). É fácil mostrar que~ é uma 
relação de equivalência. 
Definição de O(f(x)). 
Sejam f e g duas funções de Rn em R. Dizemos que g(x) = O(f(x)) 
em x =a, se 
1~ (~i~D < ~. 
Em particular se a = O e f(x) = x, temos que g(x) = O(f(x)) = 
O(x) se 
o que equivale a dizer que existe o > O tal que, se lxl < o, então 
\g(x)l :S: (e+ ICi)lxl 
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para algum e > O, 
Norma de um operador linear, 
Seja Y um espaço vetoriaL Considere T F -7 , um operador 
linear sobre , Definimos a norma de T como 
I!T!! = sup !T(x)! 
ixl=l 
É fácil mostrar que o operador é continuo se e somente se I :Til < x 
(ver [13]), 
Desigualdade de Cauchy-Schwarz, 
Seja uma espaço vetorial normado, com a norma gerada por um 
produto interno, Se a e b forem dois vetores em V então vale a de-
sigualdade 
I < a, b > I :::; lia! I , IIW 
Espaços LP 
Considere um espaço de medida (X, JH, p} Se f for uma função 
mensurável em X e O < p < x, então definimos 
LP(X, J!I, p) = {f : X -7 C: f mensuravel e li fi IP < x}, 
onde 
É fácil ver, que o espaço LP é uma espaço vetorial completo com a 
norma !!f!IP (ver [15]), 
Desigualdade de HoldeL Suponha que 1 :::; p :::; x e ~ + ~ = L Se f 
e g forem mensuráveis em X, então 
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li fg!i <'''I ,. lil- liJ 
Para a demonstração ver [15]. 
Multi-indice 
Um multi-índice é uma n-upla ordenada de inteiros não negativos, 
ou seja, a = (a,. .... , an) onde cada a 1 E . Define-se as seguintes 
operações associadas a um multi-índice a: 
I I _ ~n 1 _ Iln r e>o _ 1 a )"' ( i'! )"n o _ Iln .C>i o -L.d();i,O:.- lO:i:,u -\axl ····,axn/ ex- lXi. 
O espaço vetorial CJ ( Rn) 
Definimos o espaço vetorial das funções j diferenciáveis CJ (Rn) como: 
C i ( Rn) = {f : Rn -+ R tal que 8" f ( x) existe e é continua para 
qualquer a tal que ial = j E N}. Se f E CJ(Rn), então dizemos que 
f é j -continuamente diferenciável. Se f E CJ(Rn) para todo j E N, 
então dizemos que f E C00 (Rn) ou que f é suave. 
Semi-norma CJ(Rn) 
Seja f E CJ(Rn), j 2: l. Definimos a semi-norma CJ(Rn) de f como 
li.flb = sup (t 18" fi) · 
xERn [o:j=l 
O espaço vetorial C1 (Rn) é um espaço de Frechet com a família de 
semi-normas {I i i b}. 
Espaço de Schwartz 
Seja N E N e a um multi-índice. Definimos 
I (S.o) = sup (l + ixl)'io" f(x)l 
xER2 
e 
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s ={f E coo(Rn): llfl!ov,o) <X para todo 'o:}, 
5 é chamado espaço de Schwartz, Assim vemos que S é o espaço 
de todas as funções coo que se anulam no infinito mais rápido do que 
qualquer polinômio de jxj, junto com todas as suas derivadas, Para 
maiores detalhes ver [15], 
Convolução 
Sejam f e g funções mensuráveis em Rn, A convolução de f e g é a 
função f * g definida como 
(f* g(x)) = {' f(x- y)g(y)dy, }R' 
para todo x tal que a integral exista, 
Se f E I 1 g E Ck, e â"g é limitada para jo:l:::; k, então 
f* g E Cke â"(f * g) =f* âag, 
para :ai ::; k, Isto é, basta que uma das funções seja suave para a 
convolução ser suave, Para a demonstração ver [15], 
Transformada de Fourier 
Seja f E L'(Rn), Definimos a transformada de Fourier de f (No-
tação: ](E,)) como 
Transformada de Fourier da convolução 
Se f,g E U(Rn) então 
l1 
(f* g)' (Ç) = ](Ç)g(Ç). 
Gradiente perpendicular 
Seja t· = ( 1:1 . v2 ) E R 2 Definimos o vetor perpendicular v-'- de v como 
Seja f uma função diferenciável de R2 em R. Definimos gradiente 
perpendicular de f (:\otação: v-'.) como 
4.2. Um Lema de existência de limite. Seja f: [a,b) --t R uma 
função limitada, com derivada limitada. Então existe limx-+b f(x). 
Demonstração 
Suponha que limx-+b f ( x) não exista. Como f é limitada, existem 
duas sequências, a saber (xnJk: 1 e (xsJk'~:• convergindo para b, tais 
que 
Xn,. < x,, 'ik E N e L1 =I L2. Para cada k, existe ik E (xn~o, xsJ tal 
que 
Corno / ( x) é limitada, 
limsup/(xk) < oc. 
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Por outro lado, 
Portanto temos um absurdo e segue o enunciado do Lema. Poderíamos 
tirar a hipótese de f ser limitada, pois como a derivada é limitada em 
um intervalo limitado, então a função também tem que ser limitada. 
4.3. Operadores do tipo multiplicador de Fourier. Seja To op-
erador em 5 definido da seguinte forma: 
~ ~ 
T(f)(E,) = m(E,)f(E,), onde m(x) é uma função tal que existe um 
polinômio P satisfazendo 
\m(E,)I ~ C\P(\E.I) 1,, 
para todo E, E Rn. Como f pertence a 5 então m(x)[(x) E L2 Assim 
T(.f) está bem definida, como a inversa de Fourier de m(x)[(x). A 
função m(x) é chamado o multiplicador de Fourier para o operador T. 
4.3. L Potências fracionárias do Laplaciano. Seja f E 5. Definimos T = 
-..:.~, p E R,por: 
E -(-..:.'ff(x) = (27T\xi)Pf(x). 
Notemos que, para p = 2, recaímos na definição tradicional do Lapla-
ciano. Como o primeiro termo do produto não pertence a L2 , não 
podemos usar o teorema da transformada de Fourier da convolução 
para inverter a transformada de Fourier. Cm caso de especial inter-
esse para essa dissertação é o de p negativo. Se p = -a onde O < 
a < n,então é possível fazer a inversão através do seguinte resultado: 
Lema: Para toda função f E 5 e O < a < n vale a identidade 
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onde 
Para a demonstração ver [14]. 
Usando o lema acima para calcular a inversa da transformada de 
Fourier de (-t:. -~f f encontramos 
(-l:.~f)(y) = ((-l:.~Jnv(y) = jll:" (27rlxi)-"F(x)e21r'Y"dx = 
- !R" (27rlxi)-"'(f(x- y))" = I(~) !R" ixl-n+a f(x + y)dx. 
Para o caso em que n = 2 e a= 1, temos o caso do Laplaciano a 
1 . 
-2. 
(-t:.-~f)(y) = 2. r f(x+y)dx = 2. r f(x) dx. 
21r J Rn lxi 21r J R" ix - vi 
4.4. Propriedades de conservação das equações de transporte. 
Considere um domínio n, ocupado por um fluido. Classicamente, seu 
estado é descrito através das variáveis densidade p, pressão p e veloci-
dade u = ( u1, u2, u3). 
Existem duas maneiras equivalentes de descrever um fluxo: A Eule-
riana que corresponde a determinar as grandezas p, p e u para cada 
ponto do fluido em um determinado instante, e a Lagrangiana que cor-
responde a expressar o fluxo através das trajetórias individuais de suas 
partículas (ver [22]) : 
Dizemos que X = X(a, t) é a descrição Lagrangiana de um fluxo 
suave u = (xbx2,x3, t), se X satisfaz a EDO: 
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(3) d dt = u(X, t) 
X(o:,O)=o: 
Ambas as descrições são úteis, e por isso torna-se importante en-
contrar o J acobiano da mudança de variáveis entre elas. Considere a 
notação J = J(o-, t) = det[~~](o-, t). Em [1], mostra-se que 
(4) :/(a, t) = div(u)(X(o-, t), t)(J(o-, t)). 
Considere um campo u = u(x1 , x 2 , x3 , t) e uma função diferenciável 
escalar e ( x, t), com x E Rn e t E [O, oo). Define-se derivada material 
de () com respeito ao campo u da seguinte forma: 
(5) 
Da última equação é fácil notar que calcular a derivada material 
equivale a calcular a derivada ao longo das trajetórias de partículas. 
Se g,e(x, t) =O, então dizemos que e é transportado pelo campo u. 
Proposição 1: Seja f : R ---+ R uma função diferenciável. Se e for 
transportado pelo campo u, então f(e) também será transportado pelo 
mesmo campo. 
Demonstração: 
Sabemos que ;j,e(X(o:, t), t) =O. Calculando f,f(e(X(o-, t), t)) temos 
:/(e(X(o-, t), t)) = j'(e(X(o-, t), t)) · :te(X(o-, t), t) =O, 
pois f é diferenciável. 
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Proposição 2: Se () for transportado pelo campo u e div(u) O, 
então 
:t r e(x, t)dx =o, Jn, 
ou seja, JCJ, e(x, t)dx é conservada no tempo. 
Demonstração 
Calculando primeiro f,J(o-, t) = div(u)(X(o-, t))(J(a, t)) =O, pois div(u) =O. 
Agora calculando f, JCJ, B(x, t)dx, temos 
di. d1· 1 dX dJ 
-d e(x, t)dx = -d !i(X(o-, t), t)J(X(o-, t))do- = (!i,J +v e. -d J + e-d )do-= 
t . n, t Do Do t t 
Se tomarmos f(x) = xP temos pela Proposição 1, que Jn. ()P(x, t)dx = 
const. 
Em particular, para o sistema quasi-geostrófico, temos 
div(u) = div('Vj_?j;) =O. 
Portanto pelas Proposições 1 e 2, com f ( x) = x 2 , obtemos 
dd ll!iiiL = r !i
2 (x, t)dx = const. 
t )R, 
Assim vemos que o sistema quasi-geostrófico conserva a norma L2 
Conservação da norma roc : 
Suponha que ii!J(x,O)IILoo < X. Assumindo que e é transporta-
do, temos que f,e(X(o-, t), t) = O. Assim ao longo das trajetórias de 
partículas, e é constante. Logo, para t fixo, 
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sup !IJ(x, t)l - sup jiJ(X(o:, t) t) = sup jiJ(X(o:, 0), O)j 
xER2 a:ER2 oER2 
sup lO( o:, O)j = llt1(x, O)]IL=· 
QER2 
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5. ORIGEM FÍSICA DO PROBLE'\IA 
':\esta seção faremos uma dedução resumida das equaçoes quasi-
geostróficas. Maiores detalhes podem ser encontrados na referência 
[18]. 
5.1. Equações do movimento em coordenadas esféricas. O cenário 
onde aplicaremos as equações de fluídos é a atmosfera. Por isso vamos 
expressar as leis da dinâmica de um fluído em coordenadas esféricas. 
Seja B. 6 e r a latitude, longitude e a distância ao centro da terra 
respectivamente. As velocidades leste, norte e vertical são u, v, e w 
respectivamente. Se D é a velocidade angular da terra, a equação de 
conservação da massa em coordenadas esféricas toma a seguinte forma: 
(6) 
onde 
Dp , [iJw . 2w 1 iJ(vcose) .. 1 iJu.] ~p -~-+ -r =0 Dt . iJr r r cos e oe r cos e ocp 
D [) u [) VO [) 
-=-+ +--+w-. Dt ot r cos e odJ r [)() iJr 
E as equações de conservação do momento são 
(7) 
' . 
Du uw uv . 1 iJp J 
- + - - - tan e - 2flv sm e + 2Dw cose = - + - 0 Dt r r pr cos () o<jJ p 
(8) 
(9) 
Dv , vw u2 . . 1 op . Je 
- , - - - tan e -c- 2Du sm e = --- -;- -. Dt r r pr [)() p 
Dw u2 + v2 
---Dt T 
. 1 op Ir 
- 2Ducose =- - + -. 
p OT p 
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onde J, ,para i = 9, () e r, são as componentes das forças de atrito 
agindo no fluido. 
'\ote que temos cinco incógnitas. p, u, v, w e p, e quatro equações. 
Portanto o sistema ainda não é fechado. 
5.2. Variáveis adimensionais. Em geofísica, geralmente, os fenô-
menos possuem uma escala de variação definida. Por exemplo: suponha 
que tenhamos a informação de que em um certo lugar os ventos na al-
tura de lkm, possuem velocidades horizontais da ordem de 20 m/ s 
Então escrevemos as Yariáveis u (Yelocidade) e z (altura) como: 
F I L I u=uu ez= z, 
sendo U igual a 20m/ s e L igual a lkm. As YariáYeis u1 e Z 1 são 
ditas as YariáYeis adimensionais para o fenômeno. U e L são ditas 
as escalas de Yariação do fenômeno. A aproximação geostrófica, a ser 
utilizada posteriormente, falha em regiões próximas ao equador. Vamos 
supor que o problema em questão ocorre em latitudes médias com uma 
latitude central () 0 . Sabendo que r 0 é o raio da terra, introduza as 
seguintes Yariáveis: 
(lO) X 9ro cose o 
y (e-Ba)ro. 
(11) z r - r 0 
Temos as seguintes relações: 
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a a 
aq, - ToCOS e o ax (12) 
a a 
a e - To-ay 
( 13 J a a aT - az 
Csando variáveis adimensionais, expressamos x, y, z, t, u, v e w como: 
(14) I I I L- I x = Lx ... y = Lv . z = Dz . t = -t e 
u. . u 
u = 
r~ r _ , D _ , 
c:u.v=úv.w=-úw. 
. . L 
Podemos expressar a pressão e a densidade como medias globais no 
nível z, mais um complemento de flutuação. Y!ais precisamente, temos: 
p Ps(z) + p(x, y, z, t) (lõ) 
(16) p - p,(z) + p(x, y, z, t) 
A escala de variação de p é 
(17) PPfoL. 
Por isso podemos escrever: 
onde p' é a variável adimensional associada com p. 
Em fenômenos de larga escala, como o quasigeostrófico, a aproxr-
mação hidrostática é uma boa suposição. Assim a escala de variação 
de üdiJ é 
' 20 
onde 
PPfoL 
D 
!o = 2ít cos 00 
é o parâmetro de Coriolis na latitude 110 . Assim, como pg é da mesma 
ordem que de grandeza que ~~, a flutuação de densidade p pode ser 
estimada por 
Logo podemos escrever p como 
(18) p = Ps (z )[1 + éFp], 
onde 
U j2L2 
E= -- e F= - 0-. foL gD 
F é chamado o número de Rossby. E pode ser interpretado como 
uma comparação entre o efeito da velocidade angular do fenômeno e 
da terra na latitude 110 . Se a velocidade relativa é pequena, isto é, se o 
número de Rossby for pequeno temos a aproximação 
(19) éJps ( éJz = -ps z)g. 
Se substituirmos as equações (14), (17), (18) e (19) nas equações do 
momento obtemos, depois de dividir por constantes apropriadas, as 
seguintes equações: 
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(20) 
(21) 
(22) 
(23) 
onde 
e 
{ 
du L , _ } sin e cose 
E ~ +- ÓU1L'- uutanej -V-.--+ OW-.--
dt r, · sm e o sm e o 
- COS IJo To Op 1 J*9 
--=-+--. 
cosO r. àx l -,=.Fp p*L-j0 
E ~ + -:ovw- u tanei - u-.-{ 
dv L , 2 , } sin e 
dt r,' · smeo 
To àp 1 J.e 
- -'---e 
r,oyl+E':Fp' p*Ufo 
d O COSe To O To O O 
--::::- = -+u----+v--+w-
dt ot c os e r* ox r* oy o z 
O subscrito * denota as variáveis dimensionais. 1'\ote que 
r, _ (L) 
- = 1 +à - z. 
ro ro 
Para a equação da continuidade (10), temos 
(24) 
êFd!-'- (1 + E:Fp) r U' ops + ow 7 2D w + OL'To- ~vtane +To cosilo ou 1 
dt LPs oz oz r* oy r, r, r, cose ox J 
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=o. 
Os termos de atrito serão considerados apenas em camadas limitadas; 
a saber em camadas próximas a superfície. No presente problema, como 
estamos tratando da circulação atmosféricas em alturas da ordem de 
lOkm, vamos desprezar as forças de atrito. 
Defina 
e 
Repare que 
20 
30 = -cos80 = 
r o 
3-l - u 
30 L L 
-- = -cot80 . fo ro · 
tem escala de variação lc. Assim 
r o 
c 
tem escala de variação 
L 
Na atmosfera, ventos em larga escala (lOOOkm de extensão hori-
zontal), na altura de lükm (troposfera) tem velocidades da ordem de 
10m/s. Em médias latitudes fo 2' 10-4s- 1 e 8 0 2' 10-11cm- 1s- 1 '\es-
tas condições temos 
(25) E "" 10-1 , ,3 2' 1, 
(26) 10-r ~ s: D ~ 10-2 ~ 2 F "" =E, u = L = =E e 
(27) 
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Estamos interessados em aproximar as equações do momento e da 
continuidade sob as condições 
(28) E<<le3"õ'l. 
Repare que as condições atmosféricas citadas estão de acordo com 
(28). :"Jote também que (28) implica em um número de Rossby pequeno 
(F). 
Assim, expandimos sin e, c os e e tan e usando Taylor e substituímos 
para encontrar um novo sistema de equações. '\esse sistema as variáveis 
u, v. w e p estão implicitamente relacionadas com L, D, r0 , E e U. 
Expandindo u, v, w e p em suas ê- series, isto é 
u(x, y, z, t) = uo(x, y, z, t) + su1 (x, y, z, t) ....... . 
e substituindo no sistema obtido, podemos encontrar u0 , v0 , w0 e p0 
depois de usar as aproximações E "õ' ~ < < 1 e .3 "õ' L Após extensos 
cálculos, encontramos: 
(29) V o 
uo -
Po 
(30) o 
éJpo 
ox 
opo 
oy 
-1 a 
--(p Po) p, i)z s 
1 éJ 8u0 avo 
--0 (wopsJ +-;:;-- + -;)· Ps Z ux uy 
Portanto. usando as duas pnmerras equações do sistema (29) na 
equação (30), temos 
8 
o = az (wops). 
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Como existe uma altura z, tal que w0 ~O para E << 1 (ver [18]), 
então w 0 é sempre igual a zero. Precisamos substituir a perda dessa 
equação expressando w em termos de ordem superior em E; ou seja 
(31) ']'' - r.:w- -L _...2u· u.J - '-' l I C '2•••• 
Substituindo em (20), (22), (23) e (24), e usando a aproximação 
geostrófica ê < < L obtemos a equação da vorticidade 
(32) do((o + i3y) _ 2_i!_t , ) d - "' \PsWl ' t Ps UZ 
onde ( 0 é a vorticidade, ou seja, 
( - avo - auo o - i]x ay . 
:\este ponto, ainda estamos com um sistema que não é fechado, pois 
temos cinco equações e seis variáveis. Para completar a teoria e fechar 
o sistema precisamos de mais uma relação envolvendo w 1 . Para tanto 
vamos fazer considerações termodinâmicas. 
5.3. Equações de estado de um gás. Na atmosfera as equações 
termodinâmicas e a lei dos gases ideais são uma boa aproximação para 
as suas relações de estado. A primeira lei da termodinâmica na forma 
da equação do calor é 
(33) dT = ..!.__ v2T + 9_, dt pCp Cp 
Usando a temperatura potencial e para reescrever (33), obtemos 
(34) de = _e_ (~v2T + Q). dt CPT p . 
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onde 
(35) (Po) c~ B=T -p 
sendo p, p e T relacionadas por 
(36) p = pRT (lei dos gases ideais). 
R é a constante para o ar. Substituindo (36) em (35), encontramos 
(37) _ Po (p)~ p-- -
RB Po 
onde ~~ = g~. Para a densidade temos a seguinte relação: 
P = Po(l- a.(T- To)), 
onde a. é o parâmetro de dilatação. 
5.4. Equação de vorticidade quasi-geostrófica. '\esta sub-seção, 
voltaremos a utilizar as versões dimensionais ( subscrito *) das var-
iáveis. Por (37). sabemos que 
1 
lnB* = -lnp* -lnp*. 
"'/ 
usando o desenvolvimento de Taylor para ln(l + x) e substituindo 
as expressões para p e p, encontramos 
(38)n e* 
Portanto 
(39) B* = B,(z)(l + cFB(x, y, z, t)) 
e 
lne,(z) = ~ lnp,(z) -lnp,(z) + const. 
I 
Expandindo e em E -séries, temos: 
Csando a equação (??) encontramos 
Csando 
em 
obtemos 
( 40) 
1 (p,gD) Bo = - Po +- -- Po· 
!' Ps 
8p, gDp = --
s 8z 
-1 3 
Po = -c;-(P,Po) , p, uz 
eo = 8po - Po_l:_ 8e, . 
8z e, 8z 
Para a atmosfera, na altura de 10km, temos que 
logo 
( 41) 
18e, D18e, , 
-- = --- ~ 10-". 
e, 8z. e, e, 8z* . 
1 ôe, 
--~E. 
e, ôz. 
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Assim. usando a aproximação geostrófica (e:<< l),chegamos a aprox-
imação hidrostática 
e _OPa 0
- 3z · 
Substituindo (39) em (34), obtemos 
( 42) de - _)_ dt . 
onde 
( 43) k ~1 - - '"' 2T -'- Q lV * - V "' , *• p, 
Denotando 
. ( IV!, ) gD 
M = CvT, U2 fo' 
e substituindo (31) em (42), podemos escrever 
( 44) 
onde 
e 5 é o parâmetro de estratificação. S é dado por: 
F _, "(J "2D2 5( 1 = ___ u_, = ~
Z; es az JJU ' 
onde 
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y2 _ g d(Js _ 1 g d(J, 
• s - (} s dz - D (} s dz · 
Como F""' E. por (41) temos 
Resolvendo ( 44) em função de w1 e substituindo em (32), temos: 
(45) 
_l:_ ~ ( p wr) = L!!_ ( p,:vf \ - _l:_ do (~ [Ps e o]) + 5-l ( OUo oBo + OVo E!() o 
Ps az' s P.s oz 5 ; Ps dt oz 5 . oz ox . oz é!y 
A aproximação hidrotática junto com as equações (29) geram as 
equações do vento termal: 
ou o é!(} o 
-oz oy 
ov0 E!Bo 
oz ox 
Aplicando essas relações em ( 45), o último termo se anula e a equação 
da vorticidade pode ser escrita como: 
do [ , .. B . 1 o (P'() )] _ 1 o (Psl.I!J1, 
- ç '. y-r- -- -o --- --). 
dt 0 p,oz 5 p,oz' 5 
"\a ausência de calor, isto é, 1\1 = O, encontramos 
do [(o+3y+_l:_~(P'eo)] =0. 
dt Ps oz 5 
Usando as aproximações geostrófica e hidrostática podemos expres-
sar cada variável dependente em função de 'I!; = p0 . Assim, a última 
equação transforma-se em 
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(a,+ u. v)o =o, 
com 
u='Y-1Vec/J=J(?/J)=t:.v+ ;,:z (i~:) +py. 
Essa equação é tridimensional. Estamos interessados na versão 2D 
das equações quasi-geostrófica. Para z fixo, temos uma equação sobre 
uma esfera que dista z da superfície da terra. 
Considere uma onda senoidal sobre essa superfície 
V= Re w(x, y)ei(kx~ty-wt) 
Sabe-se que na altura z, a amplitude decai exponencialmente com z. 
Isto é: 
onde K 2 = k" + 12 (ver [17]) . Assim,se analisarmos a relação de rjJ e 1) 
no domínio da frequência, vemos que a expressão 
.2._~ (pJJw) 
Ps 8z S 8z 
gera um termo IC:I multiplicando a tranformada de Fourier de ?j;. Isso 
mostra que existe um termo em - (- t:.}) na relação de V com rp. 
30 
6. A EQCAÇAO QCASE-GEOTRÓPICA EM 2D DO TIPO ESCALAR 
ATIVO CO"v!O C"v1 MODELO 2D PARA EULER 3D 
Fazendo v = p = g =O nas equações de Navier-Stokes (1), obtemos 
uma versão simplificada das equações de Euler 3D íncompressível: 
( 46) Ut + (u ·V) U o 
V·U - o. 
Calculando o rotacional na parte de transporte da equaçao, encon-
tramos a versão para vorticidade das equações de Euler 3D incom-
pressível é 
(E!,~ u. v)w = (vu). w, 
onde w = V x u é a vorticidade e a velocidade tem divergente nulo. 
Csando a lei de Biot-Savart (ver [22]), podemos recuperar a velocidade 
através da vorticidade 
( 48) ( )-2_1 yxw(x+y,t)d u X, t - - I 13 .y. 4n R' y 
Seja L a parte simétrica do gradiente da velocidade (vu), isto é. 
L= ~ [(vu) + (vu)']. 
Calculando o gradiente de u(x, t) usando(48), encontramos que L(x) 
é dado em termos da vorticidade, através da seguinte integral singular 
( 49) 
' . 
31 . dy L(x) =-:: J\d(y 0 ,w(x -t- y))..,---13 , 4;, R3 iY 
onde y 0 = . M(y0 ,w) é dado por 
(50) M(y 0 ,w·) = ~ [y 0 @(y0 X w) + (y0 X w) @y0 ], 
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onde a @ b = ( a;bj) é matriz formada pelo produto tensorial. O lado 
direito de ( 4 , chamado estiramento de vorticidade, pode ser escrito 
em termos de L e CJ. 
Em [20]. Beale, Kato e :Vladja mostraram que uma condição necessária 
e suficiente para se ter uma singularidade em um tempo finito T é 
1·T·i.·(t)l'i dt- ·~ :'"'-' IX' - ''-"--'· . o 
Baseado neste resultado, Constantin, Ferfferman e :viadja [25] provaram 
que se a direção do campo c;, Ç(x) = é suave próximo de regiões 
de altos lw! então o blov<i-Up não ocorrerá. 
Outro caminho para entender o problema é pela construção e estudo 
de modelos em baixas dimensões. Constantin, Lax e Madja [27] estu-
daram o seguinte modelo unidimensional para a equação de vorticidade 
de Euler 3D, 
aw Ft = H(w)w. 
Aqui H é a transformada de Hilbert (H(Ç) =i· .sgn(Ç)) e a velocidade 
é definida como u = f~x w(y)dy. Eles mostraram que existem soluções 
que deixam de ser suaves em tempo finito (breakdown). 
Cm modelo 2D da equação quase-geostrófica foi estudado em [24]. 
'\este trabalho é mostrado que as curvas de nível da solução e (sis-
tema (12)) são análogas às linhas da vorticidade para Euler 3D e que 
existe uma similaridade geométrica e analítica entre ambas equações. 
É também mostrado que resultados análogos aos mencionados acima 
para Euler 3D ([20] e [25]) também são válidos para a equação 2D 
quasi-geostróficas escalar ativa. 
Para tanto é nescessário escrever (2) de forma similar a (47). Difer-
enciando (2), temos 
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(o, -r- u. v)v.Lo = (vu) . v'-o. 
1\" este caso, em vez da vorticidade, obtemos o gradiente perpendicular 
de e, isto é, v.LO. 
Desde que O tenha decaimento suficiente, a função corrente pode ser 
escrita como 
1 B(x+y) 0(yl, Y2l = - • , dx . . R2 ;X! 
Portanto 
( . __ ;· v.LB(x -r-_ y, t) d U X, t) - , , y, 
R2 IYI 
e obviamente a velocidade tem divergente nulo. A parte simétrica 
de vu para a 2D quasi-geostrófica tem a seguinte representação em 
integral singular: 
(51) L(x) ~ [(vu) + (vurJ 
r "( o (".L())( . ll dy 
- J R'" \Y ' v X -r y IYI2' 
onde y0 = . N(y 0 ,w) é dado por 
Em [24]. é feito o comentário que assim como nas equações de Euler 
3D, a parte de vu que contribui para a formação de singularidades é 
a sua parte simétrica L ( x). 
Fazendo uma identificação entre w (caso Euler 3D) e v'-B (caso QG 
2D) temos as seguintes semelhanças: 
u= r Ka(y)w(x+y)dy, }Ra 
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onde Ka(Y) é homogêneo de grau 1 -a em Rapara a= 2 (caso QG 
2D) e a= 3 (caso Euler 3D). Portanto, de (49) e (51) 
L(x) = ~ i(\iu) + ·1'vvY] ' ' 2 l\ / 
tem uma representação em termos de :.v(x+y) via uma integral singular 
com um núcleo homogêneo de grau -a em Ra, com a = 2, 3. Repare 
que os operadores (50) e (52) são muito similares na geometria das suas 
fórmulas. 
Cm fato bem conhecido para as equações de Euler 3D incompressível 
é que as linhas de vorticidade movem-se com o fluxo. Um fato análogo 
para as equações QG em 2D do tipo escalar ativo é que v~B é tangente 
as curvas de nível B = const e estas curvas de nível movem-se com o 
fluido. Portanto pela associação feita entre vJ..B e :.v, podemos dizer que 
as linhas de vorticidade para as equações de Euler 3D incompressível 
são análogas as curvas de nivel de (). 
Para completar a analogia geométrica, em [24] pode ser encontra-
da as equações de evolução do comprimento infinitesimal das linhas 
de vorticidade (Euler 3D) e as equações de evolução do comprimento 
infinitesimal das curvas de nível de() (QG 2D). 
Euler 3D: 
onde 
D 
Dt 
a(x, t) = L(x, t)E, · Ç 
Aqui Ç(x, t) é a direção do vetor vorticidade 
acima. L(x. t) é a parte simétrica. 
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. Como definido 
QG 2D: 
Div_LIII 
' . 
= Dt 
onde 
a(x, t) = L(x, t)E, ·E,. 
Aqui E,(x, t) é a direção do vetor \1.;_11 (,~~:i). Como definido acima, 
L ( x. t) é a parte simétrica. 
Em [24], são obtidos reultados similares aos das equações de Euler 
3D incompressíveis para QG 2D: 
Se l10 (x) E Hk(R2 ) k;:: 3, então uma condição necessária e suficiente 
para existir uma singularidade em T é que 
lT llv~ellcodt = +x. 
Se a direção do campo E, ( x) = ~~=:, é suave próximo das regiões de 
alto lv.lBI então o blow-up não pode ocorrer. 
Outra similaridade é que em ambos os casos a energia cinética é 
conservada em todo o tempo. 
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7. SlevlCLAÇÕES NCMÉRICAS 
'\esta seção, iremos praticamente reproduzir as colocações do autor 
de [5]. 
:\Tão é conhecido se a equação quase-geostrófica desenvolve singular-
idades em um tempo finito. Tem-se feito, [21], [24] e [28], diversas 
tentativas numéricas para encontrar um candidato para condição ini-
cial que desenvolva um forte comportamento singular num tempo finito. 
Em [24] o dado inicial 
B(x. O) = sen(x1)sen(x2 ) + cos(x2 ) 
foi estudado numericamente e encontrou-se uma forte comportamento 
singular. L ma assintótica empírica para max lv-'-8! foi obtida 'fazendo 
(T, - t)-1.66 com T* S! 8, 25. 
A Figura 1 (Página 37) representa a evolução do dado inicial men-
cionado acima nos tempo t =O, 2, 4, 6. As linhas são as curvas de nível 
de e. Está claro que para t = O as curvas de nível contêm uma sela 
hiperbólica. Quando o tempo evolui, a Figura 1 mostra que a sela vai 
fechando muito rápido. Portanto existe a formação de uma frente forte. 
Ohkitani e Yamada [21] dão outra interpretação desta frente em par-
ticular. Eles sugerem que o máximo do gradiente não vai para o in-
finito num tempo finito, mas vai para o infinito com uma exponencial 
dupla no tempo. Recentemente, Constantin, '\ie e Schorghfer [28] fizer-
am cuidadosas medições e reuniram substanciais evidências numéricas 
contra uma singularidade para este caso particular. 
Em [5], é feito o comentário que nenhum outro dado inicial que 
desenvolve uma rápida frente, além do mencionado, foi encontrado. 
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Simulações numéricas 
FIGURA 1 
8. CENÁRIO DA SELA HIPERBÓLICA 
A seção anterior sugere que um cenário onde as curvas de nível do 
campo escalar ativo contêm uma sela hiperbólica, pode gerar uma sin-
gularidade em tempo finito. Para tratar o problema de forma rigorasa, 
precisamos de uma definição precisa de sela hiperbólica. 
Nesta seção definiremos uma idéia naturalmente associada com a 
noção de cenário blow-up hiperbólico simples e anunciaremos resul-
tados que excluem a possibilidade de formação de singularidades em 
tempo finito neste cenário. 
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Definição 1. Uma sela hiperbólica simples na vizinhaça de ü da 
origem é formada pelo conjunto de curvas p = const onde 
e uma mudança de coordenada dependente do tempo 
com S(t),ó(t) E C1 ([0,T*)),F, E C2 (0 x [O,T,]), ,loi < C,S(t) + 
ó(t) 2: O, I det ~~;I 2: c> O quando (x, t) E Ü x [0, T,]. 
É permitido à sela rodar e dilatar-se com relação ao tempo. O centro 
da sela pode mover-se em ü com o tempo. 
O ângulo de abertura da sela é '! 2 ,5 +o. A restrição p(t) + ó(t) 2: O 
é feita apenas para evitar o trabalho com 111, e a restrição 1,51, jól ::; C 
pode ser retirada de acordo com [3], [4] e [5]. 
A definição dada em [6] para p foi p = y1y2 - cota· y~. Essa definição 
é mais restritiva que a considerada no artigo, o qual é objeto dessa 
dissertação de mestrado. Em [6] apenas um ramo da hipérbole, y2 = 
tan a· y1 , pode fechar ou mover-se com o tempo; enquanto que em [5] 
os dois ramos (y2 = -5(t)y1 , y2 = ó(t)yr) tem liberdade para fechar e 
mover-se, inclusive em diferentes velocidades. 
A possibilidade de singularidade neste cenário é devido a 'f(t) tornando-
se zero em um tempo finito. O teorema a seguir mostrará que não é 
possível e que 1(t) não pode ir para zero mais rápido que uma expo-
nencial dupla. 
Teorema 1. Seja U um aberto limitado contendo a origem munido 
de um cenário hiperbólico simples. Considere que e(xr, x 2 , t) é uma 
solução suave de (2) em O ::; t < T*' (x1 , x2) E R2 e que e(x, t) E S 
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para todo t E [O, T~). Assuma que em O :S t < T*,a família de curvas 
p = const seja o conjunto das curvas de nível para (! . Assuma também 
que, para cada t fixo , (! não é constante em um disco em U. Então 
limHT. o!(t) existe e não é 0. 
Corolário 1. Considere (! como no Teorema 1. Defina Ç = ~~~:!. Se 
jvÇj < C em (R2\[./) x [0, T,], então dado é> O, (!pode ser extendido 
como solução de (2) para R2 x [0, T, +c]. 
Teorema 2. Considere u(x1 , x2 , t), O(x 1 , x 2 , t), .3, ó, U e Fi como no 
Teorema 1, mas com T; = oc. Assuma que as C2 -seminormas de F, 
" 
são limitadas para todo tempo t E [O, oo). Se :J ( > O tal que se ( :S t 
implica ir(t)j :S K <L então 
jloglogo1 ~t)l :S (const) ·t+const 
para todo tE [C oo). 
v'-e Corolário 2. Considere (! como no Teorema 2. Defina Ç = ]v.cel· Se 
vÇj :S <I>(t) em (R2 \U) x [O, oo), então 
em R2 x [0, oc). 
Observação: Se acrescentarmos que :J Ç > O tal que se ( :S t implica 
1° (t) I :S K < 1, a estimativa também seria válida sob as hipóteses do 
Teorema 1 para t E [ç, T*). 
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9. MUDANÇA DE VARIÁVEL E FUNÇÁO CORRENTE 
Nesta seção estaremos supondo válidas as hipóteses dos Teore:mas 1 
e 2. 
9.1. Mudança de variável. O propósito desta subseção é obter uma 
expressão para a função corrente em um novo conjunto de variáveis 
(p, a). A variável p = p(xh x2 , t) é considerada como na Definição 
1 ( página 38 ) e O" será um número que localizará o ponto (xh x2) 
sobre a sua correspondente curva de nivel. Dessa forma obteremos 
uma representação mais conveniente que facilitará estimativas futuras 
para a função corrente. Faremos as contas somente para o caso p > O, 
pois na demostração do teorema é nescessário trabalhar apenas com 
pontos nessa região. Para ficar registrado, as contas para p < O são 
completamente análogas e podem ser reduzidas ao caso p > O, tomando 
-p(y1,y2,t) no lugar de p(y1 ,y2,t). Definimos u da seguinte forma: 
y-Coordenadas 
y=F(x.t) 
Mudança de variável 
FIGURA 2 
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Considere B(y1, y2 , t) = O o bissetor do ângulo 'f, p?: O e a notação 
o(p) como sendo a intersecção de B = O com a correspondente curva 
de nível p = const (como mostra a Figura 2). Denote também c/J(p(x)) 
como 6(x). 
Assim, para cada x, definimos u(x) implicitamente através da seguinte 
EDO: 
{ 
Z(s) = uv_;p(Z(s),t) 
Z(O) = 6(x) e Z(l) = x 
para cada t fixo. Denotamos este sistema por 
(53) exp(uv;p)[Ó(x)] = x. 
O sistema 
{ 
Z(s) = v;p(Z(s), t) 
Z(O) = Ó(x) e Z(v) = x 
tem solução unica Z0 (s), pois v;p(x, t) E C 1 (U x [O, T*]) (ver Teo-
rema de Picard [15]). Y(s) = Z 0(us) é solução de (53), pois 
(54) d(Z0 (as)) aZ0 (s) = uv;-p(Z0(as), t) = uv;-p(Y(s), t) ds -
(55) Y(O) = Zo(a ·O) = Zo(O) = Ó(x) 
(56) Y(l) Zo(a) = x 
Integrando o sistema e usando a solução Y ( s), temos: 
Zo(v)- Zo(O) = [a. v;-p(Zo(as), t)ds =}X Ó(x) = 1" \i~p(Zo(s), t)ds 
Como 9(x) é independente de v, derivando sob o sinal de integração, 
encontramos: 
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(.;-,·) ox = o(J; v;p(Zo(s), t)ds) = ,-,.J.. (Z ( .) t) = ry.J.. (· t) v ou Ou v x p o u ' v x p x, . 
'\'ote que, quando u varia, exp(uv;p)[~(x)] move-se ao longo da 
curva p = const. Assim e7(x) é bem definido para x EU e p >O. 
Considere que B(x 1 , x2 , t) é uma solução suave de (2) definida em 
O :::; t < T" (xL x 2) E R 2 Assuma que em O :::; t < T;, a família de 
curvas p = const seja o conjunto das curvas de nível para B . Assim 
podemos escrever e(x, t) = e(p, t) para alguma função e. Considere 
também a seguinte notação: -0(:r. t) = w(p, e7, t). Por (57), temos as 
seguintes relações: 
ox2 op 
ou o:r1 
Isso mostra que a mudança de variável (p, u)---+ (:r1, x2) é C2(p(U) x 
u(U)) (para p >O) já que p = p(x1 , x2 , t) E C2(U x [O, T*]), no caso do 
Teorema 1 e p = p(x~ox2 ,t) E C2 ('Lr x [O,x)) no caso do Teorema 2. 
9.2. Estimativa para as C7 -coordenadas quando p ---+ O. Nesta 
subsecção estamos interessados em obter uma estimativa para as C7-
coordenadas, quando fizermos um ponto q1 sobre uma hipérbole tender 
para o ponto q (sobre a assíntota do ramo correspondente) de mesma 
abscissa (Yer figura 3, página 48). Faremos a demonstração simultanea-
mente sob as hipóteses dos Teorema 1 e 2, destacando as passagens que 
são diferentes. Escrevendo q1 = x e aplicando a diferencial (ou a sua in-
versa) da mudança de coordenadas dependente do tempo da Definição 
1 em ambos os lados do sistema exp(e7'V;p)[~(x)] = x,obtemos as 
seguintes relações para as u -coordenadas de q1 para t fixo: 
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{ 
Z(s) = ~v;p(Z(s), t) '* 
Z(O) = ç;(x) e Z(l) = x 
. . [o 1] ). , L(s)=a·(Dz(s;F) (Dz(s)F ~v;p(L(s),t)=a·detF·A·L(s) 
-1 o 
l(O) = F(Z(O)) = F(9(x)) = cp(p) e 1(1) = F(Z(l)) = F(x) = y 
onde A= . [ 
(J- 3) -2 ] 
-236 (c5- /3) 
Resolvendo o sistema para L(s) encontramos: 
L(s) = 9(P) · exp(a · [ det(F(z(r))dr ·A)=} y = L(1) = <f;(p) · exp(a · [ det(F(z(r))c 
:\"ote que 
det(A- M) =o'* Ã2 (J + 3) 2 =o'* À= ±(o+ /3) =±'f. 
Assim existe I'vf = [ : : J inversível tal que M J.4Af~ 1 = A. Logo 
y = ó(p)l'vf exp(a ·11 det(F(z(r))dr · J.4)Af~ 1 =;. 
=;. yl\11 = 0(p)J'vf exp(a ·1' det(F(z(r))dr · JA) =;. 
=;. jyMj = jO(p)Mexp(a·1
1 
det(F(z(r))dr·JA)j. 
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Quando p1 e q1 tendem a p e q através da linha que liga p e q, 
lyl é limitado, isto é, existem C1 e C2 maiores do que zero tais que 
cl s IYI s c2. Assim 
(58) 
C, S (o
1
a + @2 b)ea·~t·(J~det(F(z(r))dr)l + l(<l'lC+ dJ2 d)e-a·~dJ01 det(F(z(r))dr)[ S c2 . 
Escreva dl(p) como 
onde q>2 = aq>1, p = (3 + a)(5- a)çbi e a é o coeficiente angular 
do bissetor. Como F E C 2 (U x [0, T,]), det F E C 1 (U x [0, T*]) e 
det F 2: c> o para todo (x, t) E [J X [O, T,], existem cl e Cz positivas 
tais que 
(59) 
:'\o caso do Teorema 2 obtemos a mesma estimativa (59) usando o fato 
que F E C 2 (C x [O,oc)), detF E C1 (C x [O,oc)) e detF 2: c> O para 
todo (x, t) E C x [O, oc). 
Substituindo em (58), obtemos novas constantes positivas(C1 e C2) 
tais que: 
Como !VI é inversíveL (a + kb) e (c + kd) não podem ser zero sim ui~ 
taneamente. Suponha sem perda de generalidade que (c+ kd) = O. 
Então de 
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c,:::; 
temos 
Passando logarítimo em ambos os lados 
Assim 
Para p suficientemente pequeno, :J C > O tal que 
Portanto existe C > O tal que 
ler· = lerh :S Cllog IPI I-
Desde que t é fixo, 't(t) é uma constante e finalmente temos 
ler I :S: Cllog IPI L 
para p suficientemente pequeno. 
Se (a ..,.. kd) = O, concluiríamos que er é negativo e que seu módulo 
não cresce mais rápido do que Cllog IPI I- Se os dois fossem diferentes 
de zero, a depender do sinal de er, teríamos que um dos dois termos da 
parte interna da desigualdade seria limitado e por isso conseguiríamos 
uma estimativa garantindo que ler! :::; Cllog IPI j. 
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9.3. Função corrente nas coordenadas (p, u). Fazendo a mudança 
de variáveis na equação 2. nós obtemos 
'"" e _ é!B ( .., ) é!B ( 31!: ox2 ·. ow ox1 • u· Yx -- U· VxP =-- --~--)
op op ox2 ou · ox1 ou 
sendo 
oe + oe ( op - 31/;) = O. 
ot o p ot 00" 
Derivando a última equação temos 
8(~~) ..L o(g~) H ( ) , oe (oH1 ) _ oe (é!H1 \ _ 0 ou ' ou ' p' a' t ' o p . ou - o p ou ; -
pois e não depende de a. Como ~! é independente de a e B não é 
constante em um disco, existe 6 > O tal que IPI . < 6, g! # O para 
qualquer a. Assim 88~' =O e H 1 é independente de u. Portanto 
(60) 
Agora fazendo a integração em ambos os lados da igualdade encon-
tramos 
10' éJp (61) v(p,a,t)=H1 (p,t)·a-+- 0 éJtda-'-H2(p,t), 
onde H2(p,t) = 1/:(p,O,t). 
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10. DE'v!OSTRAÇÕES DOS TEOREMAS E COROLARIOS 
hipótese U limitado pode ser retirada, pois nas demostrações dos 
teoremas, trabalharemos com pontos p e q (nas y-coordenadas), junto 
com o segmento que liga esses dois pontos. Como [p, q} é compacto, 
F- 1 ([p, q]) é compacto (F E C2 (C x [O, T,])) e portanto podemos escol-
her um compacto K e um aberto V (os dois contendo a origem), tais 
que F- 1 ([p,q]) C V C K CU. Assim reduzimos o problema ao caso 
U limitado. Para os corolários, a hipótese U limitado foi usada nas 
demonstrações. 
A idéia principal da demonstração dos Teoremas 1 e 2, é fazer uma 
estimativa da diferença da função corrente entre dois pontos (p e q), 
um sobre o ramo inferior da assíntota da hipérbole e o outro sobre 
o ramo superior. Esses dois pontos serão tomados de forma que eles 
tenham a mesma abiscissa y1 . Tomaremos pontos apropriados sobre a 
hipérbole e depois passaremos o limite (Lema 2 e 3). Usaremos duas 
expressões para a função corrente: A primeira vem de uma igualdade 
do sistema quasi-geostrófico (e = - (-ü) ~v) e a segunda é a expressão 
(61) obtida da mudança de variáveis da seção 9.3. 
Lema 1. Considerando que e é a solução da equação (2), e,(x) E S 
para todo tE [0, T,), p = (y1 , -S(t)y1 ) e q = (y1 , o(t)y1 ) (ver definição 
geométrica na figura 3). Então 
3 o> o, tal que se IP- ql <o=? l1b(p)- w(q)l :s K,!; ·log;l 
onde K 1 é uma constante e IP- q\ ~ 0 ( (ver subseção 4.1. Definições 
e notações básicas ) . 
Como a equação geostrófica é uma equação de transporte, sabemos 
que e é limitado para todo o tempo; isto é verdade, porque em uma 
equação de transporte, a derivada com respeito ao tempo ao longo das 
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P ..........._ }1 = -P(t)n. 
Definição ele p, q, p,, q1 e r 
FIGURA 3 
trajetórias de Lagrange é zero. e(x, t) pertence a L 2 para um t fixo, 
com a norma de L 2 independente de t; isso ocorre porque a norma li 
!IP, para p par e diferente de zero, é transportada pela equação (ver 
subseção 4-4 Propriedades das Equações de transporte). 
Do sistema (2), sabemos que e= -(-L::.)!'Ij;. Aplicando a transfor-
mada de Fourier em ambos os lados temos 
l'f(ç) = (-(-L::.)!'Ij;f(Ç) = -(27riÇI)!'Ij;.(Ç) '* 
'* 'lj; · (ç) = (27riÇi)-! (-e)· '* 
=;- 'lj;(x) = (-6)-~(-e)(x). 
Logo podemos expressar 'lj;(x) como 
'lj;(x) = --
2
1 f e(~ ~y) dy = _...!._ f I e(y) ldy (ver 4.3. Operadores Multiplier) 
7r }R" y 27r }R" X- y 
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Agora calculando a diferença da função corrente entre q e p 
I= w(q) -1/J(p) = l, B(y)(-:---1-----,- 1 . ,)dy. [y- q: 
Chame 7 = [p- q[. Dividindo a integral I em três partes 
onde k > 27 é um número fixo. 
Estimativa de 11 
(62) 111 I < 
< 
< 
< 
< 
< 
Estimativa de h 
I I L · - dy 'IB'I li 1 1 I 
I • CC iY-pj::;2T !Y Pl IY - ql 
C· .- ~ 1 I 1 1 I ,y-p!$2T IY Pl IY- qj 
c ·l-p,$2T jy ~ Pi + ly-p1::;2T IY ~ qj dy 
c ·1 1 +1 1 dy 
y-pj9T IY- Pl iy-p,S3T IY- Pl 
C ·1 ldr + 1 1dr 
ri:=;2r rl:s;3r 
Se s é um ponto entre e sobre a linha reta que liga p e q. Se 27 < 
I y - p i ::; k, então vale a seguinte desigualdade 
IY- Pl ::0: IY- s + s- Pi ::0: IY- s + ls- Pl ::0: 2jy- sj, 
pois !Y- si 2: IY- pj- ls- pj > 27- 7 = 7 > [s- pj. 
Agora, 
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(63) iJ?I 1 vr 1 " q)dyl = i , ,JlP i -i 
2T<!y-p!:Sk IY- su 1 . 1 . < CT· . maxlv(, )!dY 
2T<;y-p;:Sk s IY- s; 1 1 < CT · max( 1 i 2 )dy 2T<jy-p,:Sk 5 ;Y - S[ 
CT·l 
1 
< l?dy 
2T<iy-pj:Sk !Y p-1k 1 < CT · -dr 
2T r 
< 
2 
CT ·llogkTI 
(64) 2 < CT(]Iog kl + llogTI) 
Como limT-+0 JlogTI = oo, :J Jl > o tal que T < ol e então! log íl < 
logT1• Substituindo em (64) , encontramos 
Ih I ::; 2CTilogTI = CTilogTI. 
Estimativa de h 
Para estimar h usaremos, como dito anteriormente, o fato que JR, 1el2dx 
é consen·ado por todo o tempo. Com isso é fácil verificar que Ih I ::; C·T. 
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Vejamos. 
(65) iJ! I 31 - : r e(y)( 1 - 1 )dyl 
Jk<jy-pj IY- Pl IY- ql 
< li I i (1 1 1 2 l e iLz . (I - I - i - i) dy) 2 
k<:Y-Pi Y p iY q, 
< C( {' ( 2_- 1 ydy)~ 
Jk<jy IYI IYI + I(P- q): 
< 
t"'1 1 2 1 
C(Jk (:;:-r+ r) rdr)' 
< 100 -C( ( ( ' /rdr)~ k r r+ r. 
< 100 1 1 Cr( ( . )2)dr)' k TT-rT 
< 1oc 1 1 Cr( 3 dr)' = Cr. k r 
Portanto, combinando as três estimativas para 11 , ]z e h, podemos 
estimar !II 
Agora, como lim7 _, 0 llog ri = x, 3 o2 > O tal que se r < o2 então 
2 < flogTI. 
Considere 03 = min{ o!, o2}. Assim, se r < 03 teremos li I s C r . 
llogr!. Como r~ "f, 3 C1 e Cz tais que C1r S 'f S Czr. Deste modo, 
!li S C"f · 'logCol S C"r(llogC1I + llogriJ· Como anteriormente, 
3 o > O tal que se r < 6, então llogCrj < i logrl· Portanto III S 
C r· log "fi, para "( < o. 
Para provar o Lema 2 e o Lema 3, usaremos a seguinte notação 
p(y!, t) = (y;, -(3(t)yr). 
q(y1,t) = (y1,o(t)yr). 
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Lema 2. Com as mesmas suposições do Teorema 1, considere 1/J dado 
pela expressão (61) da seção (9.3) e (p, q) definido como antes. Então 
onde D = I det 88F' 1-x, 
Demonstação. Primeiro vamos avaliar w nos pontos p1 e q1 que estão 
sobre uma mesma curva de nível de() e estão sobre o segmento que liga 
p a q (ver Figura 3). Expressando esses pontos nas coordenadas (p, a), 
temos p1 = (p, ai) e q1 = (p, a 2) com a # a2 . Outra observação 
importante, vem do fato de 1}; ser expressa como uma convolução de 1 ~. 
e(); isso garante que v é tão suave quanto() (ver preliminares). 'Csando 
a expressão ( 61) para v 
Estimativa para H 1 (p, t) · (a1 - a 2) 
Agora fazemos p1 -+ p e q1 -+ q sobre o segmento que liga p a q. Isso 
implica que p -+ O. 
Pela estimativa da da subseção 9.2, as a-cordenadas de p, q não 
crescem mais rápido que log p (mais precisamente, 3 o > O tal que 
se p < o, então la I :<:: C log p) quando p1 -+ p e q1 -+ q. H1 é indepen-
dente de a e é dado pela seguinte equação (ver seção 9.3): 
(66) ()1}; () p Hl (p, t) = oa - éJt 
Corno "I,J é suave. u = \7"'- w também é suave. Portanto, para cada 
t fixo, u(x, t) é limitado em [J ( pois U é limitado). Calculando ~:, 
encontramos 
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(67) aw 8x1 , 81/J 8x2 _ 81/J op , o'I/J op --~---- -,--OXj 8a · 8x2 8a 8x1 8x2 8x2 8x1 
op op op op 
-u,- - Uo- - - = -u ·V p- -
. OXj - OX2 8t X 8t (68) 
Para t E [0, T,) fixo, podemos limitar H 1 por (usando Cauchy-
Schwartz no termo u · v xP) 
Aplicando a regra da cadeia 
op _ op oy1 , op oy2 , d(o- 6) , d((3o) 2 
8t - 8y! 8t T 8y2 8t T dt Y! . y2 T -;JtY! 
Levando em conta a definição de p = p(y1, y2, t), y = F(x1 , x2, t) e que 
F1 E C2 (U x [0, T,]), temos 
::i I (v"p)(::i)l ~ j(vyp)j !(::)[ 
< l(2y13r5 + Y2(6- 3), -2y2 + Yl(i5- (3))JIDxF · eij 
< (cont) · IYI · IDxFI ~ (const) · jyj, pois Fi E C2 (U x [O, T,]). 
,ap <~ .. (v )(ay)I-J .. d(o-,3) . -'-d(5i5) 2 [ 
I ot I I yP ot j ' j dt Y! Y2 ' dt Y! 
< J(vyp)JID(x,t)F · e3l + (const) jyj2 
< IYI · (const), pois Fi E C2(U x [0, T,]) eU limitado. 
Assim 
IH1(p, t)j ~ IYI· (const) 
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(esta constante pode depender de t). A desigualdade vale para qualquer 
y pertencente a curva de nivél associada com p. Em particular vale para 
o y que é a interseção da hipérbole com o bissetor das duas assíntotas 
da hipérbole. Assim podemos escrever p = (y13(t) + Y2)(y16(t)- Y2) = 
(3 + a)(5- a)yf, onde a é o coeficiente angular do bissetor dos dois 
ramos da hipérbole. Como a é o coeficiente angular do bissetor, o 
termo (3-'- a)(o- a) f O. Agora podemos estimar y através de p: 
IY = 
; 
Assim iYI :S (const) · p2. Portanto, estimando IH1 1 através de p 
obtemos IH1 (p, t)l :S (const)· p~ , quando p-+ O. Isto implica que 
lim
0 
]H1 (p, t) · (a1 - 0"2 )' :S (const) lim(p~ ·logp) =O. 
P-+ p-+0 
Estimativa para J:
1
2 o;; da 
Considere o seguinte conjunto 
f= {(yr, Y2) : p = const}. 
Calculando ~';; usando a mudança de variáveis e regra da cadeia, temos 
Oyi 
o a 
ay; ax, ayi ox2 ayi ap . ayi ap 
- --+--=---+--OXr op OX2 op OXr 0X2 OXz OXr 
_ oyi ( ap oy1 + ap ayz) + ayi ( ap oyr + ap ayz). 
oxl oy, OX2 oyz OXz OXz oyl OXj 0Y2 OXj 
Expresando de forma mais compacta 
oy 1 da oyz da 
oa dy1 = l, íJa dy2 = 
1 em r. 
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Integrar de a 2 a a 2 , significa integrar em r.Csando as fórmulas an-
teriores para calcular a integral em r encontramos 
onde 
Assim ternos quatro casos a considerar, onde írernos estimar li( q)- Ii(P) 
(i= 1..4) 
lv' s Er 
l;(q)-h(p) - Jo D((ij(!j,,t))) %t1(ij(JJI,t))d?h+ 
ly !3 rr 
+ Jo . D((p(y;, t))) %tl (f5(1];, t))dy; = 
(Ó -'- 8) ly 1 ~ ( ij) d - + 8 l"' ( ~ (p) - ~ ( ij) ) 
. . .Jo D(ij) y; . ) 0 D(p) D(ij) 
Ob). 
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pois 
< '( · IY1I sup 
qEF(U) 
e lembrando que IS' e i61 ::; C, temos 
3 [Y' ( ~(p) - ~(ij) )d-
.Jo D(p) D(q) Yl < 
,.., ( uy; 1Yl ( 1 "'-sup vx -o qEF(u x 1a,r,11:J D at (q) I) ÍP- qldyl 
18 , I ( 1 81/1 l li ,z < ' I ~up IYq D ot Yll 'f 
qEF([ix[O,T#]) I 
< C't = Ob), 
lembrando que IP- ql = 1(0, -(6 + p)yl)l = 'YIY1I· 
Caso h 
fazendo a mesma estimativa que no caso I,, encontramos 
h(q)- fz(p) - 1Yl ( ~(p(yl,t)) - ~(ij(yl, t))) 
0 D(p(y1, t)) D(q(y1, t)) 
O (r), 
Caso fs. 
' \ d( ii - 3) 1 1Y1 3 ii - -
13 = fs(q) - I3(PJ = - dt . . 3 + 6 ( D( -(- t)) - D( -(- t)) )yldYl· o P Y1, q Y1, 
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Acima foram usados os seguintes fatos: 
Op I-( - )) - (8 ' ') Op ( -( - t" - (8 à-) c;-\q Y!, t = -y! ,· T ó '--;::;--- p Y!, )) = Yl .· + 
uyz uy2 
e que a função -iJ~ é C1 ([/ x [O,T,]). Os cálculos do Lema 2 são váli-
dos sob as hipóteses do Teorema 2, pois nas passagens onde aparecem 
termos do tipo supqEF(V'x[O,T*D' usa-se o fato que a norma IIFIIcz é 
limitada para todo tempo. 
Adicionando 13 à IJ obtemos 
I*+I*-_v. ~ -• · ~ dÃ lYl - d3 lYl -3 4 
- dt 0 D(íj(y1 , t)) + dt 0 D(p(y1, t)) 
e finalmente, adicionando J1e h, achamos 
Lema S. Sob as mesmas suposições acima e (q,r) como na Figura 2 
(página 40), temos 
onde E é limitada para todo tempo. 
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'J a demonstração iremos, ao contrário da demonstração do Lema 2 
onde foi feito apenas um comentário, separar as estimativas para o Teo-
rema 1 e o Teorema 2. Para provar o Lema 3, de forma análoga ao 
Lema 2, vamos usar a expressão ( 61) para a função corrente e avaliar 
nos pontos C/J(p) e q1 , onde estes pertencem a mesma curva de nível 
associada a p. A diferença é que neste caso, ÇJ(p) substitui p1 . Então 
tomamos os limites ÇJ(p) --+ r e q1 --+ q o que significa que p -+ O. 
A igualdade segue os mesmos passos da demonstração do Lema2. O 
primeiro dos dois casos, h e 12 , nos dará a função limitada E(x 1 , x2 • t) 
procurada, e os outros casos, o termo integal do lado direito da igual-
dade. 
Demonstração 
De forma completamente análogo ao Lema 2, o primeiro termo do 
lado direito da igualdade vai a zero quando p -+ O. Para o outro termo, 
fazendo a integral de O a u2 (pois ÇJ(p) = (p, 0), na coordenadas (p, u)) 
obtemos 
1~2 éJp -0 du . o t 
= 'h(q)] + ... + [J4(q)], 
onde 
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I: 
:'\ OYamente temos quatro casos a considerar: 
Caso h-
Teorema 1 
Teorema 2 
Caso h-
< 151 · Y: sup 
qEF(i]x[O.T#]) 
< c 
< l5j · y1 sup 
qEF(Ux[O,oc)) 
< c 
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011. ( -· ât q) 
D(ij) 
a5,1 ( ij) 
D(ij) 
Teorema 1 
< YI sup 
qEF(fJX:O,T#j) 
< c 
Teorema 2 
ih(q) I -
?:jf(q) 
< YI sup D(ij) 
qEF(iJX:O,x)) 
< c 
Caso h-
' - d([; /3) . 1 1Yl -o_ )?]Id]]I. 
13 = h(q)- dt .5 + 5 0 D(q(y1, t)) 
Caso 14. 
. d5 tYl "[h + h -r- h 
w(q)- w(r) =h+ h+ h -r- 14 = dt · }
0 
D(q(y1, t)) 
di5_1Y' _Y~ +EI(q,t)+E2(q,t) 
- dt 0 D(q(y1, t)) 
1 
+E(x1 .x2,t = dO . iYl y ) di .o D(ii(ih.t)) "
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usamos novamente o fato que a função -iJ ~"t' E C1(U x [O, T*]) para o 
Teorema 1, que iiFilcz é limitada para todo o tempo para o Teorema 
2 e que :::; C. E é limitada em t, pois E 1 e E2 são limitadas. 
10.1. Demonstrações dos Teorema 1 e 2. Considere as funções 
Então o Lema 3 pode ser escrito como 
(69) 
usando o Lema 2 
(70) dr5 d/3 dó 5' = ( dt + dt )K(p) + dt [K(q)- K(p)] +O (r). 
Como t; é tão suave quanto e, segue que 52 é limitado em U para 
todo tempo.Portanto em (69) e (70). 52 e E são limitadas para todo o 
tempo. Sabemos também que existem duas constantes positivas 1'vf1 e 
:vh tais que M 1 ;:: K(q) ;:: Nh >O e M 1 ;:: K(p);:: 1"vf2 >O, pois 
K(p) 1Yl Yl d-o D(p(y, t)) y, 
< y, sup -
1
-1 
qEF(Ux[O,T#]) D(ij) i 
< M, 
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e 
K(p) 
onde usamos o fato que D = i det ~2 i ::O: c> O e D E C1 (U x [O, T,]) . 
Sob as hipóteses do Teorema 2, a demonstração dessa desigualdade é a 
mesma, com a diferença que em vez de usar o fato DE C1(U x [O, T,]) 
para a estimativa superior, usamos a hipótese da 1i\FI\cz ser limitada 
para todo tempo. 
Pelo fato de S2 ser limitada, ~: também é limitada (ver equação (69) 
e (70)). Analogamente, invertendo p e q, podemos concluir o mesmo 
d(J para dt . Como 
d~! díj d3 
dt = dt + dt 
então ~~· também é limitada. 
- I Yl d-I 
D 1 -( - t)) Y11 \ q Y1, I 
< Y1 sup IP I " Yl . - I q1 sup vq---
qEF(Üx[O,T#]) I D(q) q e pEF(Üx[O.T#]) 
onde usamos o fato que D'-t~ t'' E C1 (U X ro. T;]) para o Teorema 1 ~_q Yl· ); • ' 
e que IIFI icz é limitada para todo tempo para o Teorema 2. 
Como K(p)- K(q) = O(y), combinando (69) e (70) e usando o fato 
que ~; é limitada, obtemos 
drv 
S1 = dt K(p) +O(;). 
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Portanto 
:K~ )i (15d + IOb)l) 
. .P' 
'd ' i '~i < 
I dt i 
< A~1 (!511 + kf"il). 
Considere o conjunto A= {tE (t0 ,oc):'r(t) <(}.A é um conjunto 
aberto pois r(t) é continua. Logo existem abertos {In};'=1 tal que A= 
:.J~= 1 In· SetE A então existe n 0 tal que tE Ino· Seja a E ln0 .usando 
o Lem.a1 para estimar 5 1 , encontramos 
I d'!: 
I dt I < ((êl.iijst)(!'! ·log';l + kl;l)::; (const)(l'f ·log'll =? l.l;' I::; (const) =? ~' og'l: 
, • i (log ":- 1 )'I I '/ i 
=? l(loglog';-1)'! = ll ( l) = 1. l · ( ) 1::; (cont) =? 
, , og ~y I '";i og y I 
=? (loglog';-1)'::; (const) =? 
=? [ (loglog;(st 1)'ds::; (const)(t- to)=? 
. 1 I 
=? i log log ~r( t) ::; const · t + const, 
desde que '(,OU seja, ( seja suficientemente pequeno. Se t E Acn 
[to, x) então K 2: 'f(t) 2: (. Logo podemos encontrar C> O tal que 
. 1 
' !O<Y !ou --I < C 
. b o '((t) - . 
Portanto existem constante C 1 e C2 tais que 
. 1 I loglog ~!(t) I::; C;. t + c2. 
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Tomando o máximo das constantes. o Teorema 2 está demonstrado. 
Como ,, e ~; são limitados em [0, T,.,c), lim,_,y# '!(t) existe (ver Prelim-
inares). Suponha que lím,_,y# '!(t) = O. Logo dado 1 > ( > O, existe 
a< tal que setE (a, T*) então '!(t) < (. Csando a estimativa (71), 
chegamos a um absurdo pois 
Assim 
' 1 I lim : log log -.-. 
t-+T. ' !'(t)' 
lim ( const · t + const) 
t-+T~ 
lim "!(t) > O, 
t-+T,. 
oce 
const. 
o que mostra o Teorema 1. 
10.2. Demonstrações dos Corolários 1 e 2. :\esta subseção, o ob-
jetivo é demonstrar os Corolários 1 e 2. Na demonstração utilizaremos 
duas fórmulas: A primeira que pode ser encontrada em [29] é 
(72) 
onde a é 
(73) 1 . t Q = 2(vu-,- vu)Ç·Ç. 
ç é a direção do campo de v.Le. A segunda que fornece uma represen-
tação de a e pode ser encontrada em [24] é 
o(x) = ( ((iy' .ç-(x))(Ç(x+y) ·Ç(x)))lv.L8i(x+y),dyl2 . )R, ,YI IY 
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Ctilizaremos também uma estimativa superior para ex, encontrada 
em [24]: 
(74) icx(x) 1 ::; C[G(x)iu(x)i + (fG(x) + l)(Gii&IILoc + f- 2 ll&iiL')], 
onde C, f são constantes e 
G(x) = sup lvÇ(x+y)!. 
!y:s;-r-
Estimativa para u(x): 
Pelo sistema de equações quasigeostrófico em 2D do tipo escalar ati-
vo, temos 
u(x) - v-'-1,0(x) 
(76) r v-'- (.];__) e(x + y )dy }R, !YI 
(77) 
Para r > O e considere ;V(r) uma função suave não negativa tal que 
N(r) = 1 para O::; r::; 1 e N(r) =O para r :C: 2. Csando N(r) vamos 
expressar u(x) em duas integrais, da seguinte forma: 
r '=f.-'-J. =l 'r(M)y-'-&(x+y)d +1 (1-N'(M))y-ex+y)d. 
U\.T J ' • 2 jV - I 13 y - 13 y 
. R' ; y R' ' y 
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Integrando 11 por partes, temos 
(78) Ih ~. AJriYI)y~e(x+y)d ~ ' ' 13 y . R2 T IYi 
(79) 11 c(iyl ( 1 \ I ) I 1.. A -· j'v- -, . I e,x+y dyl 
I R' T iYI J 
(80' 
' ) ~;· . ( 1 ) . • I 1 . v- -
1 
I e(x + yJdy 
. IY <::27 y 
'j 1 • I 1 < : -. v~e(x + y)dy + 
I IYIS2r IYJ I • à lyi=2r 
1 
Me(x + y)v ds (81) 
(82) < 2T · sup lv-'-(}j + ]__ij(}IIL 21fT 
, 2/1< I, CC 
(83) < Cr · sup lv-e! +C 
para um k é fixo. 
Para h temos 
1 j()j(x+y)d - I? y ,yj>2T IYI-
1 IOI(x+y)d , j. le](x+y)d . 12 y T I 12 y 2r<jyl<k IY !YI2:k Y 
1 
< IIOIJL= (r . ~12dy) + liliiiP (j -1114dy)' j2r<IYI<k ,y iYI2:k Y 
< c ( r ~ds + 1 2_ds) 
}2T<s<k S , .s?.k 3 3 
< Clogr +C. 
Portanto 
Escolhendo T = sup .~ B!' temos 
(84) lu(x)i:.,:; Cjlog(sup jv-"-01)1 +C, 
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se 
sup lv-'-111 > e > O. 
Estimativa para G(x) quando lxl > Ç >O: 
Seja x E V=[;~\ {:xi :S Ç} e z E Ex com a mesma abscissa y1 de x, 
onde Bx é uma vizinhança de x contida em V. Tome v = z- x. Assim, 
< 
c 
l:(t) I 
< C e' e , 
para todo z E Ex· Como Ç(x) é suave, temos 
Portanto 
G(x) = sup I'VÇ(x + y)i :::: cee'. 
Estimativa para lo:l 
Por (74), temos 
y 
lo:(x)l < C[G(x)lu(x)i + (7-G(x) + l)(GIIIii!Loo + :r-2 ll11iiP)] 
< Cl(ee') /log(sup lv_tlil)i +ee'](ee') 
< Ce2e' i log(sup lv_tlil)l 
Proposição: Seja uma função f= f(p, t) independentte de CJ. Então 
a derivada material (D, = ft + u ·v) de f é também é independente 
de CJ. 
Demonstração 
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Cálculando a derivada material de f, temos 
B . Bj . Bj Bp 8'1(; 
Dtf= Bt -,-u·\l)f(p,t)= Bt + àp(Bt- a/ 
Da equação (60) e do fato que as funções ';!t, ~~ são independentes de 
v. temos que a derivada material de f também é independente de J. 
!V-'-01 
Proposição: A função L = · é independente de J. 
Demonstração: 
Para i = 1 e 2, temos pela regra da cadeia 
(85) B Bxi e(x, t) ae(p, tJ ap Be(p, t) Bv ' àp Bxi Ba Bxi 
Be(p, t) Bp 
àp Bx1 
Assim 
Portanto segue o enunciado da proposição. 
Usando a regra do produto para diferenciação, podemos escrever a 
derivada material de F como: 
(86) D,( ~~-;!) - 1 ~ Pl D,(lvj_e!) + lv~eiD,( 1~ Pl) 
1 IVj_éli 
(ex+ IVpiD,(Vpl)) IVPI · 
depois de usar (72). 
E . . 1 olvpl st1matlva para -.. -. -·-vp• ôt 
Pela regra da cadeia obtemos 
VxP = Vyp· DxF. 
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lolvxPII c 
1...... I< . at -
. . 
8Jv"pll. 
at 1 
:tlvyPI 21 =I (:t [(2y,Bo + Y2(o- B)? + (-2y2 + Yl(o- .3)) 2]) ·I· 
S(t), o(t) são limitadas em [O, T*] e y1 F1(x, t) ,y2 = F2 (x, t), (yl) 1 
e (y2 ) 1 são limitadas em U x [0, T*]. Assim chegamos a estimativa, após 
derivar a equação em relação a t e agrupar em termos que são produtos 
de .3(t),5(t), Y1, Y2 e suas respectivas derivadas, 
I a In 121 c ,d5, c ,d31 1-::;-' v yP I < 11-d 1 + 21-·- + const. I ut 1 - t dt 
Se IV'vPI =O então 
Logo 
2y135 + Y2(ii- 8) - O 
-2y2+Y1(o-8) O. 
Pelos Teoremas 1 e 2, y ( t) O para todo t e por isso y1 e conse-
quentemente Y2 são iguais a zero. Por (85) sabemos que 
8() 
Elp V'yP· 
Logo se llv()IIL= > K >O, então IV'vPI > C> O. Assim, se llv-'-BIILoc > 
e'' então lvypj > C > O e podemos encontrar constantes positivas tais 
que 
o < cl :::; IV'vPI :::; C2, 
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para todo y = F(x, t) tal que x E V. 
Como 
então finalmente 
I 
. a. I v p!. -!v p 
y • at · y • 
Estimativa para v p\ Dt ( 
1
J v) em 
~~.s-,·) 'v Dr 1 )I 
' p t\~ i v P! ~~ Pl :Dt(!v Pl)\ 
1 I a 1 ivpl (at + u. v)lvpll 
1 (a!vpl 11 'I I (I 'l') < lvpl fit+ ui L= v vp1 1 
< C,j~~~ +C2Id~l +Clog\\vj_BI\Lcx/· 
'\a demonstração do Lema 3, mostra-se que I~; I e I~; I :<; C. Assim, 
combinando (86) e (87), obtemos 
em V quando I !v-e! iL= > ee'. Logo, por (86) temos 
(88) 
(89) < I e' ,, .La!! -L I lv-'-111 
I 
e log .,, v u ·ILoc , const - ... --\ 
· • 1 'vp 
(90) < ee' log llv-'-lliiL= ·L 
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Como L é independente de v, pela Proposição . ., temos que é enten-
dido D,L é independente de v. Logo a inequação (88) depende somente 
de p e t. 
Se < (, pode-se encontrar i E V com p(x) = p(i). Como a 
inequação (88) não dependende de CJ, temos que (88) vale também 
para x. Assim, (88) vale, não somente em F, mas também em U. 
Estimativa para D1(lvl.lil) em U 
Csando a regra da diferenciação para o produto, temos 
(91) D,(lv-'-li) = D,(jvp ·L)= jvpj · D,L +L· D,(jvp[). 
A estimativa do primeiro termo do lado direito da igualdade (91) foi 
obtida em (88). Para o segundo termo sabemos que em V, 
(92) 
Como F é independente de CJ, a inequação (92) é válida em U. Assim, 
combinando (92) e (87) encontramos para (91) 
jD,(Ivl.lij) < j[vp[· D,LI +L· [D,(Ivpl)l 
< II'VP: ·D,LI + [lvl.IJIILoo ·I I~PID,(Ivp[)l 
< C1l ~~I + C2l dt I + [lv-'-111 ILcc log !lv-'-11IIL<x/ 
< I [v-!JI[Loo log llvl.IJI[Locee'. 
Se x E R2\U então lvÇi :::; <l>(t). Logo 
(93) IGI :::; <I>(t). 
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usando (84) e (93) em (74) para estimar a, e depois substituindo em 
(72) encontramos 
em x E R2 \[i. 
Portanto 
sempre que I iV-Bi iLoo > eec. 
:\o tempo t =O, llv.:.(;li iLoc < x pois por hipótese (;I é de Schwartz. 
A prova do Corolário 2 segue diretamente da integração (94) de O a t. 
Integrando (94) obtemos 
lv.:.e(x, t)i ::; eecfJce" ~~(,í)d'' 
em R2 x [O,T,). Assim lv.:.IJ(x, t)i é limitado em [O, T,) para todo 
x E R2 Portanto, como i!(x, t) é suave para tE [0, T,), ternos que 
lim i!(x, t) 
t-rT,. 
existe. Para a demonstração do Corolário 1, defina a seguinte extensão 
de B(x, t) para [0, 2T,): 
B(x, t) = B(x, t), para tE [0, T,), 
B(x, T*) = lim B(x, t) 
t-+T. 
e 
B(x, t + T~) = eT. (x, t), 
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onde Br. t) é uma solução suave do sistema (2) em [O, T*) com a 
seguinte condição inicial: 
()y_ (x, O)= limT B(x, t). 
,_, . 
Assim 
lim sup (!!v..ciJ(t)IILoo) = lim sup (l!v..ce(t)liLoc) < oo. 
t--t T~ t--+ T~ 
Portanto, pelo B.K.M (ver [20]), B(x, t) é suave e segue o Corolário 
1 
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11. RESCLTADOS SIMILARES PARA OCTRAS EQCAÇÕES 
11.1. Euler. 
11.1.1. Euler 2D. .'\ equação de Euler 2D na forma de vorticidade é 
(95) (a + u . v)w = o 
u = v-'-1!: onde w = lc.'lj;. 
Repare que esse sistema é similar ao quasi-geostrófico, com uma única 
diferença na definição da função corrente. Neste caso w faz o papel de 
e. Essa similaridade, permite-nos utilizar as técnicas desenvoldas em 
[.S] e examinadas nesta dissertação para chegar a resultados similares. 
Com as mesmas suposições do Teorema 1 (procedendo como na seção 
8), supomos que w é constante sobre as hipérboles e definimos "f como 
o angulo de abertura da sela. Depois de usar a função de Green no 
plano (log !xl) para inverter o Laplaciano, obtemos a expressão para 1/J 
1j; = ~ f w(x + y) log !Yidy. 2Ti} R2 
O próximo passo é estimar a função corrente( 1j;) em dois pontos sobre 
as assíntotas: 
(96) 
Depois expressamos 1b nas variáveis (p, O") e procedendo de forma análo-
ga à seção 9, chegamos à estimativa para "f 
llog~;(t)!:::; (const) ·t. 
Isso significa que "/ não pode ir a zero mais rápido que uma exponen-
cial. Os Lemas 2 e 3 são análogos, pois suas demonstrações dependem 
somente da parte de transporte da equação e do fato u = v-'-1!:. Por 
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outro lado a estimativa (96) merece ser demonstrada, pois possui alguns 
passos diferentes. 
Demonstração de {96) 
I= w(q)- '9(P) = r C<J(y)(log IY- Pl-log IY- ql)dy. JR2 
Denote r = iP - q [. Dividindo a integral I em três partes 
I= 1 + r + r = I1 +h+ h, 
iy-p::;2T )2T<Iy-pi<ók Jk<iy-p; 
onde k é um número fixo. Temos assim, três casos a considerar: 
Caso I, 
lhi < IIBIILoo·l1 log!y-pl-logiy-qldyl 
I (y-p!;;2T I 
< C· 11.. ·. log IY- pldyl + 11 . log IY- qldyl 
! :Y-P!:S"2T i i !Y-P!::;2T 
< c ·I r27 rlogrdrl +I' rT rlogrdrl 
:lo I Jo I 
< C ·1137 r log rdr I = C · (-137 r log rdr) 
Integrando por partes temos 
- jlim (r
2
logr)
37
- r
37 
'!..dr (--+0 2 r Jo 2 
< Cr2 llog 3rl + Cr2 
Logo 
Caso h 
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Se s é um ponto entre e sobre a linha reta que liga p e q. Se 2-r < 
!y - Pl ::; k. então vale a seguinte desigualdade 
Y- Pl ::; IY- s + s- P! ::; iY- si+ \s- p\ ::; 2jy- si, 
pois IY- si 2: lY- pf- \s- p\ > 2-r- T = T > '1s Pl· 
Estimando h 
(97) 1121 - I L<w-P!Sk v(log IY- sli)(p- q)dyf 
< C-r· r .. maxl(, 1 ,)idy 
j2T<:Y-v'Sk s !Y- Sj 
< c,. r 1 dy 
j2T< y-p <k iy Pl 
< C-r· rk dr 
J2T 
< C-r· (k-2-r). 
Caso h 
Como w é transportado por u, temos que JR,Iwldx é conservada para 
todo o tempo (ver subseção 4.4). 
(98)lhi = r w(y)(log IY- pj-log IY- q!)dyj1 
Jk<jy-pj . 
< l<!y-pi lw(y)(log iY- pf-log \y- q[)i dy 
< llw[IL, sup I (log [y - Pi log jy- ql) I 
k<ly-pj 
< 
i !y-"-p-ql I 
! • .! I I (l i ' I ) I 
1w 1 L, sup I_ og i i '. 
k<;Y; I Y 1 
< Cmax {,sup \ (log (1 +~))I ,sup j (log (1- ~)) } . 
r>k I r I r>k , r 
Csando o desenvolvimento em série de Taylor para log(1 + x) temos 
log(l + x) = x + O(x2 ). 
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Assim dado e > O, existe o > O tal que se ]x < 6 então 
llog(l + x)i :S (1 + eó)lxl. 
Como k é arbitrário. podemos torna-lo de forma que f < 5 e substi-
tuindo em (98) obtemos: 
(99)]hl < Crnax{,~~~~(log(l+~))l,~~~~(log(l-~))1} 
< C sup(l + e5)!... 
r>k r 
c. -) < k(l + eà 7 
< C7. 
Portanto, combinando os três casos, podemos estimar ]II corno: 
IT < ]Jll +Ih i+ lhl 
< C(C72 ] log37] + C72 + 7 · (k 27) + 7) 
< C(72 ]log37] + 72 + 7) 
< C7, 
para 7 suficientemente pequeno; pois 
E finalmente, como -~ é da mesma ordem de grandeza que 7, temos 
que 
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A nao formação de singularidade em tempo finito (T) para a 2D 
Euler, pode também ser deduzida pelo Teorema de Beale, Kato e Majda 
( abre\'Íadamente RK'Vl, ver [20]). De fato: 
Por (95), vemos que w(x, t) é transportado. Assim 
Logo 
r i :c•(x, t) iL=(R')dt = liw(x, O)IIL=(R'l · T < oc, Jo 
desde que o dado inicial seja limitado para todo x E R2 Portanto 
pelo B.KM, não pode haver uma singularidade em tempo finito T. 
11.1.2. Euler 3D. A versão 3D para as equações de Euler de um fluido 
incompressível são: 
u, + ( u , v) u - o 
v ·U O, 
Como foi mensionado na seção 6, a equação quasi-geostrófica em 2D 
do tipo escalar ativo são um modelo 2D para a Euler 3D incompressivel. 
Esse fato nos faz esperar resultados similares aos da equação quasi-
geostrófica. De fato: 
Teorema 3. Considere que u(x, t) é uma solução suave da equação 
de Euler 3D incompressível em [O, T,) x R3 , tal que o rotacional deu é 
da seguinte forma: 
w=rot(u) = l,rot(u)l(- op' op ,0). 
r OX2 ax, 
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Aqui, T = ! v p[, u é limitada para t = e pé definido como no Teorema 
1, com a mesma mudança de coordenada não-linear dependente do 
tempo e as mesmas suposições do Teorema 1 . Se :.v não é zero em um 
disco de L', então limHT. r(t) existe e é diferente de zero. 
Corolário 3. Considere u como no Teorema 3. Defina Ç = i~ . Supon-
do que !'VÇI < C em (R3\U) x [0, T,J, então, dado E > O, e pode ser 
extendido como solução de (2) em R2 x [0, T* +c]. 
uma estimativa similar a do Teorema 2 para o ângulo da sela ! é 
obtida (ver demonstração em [4]). 
11.2. Equação Magneto-hidrodinâmica ideal em 2D (MHD). 
As variáveis para essa equação são o escalar e(x, t) e a velocidade u. 
As equações são 
(àt+u'Vx)e O 
(àt + UV x)W = (v;e)v x6.x0 
O(x, O) Bo 
u(x, O) uo 
onde 00 e u0 são suaves e w é a vorticidade ( w = ~u, - ~). Ainda VX2 UXl 
podemos escrever 
onde 9 é chamada a função corrente para a velocidade. 
Um resultado similar ao Teorema de Beale, Kato e Majda (B.K.M) 
para a MHD (ver referências [7], [11] e [20] ) garante que uma singu-
laridade não pode se desenvolver em tempo finito T a menos que 
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J ( s~p [u:(x, t) + s~p i.0:.x8(x, t) 1) dt = x. 
Em [11] resultados análogos são obtidos para a MHD usando ames-
ma definição de cenário hipérbolico da seção 9, sob as mesmas condições 
dos Teoremas 1 e 2 e uma suposição mais forte sobre a velocidade: 
(1 00) 
demosntração dos Lemas 2 e 3 seguem os mesmos passos. Para 
o Lema 1 é encontrada uma versão ligeiramente diferente. Em vez de 
uma limitação em termos de [~: !og-:1 é obtida uma em termos de -r. A 
suposição (100) simplifica bastante a demonstração: 
lcj;>(p(t), t)- ç'>(q(t), t)l < ( s~p _IDx<P(x, t)l) IP- q[ (x,t)EL x,o,T#J 
< [u[[L00 (Ux[O,T#]) IP qi 
< 
pms 
O Teorema 1 é exatamente o mesmo. Para o Teorema 2 obtem-se 
uma outra estimativa para o fechamento da sela: 
onde c! e c2 são constantes positivas. :\ote que o fortalecimento do 
resultado é devido à estimativa mais forte obtida para o Lema 1 (ver 
Demonstrações dos Teoremas 1 e 2). 
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11.3. The Equação de Boussinesq. :'\ovamente as variáveis para 
essa equação são o escalar e ( x, t) e a velocidade u. As equações são 
(o,+u\lx)B o 
(8, + UYx)u; -Bxt 
B(x, O) Bo 
u(x. O) - uo 
onde Bo e u0 são suaves eu; é a vorticidade (u; = ~~:- ~~:). 
Um resultado similar ao BKM para a equação de Boussinesq (ver 
referência [7] ) , garante que uma singularidade não pode se formar em 
tempo finito T a menos que 
j ( s~p lu;(x, t) 1) dt - oo e 
(101) 1·T1t sup lvxB(x, s)l dsdt 0 0 X = 00. 
11.4. Fluídos 2D. Nesta subseção citaremos uma generalização do 
cenário hiperbólico de [5], encontrada em [7] e [9]. 
Em vez do cenário hiperbólico, considere, para i = 1, 2, as curvas 
(102) 
r,(t) = {(x,,x2) E R 2 :xz = fi(X!.t).x, E [a,b]} para tE [O,T). 
onde as funções ft E C 1 ([a, b] x [0, T]), satisfazendo 
!J(x1 • t) < h(xL t) para todo (x 1 , t) E [a, b] x [O, T). 
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Cada f, representa um ramo das curvas de nível da solução. O co-
lapso neste cenário ocorrerá se 
e .f2(x1 ,t)- !J(x1 ,t) for limitada para todo (x,t) E [a,b] x [O,T). 
Quando isso ocorre dizemos que há formação de uma frente forte. Con-
sidere as seguintes definições: 
Definição 2: Para t E [0, T), defini-se a largura da frente no instante 
t ( 6 ( t)) como 
b(t) = max[.f2(x1 , t)- JI(x1 , t)]. 
X1Ela,bj 
Definição 3: Dizemos que fi (para i = 1, 2) é uma frente semi-
uniforme, se existe uma constante c1 independente do tempo tal que 
c1ó(t) < min [h(x1 , t)- h(x1 , t)] para todo tE [O, T). 
XlE_a,b] 
Definição 4: Diz-se que um fluido tem crescimento da velocidade 
controlado se 
Em [7] e [9] encontramos os seguintes resultados 
Teorema 4: Seja u(x, t) um fluido 2D com divergência livre (div(u) = 
O). Se além disso o fluido tem crescimento da velocidade controlado, 
então uma frente forte não pode se formar. 
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Em particular as soluções das equaçoes MHD, quasi-geostrófica e 
Boussinesq com crescimento da velocidade controlado, não podem de-
senvolver frente forte. 
Teorema 5: Para o sistema quasi-geostrófico (2), com uma frente 
semi-uniforme, temos a seguinte estimativa para a largura da frente 
(o(t)) 
"" At+B à(t) >e-e para todo tE lO, T). 
As constantes A. e B são independentes de t e x. 
Teorema 6: Para uma solução da 2D Euler com uma frente semi-
uniforme, a largura da frente (ó(t)) satisfaz 
o(t) > e-(At+B) para todo tE [0, T). 
O Teorema 5 generaliza o cenário hiperbólico de [5]. 
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