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Abstract
ASHLEY ISAAC NAIMI: Causal Inference in Occupational Epidemiology:
Asbestos, Lung Cancer Mortality, and the Healthy Worker Survivor Effect
(Under the direction of Stephen R. Cole)
The healthy worker survivor effect is well recognized as a potential source of bias
in occupational epidemiology. Three component associations are necessary for this
bias to occur: (i) prior exposure and employment status; (ii) employment status
and subsequent exposure; and (iii) employment status and mortality. Together,
these associations result in time-varying confounding affected by prior exposure.
Previous estimates of the effect of occupational asbestos on lung cancer mortality
have been obtained using methods that do not account for such confounding. Recent
advances in causal inference provide key tools to examine the severity of the healthy
worker survivor effect in a given cohort, and estimate an exposure-outcome relation
accounting for this bias. The former relies on the use of causal diagrams developed
by Pearl (2000a), allowing researchers to assess the magnitude of the component
pathways in an assumed causal structure. The latter relies on the work of Robins
(1989a), who introduced g-estimation of a structural nested failure time model to
estimate causal effects using observational data subject to biases such as the healthy
worker survivor effect.
The research for this dissertation was conducted using data from 3,072 asbestos
textile factory workers hired between January 1940 and December 1965 and followed
through December 2001. First, we illustrate how the component associations can
be assessed using standard regression methods. For a 100 fiber-year/mL increase
in cumulative asbestos, the covariate-adjusted hazard of leaving work decreased
by 52% (95% confidence interval: 46, 58). The association between employment
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status and subsequent asbestos exposure was strong due to nonpositivity: 88.3%
of person-years at work (95% confidence interval: 87.0, 89.5) were classified as
exposed to any asbestos; no person-years were classified as exposed to asbestos
after leaving work. Finally, leaving active employment was associated with a 48%
(95% confidence interval: 9, 71) decrease in the covariate-adjusted hazard of lung
cancer mortality. Second, we estimated the effect of cumulative asbestos exposure
on lung cancer mortality using two modeling strategies. For a 100 fiber-year/mL
increase in cumulative asbestos, a standard Weibull model adjusting for gender,
race, birth year, baseline exposure, and age at study entry yielded a survival time
ratio of 0.88 (95% confidence interval: 0.83, 0.93). Further adjustment for work
status yielded no practical change. The corresponding survival time ratio obtained
using g-estimation of a structural nested model was 0.57 (95% confidence interval:
0.33, 0.96). Accounting for the healthy worker survivor effect resulted in a 35%
stronger effect estimate. However, this estimate was considerably less precise. When
suspected, methods that account for the healthy worker survivor effect should be
used.
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Chapter 1
Introduction
1.1 Asbestos
The term “asbestos” refers to a family of six naturally occurring silicate minerals,
the most commonly produced form of which is chrysotile asbestos (Kanarek 2011).
These minerals are characterized by physical properties that include high tensile
strength, chemical and thermal stability, high flexibility, and low electrical conduc-
tivity. Because of these properties, asbestos has long been a highly valued mineral
(Alleman & Mossman 1997), particularly in the United States. Between 1900 and
1949, U.S. asbestos consumption averaged 63% of the world’s production, or an
estimated average of 366,000 metric tons per year (Virta 2006). Due to strict regu-
lation beginning in the 1970s, and a global increase in production worldwide, U.S.
asbestos consumption in 2010 was only a fraction of a percent of global production
(1,040 metric tons). However, despite this precipitous drop in consumption, asbestos
still plays a major role in modern U.S. society (Alleman and Mossman 1997; Virta
2011). In 2011, 1,100 metric tons of asbestos were imported into the U.S., 60% of
which was used in construction, and 35% of which was used for chemical process-
ing (Virta 2011). Furthermore, the colossal amount of asbestos integrated into U.S.
infrastructure (such as transportation, sanitation, and building) during the first half
of the 20th century remains a potential exposure reservoir for the general population
(Camus, Siemiatycki & Meek 1998).
1.2 Asbestos and Human Health
Asbestos has long been known to have deleterious health effects, dating back
even to the 1st century (Hunter 1969; SRI International 1978; Skinner, Ross & Fron-
del 1988). The earliest known modern link between asbestos dust and death from
respiratory failure was due to a report for Her Majesty’s Stationery Office in 1898
(Her Majesty’s Factory Inspectorate 1899). The authors of the report noted that the
“sharp, glass-like, jagged nature of the [asbestos] particles, when allowed to rise
and remain suspended in the air of a room” could explain the lung-related diseases
observed in individuals working in unventilated areas (Her Majesty’s Factory Inspec-
torate 1899, p172). In the early decades of the 20th century, evidence of the relation
between fibrous lung diseases and asbestos exposure began to appear in the medical
and scientific literature (Mehlman 1991), becoming well established by the 1930s
(Castleman 2005). Around the same time, medical researchers began to suspect
that asbestos had carcinogenic properties as well. A classic 1942 text on occupa-
tional tumors noted reports from England, Germany, and the U.S. of “an appreciable
number of cases of asbestosis [a non-cancerous fibrous lung disease] associated
with carcinoma of the lung ...” (Hueper 1942, p403). By the early 1940s, European
governments considered lung cancer associated with any degree of asbestosis to be
an occupational disease attributable to asbestos exposure (Enterline 1991, p691).
However, there was considerable debate in the American scientific community on
the validity of the evidence used to classify asbestos as a carcinogen.
Prior to the 1950s, much of the evidence on the relationship between asbestos
exposure and lung cancer involved case reports and clinical anecdotes, with ques-
tionable and inconclusive results. It was only in the mid-1950s that more reliable
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population-based epidemiologic studies began to emerge. By the early 1960s, a con-
sensus was reached that asbestos did indeed have carcinogenic properties. By the
latter half of the 1960s, studies began to investigate the relationship in more detail,
including dose-response trends, latent periods, differential effects by asbestos type,
and interactions with other known carcinogens (Castleman 2005; Michaels 2008;
Weill & Hughes 1986; Enterline 1976). It was during this period of research that a
more nuanced understanding of the healthy worker effect began to emerge. Realizing
the scope of the problems encountered when trying to quantify the effect of an oc-
cupational exposure on a health related outcome, researchers began to propose ad
hoc resolutions thought to mitigate the healthy worker effect, including regression
adjustment and restriction-based strategies. The research done during this period
also set the stage for the governmental regulation of asbestos.
In the early 1970s the EPA and OSHA began regulating workplace asbestos on
the basis of experimental, clinical, and (mostly) observational epidemiologic studies.
As the science on the effects of asbestos exposure progressed, these agencies issued
revised permissible exposure levels in the workplace (United States Department of
Labor 1999), lowering the upper limit of exposure from 12 fibers of asbestos per
milliliter of air (f/mL) averaged over an 8-hour period in 1971, to 0.1 f/mL in 1994.
Between 1971 and 1994, multiple revisions were made, each reflecting the emerging
scientific evidence. In addition, in the mid-1980s, the EPA began extrapolating the
risks of asbestos-induced cancers to the general population on the basis of this newly
emerging evidence (Camus et al. 1998). This evidence was almost exclusively derived
from observational cohort studies conducted in an occupational setting. These stud-
ies typically follow workers exposed to asbestos in the workplace to determine how
outcomes such as lung cancer incidence and lung cancer mortality are related to
varying degrees of asbestos exposure. Generally, two characteristics of such a study
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design pose substantial challenges to the consistent estimation of the causal effect
an exposure on an outcome of interest: the absence of random exposure assignment,
and possible complications that arise due to the presence of time-varying exposures
and other covariates. The healthy worker survivor effect is a partly a consequence
of these two characteristics. Unfortunately, despite their commonplace use in oc-
cupational epidemiology, none of the proposed ad hoc methods could satisfactorily
address either.
1.2.1 Observational versus Randomized Data
Although studies in which exposure is randomly assigned offer a protection (in
expectation) against bias that is not guaranteed in an observational study, such tri-
als are often infeasible in occupational epidemiology. Occupational exposures are
usually suspected to be detrimental to human health, making random exposure as-
signment unethical. Furthermore, compared to randomized trials, observational co-
hort studies can be implemented in a more timely manner, allow for longer follow-up
periods, and are usually less expensive to conduct. Because of these benefits, there
has been a large body of research devoted to formalizing the conditions and assump-
tions required to render exposure effect estimates obtained from observational cohort
studies as comparable possible to those obtained from randomized trials (see, e.g.
Hernán, Alonso, Logan, Grodstein, Michels, Willett, Manson & Robins 2008; Pren-
tice, Pettinger & Anderson 2005; Benson & Hartz 2000; Concato, Shah & Horwitz
2000). Such formalization allows researchers to gain a more precise understanding
of how reasonable the assumptions required in a given context are in order to in-
fer causal relationships, as is done in a randomized trial, from observational data.
Although this approach to causal inference using observational data finds its roots
in occupational epidemiology (Robins 1986, 1987b,a), it was formalized further in
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the context of HIV epidemiology (Robins 1989a, 1993; Robins, Hernán & Brumback
2000; Robins & Finkelstein 2000; Robins, Blevins, Ritter & Wulfsohn 1992; Hernán,
Brumback & Robins 2001). This approach has also garnered some attention in car-
diovascular epidemiology, particularly with regards to the discrepancies observed
between observational studies and randomized trials on the cardiovascular effects
of hormone replacement therapy (Hernán et al. 2008; Hernán, Robins & García Ro-
dríguez 2005). However, a few notable exceptions aside (Robins 1986, 1987b,a;
Arrighi & Hertz-Picciotto 1994; Chevrier, Picciotto & Eisen 2012), this approach has
not been implemented in occupational epidemiology.
1.2.2 Time-Varying Data
Epidemiologists are typically aware of the important differences that exist be-
tween randomized and observational studies. Less well known are the problems en-
countered when attempting to estimate the effect of a time-varying exposure under
conditions of time-varying confounding affected by prior exposure. In this situa-
tion, standard methods that are typically used in occupational epidemiology will fail
to consistently estimate the effect of an exposure such as asbestos on an outcome
of interest (Robins 1989b). Unfortunately, a classic example of such time-varying
confounding affected by prior exposure is what is known as the healthy worker sur-
vivor effect. This bias is a common problem in occupational epidemiology (Arrighi
& Hertz-Picciotto 1993; Arrighi and Hertz-Picciotto 1994; Arrighi & Hertz-Picciotto
1996). Few studies have used methods that properly account for this bias in an
occupational setting (Chevrier et al. 2012; Robins 1986, 1987b,a). No studies have
properly accounted for this bias when estimating the effect of asbestos exposure
on lung cancer mortality. Consequently, the permissible exposure levels defined by
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OSHA, as well as the projections made by the EPA, may not be adequate. This dis-
sertation is geared towards addressing certain issues involving consistent exposure
effect estimation under the conditions encountered in the healthy worker survivor
effect. After providing some context and describing the problem, a general framework
geared towards empirically assessing the severity of the healthy worker survivor effect
in a given cohort will be outlined (Part 1). For this goal, we will highlight issues in-
volved in estimating associations versus causal relations, formally introduce causal
diagrams, outline the logic used to assess the component associations of the healthy
worker survivor effect, and carry out an empirical assessment in the cohort under
study. Part 2 will be geared towards estimating the causal effect of asbestos exposure
on lung cancer mortality using observational cohort data. To do this, we will define
our causal estimand of interest, highlight the identifiability assumptions needed to
estimate such an effect, and implement novel methods with which such assumptions
can be explored and more validly justified relative to standard approaches used in
occupational epidemiology.
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Chapter 2
Problem Statement and Literature Review
2.1 Historical Context of the Healthy Worker Survivor
Effect
Mortality rates derived from individuals working in industrial or occupational
cohorts have long been known to differ from those of the general population. As
pointed out by Arrighi and Hertz-Picciotto (1994), William Ogle (1885) described
how the “considerable standard of muscular strength and vigour” that character-
ized those involved in various trades and professions resulted in mortality rates that
were “unfairly lowered, as compared with the death rates in occupations of an easier
character.” One hundred years later, the problems of using external populations
as a referent were clear, and epidemiologists began to use intracohort analyses to
estimate exposure effects among the same group of workers with different exposure
levels. Yet, around the same time, it was becoming clear that the healthy worker
bias was due to more than just the selection of a less healthy population referent. In
the mid-to-late 1970s, a number of studies began to confirm that the healthy worker
effect was composed of at least two distinct phenomena: the selection of healthy in-
dividuals into an industry, and the early termination of workers with poor prognosis
(Fox & Collier 1976; McMichael 1976; Robins 1986; Checkoway, Pearce & Crawford-
Brown 1989). This latter phenomenon, known as the healthy worker survivor effect,
posed particular problems for estimating the effect of an occupational exposure on a
given outcome.
2.2 Methodological Approaches Aimed at Resolving the
Healthy Worker Survivor Effect
The healthy worker survivor effect has been recognized for more than 40 years
(Gilbert 1982). A small number of strategies are available which attempt to overcome
the bias. Two of these methods (exposure lagging and work status adjustment) have
been promoted since the early 1980s, and are commonly encountered as ostensible
solutions to the healthy worker survivor effect (Arrighi and Hertz-Picciotto 1993,
1994, 1996). However, these methods, though common, inadequately resolve the
bias induced by the healthy worker survivor effect.
The first method used to address the healthy worker survivor effect was published
in 1976 in the context of a study of the relationship between vinyl chloride monomer
and angiosarcoma. In this study, Fox and Collier (1976) proposed a restriction-
based method that sought to account for the selective component of the healthy
worker effect. They argued that by combining their restriction-based method with an
analysis stratified by work status, the selection effect would be minimized and the
survivor effect significantly reduced (Fox and Collier 1976, p228). A similar method
was proposed by Gilbert &Marks (1979). Using regression adjustment, these authors
argued, would allow for an assessment of the effect of exposure on the outcome within
subgroups of individuals with identical work status, and thus remedy the bias that
results from comparing (possibly sick) individuals who left work directly to (possibly
healthy) individuals who remain at work.
A year later, an alternative method was informally proposed that involved using an
exposure lag (Gilbert 1982). With this method, recent exposures are ignored because
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exposures nearest to the event could only have been acquired by the “survivors” that
are at the root of the healthy worker survivor effect (Arrighi and Hertz-Picciotto 1996).
Exposure lagging is thus a restriction-based tactic that discards information from the
survivors in an attempt to put those who survive longer on an equal exposure footing
with those who don’t. It attempts to overcome the bias induced by the healthy worker
survivor effect by restricting the analysis to exposures that have not been acquired
within a pre-specified duration prior to the event. The assumptions behind each of
these methods makes it such that they are not easily substantiated as reasonable
tactics. As will be explained, the issue is primarily due to the fact that individuals
who leave the workplace are removed prematurely from the exposure pool due to
their exposure status. Under such conditions, there is a mixing or confounding of
the effect of exposure status with the effect of work status on the outcome under
investigation. However, because the time at which an individual leaves work is likely
influenced by their exposure history (i.e., work status is an intermediate on the
path from the exposure to the outcome), the healthy worker survivor effect is not
amenable to solutions involving regression adjustment, stratification, or restriction
(Robins 1989b).
2.3 Limitations of Past Approaches
Neither work status adjustment nor exposure lagging can necessarily address the
bias due to the healthy worker survivor effect. Three key issues render them unable
to account for this bias. First, work status may confound the association between
exposure and the outcome. Second, work status is also an intermediate variable
between the effect of a prior exposure and the outcome. Together, these relations
lead to time-varying confounding affected by prior exposure (henceforth, time-varying
confounding) (Hernán, Hernández-Diaz & Robins 2004), depicted in Figure 2.1.
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WtX(t−1) Xt T
U
Figure 2.1: Causal diagram representing the healthy worker survivor effect.
Figure 2.1 is a causal diagram representing the healthy worker survivor effect. In
this figure, we let t index time on study, X represent continuous asbestos expo-
sure, W index employment status, U represent a common cause of W and T , and
T index survival time. We refer the reader to Section 6.3 for a formal description
of causal diagrams and relevant terminology. Here, we simply note that the path
separation criterion known as “d-separation” (Pearl 1995, 2000b, Chapter 6) dic-
tates that any method that involves conditioning (e.g., regression adjustment, strat-
ification) on work status Wt in order to estimate the magnitude of the dashed red
arrows in Figure 2.1 may induce collider-stratification bias by creating an artifi-
cial association between prior exposure X(t−1) and the outcome T through the path
X(t−1) → Wt ← U → T (Hernán et al. 2004; Greenland 2003; Cole, Platt, Schisterman,
Chu, Westreich, Richardson & Poole 2010). However, not adjusting for work status
results in a “d-connected” path between subsequent exposure Xt and the outcome
T through the path Xt ← Wt ← U → T , and thus a confounded exposure-effect
estimate.
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These issues are readily dealt with by modeling the marginal distribution of the
potential outcomes using inverse probability of exposure weights to account for
time varying confounders affected by prior exposure. This technique, known as the
marginal structural modeling (MSM), is often an appropriate alternative to estimat-
ing the effect of a time-varying exposure in the context of time-varying confounding
(Hernán, Brumback & Robins 2000; Robins et al. 2000). However, a third complexity
encountered in the healthy worker survivor effect precludes the use of MSMs as a vi-
able alternative. This complication arises because workers who leave the workplace
have no chance of incurring subsequent work-based exposures. This results in a
violation of the positivity assumption, which is required to make inferences that are
not based on interpolation or extrapolation (Hernán & Robins 2006a; Cole & Hernán
2008; Westreich & Cole 2010). Indeed, in an initial project using simulated data we
have shown that the finite-sample bias of marginal structural models is similar to
that of standard regression methods under conditions of time-varying confounding
with positivity violations (Naimi, Cole, Westreich & Richardson 2011).
In the presence of nonpositivity, two alternatives for effect estimation in the con-
text of time-varying confounding exist: the parametric g-formula (Robins 1987a),
and g-estimation of a structural nested model (Robins 1998). We have recently fit
parametric g-formula to the very same data used to conduct the analyses for this dis-
sertation (Cole, Richardson, Chu & Naimi 2012). A strength of the g-formula is that,
under certain assumptions, researchers can estimate measures of occurrence that
would have been observed under possible interventions on the exposure of interest.
Unfortunately, this does not allow one to obtain standard dose-response effect esti-
mates of interest to occupational epidemiologists. Therefore, comparing the results
from an analysis using the g-formula to standard methods is not straightforward.
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G-estimation, on the other hand, allows one to estimate such dose-response func-
tions. However, implementing this method is difficult because specialized knowledge
and tailored computer code is needed. Only one prior study used structural nested
models to account for the healthy worker survivor effect, in which an occupational ex-
posure metric that was originally measured on a continuous scale was dichotomized
(Chevrier et al. 2012). One (separate) study has implemented structural nested mod-
els to estimate the effect of erythropoietin dose (on a continuous scale) on mortality in
patients with end stage renal disease (Joffe, Yang & Feldman 2012). No studies have
used structural nested models to account for the healthy worker survivor effect in
the relation between a continuous occupational exposure and mortality. The present
dissertation will serve to fill this gap.
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Chapter 3
Specific Aims
3.1 Rationale
Asbestos is an extremely useful, highly hazardous, and thus tightly regulated
commodity in the United States. Indeed, since the mid-1950s, exposure to asbestos
has been linked to a number of non-malignant and malignant disorders, the most
lethal of which are lung cancer and mesothelioma. According to the Surveillance
Epidemiology and End Results program, in 2004 the 5-year survival rate of mesothe-
lioma (5.4%) was only about 1/3 of that of lung cancer survival (16.4%) (Surveillance
Epidemiology and End Results 2004). Nevertheless, the absolute number of new
lung cancer cases in the U.S. each year dwarfs the number of mesothelioma cases,
and the EPA has estimated that more individuals die every year because of asbestos
induced lung-cancer than mesothelioma.
Current regulations for asbestos use are based largely on scientific studies that
have looked at the relationship between asbestos exposure and disease in an oc-
cupational setting. Existing methods used to analyze data from such studies in-
consistently estimate the effect of an exposure such as asbestos on a health related
outcome when the healthy worker survivor effect is present. Consequently, existing
regulations may be inadequate. The purpose of this research is to apply a new tech-
nique that is not subject to the same estimation problems, but more complicated to
implement than standard methods.
3.2 Aims
In light of these issues, this dissertation seeks to address the following research
questions:
1. How can researchers determine whether standard methods will suffice to es-
timate the association between asbestos exposure and lung cancer mortality,
or whether more complicated statistical methods such as g-estimation must be
used?
2. In a dataset with an operative healthy worker survivor effect, how do the esti-
mates of the effect of asbestos exposure on lung cancer mortality differ using
standard methods compared to g-estimation?
3. How does g-estimation of a structural nested model perform, relative to stan-
dard methods, in simulated data with a continuous exposure and time to event
outcome?
3.3 Significance
This research is significant in that it will: provide researchers with an heuristic
that will allow researchers to explore the severity of the healthy worker survivor ef-
fect in a given cohort; provide a more accurate evidence base upon which workplace
asbestos exposure can be regulated; provide a more informed understanding of the
potential risks of asbestos exposure in the general population; and provide prelimi-
nary evidence on the finite-sample properties of structural nested accelerated failure
time models estimated using g-estimation with a continuous exposure.
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Chapter 4
Study Design and Measurements
4.1 The Cohort
The South Carolina Chrysotile Asbestos study is an occupational cohort study
of the relationship between workplace asbestos exposure and lung cancer mortality
over a 60-year period. The cohort consisted of 3,072 individuals who worked in
the plant for six months or more with at least one month of employment between
1 January 1940 and 31 December 1965 (Dement 1980). Follow-up started on 1
January 1940. Workers were followed for vital status and cause of death until loss to
follow-up or administrative censoring on 31 December 2001. Date of birth, sex, and
race (Caucasian versus non-Caucasian) were ascertained from company personnel
records. This study was conducted on de-identified existing records and therefore
deemed not human subjects research.
4.2 Mortality Ascertainment
Vital status through 1978 was determined using information from the Social
Security Administration, Internal Revenue Service, the US Postal Mail Correction
Service, state driver’s license files, and state vital statistics offices (Dement, Harris,
Symons & Shy 1983b; Hein, Stayner, Lehman & Dement 2007). Between 1979
and 2001, the United States National Death Index (NDI) was used to obtain vital
status. Workers that were confirmed alive on 1 January 1979, and not shown to be
deceased by the NDI between 1979 and 2001 were considered to be alive as of 2001.
Workers lost to follow-up before 1 January 1979 were censored at the date they
were last known to be alive. Prior to 1979 death certificates were obtained from the
state vital records offices and the underlying cause of death was coded by a qualified
nosologist. After 1979, the NDI provided underlying causes of death. All deaths were
coded according to the revision of the International Classification of Diseases (ICD)
in effect at the time of death. Lung cancer mortality was defined as ICD-8 and ICD-9
codes 162-163, and ICD-10 codes C33-C34.
4.3 Asbestos Exposure Assessment
Ambient asbestos concentrations were estimated for the years 1940 to 1977 (in-
clusive; no individuals were employed at the facility under study after 1977) using
5,952 sampling measurements taken between 1930 and 1975 analyzed using phase
contrast microscopy. As detailed in Dement, Harris, Symons & Shy (1983a), to
create a job exposure matrix, the factory was divided into 9 exposure zones, each
corresponding to the following physically well-defined area:
• Preparation/Waste Recovery • Draper Weaving
• Carding • Twisting
• Ring and Gang Spinning • Universal Winding
• Mule Spinning • Heavy Weaving
• Spooling (Foster Winding)
Jobs within each exposure zone were assigned to one of four uniform job cate-
gories (UJC) based on the tasks associated with that job (Table 4.1).
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Table 4.1: Uniform Job Categories & Description, reproduced from Dement (1980)
Category Description
A. General Area Personnel Generally in a given area, but not assigned to a specific
task. Jobs include service personnel, fixers, helpers,
oilers, elevator operators, doffers, clerks, supervisory
personnel, etc.
B. Machine Operation Persons who normally operate textile production ma-
chinery. Jobs include operators of opener machines,
screens, cards, spinning frames, looms, winders, etc.
C. Clean Up Persons involved in cleaning production areas. Jobs
include sweeping, cleaning of machines, etc.
D. Raw Fiber Handling Persons handling or transporting raw unspun fiber or
fiber waste. Jobs include stockrollers, fly handlers,
card grinders, etc.
Job specific average asbestos concentrations in the ambient air surrounding 9
exposure zones were estimated using a job exposure matrix. As detailed in (Dement
et al. 1983a), the tasks in UJC A (Table 4.1) involved constant movement within
and across exposure zones. Workers in this job category were not associated with
a particular process or machine. Consequently, workers in this job category were
considered as being exposed to a concentration of asbestos that would depend on the
time spent in a given exposure zone, and the average ambient asbestos concentration
in that zone. Workers in UJCs B-D were associated with a particular process or
machine that involved heavier exposure to asbestos than workers in UJC A. These
workers could be thought of as having had the exposures of individuals in UJC A,
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plus an increment that was due to their association with a particular task. Using
this information, Dement et al. (1983a) defined a mathematical expression for the
average concentration of asbestos to which a given individual i in year on study t
was exposed. To simplify the notation, we omit the subscript i. This expression is
(Dement et al. 1983a):
X˜tk =
∑
j
C˜jtfjt +
∑
j
∆C˜jtk (4.1)
where
X˜tk = average number of fibers/mL air to which an individual was exposed per
day for UJC k during year t
C˜jt = the baseline dust concentration, in units of chrysotile fibers longer than
5 µm per mL air, for exposure zone j during year t
fjt = fraction of the working day spent in exposure zone j during year t
∆C˜jtk = increment in the average concentration, in units of chrysotile fibers
longer than 5 µm per mL air, in exposure zone j due to UJC k during year t
The first term in Equation (4.1) provides a baseline asbestos concentration asso-
ciated with being in exposure zone j. Because of the nature of the tasks associated
with uniform job category A, this term corresponds to an estimate of the average
exposure for job category A in exposure zone j. In the second term in Equation (4.1),
∆C˜jtk = C˜jtk−C˜jt is the increment in the average concentration of asbestos in exposure
zone j due to job category k. Note that we deviate from convention and use A˜ and Y˜
to denote the average of X and Y because in Chapters 6 and 7, we use the standard
overbar notation to denote a variable’s history.
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Equation (4.1) represents the mathematical model used to assign ambient as-
bestos concentrations for a particular job in the factory under study. For example,
suppose individual l employed in job category A in their third year on study spent
half their time in exposure zone 2 and their remaining time in exposure zone 7. This
individual’s estimated exposure value for their third year on study will be
X˜l3 = C˜23 × 0.5 + C˜73 × 0.5
where C˜23 is the ambient asbestos concentration in exposure zone 2 corresponding
to individual i ’s 3rd year on study (similarly for C˜73). As a second example, suppose
individual m employed in job category B in their third year on study spent all their
time in exposure zone 6. This individual’s estimated exposure value for their third
year on study will be
X˜63 = C˜63 + ∆C˜63B
In the right hand side of Equation 4.1, C˜jt and C˜jtk were estimated by Dement
and colleagues using a log-normal regression model with the 5,952 sampling mea-
surements taken between 1930 and 1975 as the regressand (Dement et al. 1983a).
This regression equation included indicators for calendar time and the time at which
changes in manufacturing processes and engineering control methods occurred. The
parameters for this model were estimated by Dement et al. (1983a) using ordinary
least squares.
These estimates were linked to individuals using detailed job histories based
on personnel records collected by the company beginning in 1930, compiled and
microfilmed by the US Public Health Service in 1968, and updated, digitized, and
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quality controlled in 1978 (Dement 1980). These records contained individual-level
information on j, t, k, and fjt to use in Equation (4.1), as well as information used to
create demographic covariates. Each day during the years in which the individual
was not employed was assigned a zero asbestos exposure. Each day during the
years in which the individual was employed was assigned a job and calendar period
specific ambient asbestos concentration in units of chrysotile fibers longer than 5 µm
per mL air. Following previous research (Dement et al. 1983b,a; Dement & Brown
1994; Dement, Brown & Okun 1994; Stayner, Smith, Bailer, Gilbert, Steenland,
Dement, Brown & Lemen 1997; Hein et al. 2007; Richardson, Cole, Chu & Langholz
2011; Cole et al. 2012), annual exposure levels, in units of 100 fiber-years/mL, were
calculated as the product of the number of days exposed in a given year and the
average daily exposure values in that same year, divided by 100 × 365.25. We refer
the reader to Section 10 for details on the interpretation of this exposure metric.
4.4 Covariate Information
Information on demographic and work history characteristics were obtained for
each individual on study using detailed personnel records collected by the textile fac-
tory beginning in 1930, compiled and microfilmed by the US Public Health Service
in 1968, and updated, digitized, and quality controlled in 1978. These records were
used to obtain information on gender, race, birth year, hire dates, termination dates,
and job titles. This is information was used to create a vector of covariates to adjust
for confounding of the relation between occupational asbestos exposure and lung
cancer mortality. These covariates were: binary indicators for female (male referent)
and non-Caucasian (Caucasian referent) individuals; a binary time-varying indica-
tor of whether the individual was at work for a given year on study; and variables
representing integer age and date of birth (in years).
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One can argue that the use of a binary indicator of non-Caucasian status is a
poor method of capturing important racial heterogeneity, and would leave the anal-
ysis vulnerable to excessive residual confounding. However, due to the fact that our
study was conducted in the rural South between 1940 and the 1960s, it is quite
likely that a binary classification system for race adequately represents most of the
racial variation in this population. It is possible, however, that the analysis is prone
to confounding due to missing information on social class (e.g., educational status),
and occupational mobility.
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Chapter 5
Exploratory Data Analysis
This dissertation consists of twomain analyses using the South Carolina Chrysotile
Asbestos cohort. This first is an assessment of the component associations of the
healthy worker survivor effect. This analysis used a restricted sample of 2,975 in-
dividuals from the original 3,072 individuals on study. The second analysis is an
assessment of the relation between occupational asbestos exposure and lung cancer
mortality using structural nested models. This analysis used a restricted sample of
2,564 individuals from the original 3,072. The results of the analysis of the compo-
nent associations changed negligibly when either the restricted (2,975) or full (3,072)
sample was used. The same was true of the results for the assessment of the re-
lation between occupational asbestos exposure and lung cancer mortality using the
restricted (2,564) or full (3,072) sample. Finally, descriptive statistics and figures
obtained using each of the three samples showed little difference across samples.
Consequently, this chapter presents descriptive statistics and figures on all 3,072
individuals in the South Carolina Cohort. Each figure is followed by a discussion of
its main features and implications.
5.1 Lung Cancer Survival Time
Figure 5.1: Cumulative distribution function for lung-cancer mortality (LCM) in the
South Carolina Cohort.
Figure 5.1 displays the estimated cumulative distribution function of lung-cancer
mortality in the South Carolina cohort. In this figure, the dashed blue line represents
the fit of a Weibull model to the cumulative distribution function. This figure suggests
that the marginal distribution of the observed survival times follows a Weibull distri-
bution, as evidenced by the close proximity of the two curves. This observation
is further supported by the plot in Figure 5.2, which reveals that the log[−log Sˆ(t)]
is linear in the log of lung cancer survival time, where Sˆ(t) refers to the complement
of the cumulative distribution function which, in this specific case, was estimated
using the Kaplan-Meier estimator.
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Figure 5.2: Log negative log of survival by
log of lung cancer survival time for N =
3,072 individuals in the South Carolina
Cohort.
Using Figure 5.2, one can obtain
an estimate of the shape parameter κ
for the Weibull distribution using the
slope of the linear regression through
the plotted points, which, in our case
was κˆ = 2.76. Finally, Figure ?? sug-
gests that some lung cancer deaths oc-
curred within 10 years of being on study.
This will have implications for the anal-
ysis in Chapter 9, where we employ a
10-year exposure lag to examine the re-
lation between cumulative asbestos ex-
posure and lung cancer mortality.
Figure 5.3 demonstrates how these
lung cancer cases were spread across
age, with a majority of lung cancer events occurring between ages 60 and 75, and
no lung cancer deaths occurring prior to age 45. These numbers coincide roughly
with figures obtained using SEER data for the years 2005-2009, which indicate that
the median age at death was 72 years, and that only 1.3% of deaths due to lung
cancer occurred prior to 45 years of age. In our cohort, the median age at death
due to lung cancer was 67 years, with an interquartile range of (63, 74). Figure 5.3
also illustrates the distribution of person-time, with a majority of person-years falling
between ages 30 and 75.
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Figure 5.3: Distribution of 120,130 person-years at risk (above y-axis break) and
198 lung cancer cases (below y-axis break).
5.2 Person-Time on Study
Figure 5.4 demonstrates how all 120,130 person-years on study were distributed
across race/gender categories. Each tile in this mosaic reflects the magnitude of the
race/gender specific contribution of person-years. This figure illustrates that a ma-
jority of person-years were contributed by Caucasians, which was split equally across
genders. Although not shown here, negligible changes were observed when repre-
senting the distribution of individuals by race and gender. Among non-Caucasians,
males contributed most of the person years on our study. The breakdown of age on
study by race/gender categories was similar across racial categories, but differential
across gender categories: the median age among female non-Caucasians and Cau-
casians was 50 years (interquartile range: 38, 64) and 50 years (interquartile range:
38, 63), respectively; the median age among male non-Caucasians and Caucasians
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was 46 years (interquartile range: 35, 58) and 46 years (interquartile range: 34, 57),
respectively.
Figure 5.4: Mosaic plot of all 120,130
person-years on study cross-classified by
race and gender.
The opposite situation occurred with ex-
posure, which was similar across gen-
der categories, but differential across
racial categories: the median annual
exposure values among female non-
Caucasians and Caucasians was 5.9
fiber-years/mL (interquartile range: 3.0,
7.0) and 3.5 fiber-years/mL (interquar-
tile range: 1.5, 4.1), respectively; the
median annual concentration among
male non-Caucasians and Caucasians
was 5.9 fiber-years/mL (interquartile
range: 2.8, 8.1) and 3.0 fiber-years/mL
(interquartile range: 1.0, 4.6), respec-
tively.
5.3 Annual Asbestos Exposure Values
Figure 5.5 illustrates the exposure concentrations in fibers/mL in the facility
under study across time. This figure represents the average, 50th percentile, 75th
percentile, and 90th percentile of the individual asbestos exposures in the facility
under study through time. This figure suggests that little change occurred in the
exposure values over the duration of the study. Indeed, only in the highest exposure
jobs did individuals in this study experience a drop in exposure values after 1944
when new exposure control mechanisms were put in place (Dement et al. 1983a).
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The effects of this drop can be seen in the mean exposure values (more sensitive to
outliers than the median), which are much higher pre-1944 than post-1944. Indeed,
the highest exposure value over all years on study was 54.4 fibers/mL in 1942,
which is an elevated but reasonable exposure value, particularly for jobs involving
fiber preparation, during the period prior to 1945 when engineering controls (e.g.,
venting) were in place (Dement et al. 1983b). Finally, this figure illustrates that a
majority of the individuals in this study experienced exposure values well within the
range of permissible exposure levels issued by the Occupational Health and Safety
Administration between 1971 (12 fibers/mL) and 1994 (0.1 fibers/mL).
Figure 5.5: Ambient asbestos concentrations in the facility under study from 1940
to 1977.
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Chapter 6
Causal Diagrams and Confounding Bias
6.1 Causation and Association in Observational
Studies
A central axiom of the present work is that epidemiologists are primarily con-
cerned with estimating the causal effect of a specific exposure on a well defined
health-related outcome in order to improve population health. Such effects are often
estimated using observational data with tools formalized by the logic and theory of
mathematical statistics. Ideally, the estimated causal effect will reflect the expected
magnitude of the improvement in the health-related outcome that would be brought
about by some action that would alter the level of the exposure in the target pop-
ulation. In other words, the estimated effect would reflect the causal impact of the
exposure on the outcome.
Despite its importance in estimating causal effects, the theory of mathematical
statistics per se says nothing about the nature (i.e., causal or not) of the relation
between two variables. Early pioneers of mathematical statistics (and science in
general) did their utmost to ensure this would be the case. For example, in “The
Grammar of Science,” Karl Pearson forcefully opined that the idea of cause and effect
was nothing more than “another fetish amidst the inscrutable arcana of modern
science” that should be discarded (Pearson 1911, pg vi). Similarly, the renowned
philosopher of science, Bertrand Russell, claimed in 1912 that “causality . . . is a
relic of a bygone age, surviving . . . only because it is erroneously supposed to do
no harm” (Russell 1912). Although traces of this disregard for causal inference are
clearly visible in today’s statistical literature (Speed 1990; Cox 1996; Lindley & Novick
1981), the field is quickly changing.
In the early 1980s, researchers began to develop a formal theories of causal in-
ference, linking them to the existing body of knowledge in mathematical statistics.
These theories generally fall into two categories: the potential outcomes framework
pioneered by Rubin (1974, 1978, 2005), Robins (1986, 1987b), Rosenbaum (1984,
1995), and others (Heckman & Robb 1985; Imbens & Angrist 1994; Angrist, Imbens
& Rubin 1996; Imbens & Rubin 1997); and the theory of causal diagrams devel-
oped by Pearl (1988, 1993, 1994, 1995), and others (Spirtes 1993; Lauritzen 1996,
2001). In the sections to follow, we will outline the main ideas behind the theory of
causal diagrams, and demonstrate how they may be used to explore the component
associations of the healthy worker survivor effect.
6.2 Statistical Models and Background Knowledge
It has long been known that, absent background knowledge, statistical analyses
provide “spurious,” “illusory,” or “fictitious” associations between an exposure and
outcome of interest (Yule 1903; Pearson, Lee & Bramley-Moore 1899). An example
due to Jerzy Neyman (1952) makes this point absurdly clear. Knowing absolutely
nothing about the human gestation and the birthing process, we may ask whether
caging the stork population in a given area will have an impact on the birth rate
(Kronmal 1993). Illustrating the point, Matthews (2000) conducted an analysis of
data on stork populations and the human birth rate in 17 Eurasian countries. He
found a statistically significant average increase of 2.9 births per 100 storks in a given
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area (95% confidence interval: 0.9, 4.9; p-value: 0.008). Thus, as Matthews points
out, judging by statistical criteria alone, one can make the “causally nonsensical”
conclusion that every 100 storks caged will serve to reduce the annual number of
births by about 3 (p 38).
Storks
Area
Births
Figure 6.1: Confounding triangle for the
association between stork population and
birth rate.
This situation comes to a resolution
once we realize that the association be-
tween the stork population and birth
rate is confounded by the land area of a
given country. This can be conveniently
demonstrated using “confounding trian-
gle,” well known to epidemiologists for
decades (Figure 6.1). Such figures have
served as crude complements to a given
statistical analysis in an attempt to more proficiently estimate causal effects. How-
ever, until the mid-1980s, the bridge between such graphical representations of
confounding and an actual statistical analysis was only informal. The recent the-
ory behind causal diagrams provides a convenient and logically rigorous means of
formally incorporating background causal knowledge into a statistical analysis. In
subsequent sections, we provide an introduction to the theory of causal diagrams,
and illustrate how they may be used to explore the bias due to the healthy worker
survivor effect.
6.3 Causal Diagrams, Models, and Data Generating
Mechanisms
As a scientific enterprise, epidemiology is concerned with establishing a body of
knowledge on patterns that exist between exposures and health related outcomes.
By pattern, we mean a recurring set of events that repeat in a predictable manner.
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For example, individuals exposed to greater amounts of occupational asbestos have
shorter lung-cancer survival times. We assume that this pattern is due to certain
fundamental causal processes that exist between specific components of the world.
We can use graph theory to represent these fundamental causal processes in a
succinct and elegant manner, and link them to the methods used in mathematical
statistics.
We letGV denote the graph (or causal structure) representing the causal processes
that exist between these relevant components of the world. Following the usual graph
theoretic definition, we define GV as the ordered pair 〈V, E〉, where V denotes a set
of “vertices” or “nodes,” and E a set of directed “edges” or “arrows” between two
nodes. The nodes in GV represent all the relevant components of the world that take
part in the causal processes linking occupational asbestos exposure to lung cancer
mortality. Similarly, the edges in GV represent direct functional relationships among
the set of corresponding nodes.
For convenience we define G ⊂ GV to be the graph containing a subset of nodes
in our data. For example, Figure 2.1 is a graph G with nodes representing exposure
X , work status W , lung cancer survival time T , and unmeasured variables U , but
without nodes representing race (denoted R), gender (denoted M ), age (denoted A),
and birth year (denoted B). We simply note that these latter nodes are “exogenous”
in that they are not subject to any other causes relevant to our causal structure. In
other words, there are no causes relevant to our interests in the relationship between
occupational asbestos exposure and lung cancer mortality that influence {R,M, A, B}.
Thus, for our study, we define G = 〈{Xt−1,Wt , Xt , U, T }, {[Xt−1,Wt], [Xt−1, T ], [Wt , Xt],
[Xt , T ], [U,Wt], [U, T ]}. Each element of E in G in the square brackets denotes an
edge (arrow) where the arrow begins at the first element and ends at the second
element in the pair. Thus [Xt−1,Wt] = Xt−1 → Wt. Note that the full graph GV would
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contain additional nodes {R,M, A, B} and additional edges from each of these nodes
to each of {Xt−1,Wt , Xt , U, T }. We exclude these from our graph to simplify notation,
but they are considered in all analyses.
The graph G in Figure 2.1 is “directed” in that each edge in the graph is marked
by a single arrowhead reflecting the causal order between the two nodes it connects,
such as
X → W
as opposed to
X ↔ W or X − W .
Furthermore, the graph G is “acyclic” in that it contains no cyclical paths starting
and ending at the same node, such as
X W
Rather, in an acyclic graph, feedback loops are accommodated by subscripting
nodes with their temporal ordering
Xt−δ → Wt → Xt+κ
where, for our study (due to fact that data on exposure and work status were collected
annually), δ = 1, and where, for convenience, we omit the subscript κ. Our causal
diagram in Figure 2.1 is a directed acyclic graph (DAG) that we denote G. We define
a “path” on DAG G as a sequence of edges where each pair of adjacent edges in the
sequence shares a node, and each such shared node can only occur once in the path.
A “directed path” is a path in which the sequence edges all go in the same direction.
Otherwise, the path is undirected. A “back-door” path is one in which the leading
edge is directed towards the first node in the path, such as
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W ← U → T .
We use kinship terminology (e.g., parents, children, descendants, ancestors) to
denote the possible relationships that exist in G. For example, in Figure 2.1, Xt is a
descendant of U while U is an ancestor of Xt. Similarly, Wt is a parent of Xt while
Xt is a child of Wt. In particular, the parents of, say, W are the set of nodes from
which there is a direct arrow into W , and are denoted Pa(W ) = {Xt−1, A, R, B,M}. We
restrict Pa(vj) to be only the measured parents of vj. Finally, a node on a path with
two incoming arrows (i.e., inverted fork) is said to be a “collider” on that path. For
example, on the path Xt−1 → Wt ← U → T , we call Wt a collider on that path.
For a given DAG G, we say that two nodes Wt and T are unconditionally d-
separated if and only if all paths from Xt to T are blocked. A path is blocked if there
is a collider on the path, and we denote this unconditional d-separation {T ∐
d-sep
Wt}G
where, generally, ∐ is defined as “independent of.” In addition, we say that two
nodesWt and T in G are conditionally d-separated if, given a set of nodes Z , all paths
between Wt and T are blocked. For conditional d-separation, a path is blocked if
there is an element in the set of nodes Z that is not a collider, or if there is a collider
on the path such that neither the collider nor its descendants are in Z . We denote
such conditional d-separation {T ∐
d-sep
Wt |Z }G.
D-separation is a statement about the topology of the graph G that, under certain
assumptions, can be used to deduce the presence or absence of statistical inde-
pendence relations (see below). Formally, d-separation is justified by the “graphoid
axioms” outlined in (Pearl 1988, p84), which govern the notion of the informational
relevance of nodes along a specific path in a given DAG (Pearl 2000a). Informally,
d-separation is most often expressed in terms of the “transmission” of information
through paths. For example, using Figure 2.1, we say that the information contained
in Xt is “transmitted” to T via 2 paths: Xt → T and Xt ← Wt ← U → T . The former
33
path transmits the relevant causal information we seek to understand. The latter
path transmits irrelevant information due to confounding that we seek to account
for in an analysis.
Although causal diagrams (such as directed acyclic graphs) are a convenient
way of encoding background knowledge about the causal processes of interest, they
are of no practical use unless we make certain assumptions that link them to the
statistical data we obtain for an epidemiologic study (Robins & Hernán 2009). One
central assumption is known as the Causal Markov Assumption (CMA). For a given
causal structure G we define a probabilistic causal model as the pair M = 〈G,Θ〉,
where Θ is a set of parameters compatible with G (Pearl 2000a), and where the
probability density function forM is denoted fv|Θ(v). The CMA is met when the joint
density fv|Θ(v) of the variables representing the nodes in the graph G satisfies the
Markov factorization
fv|Θ(v) =
M∏
j=1
f {vj|Pa(vj)}. (6.1)
If, for graph G, (6.1) holds, then for the statistical model M we can deduce, for
instance, that
{T
∐
d-sep
Wt |Z }G =⇒ {T
∐
Wt |Z }M. (6.2a)
where Z is a set of variables that block all paths from Wt to T . Note that the symbol∐
d-sep
denotes a topological independence property of graphical models formally defined
in Pearl (1988, 2000a), whereas the symbol ∐ denotes a statistical independence
property defined in Dawid (1979). Pearl (1988) discusses how several authors have
used Dawid’s axioms to prove graphical independence properties. Here, we simply
note that under (6.1), the graphical (or topological) independence property known
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as d-separation implies statistical independence for a model M consistent with G.
Similarly, under (6.1),
{T



∐
d-sep
Wt |Z }G =⇒ {T
∐
Wt |Z }M. (6.2b)
Therefore, under certain assumptions, one can use the topological properties of a
diagram G and the statistical properties of modelM to empirically assess whether the
evidence in a given dataset supports the existence of certain paths on the diagram.
This assessment takes on the form of a modus tollens argument:
P → Q,¬Q
∴ ¬P (6.2)
where
• P is the statement “the nodes Wt and T on DAG G are d-connected conditional
on Pa(Wt)”, and
• Q is the statement “the variables Wt and T in modelM are statistically depen-
dent conditional on Pa(Wt)”
For this approach to work, we need only assume “compatibility,” which states
that (provided our graph is correct) if two variables are d-separated, then they must
be statistically independent (Rothman 2008). The compatibility assumption follows
directly from the causal Markov assumption: if (6.1) holds then compatibility follows.
We note that the statements in the material implication of 6.2 (i.e., the numerator
P → Q) can be switched using the transposition rule (Hurley 2011) as
¬Q → ¬P, P
∴ Q (6.3)
where
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• ¬Q is the statement “the variables Wt and T in modelM are statistically inde-
pendent conditional on Pa(Wt)”, and
• ¬P is the statement “the nodesWt and T on DAG G are d-separated conditional
on Pa(Wt)”
This logic allows us to test the component associations of the healthy worker
survivor effect, and obtain evidence on whether the bias due to the healthy worker
survivor effect may be present in a given cohort. For this approach to work, we
assume “faithfulness,” which is the logical converse of compatibility (and thus also
follows directly from the causal Markov assumption). Faithfulness says that if two
variables are statistically independent, they must be d-separated. This assumption
is not without controversy in epidemiology (Rothman 2008, p191). The controversy
stems from the fact that statistical independence between two variables may be due
to either the absence of a causal relation between two variables, or the “cancellation”
of the association due to some common cause (Pearl 2000b, p49). Nevertheless, due
to the practical impossibility that the latter event can explain statistical independen-
cies with any regularity, we follow Rothman (2008) and make the “weak faithfulness”
assumption: provided our graph is correct, if two variables are statistically indepen-
dent, they are most likely d-separated.
The Markov factorization 6.1 allows for a simple decomposition of the joint dis-
tribution of variables represented by the nodes in G. Suppose we wish to explore
whether there is empirical evidence to support the arrow in the path X(t−1) → Wt in
G (Figure 2.1). In Chapter 8, we denote this path “component association 1.” In
the Markov factorization 6.1, this would mean that our interest lies in the term of
the product f (wt |Pa(wt)) = f (wt |x(t−1), a, r, b,m). We can explore this component by
specifying a statistical model for the relation such as outlined in Chapter 8, using
the logic of (6.2) and (6.3).
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Causal diagrams provide a simple, intuitive, and convenient means of incor-
porating background knowledge about causal systems into an exposure-outcome
analysis. However, the quality of any analysis using causal diagrams rests on the
quality of the assumptions about the causal structure of the world which is encoded
in the diagram. In other words, the quality of the results depend on the quality of the
graph, and we cannot test the assumptions encoded in the graph using observational
data (Pearl 1995). Furthermore, being completely non-parametric representations of
a particular data generating mechanism, they cannot shed light on possible effect
sizes or the shape of a dose-response relation, and can only represent effect modifica-
tion in very circumscribed ways (VanderWeele & Robins 2007). Finally, in practical
terms, the causal Markov assumption in 6.1 requires that all common causes of
any pair of variables on a given graph are themselves on the graph, even if unmea-
sured (Hernán & Robins 2006b; Dawid 2010). Many of these limitations, however,
can be considered strengths from another perspective: they require researchers to
formally (and explicitly) codify their assumptions and lack of knowledge about the
world, and determine how these might influence a particular analysis. In chapter 8,
we use causal diagrams to explore the component associations of the healthy worker
survivor effect and determine whether complex statistical methods are required to
account for this bias.
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Chapter 7
Estimating Causal Effects
7.1 Defining Causal Effects
Occupational epidemiologists are often interested in trying to understand whether
the effect of an intervention on a specific occupational exposure will delay or prevent
the occurrence of an undesirable health-related outcome. In the present case, as-
bestos is a well-known human carcinogen (International Agency for Research on
Cancer 1987). It is also, however, an extremely versatile mineral with desirable
physical properties and many potential applications in commerce, industry, and re-
search (Alleman and Mossman 1997). Thus, ideally, epidemiologic research on the
detrimental health effects of asbestos exposure would be geared towards determining
optimal permissible exposure levels in an occupational setting.
Here, we outline a framework for defining what we mean by the “the effect of an in-
tervention.” A policy maker interested in decreasing the rate of lung cancer mortality
in a given occupation might wish to compare the survival function in a well-defined
group of workers exposed to a given level of asbestos to the survival function in the
exact same group of workers exposed to a lower level of asbestos over the same time
period. In other words, ceteris paribus what would the rates of lung cancer mortality
have been in this cohort under two different levels of exposure to asbestos. Let us
consider a particular individual denoted by i in this cohort. Let us further denote
this individual’s exposure history from their first year at work to their year of death
as x¯t ≡ {x0, · · · , xt}, where the overbar on the x denotes the entire exposure history
(the x process) up to time t. That is, x¯t is the set of exposure values documenting the
individual’s entire exposure history since they began work until they died at time t.
We refer to this set of variables denoting an exposure history as a regime. We define
T x¯i as the time at which individual i would have died had she been exposed to the
regime defined by x¯t ≡ {x0, · · · , xt}. Similarly, we define T x¯′i as the time at which this
individual would have died had she been exposed to a different exposure regime de-
fined by x¯ ′t . We define the “intervention” as the act of changing the exposure regime
from x¯t to x¯ ′t .
For example, let xj be the exposure value at time j just before the individual’s
cumulative history will surpass some desired cutpoint, denoted a. Then we can
define the intervention “limit the cumulative amount of asbestos to which an indi-
vidual is exposed to some level a” as setting x¯t ≡ {x0, x1, · · · , xt} to x¯ ′t ≡ {x ′0 = x0, x ′1 =
x1, · · · , x ′j = xj, x ′j+1 = 0, · · · , x ′t = 0}, where
∑
k≤t x ′k ≤ a. Using the resulting variables
T x¯i and T x¯
′
i , we can assess whether capping the cumulative asbestos exposure to a
will lengthen the time to lung cancer mortality by an appreciable amount. Following
Rubin (2005), for a given population S we define a causal effect as any comparison of
the ordered sets {T x¯i , i ∈ S} and {T x¯′i , i ∈ S}. Note that this definition is not the same
as comparing the ordered sets {T x¯i , i ∈ S0} and {T x¯′i , i ∈ S1}, S0 , S1. The importance
of this last clarification will become clear in the following paragraphs.
The variables T x¯i and T x¯
′
i are potential outcomes: outcomes that would have been
observed under a potential exposure regime (possibly counter to the fact) x¯t and x¯ ′t ,
respectively. Potential outcomes such as T x¯i and T x¯
′
i can be thought of as baseline
variables similar to race or gender because they do not depend on subject i ’s actual
exposure regime. Instead, the exposure regime can be thought of as the function
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which determines which of the (possibly many) potential outcomes is observed. For
example, if individual i ’s observed exposure history is X¯t = x¯t, then (provided x¯t is
well-defined) the observed time to lung cancer mortality is Ti = T x¯i . Consequently, all
other potential outcomes for individual i are missing: we cannot observe what would
have happened to the same individual under different exposure regimes. This is a
problem because our aim is to compare the ordered sets of potential outcomes (or
some function thereof) for every unit i in the set of individuals defined by S under
two different exposures.
This problem is known as the fundamental problem of causal inference (Holland
1986). Each potential outcome is observable, but we can never actually observe more
than one potential outcome for a given individual. Thus, for a given set of individuals
defined by S, we can never estimate the causal effect defined as a comparison of the
ordered sets {T x¯i , i ∈ S} and {T x¯′i , i ∈ S}. Rather, we must make certain assumptions
that will give us the desired information on both T x¯i and T x¯
′
i for i ∈ S. Put another
way, because epidemiologic data can only provide information on the ordered sets
{T x¯i , i ∈ S0} and {T x¯′i , i ∈ S1} for S0 ⊂ S, S1 ⊂ S, S0 ∩ S1 = ∅, we require certain
assumptions to make the information obtained from {T x¯i , i ∈ S0} comparable to the
information obtained in {T x¯i , i ∈ S} (similarly for T x¯′i and S1).
Finally, although defining our causal effect as any comparison of the ordered sets
{T x¯i , i ∈ S} and {T x¯′i , i ∈ S} helps acquire a general understanding of what we mean
by “causal effect,” it is too general to be of relevance to practicing epidemiologists. To
make our definition more specific, we define Ti as the vector of potential outcomes
{T x¯i , T x¯′i } and denote the joint density of T given observed covariates Zi and observed
exposure Xi as f (t|Zi , Xi). For a given population S, this joint density defines any
causal comparison of interest. For example, one may be interested in the proportion
of individuals who would not have lived past a certain age under exposure regime x¯t
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and x¯ ′t (doomed) compared to the proportion who would not have lived past that same
age in the absence of the intervention (i.e., under exposure regime x¯t ). Epidemiol-
ogists typically forego such contrasts because the required information of the joint
distribution f (t|Zi , Xi) is not identifiable with epidemiologic data (Greenland & Robins
1986; Imbens and Rubin 1997). Consequently, as will be done in the present study,
it is usually sufficient to define and compare the marginal densities of T x¯ and T x¯′,
denoted fT x¯ (t |Zi , Xi) and fT x¯′ (t |Zi , Xi), respectively. One can then define a causal effect
as any contrast between the marginals fT x¯ (t |Zi , Xi) and fT x¯′ (t |Zi , Xi). In particular, for
the present study, we define our causal estimand of interest as
ψ =
QT x¯′ (p)
QT x¯ (p)
, (7.1)
where QT x¯′ (·) ≡ F−1T x¯′ (·) and QT x¯ (·) ≡ F−1T x¯ (·) denote the quantile (or inverse cumulative
distribution) functions for argument (·), taken over the marginal distributions of T x¯′
and T x¯ , respectively. This estimand is a measure of the relative survival time (i.e.,
the survival time ratio) comparing T x¯′ and T x¯ . It is a summary of the horizontal dis-
tance between two survival curves at any given quantile (such as, e.g., the median)
denoted by p. Defining our estimand as a survival time ratio, rather than a hazard
ratio (which compares attributes of the vertical space between two survival curves)
is preferable because: (i) the survival time ratio has a direct physical interpretation
that is more intuitive (Reid 1994); and (ii) the hazard ratio has a built-in selection
bias (Hernán 2010).
7.2 Identifying Causal Effects
The framework of potential outcomes allows for the clear and precise definition of
a causal effect of interest. However, it is usually impossible to estimate such effects
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with epidemiologic data alone (Greenland and Robins 1986). The last three decades
has seen a wide range of theoretical work devoted to formalizing conditions required
to estimate causal effects. Helpful reviews include: Gutman & Rubin (2012); Pearl
(2010a, 2009); Greenland & Robins (2009); Morgan & Winship (2007); Hernán and
Robins (2006a); Rubin (2005); Pearl (2003); Robins (2003); Pearl (2000b,a); and Sobel
(2000). Here, we give an overview of what it means for a causal effect such as defined
in (7.1) to be “identifiable.” We then outline the necessary assumptions required for
such identifiability to hold.
7.2.1 Identifiability
Formally, a parameter ψ for a family of distributions {f (t |ψ) : ψ ∈ Ψ} is said to be
identifiable if distinct values of ψ correspond to distinct probability density functions
f (t |ψ) (Casella & Berger 2002, p. 523). If a single parameter of interest ψ corresponds
to two or more different data generating mechanisms defined by {f (x |ψ(j)) : ψ(j) ∈
Ψ} j = 1,2, . . ., we say ψ is not identifiable. We illustrate this notion using
a modified example from Greenland and Robins (1986). Consider the situation in
which we wish to study the effect of the intervention defined as setting x¯t to x¯ ′t (as
defined above) on survival time. Imagine two individuals, Person A and Person B,
drawn from a target population of interest. Let T gA and T
g
B denote the maximum
possible survival times for person A and B, respectively, under any given exposure
regime g ∈ [x¯t , x¯ ′t ]. That is, if it has any effect at all, the intervention of changing the
regime from g = x¯ to g = x¯ ′ (or vice versa) can only subtract time away from T gA and
T gB. For each person, there are three possible response types, as displayed in Table
7.1. Letting {δ ∈ R, γ ∈ R : δ > 0, γ > 0}, these response types are:
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Table 7.1: Potential Exposure Response Types for a Time-to-Event Outcome
Person A Person B
Response Type (exposure effect) Exposed Unexposed Exposed Unexposed
1 Null (no effect) T x¯′A T x¯A T x¯
′
B T
x¯
B
2 Causal (harmful) T x¯′A − δ T x¯A T x¯′B − δ T x¯B
3 Preventive (beneficial) T x¯′A T x¯A − γ T x¯′B T x¯B − γ
Here, T x¯′A is the potential survival time for Person A we would have observed
under exposure regime x¯ ′t . Without loss of generality, we refer to this regime as
the “exposure,” and treat x¯t as the absence of exposure. In response type 1, the
exposure has no effect because the potential survival time for Person A we would
have observed under exposure is the same that we would have observed under no
exposure. In response type 2, exposure is harmful because the potential survival
time for Person A we would have observed under exposure is lower (by an amount
δ > 0) than what we would have observed under no exposure. Finally, in response
type 3, exposure is beneficial because the potential survival time for Person A we
would have observed under exposure is higher (by an amount γ > 0) than what we
would have observed under no exposure.
Suppose we observe the exposed survival time Tx¯′ for Person A, and the unexposed
survival time Tx¯ for Person B (because exposure status is no longer potential, it
reflects group status and is indexed as a subscript). Suppose further that we contrast
these observed survival times to obtain a unit-level estimate of (7.1). Our observed
Tx¯′ can only be a realization of either T x¯
′
A or T x¯
′
A − δ. Similarly, our observed Tx¯ can
only be a realization of either T x¯B or T x¯B − γ. Given these potential response times, our
estimate ψˆ = Tx¯′/Tx¯ can be the result of only four possible contrasts:
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ψˆ(1) = T x¯
′
A /T
x¯
B : exposure has no effect
ψˆ(2) = (T x¯
′
A − δ)/T x¯B : exposure is harmful
ψˆ(3) = T x¯
′
A /(T
x¯
B − γ): exposure is beneficial
ψˆ(4) = (T x¯
′
A − δ)/(T x¯B − γ): exposure is harmful to Person A and beneficial to
Person B
A contrast of ψˆ = Tx¯′/Tx¯′ > 1 would, unfortunately, give us no information as
to whether or not exposure to our intervention of choice was actually beneficial. A
value of ψˆ > 1 is consistent with a number of different causal contrasts above. For
example, consider three possible scenarios:
S1a. Exposure has no effect, but T x¯′A > T x¯B : Tx¯′/Tx¯ = ψˆ(1) > 1
S2a. T x¯′A > T x¯B and exposure decreases survival time for Person A by a factor δ > 0,
but not enough to make T x¯′A − δ ≤ T x¯B : Tx¯′/Tx¯ = ψˆ(2) > 1
S3a. T x¯′A < T x¯B , but the absence of exposure in Person B decreases survival by a factor
γ > 0 such that T x¯′A > T x¯B − γ: Tx¯′/Tx¯ = ψˆ(3) > 1
All three scenarios coincide with ψˆ > 1. Yet, in scenario 1 exposure has no effect,
in scenario 2 exposure is harmful, and in scenario 3 the absence of exposure is
harmful (i.e., exposure is beneficial). Thus, a single value of ψˆ > 1 corresponds to a
number of different possible data generating mechanisms. Hence, our causal effect
is not identifiable.
Although this example is restricted to unit-level comparisons, it easily generalizes
to group comparisons. For example, suppose we compared the observed survival
times Tx¯′ in the “exposed” group SA (i.e., those exposed to regime x¯ ′t ), and the observed
survival times Tx¯ in the “unexposed” group SB (i.e., those exposed to regime x¯t ). An
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estimate ψˆ = Qx¯′(p)/Qx¯(p) > 1 would, once again, tell us nothing about whether
our intervention was actually beneficial. The estimate ψˆ > 1 could be produced,
independently or in combination, by a number of different scenarios such as those
that correspond to S1-S3. For instance, as with the unit-level comparison, it could
be that:
S1b. Exposure has no effect, but T x¯′A > T x¯B for all individuals from group A and B.
S2b. Exposure decreases survival time, but T x¯′A −δ > T x¯B for all individuals from group
A and B.
S3b. The absence of exposure decreases survival (i.e., exposure is beneficial) and
T x¯
′
A > T
x¯
B − γ for all individuals from group A and B.
For all scenarios, the observed survival time by which p% of the individuals in group
A have died is greater than the observed survival time by which p% of the individuals
in group B have died. Therefore Qx¯′(p) > Qx¯′(p) for all scenarios, while each scenario
is characterized by a different causal exposure-outcome relation.
As with the unit-level example, a single value of ψ corresponds to a number of
different possible data generating mechanisms (i.e., pdfs). Moreover, when dealing
with summary measures (such as a quantile ratio), the matter is complicated by the
possibility of a mixing of response type contrasts (null, causal, and preventive). For
example, suppose that, at the beginning of our study we have 500 realizations of
T x¯
′
A that make up our exposed group. Of these, 300 are null response types and
the remaining 200 are causal response types. Suppose further that we have an
additional 500 realizations of T x¯B , and that all of them are null response types. Given
this underlying distribution of response types, the only possible causal contrasts
can be those defined as ψˆ(1) and ψˆ(4). Our summary measure, denoted ψˆ, reflects
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a summarization of these two contrasts, each of which differs in its substantive
implication.
Given these issues, it is clear that our desired causal effect is not identifiable
unless we make key assumptions about the underlying survival times T gA and T
g
B.
One key assumption that allows for the identification of causal effects such as (7.1) is
known as exchangeability. Other identifiability assumptions include counterfactual
consistency, positivity, and non-interference.
7.2.2 Exchangeability
To estimate an unbiased exposure effect using potential outcomes, one must as-
sume that the observed survival time in the unexposed group is, in fact, the survival
time that would have been observed in the exposed group, had it been unexposed.
This assumption can be stated as an equivalence of potential response types out-
lined in Table 7.1. Specifically, applying the notation used in Table 7.1 to groups, if
we use the survival times from the unexposed group B as a substitute for the sur-
vival times we would have observed in group A under no exposure, we require that
Qx¯B(p) = Q
x¯
A(p) ∀ p ∈ [0,1].
Generally speaking, this concept, which Miettinen & Cook (1981) first called
“comparability,” goes by a number of different appellations including ignorability of
the exposure assignment mechanism (Rosenbaum & Rubin 1983), exchangeability
(Greenland and Robins 1986), no unmeasured confounding (Greenland and Robins
2009), or selection on observables (Heckman and Robb 1985). Each of these terms is
implied by (and emphasizes a different aspect of) a condition that must be assumed
to hold to make a valid inference about an exposure-outcome relation using observa-
tional data. This condition is the statistical independence between the exposure and
the potential outcomes. Formally, for an arbitrary exposure regime g, and using the
notation introduced by (Dawid 1979, see also p34 6.2a), we state this assumption
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as:
T g
∐
Xt | X¯(t−1), Z , T ≥ t (7.2)
where all variables are as defined above. This statement implies independence be-
tween the observed exposure and the potential outcomes for all moments of the
distribution of the exposure fX (x), and thus implies mean independence, defined as:
E{Xt | X¯(t−1) = x¯(t−1), Z = z, T g} = E{Xt | X¯(t−1) = x¯(t−1), Z = z} (7.3)
where E{·} is the expectation of argument {·}. Because our interest lies in compar-
ing the marginal densities fT x¯ (t |Zi , Xi) and fT x¯ ′(t |Zi , Xi), we need only assume (7.3).
However, because (7.2) implies (7.3), we use them more or less interchangeably
throughout. Exchangeability is the assumption that there is no confounding (mea-
sured or unmeasured) or the exposure-outcome relation of interest, and is equivalent
to the statement that the exposure is d-separated from the outcome, as defined in
Section 6.3.
7.2.3 Counterfactual Consistency
In the potential outcomes framework, unambiguous exposure definition is needed
to clearly specify how a given individual might receive different levels of exposure.
This requirement is based on the conjecture first stated in Holland (1986) that there
can be no causation without manipulation. This conjecture is not without critics
(Bollen & Pearl 2013) since, for example, it implies that large-scale events beyond
the reach of human intervention–such as the moon’s effect on the tides, or the series
of events that, over the course of a century, culminated in the rise of the Third Reich–
cannot be construed as cause-effect relations. However, to be logically complete, the
methods for causal inference used in this work require that all levels of the exposure
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under study could hypothetically be assigned (or manipulated) to any individual on
study.
Formally, counterfactual consistency is stated as Ti = T x¯i if x¯ = X¯i (Cole & Fran-
gakis 2009). This assumption states that, for individual i, the potential outcome
under the observed exposure is, in fact, the observed outcome. This assumption is
important for two distinct reasons: first, from a modeling standpoint, it would be
inconsistent to use a model that imputes potential outcomes (such as a structural
nested model; see Section 7.3) that are different from the observed outcomes when
the exposure has no effect; second, from the point of view of the exposure under
study, counterfactual consistency is needed to avoid contradictory response types
for the same exposure level. For example, exploring the role of, say, fish consump-
tion on cardiovascular disease (CVD) can be problematic if “fish consumption” is
not precisely defined. Certain types of fish (e.g., baked salmon) are likely to have
a completely different effect on the risk of CVD than other types of fish (e.g., bat-
tered and deep-fried halibut), yet in a given study both would fall under the rubric
“fish consumption.” Thus, counterfactual consistency can be met with a well-defined
exposure.
7.2.4 Positivity
When using observational data, another key assumption is that the probability of
being exposed is greater than zero within all covariate strata at all time points (Hernán
and Robins 2006a; Cole and Hernán 2008; Westreich and Cole 2010). This assump-
tion is known as the positivity, or experimental treatment assignment assumption.
As explained in Naimi et al. (2011), in the context of occupational epidemiology,
exposed individuals who leave the work place often have no chance of incurring
work-based exposure at subsequent time points. If work status is a confounder, this
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situation results in a violation of the positivity assumption. Violations of the posi-
tivity assumption may also arise in many different other research settings (Messer,
Oakes & Mason 2010; Sampson, Sharkey & Raudenbush 2008). When positivity is
violated, inference must rely on model interpolation or extrapolation (Westreich and
Cole 2010).
Formally, the positivity assumption is met when P(X = x |L = l) > 0 for all l,
where P(L = l) , 0, X is the exposure variable, and L is a vector of confounders
(Hernán and Robins 2006a). Violations of the positivity assumption (nonpositivity)
are of two kinds: systematic and random. Random nonpositivity occurs when no in-
dividuals happen to be observed within one or more of the confounder strata. Such
nonpositivity is usually due to small sample sizes or high-dimensional design ma-
trices or both. Systematic nonpositivity occurs when individuals cannot receive at
least one level of the exposure within one or more of the confounder strata. Such
nonpositivity characterizes situations where a covariate precludes the possibility of
being exposed. Examples include when the exposure is occupational asbestos expo-
sure and the covariate is work status, or when the exposure is hysterectomy and the
covariate is gender, which cannot be remedied by collecting more data. While both
types of nonpositivity can threaten the validity of inferences made with respect to
exposure-outcome associations, as a structural feature of the scenario under study,
systematic nonpositivity is of greater concern. As discussed in chapter 9, not all
systematic positivity violations are problematic. The issues depend on a number
of different aspects, including the target estimand (or causal effect) of interest, the
quality and content of the information in the data, and the estimator used to leverage
this information to estimate the desired causal effect.
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7.2.5 Other Relevant Identifiability Assumptions
An additional assumption required to make valid causal inferences is known as
non-interference, which (together with the counterfactual consistency assumption)
is a part of Rubin’s stable unit treatment value assumption (Rubin 1980). Non-
interference states that the potential outcome of individual i does not depend on the
exposure status of another individual i′. Otherwise, we say that non-interference has
been violated. Such violations are expected to occur in situations such as vaccine
trials (Halloran & Struchiner 1995) or neighborhood effects research (VanderWeele
2008). Although methods to estimate causal effects under non-interference exist
(Hudgens & Halloran 2008; Tchetgen Tchetgen & VanderWeele 2012), they are not
needed in this work because it is highly unlikely that a given individual’s exposure
to asbestos effects another individual’s outcome.
Finally, “correct model specification” is often highlighted as an assumption that
must be met to make valid causal inferences. By “correct” is usually meant a one-
to-one correspondence between some “true” model that generated the data, and the
corresponding analytic model used by the researcher. Correct model specification
can be be understood with respect to three features of a particular “true” model.
First, one must assume that the function used to render the mean of the outcome
linear with respect to the design matrix (i.e., the link function) is correct. Second,
one must assume that the correct set of covariates are included in the design matrix.
Finally, one must assume that the functional form of the covariates in the design
matrix (e.g., polynomial, log, or other) is correct. Although this assumption can
be critical, as explained in the Appendix (Section 10), there may be times when a
“projection” of the true model provides a meaningful summary of the dose-response
function for a given exposure-outcome relation.
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7.3 Estimating Causal Effects
Manymethods can be used to estimate causal effects with epidemiologic data, pro-
vided the identifiability assumptions outlined in Section 7.2 hold. In certain settings,
non-standard methods are required to make these assumptions more plausible, such
as, for example, when there is time-varying confounding. In our case, under condi-
tions of time-varying confounding with positivity violations, we use g-estimation of a
structural nested model, first introduced by Robins (1989a). The “g-estimator” out-
lined in Robins (1989a) and elsewhere (Robins & Tsiatis 1991; Robins 1992; Robins
et al. 1992; Robins & Tsiatis 1992; Robins 1993, 1998; Robins and Hernán 2009)
is a generalization of the “e-estimator” introduced by Robins, Mark & Newey (1992)
which models the expectation of the exposure conditional on confounders to esti-
mate the exposure’s effect on the outcome. These methods both involve specifying
a model for the exchangeability assumption defined in (7.3). E-estimators are prac-
tically identical to the standard ordinary least squares estimator ˆOLS = (Z′Z)−1Z′y
except that the design matrix Z containing the exposure X and vector of confounders
C is replaced with a function of the exposure conditional on the confounders (see
Robins et al. 1992, for details). With e-estimators, the assumption about the rela-
tion between the exposure and the potential outcomes (i.e., exchangeability) is made
implicitly. G-estimators, on the other hand, take a different approach.
Robins’ g-estimator requires that the expectation of the exposure be modeled as
a function of the potential outcomes. In effect, the expectation defined in (7.3) is
explicitly specified using a statistical model. However, as explained in Section 7.1
the potential outcomes are unobserved (or latent) variables, for which we do not
have any data. At the very most, under counterfactual consistency, we only observe
the potential outcome under the observed exposure. As a way forward, structural
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nested models are used to impute the remaining set of potential outcomes for a given
individual under a specific set of assumptions. Here, we illustrate how structural
nested accelerated failure time models can be specified to generate the potential
outcomes for use in the g-estimator.
Structural nested failure time models are a mapping h(·) between failure time that
would have been observed under no exposure T 0i , the failure time that would have
been observed under some arbitrary exposure T xi , and some unknown parameter ψ:
T 0i = h(T
x
i , ψ) (Robins 1998). This mapping is most often of the form
T xi = T
0
i exp{−ψx}
which says that the failure time under no exposure is accelerated by the exp{−ψx}
to give the failure time under x (Hernán, Cole, Margolick, Cohen & Robins 2005).
With this formulation, exp{−ψ} corresponds to the ratio of survival times associated
with a single unit increase in the exposure, which is our causal estimand of interest
defined in 7.1. This equation is typically rearranged as
T 0i = T
x
i exp{ψx}.
For a time-varying exposure xit we can “break up” the survival time T xi on the
right hand side of the equation and let xit act on the “pieces”:
T 0¯i =
∫ T x¯i
0
exp{ψxit}dt (7.4)
where, as before, overbars denote variable histories, and where T 0¯i is the potential
outcome under no exposure. Finally, we can replace the continuous exposure value
at time t, xt, with any desired exposure metric, such as cumulative exposure up to
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time t, at, as employed in Chapter 7:
T 0¯i =
∫ T a¯i
0
exp{ψait}dt (7.5)
This model was first introduced by Cox (1984) as the “strong version” of the
accelerated failure time model, which is a sub-class of models known more generally
as structural nested accelerated failure time models (Robins 1992; Robins et al.
1992; Lok, Gill, Van Der Vaart & Robins 2004). Equation 7.5 has four unknowns
and cannot be estimated using the observed data alone. As a way forward, we let the
value of xit be the observed value (denoted by a capital letter) for individual i at time
t. We can then link this equation to our data by the consistency assumption:
T 0¯i =
∫ Ti
0
exp{ψAit}dt (7.6)
Equation 7.6 has two unknowns: T 0¯i and ψ. If we let ψ˜ denote the set of plausible ψ
values (e.g., 0 to 3 by 0.05), we can solve for the potential outcome under no exposure
for each value in the set of plausible ψ values, which we denote T 0¯i (ψ˜) to make the
ψ˜-dependence clear:
T 0¯i (ψ˜) =
∫ Ti
0
exp{ψ˜Ait}dt (7.7)
Equation 7.7 now has only one unknown: the value of ψ˜ that is an estimate of our
causal parameter ψ. We can obtain an estimate of this parameter using g-estimation
and the assumption of no unmeasured confounding, as detailed in Chapter 9.
Structural nested AFT models such as the one in Equation 7.7 are essentially
mathematical equations that relate survival time outcomes that would have been
observed under different exposure histories. This relation is depicted in Figure 7.1,
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Figure 7.1: Illustration of the relation between
exposure and potential outcomes defined using
structural nested models.
which was generated using the
data from an individual in the
South Carolina Chrysotile As-
bestos Cohort and a fixed value
of ψ = 0.6. In this figure,
TA = T represents the observed
outcome. The area under this
curve, computed using Equa-
tion 7.7 is equivalent to the
area under the straight horizon-
tal line at exp(a) = 1, which rep-
resents the potential outcome
that would have been observed
under no exposure. The third
line ends at T a, which repre-
sents the time that would have been observed under a unit increase in the observed
exposure over all t. Note that the area under each of the three curves is equivalent.
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Chapter 8
Component Associations of the Healthy Worker
Survivor Effect
8.1 Overview
The healthy worker survivor bias is well recognized in occupational epidemiology.
Three component associations are necessary for this bias to occur: (i) prior exposure
and employment status; (ii) employment status and subsequent exposure; and (iii)
employment status andmortality. Together, these associations result in time-varying
confounding affected by prior exposure. We illustrate how these associations can be
assessed using standard regression methods. We use data from 2,975 asbestos tex-
tile factory workers hired between January 1940 and December 1965 and followed
through December 2001. At entry, median age was 24 years, with 42% female and
19% non-Caucasian. Over follow-up, 21% and 17% of person-years were classified as
at work and exposed to any asbestos, respectively. For a 100 fiber-year/mL increase
in cumulative asbestos, the covariate-adjusted hazard of leaving work decreased by
52% (95% CI: 46, 58). The association between employment status and subsequent
asbestos exposure was strong due to nonpositivity: 88.3% of person-years at work
(95% CI: 87.0, 89.5) were classified as exposed to any asbestos; no person-years were
classified as exposed to asbestos after leaving work. Finally, leaving active employ-
ment was associated with a 48% (95% CI: 9, 71) decrease in the covariate-adjusted
hazard of lung cancer mortality. We found strong associations for the components
of the healthy worker survivor bias in these data. Standard methods, which fail to
properly account for time-varying confounding affected by prior exposure, may pro-
vide biased estimates of the effect of asbestos on lung cancer mortality under these
conditions.
8.2 Introduction
The goal of an occupational epidemiologic study is often to estimate the effect of
a work-based exposure on a health-related outcome. The healthy worker survivor
bias has long been known to potentially threaten the validity of such effect estimates
(Arrighi and Hertz-Picciotto 1994). Causal diagrams (Pearl 1995) have recently been
used to define the healthy worker survivor bias as an example of time-varying con-
founding affected by prior exposure (henceforth, time-varying confounding). With
causal diagrams, three component associations of the healthy worker survivor bias
can be identified, as detailed in Figure 2.1. Component 1 is the association between
prior exposure and employment status. Component 2 is the association between em-
ployment status and subsequent exposure. Component 3 is the association between
employment status and survival. The severity of the healthy worker survivor bias
will depend on the magnitude of these three component associations (Naimi et al.
2011).
If all three of these component associations are present, standard methods may
yield biased estimates of the exposure-outcome relationship: adjusting for employ-
ment status may result in an exposure-outcome effect estimate that is subject to
collider stratification bias (Cole et al. 2010); but not adjusting for employment status
may yield a confounded exposure-outcome effect estimate. Moreover, individuals
who leave work have no chance of incurring work-based exposure at subsequent
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time-points. Consequently, adjusting for employment status may result in a vio-
lation of the positivity assumption (Westreich, Cole, Tien, Chmiel, Kingsley, Funk,
Anastos & Jacobson 2010; Naimi et al. 2011), which requires exposed and unex-
posed individuals in all confounder strata at all time-points (Hernán and Robins
2006a; Cole and Hernán 2008; Westreich et al. 2010). When positivity does not
hold, an inference made regarding an exposure-outcome relation is (by definition)
not fully supported by the data (Cole and Hernán 2008). Furthermore, violations of
the positivity assumption (nonpositivity) are of two kinds: random and systematic.
Random nonpositivity occurs when no individuals happen to be observed within one
or more confounder strata. The healthy worker survivor effect is an example of sys-
tematic nonpositivity, in which individuals who have terminated active employment
cannot be exposed. Systematic nonpositivity guarantees that an association exists
between the confounder (such as employment status) and exposure, and jeopardizes
the identifiability of the causal effect of the exposure on the outcome of interest
(Manski 1995). Furthermore, although both types of nonpositivity can result in a
non-identifiable effect estimate, as a structural feature of the scenario under study,
systematic nonpositivity is of greater concern (Naimi et al. 2011).
The parametric g-formula (Robins 1986; Taubman, Robins, Mittleman & Hernán
2009) and g-estimation of a structural nested model (Robins and Hernán 2009;
Robins 1989a, 1998) are two analytic strategies have been developed to account
for time-varying confounding affected by prior exposure. Unlike standard methods,
g-methods yield consistent estimates of the effect of exposure on the outcome when
each of the three component associations is present. However, specialized knowledge
and tailored computer code is needed to implement these methods. Thus, prior to
undertaking an analysis using these methods, researchers can assess the component
associations of the healthy worker survivor bias as a simple diagnostic to determine
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whether they are required. In this paper, we assess the component associations of
the healthy worker survivor bias in a cohort of 2,975 textile factory workers followed
for lung cancer mortality between 1940 and 2001 in the southern United States.
8.3 Methods
8.3.1 Study Cohort
The South Carolina Chrysotile Asbestos study is an ambispective occupational
cohort study of the relationship between workplace asbestos exposure and lung can-
cer mortality over a 60-year period. The cohort consisted of 3,072 individuals who
worked in the plant for six months or more with at least one month of employment
between 1 January 1940 and 31 December 1965. We excluded 97 individuals (3%)
who left work prior to 18 years of age to ensure adequately sized early-age risk sets,
leaving a final sample of 2,975 individuals. Follow-up started on 1 January 1940.
Workers were followed for vital status and cause of death until loss to follow-up or
administrative censoring on 31 December 2001. Date of birth, sex, and race (Cau-
casian versus non-Caucasian) were ascertained from company personnel records.
This study was conducted on de-identified existing records and therefore deemed
not human subjects research.
8.3.2 Mortality Ascertainment
Vital status through 1978 was determined using information from the Social
Security Administration, Internal Revenue Service, the US Postal Mail Correction
Service, state driver’s license files, and state vital statistics offices (Hein et al. 2007;
Dement et al. 1983a). Between 1979 and 2001, the United States National Death
Index (NDI) was used to obtain vital status. Workers that were confirmed alive on 1
January 1979, and not shown to be deceased by the NDI between 1979 and 2001
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were considered to be alive as of 2001. Workers lost to follow-up before 1 January
1979 were censored at the date they were last known to be alive. Prior to 1979 death
certificates were obtained from the state vital records offices and the underlying cause
of death was coded by a qualified nosologist. After 1979, the NDI provided underlying
causes of death. All deaths were coded according to the revision of the International
Classification of Diseases (ICD) in effect at the time of death. Lung cancer mortality
was defined as ICD-8 and ICD-9 codes 162-163, and ICD-10 codes C33-C34.
8.3.3 Asbestos Exposure Assessment
Ambient asbestos concentrations were estimated for the years 1940 and 1977
(inclusive; no individuals were employed at the facility under study after 1977) using
5,952 sampling measurements taken between 1930 and 1975 analyzed using phase
contrast microscopy (Dement et al. 1983b). To create a job/task exposure matrix, the
factory was divided into 9 exposure zones corresponding to physically well-defined
areas. Jobs within each exposure zone were assigned to one of four uniform job cat-
egories based on the tasks associated with that job. Average asbestos concentrations
in the ambient air surrounding 9 exposure zones were estimated using a job and
calendar time specific exposure matrix. These estimates were linked to individuals
using detailed job histories based on personnel records collected by the company be-
ginning in 1930, compiled and microfilmed by the US Public Health Service in 1968,
and updated, digitized, and quality controlled in 1978. Each day during the years
in which the individual was not employed was assigned a zero asbestos exposure.
Each day during the years in which the individual was employed was assigned a job
and calendar period specific ambient asbestos concentration in units of chrysotile
fibers longer than 5 µm per mL air. Following previous research (Hein et al. 2007;
Dement et al. 1983b,a; Dement and Brown 1994; Dement et al. 1994; Stayner et al.
1997), annual exposure levels, in units of 100 fiber-years/mL, were calculated as
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the product of the number of days exposed in a given year and the sum of the daily
exposure values in that same year, divided by 100×365.25.
8.3.4 Notation and Causal Structure
Causal diagrams can be used to graphically represent and identify sources of bias
in an exposure-outcome effect estimate. Figure 2.1 is a causal diagram illustrating
the healthy worker survivor bias. The graph should be read from left to right, in-
dicating the passage of time. For an observation at age t, Xt denotes an estimate
of the asbestos exposure in fiber-years/mL accrued during age t [i.e., during the
interval [t, t + 1)]. An indicator of leaving active employment, denoted Wt, binary
variable equal to 1 if the individual was not actively employed at the facility under
study at all during age t. For example, for an individual who left employment mid-
year at age 32 and did not return, employment status will take on values W31 = 0,
W32 = 0, and W33 = 1. We let T represent the survival time to lung cancer mortality,
and U represent an unmeasured common cause (or causes) of Wt and T that can
be a time-varying or time-fixed scalar (or a vector of time-varying and/or time-fixed
components).
Necessary conditions for the healthy worker survivor bias include the presence of
components 1-3. Component 1 is the association between prior exposure Xt−1 and
employment status. To account for exposures prior to t−1, we assess the association
between cumulative exposure history up to age t − 1 and employment status during
age t, Wt. Component 2 is the association between employment status during age
t, Wt, and subsequent exposure during age t, Xt. We refer to this as an association
with subsequent exposure because in our discrete time set-up, Wt is determined
by information over the interval [t − 1, t) while Xt is determined by information over
[t, t + 1). Component 3 is the association between employment status during age t,
Wt, and survival time T . If all three component associations are present, standard
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methods will fail to provide an unbiased estimate of the effect of asbestos exposure on
time to lung cancer mortality (Hernán et al. 2004; Naimi et al. 2011; Eisen & Robins
2002). If any of the component associations are absent, standard methods may be
used. Table 8.1 summarizes all possible scenarios and methodological implications
of the presence or absence of component associations in Figure 2.1.
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Table 8.1: Possible scenarios and their methodological implications for the causal
diagram representing the healthy worker survivor bias.
Componenta Confounding
by W (j)
W (j) Affected
by Prior
Exposure
Analysis Method
C1 C2 C3
1 1 1 Yes Yes Non-Standardb
1 1 0 No Yes Standardc, Employment
Status Unadjusted
1 0 1 No Yes Standard, Employment
Status Unadjusted
0 1 1 Yes No Standard, Employment
Status Adjusted
1 0 0 No Yes Standard, Employment
Status Unadjusted
0 1 0 No No Standard, Employment
Status Unadjusted
0 0 1 No No Standard, Employment
Status Unadjusted
0 0 0 No No Standard, Employment
Status Unadjusted
a Cell entries: 0 = Absent; 1 = Present
b G Formula,10,51 G estimation of a structural nested model.13
c Standard methods include Cox proportional hazards,27 Poisson, or
logistic regression, or linear excess relative rate models.52
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Although an estimate of the effect of occupational asbestos exposure on time to
lung cancer mortality obtained using standard methods may be biased, the pres-
ence and magnitude of each component association can be assessed using standard
techniques.
8.3.5 Statistical Methods
Characteristics of individuals and person-years are presented using medians
(quartiles) or percentages, as appropriate. Here, we provide a general description
of the methods used to assess the three component associations outlined in Figure
2.1. Additional technical details are provided in the Appendix. The associations for
components 1 and 3 were assessed with time-to-event analyses. Extended Kaplan-
Meier curves (?Lamarca, Alonso, Gomez & Munoz 1998) conditional on being at
work beyond age 18 were used to estimate the distribution of time to termination of
employment at the facility under study stratified by categories of time-varying cu-
mulative asbestos exposure accrued up to the prior year (component 1), and time
to lung cancer mortality stratified by employment status (component 3). Hazard ra-
tios were obtained using Cox proportional hazards regression (Cox 1972), fit using
Efron’s method for handling ties (Efron 1977) for both time to leaving employment
(component 1), and time to lung cancer mortality (component 3). In the model for
component 1, the exposure was a time-varying measure of cumulative exposure ac-
crued up to the prior year. Dose-response curves for component 1 were modeled
using a restricted quadratic spline with knots at 50, 100, and 150 f-y/mL. In the
model for component 3, the “exposure” was a time-varying indicator of having left
active employment at the facility under study. For both components, we present
unadjusted and adjusted hazard ratios as measures of association and 95% confi-
dence intervals (CI) as measures of precision. Adjustment was made for gender, race
(Caucasian versus non-Caucasian), and birth year, while age was accounted for as
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the time scale.29 Birth year was specified using a restricted quadratic spline with
knots at the 5th, 23rd, 41st, 59th, 77th, and 95th percentiles of the variable’s distri-
bution (Howe, Cole, Westreich, Greenland, Napravnik & Eron 2011). To account for
potential confounding by exposure status in the prior year, we re-fit the adjusted
model for component 3 to person-years with no exposure.
Because of systematic nonpositivity, the association for component 2 exists a
priori. We demonstrate this nonpositivity using a contingency table of exposure
status cross classified by employment status, and compute the proportion of exposed
person-years classified as actively employed (with 95% robust CI as a measure of
precision). To assess whether the association for component 2 was sensitive to using
a binary indicator of exposure, we modeled the log of cumulative exposure as an
outcome using a linear regression model fit with generalized estimating equations
(Liang & Zeger 1986) and an independent working covariance matrix.
Exposure lagging has been suggested as a potential method to control the healthy
worker survivor bias by reducing the opportunity for greater accrual of exposure in
healthy survivors (Gilbert 1982). In the setting in which exposure assignment is
lagged, nonpositivity may not occur. However, lagging the exposure will control
the healthy worker survivor bias only if one or more of the component associations
are rendered null. For example, if lagging the exposure by 10 years removes the
association between prior exposure and employment status (but other component
associations remain present), adjusting for employment status should provide an
estimate of the association between asbestos exposure and lung cancer mortality
that is not subject to the healthy worker survivor bias (Table 8.1, row 4).
To gain insight on how exposure lagging might affect the association between prior
asbestos exposure and employment status (component 1), and between employment
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status and subsequent asbestos exposure (component 2), we refit the adjusted mod-
els for components 1 and 2 with the metric of asbestos exposure lagged by 10 years.
SAS version 9.2 (SAS Institute; Cary, NC) was used for the analyses.
8.4 Results
Table 8.2 presents study characteristics for 2,975 individuals at the start of
follow-up and over 115,643 person-years of follow-up.
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Table 8.2: Characteristics of 2,975 individuals in the South Carolina Chrysotile
Asbestos cohort in the first year and over the course of 115,643 person-years of
follow-up, 1940 to 2001.
Characteristica First Year of
Follow-up
N =2,975
Entire Course of
Follow-up
PY =115,643
Age 24 (20,31) 48 (36, 60)
Birth year 1943 (1941,1946) 1967 (1955,1981)
Female gender, N(%) 1,247 (42%) 49,832 (43%)
Non-Caucasian race, N(%) 565 (19%) 19,977 (17%)
At work, N(%) 2,975 (100%) 21,905 (19%)
Asbestos exposureb:
Any, N(%) 2,975 (100%) 19,341 (17%)
Continuous (Xt)c 2.0 (1.0,4.3) 3.5 (1.6,5.1)
Cumulative (At) 2.0 (1.0,4.3) 5.4 (1.7,21.1)
* N , number
a Median (Quartiles) unless otherwise stated
b In units of fiber-years/mL
c Among person-years with any exposure
Median age at the start of and over the course of follow-up was 24 and 48 years,
respectively. At the start of follow-up, 42% of the sample was female, and 19% were
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non-Caucasian. Over the course of follow-up, 19% of person-years were spent at
work, and 17% were classified as exposed to any asbestos. Among exposed person-
years, median (quartiles) asbestos exposure over follow-up was 3.5 (1.6, 5.1) fiber-
years/mL. Over the course of follow-up, median (quartiles) cumulative exposure was
5.4 (1.7, 21.1) fiber-years/mL. Race/gender specific median (quartiles) cumulative
asbestos exposure over follow-up was 13.6 (5.1, 38.7), 4.2 (1.5, 18.6), 7.3 (5.5, 57.7),
and 4.6 (1.4, 16.3) fiber-years/mL for Non-Caucasian males, Caucasian males, non-
Caucasian females, and Caucasian females, respectively. Furthermore, 88% of in-
dividuals (2,611/2,975) left active employment alive, with the remaining 12% either
lost to follow up (n=245), or having died of lung cancer (n=16) or a competing cause of
death (n=103) while classified as actively employed. Finally, a total of 261 individuals
(9% of 2,975) were lost to follow-up.
Component 1 is the association between prior asbestos exposure and time to
leaving active employment. Figure 8.1 depicts the complement of the crude Kaplan-
Meier curves for leaving active employment stratified by person-time below and above
the median value of cumulative asbestos exposure (logrank P value < 0.001).
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Figure 8.1: Unadjusted Kaplan-Meier curves for the association between asbestos
exposure cumulated up to the prior year and employment status for 2,975 individuals
followed during 24,516 person-years at work between 1940 and 2001 with age as
the time scale.
As can be seen in Figure 8.1, the median age at leaving active employment was
21 and 23 years for persons always exposed to below and above the median cu-
mulative exposure value (5.4 fiber-years/mL), respectively. Table ?? shows number
of individuals who left active employment, person-years at work, and unadjusted
and adjusted hazard ratios for the association between cumulative exposure and
employment status.
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Table 8.3: Association between prior asbestos exposure and employment status,
2,975 individuals followed during 21,905 person-years at work between 1940 and
2001.
Left
work
Person-
yearsa
Unadjusted
HRb
95% CI Adjusted
HRb,c
95% CI
Asbestos ex-
posure
(f-y/mL):
< 5.4 1,267 7,768 1 1
≥ 5.4 1,344 16,748 0.52 0.47, 0.56 0.50 0.46, 0.55
Total 2,611 24,516
* CI, confidence interval; HR, hazard ratio
a Number of at work person-years (Total=21,905) plus the number of individuals
who left work alive (Total=2,611)
b Accounting for age as the time scale
c Adjusting for gender, race, and birth year (by restricted quadratic spline)
Relative to person-years exposed to below the median exposure value cumulated
up to the prior year, the unadjusted hazard ratio was 0.52 (95% CI: 0.47, 0.56).
After adjustment for demographic covariates, the corresponding hazard ratio was
0.50 (95% CI: 0.46, 0.55). The adjusted hazard ratio was not constant over age
(P value for heterogeneity < 0.001), whereby the hazard ratio became weaker with
increasing age, as suggested by Figure 8.1. For a 100 fiber-year/mL increase in
asbestos exposure cumulated up to the prior year, the adjusted hazard ratio for
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leaving work was 0.48 (95% CI: 0.42, 0.54). Incorporating a 10 year exposure lag
yielded a hazard ratio for leaving work of 0.71 (95% CI: 0.61, 0.83) for a 100 fiber-
year/mL increase in asbestos exposure cumulated up to the prior year. Finally,
Figure 8.2 shows the dose-response trend and 95% pointwise confidence intervals
for the relationship between asbestos exposure cumulated up to the prior year, and
employment status.
Figure 8.2: Unadjusted dose-response trend for the association between cumula-
tive exposure and employment status for 2,975 individuals followed during 115,643
person-years at work between 1940 and 2001. Vertical lines represent distribution
of observations across exposure range.
This figure demonstrates that the relative hazard of leaving work is below the null
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across the range of exposure values.
Component 2 is the association between employment status and subsequent
exposure. Table ?? summarizes the number of person-years cross-classified by
employment status and any asbestos exposure.
Table 8.4: Association between employment status and subsequent asbestos ex-
posure, 2,975 individuals followed during 115,643 person-years between 1940 and
2001.
Asbestos exposure Total Exposure 95% CIa
Any None Person-
Years
Prevalence(%)
Employment
status:
At work 19,341 2,564 21,905 88.3 87.0, 89.5
Left work 0 93,738 93,738 0 -
Total person-years 19,341 96,302 115,643 16.7 15.9, 17.6
* CI, confidence interval
a Confidence intervals estimated using robust variance
Specifically, 88.3% of person-years at work (95% robust CI: 87.0, 89.5) were
classified as exposed to any asbestos. However, no person-years were classified as
exposed to asbestos after leaving work. Lagging the indicator of any asbestos ex-
posure by 10 years yielded an unadjusted odds ratio of 0.18 (95% robust CI: 0.17,
0.20) based on the following person-years: exposed, left work, 9,111; exposed, at
work, 8,093; unexposed, left work, 84,627; and unexposed, at work, 13,812. The
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adjusted odds ratio for the association between employment status and a 10-year
lagged indicator of any asbestos exposure was 0.13 (95% robust CI: 0.12, 0.15).
Finally, using a linear regression model, the adjusted mean difference in the log cu-
mulative exposure between person-years not classified as actively employed (relative
to person-years classified as actively employed) was -1.81 (95% robust CI: -1.89,
-1.72).
Component 3 is the association between time-varying employment status and
time to lung cancer mortality. Figure 8.3 depicts the complement of the crude
Kaplan-Meier curves of lung cancer mortality stratified by time-varying employment
status (logrank P value < 0.0001).
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Figure 8.3: Unadjusted Kaplan-Meier curves for the association between employ-
ment status and lung cancer mortality for 2,975 individuals followed during 115,643
person-years between 1940 and 2001 with age as the time scale.
As can be seen in Figure 8.3, the cumulative proportion of lung cancer mortality
was 5% by age 60 years while actively employed, and 5% by age 68 years after
leaving active employment. Table 8.5 shows the number of lung cancer deaths,
person-years at risk, and unadjusted and adjusted hazard ratios for the association
between employment status and lung cancer mortality.
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Table 8.5: Association between employment status and lung cancer mortality, 2,975
individuals followed during 115,643 person-years between 1940 and 2001.
Lung
cancer
deaths
Person-
years
Unadjusted
HRa
95% CI Adjusted
HRa,b
95% CI
Employment
status:
At work 16 21,905 1 1
Left work 177 93,738 0.48 0.28, 0.82 0.52 0.29, 0.94
Total 193 115,6463
* CI, confidence interval; HR, hazard ratio
b Accounting for age as the time scale
c Adjusting for gender, race, and birth year (by restricted quadratic spline)
The hazard ratio was 0.48 (95% CI: 0.28, 0.82) comparing time after leaving work
to time at work. After demographic covariate adjustment, the hazard ratio was 0.52
(95% CI: 0.29, 0.94), and was relatively constant over age (P value for heterogeneity
= 0.791). Restricting the analysis to person-years with no asbestos exposure yielded
a similar (though less precise) hazard ratio of 0.42 (95% CI: 0.06, 3.11).
8.5 Discussion
Our findings indicate the presence of strong component associations of the healthy
worker survivor bias in a cohort of textile factory workers from the southern US.
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First, after accounting for age and other measured demographics, the hazard of leav-
ing active employment among those exposed to greater than or equal to the median
asbestos cumulated up to the prior year was half that among those exposed to less
than the median. Second, we noted a large proportion of person-years classified
as exposed to any asbestos while employed, but no person-years classified as ex-
posed after termination of employment. Finally, after accounting for age and other
measured demographics, the hazard of lung cancer mortality after termination of
employment was about half that during years at work.
The association between prior asbestos exposure and employment status is the
first component of the healthy worker survivor bias. The presence of this association
precludes the use of employment status adjustment as a resolution for the confound-
ing of exposure by employment status because of the bias induced by conditioning
on a collider (Table 8.1). In this study, we found a strong inverse association be-
tween asbestos exposure cumulated up to the prior year and employment status.
This strong inverse association existed across the range of exposure values (Figure
8.2), and remained when we lagged the metric of cumulative exposure by 10 years.
The association between employment status and subsequent exposure is the
source of nonpositivity in the healthy worker survivor bias. We observed that 88%
of individuals at work were classified as exposed to any asbestos, while none of the
individuals were classified as exposed to any asbestos after having left work. This
reflects a systematic or structural violation of the positivity assumption (Westreich
et al. 2010; Petersen, Porter, Gruber, Wang & van der Laan 2010) because individ-
uals cannot incur subsequent work-based exposure after having left work. Thus,
(in addition to the bias induced by conditioning on a collider) adjusting for a set of
covariates that includes an indicator of employment status using standard methods
would result in an “off-support” (Manski 1995) estimate of the effect of occupational
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asbestos exposure on lung cancer mortality because of the model’s extrapolation of
the association over regions where there are no data. Lagging the exposure variable
may eliminate structural nonpositivity, however, standard analytic methods would
still require at least one of the three component associations to be rendered null. In
these data, we observed a strong association between employment status and sub-
sequent exposure after lagging the indicator of any exposure by 10 years, and when
using a cumulative exposure metric.
The association between employment status and lung cancer mortality is the
third component of the healthy worker survivor bias. Without this association, em-
ployment status will not confound the estimate of the effect of occupational asbestos
exposure on time to lung cancer mortality. In this study, we found that the hazard of
lung cancer mortality in those who left work was approximately half of that in those
who remained on work. This association was strongly confounded by age, but rel-
atively constant over age. This inverse association between employment status and
lung cancer mortality coincides with at least one previous study suggesting occupa-
tional mobility as a driver of the healthy worker survivor bias (Siebert, Rothenbacher,
Daniel & Brenner 2001). Individuals in more occupationally mobile categories would
ostensibly be in a better position to find alternative employment earlier in life, as well
as be more likely to avoid exposures (e.g., smoking) that increase the risk of death
due to lung cancer (Melchior, Goldberg, Krieger, Kawachi, Menvielle, Zins & Berkman
2005; Marshall, Chevalier, Garillon, Goldberg & Coing 1999). A positive association
between occupational mobility and employment status, and an inverse association
between occupational mobility and lung cancer mortality would induce an inverse
association between employment status and lung cancer mortality (VanderWeele,
Hernán & Robins 2008), as found in the present study.
Two strategies commonly employed to minimize the healthy worker survivor bias
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are employment status adjustment (Gilbert and Marks 1979) and exposure lagging
(Gilbert 1982). The logic of causal diagrams can suggest whether use of such meth-
ods is justified by the data. For example, either before or after lagging, a lack of
association between employment status and subsequent exposure or between em-
ployment status and mortality suggests no healthy worker survivor bias. If both of
these associations are present, but there is no association between prior exposure
and employment status, then adjusting for employment status should resolve the
bias. When all three component associations are present, alternative methods are
required (Table 8.1).
In our study, we found that lagging the exposure by 10 years did not eliminate
the association between prior exposure and employment status, nor between employ-
ment status and subsequent exposure. Researchers should be cautious, however,
about using an exposure lag to minimize the healthy worker survivor bias. To avoid
exposure misclassification, the lag used to account for the healthy worker survivor
bias must coincide with the empirical induction period for the exposure (Rothman
1981).
The “presence” of a component association can be gauged by at least two criteria:
statistical significance and magnitude of association. The limitations of significance
testing in observational research are well known (Stang, Poole & Kuss 2010; Green-
land 1990). Furthermore, prior simulation research has suggested that the perfor-
mance of standard methods is inversely related to the magnitude of the component
associations (Naimi et al. 2011). As such, although both statistical significance
and magnitude of association are likely to be important, we believe the latter crite-
rion to be of more relevance in an occupational setting with no random assignment
mechanism. In our study, all three component associations were both statistically
significant and relatively strong in magnitude.
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As is common in occupational epidemiology, we were lacking information on in-
dividual smoking history, and used a regression model to estimate exposure values
from a job/task exposure matrix that were presumed fixed. Furthermore, our aim
was to present a simple heuristic to suggest whether standard methods are justified
when the healthy worker survivor bias is suspected. We did not assess whether the
observed component associations were modified by relevant characteristics. Given
the complex social context in which exposure, employment status, and mortality are
related (Wilcosky & Wing 1987), a nuanced substantive analysis of each component
association is warranted.
Using causal diagrams, we isolated the component associations that are col-
lectively responsible for the time-varying confounding and nonpositivity underlying
the healthy worker survivor bias. Despite limitations, the example demonstrated
that these three component associations were present. Indeed, our exploration of
these component relations is strengthened by the use of a large cohort with well-
characterized mortality and only 9% loss to follow-up over a 60-year period. Our
findings imply that, for these data, commonly used methods such as exposure lag-
ging or employment status adjustment may not reduce the healthy worker survivor
bias. In future research, we intend to assess the association between asbestos ex-
posure and lung cancer mortality using methods that can account for time-varying
confounding, including g-estimation of a structural nested model (Robins 1998) and
the parametric g-formula (Robins 1986).
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Chapter 9
Occupational Asbestos Exposure and Lung Cancer
Mortality
9.1 Overview
Previous estimates of the effect of occupational asbestos on lung cancer mortality
have been obtained using methods that are subject to bias from the healthy worker
survivor effect. G-estimation of a structural nested model provides consistent expo-
sure effect estimates under such conditions. We estimated the effect of cumulative
asbestos exposure on lung cancer mortality in a cohort of 2,564 textile factory work-
ers between January 1940 and December 1965 followed through December 2001.
At entry, median age was 23 years, with 42% female and 20% non-Caucasian. Over
follow-up, 15% and 13% of person-years were classified as occurring while employed
and occupationally-exposed to asbestos, respectively. For a 100 fiber-year/mL in-
crease in cumulative asbestos, a Weibull model adjusting for gender, race, birth year,
baseline exposure, and age at study entry yielded a survival time ratio of 0.88 (95%
confidence interval: 0.83, 0.93). Further adjustment for work status yielded no prac-
tical change. The corresponding survival time ratio obtained using g-estimation of
a structural nested model was 0.57 (95% confidence interval: 0.33, 0.96). Account-
ing for the healthy worker survivor effect resulted in a 35% stronger effect estimate.
However, this estimate was considerably less precise. When suspected, methods
that account for the healthy worker survivor effect should be used.
9.2 Introduction
The goal of many epidemiologic studies is to estimate the effect of a time-varying
exposure on time to an outcome of interest. In such studies, exposure effect estimates
are often prone to time-varying confounding. A time-varying confounder is a variable
(i) whose values change over time, (ii) that influences exposure at subsequent time-
points, and (iii) is associated with the time to the outcome of interest. When a time-
varying confounder is also related to prior exposure values, standard adjustment
will fail to consistently estimate the total (i.e., direct and indirect) effect of exposure
on the outcome of interest (Robins 1989a; Robins et al. 1992; Robins 1993; Robins
et al. 2000). In particular, while standard adjustment may resolve confounding bias,
the net bias may be increased upon adjustment due to collider stratification (Hernán
et al. 2004; Greenland 2003; Cole et al. 2010).
Moreover, additional problems arise when there are no exposed or no unexposed
individuals within a given stratum of a time-varying confounder. This results in a
violation of the positivity assumption, which formally requires a non-zero probability
of exposure in all confounder strata at all time-points (Hernán and Robins 2006a;
Cole and Hernán 2008; Westreich and Cole 2010). The canonical example of such
time-varying confounding with a positivity violation is the healthy worker survivor
effect (Eisen and Robins 2002; Arrighi and Hertz-Picciotto 1993, 1994). This bias
denotes a situation where employment status is associated with the outcome of in-
terest (Figure 2.1). In such a scenario, the effect of an occupationally-based exposure
on the outcome of interest is confounded by employment status, while employment
status is affected by prior exposure (Figure 2.1). In addition, individuals who leave
80
employment often have no chance of incurring work-based exposure at subsequent
time points, resulting in a violation of the positivity assumption. Because individu-
als who leave active employment are no longer exposed, and employment status is
associated with exposure at prior time-points, consistent exposure effect estimates
cannot be obtained using standard analytic techniques (Robins 1993, 1986, 1987a;
Naimi et al. 2011).
While standardmethods provide inconsistent estimates under conditions encoun-
tered in the healthy worker survivor effect, g-estimation of a structural nested accel-
erated failure time model provides consistent exposure effect estimates under such
conditions (Robins 1989a, 1993, 1998; Hernán et al. 2005). To date, only one prior
study used structural nested models to account for the healthy worker survivor ef-
fect, in which an occupational exposure metric that was originally measured on a
continuous scale was dichotomized (Chevrier et al. 2012). One (separate) study has
implemented structural nested models to estimate the effect of erythropoietin dose
(on a continuous scale) on mortality in patients with end stage renal disease (Joffe
et al. 2012). No studies have used structural nested models to account for the
healthy worker survivor effect in the relation between a continuous occupational ex-
posure and mortality. The purpose of this paper is: (i) to describe the application of
structural nested accelerated failure time models with a continuous exposure vari-
able using data from a cohort of 3,072 asbestos textile factory workers followed for
lung cancer mortality during 120,130 person-years between 1940 and 2001; and (ii)
compare effect estimates obtained using this method to those obtained using more
standard analytic techniques.
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9.3 Methods
9.3.1 Study Cohort
The South Carolina Chrysotile Asbestos study is an occupational cohort study of
the relation between workplace asbestos exposure and lung cancer mortality over a
60-year period. The cohort consisted of 3,072 individuals who worked in the plant for
at least one month between 1 January 1940 and 31 December 1965 (Hein et al. 2007).
Of the 3,072 individuals, 508 had been working in the plant prior to 1 January 1940,
and were excluded from the study, leaving a total of 2,564 individuals followed for
100,765 person-years. Workers were followed for vital status and cause of death until
loss to follow-up or administrative censoring on 31 December 2001. Date of birth,
sex, and race (Caucasian versus non-Caucasian) were ascertained from company
personnel records. This study was conducted on de-identified existing records and
therefore deemed not human subjects research.
9.3.2 Mortality Ascertainment
Vital status through 1978 was determined using information from the Social
Security Administration, Internal Revenue Service, the US Postal Mail Correction
Service, state driver’s license files, and state vital statistics offices (Hein et al. 2007;
Dement et al. 1983a). Between 1979 and 2001, the United States National Death
Index (NDI) was used to obtain vital status. Workers that were confirmed alive on
1 January 1979 and not shown to be deceased by the NDI between 1979 and 2001
were considered to be alive as of 2001. Workers lost to follow-up before 1 January
1979 were censored at the date they were last known to be alive. Prior to 1979 death
certificates were obtained from the state vital records offices and the underlying cause
of death was coded by a qualified nosologist. After 1979, the NDI provided underlying
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causes of death. All deaths were coded according to the revision of the International
Classification of Diseases (ICD) in effect at the time of death. Lung cancer mortality
was defined as ICD-8 and ICD-9 codes 162-163, and ICD-10 codes C33-C34.
9.3.3 Asbestos Exposure Assessment
Ambient asbestos concentrations were estimated for the years 1940 and 1977
(inclusive; no individuals were employed at the facility under study after 1977) using
5,952 sampling measurements taken between 1930 and 1975 analyzed using phase
contrast microscopy (Dement et al. 1983b). To create a job/task exposure matrix, the
factory was divided into 9 exposure zones corresponding to physically well-defined
areas. Jobs within each exposure zone were assigned to one of four uniform job
categories based on the tasks associated with that job. Average asbestos concentra-
tions in the ambient air surrounding 9 exposure zones were estimated using a job
and calendar time specific exposure matrix (Dement et al. 1983b). These estimates
were linked to individuals using detailed job histories based on personnel records
collected by the company beginning in 1930, compiled and microfilmed by the US
Public Health Service in 1968, and updated, digitized, and quality controlled in 1978
(Dement 1980). Each day during the years in which the individual was not employed
was assigned a zero asbestos exposure. Each day during the years in which the
individual was employed was assigned a job and calendar period specific ambient
asbestos concentration in units of chrysotile fibers longer than 5 µm per mL air.
Following previous research (Hein et al. 2007; Dement et al. 1983b,a; Dement and
Brown 1994; Dement et al. 1994; Stayner et al. 1997), annual exposure levels, in
units of 100 fiber-years/mL, were calculated as the product of the number of days
exposed in a given year and the sum of the daily exposure values in that same year,
divided by 100×365.25.
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9.3.4 Statistical Methods
The information from the cohort provided a data vector O ≡
{
Y, δ, X t ,W t ,L
}
for
each of the i = 1 to 2,564 study participants over 100,765 person-years of follow
up. We let Y = min (T, C) denote the years from study entry to lung cancer mortality
(T ; δ = 1) or censoring due to deaths from other causes, dropout, or study completion
(C; δ = 0). We assume non-informative censoring conditional on measured covari-
ates. We let overbars denote a variable’s history. Therefore, X t denotes the set of
annual exposure values, in units of 100 fiber-years/mL, representing an individual’s
exposure status over the course of follow-up, up to year t. Similarly, we letW t denote
the set of indicators of whether the individual was actively employed at the facility
under study over the course of follow-up up to time t. For example, for an individual
who left employment mid-year in their 3rd year on study over 5 years of follow-up,
W t ≡ {W0, · · · ,W4} = {1, 1, 1, 0, 0}. Finally, L is a vector of time-fixed covari-
ates consisting of age at study entry (age), birth year (byr), and binary indicators for
gender (female = 1) and race (non-Caucasian = 1).
We assess the relation between occupational asbestos exposure and lung cancer
mortality using two modeling strategies: a standard (parametric) accelerated failure
time model (AFT) and structural nested AFT model. Both models estimate the ratio of
survival time quantiles (e.g., median) for a 100 fiber-year/mL increase in cumulative
occupational asbestos exposure, lagged by 10 years. We estimate survival time ratios
(relative times) as measures of association, 95% confidence intervals as measures of
precision, and confidence limit ratios (Poole 2001) as measures of efficiency. We opt
for relative times rather than hazard ratios due to the potential for selection bias
associated with the latter (Hernán 2010). We lagged the exposure by 10 years to
account for an empirical induction period (Rothman 1981) based on prior literature
(Hein et al. 2007; Richardson et al. 2011). Specifically, we defined a cumulative
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exposure metric with a 10-year lag as At =
∑t−9
j=0 Xj if t > 9, and At = 0 otherwise. For
all models, we used time from entry into the study as the timescale. In all models,
age at study entry, birth year, and pre-entry exposure were specified using restricted
quadratic splines with knots at the 5th, 28th, 50th, 73rd, and 95th percentiles of the
variable’s distribution (Howe et al. 2011).
We specified a standard parametric AFT model (Lawless 2003, p425) as P(T ≤
t |Z ) = F
{∫ t
0 exp(
′zu)du
}
, which we re-write as:
F−1 {P(T ≤ t |Z )} =
∫ t
0
exp(′zu)du (Model 1)
where F−1 {·} is the inverse of the Weibull cumulative distribution function, and Zt
is a vector of covariates containing At, and L. We parameterized this Weibull model
with a location parameter ϕ ≡ ′zt. In this model the exponentiated  coefficient for
At can be interpreted as the survival time ratio for a 100 fiber-year/mL increase in At,
adjusting for all other covariates in the model. For example, exp() can be interpreted
as the (e.g., median) survival time for individuals exposed to a+100 fiber-years/mL of
cumulative asbestos relative to a fiber-years/mL of cumulative asbestos. Parameters
for Model 1 were estimated using maximum likelihood accounting for right censoring,
and left truncation (to accommodate time-varying covariates) (Cox, Chu, Schneider
& Munoz 2007). Technical details are provided in Section 9.6. Even with a model
adjusting for all relevant confounders, we expect this maximum likelihood estimator
to yield inconsistent estimates of the exposure effect, whether or not we adjust for
work status, when the healthy worker survivor effect is present.
We also specified a structural nested AFT model as
T 0 =
∫ T
0
exp(Auψ)du (Model 2)
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where T 0 is the potential survival time that would have been observed under no
exposure. In this model, ψ is the log survival time ratio associated with a 100 fiber-
year/mL increase in At. In contrast to the estimated survival time ratio associated
with a unit increase in At obtained from the standard AFT model (Model 1), the esti-
mand for a structural nested AFT model is a ratio of potential survival time quantiles
associated with a unit difference in At. The parameter for Model 2 was estimated
using g-estimation, with inverse probability weights to account for right censoring.
Technical details are provided in Section 9.7. Assuming a correctly specified struc-
tural nested model (Model 2) and no unmeasured confounding (Equation A2.1), we
expect this g-estimator to yield consistent estimates the exposure effect, whether or
not the healthy worker survivor effect is present. We used SAS release 9.3 for all
analyses (SAS Institute, Cary, NC).
9.4 Results
Table 9.1 presents study characteristics for 2,564 individuals.
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Table 9.1: Characteristics of 2,564 individuals in the South Carolina Chrysotile
Asbestos cohort at enrollment and during 100,765 person-years of follow-up between
1940 and 2001.
Characteristica First Year of
Follow-up
N =2,564
Entire Course of
Follow-up
PY =100,765
Age 23 (20,31) 22 (19, 28)
Birth year 1922 (1915,1926) 1922 (1916,1927)
Female gender, N(%) 1,077 (42%) 42,416 (42%)
Non-Caucasian race, N(%) 512 (20%) 18,305 (18%)
At work, N(%) 2,564 (100%) 15,537 (15%)
Asbestos exposureb:
Any, N(%) 2,314 (90%) 12,781 (13%)
Continuous (Xt)c 1.7 (0.9,3.2) 3.4 (1.6,5.0)
Cumulative (At) −d 1.7 (0.0,8.2)
* N , number
a Median (Quartiles) unless otherwise stated
b In units of fiber-years/mL
c Among person-years with any exposure
d 10 year lagged cumulative exposure = 0 during first year of follow-up
for all individuals on study
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Median age at entry into the study cohort was 23 years, with 42% female, and
20% non-Caucasian. Over the course of 100,765 person-years of follow-up, 15%
of person-years were spent at work, and 14% were classified as exposed to any
asbestos. Among exposed person-years, median asbestos exposure over follow-up
was 2.9 (quartiles: 1.3, 5.0) fiber-years/mL. Over the course of follow-up, median
cumulative exposure was 1.7 (quartiles: 0.0, 8.2) fiber-years/mL. Furthermore, 89%
of individuals (2,285/2,564) left active employment alive, with the remaining 11%
either lost to follow up (n = 236), or having died of lung cancer (n = 4) or a competing
cause of death (n = 39) while classified as actively employed. An additional 14
individuals were lost to follow up after leaving active employment, for a total of 250
individuals (9.7% of 2,564) lost to follow-up. A total of 142 individuals (5.5% of
2,564) were classified as having died due to lung cancer.
For a 100 fiber-year/mL increase in cumulative asbestos, the Weibull AFT model
adjusting for gender, race, birth year, baseline exposure, and age at study entry
yielded an estimated survival time ratio of 0.88 (95% confidence interval: 0.83, 0.93).
Further adjustment for work status yielded an estimated survival time ratio of 0.89
(95% confidence interval: 0.82, 0.96). These models yielded confidence limit ratios
of 1.12 and 1.17, respectively.
Figure 9.1 displays the plot of the Z-statistics obtained from the model for Equa-
tion A2.1 in Section 9.7 for each value of ψ˜.
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Figure 9.1: Plot of the Z (ψ˜) test statistic by ψ˜ including a horizontal reference line at
zero and vertical reference line at ψ̂. Gray lines represent results for each of the 200
bootstrap resamples.
The structural nested AFT model yielded an estimated survival time ratio of
exp
{
−ψ̂
}
= 0.57 per 100 fiber-year/mL increase in cumulative exposure to asbestos,
with 95% bootstrap confidence intervals of (0.33, 0.96) and a confidence limit ratio of
2.91. Test and slope based 95% confidence intervals (see Section 9.7) yielded similar
results. The survival time ratio obtained from the structural nested model is 35%
lower than both Weibull AFT models (Table 9.2).
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Table 9.2: Survival Time Ratios (95% CIs) for the Association Between Cumulative
Asbestos Exposure and Lung Cancer Mortality for Standard and Structural Nested
Model Analyses.
Model Time Ratio 95% CI CLR
Work Status Unadjusted AFT 0.88 0.83, 0.93 1.12
Work Status Adjusted AFT 0.89 0.82, 0.96 1.17
Structural Nested AFT 0.57 0.33, 0.96 a 2.91
0.32, 1.00 b 3.13
0.17, 0.95 c 5.59
a Bootstrap Wald confidence intervals where SE
(
ψ̂
)
= SD(ψ̂∗K), where K =
200 resamples
b Test-based confidence intervals for exp
{
−ψ̂
}
chosen such that Z = ±1.96
c Slope-based Wald confidence intervals with SE
(
ψ̂
)
=
(
d−2
)1/2, where d is
obtained from the slope of a local linear regression of Z on ψ˜
Compared to the fully adjusted parametric model, the structural nested model
was 60% less efficient as determined by 95% bootstrap confidence intervals.
9.5 Discussion
Using structural nested accelerated failure time models, we estimated that an
increase in 100 fiber-years/mL of work-based cumulative asbestos is associated with
a 43% shorter time to lung cancer mortality. This was in contrast to an estimated
12% and 11% shorter time to lung cancer mortality obtained from the work status
unadjusted and work status adjusted parametric accelerated failure time models,
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respectively.
There are competing explanations for the differences we observed in the results
from standard and structural nested models. First, the differences may be at-
tributable to the healthy worker survivor effect. Second, structural nested models are
semi-parametric: non-parametric with respect to both the distribution of the base-
line survival time (Robins and Tsiatis 1992), and the functional form of the relation
between relevant confounders (e.g., age and birth year) and lung cancer survival time
(Robins et al. 1992); parametric (Model 2) with respect to the functional form between
cumulative asbestos exposure and lung cancer survival time. Standard parametric
AFT models, on the other hand, assume a priori that the baseline survival times
follow a specified distribution (such as the Weibull), and assume a parametric form
for the relation between all covariates (exposure and confounders) and the outcome.
In theory, part of the observed difference may be due to residual confounding caused
by incomplete adjustment of measured confounders (Rothman 2008, p198). With
structural nested models, one typically adjusts for confounding by modeling the ex-
posure as a function of measured confounders (see Section 9.7). With a common
exposure, one can leverage the available information to specify a more flexible model
for confounding (by including, for example, splines, fractional polynomials, and 1st
and higher order interactions). In contrast, standard regression models typically ad-
just for confounding by modeling the outcome as a function exposure and measured
confounders. With a less common outcome, model flexibility can be restricted due
to a lack of available information.
Indeed, in the asbestos cohort study data, we were able to obtain convergence
while adjusting the structural nested model (using g-estimation) for all baseline con-
founders with all 1st and 2nd order interactions. Using the standard parametric AFT
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models, we could only adjust for all baseline confounders and select 1st order in-
teractions (i.e., the maximization algorithm failed to converge to a unique solution
when all 1st and 2nd order interactions were included). Nevertheless, removing in-
teraction terms from the structural nested model that were not in the parametric
model yielded negligible changes in the estimated survival time ratio, thus ruling out
residual confounding as a possible explanation of the differences between our two
modeling strategies.
Given these distinctions between standard and structural nested accelerated fail-
ure time models, it can be argued that, when parameter estimates differ, those from
structural nested models would be preferable for the following reasons: (i) tighter
control for baseline and time-varying confounders is always desired; (ii) paramet-
ric assumptions are unverifiable; and (iii) structural nested models can account
for time-varying confounding when the positivity assumption is violated (as in the
healthy worker survivor effect).
On the other hand, compared to the parametric models, confidence intervals for
the point estimate from the structural model were much larger, as can be seen in
Table 2. This is the expected result of the fact that: (i) semi-parametric methods
are known to be less efficient than their correctly specified parametric counterparts
(Newey 1990); (ii) the simple robust variance estimator used in our exposure model is
conservative (Robins 1998); (iii) the chosen functional form of the potential outcomes
in our exposure model is known to result in an efficiency loss (Robins et al. 1992);
and (iv) artificial censoring, required for consistent estimation of structural nested
model parameters (see Section 9.7), reduces the effective number of events (Joffe
et al. 2012). In future work, we plan to explore which of these four components plays
a more important role in affecting the efficiency of the estimator for the structural
nested AFT model.
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Any statistical method must rely on several identifiability assumptions to make
valid inferences. In particular, we assume no unmeasured confounding (Robins et al.
1992; Robins 1992). In our case, we did not have information on individual smoking
status, socioeconomic position, or intermittent time off work, which is a limitation of
the current study. We further assume that the covariates that we did measure, as
well as the exposure and outcome, were measured without error.
In addition, we assume counterfactual consistency, which states that for a given
individual, the potential outcome that would have been observed under the observed
exposure is, in fact, the observed outcome (Hernán 2005; Hernán et al. 2008; Cole
and Frangakis 2009; VanderWeele 2009; Pearl 2010b). This assumption is usually
satisfied with an exposure contrast that can be construed as an intervention (Hernán
2005; Hernán et al. 2008; Cole and Frangakis 2009). In our study, we defined
the exposure as the cumulative number of chrysotile asbestos fibers longer than
5µm per milliliter of air to which an individual was exposed in an asbestos textile
factory, in units of 100 fiber-years/mL. Our exposure contrast can be thought of
as one that compares the survival time under some arbitrary level of cumulative
exposure over time at, to the survival time that would have been observed under a
cumulative exposure level at − 100 (i.e., a 100 f-y/mL reduction). Such a reduction
could ostensibly be achieved through a number of interventions such as, for example,
additional venting of the workspace.
We further assume no interference and correct model specification. The former
assumption implies that no individual’s potential outcome is influenced by another
individual’s exposure value (Hudgens and Halloran 2008), which is likely in our
setting. For standard AFT models, the latter assumption requires a correctly chosen:
(i) distribution for baseline survival time; (ii) link function relating the outcome to
the model covariates; and (iii) the functional form of all covariates involved. For the
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structural nested model, the latter assumption requires only a correctly specified
link function, and a correct functional form of the relationship between cumulative
asbestos exposure and time to lung cancer mortality (or a meaningful projection
thereof).
Finally, the positivity (or experimental treatment assignment) assumption is a
central requirement for valid causal inferences using observational data. Positivity
requires exposed and unexposed observations in all confounder strata at all time-
points (Hernán and Robins 2006a; Cole and Hernán 2008; Westreich et al. 2010).
The healthy worker survivor effect results in a systematic (as opposed to random)
violation of positivity (Naimi et al. 2011): individuals who have terminated active
employment cannot be exposed to work-based asbestos.
Systematic positivity violations can be problematic for two reasons. First, it is
possible that the data contain information that can be used to make valid causal
contrasts, but due to a lack of positivity, some methods fail (while other methods suc-
ceed) to estimate such contrasts. For example, marginal structural models (MSMs)
estimated using inverse probability of exposure weights (IPW) are biased when the
positivity assumption is violated (Naimi et al. 2011; Petersen et al. 2010). Other
MSM estimators (g-computation, augmented-IPW, or targeted maximum likelihood
estimators), or other methods (parametric g-formula or g-estimation of a structural
nested model) can provide valid point estimates, even under positivity violations. On
the other hand, positivity violations may be such that there is no relevant informa-
tion upon which one can make a valid causal contrast (Westreich et al. 2010; van der
Laan & Rubin 2006; Moore, Neugebauer, van der Laan & Tager 2012). In such a
scenario, researchers must take care to avoid using methods that will provide point
estimates for a causal contrast that is completely unsupported by the data, of little
meaning or public health relevance, or both. In our specific case, we are estimating
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the effect of a 100 fiber-year/mL change in work-based cumulative asbestos expo-
sure on lung cancer survival. This contrast is both relevant and supported by the
data.
Using structural nested AFTmodels, we assessed the relation between cumulative
asbestos exposure and lung cancer mortality while accounting for the healthy worker
survivor effect. The example demonstrated that standard and structural nested
models provided different effect estimates. Notably, the structural model yielded
a survival time ratio that was 35% lower than the estimates from the parametric
models. This is suggestive of bias in previous analyses and the magnitude is such
that it underscores importance of accounting for healthy worker survivor effect in
this setting. Our exploration of these relations is further strengthened by the use of
a large cohort with well-characterized mortality and under 10% loss to follow-up over
a 60-year period. When the healthy worker survivor effect is suspected, researchers
should opt for appropriate methods, such as structural nested models, to obtain
valid estimates of the effect of a work-based exposure on a health-related outcome.
9.6 Time-varying Weibull AFT model
We let fT (t) and ST (t) denote the probability density and survival functions for
T ∼Weibull(ϕ, σ), defined as:
fT (t) =
1
σ
exp
{ t − ϕ
σ
− e[(t−ϕ)/σ]
}
and
ST (t) = exp
{
−e[(t−ϕ)/σ]
}
respectively. For the Weibull AFT model accounting for right censoring and left
truncation (to accommodate time-varying covariates), each individual’s contribution
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to the log-likelihood is therefore:
Li (ϕ, σ) =
bTic∏
t=0
{
ST (t)
ST [(t − 1) ∧ 0]
}{
fT (t)
fT btc
}δi{ST (t)
ST btc
}(1−δi )
where b·c denotes the floor function (e.g., b5.7c = 5), and [a ∧ b] = min(a, b). Thus, all
individuals contribute to the first term in the likelihood, lung cancer deaths (δ i = 1)
contribute to the second term, and censored observations (δ i = 0) contribute to the
third term. Following standard practice, we assume censoring due to deaths from
other causes, dropout, or study end is independent of the risk of lung cancer mor-
tality conditional on measured covariates. We fit this model using a SAS NLMIXED
program provided by Cox et al. (2007) to estimate parametric survival models with
time-varying covariates.
9.7 G-estimation
The g-estimation algorithm is premised on the assumption of no unmeasured
confounding. This assumption states that, at time t, and conditional on past con-
founders and exposure history, the exposure received is independent of the potential
outcomes for all T ≥ t. For a given individual, define the set of potential outcomes
as the bounded subset of the real number line T ≡ [T amax , T amin], where T amax is
the (shortest) potential outcome that would have been observed under some max-
imal cumulative exposure regime amax [T amin is defined similarly]. No unmeasured
confounding implies
E
{
Xt |X (t−1), V, T a
}
= E
{
Xt |X (t−1), V
}
(Equation A2.1)
where E {·} denotes the expectation operator, X (t−1) is the exposure history up to and
including time t − 1, and V is a vector of time-fixed and time-varying covariates that
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renders the assumption of no unmeasured confounding as close to true as possible
(in our case, the time-fixed variables in L and time-varying Wt ). This assumption
implies that the exposure allocation mechanism can be thought of as a sequentially
randomized (or nested) process: roughly speaking, within strata defined by the joint
distribution of
[
X (t−1),V
]
over all time points, exposure allocation occurs at random
(or, equivalently, is independent of the potential outcomes).
The g-estimation algorithm is then implemented as follows:
1. Define a model for Equation A2.1. Throughout, we refer to this model as the
“estimating equation.”
2. Specify a range of parameter values denoted ψ˜ that are likely to span the effect
of interest with an appropriate increment to carry out a line search (e.g., 0 to 2
by 0.05) that will be used to estimate ψ
3. For each value of ψ˜, use Model 2 to impute T 0, which we re-write as T (ψ˜) to
make the ψ-dependence clear. Thus, T (ψ˜) the potential survival time under no
exposure for each value of ψ˜
4. For each value of ψ˜, use the imputed survival times T (ψ˜) to test whether ex-
posure at time t is independent of the potential outcomes. We can test this
independence in our estimating equation using a Wald, Score, or Likelihood
ratio test. A set of 41 ψ˜ values (0 to 2 by 0.05) returns 41 different test statis-
tics, denoted Z (ψ˜), for the parameter associated with T (ψ˜) term.
5. Using a modus tollens argument, we can identify our parameter estimate: As-
suming no unmeasured confounding holds, the value of ψ˜ for which the test
statistic Z (ψ˜) = 0 is the value at which we have imputed to correct set of po-
tential outcomes for each individual in our study. Therefore, ψ̂ is equaled to
the ψ˜ at which Z (ψ˜) = 0.
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Slope-based standard errors for ψ̂ can be computed as σS =
(
d−2
) 1
2 , where d is
the numerical derivative of the test statistic evaluated at ψ̂. This derivative may be
estimated by the slope of a local linear regression of ψ˜ on the Z (ψ˜) statistic (Mark
& Robins 1993). Alternatively, a bootstrap standard error of ψ̂ can be obtained as
the standard deviation of the set of 200 bootstrapped estimates
{
ψ̂∗1, · · · , ψ̂∗200
}
. Each
bootstrap estimate can be obtained by fitting Model 2 to a random sample of size
N∗ = 2,564 (where * denotes a bootstrap resample) drawn, with replacement, from
the original 2,564 data vectors O. Finally, assuming Z (ψ˜) ∼ N(0,1), test-based upper
and lower 95% confidence intervals for ψ̂ can be identified as the values of ψ˜ that
correspond to Z (ψ˜) = ±1.96.
For our data, asbestos exposure for each year on study (Xt ) followed a complex
zero-inflated distribution. To simplify the analysis, we categorized this continuous
exposure into 11 groups (one category for Xt = 0, and deciles for Xt > 0) and specified
a proportional odds model (McCullagh 1980) as our estimating equation, which was
implemented with PROC GENMOD. We defined the estimating equation as:
logit
[ pim+1 + · · · + pi11
pi1 + pi2 + · · · + pim
]
= α0m + α1I (nonCaucasian) + α2I (female) + f1
( year)αf
+ f2
(byr)αf + f3 (age)αf + f4 (C)αf + g (Xt−1)αg
+ I(1)αh + I(2)αi
+ α5h[Y
(
ψ˜
)
]̂κ]
where pij, j = 1 to 11 is the probability that the continuous exposure value falls
in category j; I (·) is an indicator function; fk(·), k = 1, 2, 3, returns a 1×4 vector
of restricted quadratic spline basis functions for argument (·) with knots as defined
above; αf represents a 4×1 vector of parameters for each basis function; C is cen-
soring times (described in the next section) for each individual; g (·) returns a 1×10
vector of fractional polynomial functions for argument (·) of order ±1/3, ±1/2, ±1,
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±2, ±3, αf represents a 10×1 vector of parameters for each polynomial term, and
h(·) is a functional form for the potential outcomes Y (ψ˜) [and not T (ψ˜)] and in-
verse probability of censoring weights κ̂, all of which are described in subsequent
sections. Furthermore, I(1) and I(2) represent all first and second order interaction
terms between the linear components of each term in the model (except h[Y (ψ˜)]̂κ),
respectively. We used fractional polynomials instead of restricted quadratic splines
to specify past exposure due to the large number of zero-valued knots obtained with
the latter. Including a function of past exposure g (Xt−1) is required to obtain consis-
tent exposure effect estimates using structural nested models. Including the function
of past exposure in our parametric AFT models did not appreciably change the re-
sults. Parameters for this estimating equation were estimated using GEE (Liang and
Zeger 1986) with an independent working covariance matrix to account for repeated
exposure measurements per individual.
9.7.1 Artificial censoring
The potential outcomes imputed by Model 2 are defined as a function of the
survival time T . However, because of administrative censoring, we do not actually
observe T for each individual, but rather we observe Y = min(T, C), where C is the
administrative censoring time defined as the difference between the study’s admin-
istrative end date and date of entry into the study (censoring due to loss to follow
up is handled in the next section). If our exposure of interest has an actual effect
on survival time, then the survival times of individuals with higher exposures are
more (or less) likely to be observed in our study. By using Y instead of T to impute
the potential survival time, we create an artificial association between exposure and
the potential survival time T (ψ˜), thus violating the assumption of no unmeasured
confounding. We use artificial censoring to account for this (Joffe et al. 2012; Joffe
2001). To do so, we define a counterfactual censoring time C (ψ˜) = Cexp {ψ˜ ×min [At]}
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if ψ˜ ≥ 0, and C (ψ˜) = Cexp {ψ˜ ×max [At]} if ψ˜ < 0, where min [At] and max [At] refer
to the global empirical min and max exposure values (i.e., the min and max values
across all person-years in the South Carolina cohort). We then define a new poten-
tial survival time Y (ψ˜) = min {T (ψ˜) , C (ψ˜)}. This new variable Y (ψ˜) is the potential
survival time only in those individuals whose potential survival times would have
been observed under any possible cumulative exposure regime a that falls within the
global empirical min and max bounds. Otherwise, Y (ψ˜) is the potential censoring
time. Because Y (ψ˜) is a function of the administrative censoring time C, we include
C in our estimating equation defined above (Robins 1992; Keiding, Filiberti, Esbjerg,
Robins & Jacobsen 1999). Finally, in the previous section we referred to h (·) as
the functional form of the potential outcomes in our estimating equation, which we
define here as h [Y (ψ˜)] = I [T (ψ˜) ≤ C (ψ˜)], where I[·] is the indicator function which
takes a value of 1 if the argument is true (0 otherwise). Such a form for the potential
outcomes has been shown to affect the efficiency, but not the consistency, of the esti-
mator for ψ (Robins 1992; Keiding et al. 1999). In our study, the effective proportion
of failures resulting from artificial censoring over the range of the parameter space
defined by ψ˜ was between 3.0% (n = 86, ψ˜ = 2.0) to 6.0% (n = 142, ψ˜ = 0, i.e., the
actual proportion of failures), with a mean value of 4.9% (n = 106.46).
9.7.2 Inverse probability of censoring weights
As with standard parametric AFT models, we assume censoring due to deaths
from other causes or loss to follow-up is independent of lung cancer mortality con-
ditional on measured covariates. We use inverse probability of censoring weights to
account for this right censoring when fitting a structural nested accelerated failure
time model (Cain & Cole 2009). For each individual at time j, define
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κ̂j =
t∏
j=0
Pˆ
(
Cj = 0
)
× (1 − Cj)
Pˆ(Cj = 0|Vj)
where Pˆ
(
Cj = 0
∣∣∣ Vj) = 1/ {1 + exp [− (̂0j + ̂1I (nonCaucasian) +̂2I (female)+̂′3f 1 (year)+
̂′4f 2
(
byr
)
+ ̂′5f 3
(
age
)
+ ̂′6f4 (base) and Pˆ
(
Cj = 0
)
= 1/
{
1 + exp
[
−
(̂
0j
)]}
are based on
logistic regression models with parameters estimated using maximum likelihood.
Thus, if a person is uncensored in a given year j, κ̂j is the inverse of the conditional
probability of being censored, and is zero otherwise. This inverse probability weight
is stabilized by the marginal probability of being censored in year j. For our data,
these stabilized weights were not extreme in their distribution, with a mean = 1.00,
min = 0.54, and max = 16.59. As denoted in our model for Equation A2.1, we mul-
tiply h [Y (ψ˜)] by κ̂ to account for non-administrative censoring. We refer the reader
to (Witteman, D’Agostino, Stĳnen, Kannel, Cobb, de Ridder, Hofman & Robins 1998,
p393) for an explanation as to how these inverse probability weights account for
non-administrative censoring using g-estimation.
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Chapter 10
Concluding Remarks
The work presented in this dissertation is intended to address bias due to the
healthy worker survivor effect. This bias occurs when work status confounds the
association between subsequent exposure and the outcome, while being affected by
prior exposure. Though known for nearly half a century, the methods most often
used to account for this bias have not been formally justified. Beginning in the mid-
1980s, formal methods developed in the cross-disciplinary field of research known as
“causal inference” provided a theoretically justified means of addressing situations
such as the healthy worker survivor effect.
The goal for this dissertation was to use causal inference methods to address this
common problem in occupational epidemiology. We set out to do this in two steps.
First, we developed a strategy that can be used to shed light on the severity of the
healthy worker survivor effect in a given dataset. This goal was chosen due to the
fact that formal methods available to account for the healthy worker survivor effect
require specialized knowledge and extensive computer programming. The methods
outlined in Chapters 6 and 8 highlight the assumptions required to examine a dataset
for the possible impact of the healthy worker survivor effect, and illustrate the use of
causal diagrams to assess the component associations for this bias. These assump-
tions include a correctly specified causal diagram, the causal Markov assumption,
compatibility, and faithfulness. In Chapter 8, under these assumptions, we found
evidence suggesting an operative healthy worker survivor effect in the South Carolina
textile factory cohort.
This evidence led to the analysis discussed in Chapters 7 and 9, highlighting
the theoretical framework that informs an analysis to make causal inferences, and
illustrating the use of structural nested accelerated failure time models to address
the healthy worker survivor effect. To estimate a causal effect using this method, one
must assume exchangeability, counterfactual consistency, positivity, correct model
specification, and no interference. Furthermore, we must assume that all variables
used in the analysis were created using information that was correctly measured.
Because of the difficulties inherent in measuring occupational exposures in general,
exposure measurement error is possible. Furthermore, the lack of more detailed
information on intermittent time off work and other variables may also be an issue.
However, relative to other datasets used to assess the relation between occupational
asbestos exposure and lung cancer mortality, the South Carolina Chrysotile Asbestos
Cohort is arguably among the best in terms of data quality (Lenters, Vermeulen, Dog-
ger, Stayner, Portengen, Burdorf & Heederik 2011), and the quality of the inference
made using these data would follow suit.
Under these assumptions, we found that addressing the bias due to the healthy
worker survivor effect resulted in a much stronger estimate of the effect of cumula-
tive occupational asbestos exposure on lung cancer mortality. However, this estimate
was considerably less precise due to certain limitations characterizing the implemen-
tation of structural nested failure time models.
A number of research projects that follow from the work presented here are cur-
rently in process or in preparation. These projects fall mainly (though not exclusively)
into one of two categories, both of which seek to render the estimation of causal ef-
fects in observational data using structural nested models more proficient. The first
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category consists of modifying the structural nested model used in this analysis.
Such modifications would include adding a quadratic term to the model to estimate
a dose-response curve for the association between cumulative asbestos and lung
cancer mortality, and exploring the possibility of using different transformations for
the exposure variable in the structural model (e.g., log, square root, or other). The
second category consists of variations of the estimating equation used to carry out
g-estimation. In this work, we used a cumulative logistic model to test whether the
potential outcomes were independent of the exposure. Alternatives to the cumula-
tive logistic model could include standard linear or quantile regression. Furthermore,
machine learning algorithms may prove to be of some use as estimating equations,
including the LASSO, support vector machines, neural networks, and classification
and regression tree methods. We are currently in the process of exploring the fea-
sibility of conducting sensitivity analyses to assess the possible impacts of various
unmeasured confounders, and are also exploring strategies to increase efficiency of
g-estimator (such as bootstrapping the test statistic). Finally, in the Appendix to this
dissertation we present a preliminary simulation study of g-estimation of a struc-
tural nested failure time model. We are currently expanding this simulation study to
comprehensively explore the finite-sample properties of this method, including situ-
ations in which the positivity assumption is violated, and over a range of true causal
effects and magnitudes of the component associations of the biasing pathways.
In summary, accounting for the healthy worker survivor effect in a cohort of textile
factory workers let to a much stronger estimate of the effect of cumulative asbestos
exposure on lung cancer mortality, when compared to standard methods. Although
this finding may be unique to our study, it does warrant further examination of the
relation between asbestos and lung cancer mortality in other occupational settings
where the healthy worker survivor effect is suspected. This research would have
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broad implications for policy, both in the U.S. and globally, given the history of
asbestos use in various U.S. industries, and the current controversies involving the
exportation of asbestos from developed countries with existing asbestos bans to parts
of the developing world.
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Appendix 1: Simulation Study
G-estimation of a structural nested accelerated failure time model is a relatively
new method that can be used to obtain consistent exposure effect estimates in com-
plex longitudinal data. Here, we present the results of a proof of concept simulation
study of the finite sample properties of this approach. We generated data from
a structural nested accelerated failure time model using a method first outlined
in Robins (1992), and explained in Young, Hernán, Picciotto & Robins (2008) and
Young, Hernan, Picciotto & Robins (2010). To generate this data, we mimicked a
hypothetical observational study with n observations and m = 0,1, · · · , K + 1 obser-
vation times. We let T be a failure time variable, Ym the indicator of death at time m,
Wm a binary time-varying confounder measured at the start of the interval [m,m+1),
and Am a continuous variable representing the exposure value during the interval
(m,m + 1]. By convention, we let Y0 = 0, and let observations with YK+1 = 0 be
administratively censored. Furthermore, if Ym = 1 then Wm = Am = 0 and Ym+1 = 1.
We simulated 500 samples, each with 1,000 observations and K + 1 = 10 obser-
vation times. For each of the 1,000 observations, we:
1 Generate a potential survival time under no exposure T 0 ∼ Exponential(0.1),
and set W−1 = A−1 = Y0 = 0. Then, for each m ∈ [0,9] we implement steps 2-4:
2 Simulate Wm from logit{P(Wm = 1|Wm−1, Am−1, T 0, Ym = 0; )} = 0 + 1I{T 0 <
20} + 2Am−1 + 3Wm−1 where  = [0,5, log(2.5), log(2.0)], and where 0 was
defined such that P(Wm) = 0.5.
3 Simulate Am from log{E(Am = am |Wm , Am−1, Ym = 0;α)} = α0 + α1Am−1 + α2Wm +
α3Wm−1 where α = [0.005,0.125,0.25,0.125], and where Am ∼ N(αX ′,0.5).
4 Simulate Ym+1 and possibly T based on:
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- if T 0 >
∫ m+1
0 exp{ψ × Aj}dj then Ym+1 = 0
- else if T 0 ≤∫ m+10 exp{ψ × Aj}dj then Ym+1 = 1 and T ∈ (m,m + 1] with
T = m + (T 0 − ∫ m0 exp{ψ × Aj}dj)exp(−ψ × Am).
5 Lastly, redefine Wl = Al = 0 for l > T .
The above algorithm is a data generating mechanism that corresponds exactly to
Figure 2.1. We implemented this algorithm for ψ = 0.3 and ψ = 0.6 and assessed
the finite sample bias of three estimators for ψ: a crude and Wm adjusted Cox
proportional hazards regression model, as well as g-estimation of a structural nested
model. The proportional hazards models were implemented in the standard fashion,
while the structural nested model was fit as outlined in Chapter 9. Because T 0
follows an exponential distribution, exp(ψ) can be interpreted as a hazard ratio,
while exp(−ψ) can be interpreted as a survival time ratio, each for a single unit
increase in Am. We let ψ denote the true value, and ψˆcru, ψˆadj, and ψˆsnm denote the
estimate from the crude proportional hazards, adjusted proportional hazards, and
structural nested model, respectively. Table A.1 summarizes the results:
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Table A.1: Mean estimates for ψ from 500 simulated trials each with 1,000 observa-
tions.
Estimate Mean SDMC Za p-valueb
ψ = 0.30
ψˆcru 0.45 0.04 3.75 <0.01
ψˆadj 0.37 0.04 1.75 0.04
ψˆsnm 0.30 0.07 0.00 1.00
ψ = 0.60
ψˆcru 0.89 0.05 5.80 <0.01
ψˆadj 0.79 0.05 3.80 <0.01
ψˆsnm 0.60 0.08 0.00 1.00
* SDMC, Monte Carlo Standard Deviation
a Z = (ψˆ − ψ)/SDMC
b p-value for the hypothesis that E(ψˆ) = ψ
The results in Table A.1 provide the first comparison of the finite sample prop-
erties of standard and structural nested failure time models under conditions of
time-varying confounding with a continuous exposure. Though limited in scope, the
results clearly show that the standard estimators for ψ are biased, while g-estimator
of a structural nested model is not. In future work, we plan on expanding these simu-
lations to settings where non-positivity is present, as well as exploring the properties
of different g-estimators.
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Appendix 2: Explanation of Exposure Metric
In the South Carolina cohort, exposure to asbestos has been quantified in units
of fiber-years/mL (Hein et al. 2007). This section explains how such a metric is
derived. The metric is based on the more common measure of tobacco consumption,
pack-years. One pack-year is defined as one packet, or 20 g of tobacco, smoked each
day over the course of 1-year (Prignot 1987). To understand the metric, suppose
we wish to compute the number of pack-years for an individual in a hypothetical
dataset for a study conducted over a five-year period. The data entries for tobacco
consumption (smoking) for individual i might look something like:
ID p1 p2 p3 p4 p5
i 1 0.7 1 0.6 2
where pn refers to the average number of packs smoked per day in year n. The
general formula for pack-years is packs/day × years as smoker (Bernaards, Twisk,
Snel, Van Mechelen & Kemper 2001). Thus, for individual i, we would compute the
number of pack-years as:
(1 + 0.7 + 1 + 0.6 + 2) packs × 5 years = 26.5 pack-years
As it should be clear, pack-years combines measures of duration and intensity
in a single metric. To facilitate the explanation of fiber-years/mL, one can think
of the above formulas as the average number of packs smoked per day in a given
year times the number of years smoked. This corresponds exactly to our definition of
fiber-years/mL, which is the average number of fibers greater than 5 µm per milliliter
of air to which an individual was exposed per day in a given year, times the number
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of years exposed. Following this same logic, the columns of the above table can now
be taken to represent average fibers/mL air to which an individual was exposed per
day in a given year. Thus, the equation becomes:
(1 + 0.7 + 1 + 0.6 + 2) fibers/mL × 5 years = 26.5 fiber-years/mL.
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Appendix 3: Model Projections
The assumption of correct model specification is central in statistical and epi-
demiologic research with important consequences. Indeed, as pointed out by Draper
(1995), it was partially because of model mis-specification that the decision to launch
the space shuttle Challenger on the morning of January 28th, 1986 was made based
on the analysis of O-ring data that culminated in the disastrous mid-air explosion.
The basic idea behind correct model specification is as follows: one assumes that
the observed data were generated according to some “true” model. This assumption
merely reflects the intuitive idea that exposure-response relations are patterned (i.e.,
they repeat in a predictable manner). One specifies an analytic model to use the
observed data to estimate the parameters of this true model. But because the true
model is unknown, one can never be certain that the analytic model corresponds to
the true model. Correct model specification assumes that the analytic model corre-
sponds to the true model along three key lines: the set of variables chosen to specify
the model is correct and complete; the way in which the variables are specified in
the model is correct (e.g., linear, nth order polynomial, logarithmic, or other); and
the functional form linking the mean of the outcome to the chosen set of variables is
correct.
Although textbook explanations of the notion of correct model specification typi-
cally suggest that any deviation in the analytic model from the true model results in
bias, here, we show that this is not entirely true. We do this using the notion of a
model projection, briefly outlined in Hubbard, Ahern, Fleischer, van der Laan, Lipp-
man, Jewell, Bruckner & Satariano (2010); van der Laan, Hubbard & Jewell (2010);
van der Laan & Rose (2011).
Consider a data generating process (i.e., true model) defined as:
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Y = θ0 + θ1sin(X1) + θ2X32 + ϸ. (Model 1)
where sin(·) is the trigonometric sin function. We can generate simulated data
from this model where α = [30,2,5], ϸ ∼ N(0,10), X1 = exp(Z ), where Z ∼ N(1.5,0.1),
and where X2 = X1/5. Epidemiologists typically do not consider such trigonometric
model specifications. Yet, as displayed in Figure A.1, the data do not seem unusually
dissimilar from what one would encounter in an epidemiologic study. We can define
three “model projections” of Model 1 as:
Y = α0 + α1X1 + ϸ, (Projection 1)
Y = 0 + 1X1 + 2X
2
1 + δ2X
3
1 + ϸ, (Projection 2)
and
Y = γ0 + γ1X1 + γ2X
2
1 + γ2
√
X1 + ϸ. (Projection 3)
As is clearly seen in Figure A.1, quadratic and fractional polynomial model pro-
jections approximate quite closely the overall pattern of the true model. The lin-
ear model projection does not approximate the true model well, but does reason-
ably capture a degree of the linear increase in the true model within the range
5 / X1 / 9. Furthermore, the linear model projection provides a convenient
summary of the complex relation between X1 and Y (e.g., in our hypothetical sce-
nario, a single unit increase in X1 is associated with a 5.7 unit increase in Y ).
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Figure A.1: Plot of three OLSmodel projec-
tions and the true model from a simulated
dataset of N = 10,000.
The takeaway is that, although per-
fectly correct model specification is al-
ways preferable, model projections can
provide useful summaries and approxi-
mations of the truth.
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