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Abstract        Ever-increasing attention has been drawn to 
source specific multicast in the Internet society.  In this 
paper, a novel multicast scheme, called Scalable Recursive 
Explicit Multicast (SREM) is proposed. To address the 
scalability  problem,   SREM uses a pair of branching node 
messages (BNMs) to construct a multicast tree, which is 
built up gradually and dynamically as of multicast group 
members join/leave . BNMs always traverse between a pair 
of branching node routers (BNRs) and the process of 
join/leave of member of a multicast session is carried out 
locally. Delivering multicast packets is carried out 
recursively between  BNRs by unicast.  In SREM, only 
BNs keep the multicast state about their next BNRs.  By the 
cost analysis and simulation, it is shown   SREM has many 
positive features such as fixed size control messages, being 
scalable and low join/leave latency.  
 
I. Introduction 
 
Multicast provides an efficient solution to make full 
use of the ‘scarce’ resource in the Internet due to the 
explosive increasing of traffic. However, there are the 
scalability issues when a network needs to support a very 
large of distinct multicast groups. Recently, a number of  
multicast mechanisms have been proposed to address the 
scalability problem [1]-[6].  
 
 Simple multicast [1] and EXPRESS [2] were proposed 
to tackle the address allocation and the sender access 
control problems. In these schemes, there is a special node 
(sender or core) associated with each group and the group is 
identified by a two-tuple <special node’s unicast IP address, 
class D multicast address>. While these proposals address 
some important issues related to the service model of IP 
multicast, the scalability problem of IP multicast routing 
still remains.  
 
In order to reduce forwarding state at non-branching 
routers, REUNITE [3] uses recursive unicast trees to 
implement multicast service. However, REUNITE 
introduces dynamic behaviours such as tree restructuring, 
race condition of joins and duplicate packets during tree 
restructuring.   Explicit multicast (Xcast) proposal [4] and 
its enhanced version Xcast+[5], supporting  small groups  
 
and medium size group respectively, eliminate the need for 
forwarding states, but still being not scalable. Simple 
explicit multicast (SEM) [6] uses Xcast mechanism to build 
multicast tree and uses a similar mechanism used in 
REUNITE [3] to deliver packets. However, SEM has still 
the scalability problem, as all of destinations addresses (of 
receivers for Xcast, or designated routers for Xcast+) have 
to be encoded in branching messages.  In SEM, another 
major problem is the join/leave latency. 
 
In this paper, we propose a new source specific 
multicast protocol, called Scalable Recursive Explicit 
Multicast (SREM).  SREM aims to address both scalability 
problem and high join / leave latency in existing   multicast  
schemes towards a solution for application in mobile IP 
networks. 
       
II. SREM Algorithm Overview 
 
SREM uses recursive explicit multicast to implement 
multicast service.  In SREM, the key idea is using of a 
dynamic branching node-based multicast tree (DBT) to 
deliver packets.  Two types of signalling messages are used 
to build this DBT, i.e., join / leave signalling messages 
(JS/JL) and branching node messages (BNMs).  Each 
receiver who wants to join /leave a multicast group (G) 
sends a join/leave message to its local multicast router 
(LMR), and this LMR then sends a registration message to 
the multicast source (S) on behalf of this receiver. In the 
initial stage of the multicast tree setup, the multicast source 
will be in charge of searching for the first branching node 
router (BNR) by using of a pair of BNMs upon receiving 
these registrations. Following that both the multicast source 
and BNRs will perform this function (searching for BNRs), 
as explained in more details later in this paper. As a result, 
a dynamic branching node-based multicast tree (DBT) will 
then be created.  
 
In SREM, using BNMs, each of BNRs in DBT is 
aware of the address of its previous BNR as well as a list of 
its next branching nodes’ addresses, which is kept in a 
multicast forward tables (MFT) with the multicast tree 
identity (MTI) of (S,G).  However, the BNMs only traverse 
a path between a pair of BNRs, where a new multicast  
destination is joining, and no BNM for a BNR means no 
update for its MFT.  This results in the ‘local’ join / leave 
operations, which is one of SREM’s advantages.  In SREM, 
a BNR could be often in a dual functionality 
simultaneously.  The first one is to help building a local 
part of multicast tree, i.e., informing of its previous BNR 
and searching for its next level BNRs. This will be done 
only when a new member is joining or an old member 
decides to leave a multicast group. Secondly, BNR is in 
place of delivery of multicast packet to its next level BNRs. 
 
To multicast data packets, a SREM header will be 
added to each of packets. This is done by BNRs, which 
encode the address of one next BNR in data packets. Upon 
receiving this packet from its previous BNR, each of BNRs  
will check its MFTs and replicate the packet, modify the 
SREM header with destinations of the next BNRs, and then 
send the modified copies of the packets on to the next 
BNRs.  For non-branching nodes, packets are forwarded 
just like normal unicast.   Finally, when arriving at the last-
hop multicast router, multicast packets will be delivered by 
the use of standard multicast. 
 
III. SREM Scheme Detailed 
 
3.1  Dynamic Branching- node-based Tree (DBT) 
 
In SREM, the set up of multicast tree is processed 
gradually and dynamically by interaction between 
branching nodes as the joining of members of a multicast 
group, not in advance. This multicast tree is referred as a 
dynamic branching node-based tree (DBT). The DBT is set 
up by the use of a pair of BNMs, i.e., enquiring BNM 
(eBNM) and replying BNM (rBNM).  BNMs carry the 
information such as the previous BNR, one next BNR, and 
new LMR, as detailed in  Section 3.2.   
 
The key point to build DBT is that each of intermediate 
multicast-enabled routers (IMRs) is aware of whether or not 
it is one of BNRs for the source or its next BNR.  For this, 
in SREM, IMRs have three separate functions: i) identify 
existence of new BNR in the route to destinations; ii) know 
itself the state of being a BNR or not; iii) inform one level 
upper (i.e. previous) BNR of its state. These functions are 
carried out as follows. 
 
On receiving a new join signalling (JS) message (say, 
from a receiver a), one BNR (can be the multicast source at 
the initial stage) in the DBT, say N, will check the route 
(where x’s JS message is coming) against all existing routes 
in its MFT.  If it does not match any one, then N will be 
aware of this route is a new branch of DBT and the address 
of x’s LMR will then be added to the N’s MFT.  Otherwise,  
the next hop address for the new JS message is equal to one 
of entries in N’s  MFT, and then  the BNR will start a new 
branching node search by sending an enquiring BNM 
(eBNM) to the next IMR with an address couple of an 
existing BNR (say M ) and  the x’s LMR. 
 
When the IMR, say L,  receives the eBNM from the 
upper level (previous) BNR (at the moment, N), it will 
check the next-hop address for both IP address in the 
message.   If these are the same, then forward to the next 
IMR.   If not,  this IMR is then a new BNR and it sends a 
replying BNM (rBNM) to the upper level BNR, i.e., N .  
This procedure is similar to that in Xcast [6].  However, in 
Xcast, this process is for delivery of packets, not for 
searching for branching nodes. 
 
 
 
 
 
 
 
 
 
 
 
 
        Fig 1.  Process of building the DBT in SREM. 
 
When N receives this rBNM, it will replace the entries 
for existing BNR (M) and the new LMR (x’s LMR) with 
the address of the new BNR (L). Based on this mechanism, 
a DBT will be built gradually.  
 
3.2  Signalling messages in SREM 
 
A. Branching Node Messages 
 
In SREM, enquiring branching messages (eBNM) 
should look like [src= IP_branching node | group address = 
(S,G ) | dest= IP_new LMR router, IP_next branching node| 
previous branching node], where a group or MTI is 
identified by (S, G).  And, similarly but simply, replying 
branching messages (rBNM) look like [src=  IP_ new 
branching node | group address =(S, G) | dest = previous 
branching node]. Both eBNM and rBNM are of a fixed 
size, different from that in SEM [8].  
 
In SREM, sending BNMs could be initiated at the 
source or any one of BNRs to search for new BNRs.   
However, BNRs are usually responsible for searching for 
new BNRs by the joining of new members, unless a new 
member joins the multicast session via an IMRs which is 
between the source and its BNRs.  This means that the 
multicast tree is built gradually and locally and no 
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remarkable joining and leaving latency is incurred.  This is 
quite different from the way in SEM [8], where the 
multicast tree is built in advance based on all of addresses 
of destinations involved in the multicast group and needs to 
be rebuilt whenever any new joining and leaving happens. 
 
B.  Join / Leave Signalling (JS/LS) Messages 
 
In SREM, IGMPv.3 is used to initiate/end the 
procedure of multicast. Any end user or receiver which 
intends to join / leave a multicast group sends a join / leave 
message (JoinM/LeavM) to the LMR.  On behalf of their 
attached multicast receivers, LMRs send registration 
request messages (RqMs) to the multicast source. Upon 
receiving RqMs, the source will send registration reply 
messages (RpMs).  
 
  In SREM, RqMs and RpMs use similar format to 
IGMP messages. However, there are two changes made. 
First, the Max Resp Time field in IGMP messages is 
replaced by a flag filed in SREM registration messages, 
where at the moment, only one bit in the flag field, called 
‘S’ bit, is defined.  Secondly, another address field is added 
to payload of the message. This field is filled with the 
address of a receiver. 
 
C.  Roles of  Signalling Messages in SREM 
 
In SREM, the two classes of multicast session 
signalling messages, i.e., JoinM/LeavM and RqM/RpM, 
play their independent roles and cooperate (in turn) to 
support multicasting process.  The role of these messages in 
the multicast process is explained below.  
 
First, let us consider the joining process. A new 
member of a multicast group, say x, sends a JoinM to its 
LMR.  Upon receiving this message, the LMR of x will 
then send a RqM on behalf of x.   
 
Depending on whether or not x is the first member (of 
a multicast group G) attached to its LMR,  x’s LMR will 
choose to send a RqM
1   or  RqM
0, where the superscript 
‘1’and ‘0’ corresponds the states of  ‘S’ bit in RqM.  The 
LMR will send a RqM
1 if x is the first member, otherwise it 
will send RqM
0.  Let us take the first case for example, 
shown in Figure 3. 
 
Upon receiving RqM
1, each of IMRs just passes and 
forwards it towards the source.  As soon as a BNR (called 
the First BNR) receives RqM
1, it will fulfil two tasks 
(operations). The first is to create an entry for x in its MFT. 
This means that the multicasting process for x will be 
started at the First BNR.  On other hand, the First BNR will 
change the ‘S’ bit in RqM
1. The amended message is then a  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
            Figure. 3  Joining and delivering process in SREM 
 
RqM
0.  The role of RqM
0 is to inform following IMRs and 
BNRs of no any processing needed.  Therefore, both 
following IMRs and BNRs just pass and forward RqM
0 
towards the source without any processing.  Due to this 
fact, i.e., that both following IMRs and BNRs don’t need to 
do any processing, it will take a very short time (called 
Reg_time_up) for RqM
0 from the First BNR to reach the 
multicast source. 
 
Upon receiving RqM
0, the multicast source will send 
back RpM to confirm that the joining of new member is 
accepted.  Corresponding to RqM messages, there also is a 
pair of RpMs in SREM, i.e., RpM
0and RpM
1.  RpM
0 is a 
reply message sent by the multicast source while RpM
1 is 
one sent by the First BNR.  RpM
1 is generated by the First 
BNR only as a RpM
0 is received.  Except for the First 
BNR, no any processing is needed for all of the IMRs and 
other BNRs as receiving RpMs (RpM
0or RpM
1). Clearly, it 
will also take a very short time (called Reg_time_down) for 
RpM
0 from the source to the First BNR. After processing 
by the First BNR, a RpM
1 will be then generated and it will 
finally reach the LMR of x, informing of LMR being 
authorized to deliver multicast packets for x. This means 
the registration processing is finished. 
 
As soon as the First BNR receives the RpM
1, the 
process of delivering multicast packets for receiver x may 
start.  Note that this process starts from the First BNR.   
However, depending on whether or not a new BNR is found 
by IMRs (exactly the IMRs between the LMR of x and the 
First BNR), the multicast packets will be forwarded via a 
New BNR (case (I)), or not (case (II)). 
 
Now, turn to the second case, i.e., there exist already other 
members of a multicast group attached to the x’s LMR.  In 
this case, the x’s LMR will directly send a RqM
0 other than 
RqM
1, informing the multicast source of that x is joining. 
Therefore, there is no processing needed for all of 
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following IMRs and BNRs. Upon receiving RqM
0, the 
multicast source will send back RpM
0 to confirm that the 
joining of new member is accepted. 
 
Note that in SREM, the multicast source is always in 
charge of the registration process of members of a multicast  
group, but the delivering of multicast packets is fulfilled 
through BNRs, exactly a ‘local’ BNR for a new member.  
Although the part of registration process (initiated from 
BNRs) is always towards and through the multicast source, 
this process, which takes the time of the sum of 
Reg_time_up and Reg_time_down, is fast and is expected 
to be finished almost at the time when BNRs are in place to  
deliver multicast packets.  This leads to more efficiency and 
less delay in delivering of multicast packets. Therefore, 
SREM is effective and of less latency in delivering.   
 
The leaving process of a member (say x) of a multicast 
group  is similar to the joining process, except for no RpMs 
being sent by both BNRs and the multicast source.  If x is 
not the last member (of a multicast group) attached to 
LMRs, no any change in the DBT will be occurred.  In this 
case, the LMR for x will directly send a RqM
0 informing 
the multicast source of that x is leaving.  Due to the RqM 
being in the form of RqM
0, there is no processing needed 
for all of IMRs and BNRs.  Otherwise, if x is the last the 
last member attached a LMR, there will be some change in 
the DBT. The LMR of x will send a RqM
1 other than RqM
0.   
 
Upon receiving RqM
1, the First BNR for the x will do 
two operations.  First, it will update its MFT. As a result, 
the forward path for the x’s LMR is deleted. Secondly, it 
needs to make a decision: to send a RqM
0or a RqM
1. This is 
because the First BNR might be no longer a BNR any 
more.  If the First BNR is still a BNR, it will send RqM
0.  
Consequently, the following IMRs and BNRs don’t need to 
do any processing and just forward this message towards 
the multicast source and the source will finally be aware of 
x being leaving. Otherwise, the First BNR will send a 
RqM
1. The RqM
1will traverse through IMRs and reach an 
upper level BNR (towards the multicast source). Upon 
receiving RqM
1, this upper level BNR will do two 
operations as well.  First, it will start a process of multicast 
tree maintenance and update its MFT.  As a result, the First 
BNR is not a BNR any more.  Secondly, the upper level 
BNR will send a RpM
0 towards the multicast source. The 
following IMRs and BNRs just pass and forward this 
RpM
0. Finally, the multicast source will receive this 
RpM
0and update its registration list.   
 
3.3  Delivery of Packets 
 
To multicast data packets, a SREM header will be 
added to each of packets. This is done by BNRs (including 
the multicast source). Each of BNRs will encode the 
address of one following BNR in data packets. This leads to 
distinct headers for packets towards the different next 
BNRs.    
 
At the start of multicasting, the source will send a copy 
of packets with respective SREM headers to all of BNRs in 
its MFT.  Upon receiving this packet, each of BNRs needs 
to properly process the SREM header. The standard 
processing for a BNR is as follows: (i) Check its MFTs and 
replicate the packet so that there's one copy of the packet 
for each of its next BNRs. (ii) Modify the SREM header 
with destination in each of the copies substituted by the 
address of the next BNR.(iii) Send the modified copies of 
the packets on to the next BNRs listed in its MFT. For non-
branching nodes, packets are forwarded just like normal 
unicast.   Finally, when arriving at the last-hop multicast 
router, multicast packets will delivered by the use of 
standard multicast. 
 
 
IV. Comparison and Cost Analysis 
 
Xcast encodes the list of the addresses of all receivers 
in each packet, while Xcast+ encodes the list of designated 
routers in each packet. However, both SREM and SEM use 
this mechanism only in the branching message. In Xcast 
and Xcast+, the packet will follow the unicast path between 
the source and the destination, but in SEM and SREM the 
packet will follow a unicast path between branching nodes.  
Furthermore, there are two major differences between SEM 
and SREM as follows.   
 
In SEM, all of destinations of a multicast session are 
encoded in branching messages to build a multicast tree in 
advance and the source or sender is always in charge of the 
set-up and maintenance of the whole multicast tree, and the 
multicast tree needs to be    rebuilt whenever the joining or 
leaving of one of destinations is happened. This leads to 
two disadvantages.  First, SEM has the scalability problem, 
like the Xcast and Xcast+.   This is due to the fact that as 
the size of a multicast group increases, both the size of 
delivering packets in Xcast and Xcast+ and the size of 
BNMs in SEM will increase correspondingly.  Secondly, 
SEM has the problem of a big join/leave latency, which is 
occurred by the set-up of the whole multicast tree in 
advance or rebuilt the whole multicast tree whenever a new 
member is joining or an old member is leaving.   
 
SREM, however, aims at to overcome these 
disadvantages in SEM.  In SREM, the format of  BNMs are 
changed.  Instead of all of destinations of a multicast 
session, only one BNR and one newly-joining destination 
are encoded in the BNMs.  As a result, the BNMs have a  
flat size regardless of the size of a multicast group.     
Therefore, SREM is scalable.    
 
On the other hand, in SREM, the multicast source is in 
charge of the registration process but rarely takes part in the 
building of the multicast tree.  In fact, the source takes part 
in the set-up of multicast tree only at the start stage 
(exactly, the searching for first level BNRs from the 
source), and BNRs will take the responsibility of the update 
and maintenance of remained part of the multicast tree.   
This means the operations of joining or leaving is always 
implemented locally, i.e., being done between the 
destination triggering the join/ leave and its closest BNRs in 
existing multicast tree. Therefore, no remarkable join /leave 
latency will be incurred in SREM.  
 
Cost analysis of SREM, Xcast, Xcast+ and SEM 
schemes can be summarised as described in Table 1.  Both 
SREM and SEM have some control plane against the Xcast 
and Xcast+, their cost of packet header processing is 
minimised.  SREM has all of the advantages of SEM.   
Furthermore, compared to SEM, SREM has less control 
overhead and lower join and leave latency. This will be 
confirmed by simulation in the following section. 
 
               Table 1  Cost  analysis of  SREM,  Xcast, Xcast+ and SEM 
 
 
 
 
 
 
 
 
 
 
 
 
 
V. Simulation Results 
 
       In our simulation, the Waxman’s probability model [7] 
is used to produce a random network topology. The average 
connection degree at nodes is between 3 an 4.  The link 
costs are chosen randomly, uniformly distributed in [1 10]. 
We assume there is one multicast source, which is 
randomly chosen from the routers, and some of nodes are 
randomly selected as LMRs, where a router becomes a 
LMR as long as there is one multicast receiver attached to 
it.   The link costs between receivers and LMRs are set a 
fixed value of 0.1, basing on the consideration of that the 
local link cost is usually lower than that between routers. 
The source and routers which are taking part in multicasting 
are called as active multicast routers (AMR). The total 
number of AMR is changing with the joining / leaving of 
the member of multicast group.  
 
      In our simulation model, to deliver multicast packets, 
the Dijkstra algorithm [8] is used to find the shortest paths 
for all receivers. The tree information such as forming 
BNRs and down- and up-BNRs, nodes cost are kept at each 
nodes dynamically. At each of BNRs and LMRs, the 
possible processing includes: i) Perform a route table look 
up, ii) Partition the set of destinations based on their next 
hops, iii) Replicate the packets for each of next hops, and 
iv) Modify the list of destinations in each of copies.  For 
Xcast and Xcast+, the processing will be made for multicast 
packets. For SEM and SREM, the processing will be made 
for multicast packets and control messages.  The 
performance of these protocols will highly depend on their 
respective processing. 
   
     To evaluate the four algorithms considered in this paper, 
three metrics are considered. The first one is processing 
cost (at nodes), including costs due to header encoding / 
decoding, exchanging of control messages. The processing 
cost is occurred at nodes when processing being made for 
multicast packets / control messages. The second one is 
delivering cost (over links), including costs in delivery of 
multicast packets and control messages. The delivering cost 
is the cost occurred at delivering multicast packets / 
exchanging control messages. The third metrics is join / 
leave cost. The join/leave cost is an alternative measure of 
latency to reflect the real delay in join / leave processing.  
They are given in more details as follows. 
 
      To calculate the total processing / delivering cost in a 
multicast tree, a basic packet (BP) with a size of maximum 
transfer unit (MTU) is used a benchmark. The BP is a 
packet which has an IP header, with one source and one 
destination, and its payload.  Multicast packets (MPs) are 
always of a bigger size than a BP due to the fact that there 
might be a multicast group address or a protocol header in 
the multicast packets.  However, the control messages 
(CMs) (in SEM and SREM) are usually of a size of less 
than MTU (for SEM) or far less than MTU (for SREM). 
For simplicity, we treat them as multicast packets with a 
size of MTU.   We define   the processing  cost to be 1 ( 
unit ) if  a packet with a size of BP is needed to be 
processed at a node and the delivering cost  of   this packet 
to be 1 as well  if it  is delivered via a link with a cost of 1.  
Then, the processing cost at a node k is given by 
 
CM k
BP
MP
MP k k t M
S
S
M N P , , cos ) ( + × = ,   (1) 
 
 Xcast  Xcast+  SEM  SREM 
Multicastaddress 
allocation 
none medium  medium  medium 
Multicast routing  
state management  
none low  low  low 
Control overhead  none  medium  medium  low 
Overhead by increase 
of receivers 
high low  low  low 
Extra header 
processing   overhead 
high medium  low  low 
Deployment low  low  low  low 
Join and leave latency  high  high  high  low  
where  
MP k M ,  and 
CM k M ,  are the number of destinations in 
multicast packets  and  that in control messages at node k, 
MP S  and 
BP S  are the size of  a multicast packet and the size 
of a BP (i.e. MTU), respectively.   In our simulation, the 
values of MTU fixed at 576 octets, i.e., the minimum size 
of packets required for routers.  When the size of multicast 
packets is over MTU, a fragment processing for packets  is 
needed, which might happens for Xcast multicast packets, 
but not being considered in our simulation.       
Correspondingly, the delivering cost for one multicast 
packet over a link i is given by 
 
        ) ( ) ( , cos CM i
BP
MP
i i t J
S
S
L L D + × = ,     (2) 
 
where
CM i J ,  and  i L  are  the number of destinations in 
control messages   and   the cost over a link i, respectively.         
Based on these considerations, the average processing cost ( 
t Pcos ) at a node  and average delivering cost  ( t Dcos ) over a 
link are given by, 
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where  N  and L are the total number of routers and the 
total number of  links  in the network, and 
t N   and 
t L   are  
the number of active routers and the number of active links 
in the multicast tree t, respectively.  
t Pcos  and 
t Dcos  denote  
processing  cost  at a node  and  delivering cost over a link, 
respectively.  
 
     As for feasible measures of latency, join / leave delay 
cost should be able to reflect the real network as closely as 
possible. In multicast, there are many factors to contribute 
the join/leave latency, such as how the registration (towards 
the source) is carried out, the quantity of  multicast traffic 
needed to be processed at nodes and over links, the time to 
build the multicast tree, the size of queue etc.  However, 
their contributions in occurred latency are varied for 
different multicast protocols.  For Xcast and Xcast+, no 
processing of building the multicast tree is needed but more 
processing cost at nodes and delivering cost over links, 
while for SEM the whole multicast tree is needed to be set 
up in advance, compared to that for SREM where the 
multicast tree is built gradually and could be updated 
‘locally’, and less processing and delivering cost are 
required for both SEM and SREM.  In our consideration of 
join/leave latency, we assume that the delay cost occurred 
in the registration processes are identical for all four 
protocols. This assumption is reasonable because for all 
multicast protocol considered the source is always in charge 
of tracking the membership of multicast group.   
Furthermore, for simplicity, the average processing cost at 
nodes and average delivering cost over links are further 
used to reflect the delay cost, but their contributions to 
delay cost are added together though weighting.   Based on 
these considerations, we define the join/leave delay cost for 
a given receiver i as follows: 
 
t links i t nodes i t D K P K i T cos , cos , cos ) ( γ + = , (5) 
 
where 
nodes i K ,  and 
links i K , are  the number of nodes (routers) 
and the number of links  involved in the receiver i’s  join/ 
leave processing , t Pcos  and    t Dcos  are given by equation 
(1) and (2), respectively.   γ  is a weighting factor.   
If 1 >> γ , it means the processing cost at nodes plays the 
dominant role to the join/leave delay cost; if  1 << γ , 
means that the delivering cost over links dominate the 
join/leave delay cost; otherwise, the processing at nodes 
and delivering over links  contribute to the join/leave delay 
cost in the same level.  Therefore, the average join / leave 
delay cost for all receivers is given by 
 
  ∑
=
=
R N
i
t
R
t i L
N
T
1
cos cos ) (
1  ,    (6) 
 
 where  R N  is the number of receivers.  
 
      For each simulation result, we run simulation 100 times 
for each protocol, and then the results are shown by 
average.  
   
                In Figures 4 and 5,,  the average processing / 
delivering cost  for SREM, SEM , Xcast and Xcast+ as a 
function of the number of receivers per LMRs, are depicted, 
where the number of LMRs is fixed at 20. It is shown that  
both processing and delivering costs in SREM, SEM and 
Xcast  increases approximately linear, but  increases 
dramatically    in Xcast.  This means that Xcast is not 
scalable and just a solution for small multicast groups and 
other three protocols are more scalable than Xcast.   
 
Figures 6 and 7  show the average processing cost 
at nodes and average delivering cost over links for four 
protocols as a function of the number of LMRs, 
respectively.  Both processing cost and delivering cost of 
four protocols normally increases with the increase of the 
group size. The proposed SREM always outperforms the  
other three protocols.  Furthermore, Figures 8 and 9 show  
the maximum processing cost  at nodes / delivering cost 
over links for four protocols as the increasing of the number 
of LMRs.  It is easy to see that only SREM has an 
approximately flat maximum cost in processing / delivering 
as the number of LMRs changes. However, the cost in the 
other three protocols is increasing remarkably as the 
number of LMRs increases. This means SREM is more 
scalable than other tree protocols, because the maximum 
processing cost at nodes / delivering cost over links is an 
indication of possible delivering/processing maximum 
burden at nodes /over links. 
   
     In Fig 10 the average join/leave delay cost is 
demonstrated as a function of the number of LMRs, where 
the number of receivers per LMRs is fixed at 1and γ  is set 
to 1 as well.  It is shown that the proposed SREM protocol 
has much lower cost in delay compared with all of other 
three protocols. For example, the delay cost in our proposed 
SREM is only about one fourth of that in Xcast and Xcast+ 
and one eighth of that in SEM, as the number of LMRs is 
30. This is a very attractive advantage of our proposed 
protocol.  
 
V. Conclusion 
 
In paper, a new multicast scheme is proposed, named 
scalable recursive explicit multicast (SREM).  In SREM, 
multicast tree is built gradually as the joining / leaving of 
members of multicast groups and the delivery of multicast 
is done recursively via branching node routers.  This is 
implemented by the use of a pair of branching node 
messages (BNMs), which have a flat size.  SREM have two 
advantages, i.e., being scalable and lower joining / leaving 
latency, which is testified by the simulation results. 
 
The results show that SREM provides much high 
scalability and less latency for the joining and leaving of 
the new members. The later advantage makes it the best 
candidate for multicasting over mobile networks.  
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Figure 4 Average processing cost versus the number of 
receivers per LMR 
 
 
  
 
    
                 
Fig 5.  Average delivering cost versus the number of 
receivers per LMR 
 
 
 
 
 
 
 
 
 
 
 
Fig 6.  Average processing cost versus the number of  
LMRs. 
 
 
 
 
 
 
       
Fig 7.  Average delivering cost versus the number of LMRS 
    
 
 
 
  
 
 
 
 
 
 
Fig 8  Maximum processing cost 
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Fig 9.  Maximum delivering cost  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 10  Average join/leave delay cost  for SREM, SEM, 
Xcast and Xcast+. 