Nontrivial automorphisms of complex compact manifolds are typically rare and more typically non-existent. It is interesting to understand which manifolds admit automorphisms, how plentiful they are on any given manifold, and what further special properties distinguish a particular automorphism, or family of automorphisms. These problems have enjoyed much attention in the past fifteen years, motivated largely by work in complex dynamics (e.g. Cantat's thesis [7] ). In this introduction, we give a quick account of some of this research, introducing in particular the more general category of pseudoautomorphisms, which occur more frequently in higher dimensions than automorphisms. The final aim of our paper is to present a concrete alternative approach to some recent existence results [22, Theorems 1.1 and 3.1] of Perroni and Zhang for pseudoautomorphisms with invariant elliptic curves on rational complex manifolds. Our methods lead to explicit formulas which are especially simple (see Theorems 4.7 and 6.4) when the pseudoautomorphisms correspond to the 'Coxeter element' in an infinite, finitely generated reflection group.
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2 which is locally biholomorphic at generic points but also has a finite union of exceptional curves that are contracted to points and conversely a finite collection I(F ) of indeterminate points which are (in a precise sense) each mapped to an algebraic curve. Since the group of all birational maps F : P 2 P 2 is quite large, this suggests trying to find automorphisms by looking at a promising family of plane birational maps and identifying those elements whose exceptional/indeterminate behavior can be eliminated by repeated blowup.
The papers [3] and [4] pursued exactly this idea for a well-chosen two parameter family of quadratic birational maps F : P 2 P 2 and found a countable set of parameters for which there exists a modification π : X → P 2 lifting F to an automorphism F X : X → X with positive entropy. A generic quadratic birational map F on P 2 has three exceptional lines Σ j , j = 0, 1, 2 and three points of indeterminacy e 0 , e 1 , e 2 . The maps F considered in [3] and [4] all share the further property that F (Σ 0 ) = e 1 and F (Σ 1 ) = e 2 . If the parameter is chosen correctly, one can further arrange that F n (Σ 2 ) = e 0 for some (minimal) n > 0. In this case, the map F lifts to an automorphism F X : X → X of the rational surface π : X → P 2 obtained by blowing up e 1 , e 2 and the points F j (σ 2 ), 1 ≤ j ≤ n. In effect, the exceptional curves and indeterminate points cancel either other out in the blown up space X. It was observed in [3] that F X has finite order when n ≤ 6, zero entropy when n = 7 and positive entropy for all n ≥ 8. In fact, it is generally true that one must blow up at least ten points in P 2 to arrive at a rational surface that admits an automorphism with positive entropy. There is a curious dichotomy, discussed at length in [4] , among the automorphisms discovered in [3] . For any fixed n ≥ 8, there are finitely many maps in the family satisfying F n (Σ 2 ) = e 0 . Some, but not all, of these have the additional feature that they preserve a cubic curve C ⊂ P 2 with a cusp singularity. This curve C, when it exists, contains all points blown up by the modification π : X → P 2 , and the proper transform of C by π is a rational elliptic curve preserve by the automorphism F X .
By requiring the existence of an invariant elliptic curve, McMullen [18] showed how one can arrive at the examples in [4] synthetically. His approach is to begin with a plausible candidate F * X : Pic (X) → Pic (X) for the induced action of the automorphism on the picard group of the surface and then seek an a surface X and an automorphism F X : X → X that 'realizes' F * X . Here Pic (X) is equivalent to Z 1+N , where N is the number of blowups needed to create X, and if the identification between Pic (X) and Z 1+N is chosen appropriately, the intersection form on Pic (X) becomes the standard Lorentz metric on Z 1+N . The natural candidates for the action F * X are isometries in a certain coxeter group acting on Z 1+N . If one seeks to realize F * X with an automorphism F X that fixes an elliptic curve C, then the action F * X on Pic (X) must restrict to a corresponding action (F X | C ) * on Pic (C). It is well-known that the identity component of Pic (C) identifies naturally with the regular part of C (see e.g. the appendix to [10] ). Using this identification and some theory of Coxeter groups, McMullen gave a sufficient condition for realization of F * X by an automorphism. In particular, the maps with invariant elliptic curves discovered in [4] turn out to be realizations of the so-called Coxeter element in the isometry group of Z 1+N . The ideas in [4] and [18] were combined in later work. In particular, [10] described all possible rational surface automorphisms with invariant elliptic curves that are obtained as lifts of quadratic birational maps F : P 2 P 2 . Uehara [24] showed that whether or not one can actually realize a plausible (in McMullen's sense) candidate action F * X , one can always construct a rational surface automorphism F X that is closely related to F * X in the sense that the topological entropy of F X has the correct value (the log of the spectral radius of F * X ). Constructing automorphisms on rational k-folds seems to be much more difficult when k ≥ 3. At present, the only known examples with positive entropy appear in [21] . If one works only with rational k-folds obtained as finite compositions π : X → P k of point blowups over projective space, then a recent result of Truong [23] and Bayraktar-Cantat [1] says us that any automorphism of X must have zero entropy. So with this constraint on the manifold X, one must settle for constructing maps which are not quite automorphisms. A birational map F X : X X is a pseudoautomorphism [11] if there are sets S 1 , S 2 ⊂ X of codimension ≥ 2 such that F : X − S 1 → X − S 2 is biregular. Equivalently, the image of a hypersurface under both F X and F −1 X is always a hypersurface and never a subvariety of codimension larger than one.
Having expanded the class of maps we seek, we also modify our criterion for determining which maps are dynamically interesting. Entropy is not an invariant of birational conjugacy (see Guedj [14] ), so we employ a related but birationally invariant number, the (first) dynamical degree δ(F X ). For a pseudoautomorphism, δ(F X ) is just the spectral radius of the induced action F * X : Pic (X) → Pic (X). When, as in dimension two, F X is a genuine automorphism, celebrated results of Gromov [13] and Yomdin [25] imply that log δ(F X ) is the entropy of F X . In fact this equality holds generically [9] for birational maps of P k , but it is not known precisely when it fails. At any rate, the first dynamical degree is much easier to work with for pseudoautomorphisms, so it seems reasonable to substitute δ(F X ) > 1 for positive entropy in our criterion for dynamically interesting maps.
Following McMullen's approach, Perroni and Zhang [22] recently showed that one can also construct pseudoautomorphisms F X : X X with δ(F X ) > 1 on point blowups X of P k (and more generally, on point blowups of products P k × · · · × P k ). As in McMullen, they begin with a candidate for the pullback action F * X : Pic (P k ) → Pic (P k ), chosen from a certain reflection group. They proceed by requiring F X to preserve an elliptic normal curve C (discussed here in §1) and exploiting the group structure that C reg inherits from its identification with Pic 0 (C); ant then they obtain a sufficient criterion for realizing the proposed action F * X with a pseudoautomorphism. Their criterion implies in particular that when F * X is the 'coxeter element' in the reflection group, then F * X is realizable. One has δ(F * X ) > 1 in this case, so the resulting pseudoautomorphism is, by our standard, dynamically interesting.
Our goal in this article is to follow ideas from [10] in order to make the construction of Perroni and Zhang more explicit, arriving at precise and fairly simple formulas for the maps they discovered. The approach is as follows. We begin with what we call basic cremona maps F := S • J • T −1 on P k (discussed at length in §2). Here S, T ∈ P GL(k + 1, C) are linear automorphisms, and J : P Conversely, J is indeterminate along the codimension two set consisting of points where two or more coordinate hyperplanes meet.
The effect of the linear maps S and T is to vary the locations of the exceptional hypersurfaces and their images for F and F −1 . Specifically, the columns S(e j ) of S are images of exceptional hypersurfaces for F and the columns of T are the images of exceptional hypersurfaces of F −1 . One can use this freedom to try and arrange that there exist integers n j and a permutation σ of {0, . . . , n} such that
where none of the intermediate points F n (e j ), 1 ≤ n < n j − 1, lie in I(F ). Under these conditions it is straightforward to see that when one blows up the intermediate points, then F lifts to pseudoautomorphism F X : X X. The data {(n 0 , . . . , n k ), σ} was called orbit data in [2] , where it was shown that the orbit data alone are sufficient to determine the dynamical degree δ(F X ). For given orbit data, the condition ( * ) amounts to a polynomial system of equations satisfied by the entries of the matrices S and T . The simple appearance of this condition is deceptive, however, because it involves equations of many variables and polynomials of very high degree. Moreover, S and T are taken from the noncompact group Aut (P k ), so one cannot reliably apply intersection theory even to guarantee existence of solutions.
Things become simpler if we require that F preserves the elliptic normal curve C ⊂ P k . The main result of §2, and the first step in our construction of pseudoautomorphisms, is Theorem 2.6. It gives an explicit description of those basic cremona maps that fix the elliptic normal curve C ⊂ P k in terms of the points T (e j ), S(e j ) and the (affine) restriction F | C of F to C. In particular, preserving C is essentially equivalent to requiring that C reg contains the points S(e j ), T (e j ) and therefore also, all intermediate points in ( * ). The orbits F n j −1 (S(e j )) are now obtained by iterating an affine map inside a one dimensional set, so the equations imposed by the orbit data are much more tractable.
In sections §3 and §4, we therefore use Theorem 2.6 to derive a formula for F in the case where the orbit data corresponds to the action F * X : Pic (X) → Pic (X) of the Coxeter element. It turns out that the formulas are much simpler after a linear conjugation, letting
Lemma 4.1 and Theorem 4.7 combine to give the entries of the matrix L and hence a formula for F .
The connection between rational surface automorphisms and Coxeter groups is more straightforward in dimension two because in that case the intersection product on a surface gives a quadratic form on Pic (X). The pullback action of any automorphism of X is then an isometry of Pic (X) that decomposes into a sequence of geometrically natural reflections. In higher dimensions, one needs an auxiliary identification between intersection product of divisors and an actual quadratic form. We describe this identification in Section 5. If π : X → P k is the blowup of N points p 1 , . . . , p N ∈ P k , then the cohomology group H 2 (X; Z) is naturally isomorphic to P ic(X). A basis for either of these groups is given by the (pullback of the) class of a general hyperplane E 0 ⊂ P k , together with the exceptional blowup divisors E j over p j . It turns out that there is a unique element Φ ∈ H 2k−4 (X; Z) such that the inner product
is invariant by any pseudoautomorphism F X : X X corresponding to a basic cremona map. Further, we can decompose the action F * X : Pic (X) → Pic (X) into simple reflections as in the surface case. Finally, the maps we arrive at here can be seen to represent the 'Coxeter element', which is the isometry of Pic (X) obtained by composing all of the basic generating reflections.
For simplicity we have confined our attention to pseudoautomorphisms on modifications of P k with invariant cuspidal elliptic curves, but our methods work more generally. In particular, as in Perroni-Zhang, we can replace P k with a product of projective spaces P k × · · · × P k . In section 6 we sketch the main details of our method for biprojective spaces P k ×P k . It is worth noting that our methods work when the elliptic normal curve, is replaced by various other elliptic curves. For instance, in section 6 we also say a few words about replacing the elliptic normal curve with k + 1 concurrent lines.
We do not know whether our methods can be used to produce pseudoautomorphisms with non-elliptic invariant curves C ⊂ P k . For instance, a union of k + 1 lines in P k has the same degree as the elliptic normal curve, but when the lines are mutually disjoint, the union is far from elliptic and seems much harder to work with. On the other hand, a related construction of a pseudoautomorphism in P 3 is given in [6] ; this construction involves iterated blowups along an invariant curve quite different from the curves treated here.
1. From elliptic normal curves...
By design, the pseudoautomorphisms we construct in this paper will all have a distinguished invariant curve. In this section we describe the curve and its key properties.
Let [x 0 , . . . , x k ] be homogeneous coordinates on P k . An irreducible complex curve C ⊂ P k is rational if there is a holomorphic parametrization ψ : P 1 → C. Using affine coordinates on the domain and homogeneous coordinates on the range of ψ, one can write ψ(t) = [ψ 0 (t) : · · · : ψ k (t)] where ψ j (t) are polynomials with no common factor. The degree of C is the number of intersections, counted with multiplicity, between C and any hyperplane H ⊂ P k that does not contain C. This is a topological invariant, independent of the parametrization ψ. Nevertheless, one sees readily that deg C = max j deg ψ j .
Let C = γ(P 1 ) ⊂ P k be the complex curve of degree k + 1 given by γ(t) = [1 : t : · · · :
In analogy with rational normal curves, C is sometimes called the elliptic normal curve. The following results further justify this term. Proposition 1.1. The curve C has a unique smooth inflection point at γ(0), and a unique singularity at γ(∞), which is an ordinary cusp. Moreover,
• No hyperplane H ⊂ P k contains C.
• No proper linear subspace L ⊂ P k contains more than dim L + 1 points of C reg , counted with multiplicity.
• Any other degree k + 1 curve C ′ that is not contained in a hyperplane and that has a cusp singularity is equal to T (C) for some T ∈ Aut (P k ).
Note that in the second item, if dim L < k − 1 then the multiplicity of L ∩ C at p is defined to be the minimal (i.e. generic) multplicity of H ∩ C at p among hyperplanes H containing L.
Proof. The initial assertions follow from elementary computations. That C is not contained in a hyperplane follows from linear independence of the monomials {1, t, . . . , t k−1 , t k+1 }. The second item now follows for hyperplanes L = H ⊂ P k from the fact that H · C = k + 1. Suppose instead that L ⊂ P k is a linear subspace with codimension at least two. Let S ⊂ C − L be a set of k − dim L − 2 regular points of C. Then there exists a hyperplane H that contains L, S and the cusp of C. Since H does not contain C, and the cusp is a point of multiplicity (at least) two in H ∩ C, we infer that
which implies the second item in the proposition.
It remains to establish the third item. If C ′ is another curve with degree k + 1 and p ∈ C ′ is a singular point, then we can choose a hyperplane H ∋ p that meets C ′ at k distinct points
where µ is the multiplicity p in C ′ . Necessarily then µ = 2, and we have equality. In particular, no other point of C ′ is singular. To see that C ′ is isomorphic to C via Aut (P k ), we show inductively that there exists a flag
, and L j ∩ C = {p} with multiplicity j + 2. To this end, suppose we have a partial flag L 0 ⊂ · · · ⊂ L j−1 as described. The set of j dimensional subspaces containing L j−1 is naturally parametrized by P k−j+1 (i.e. each is determined by L j−1 and a choice of normal vector to L j−1 at p). Thus we have a map L : C − {p} → P k−j+1 given by q → L(q) where L(q) is the unique j dimensional subspace containing q and L j−1 . Since L is meromorphic on C, and C is one dimensional, the map L extends holomorphically across p. For all q ∈ C reg , we have that L(q) contains p with multiplicity at least j + 1 and q with multiplicity at least
contains p with multiplicity µ at least j + 2. Now if S ⊂ C is a generic set of k − j − 1 points, then S and L j span a hyperplane H, and
Hence µ = j + 2 exactly as claimed. Finally, we let T ∈ Aut (P k ) be a linear transformation satisfying
′ at p to order j + 2 and p is a cusp, we have ψ k−j−1 (t) = t j+2ψ k−j−1 (t) for some polynomialψ k−j−1 such thatψ k−j−1 (0) = 0. Thus we can apply a further 'triangular' trans-
For any p ∈ C reg , we write [p] ∈ Div(C) to indicate the divisor of degree 1 supported at p. The following classical fact about C will be essential in what follows.
Proposition 1.2 (Group Law).
The set Pic 0 (C) of linear equivalence classes of degree zero divisors on C is isomorphic (as an algebraic group, i.e. as a Riemann surface and a group) to C, with isomorphism given
In particular, any divisor δ ∈ Div(C) of degree zero is equivalent to [γ(t)] − [γ(0)] for some t ∈ C and addition in Pic 0 (C) is given by ([γ(
Proof. Equivalence between Pic 0 (C) and C = C reg is classical.The point here is that a divisor δ ∈ Div(C) is principle if and only if δ = Div h for some rational h : C → P 1 satisfying (without loss of generality) h(γ(∞)) = 1. But because γ ′ (∞) vanishes to first order, we see that h • γ :
Writing h • γ = P/Q, one sees that this is equivalent to deg P = deg Q and
where the roots are included with multiplicity in each sum. Let H ⊂ P 2 be the hyperplane defined by x k . Note that
Proof. That T λ (C) = C is easily checked. On the other hand, if T (C) = C for some T ∈ Aut (C), then the facts that T is a biholomorphism mapping lines to lines and that C has a single cusp γ(∞) and a single inflection point γ(0) imply that T (γ(0)) = γ(0) and
Since C is not contained in a hyperplane, we infer T = T λ .
2. ...to basic cremona maps...
If X → P k is a rational surface obtained by blowing up subvarieties of P k , and F X : X → X is a pseudoautomorphism, then F X descends to a birational map F : P k P k on projective space. Our method for constructing pseudoautomorphisms reverses this observation. That is, we begin with an appropriate family of birational maps, and then we identify elements F of the family that lift by blowup to pseudoautomorphisms F X . In this section we describe the family of birational maps we will use.
Let
, be the standard cremona involution of degree k on P k . Since J is a monomial map, the algebraic torus (C * ) k is totally invariant by J, and J restricts to a biholomorphism (and group isomorphism) on this set. The complement of (C * ) k is the union of all coordinate hyperplanes {x j = 0}, and each of these is exceptional, contracted by J to a point. The indeterminacy set of J is the union of all linear subspaces obtained by intersecting two or more coordinate hyperplanes. For any non-empty set of indices I ⊂ {0, . . . , k}, we have J( i∈I {x i = 0}) = i / ∈I {x i = 0}. Given S, T ∈ Aut (P k ), we will refer to F := S • J • T −1 as a basic cremona map. The exceptional set of F consists of the images T ({x j = 0}) of the coordinate hyperplanes, these are mapped by F to the points S(e j ). The same is true, with T and S reversed, for
Hence replacing S and T by S • Λ and T • Λ does not change F . Otherwise, S and T are determined by F .
Note that for any birational transformation F : X → Y one has a natural pullback (or pushforward) map F * : Div(Y ) → Div(Y ) on divisors, and this descends to at map F * : Pic (X) → Pic (Y ) on linear equivalence classes. On the other hand, we will employ the convention for any hypersurface
) is the settheoretic proper transform of H. One has that F −1 (H) is irreducible when H is irreducible and that, as a reduced divisor, F −1 (H) = F * H precisely when no hypersurface contracted by F has its image contained in H.
be a hyperplane that does not contain any of the points T (e j ). Then F −1 (H) = F * H is an irreducible degree k hypersurface, and the multiplicity of F * H at any point p ∈ I(F )∩F −1 (H) is ℓ + 1 where ℓ is the number of exceptional hyperplanes T ({x j = 0}) containing p.
Proof. This may be computed directly.
We will say that F is centered on C if all points T (e j ) lie in C reg .
• The cusp γ(∞) of C lies outside the exceptional set of F • For each j, there exists at most one point p / ∈ {T (e j ) : 0 ≤ j ≤ k} where C meets the exceptional hyperplane T ({x j = 0}). If p exists, it is not contained in any other exceptional hyperplane; and the intersection between C and T ({x j = 0}) is transverse at p.
• If p does not exist, then C is tangent to T ({x j = 0}) at some point T (e i ), i = j. In this case C meets all other exceptional hyperplanes transversely at T (e i ). In particular C ∩ I(F ) = {T (e j ) : 0 ≤ j ≤ k}.
Proof. The curve C intersects the exceptional hyperplane T ({x j = 0}) at k + 1 points counting multiplicity. By hypothesis these include the k points T (e i ) for all i = j, and none of these are the cusp of C. Consequently, either C is tangent to T ({x j = 0}) at one of the points T (e i ), or C meets T ({x j = 0}) transversely at exactly one other point p.
In particular, if p exists, then it cannot be the cusp of C. Moreover, p cannot lie in another exceptional hyperplane T ({x ℓ = 0}), ℓ = j, because then the k − 2-dimensional subspace T ({x ℓ = x j = 0}) would contain k points: p and T (e m ) for all m = ℓ, j, contradicting Proposition 1.1.
The same argument shows that when p does not exist and C is tangent to T ({x j = 0}) at T (e i ), then C cannot be tangent to any other exceptional hyperplane at T (e i ). Proposition 2.2 gives us information about the image of C under F . Corollary 2.3. Let F be as in the previous proposition and let C ′ = F (C). Then
• F maps the cusp of C to a cusp of C ′ ; and
In particular C ′ is not contained in any hyperplane.
Proof. The first conclusion follows from the fact that F is regular near the cusp γ(∞). If C meets an exceptional hyperplane T ({x j = 0}) at a point p not contained in another coordinate hyperplane, then
The final assertion follows from independence of the points S(e j ).
Proposition 2.4. Let F and C ′ be as in Corollary 2.3. Then deg
Proof. We have deg C ′ ≥ k, because otherwise the k + 1 components of J • T −1 • γ(t) would all be polynomials of degree smaller than k and therefore dependent. That is, C ′ would lie in a hyperplane, contrary to the previous propositon. Moreover, because C ′ has a cusp, C ′ is not a rational normal curve. Therefore deg C ′ ≥ k + 1. For the reverse inequality, let H ⊂ P k be a hyperplane that meets C ′ transversely at a set K of distinct regular points outside the exceptional hyperplanes for
Moreover, all points F −1 (K) are regular for C, and none lies in an exceptional hyperplane of F . Thus we may use Proposition 2.1 to compute
and then infer
From Propositions 1.1 and 2.4 and Corollary 2.3, we immediately obtain Corollary 2.5. Let F be a basic cremona map centered on C. Then F (C) is an elliptic normal curve and F −1 is centered on F (C).
Let us say that a basic cremona map F properly fixes C if F is centered on C and F (C) = C. Note that then F induces an automorphism on C which corresponds via γ to an affine transformation t → δt + τ for some δ ∈ C * and τ ∈ C. We now arrive at the main result of this section. A consequence of the group law (Proposition 1.2), it gives us a good family of birational maps to work with when looking for pseudoautomorphisms. Theorem 2.6. Suppose δ ∈ C * and t + j ∈ C, 0 ≤ j ≤ k, are distinct parameters satisfying t + j = 0. Then there exists a unique basic cremona map F = S • J • T −1 and τ ∈ C such that
• F properly fixes C with F | C given by F (γ(t)) = γ(δt + τ ).
• γ(t
Note that the points T (e j ) and S(e j ) almost determine T and S (and therefore F ). Below, it will be convenient to use invariance of the cusp to eliminate the remaining ambiguity.
Proof. For existence of F , we infer from the condition t + j = 0 and Proposition 1.2 that the points γ(t + j ) are independent in P k . Therefore, there exists T ∈ Aut (P k ) such that T (e j ) = γ(t + j ). Then J • T is a basic cremona map centered on C, and J • T (C) is an elliptic normal curve. So by Proposition 1.1 there exists S ∈ Aut (P k ) such that F = S • J • T (C) = C. The restriction F | C is given by F (γ(t)) = γ(αt + τ ) for some α ∈ C * and τ ∈ C. Replacing S with T λ • S, λ := δ/α, we may assume that α = δ. Thus F is the basic cremona map we seek.
For uniqueness and the remaining assertions about F , suppose we are given S, T ∈ Aut (P k ) such that F = S • J • T −1 satisfies the given conditions. If H ⊂ P k is a generic hyperplane, then H meets C in k + 1 distinct points {γ(t 0 ), . . . , γ(t k )} such that t j = 0, and none of these points lies in the exceptional set of F . Hence
is a hypersurface of degree k that contains with multiplicity k − 1 all points T (e j ) = γ(t + j ) that are images of exceptional hyperplanes for F −1 (H). This accounts for all k(k + 1) points of intersection between C and F −1 (H). Using Proposition 1.2 we convert this to the following relationship among parameters
That is, τ = k−1 k+1 δ t + j . Now consider an exceptional hyperplane H = T ({x j = 0}) for F . We have H ∩ C = {γ(t + i ) : i = j} ∪ {p j }, where p j = γ(s j ) is as in Proposition 2.2. Thus on the one hand, F (p j ) = S(e j ) = γ(δs j + τ ), and on the other hand Proposition 1.2 gives us that s j = − i =j t
. So we arrive at S(e j ) = γ δt
To see that the above information completely determines F , let p ∈ P k be a generic point and H be the hyperplane through p and k − 1 points γ(t + j ). Then F (H) is a hyperplane containing the corresponding set of k − 1 points p j = S(e j ). In addition H ∩ C contains two more points γ(s 1 ), γ(s 2 ) ∈ C, so F (H) contains the images γ(δs 1 + τ ), γ(δs 2 + τ ). The points p j and γ(δs j + τ ) more than suffice to determine F (H).
By varying the set of k − 1 points γ(t + j ) used to determine H, we can find a collection of k hyperplanes that intersect uniquely at p and whose images are also hyperplanes intersecting uniquely at F (p). Since the image hyperplanes are completely determined by the data t + j , δ, we see that F (p) is uniquely determined by the same data.
3. ...to pseudoautomorphisms...
A birational map
±1 have trivial critical divisors. When combined with the following additional observation, Theorem 2.6 allows us to create many pseudoautomorphisms.
k be a basic cremona map properly fixing C. Suppose there is a permuation σ : {0, 1, . . . , k} and, for each point S(e j ) ∈ I(F −1 ), an integer n j ≥ 1 such that
Then F lifts to a pseudoautomorphism F X : X X on the complex manifold obtained by blowing up the points S(e j ), . . . , F n j −1 (S(e j )) for all 0 ≤ j ≤ k. Moreover, F X is biholomorphic on a neighborhood of the proper transform C X of C.
Proof. We can write
− , where π − : Γ − → P k is the blowup of all points T (e j ) ∈ I(F −1 ) ∩ C, π + : Γ → P k is the blowup of all points T (e j ) ∈ I(F ) ∩ C, and F : Γ − → Γ + is a pseudoautomorphism. More precisely, I(F ) consists of proper transforms π 
k is the blowup of the image S(e j ) of some exceptional hyperplane T ({x j = 0}), and F 1 : X 1 X 1 is the lift of F 0 := F to X 1 , then the proper transform of T ({x j = 0}) is no longer exceptional for F 1 . On the other hand the exceptional hypersurface E = σ −1 (S(e j )) is either contracted by F 1 or, if S(e j ) ∈ I(F ), mapped by F 1 onto the proper transform of an exceptional hyperplane S({x σj = 0}). In any case, the map F 1 again admits a decomposition
− where π ± are compositions of point blowups centered at distinct points in σ −1 (C), andF 1 is a pseudoautomorphism mapping a neighborhood of (σ • π − ) −1 (C) onto a neighborhood of (σ • π + ) −1 (C). We may therefore proceed inductively blowing up the points S(e j ), F (S(e j )), . . . , F n j −1 (S(e j )) until the map F lifts to a new birational map with one less exceptional hypersurface than F . Moving on to another point S(e j ) and repeating, the the hypothesis of this proposition allow us to finally lift F to a birational map F X : X X with no exceptional hypersurfaces. Clearly in the end, F X (C X ) = C X and F X is biholomorphic near C X .
We have a natural restriction map tr : Div(X) → Div(C X ) ∼ = Div(C), obtained by intersecting divisors on X with C X (and then pushing forward by π| C X : C X → C, which is an isomorphism). The map preserves linear equivalence and so descends to a quotient map tr : Pic (X) → Pic (C X ) ∼ = Pic (C). Moreover, the final conclusion of Proposition 3.1 guarantees that pullback commutes with restriction: i.e. (F | C ) * • tr = tr • F * X . Corollary 3.2. Let F , X be as in Proposition 3.1. Then the pullback operator (F | C ) * acts as follows.
• tr(K X ) → tr(K X );
• µ → δµ for all µ ∈ Pic 0 (C), where δ ∈ C * is a root of the characteristic polynomial of F * X . In particular, when K X · C X = 0, this information completely characterizes (F | C ).
Proof. The first assertion follows from F * X K X = K X , which holds because F X is a pseudoautomorphism.
For the second assertion, note that (F | C ) * restricts to the group automorphism on Pic 0 (C) ∼ = C given by multiplication by the constant δ ∈ C * from Theorem 2.6. To see that P (δ) = 0, where P is the characteristic polynomial of F * X , let C ⊥ ⊂ Pic (X) denote the subspace represented by divisors D ∈ Div(X) such that D · C X = 0; i.e. tr(D) represents an element of Pic 0 (C). Then tr(F * X D) = δ tr(D). Hence, since P has integer coefficients, we may infer that P (δ) tr(D) = tr(P (F * X )D) = 0. We infer that P (δ) = 0 as long as tr(C ⊥ ) is non-trivial. But tr(C ⊥ ) includes all classes of the form (k + 1)
, where p ∈ I(F ) is a point of indeterminacy, E = π −1 (p) is the corresponding exceptional hypersurface, and H is a hyperplane section. Since I(F ) consists of k + 1 distinct points, k > 0 of these classes are non-trivial in Pic 0 (C).
The final assertion follows from the facts that Pic (C) is generated by Pic 0 (C) together with one (any) other class of degree one, and that deg tr(K X ) = K X · C X . Remark 3.3. We have K X · C X = 0 in all the cases we consider. If N is the number of blowups comprising π, then one computes that K X · C X = N(k −1) −(k + 1)
2 . Hence K X · C X vanishes only when k = 2, N = 9 or k = 3, N = 8 or k = 5, N = 9. The last of these does not occur since N ≥ k + 1 = #I(F ).
Corollary 3.4. Let F , X be as in Proposition 3.1. If K X · C X = 0 and F | C is a translation, then F is linearly conjugate to the standard cremona map J.
Proof. The condition that F | C is a translation is equivalent to the condition that (F | C )
* is the identity operator on Pic 0 (C), i.e. δ = 1 in Corollary 3.2. Since tr(K X ) is also fixed by (F | C )
* it follows that (F | C ) * is the identity operator on all of Pic (C). Therefore F | C = id. We infer that n = n(p) = 1 for all p ∈ I(F −1 ) and therefore F 2 is an automorphism of P k , mapping each exceptional hyperplane for F to an exceptional hyperplane for F −1 . Since F 2 (C) = C, Proposition 1.3 further implies that F 2 = id. That is, F is linearly conjugate to J.
...to formulas
In this section, we derive a formula for a basic cremona map F : P k P k that fixes an elliptic normal curve C and lifts via point blowups along C to a pseudoautomorphism F X : X X as in Proposition 3.1. Specifically, in order to arrive at a formula, we begin with n > 0 and suppose that F = S • J • T −1 properly fixes C and satisfies the hypotheses of Proposition 3.1 as follows. (1) S(e j ) = T (e j+1 ) for j = 0, 1, . . . , k − 1,
That is, F has 'orbit data' (n 0 , . . . , n k−1 , n k ) = (1, . . . , 1, n) with cyclic permutation σ : j → j + 1 mod k.
We assume that C = {γ(t) = [1, t, . . . , t k−1 , t k+1 ], t ∈ C ∪ {∞}} is in standard form and that F | C is not a translation. Note that by Corollary 3.4, the case of a translation can not lead to δ > 1. Thus we may conjugate F by a linear map T λ to arrange that γ(1) is the unique fixed point of F | C different from the cusp γ(∞), i.e.
Let us also suppose that δ ∈ C is not a root of unity. As in Theorem 2.6, we let t + j denote the parameters for points of indeterminacy of F :
The multiplier δ is a root of the polynomial
and the parameters t 
It is convenient that the orbit length n enters into the formula for t + j only through the polynomial defining δ.
Proof. Using the formula for S(e j ) from Theorem 2.6 and τ = 1 − δ, one rewrites the first condition in (1) as
for all 1 ≤ j ≤ k. Similarly, one rewrites the third condition in (1) as
Comparing this second equation with the case j = k in the first gives
On the other hand, the formula for τ from Theorem 2.6 gives an alternative expression
Comparing the last two equations, we arrive at
.
This gives us the defining polynomial for δ and allows us to revise our formula for t + 0 to the desired equation
The formulas for t + j , j > 0 follow immediately.
Let us consider a set of indexes Γ = {(2, 4), (2, 5) , (2, 6) , (2, 7), (3, 4) , (3, 5) , (4, 4) ,
Corollary 4.2. If (k, n) ∈ Γ then the polynomial for δ given in (4.1) is a product of cyclotomic factors. If (k, n) ∈ Γ, the polynomial (4.1) is the product of cyclotomic factors and a Salem polynomial.
Proof. After factoring out (δ − 1) the equation of δ given in (4.1) can be written as
Thus we see that if the largest real root is bigger than one then it is strictly increasing to a Pisot number as n → ∞ and the same is true as k → ∞. (3, 6) , (4, 5) , (5, 5)(6, 5), then χ(k, n) has a root bigger than one. We get this corollary by checking directly for the pairs in Γ.
Thus applying Corollary 3.2, we have Corollary 4.3. A basic cremona map F on P k satisfying (1) has dynamical degree > 1 if and only if (n, k) ∈ Γ and the multiplier for F | C is not a root of unity. 
Proof. It suffices to show that the parameters corresponding to these points are distinct. From Lemma 4.1 we have for 0 ≤ i < j ≤ k,
Since δ is not a root of unity and k is a positive integer, it follows that t
Notice that we have
where c s = min{s, k + 1, i + 1} ≥ 2. We also have
Now δ is a Galois conjuage of the largest real root δ r of the polynomial given in Lemma 4.1. It follows that the above equation should be divided by a minimal polynomial of δ r . In other word, δ r > 1 must satisfy the above equation. We have three different cases:
• case 1: if j < k then by comparing the terms we have
• case 2: if j = k ≥ 2 and i ≥ 2, then some of c s ≥ 3 and thus
• case 3: if j = k and i = 1 then
Thus we have the second part of this Corollary.
The logic of the computations in Lemma 4.1 is essentially reversible. Hence it follows from that lemma and Corollary 4.4 that Theorem 4.5. Let δ be a root of (δ n+k − 1)(δ 2 − 1) − δ(δ k+1 − 1)(δ n−1 − 1) that is not also a root of unity. Then there exists a basic Cremona transformation F : P k P k centered on C with multiplier of F | C equal to δ such that F satisfies the orbit data conditions (1). Up to linear conjugacy, F = S • J • T −1 is uniquely specified by the further conditions
The matrices S and T defining the basic cremona map F = S • J • T −1 in this theorem must satisfy
where t + j are as in Lemma 4.1 and a i , b i are non-zero constants. From this it is apparent that the final formulas will be simpler if we conjugate F by T , i.e. if we set F = L • J, where
. . , L k denote the columns of (the matrix of) L, the above information about S and T tells us that
The fact that Λ −1 • J = J • Λ for any invertible diagonal Λ means that we can further conjugate by Λ (or equivalently, replace S and T with S • Λ and T • Λ) in order to replace L with Λ −1 LΛ −1 to further simplify the columns L j . It seems convenient to us to make this choice so that L(1, . . . , 1) = (1, . . . , 1) (i.e. both T and S send the fixed point (1, . . . , 1) of J to the cusp e k = γ(∞) of C). This results in the following matrix for L
We can then evaluate the entries below the main diagonal with the help of the following auxiliary result which we leave the reader to verify. Lemma 4.6. Suppose M is a non-singular k +1×k +1 matrix whose j-th column is given by
The condition T (1, . . . , 1) = e k amounts to setting t j = t + j and then taking (a 1 , . . . , a k ) to be the vector v = (v 1 , . . . , v k ) given in the conclusion of the lemma. Hence with the help of Theorem 2.6, we find that
Likewise, the condition S(1, . . . , 1) = e k amounts to setting t j = t 
Therefore, the entries of L below the main diagonal are
for 1 ≤ i ≤ k. The second equality uses the formula for t + i given in Lemma 4.1, and the third uses that δ is a root of the polynomial given in the same lemma. In summary, we have just shown that the map F := L • J of Theorem 4.5 has a very convenient expression in terms of the multiplier δ:
The connection with coxeter groups
Let us consider a basic cremona map F discussed in the §3. Let ρ : X → P k be the blowup of N := n i distinct points {F j (S(e i )), 0 ≤ j ≤ n i − 1, 0 ≤ i ≤ k} as in Proposition 3.1. Let H denote the class of a generic hypersurface in X and let E i,j denote the class of the exceptional divisor over F j−1 (S(e i )):
The Picard group of X is given by
Let us define a symmetric bilinear form ·, · on Pic (X) as follows:
where
k−1 and everything else is zero, our choice of basis for Pic (X) gives a geometric basis with respect to the bilinear form:
and zero otherwise.
Remark 5.1. In case k = 3, −2Φ = K X , where K X is the canonical class of X.
Remark 5.2. For k ≥ 3, the anticanonical class −K X is given by
It follows that the class of −K X · Φ in H k−1,k−1 is the class of the invariant curve [C]. Thus for any hypersurface D ⊂ X, we have
is the number of intersections between D and C, counted with multiplicity.
Remark 5.3. Since there are N blowups we have
and since N is a positive integer, this equation is not equal to zero unless k − 1 divides 4.
In case k = 2, 3, 5 one can check this equation vanishes if N = 9, 8, 9 respectively. Thus if (k, N) = (2, 9), (3, 8) , or (5, 9) then K X ⊥ K X . Notice that in case F : P k P k has the orbit data (1, 1, . . . , n) with the cyclic permutation, the total number of blowups is N = k + n. Thus if (k, N) = (2, 9), (3, 8) , or (5, 9) then (k, n) = (k, N −k) = (2, 7), (3, 5) , (5, 4) ∈ Γ where the set Γ is defined in Section 4. Thus for these three cases the first dynamical degree of F is equal to 1.
Observe that the N dimensional subspace K ⊥ X ⊂ Pic (X) may be decomposed into the one dimensional subspace generated by α 0 := H − k i,0 E i,1 and the complementary subspace generated by the elements E i ′ ,j ′ − E i,j . Indeed, if we (re)label the exceptional curves E i,j as E 0 , . . . , E N −1 , then the elements α i := E i − E i−1 , 1 ≤ i ≤ N − 1 give a basis for the latter subspace.
In order to see the connection with Coxeter groups, we take in particular
The relabeling of the remaining E i,j may be chosen arbitrarily. One then checks easily that B = {α 0 , . . . , α N −1 } is a basis for K ⊥ X satisfying α i , α i = −2 for all i = 0, . . . , N − 1,
That is, ( α i , α j ) 0≤i,j≤N −1 is −2 times the gram matrix of the Coxeter group of Type T 2,k+1,N −k−1 . (See [15, 19] .) Let s i be the reflection through a hyperplane orthogonal to α i :
is the group generated by such reflections. Thus we have identified W (2, k +1, N −k −1) with a subgroup of Aut (Pic (X)) that acts orthogonally relative to the inner product ·, · . Proof. The reflection s 0 corresponds to the action of J * on Pic (X). The remaining reflections s i , i ≥ 1 generate the group of permutations of the exceptional curves E i,j for the modification X → P k . Therefore, this Theorem follows from the decomposition (which we leave the reader to check) F * X = s 0σ π 0 . . . π k , where π i cyclicly permutes the curves E i,j , 1 ≤ j ≤ n j , andσ permutes the curves E i,1 , 0 ≤ i ≤ k according toσ(E i,1 ) = E σ(i),1 , where σ is the permutation in the hypothesis of Proposition 3.1.
Pseudoautomorphisms on Multiprojective spaces
The article [22] considers the more general problem of existence of pseudoautomorphisms F X : X X, where π X : X → (P k ) m is a modification of the multiprojective space (P k ) m , obtained as before by blowing up distinct smooth points along an 'elliptic normal curve' C. Our method yields formulas for the pseudoautomorphisms that arise in this case, too. Hence we conclude with a quick sketch of the computations that arise here, laying greatest emphasis on the way things differ from the work presented above. For the sake of simplicity we specialize to the case m = 2, i.e. X is a modification of P k × P k . Note first of all that Pic (P k × P k ) ∼ = Z 2 is generated by 'horizontal' and 'vertical' hy-
For every a ∈ C, one has an embedding γ a : C → X given by t → (γ(t), γ(t − a)), but in fact all embeddings of C into X that satisfy C ·V = C ·H = k+1 are equivalent via Aut 0 (P k ×P k ) to either γ 0 or γ 1 . The latter, which we use here, is in some sense the generic case, distinguished from the former by the condition
The 'standard' cremona map J is also different in this context. If we write points in (P k ) 2 in bihomogeneous coordinates (x, y) = ((x 0 , . . . , x k ), (y 0 , . . . , y k )), then J is given by
Note that J contracts the k + 1 vertical hyperplanes x j = 0 to diagonal points (e j , e j ).
Though not an involution, J is reversible with J −1 : (x, y) → (1/y, x/y) conjugate to J via (x, y) → (y, x). Hence J −1 contracts the horizontal hyperplanes y j = 0 to the same diagonal points (e j , e j ).
We recycle the terminology from §2: a basic cremona transformation is one of the form
j ) ∈ C reg for all j, and F properly fixes C if, in addition, F (C) = C. Proposition 2.3 and Corollary 2.5 apply to the present context with straightfoward modifications. The analogue for Theorem 2.6, which we state next, differs in one important way from its predecessor. While there exist automorphisms of P k ×P k that preserve C, none of these restrict to C reg ∼ = Pic 0 (C) as group automorphisms (in parametric terms, maps of the form t → δt). Therefore, the multiplier δ for F | C must depend on the choice of parameters t + j for the images of exceptional hyperplanes. Theorem 6.1. Let t + j ∈ C, 0 ≤ j ≤ k, be distinct parameters satisfying t + j = 0. Then there exists a unique basic cremona map
We omit most of the proof, deriving only the formulas for τ , δ and S(e j , e j ). First note that regardless of S and T , the induced action F * on Pic (P k × P k ) is given by F * V = kH, F * H = V +kH. Moreover, one computes directly that the images F (V ) = F * V, F (H) = F * H of generic vertical and horizontal hyperplanes contain the points S(e j , e j ) with multiplicity k − 1 and k, respectively. Hence assuming that F properly fixes C, we infer that
In terms of parameters, we may write S(e j , e j ) = γ 1 (t − j ) and conclude that k(k + 1) = (k + 1)τ + (k − 1) t − j . Similarly, considering the image of a horizontal hyperplane gives
Together, the two equations imply τ = k + (k − 1)δ and t − j = −(k + 1)δ. Now consider e.g. the vertical hyperplanes V j := T ({x j = 0}) contracted by F . On the one hand
for some p j ∈ C. In terms of parameters, this becomes
So summing the equation over all j gives t
. Substituting this into the previous display, we arrive at
which is the parameter for S(e 0 , e 0 ).
As in §4, one can choose explicit parameters t + j , δ in Theorem 6.1 so that the resulting map
. . , 1, n) with cyclic permutation (see (1) ). Let us set
where c 0 = c k = 1, and
is a product of cyclotomic polynomials. If (k, n) ∈ Γ 2 then χ k,n has a Salem polynomial factor and thus the largest real root is bigger than 1.
Starting from Theorem 6.1 in place of Theorem 2.6, the proof of the first part of this lemma is essentially identical to the proof of Lemma 4.1. The polynomial χ k,n is the characteristic polynomial of the generalized coxeter group W (3, k + 1, n − 1), so it follows that χ k,n is a product of cyclotomic polynomials and at most one Salem polynomial. As in Corollary 4.2, we see that the largest root of χ k,n increases to a root of δ k+2 − δ k − 2 k−1 j=1 δ j − 1 as n → ∞ and to a root of δ n+2 − δ n − 2 n−1 j=1 δ j − 1 as k → ∞. For each k ≥ 2, we have χ k,1 = (x k+1 − 1)(x 2 + x + 1) and χ k,2 = x k+4 − 1. Checking the other five elements in Γ 2 directly we see that χ k,n is a product of cyclotomic polynomial if (k, n) ∈ Γ 2 . The largest root of χ 2,5 , χ 3,4 , and χ 6,3 are 1.40127, 1.40127, and 1.17628 respectively. Thus, by monotonicity, we get the final assertion in the lemma. .
Furthermore all points T (e j , e j ), 1 ≤ j ≤ k and F −i (T (e 0 , e 0 )), 0 ≤ i ≤ n − 1 are distinct.
Proof. The given orbit data and permutation, together with Theorem 2.6, give t Finally, we can imitate the argument for Theorem 4.7 to get a formula for T −1 S = L 1 ×L 2 ∈ Aut 0 (P k × P k ). We let both T and S send the fixed point ((1, . . . , 1), (1, . . . , 1)) of J to the cusp of C and thus L fixes the point ((1, . . . , 1), (1, . . . , 1) ). Concluding remarks. So far, we have described a construction of pseudo automorphisms which is achieved by blowing up points on the elliptic normal curve. The same procedure works with other invariant curves. Two of these that occur in all dimensions are: (i) the rational normal curve and a tangent line, (ii) k + 1 concurrent lines in general position. We will make a few comments on case (ii). First we work in P k , and then we consider multi-projective space.
In the case of concurrent lines, we let L j , 0 ≤ j ≤ k, denote the line passing through [1 : · · · : 1] and e j . For the parametrizations, we may use: ψ , and this appears in the jth slot. If we wish to work on multi-projective spaces, we use the parametrized curve Ψ : C → (P k ) m = P k × · · · × P k given by Ψ(t) = (ψ(t − τ 0 ), ψ(t − τ 1 ), . . . , ψ(t − τ m−1 )). Now let us consider multi-projective spaces (P k ) m = P k × · · · × P k . We write a point as (x, y) = (x, y (1) , . . . , y (m−1) ) ∈ (P k ) m . As a basic Cremona map, we start with k /x k ]. The exceptional hypersurfaces are given, as in the case m = 2, by J : {x j = 0} → (e j , . . . , e j ).
With the curve Ψ, it is possible to carry through the same principle of construction as in the preceding sections. We consider the case (ii) of concurrent lines and give the map L = L 0 × · · · × L m−1 ∈ Aut 0 (P k × · · · × P k ) so that the map f := L • J will have orbit data {(1, . . . , 1, n(k + 1)), σ}, where σ is a cyclic permutation. The orbit length is divisible by k + 1 because the orbit of Σ k moves cyclically through each of the k + 1 lines. With this orbit data, the resulting pseudo-automorphism will represent the Coxeter element of a T -shaped diagram [19] . We let α be any Galois conjugate of the dynamical degree δ for this orbit data, and the desired matrices are given by 
