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Background. We continue to study the properties of block Jacobi matrices corresponding to the two-dimensional real 
problem. Repeating the reasoning applied to probabilistic measure with compact support, we get similar matrices as-
sociated with Borel measure without limitation. The difficulty in our research is that the probability measure on com-
pact corresponds uniquely to the block Jacobi type matrices. If the measure is arbitrary, then the same set of matrices 
can fit infinite number of measures. 
Objective. The objective of research is to find conditions under which some Borel measure without limitation corres-
ponds to only one pair of block matrices. 
Methods. Using previous publications established the form of block Jacobi matrix type, by coefficients of these matri-
ces one can inferred about the above mentioned bijection. 
Results. The result of research is a conditions on the coefficients in the form of divergent series in which the one-to-
one correspondence holds true. 
Conclusions. Using the solution of direct and inverse spectral problems for two-dimensional real moment problem of 
the previous work we found its condition to be determined (unique) by the coefficients of the block Jacobi type ma-
trix. The result is a two-dimensional analogue of the well-known case in classical Hamburger moment problem. 
Keywords: two-dimensional moment problem; block Jacobi type matrix; determinism of a two-dimensional moment 
problem. 
Вступ 
Проблема моментів Гамбургера з часу її 
постановки набула широкого кола узагальнень. 
Серед узагальнень відомі тригонометрична, ком-
плексна, багатовимірна, матрична та нескінчен-
новимірна проблеми моментів, а також зобра-
ження додатно визначених ядер тощо. Особли-
вий інтерес до проблеми був викликаний не тіль-
ки широкими технічними застосуваннями, але 
й глибоким змістовним математичним апаратом. 
Вiдзначимо найбiльш помiтнi й вагомі ре-
зультати з цього кола питань, які належать 
М.Г. Крейну, Н.І. Ахiезеру, Ю.М. Березансько-
му [16] та їх численним учням і послідовникам.      
Серед інструментів дослідження проблеми 
є відповідні матриці Якобi. На сьогодні відомі 
матриці типу Якобi, пов’язанi не тільки з одно-
вимірною дійсною i сильною проблемами момен-
тів, але й із тригонометричною (CMV-матриці), 
комплексною та двовимірною проблемами мо-
ментів [7, 8]. У термінах коефіцієнтів одновимір-
ної дійсної, сильної та матричної проблем мо-
ментів можна говорити про детермінованість від-
повідної проблеми. Враховуючи новизну [911] 
матриць типу Якобi для двовимірної проблеми 
моментів, можна сказати, що для них подібних 
досліджень раніше не було. 
Постановка задачi 
У випадку класичної проблеми моментiв 
Гамбургера за коефiцiєнтами матрицi Якобi мож-
на з’ясувати, чи має моментна послiдовнiсть єди-
ну вiдповiдну мiру на дiйснiй вiсi. Отже, завдан-
ня цiєї короткої роботи — дати відповідь на таке 
запитання: чи можна у двовимірному випадку за 
коефiцiєнтами — але вже двох блочних типу Яко-
бi матриць — встановити факт детермiнованості 
дійсної двовимірної проблеми моментів, тобто 
вiдповiдність єдиній мірі на дiйснiй площинi? 
З огляду на попереднi роботи можна каза-
ти, що взагалi продовжуються дослiдження об’єк-
тiв, отриманих у [911]. 
Попереднi відомості 
Дiйсна двовимірна проблема моментів по-
лягає в пошуку умов для заданої двохiндексної 
послідовності , 0{ }, , ,m nS m n N  дійсних чисел так, 
щоб iснувала міра ( , )d x y  на дiйснiй площинi 
2R  i виконувалися рівності 
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, 0( , ), , .
m n
m n
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S x y d x y m n N          (1) 
Тепер залишимо проблему моментів i од-
разу почнемо з мiри. Нехай ( , )d x y  (взагалi 
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без обмежень) — міра Бореля на дiйснiй пло-
щинi 2R  та 22 2: ( , ( , ))L L R d x y   — простiр функ-
цiй, інтегрованих на 2R  iз квадратом за мiрою 
d(x, y). Накладемо на мiру d(x, y) умову. А са-
ме, припустимо, що функції : { }, ,m nx y m n   
 0 : {0,1,2,...} ,N   є лiнiйно незалежними i утво-
рюють в 2L  тотальну множину. 
Розглянемо оператори множення на не-
залежнi змiннi ( , ) ( , )Af x y x f x y
 
i ( , )Bf x y   
( , )yf x y  у просторi 2L . Оскiльки мiра d( ,x y) не має обмежень, то, взагалi, A  i B  є необме-
женими операторами. Випадок обмежених опе-
раторiв A  i B
 
детально розглянутий у [9, 10]. 
В цiй роботi принципово вважається, що опе-
ратори A  i B
 
тільки необмеженi. 
Аналогiчно як і в [9, 10], ортогоналізуємо 
за Шмiдтом множину функцiй   відносно 
скалярного добутку простору 2L  згiдно з по-
рядком [12] 
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Як результат, отримуємо ортонормовану 
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Для визначеності покладається 0;0( , ) : 1P x y  .  
Також, аналогічно як у [9, 10], симетрич-
ний щільно визначений (але, можливо, не са-
моспряжений) оператор A  множення на неза-
лежну змiнну x  в ортонормованому базисi (3) 
має вигляд тридіагональної типу Якобi блочної 
матрицi: 
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 що діє у просторі (еквівалентному 2 2l l ) 
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за правилом 
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де блоки-матриці діють між просторами: 
1
0
1
: ,
: , .
: ,
n n n
n n n
n n n
a H H
b H H n N
c H H



 

 
 
У (4) 0n N  nb   ((n + 1) (n + 1))-матриця: 
0
,
; , ,( )
n n
n nb b      (b0   b0;0,0  скаляр); an  ((n + 2)   
 (n + 1)-матриця: 01,; , ,( )n nn na a     ; cn  ((n + 1)   
  (n + 2)-матриця: , 1; , , 0( )n nn nс с     .  
Елементи матриць 
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рівні нулю, 0,1,..., 1, 0,1,..., 1,n n n        N. 
Елементи ; 1, ; , 1;n na c     є строго додатними для 
 00,1,..., , .n n N   Матриця JA є симетричною, тобто ; , ; , , 0,1,2,..., , 0,1,..., , 1n na с n           , 
n 0 .N  
Знову, аналогічно як у [9, 10], симетрич-
ний щільно визначений (але, можливо, не са-
моспряжений) оператор B  множення на неза-
лежну змiнну y  в ортонормованому базисi (3) 
має вигляд тридiагональної типу Якобi блочної 
матриці: 
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що також діє у просторі (5) за правилом 
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де блоки-матриці діють між просторами: 
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У (6) 0n N  wn  ((n + 1) (n + 1))-матриця: 
wn 
,
; , , 0( )
n n
nw      (w0   w0;0,0    скаляр); un  ((n + 2)  
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 (n + 1))-матриця: 1,; , , 0( )n nn nu u     ; vn  ((n + 1)   
  (n + 2))-матриця: , 1; , , 0( ) .n nn nv v      
Елементи матриць 
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рівні нулю,  0,1,..., , 0,1,..., , .n n n N       Еле-
менти ; , ; , 1 0; , 0,1,..., , ,n nu v n n N        є строго 
додатними. Матриця JB  є симетричною, тобто 
u ; , ; , , 0,1,..., , ,..., , .n nv n n n N           
Також зазначимо, що матриці JA і JB кому-
тують на фінітних векторах. 
Однозначнiсть відповідності матриць мiрi 
Проведемо аналiз коефіцієнтів матриць JA і 
JB . Умовою того, що матрицi JA і JB є обмеже-ними операторами в [9, 10], було те, що мiра 
( , )d x y  ймовірнісна з носієм на компактi, а 
отже, однозначно вiдповiдає матрицям. Вiдмов-
ляючись від обмежень на мiру, можна дiйти до 
ситуацiї, коли матрицям JA і JB можуть вiдпо-
вiдати багато мiр. Це можливо тодi, коли вiдпо-
вiднi оператори A і B мають індекси дефекту (1, 1) 
кожний i до того ж мають безліч комутуючих 
самоспряжених розширень. Нашою задачею є 
встановлення умов на матрицi JA і JB , за яких 
не тільки вiдповiднi оператори A і B є істотно 
самоспряженими i комутують на деякiй щiльнiй 
множинi, але i їх замикання комутують у строго-
му резольвентному сенсi. 
Як відомо з [13], комутуючі на щiльнiй мно-
жинi оператори A і B комутують у строгому ре-
зольвентному сенсi, якщо 2 2S A B   є істотно са-
моспряженим оператором. Умови комутативнос-
ті матриць JA і JB , частково досліджені в [9, 10]. 
Запишемо вигляд матрицi 2 2 ,S A BJ J J   вiд-
повiдної оператору 2 2.S A B 
 
JS також діє в l2, 
але зобразимо його по-iншому:
 
2 0 1 2 ... ... ,n     l H H H H  
де 0 0 1 1 2 2 3 4, ,H H H H H    H H H  і т.д., 
Hn 2 1 2 , , .k kH H k n N    
У просторi (5) оператор S має п’ятидiа-
гональну структуру в термiнах блокiв (4), (6). 
Для можливостi застосування спектральної теорiї 
Якобiєвих матриць внесемо розбиття в JS на 
блоки так, щоб отримати блочну тридiагональ-
ну структуру: 
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що вже дiє у просторi (7) за правилом 
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де блоки-матрицi дiють вже мiж новими прос-
торами: 
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У (8) r0 — скаляр (r0   b0 b0 + c0 a0 + w0 w0 + v0 u0);   
rn — (2  2)-матриця, ,n N  елементи якої є лi-
нiйними комбiнацiями матриць (4) і (6): 
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q0  (1  2)-матриця, елементи якої є лінійними 
комбінаціями матриць (4) і (6): 
0 0 0 0 1 0 0 0 1 0 1 0 1[ ];q b c c b w v v w c c v v      
qn  (2  2)-матриця, ,n N  елементи якої є лі-
нійними комбінаціями матриць (4) і (6): 
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p0  (2  1)-матриця, елементи якої є лінійними 
комбінаціями матриць (4) і (6): 
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pn   (2  2)-матриця ,n N  елементи якої є лі-
нійними комбінаціями матриць (4) і (6): 
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Поліноми Pn(x, y)  {Pn;0(x, y), Pn;1(x, y), Pn;2(x, y), 
…, Pn;n(x, y)}
 є розв’язками системи рівнянь 
( , ) ( , ),
( , ) ( , ).
A n n
B n n
J P x y xP x y
J P x y yP x y
 
 
Тоді вони є також розв’язками рівняння 
2 2( , ) ( ) ( , ).S n nJ P x y x y P x y   
Перепишемо останнє рівняння, враховуючи 
нове зображення JS з (8): 
2 2( , ) ( ) ( , ),S n nJ x y x y x y P P  
де 0 0 1 1 2( , ) { ( , )} , ( , ) { ( , ), ( , )} ,x y P x y x y P x y P x y  P P  
… , 2 1 2( , ) { ( , ), ( , )} , , .n k kx y P x y P x y n k N

 P  
Тепер для оператора JS  використаємо стан-дартний відомий результат про те, що JS  є істот-но самоспряженим оператором, якщо 
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Вираз у дужках є альтернативним в силу 
симетричності матриць JA , JB , а отже, і JS . Ос-танню рівність можна було б залишити як відпо-
відь, але, використовуючи вигляд || qn  || ( || pn  || ): 
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який не сильно послаблює результат, отримує-
мо таку умову: 
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Нарешті, враховуючи вигляд матриць cn,vn, отримуємо такий результат.  
Теорема. Блочнi тридiагональнi матрицi ти-
пу Якобi (4), (6), вiдповiднi двовимiрнiй дiйснiй 
проблемi моментiв, однозначно зіставляються з 
деякою борелiвською мiрою на дiйснiй площинi, 
якщо коефiцiєнти матриць задовольняють умову 
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Доведення міститься у попередніх мірку-
ваннях з урахуванням внутрішньої структури 
матриць cn, vn, (an, un), .n N  Окремі елементи   
c0, v0, (a0, u0) на збіжність (розбіжність) рядів не впливають.
 
Приклади. 
1. Покладемо матриці JA і JB  такими, що  
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 0,1,...,n , 0.n N   
Усі інші елементи в ,na ,nc  ,nu  nv  вважати-
мемо рівними нулю, а матриці ,nb nw  повністю нульовими. Зокрема, не важко переконатися в комутативності JA JB : JA JB   JB JA . Тоді за теоремою 
1
1 1
.
2 n n


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Отже, так визначені матриці JA і JB одно-значно відповідають мірі, яка їх породжує. 
2. Покладемо матриці JA і JB такими, що  
; 1, ; , 1
; , ; ,
1,
1,
n n
n n
a c
u v
   
   
 
   
 0,1,...,n , 0 .n N   
Всі інші елементи в ,na  ,nc  ,nu  nv  вважа-
тимемо рівними нулю, а матриці ,nb nw  повніс-
тю нульовими. Майже очевидна комутативність: 
JA JB 
  JB JA . 
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Тоді за теоремою 
1
(1 1 ... 1 ...) .
2
       
Отже, так визначені матриці JA і JB також однозначно відповідають мірі, яка їх породжує. 
Це ясно і без теореми, оскільки оператори від-
повідні матрицям ,na  ,nc  ,nu  ,nv  є рівномірно 
обмеженими: || || || || || || || || 1n n n na c u v    . 
Зіставляючи такі матриці із класичними 
результатами (див. приклад [4]), доходимо вис-
новку, що відповідна їм міра зосереджена в 
квадраті [ 1,1] [ 1,1]    і з точністю до константи 
має вигляд  
2 2
.
(1 )(1 )
dxdy
x y 
 
Висновки 
З використанням розв’язку прямої i оберне-
ної спектральних задач для двовимiрної дійсної 
проблеми моментiв iз попереднiх праць [911] 
встановлено умову її детермiнованостi (одно-
значностi) за коефiцiєнтами матриць JA і JB . 
Результат є двовимiрним аналогом, вiдомим у 
випадку класичної проблеми моментiв Гамбур-
гера. Без зазначених умов попереднi дослiд-
ження мали б лише формальний характер при 
розширенні на довiльний клас мiр. 
Вiдзначимо, що проведенi в цiй роботi до-
слiдження планувалися в [10, 11]. У подальших 
дослiдженнях планується розглянути широке ко-
ло питань, пов’язаних зі спектральними власти-
востями матриць JA і JB .  
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М.Є. Дудкiн, В.I. Козак  
УМОВИ ЄДИНОСТІ МІРИ, ВІДПОВІДНОЇ ДВОВИМІРНІЙ ПРОБЛЕМІ МОМЕНТІВ 
Проблематика. Продовжується вивчення властивостей блочних матриць Якобi, вiдповiдних двовимiрнiй дiйснiй проблемi 
моментiв. Повторюючи мiркування, застосованi до ймовiрнiсної мiри з компактним носiєм, отримуємо аналогiчнi матрицi, 
пов’язанi з борелiвською мiрою без обмежень. Складнiсть дослiджень полягає в тому, що ймовiрнісна мiра на компактi однозначно 
вiдповiдає блочним матрицям типу Якобi. Якщо міра довільна, то одному й тому ж набору матриць може вiдповiдати не-
скiнченна кiлькiсть мiр. 
Мета дослiдження. Метою роботи є знаходження умов, за яких навiть необмеженiй мiрi вiдповiдає лише одна пара блоч-
них матриць. 
Методика реалiзацiї. З використанням встановленого у попереднiх роботах вигляду блочних матриць типу Якобi за кое-
фiцiєнтами цих матриць можна зробити висновок про зазначену вище взаємно однозначну вiдповiднiсть. 
Результати дослiджень. Результатом дослiдження є умови на коефiцiєнти у виглядi розбiжного ряду, за яких виконується 
вiдповiднiсть. 
Висновки. З використанням розв’язку прямої та оберненої спектральних задач для двовимiрної дiйсної проблеми мо-
ментiв iз попереднiх робіт встановлено умову її детермiнованостi (однозначностi) за коефiцiєнтами блочних матриць типу Якобi. 
Результат є двовимiрним аналогом вiдомих у випадку класичної проблеми моментiв Гамбургера. 
Ключовi слова: двовимiрна проблема моментiв; блочнi матрицi типу Якобi; детермiнованiсть двовимiрної проблеми мо-
ментiв. 
Н.Е. Дудкин, В.И. Козак  
УСЛОВИЯ ЕДИНСТВЕННОСТИ МЕРЫ, СООТВЕТСТВУЮЩЕЙ ДВУМЕРНОЙ ПРОБЛЕМЕ МОМЕНТОВ 
Проблематика. Продолжается изучение свойств блочных матриц Якоби, соответствующих двумерной действительной 
проблеме моментов. Повторяя рассуждения, примененные к вероятностной мере с компактным носителем, получаем анало-
гичные матрицы, связанные с борелевской мерой без ограничений. Трудность исследования заключается в том, что вероятност-
ная мера на компакте однозначно соответствует блочным матрицам типа Якоби. Если мера произвольная, то одному и тому же 
набору матриц может соответствовать бесконечное количество мер. 
Цель исследования. Целью работы является нахождение условий, при которых даже мере без ограничений соответст-
вует только одна пара блочных матриц. 
Методика реализации. С использованием установленного в предыдущих публикациях вида блочных матриц типа Якоби 
по коэффициентам этих матриц можно сделать вывод об указанном выше взаимно однозначном соответствии. 
Результат исследований. Результатом исследований являются условия на коэффициенты в виде расходящегося ряда, 
при которых выполняется соответствие. 
Выводы. С использованием решения прямой и обратной спектральных задач для двумерной действительной проблемы 
моментов из предыдущих работ установлено условие ее детерминированности (однозначности) по коэффициентам блочных мат-
риц типа Якоби. Результат является двумерным аналогом известных в случае классической проблемы моментов Гамбургера.  
Ключевые слова: двумерная проблема моментов; блочные матрицы типа Якоби; детерминированность двумерной про-
блемы моментов. 
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