Scaled-down flume tests are largely used to support investigations for the assessment of hydrogeological risk. Achieved outcomes can be integrated to numerical analyses for the study of unstable slope collapse, debris transport, and hydrological models in general. In the set-up of such simulation platforms, a relevant role has to be given to the Spatial Sensor Network (SSN) which is in charge of collecting geo-referenced, quantitative information during experiments. Photogrammetry (including 3-D imaging sensors) can play an important role in SSN because of its capability of collecting information covering wide surfaces without any contact. The aim of this paper is to give an overview and some examples of the potential of photogrammetry in hydrogeological simulation experiments. After a general introduction on a few preliminary issues (sensors, calibration, ground reference, usage of imaging or ranging sensors), potential applications are classified into 2-D and 3-D categories. Examples are focused on a scaled-down landslide simulation platform, which has been developed at Tongji University (Shanghai, P.R. China).
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1. Introduction
Measurements in hydrogeological simulations
The construction of scaled-down flume models has been largely exploited to support investigations for the assessment of hydrogeological risk. Achieved outcomes can be integrated and assimilated to numerical analyses for the study of unstable slope collapses (Feng et al. 2012) , debris transport processes (Pozzoli et al. 2004 ), hydraulic models (Chandler et al. 2003; Kabdasli et al. 2004) , rainfall-or earthquake-induced landslides (Fukuzono 1990) , soil erosion (Rieke-Zapp & Nearing 2005; Gessese et al. 2010; Heng et al. 2010) , and drainage basin evolution (Brasington & Smart 2003) . Also application for experiments in the field of ecohydrology can be found (Rossi & Ares 2012) . Some examples of simulation platforms are reported in figure 1. Some triggering factors are introduced in each simulation platform to reproduce natural or anthropogenic causative reasons. For example, the load of a foundation *Corresponding author. Email: fengtiantian@tongji.edu.cn Ó 2014 Taylor & Francis over ground can be artificially obtained by using a vertical loading machine. The progressive load can be directly measured along the experiment. In the case of rainfallinduced landslides, water is distributed over a scaled-down model of slope or inside the soil to simulate underground water flow. In the case of loading, the triggering source is direct, while in the case of artificial rainfall it is indirect. The triggering factors usually result in some final effects, e.g. the collapse of a slope or a specimen, or the accumulation of debris and alluvium along a scaled-down riverbed. Some quantities can be directly observed to be related to the final effects, like displacements or volume of accumulated material. In many cases, also some intermediate processes can be observed, establishing an indirect link between triggering factors and final effects. An example of such quantities is the pore water pressure inside the landslide body that can be measured during a flume experiment.
In the set-up of a simulation platform, a relevant role has to be given to the spatial sensor network (SSN) which is in charge of collecting geo-referenced, quantitative information during experiments. The completeness of observations allows one to maximize the amount of information data achievable from a single or a set of tests. The availability of the sensor positions can be exploited for the analysis of spatial correlations between observations at different locations. Results can be assimilated to numerical models to better estimate the model's parameters (Gigli et al. 2011 ). An SSN also comprehends the information communication infrastructure, and devices for visualization, data storage, and analysis (see, e.g., Scaioni et al. 2013 ). Limiting here the discussion on the sensor network, the adopted technology can be classified into contact, remote, and environmental sensors. The first group collects those that can record geometric (spatial position, relative displacements, local deformations, rotations), geotechnical, and hydraulic parameters. Environmental sensors are used for recording meteorological data. The third group is based on non-contact remote sensors whose aim is chiefly to give an overview of the processes over a large surface of the experiment body either from a qualitative (e.g., a video of the experiment run) or a quantitative side. In the second case, geometric information can be obtained thanks to photogrammetry and 3-D imaging techniques, but also other properties like surface temperature can be gathered by using proper sensors such as infrared thermal cameras (Budzier & Garlach 2011) . Modern digital photogrammetry (Luhmann et al. 2013) , including 3-D scanning and 3-D imaging sensors, is today a well-assessed technique for modelling the static 3-D shape of objects. On the other hand, it can be also applied for monitoring purpose, i.e., for measuring changes on the surface of a specimen/model along time. Thanks to this capability, photogrammetry may play an important role in the remote sensor group of the SSN (see Section 1.2). Indeed, it can provide information related to 2-D and 3-D modifications of surfaces with high-frequency, accuracy, and spatial resolution. The aim of the paper is not to give an exhaustive overview of the potential photogrammetric applications, but to suggest some useful methods that could be of large interest in the field of hydrogeological laboratory simulations.
While contact and environmental sensors usually collect real-time information and can be used for prediction purpose in real-or quasi-real-time (i.e., with a short delay), remote sensors are chiefly adopted at the post-processing stage.
The paper is expected to give to researchers some tools to develop their own laboratory experiment set-ups. In fact, one characteristic of such kind of test is the wide scenario of situations to be modelled, then the necessity of tailoring the SSN to each specific case. Consequently, the users should preferably know some principles of main photogrammetric key methods to be implemented and modified case-by-case rather than having a set of off-the-shelf techniques whose practical utility would be quite small.
Photogrammetry for laboratory experiments
Photogrammetric techniques have been widely exploited for measurements in laboratory experiments on construction materials (see, e.g. Maas & Hampel 2006; Barazzetti & Scaioni 2009 Roncella et al. 2012) . In particular, the diffusion of digital cameras and the increase of automation in modern digital photogrammetry fostered its application to this field with respect to the era of film cameras. In fact, the most important improvement related to the use of digital images does not consist of the greater achievable precision (see Fraser 1992 , for example) but in the simplification and economical sustainability of its application. No special and expensive cameras are still needed, but a quite standard consumer digital camera can be used after proper calibration, i.e., the process for reconstructing the intrinsic camera geometry and modelling lens distortion (Luhmann et al. 2013) . Furthermore, all processing stages can be done using regular computers, without requiring optical-mechanics apparatus like in the past. Automation of both orientation and calibration stages has simplified and reduced the work the operator has to carry out (Fraser 2013) . The Geomatics, Natural Hazards and Risk 3 stereoscopic plotting, the only way to derive three-dimensional surfaces from photos, has been replaced by automatic digital surface reconstruction, which works well in many applications (Gr€ un 2012). The diffusion of digital techniques and the availability of low-cost photogrammetric software packages allowed a larger number of people to accomplish image-based 3-D reconstruction projects where high precision is required (Chandler et al. 2005) . On the other hand, the quality of results still depends on the experience and background of the users.
Photogrammetry shows typical advantages of non-contact techniques, offering the chance to evaluate displacements or changes over larger areas than on single points like contact sensors can do. Moreover, in the case fast processes (like debris flow run-outs) have to be investigated images can be acquired using high-speed cameras (Roncella et al. 2004; Watanabe et al. 2005; Tiwari et al. 2007) .
Not only does modern photogrammetry account for standard 2-D cameras, but it may take advantage of the so called active 3-D imaging sensors (Remondino & Stoppa 2013) . These can directly collect 3-D data, unlike photogrammetry which needs to intersect rays from two known camera stations for extracting 3-D information.
In experiments for testing hydrogeological models, usually a process is simulated at a small scale. First of all, photogrammetry and 3-D imaging sensors can be adopted for the precise reconstruction of the real geometry of the testing environment. This process requires gathering a block of images (or 3-D views in the case of active 3-D imaging sensors) from different positions, so that the whole surface can be modelled. This application is a quite standard process and readers can find exhaustive information in the literature (e.g., Luhmann et al. 2013 ). More interesting from the scientific point of view is the use of photogrammetric techniques for dynamic observation of the external surfaces of the specimen during a simulation experiment. Such measurements might include (i) the changes of shape (deformations, transportation, and deposit of material), (ii) point or feature displacements and tracking, and (iii) crack analysis (detection and measurement) .
In order to demonstrate the technical feasibility of the methods proposed in the paper, some implementations carried out at Tongji University (Shanghai, P.R. China), in cooperation with Politecnico di Milano university (Italy), are presented and discussed. For this reason, some basic information on the simulation platform established at Tongji University is given in Section 1.3.
In Section 2 some background on key aspects related to the application of photogrammetry are discussed. Then, applications are classified into two main categories, depending if the surveyed object can be approximated in 2-D or 3-D space (Sections 3 and 4, respectively). This option will involve a different geometric model for relating the 2-D image space of one or more images to the three-dimensional object space. Finally some conclusions are drawn in Section 5.
The landslide simulation platform at Tongji University, Shanghai
A scaled-down platform for the simulation of rainfall-induced landslides was established in the campus of Tongji University, Shanghai. The main purpose of this facility was to test the SSN to be used in a real-scene environment. The model (see the upper-left image in figure 1 ) was designed to reproduce some characteristics such as inclination, soil layers, and composition of a ground slope in Taziping (Sichuan The sensors used in the simulation platform are representative of the more extensive equipment to be adopted for monitoring real landslides. The group of contact sensors installed included some geotechnical sensors (a set of piezometers, one osmometer and other sensors for measuring underground water pressures), inclinometers, extensometers, and accelerometers. The remote sensors consisted of cameras able to capture images at different speeds and resolutions. A pair of synchronized high-speed monochromatic cameras DALSA Falcon 4M60, a pair of low-speed single-lens reflex (SLR) colour cameras Nikon D200, and one infrared video-camera for surveillance purpose, were adopted. Properties of these cameras are reported in table 1. Eventually, a weather station and a rain gauge were integrated into the SSN to record meteorological parameters and to perform weather forecast.
All sensors installed on the simulation platform were connected to a control unit which synchronized data acquisition and dealt with data broadcasting to a server station located in the monitoring control room about 800 m away. The server hosted a database that had been designed and implemented to store all recorded signals. Data retrieving could be performed in real time for visualization purpose in a special control room.
More details on different aspects of this project can be found in Feng et al. (2012) , Qiao et al. (2013) , and Scaioni et al. (2013) .
Technical background
2.1. Sensors adopted in digital photogrammetry 2.1.1. Digital cameras. Digital cameras are the main sensors adopted in photogrammetry. While in the past only special 'metric' or 'semi-metric' cameras were used (Kraus 2008) , modern digital photogrammetry can be afforded with standard consumer cameras after calibration. Photogrammetry is based on measuring point coordinates on the images and the successive intersection of corresponding rays in space. This task requires establishing a reference system that in digital images can be defined on the basis of the regular pixel grid. A procedure called camera calibration allows the user to determine the basic parameters (the principal distance c and the (1) In the application described here the maximum resolution of this camera (3,872 Â 2,592 pix) was not exploited, as described in Section 4.2.
Geomatics, Natural Hazards and Risk 5 principal point coordinates x 0 , y 0 ) that are required for modelling the inner formation process of an image, addressed to as inner orientation (IO). In addition, some additional parameters (AP) to compensate for lens distortion are estimated. The reader may refer to Luhmann et al. (2013) and Fraser (2013) for more details.
As a rule of thumb, calibration is always suggested yet it could be avoided in 2-D applications when a low precision is needed (at level of pixel size). Indeed, nowadays this task can be accomplished in an easy way, due to the availability of several low-cost (or also free) software packages allowing the rigorous photogrammetric calibration of any camera. The user has to capture a set of images (4À15) with the same camera from different positions, all depicting a set of coded targets y (see an example in figure 2). The resulting images are processed in a fully automatic way to derive the calibration parameters to be used for the next photogrammetric application of the camera. Focusing distance and focal length changes in zoom lenses both affect calibration parameters. Consequently, they must be kept at the same set-up during both calibration and application stages.
Standard single-lens reflex (SLR) or mirrorless compact (MC) cameras can acquire RGB (red-green-blue) images, while some industrial (IND) cameras for metrological applications can gather monochromatic intensity images only. Basically, photogrammetry does not require colour images, except in the cases where it is done for documentation or 3-D visualization purpose (for example in the field of cultural heritage). On the other hand, different colour components follow a slightly different path inside the lens due to different wavelengths. This results in the generation of misaligned images corresponding to the basic RGB colours. While this problem does not have any practical influence on most applications, when a subpixel precision is required, the user is suggested to work with the green channel only.
Indeed, in CCD and CMOS sensors that are commonly adopted in RGB digital cameras, the elementary photodiodes do not capture all colours along with the same geometric scheme (called 'Bayer' scheme). The colour which is captured in the more symmetric way is just green. The use of targets is not strictly needed. Indeed, camera calibration can be performed in a markerless fashion as proposed in Barazzetti (2011) . However, the use of targets allows anybody to accomplish this procedure in a precise and reliable way.
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The selection of the camera depends basically on the required precision of the reconstruction. The focal length controls the average scale between the real object and its image recorded by the sensor. Consequently, it largely affects the precision of photogrammetric measurements. As a rule of thumb, a rough estimation of precision obtainable from single or stereo-camera systems can be derived from using simplified formulas of the so-called 'normal case of stereo-photogrammetry,' whose reference can be found in any handbook (e.g., in Kraus 2008; Luhmann et al. 2013) . Basically a pair of cameras with the sensors approximately in parallel and aligned positions is considered. The average precision (in term of standard deviation s X,Y ) of the achievable measurements in one of the directions X and Y parallel to sensors can be worked out as follows:
where Z is the distance from the camera of the considered point in the object space and s imm is the precision of each image coordinate measurement, depending on the method used for collimation (manual or automatic), and on the type of measured point (distinct or smooth natural feature, target), and f is the focal length. Equation (1) may also be used for a rough evaluation of precision in case a simplified reconstruction model based on a single image is adopted (see Section 3). The precision s Z along the direction Z, i.e. along depth, also depends on the distance B (baseline) between the two camera stations:
In practice, several times stereo-cameras are slightly rotated to have a convergent configuration that results in precision improvement along the Z direction (Fraser 1996) . Equations (1) and (2) may give a reasonable approximation of the achievable precision also in the case of slightly convergent images. Two other important geometric parameters for the selection of the camera are the size of the sensor W Â H (width and height) and the number of pixels n r Â n c along row and column directions. The former pair of parameters contributes to defining the portion of the object that can be depicted in a single image, together with the focal length f. The latter pair influences the resolution and the precision of measurements, because the size of each pixel is p ¼ W/n c ¼ H/n r (usually p is the same for rows and columns). The precision of image measurement is roughly given as s imm ¼ kp, being the value of k depending on the method adopted for image measurement. For example, a value k ¼ 1 can be used if points are measured manually, while lower values are applied when measurement is accomplished by automatic image matching techniques (Gr€ un 2012): k ¼ 0.3À0.5 if a feature-based matching (FBM) method is applied, k ¼ 0.1À0.3 for area-based matching (ABM), and k ¼ 0.05À0.1 in the case of signalized targets. After these considerations, it might seem obvious that a larger number of pixels are an advantage, because they would lead to improvement of precision and resolution. On the other hand, the larger the number of pixels, the more will be the noise in the image, especially with small-size CMOS sensors.
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The last aspect to consider is the required image acquisition rate, which depends on the dynamic of the process under observation. In several cases, the same experiment may entail different phases where the surface changes at various velocities. Generally, displacements may be very slow at the beginning, with a sudden acceleration in proximity of the final collapse. Generally SLR and MC cameras are suitable up to a frequency of 0.5-1 Hz, while industrial cameras should be used when higher frequencies are needed. Some up-to-date consumer-grade cameras, like the Nikon V1 reported in table 1, allow the acquisition of high-frequency images, but along a short time span and a smaller resolution than the real sensor size. This limits their applications for recording high-frequency videos during experiments. The latter sensors cannot be used in an autonomous way, but have to be connected to the data acquisition software that is used for their set-up and for real-time downloading. Such packages can also deal with the synchronization of more sensors to be used together, a task that is really critical when the reconstruction of fast processes is needed. Today several engineered solutions are provided by the vendors, but also it's quite easy to build up tailored data acquisition tools by using assisted environments like Matlab
Active 3-D imaging sensors.
An alternative approach to image-based photogrammetry relies on active 3-D imaging sensors. These can directly collect threedimensional surfaces without any further processing stage, except that for registration of multiple 3-D views and for the final information extraction. Each sensor may have its own calibration model and methods for its accomplishment.
Long-range laser scanners are widely used for topographic modelling of real slopes (Pirotti et al. 2013a) , including the chance of filtering vegetation thanks to full-waveform sensors (Pirotti et al. 2013b) . In a similar way, active 3-D imaging sensors are ideal for reconstructing surfaces in case the area is limited to a few square metres and less. Their use is discouraged in favour of industrial high-speed cameras when a higher acquisition rate is needed, and when the aim is to extract features or to track points. This category entails many different kinds of sensors featuring non-standardized properties (like digital cameras basically do). Broadly speaking active 3-D imaging sensors that can be used for close-range applications can be categorized into the following classes (see more details in Guidi et al. 2010 ):
(1) Triangulation scanners based on points, lines, patterns; (2) Time-of-flight (ToF) and triangulation cameras; (3) Phase-shift laser scanners.
Generally, category (1) comprehends sensors that outperform the requirements of hydrogeological experiments. A point precision up to 0.1 mm and a point density of 1 mm grid can be reached with ease. Sensors that go beyond these limits also are available but their field of view (FoV) is usually limited to a few tens of square decimetres. In the case bigger static scenes should be reconstructed with higher precision and there is no limitation on surveying time, hand-held triangulation scanners can be used. However, usually they require putting some targets on the object surface. If lower precision (at 1-2 cm level) and higher acquisition rate (more than 10 Hz) are required, an interesting option is given by ToF and triangulation cameras, including those in the gaming device class (e.g., the Microsoft Kinect such devices is their low cost (about one hundred euros for gaming devices and up to one thousand for other systems), although they require the user to carry out sensor calibration on his own for performance improvement (Remondino & Stoppa 2013) . The last class of sensors (3) can be used to cover larger area and give precision in the order of a few millimetres. On the other hand, their speed is lower because the acquisition is done point-by-point and not on full matrices such as sensors in category (2). On the other hand, phase-shift laser scanners may support hydrogeological experiments when larger infrastructures are needed (see for example the flume in figure 1  (c) ). As the limited data acquisition speeds the bottleneck of their application, the following formula can be adopted to work out the time T scan needed to cover a scene whose area is A:
where u is the angular scanning resolution (in radians), which is supposed to be the same along both horizontal and vertical directions; d is the average distance from the scanner; and f scan is the scanning frequency. If the process under investigation is faster than computed T scan , this means that the instrument under assessment is not suitable.
Datum definition
In standard close-range photogrammetry some ground control points (GCP), whose coordinates have been measured independently (e.g., by using a theodolite), are usually placed on the surface of the object to reconstruct or close to it. The aim of GCPs is twofold: (1) to establish the datum to compute point coordinates, i.e., the ground reference system (GRS); and (2) to enforce the block geometry in the case many images are needed, or the spatial distribution is weak; this happens if the block has an elongated shape, if the overlap between some close images is low, or if they feature large convergent angles among them. While problem (1) refers to both 2-D and 3-D applications, the second only concerns the three-dimensional case. Indeed, in 2-D applications usually a single camera station is employed. Generally the use of GCPs makes photogrammetry more complicated, because it requires a second measurement instrument and the deployment of targets on the object. Targets are points that can be identified and measured with ease in both the images and on the real object. One of the advantages of modern digital photogrammetric techniques is that the use of GCPs can be avoided in many situations. First of all, a redundant number of digital images can be collected with ease to improve the computation of the exterior orientation (EO). This consists of the position and attitude of each camera station with respect to a given GRS. Second, EO can be reckoned on the basis of tie points. These are corresponding points that are measured on more images by manual or automatic procedures, with or without targets. The main advantage of tie points is that they do not need to be measured in the GRS. Thanks to a computational procedure called free-net bundle adjustment (Luhmann et al. 2013 ) all images can be oriented into an 'arbitrary' GRS, whose position with respect to the object is defined up to an unknown 3-D similarity transformation. In many applications the definition of all seven parameters (three shifts, three rotations in Geomatics, Natural Hazards and Risk 9 space, and one isotropic scale) of the similarity transformation is not necessary. For instance, if the reconstructed geometry of the object is adopted only to do relative measurements, the knowledge of the real distance between two points may suffice to fix the global scale factor. Moreover, the 'arbitrary' GRS can be also rotated by using a vertical element in the scene to define the z axis, and a horizontal feature to align the direction of x or y axes.
In the case where other three-dimensional data such as those from an active 3-D imaging instrument should be referred into the same GRS, some tie points can be defined in the photogrammetric reconstruction for registration purpose. These points have to be visible in both data-sets.
In the case a 3-D scanning or a 3-D imaging sensor is adopted, one static station may suffice if the entire scene can be covered into the instrument FoV. Consequently, the intrinsic reference system of the adopted instrument can be used to define the GRS. Also in this case, the knowledge of some horizontal or vertical features may help shift and rotate the whole three-dimensional model, while the scale is fixed owing to the direct measurement of range performed by such sensors. In the case of large blocks, including several scans for the survey of static scenes, problems similar to those encountered with image-based photogrammetry have to be considered (Vosselman & Maas 2010) .
In 2-D applications it is also possible to get rid of GCPs for computing the geometric transformation that maps point coordinates from image-to-ground space, as demonstrated in Section 3.
2-D applications

Theoretical aspects
When the surface to reconstruct is approximately flat, the transformation between image and object coordinates is given by a 2-D homography. This means that a photogrammetric system made up of a single camera station imaging the whole area of interest will suffice for the reconstruction purpose. The homography transformation is described by a 3 Â 3 non-singular matrix H:
T express image and object coordinates of a generic point in homogenous coordinates, respectively. In this case, the GRS has only two degree-of-freedom (DoF), being the object planar. If the object is only approximately flat, the assumption of model in equation (4) will lead to errors in the computed coordinate vector X. These errors can be evaluated with a simple formula that works out the radial error (dr) in the object plane as function of the off-plane distance (DZ) of a point:
where Z is the distance from the camera to the average object plane and r is the distance of the considered point from the principal point. The estimate of matrix H requires the determination of eight parameters since its scale can be arbitrarily fixed. A common method to overcome the problem is based on a set of non-aligned GCPs (at least four) whose coordinates are known in the 2-D GRS and can be also measured in the image. Moreover, equation (4) shows that: (i) one image is enough for reconstructing planar objects and (ii) the inverse transformation can be always worked out because H matrix is non-singular.
On the other hand, GCPs are not always available. Some other methods exploit the presence of some orthogonal lines, which can be identified in one image. In the solution proposed in Barazzetti (2011) , the homography parameters can be computed on the basis of two sets of parallel lines in the image plane (not necessarily parallel between them as in the most popular methods), coupled with the knowledge of the calibration matrix:
The IO parameters in equation (6) can be recovered from camera calibration, as described in Section 2.1.1. Image distortion is not accounted for in matrix (6) and image point coordinates should be corrected beforehand, or distortion-free images should be generated. Information in calibration matrix K is sufficient to recover metric properties without acquiring metric data in the object plane (e.g., known ratios of distances and angles, object points). There will be only an overall scale ambiguity that should be removed by measuring a real distance with a graduated tape. The vanishing line (Hartley & Zissermann 2006 ) is computed from a couple of lines which define a parallelogram in the image (see figure 3) . Given a couple of parallel lines l Figure 3 . Geometric quantities used for image rectification according to Barazzetti (2011) .
On the left, a generic parallelogram in the image plane, that is usually distorted because of perspective deformations (the dotted blue line is the vanishing line). On the right, the undistorted parallelogram.
Geomatics, Natural Hazards and Risk 11 and l 0 , their intersection gives their vanishing point v Ã ¼ l Â l 0 ('Â' is the vector product). The identification of the vanishing line can be carried out by using two vanishing points:
In the case of multiple parallel lines, the intersection problem is solved via Least Squares (LS). The estimation of the rectifying transformation is performed through homography:
where matrix U ¼ [u r u s u n ] is made up of a set of vectors that form an orthonormal set. The unary vector u n is derived from the normal vector n to the plane as u n ¼ n/ knk, where n ¼ K T l Ã . This leads to another ambiguity (a rotation around the normal vector n in this case), because there is an infinite number of vectors perpendicular to n. The triad of orthonormal vectors u r , u s , and u n must be estimated with some constraints applied to the second vector u r in order to take into consideration possible degenerate configurations. The last vector can be estimated with a simple vector product. The homography matrix H is estimated through equation (4) that allows transforming the image into a 2-D metric space, but with ambiguity in the overall scale.
Example
The image rectification method described in Section 3.1 was applied to a set of 5 images captured during a landslide simulation experiment (see Section 1.3). Images were captured with a hand-held digital camera Nikon V1 (see table 1 for technical properties) that had been previously calibrated. Image distortion was removed from all images beforehand. As can be seen in the example reported in figure 4, these images depict one of the lateral transparent windows of the simulation platform. Through this window the lateral ground profile during landslide development can be recorded. Therefore images have to be rectified and registered in the same reference system for comparison.
The procedure for image rectification was based on the extraction of the parallel lines that form the frame around the window. These were then used to compute the vanishing line needed to build up the matrix U in equation (7). The initial homography H 0 was computed by using the calibration matrix K containing the IO parameters derived from camera calibration. One image of the sequence (the one in figure 4 Figure 4. One of the images of the sequence (the one used as master) before (left) and after rectification (right).
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at left) was rectified at the beginning of the process and became the reference ('master') for the co-registration procedure of all the remaining images.
To automate the registration of the following images, all of them were matched with respect to the 'master' image by using the SIFT operator (L€ owe 2004) for extracting a dense set of tie points. SIFT operator is a feature detection algorithm invariant to image shift, rotation, scale, and brightness transformations. It also maintains a certain degree of stability under perspective and affine transformations. This algorithm is usually used to find corresponding points between different images for registration purpose. Indeed, in close-range photogrammetry the invariance properties of SIFT have been largely exploited, because images in a block can feature relevant differences regarding the geometric and radiometric content. SIFT allows not only the automatic orientation of 3-D close-range blocks (see e.g. Barazzetti & Scaioni 2010 ), but also the registration of multi-temporal image sequences.
A set of points was extracted from the first rectified image and was used as GCPs for the rectification of the remainders. In this second case, these GCPs allowed to compute the homography matrix Hi of each ith image of the sequence by using a standard point-to-point method. The method provided the whole sequence of 20 images captured during an experiment, from which it was possible to draw the ground profile at different times. Images were stored as standard GEOTIFF files in order to overlap them in a standard desktop GIS package. The first and last images of the rectified sequence and the profile extracted are shown in figure 5 .
Because in this experiment only a small data-set of five images was used, the extraction of parallel lines to compute the vanishing points v Ã and v Ã0 as well as drawings the profiles in figure 5 were both accomplished manually. In the future, the implementation of these tasks in an automatic (or semi-automatic) way will simplify the application of this method to longer image sequences.
The overall precision achievable for the surface profiles depends on the three main stages of the procedure. In the first stage, one image is rectified to be used as geometric reference for the others. This task does not significantly influence the final precision of each profile, which basically depends on registration of the ith image with respect to the 'master' and the line extraction method. Registration is based on corresponding control points extracted with SIFT (precision about 0.6÷0.8 pixels). These points are used for the LS estimation of any homography matrix H i . The estimate of precision of each point in the rectified image ith can be approximately computed by Figure 5 . The first and last images of the sequence and some profiles extracted. It is evidently a progressive motion followed by a sudden collapse (green line).
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where C X and C x are the covariance matrices of point coordinates in the rectified and in the image reference system, respectively. Although in equation (8) some approximations on the stochastic model are introduced (parameters in homography matrix H are considered as constant values, and point coordinates x and y are uncorrelated), it may be helpful to evaluate point precision. Here an average precision of about s X ¼ s Y ¼ 0.6 pixels was found. The extraction of profiles was instead carried out manually. As the line is welldefined and clearly visible in the images, the (human) operator was able to derive measurements with a precision of approx. s prof ¼ 2.5 pixels.
Overall the achieved precision of each point of the extracted profile can therefore be computed as:
where p is the average pixel size (p ¼ 1 mm in this example). The precision of the extracted profiles in both directions is then s X_prof ¼ s Y_prof ¼ 2.6 mm) that can suffice for the analysis of this experiment.
3-D applications
Theoretical aspects
If the object to survey cannot be approximated by a plane, the full perspective transformation from the object coordinates (X ¼ [X Y Z] T ) of a generic point to its corresponding projection on the image (x ¼ [x y -c] T ) is adopted. This is given by the collinearity equations:
where Dx and Dy express the correction for image distortion on the basis of the additional parameters (AP) computed during camera calibration; the spatial rotation matrix R and the perspective centre vector X 0 define the EO of the image; the scale factor m is cancelled out by dividing the first two lines of equation (8) by the third one. In the case where distortion-free images have been generated, both corrective terms Dx and Dy can be ignored. Equation (10) can be used either for the computation of the unknown EO parameters, given some GCPs, or using a free-network bundle adjustment (see Section 2.2), and for the reconstruction of 3-D coordinates of points, given the EO. Usually the IO parameters (including AP for lens distortion correction) are computed at a preliminary stage, but it is also possible to compute them along the reconstruction project (self-calibration). A separation of these two 14 M. Scaioni et al.
procedures has to be generally preferred, in the opinion of the authors. Indeed, camera calibration and object reconstruction require two diverse block geometry. The requirements for calibration have been already discussed in Section 2.1.1 and are exemplified in figure 2. For the latter task, the block geometry strictly depends on the experiment set-up and is usually based on a small number of camera stations (2÷3), depending on the size of specimen/model. Disregarding when calibration is computed, equation (10) is used for the computation of all calibration parameters as well, which can be included as additional unknowns.
The computation of EO is done through an LS bundle adjustment, where tie point and GCP (if used) image coordinates are used. Tie points can be manually measured by locating some natural features on the images, or by using coded targets (such as those used for camera calibration in figure 2 ), or by extracting key points in an automatic way with image matching algorithms (Gr€ un 2012). The use of a rigorous LS procedure in the bundle adjustment gives the opportunity to locate errors (if not so many) in image points and to estimate the theoretical accuracy of computed 3-D points.
In lab experiments, very often only 2-3 fixed cameras are used for tracking point displacements and deformations over a small scene. The EO for such small configurations can be solved with ease without any GCP. In the case of multi-temporal data acquisition, EO can be computed before the experiment, and then used for all epochs if cameras are constrained to stable positions. In particular, when using the stereoconfiguration made up of two cameras, there are different ways for describing the socalled relative orientation (RO), which can describe the pose of a camera with respect to the other. Some approaches are typical of photogrammetry and can be directly derived from the collinearity equations (Luhmann et al. 2013 ). Other methods have been developed in computer vision and are based on the use of projective transformations, with the advantage to be expressed in linear form (Hartley & Zissermann 2006) . Different models have various parameterizations. Basically, a minimum number of five parameters are required to define the geometric relative position between the pair of images, but some methods involve more parameters. Anyway, these can be estimated on the basis of tie points without any knowledge about an external GRS. Once RO has been computed, points can be reconstructed in a three-dimensional space up to an ambiguous 3-D similarity transformation.
Examples
While the spatial geometric relationship between points in image and object space can be established through the collinearity model (8) or from RO, a wide range of techniques can be applied for extracting information from the images after orientation. As already mentioned, photogrammetry can be used in a static way for the geometric modelling of a whole scene. In this case a block of images has to be gathered, where the camera is stationed in different positions. It is also possible to compare two 3-D reconstructions corresponding to different epochs during an experiment (e.g., before and after running). However, this approach requires some time to be accomplished and cannot be used for tracking dynamic scenes. Three-dimensional reconstruction of static scene is also an easy task with 3-D scanning systems, which in many cases is preferable with respect to the image-based methods because it Geomatics, Natural Hazards and Risk 15 directly provides 3-D coordinates. In the case a dynamic scene has to be captured, the use of stable cameras in a stereo or multiple-view configuration is required. In the following, an example of extracting three-dimensional information from images acquired during a landslide simulation experiment is reported. A high-resolution stereo-camera system was used here for data acquisition. The aim of this application is the computation of volume changes during an experiment carried out in the platform established at Tongji University.
A couple of SLR Nikon D200 cameras were placed in front of the flume in order to gather stereo-images during experiments. As can be seen in table 1, the maximum geometric resolution was not exploited here to improve the image quality (smaller images are less noisy) and to reduce the computational burden. Both cameras were kept in the same position during the whole experiment with a baseline of 1 m. A data acquisition rate of 2 frames per minute was set up. In figure 6 the camera set-up is shown. Before the experiment, both cameras had been independently calibrated. After the experiment, the first task was the computation of the RO of the stereo-camera system. This was accomplished by using some coded targets glued on the frame structure of the simulation platform to be used as tie points. The availability of 3-D coordinates of targets was exploited for transforming points obtained after RO into Figure 6 . The camera systems adopted for capturing image sequences during the landslide simulation experiments. In order: the pair of Nikon D200 high-resolution cameras; a single videocamera for surveillance; the pair of DALSA Falcon 4M60 high-speed cameras.
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the GRS. On the other hand, the scaling of the reconstruction could also be possible without GCPs, but only adopting one distance between two points that could be measured on the images, as described in Section 2.2. A preliminary evaluation of the achievable precision of 3-D point coordinates can be worked out by using equations (1) and (2). The image coordinate precision will depend on the methods adopted for their measurement and then is expressed as a fraction k of the pixel size p. Moreover, precision will change according to the distance from the stereo-cameras and the slope surface (approximately from 2 m to 6 m). This would result in the range AE0.36 k mm to AE1.08 k mm in both directions parallel to the camera sensor planes, and in the range AE0.51 k mm to AE4.63 k mm in the orthogonal direction, i.e. along depth. Considering that k can always be assumed as lower than 1, the achievable precisions are compatible with the experiment requirements. Indeed, a precision on the 3-D coordinates of AE10 mm of surface points was retained sufficiently for successive data analyses.
Surface reconstruction.
This technique is aimed at the generation of a digital surface model (DSM) for each observation epoch, i.e., from each pair of stereoimages. Camera set-up, calibration, and orientation procedures have already been described in the introduction of this subsection.
The photogrammetric procedure for DSM generation consists of the extraction of corresponding points from at least two images gathered at the same time, after calibration and image orientation. This task can be achieved in an automatic way by using image matching algorithms, which mainly exploits the similarity of image intensity between corresponding areas of different images. Moreover, the availability of a rough model of the surface and the relative orientation can help the matching process, as shown in figure 7 . The former helps drive the matching process reducing the search space where one is looking for the homologous points. The latter can be used to establish a further constraint to check the results of matching, or even to be Figure 7 . Example of the search of the homologous points of p 0 on the reference image on two other 'slaves' images (2 and 3). integrated in the matching algorithm as in multi-photo geometrically constrained matching (MGCM) of Gr€ un and Baltsavias (1988) . In the case of a stereo-camera system, this geometric constraint is represented by the epipolar line: given a point on the first image (p 0 ) of the stereo-pair, the corresponding homologous point on the other image should lie on a line that can be worked out on the basis of the relative orientation parameters (see Hartley & Zissermann 2006) . If three images are available, the constraint becomes even stronger because if the extracted homologous points are correct, they should closely intersect in a point in object space, as for the green point in figure 7 . The accuracy of this intersection would depend on the precision of the location of matched points and on the quality of relative orientation. The denser the grid of computed points, the better will be the spatial resolution of the DSM. For this reason, in metrological applications of close-range photogrammetry the so-called area-based dense matching techniques are usually adopted for surface reconstruction. If more than two photos are available, a multi-photo approach can be applied to increase the reliability of the results whose quality can be internally checked thanks to the intersection of multiple rays (see figure 7) .
Here the MGCMþ algorithm (Previtali et al. 2011 ) has been utilized for reconstructing the surface of the slope during the different steps of a landslide simulation experiment. This algorithm is an evolution of MGCM, which can exploit either the radiometric similarities of corresponding areas of two or more oriented images, and the geometric constraints given by the knowledge of the orientation between the images and the object. MGCM is based on the principle of Least Squares matching (LSM, F€ orstner 1982; Gr€ un 1985) : due to the different positions of the cameras, the content of each image will slightly differ from the others because of perspective deformations and radiometric changes. These variations can be locally compensated for by estimating some simple geometric and radiometric transformations that are valid in the neighbourhood of a point. Radiometric transformation can be replaced by local image equalization prior to matching or directly implemented into the functional model of LS. In the latter case, the use of additional radiometric parameters could lead to over-parameterization problems. Owing to this reason, here the local windows where matching is tried are equalized beforehand. In the MGCMþ algorithms some criteria for improving the selection of the best images to match in case of multiple overlaps have been included. On the other hand, here the availability of only two images does not fully allow exploiting the potential of such technique. Matching is based on radiometric similarities reinforced by the epipolar constraint, i.e., the homologous point should lie very close to epipolar line. Matching starts in the first image pair of the sequence, when the surface of the slope is still quite flat. A plane interpolating the average surface of the slope is enough to instantiate the matching process. Alternatively, some feature points extracted and matched with SIFT operator could be used as 'seed' points to interpolate a better initial surface. The process is applied in an iterative way as described in Previtali et al. (2011) . The point cloud obtained at each step is adopted to interpolate a new initial surface as far as the required resolution of the DSM is reached.
Once DSMs at each epoch have been independently computed, these need to be compared to detect changes. This task requires a specific comment. A couple of DSMs cannot be compared in a pointwise manner because the points used to generate each DSM may differ. In addition, image matching can result in an irregular point cloud, having a different point density according to the local properties (roughness, texture, reflectivity, etc.) of each portion of the object. To overcome these 18 M. Scaioni et al. 
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problems, every DSM is interpolated along a regular grid whose coordinates are defined with respect to an assigned reference plane. The plane and the grid must be the same at both epochs. In the case under study, the average plane interpolating the reconstructed slope surface was selected as reference. A grid size of 5 Â 5 mm was adopted for interpolating points. The differences between the two surfaces were computed in correspondence with each grid node, yielding the maps reported in figure 8 where the elevation changes have been displayed. Here the chronicle of the experiment can be clearly seen. In the first period (from epoch 1÷21), a large erosion occurred on the right side of the slope, resulting in the accumulation of much debris at the toe. This process is visible in the corresponding image in figure 9 . Also a pair of transversal fractures can be seen in the upper region. Then the main changes come up in the lower left area, up to the failure at epoch 32. These results were found to be coherent with another analysis based on the use of a feature point tracking (FPT) algorithm (see Feng et al. 2012 ) that was adopted to track a dense field of points on the slope surface during experiment (see figure 9) . A metric assessment of the solution was not possible because laser scanning was not available at the time of the experiment to provide benchmarking surfaces. On the other hand, the results obtained from the two methods (FPT and surface reconstruction) gave mutual validation, at least from a qualitative way. Moreover, the use of MGCMþ algorithm for surface reconstruction included an internal quality assessment, given by the use of geometric constraints in the LSM process. To show the quality of results, also a 3-D visualization of the surface reconstructed at epoch 21 is shown in figure 10 .
An important remark is about the selection of the reference plane, which is really strategic because only volumetric changes along the normal direction to that can be Geomatics, Natural Hazards and Risk 21
evaluated. This involves that, in the case of more complex deformation processes, more reference planes have to be established.
Conclusions
In this paper some applications of photogrammetry to gather data during a landslide simulation experiment have been reported. Such examples would demonstrate how this non-contact technique may help scientists retrieve both qualitative and quantitative information during a wide range of laboratory tests for hydrogeological risk assessment.
The application of photogrammetry today is simpler than in the past thanks to the development of digital techniques and automation of the processes such as camera calibration, image orientation, and surface reconstruction. The availability of 3-D imaging sensors, also at low cost, can be exploited to enrich and improve the information that can be obtained from purely image-based methods. For example, in case some features should be extracted or tracked along time (like in the example reported in Section 3.2), images are more convenient.
In the case of surface reconstruction, the use of ranging devices might be simpler. Also in this case, however, the use of the state-of-the-art image-based techniques has been proven to give out very detailed digital surface models, comparable to the ones that can be produced by using 3-D scanning sensors, but at a much cheaper cost (see Section 4.2).
On the other hand, the impressive technological development does not replace the role of users, who must be aware of photogrammetric techniques and should use them in a rigorous manner. This consideration also entails data interpretation. Photogrammetry provides mainly area-based information the understanding of which might be more different than in the case of traditional point-based measurements.
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