1. Introduction: Mansilla et al. (2007) observed that journal impact factors (JIF), irrespective of the discipline, exhibit their adherence to a specified rank-size rule. Egghe (2009) made an attempt to give a theoretical explanation for the JIF rank-order distributions observed by Mansilla et al. (2007) . Waltman and Eck (2009), while concluding that Egghe's analysis relies on the unrealistic assumption that the articles published in a journal can be regarded as a random sample from the population of all articles published in a field (and since Waltman-Eck's observations deny the agreement of Egghe's analysis with empirical data and hence Egghe could not give a satisfactory explanation for JIF rank-order distributions), observed:
"Egghe interprets the [J]IF of a journal as the average of a number of independent and identically distributed random variables. Each random variable represents the number of citations of one of the articles published in the journal. Using the central limit theorem, Egghe's interpretation implies that the [J]IF of a journal is a random variable that is (approximately) normally distributed. Egghe also makes the assumption that for a given scientific field each journal in this field can be considered as a random sample in the total population of all articles in the field. This assumption has the implication that the [J]IFs of all journals in a field follow the same normal distribution." Mishra (2009) found that the empirical log 10 (JIF) distributions in different major discipline groups (such as biology, chemistry, engineering and physics for the year 2006 and psychology and social sciences for the year 2002) are Pearsons's type-IV. Thus, the empirical evidences support the criticism of Egghe's arguments made by Waltman and Eck (2009) and as a consequence one cannot assert that the distributions of JIFs across the discipline groups could be more or less identical or normal. As a matter of fact, the empirical distributions of log 10 (JIF) are asymmetric, non-mesokurtic and often with too thick or too short tails.
The objectives of this paper are to search for the best fit statistical distributions to the JIF data for various major discipline groups such as biology, chemistry, engineering and physics for the year 2006 (source: http://www.icast.org.in/Impact/subject2006.html), psychology and social sciences for the year 2002 (source: http://www.staff.city.ac.uk/~sj361/here_you_can_see_an_excel_spread.htm) and economics (for 2009; source: http://ideas.repec.org/top/top.journals.simple.html), and point out whether these empirical distributions have some notable general features. To each discipline group data (in its natural form as well as common logarithmic transformation) a number of statistical distributions have been fitted and their fitness is judged on three test statistics. The best-fit distributions have been reported in case of each discipline group.
Description of Statistical Distributions found to fit Best to the JIF/Log(JIF) Data:
We fitted numerous distributions to the JIF data (and their log 10 transforms) to find the three best-fits in each case. Overall, some of the theoretical distributions were found most suitable among them.
The List of Theoretical Distributions that Best fit the Data:
We describe now the theoretical distributions that fitted the JIF and Log 10 (JIF) data most. It may be noted that many other theoretical distributions were fitted to the data, but they were not fitting as best as the ones described below.
i. Beta Distribution: With the support random variable : where ( ), x a x b a b ≤ ≤ < the probability density function (pdf) of Beta distribution is given as:
ii. Burr-XII Distribution: It is also known as 4-parameter generalized Beta-II distribution with unit shape parameter, Singh-Maddala distribution (Singh and Maddala, 1976) as well as the Pareto-IV distribution (Kleiber and Kotz, 2003) . With the support random variable : , x x γ ≤ < +∞ the probability density function (pdf) of Burr 4-parameters (4p) distribution is given as: 
Goodness of Fit Tests:
The goodness of fit tests measure the compatibility of a random sample with a theoretical probability distribution function, showing how well the chosen distribution fits the data being analyzed. The general procedure consists of defining a test statistic which is some function of the data measuring the distance between the hypothetical and empirical values, and then calculating the probability of obtaining data which have a still larger value of this test statistic than the value observed, assuming the hypothesis is true. This probability is called the confidence level. Small probabilities indicate a poor fit while higher probabilities indicate a better fit. In this study we have applied three tests. In these tests, the null hypothesis is that the data follow the specific distribution. The alternative hypothesis is that the data do not follow the hypothesized distribution. The null hypothesis is rejected at the chosen significance level (α ) if the test statistic, D, is greater than the critical value obtained from the table compiled for a particular test obtainable from published sources (Chakravarti et al, 1967; Stephens, 1974 Stephens, , 1976 Stephens, , 1977 Stephens, -a, 1977 Stephens, -b, 1979 
The KS statistic is defined as:
The K-S test is distribution free (in the sense that the critical values do not depend on the specific distribution being tested).
(ii) Anderson-Darling Test: This test gives more weight to the tails of the distribution than the Kolmogorov-Smirnov test does. It has the advantage of allowing a more sensitive test and the disadvantage that critical values must be calculated for each distribution. It is based on the comparison between the observed cumulative distribution function (cdf) and the expected cdf. In this test, the statistic, D, is defined as:
Let O i be the observed frequency and E i be the expected frequency in a class i in the limits x i1 and x i2 , such that E i =F(x i2 ) -F(x i1 ), then the chi-squared statistic, D, is defined as:
The null hypothesis regarding the distributional form is rejected at the chosen significance level ( ) α if the test statistic is greater than the critical value, defined as
It may be noted that since the three goodness-of-fit tests are defined differently, it is not necessary that the null hypothesis rejected (accepted) by any one test is also rejected (accepted) by the other test or tests. The distributions best fitted to the JIF(Biology)/log 10 (JIF(Biology)) data are as follows. Table  1 .2. Table 1 .3. .. In this study we have used the journal Impact Factor data from this source. We find that for Ecostat group the frequency distribution of JIF is skewed and with positive excess kurtosis (leptokurtic), indicating sharper peak and longer, fatter tails, while log 10 (JIF) frequency distribution is skewed and with negative excess (but only meager) kurtosis (platykurtic), indicating slightly flatter peak and shorter, thinner tails. Descriptive statistics for JIF(Ecostat) and log 10 (JIF(Ecostat)) are presented in Table- The distributions best fitted to the JIF(Ecostat)/log 10 (JIF(Ecostat)) data are as follows. Table 2 .3. Although the Kumaraswamy distribution fits well to the data, but we have no reason to assume the fixed lower and upper limits (a and b) on log 10 (JIF(Ecostat)) data. Hence, we reject it. .. The distributions best fitted to the JIF(Chemistry)/log 10 (JIF(Chemistry)) data are as follows. Table 3 .2. .. .. .. .. Table 3 .3. Although the Kumaraswamy and General Extreme Value distributions fit well to the data (rank 2 and 3 respectively according to KS criterion), but we reject them on other goodness of fit criteria. ..
Probability Density Function
Histogram Burr (4P) The distributions best fitted to the JIF(engineering)/log 10 (JIF(Engineering)) data are as follows. Table 4 .2. Table  4 .3. .. .. Overall, the fitness of Dagum 4p may not be considered better than that of Dagum 3p. The details are given in Table 5 .2. .. ..
Histogram Burr .. Table 5 .3. .. .. .. Table- 6.1 The distributions best fitted to the JIF(Psychology)/log 10 (JIF(Psychology)) data are as follows. Table 6 .2. .. .. .. .. .. .. 10. Some Observations: In the past, researchers have hypothesized various types of statistical distributions underlying the generation mechanism of journal impact factors. These are: negative exponential (Brookes, 1970) , combination of exponentials (Avramescu, 1979) , Poisson (Brown, 1980) , generalized inverse Gaussian-Poisson (Sichel, 1985; Burrell and Fenton, 1993) , lognormal (Matricciani, 1991 Tadikamalla (1980) gives a comprehensive idea about the Burr (types XII, III and II) and the related distributions such as Lomax, exponential-gamma (Dubey, 1966 (Dubey, , 1970 , compound Weibull, Weibull, logistic, log-logistic, and 2p-kappa family of distributions and concludes that the Burr type III and type XII distributions can be used to fit almost any unimodal data and are comparable to the Pearson and the Johnson systems of distributions. Moreover, they have the added advantage in having their inverse distribution function in simple closed forms. It is pertinent to note that the major characteristics of JIF data lay in the asymmetry and non-mesokurticity. Burr distributions take care of them very well.
All said and done, a search for a probability distribution underlying the mechanism of generation of JIF data is based on the presumption that only the search-quality-cite factors determine the JIF data pattern. On the other hand, in view of the findings of Rossner et al. (2007) , a search for the generation mechanism and the underlying probability distribution of JIF data published or provided by Thomson Scientific would be of no avail. To quote Rossner et al. (2007) , "It became clear that Thomson Scientific could not or (for some as yet unexplained reason) would not sell us the data used to calculate their published impact factor. If an author is unable to produce original data to verify a figure in one of our papers, we revoke the acceptance of the paper. We hope this account will convince some scientists and funding organizations to revoke their acceptance of impact factors as an accurate representation of the quality -or impact -of a paper published in a given journal. Just as scientists would not accept the findings in a scientific paper without seeing the primary data, so should they not rely on Thomson Scientific's impact factor, which is based on hidden data. As more publication and citation data become available to the public through services like PubMed, PubMed Central, and Google Scholar®, we hope that people will begin to develop their own metrics for assessing scientific quality rather than rely on an ill-defined and manifestly unscientific number. "
A persistent lack of transparency may easily rouse a question as to integrity. This is loudly resonant in Rossner et al. (2007) . If that is the fact too, and if the JIF data is generated or partially influenced by any mechanism other than 'search-quality-cite mechanism', this is certainly not a healthy state of affairs. Once the journal impact factor is biased or mutilated, it gathers forces to further accentuation it due to the Mathew effect (Larivière and Gingras, 2009 ). Such biases can make an average journal (or author publishing therein) a super-average journal (or author) and vice versa. It is to be noted that the journal impact factor has a strong influence on the scientific community, affecting decisions on where to publish, whom to promote or hire, how much to pay and how much to finance the research projects proposed by the scientists.
