INTRODUCTION Let F(s) be a Laplace transform of a function 4(u)
The kernel of the Laplace transform is written in terms of the H-function [ 1 ] which has been studied in detail by Braaksma [2] . With b, = 0, B, = 1, the kernel reduces to c'~. Again let d(u) be the generalized Laplace transform of the function f(t) given by (1.2) For A= 1, it is the generalization of the Laplace transform given by Joshi [3] . By a suitable choice of the parameters d,, e,, e,, etc., the kernel of (1.2) reduces to some constant multiplied by confluent hypergeometric function lF,( -tu) which is the kernel of the generalized Laplace transform introduced in [3] . After iteration and using the result [l, 2.6.81, we get Distributional Abelian Theorems Hence F(s), s not lying on the negative real axis, given by (1.3) is the generalized Stieltjes transform. (1.3) covers almost all the existing generalizations of Stieltjes transform known as yet. The object of this paper is to establish the Abelian theorems which relate the behavior of generating function F(s) as s + 0 (s + 00) to the behavior of determining functionf(t) 125 as t + 0 (t + co). These results are also referred to as initial value and final value Abelian theorems. In Section 2, the classical initial value and final value Abelian theorems are established for s > 0. In Section 3, the said results are extended to a certain class of generalized functions. Lastly, in Section 4, application of the Abelian theorem is given. (ii) lim r +of (t)/t" = CI, where q is a real number and a is a complex number, (iii) f (t)/t" is bounded on y d t < CC for all y > 0, and
where P, and Q, are complex numbers as defined in (2.1.2) and (2. Since f(t)/P is a bounded quantity in y 6 t < co for
AQ,+n+l as s + 0, (2.1.6) because nQ1 + q+ 1 < 0 by (iv). From (2.1.5) and (2.1.6) the result follows. Proof: Consider (using (2.1.4))
First consider J2. From condition (ii) of the theorem, we can find a small positive number E such that for y large enough, sup f(t) y<,<m I I 7-a <&flG(fl, ff).
Hence we have hence 1 J, 1 6 E. Therefore
IJzl -0 as I -+O.
Now having fixed y as above, consider J, :
Due to conditions (iii) and (2. The space Jc,d is fully discussed in [4, 8.61 ; Jc,! is the space of all smooth functions qS(t) on 0 < t < 00 and the semi-norm IS defined as Let T be a distribution defined in a neighborhood of a point x0. We say that T has a value c at x0, i.e., T(x,) = c if the distributional limit T, _ 0(x0 + Ax) exists in a neighborhood of x,, and if it is a constant function c. 
=S -G(s), where G(s) = (f(t) -atq, SC'H(t/s)"

2). s+m
Since fi is an ordinary function which satisfies the hypothesis of Theorem 2.2, the required result follows. Under the conditions of the Theorem (3.1), the proof follows. (from P2). This completes the proof.
