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Let w(z) be regular in the unit disk U and let h(r, s, t) be a complex function 
defined in a domain of C3. The authors determine conditions on h such that 
/ h(w(z), zw’(z), z*w”(z))~ c: I implies 1 w(z)/ < 1 and such that Re h(w(z), 
zw’(z), z’w”(z)) > 0 Irn pl’ les Re w(z) > 0. Applications of these results to 
univalent function theory, differential equations and harmonic functions are 
given. 
1. INTRODUCTION AND THE FUNDAMENTAL LEMMA 
Let W(Z) be regular in the unit disk U, with w(O) = 0, and let h(~, s) be a 
continuous function defined in a domain of C”. With some simple conditions on 
on ?z it has been shown [6] that / h(w(z), zw’(z))~ < 1, for x E U, implies 
i w(.z)i < 1 for z E U. In this paper we extend this result to functions h(r, s, t) 
defined in a domain of C3 and prove that if / h(w(z), zw’(w), z2w”(.z))~ < 1 for 
x E U then ; zu(,z)j < 1 for z E U. This result and applications of it in the theory 
of differential equations are given in Section 2. 
In Section 3 we determine conditions on h(r, s, t) such that Re h(w(z), xw’(z), 
x2w”(z)) > 0 implies Re h(z) > 0. Applications of this result in the theory of 
differential equations are also given. Corresponding results for harmonic func- 
tions are given in Section 4. Section 5 is concerned with applications in univalent 
function theory dealing with convex functions, starlike functions, and the 
Schwarzian derivative. 
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Our basic tool in determining conditions on h(r, s, t) will be Lemma B. 
Although the following lemma is a special case of Lemma B we need to prove 
it first in order to prove Lemma B. 
-f- *.. be regular in U with g(z) F 0 LEMMA A. Let g(z) = gnzn + g7aflzm+-l  
and n > 1. IfIf z. = r,,e% (r. < 1) and 
I &4l = py; 
zxo 
then 
I &)I (1) 
(ii) R+d’(~ok’bJ + 1 2 m, 
wherem>n>l. 
Proof. (i) If we let g(s) = R(r, , 0) ei@(To,s) for x = Y,,eie then 
zg’(2) a@ 1 aR -- 
g(2) = ae 
-ixae. (2) 
Since z,, is a maximum point of R we must have 8R(.q,)/afJ = 0, and so we 
obtain zOg’(xO)/g(xO) = m, where m is real. We need to show m 3 n. Let h(z) = 
g(z,,z)/(g(za) z”-l) for z E U. Then h(0) = 0, h(z) is regular in U, and by the 
maximum principle 
Hence by (1) we obtain / h(z)1 < l/~-l, and by letting r approach 1 we obtain 
/ h(z)/ < 1. Employing the Schwarz lemma we obtain / h(z)\ ,( j z / and 
(g(x,,z)/g(zJ < 1 .a In. In particular, at the point z = r, 0 < Y < 1 we have 
Since m = ~og’(zo)/g(z,,) we have 
(3) 
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Taking real parts and using (3) we obtain 
(ii) From (2) a simple calculation yields 
Since z,, is a maximum point of R(r, , 0) we have ~R(a,,)/aB = 0 and 
~R(x,)/%‘~ < 0, and since zO~‘(zo)/g(zo) = m > I we obtain 
j m W”(%) 
[ i g,(xo) + 1) - m2] = -ff$$- - i [&T] . ’ 
Taking imaginary parts we obtain 
and 
which completes the proof of the lemma. 
Part (i) of this lemma is stated in a paper by Jack [2], and the authors believe 
there is an error in the proof given. The authors wish to thank Professor 
L. Brickman for his short proof of this part of the lemma. 
LEMMA B. Let p(z) be an injective mapping of u onto 0, ~(0) = a, and such 
that y(z) is regular on i? except for at most one pole on 3-Y. Denote by T(W) the 
argument of the outer normal to X2 at a Jinite boundary point w E X?. Let w(z) = 
a + w,zn + wn+l~n+* + ... be regular in U, with w(z) + a and n > 1. Suppose 
that there exists a point x0 = r,,e% E U such that 
w. = w(zJ E a2 and w(~ z I < roj c 52. 
Zf &, = q+(wJ then 
(4 ardw+d = adh%J) = 7(wo), 
(b) I ~&(4 = m I 50~‘(50)I > 0, and 
where m > n > 1. 






cl-q(U) WC ho ) 
Proof. Since w,, is finite and q.(t) is univalent at &, we have q~‘(&,) # 0 and 
71(wo) = +f(50)) = ard50v’(50))~ 
The functiong(x) = y-l( w .a ( )) is regular in 1 .a j < r,, and satisfies / g(q,)j = 1, 
g(O)=O, and Ig(z)l <l for 1.z <Y,. A further calculation shows that 
g(“)(z,) = w(~)(z~) = 0 for k = 1, 2,..., 12 - 1. Thus g(z) satisfies the conditions 
of Lemma A. Since W(Z) = y(g(z)) we have 
and 
zw’(x) = &pyg * s . 
By Lemma A we have .zOg’(zo)/g(xO) = m >, n 3 1 and so we obtain +,w’(z,,) = 
m{,,~‘(&J. Therefore 
and 
ars(~ow’(~oN = argGovNO)) = 7(woh 
I GW’C%)i = m I 50P)‘(Ml 3 I vJ’(50)l > 0. 
Differentiating (4) logarithmically we obtain 
and 
By using Lemma A we obtain 
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2. BOUNDED FUNCTIONS 
THEOREM 1. Let w(z) = a + w,zn + w~+~z?+~  *.. be regular in U with 
w(x) + a and n > 1. If z0 = rOeie, 0 < r0 < 1, and 
then 
(i) z,w’(x,)/w(xO) = m and 
(ii) Re[wf’(~o)/w’(~o)l + 1 > m, 
where 
Proof. If we Zet Q = (w 1 I w 1 < / w. I}, where w. = w(xo), then ~(5) = 
w,(u~~ + a)/(wo + a[) is a conformal mapping of U onto Q with ~(0) = a. Since 
[o = y-r(wo) a simple calculation yields 
to = (a - ~,)/(a - ao), 
and 
Applying Lemma B to these results we obtain (i) and (ii). 
We will use this theorem to generate subclasses of bounded functions and also 
to show that certain second order complex differential equations have bounded 
solutions. In what follows J > 0, n will be a positive integer, and a will be a 
complex number satisfying 1 a 1 < J. We will also let h = h(a, n, J) = 
n(J- l4MJf Ial). 
THEOREM 2. Let h(r, s, t): C3+ C such that 
(i) h(r, s, t) is continuous in a domain D C C3, 
(ii) (a, 0,O) ED and / h(a, 0,O)l < J, 
(iii) / h(Je@, Keie, L)j 3 J when (Jeie, Keis, L) E D, K 3 Jh, and 
Re[Le-ie] > K(A - 1). 
Let w(z) = a + w,xn + ~~+~.@+l  ... be regular in U with w(z) f a and 
n > 1. If (w(z), zw’(z), z2w”(z)) ED when z E U and 
I h(w(4, =G4, ~2w”(~))I < J (5) 
when.zEUthenIw(z)j< JwhenzEU. 
409/65/W 
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Proof. 1 w(O)1 = / a j < J. Suppose there exists q, = r,,e% E ZJ (0 < r0 < 1) 
such that 
J = I w(zdl = igo I 44 . 
Then w(q,) = J eis and since by Theorem 1 xOw’(xO)/w(zO) = m > h, we have 
zOw’(zo) = Ke@ where K 3 Jh. Also by Theorem 1 we have Re[z,,w”(q,)/w’(zO)] 
> h - 1 and this simplifies to Re[z,2w”(z,,)/x,w’(xo)] = Re[zssw”(z,,)/KeiS] >, 
A- I, or 
Therefore at the point z = z. , by (iii) we obtain 
This contradicts (5) and hence we have 1 w(z)1 < J for x E U. 
Remarks. (1) Condition (5) is not a vacuous concept as w(z) = a + w,zF 
will satisfy this condition for small 1 w, j . 
(2) In the case a = 0 and rz = 1, we have h(0, 1, J) = 1 and (iii) simpli- 
fies to 
(iii’) ! h(Jeis, Keie, L)l 3 J when ( Jeie, Keie, L) E D, K > J, 
and 
Re[Le-ie] > 0, 
a condition much easier to check. 
EXAMPLES. (a) Let h,(r, s, t) = Y + s + t with D = C3. Conditions (i) and 
(ii) are satisfied and we need to show that j Jeie + Keie + L 1 >, J or 1 J + K + 
Le-is j > J when K > Jh and Re[Le-is] > JA(h - 1). But this follows imme- 
diately since 
K + Re[Le-ie] >, JA + Jh(X - 1) = /A2 > 0. 
Hence if w(z) is regular in U, w(0) = a, I a I < J, and 
I w(z) + zw’(z) + z%‘(z>I < J forxE U 
then / w(z)1 < Jfor ZE U. 
(b) Let h,(r, s, t) = rs(t + r), J > 1 and a = 0. 
Conditions (i) and (ii) are satisfied and we only need to check (iii); 
1 h,( Jeie, Keie, L)I = JK / Lecie + J / 3 J, 
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when K > J. n and Re[Le-is] > K(n - 1). But this follows immediately since 
KI~e~is+J/>,Jn(~(~-~)+J)~J~(J~(~-~)+J)3~J2(~(~-~)+1) 
> J” 3 1 for n > 1. Hence if w(z) = w,? + ... is regular in U with w(a) + 0, 
n > 1 and 
j ZW(Z) W’(Z) (SW”(Z) -t w(z))1 -c J when ZE u 
then 1 w(x)1 < J for z E U. This example can be generalized to h(r, S, t) = 
N(t + r) where i and j are positive integers. 
In these two examples the results were not dependent on the value n; they 
held for n = I, 2,.... This is not always the case, as will be seen in Theorem 11 in 
Section 5. 
Theorem 2 can be used to show that certain second order differential equations 
have bounded solutions. For simplicity we will take n = 1. The proof of the 
following theorem follows immediately from Theorem 2. 
THEOREM 3. Let h satisfy the conditions of Theorem 2 with n = 1, and let 
b(z) be a regular function satisfying j b(z)1 < J. If the dzifferential equation 
h(w(z), zw’(z), z*w”(z)) = b(x) (40) = 4 
has a solution W(Z) regular in U then 1 w(x)1 < J. 
If we apply this theorem to h, we obtain the Euler equation 
w(z) --j- zw’(x) + z2w”(z) = b(z). 
,\nd if / b(z)j < J then we must also have / w(z)1 < J. This theorem allows us to 
obtain bounds on solutions of nonlinear differential equations such as would be 
obtained from h,: 
z~w”(z) w’(z) w(z) + zw’(x) (w(z))’ = b(z) (w(0) = 0). 
If / b(z)j < J (J > I) and if this equation has a regular solution then ! w(z)/ < J. 
3. FUNCTIONS WITH POSITIVE REAL PART 
THEOREM 4. Let p(z) = a + p,z” + pn+lzn+l + ... be regular in U with 
p(z) + a and n > I. If z0 = r,,eiOo (0 < r0 < 1) and Rep(z,) = min\,!s,O Rep(z) 
then 
(i) z,,p’(q,) < - ’ ’ a - p(zo)‘2 < - + Re(a + p(zo)), 
2 Wa - ~(2~)) 
(4 R 
zoP”(%) e-+ 1>0, pr(zo) 
and 
(iii) Re zo2p”(zo) + xop’(zo) < 0. 
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Proof. If we let k = Rep(x,) and Q = {w 1 Re w 3 k} then 
v(5) = 
a - (2k - ix) ( 
l-5 
is a conformal mapping of U onto Q with q(O) = a. Setting co = @(A), 
from (6) we obtain 
P@o) - a 
6o = p(zo) - (2k - a) ’ 
- I 0. - P(Xo)12 
soV”(l;o) = 2 Re(a - p(zo)) ’ 
and 




We now use Lemma B to complete the proof of this theorem. By (a) and (b) 
of the lemma, and (7) we see that z,p’(z,) must be a negative real number and 
that (i) is satisfied. By applying (8) to (c) we obtain (ii). We obtain (iii) by 
multiplying (ii) by the negative number zop’(xo). 
In the special case when p(z) = 1 + pnxn + P~+#+~ + ... and Re p(zo) = 0 
then (i) is replaced by the simpler condition 
(i’) zop’(zo) ~ _ ‘tl + (1mP(Zo))21 ~ _ n 
2 2 . 
We will use this theorem to generate subclasses of functions with positive real 
part and also to show that certain second order complex differential equations 
have solutions with positive real part. We need to first describe the class of 
generating functions. 
DEFINITION 1. Let r = y1 + r2i, s = si + s2i, and t = t, + t,i. Let n be a 
positive integer, a a complex number satisfying Re a > 0 and Fn(a) the set of 
functions $(r, s, t): C3 --f C satisfying: 
(a) +(r, s, t) is continuous in a domain D of C3, 
(b) (a, 0, 0) ED and Re #(a, 0,O) > 0, 
(c) Re #(y2i, sl , 1 t + t2i) < 0 when (r,i, s, , t, + t2i) E D, 
s <- nIa--212 
11 2Rea 
and s1 + t1 e 0. 
We will let !Pm E YJI). 
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Remarks. (I) In the case a = 1 condition (c) simplifies to 
(c’) Re #(r,i, sr , t, + t&) < 0 when (rai, si , t, -+ tai) ED, 
s+-;(l +r,“) and Sl + t, < 0. 
For most of our applications we will have a = 1 and will need to check (c’). 







However, if Re #(r,i, sr , t, + tai) < 0 when si < - $ and si + t, < 0 or 
when s1 < 0, then condition (c) will still hold. These latter conditions are 
algebraically easier to work with although some generality is lost. 
(2) If #(Y, S, t) = h(r, s), where Re h(1, 0) > 0 and Re A(r,i, sl) < 0 when 
s1 ;= -n(l 1 ra2)/2, then (c’) will be satisfied. 
(3) If 4(y, s, t> = P(S, t), where Re ~(0, 0) > 0 and Re p(si , t, + t&) < 0 
when si -< -n/2 and s, + t, < 0, then (c’) will be satisfied, 
EXAMPLES. It is easy to check that each of the following functions are in !Pn 
for any n = 1, 2,...: 
slll(Y, s, t) = r + 2s + t + (1 - ?)/2; 
#z(Y, s, t) = X(Y, s) = Y + s; 
&(r, s, t) = p(s, t) = 2s + t + ;t ; 
h(r, s, t) = r + s + t; 
&(r, s, t) = re” + s + t. 
Note that #a will satisfy the weaker condition mentioned in Remark 1 whereas +i 
requires the stronger original condition. The function #J&Y, S, t) = Y + s + 
(1 - ra) is an example of a function that is in Ya but is not in ‘Pi . 
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THEOREM 5. Let II, E Yn(a) with corresponding domain D and let p(z) = 
a + p,z” + pn+l~n+l + ... be regular in U with p(z) + a and n > 1. If (p(z), 
zp’(x), 2p”(z)) E D when z E U and 
Re $(P(+ XP’(~, z7p”(4) > 0 when .z E u, (9) 
then Rep(x) > 0 for all z E U. 
Proof. Suppose there exists a point z0 = yOeieo E U, 0 < yt, < 1 such that 
0 = Re p(z,,) = mini z, cr, Re p(z). Applying Theorem 4 we obtain 
%P’kJ G - n I a - P(%Y 
2 R+ - PCGN 
and Re zo2p”(zo) T ASP’ e 0. 
Using these results and part (c) of the definition of yl,(a) we must have 
Re ~(pC4, .GP’(.Q), ~z~“(~O)) < 0. 
But this contradicts (9) and so we must have Rep(z) > 0 for all z E Li. 
Note that condition (9) is not a vacuous concept; p(z) = a + pnzn will satisfy 
(9) for small j p, 1 . 
Applying the theorem to #a , tJ4 , and &, we obtain, respectively: 
Re[2zp’(z) + z’p”(z) + +] > 0 3 Rep(z) > 0, 
Re[p(z) + zp’(z) + z?p”(z)] > 0 * Rep(z) > 0, 
and 
Re[p(z) ezp’(z) + zp’(z) + S’p”(z)] > 0 * Rep(z) > 0. 
We see that different 4 E ‘y,(a) generate, in a sense, functions with positive real 
part. 
This theorem also has an interpretation in terms of differential equations as 
given in the following theorem. The proof will not be presented as it follows 
immediately from Theorem 5. For simplicity we take n = 1. 
THEOREM 6. Let $I E ul,, and let q(z) be a regular function satisfying 
Re q(z) > 0. If the differential equation 
$(PW, ~P’@>Y Z2P”(4) = q(x) (P(0) = I), 
has a solution p(z) regular in U then Rep(z) > 0. 
As an example, if we apply this theorem to I/~ we obtain the Euler equation 
P(Z) + ZP’(4 + z2P”(4 = q(4 
Hence if q(x) is regular and satisfies Re q(z) > 0 then the regular solution p(z) 
must satisfy Rep(z) > 0. 
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4. HARMONIC FUNCTIONS 
In this section we use some results of the previous section and the fact that a 
harmonic function can be represented as the real part of a regular function to 
obtain some properties of harmonic functions. 
THEOREM 7. Let u(z) = u(x, y) be harmonic in U with u(O) = 1 and let 
w(z) be the harmonic conjugate of u(z) with u(O) = 0. If tkere exists z0 = r,e% E U 
suck that u(zO) = 0 and u(z) > 0 for 1 z 1 < y. then at the point x0, 
(a) xou, + you?/ < - *[l + I”] < - 3, 
(b) youz - w, = 0, 
Cc) %&o%, - Yo%zl + %CYo% + ~o%,l 3 +z2 + %2), 
(4 (~02 - ~02) um - 2~0~074m + xouz - yes < 0. 
Proof. If we let p(z) = U(Z) + k(s) then p(z) will be regular in U, p(0) = 1, 
Rep(.z,) = 0, and Rep(z) > 0 for 1 z 1 < r. . By Theorem 4 part (i) zop’(x,) 
must be real and must satisfy .zop’(zo) < -[l + zP(z,)]/2, that is 
(x0 + iY0) (u&o) + i%ho)) < -11 + 7%,)1/2. 
By comparing real and imaginary parts and using ul/ = -V, we obtain (a) and 
(b). Conditions (c) and (d) follow immediately from parts (ii) and (iii) of Theo- 
rem 4. 
Remarks. (1) Conditions (a) and (b) can be written in terms of directional 
derivatives as 
WZ”) . [x0 , Yol < - i> 
Vu(zo> . [yo 3 -01 = 0. 
From the second result we see that the gradient vector must be parallel to the 
vector [x0, yo] and from the first result we see that it must be in the opposite 
direction. The bound of - 4 seens geometrically surprising. 
(2) If x0 # 0 or y. f 0 then combining (a) and (b) we obtain, 
respectively, 
We now use the theorem to generate some positive harmonic functions. 
THEOREM 8. Let g(u, b, c, d, e) be a real continuous function defined in a 
domain D of R5 and suppose 
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(i) (1, 0, 0, 0,O) ED andg(1, 0, 0, 0,O) > 0, 
(ii) g(0, b, c, d, d) < 0 when (0, b, c, d, d) E D and b + c < - +. 
Let u(z) = U(X, y) be harmonic in U with u(O) = 1 and (u, xz1, , yuv , xul/ , yu,) E D 
when z E U. If 
Au, X% , Y% , XYy , Y&x) > 0 fOY.zE u (10) 
then u(z) > 0 for x E U. 
Proof. Since u(0) = 1, suppose there exists z0 E U such that u(q,) = 0 and 
u(x) > 0 for / z / < / x0 / . Then by Theorem 7 parts (a) and (b), and from (ii) 
we would have 
This contradicts (10) and hence we must have u(z) > 0. 
Note that for any g satisfying (i) and (ii) there are functions U(X) satisfying (10). 
For example, u = 1 + p,x + p2(x2 - y”) will satisfy (10) for (pi 1 and 1 p, / 
sufficiently small. 
It is easy to check that the following functions satisfy conditions (i) and (ii) 
of the theorem: 
g,(a, b, c, 4 e) = a + b + c + d - e, 
g,(a, b, c, 4 4 = 9 + b + c, 
g,(a, 6, c, d, e) = u2 + d - e, 
g,(u, b, c, d, e) = a2 + b + c + Q. 
Hence if U(X) is harmonic in U with u(O) = 1 then by Theorem 8 we have, 
respectively: 
~+(~-YY)~,+(x+Y)Y,~o~~(~)>o, 
xu, + yuy > - g * u(z) > 0, 
u2 + x24, - yuc > 0 =+- U(X) > 0, 
22 + xu, + yu, > - 4 z- u(z) > 0. 
5. APPLICATIONS IN UNIVALENT FUNCTION THEORY 
In this section we will demonstrate the usefulness of Theorem 5 by providing 
some very simple proofs for some well-known classical results dealing with con- 
vex and starlike functions. We will then use the theorem to obtain some new 
results relating the Schwarzian derivative to starlike and convex functions. 
Suppose that f (2) = z + a2z2 + ... is regular in U. We denote by S* the 
class of functions for which f (a) is univalent and f (U) is starlike with respect to 
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the origin. The condition Re[sf’(z)/f(z)] > 0, x E U, is necessary and sufficient 
for j E S*. We denote by C the class of functions for whichf(x) is univalent and 
f(U) is convex. The condition Re[zf”(x)/f’(x) + I] > 0 is necessary and suffi- 
cient for f E C. 
It is clear thatfE C implies Re[zf’(z)if(z)] > 0. Marx [5] and Strohhacker [9] 
obtained the stronger conclusion Re[zf’(z)/f(x)] > +. We will prove their 
result by a simple application of Theorem 5. 
THEOREM 9. Letf(z) = z + a2z2 + ... be regular in U. 
(i) Re[zf”(z)lf’(z) + 11 > 0 * Re[zf’(z)if(z)] > +, 
(ii) Re[xf’(~)lf(~)l > ji 3 Re[f(.4/4 > 4, 
and these bounds are the best possible. 
Proof. (i) Let p(z) = 2zf’(z)if(z) - 1. Then p(z) is regular in U, p(O) = 1, 
~f’W(4 = (2X4 + I)/2 and 
+I# + 1 = r@J2+ 1 + ~P’(4 
PM + 1 
= ?+vPW, ~P’W, (11) 
where#(r,s)=(r+ 1)/2+s/(r+ l).Ifwetaken=landD=(C-t-1) x 
C x C in Definition 1, then 1c, E Yr . From (i) and (11) we obtain Re t@(z), 
zp’(.z)) > 0 for z E U, and hence by Theorem 5 we must have Rep(z) > 0, for 
z E U. This implies that Re zf’(z)/f(z) > a. 
(ii) Let p(z) = 2f(z)/x - 1. Then p(z) is regular in U, p(O) = 1, and 
where #(Y, s) = 4 + S/(Y + 1). If we take D = (C - (-1) x C x C, then 
4 E Y, . From (ii) and (12) we obtain Re #(p(z), z+‘(z)) > 0, when z E U. Hence 
by Theorem 5 we obtain Rep(z) > 0, for z E U, which proves (ii). 
The convex function f(z) = z/(1 + ) h z s ows that the bounds are the best 
possible. 
We now prove a theorem which in its original form was proved by Sakaguchi 
[8]. Libera [3] and MacGregor [4] have extended it to its present form and are 
among the many authors who have applied it very successfully. We prove it 
directly by using Theorem 5. 
THEOREM 10. Let M(Z) and N(z) b e re 24 ar g I in U with M(0) = N(0) = 0, 
and let y be real. If N(z) maps TJ on o t a (possibly many-sheeted) region which is 
starlike with respect to the origin then 
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(i) Re-$$f->y, z~U*Res>y, ZEU, 
(ii) Resay, z~UaRe$<y, ZEU. 
Proof. (i) If we let p(z) = M(z)/N(z) - y, then Rep(O) = Re[M(O)/N(O)] 
- y = Re[M’(O)/N’(O)] - y > 0, and p(z) is regular in U. Setting l/a(x) = 
zN’(z)/N(x), we have Re(l/cu(z)) > 0, Re(or(z)) > 0, and 
MY4 
NW - Y = P(‘) + N’@) 
-p’(z) = p(x) + wp’(z) 
= a44, V’(4)> 
(13) 
where #(r, s) = r + NS. Since Re cz > 0 we have Re #(p(O), 0) = Rep(O) > 0, 
and Re #(r,i, si) < 0 when si < 0. Hence # E Yr , and since Re M’(z)/N’(z) > y 
from (13) we obtain Re #(p(z), +(a)) > 0. But by Theorem 5 this implies that 
Rep(z) > 0 for z E U, that is Re M(z)/N(z) > y for z E U. 
Condition (ii) can be obtained from (i) by replacing M(z) by --M(z). 
The next theorem is a result proved by Golusin [l, Theorem 51 using a very 
involved series of inequalities. We will prove it very simply by using Theorem 5. 
This result has many applications in proving distortion properties and coefficient 
inequalities (see [l]). 
THEOREM 11. If f (.z) = ~(1 + U,P + an+l~n+l + ...) E S*, with n > 1, 
then Re([f (z)/.z]“‘2) > 4. 
Proof. Let p(z) = 2(f(z)/z)“i2 - 1. Then 
p(z) = 2(1 + a,,9 + un+p~+l + ‘..),P - 1 = 1 + nu,.zn + ... 
and p(z) is regular in U. A simple calculation yields 
where #(r, s) = s/(r + 1) + n/2. Since #(l, 0) = n/2 > 0, and 
when sr < -n(l + r,*)/2, we have 4 E !Pn . Since f (z) E S*, from (14) we have 
Re @J(Z), z@(z)) > 0. Hence by Theorem 5 we must have Rep(z) > 0, and 
this proves the theorem. 
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Wote that (15) in the proof of the theorem requires the stronger form of 
Definition 1 and Theorem 5 involving ul, instead of Yi . 
In what follows we will let {f, Z} d enote the Schwarzian derivative (f”/f’)’ - 
(f”/f’)‘/2. There are several conditions relating the Schwarzian derivative off(z) 
to the univalency off(z) (see [7]). The following theorem relates the Schwarzian 
derivative off to the starlikeness (and univalency) off. 
THEOREM 12. Let u = ui + uai, v = vi + v&, w = wt + wpi, and let 
$(u, v, zc) be a complex-valued function satisfying: 
(i) 0(u, v, w) is continuous in a domain D of [C - {0}] x C x C, 
(ii) (1,1,O)~DandRe0(1,1,0)>0, 
(iii) Re B(u,i, v,i, w1 + wzi) < 0 when (u&, a$, wi + w2i) ED, uzv2 > 
(1 + 3u,‘)/2, and u2w2 > 0. 
Let f (z) = z + a2z2 + ... be a function regular in U with f (z).f’(z)/z # 0 and 
(zf ‘if, zf “If + I, z?{f, z}) E D when z E U. If 
Re Qf ‘if, zf “if’ + 1, z”(f, 21) > 0 when z E u, (16) 
then Re zf ‘if > 0, for z E U. 
Proof If we let P(Z) = zf ‘if then p(x) is regular in U, p(0) = 1, and a 
simple calculation yields 
zf #If’ i- 1 = p + xp’/p, 
and 
Therefore 
S{f, z} = (zp’ + .sp”)/p - (zp’/p)“/2 -t (1 - p?)/2. 
O(zf ‘if, zf “if’ + 1, z‘xf, 4) 
= O(P, P + ZP’/P, (ZP’ + Z?P”)/P - (zP’/p)2/2 + (1 - p7/2) (17) 
= #(P, 4, x”p”), 
where 
#(y, s, t) = fl(r, y + s/y, (s + q/r - (s/r)“/2 + (1 - r2)/2). (18) 
We will now show that # satisfies Definition 1. From (i), (ii), and (18) we obtain 
(a) $(I, s, t) is continuous in a domain, 
D, = {(u, u(v - u), u[w + (v - u)‘/2 - (1 - 4/2 - (v - u)] 1 (u, w, w) ED}, 
and 
(b) (1,0,0)~Di and Re #(l,O,O) =Re8(1, 1,O) >O. 
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If u,i = r,i, v,i = (ra - si/r,) i, and 
Wl + w,i = t,/r, + 3(siir,)a/2 + (1 + ra)2/2 - h + td i/r, , 
then if 
Sl < -(1 + y22)/2 and Sl + t, < 0, (1% 
then 
w2 3 (1 + 3~,‘)/2 and l&w2 3 0. (20) 
From (18), (19), (20) and (iii) we obtain 
(c) Re #(r i s 2 , 1 , t, + t2i) = Re B(u,i, v,i, wi + w,i) < 0 when 
$1 < -(I + r22)/2 and Sl + t, < 0. 
Hence from (a), (b), and (c) we see that 4 satisfies Definition 1 and J,/J E Yi . 
From (16) and (17) we obtain Re $(p, zp’, x’p”) > 0 for z E U. Therefore by 
Theorem 5 Rep(z) > 0 for x E U, that is Re sf’if > 0 andfE S*. 
The following functions satisfy conditions (i), (ii), and (iii): 
B,(u, v, w) = au + /3v + uw, with “,PER, a+/I>Oo, 
B2(u, v, w) = u(v + w). 
A 1 pp ying the theorem to 0i we obtain 
. x”{f, z}] > 0 3 Re F > 0. 
As a special case, taking cx = 1 and /I = 0 we obtain 
Re [F (1 i ~“{f, z})] > 0 =:% Re $L > 0. 
Applying the theorem to e2 we obtain 
Our final result relates the Schwarzian derivatives of a function to the con- 
vexity (and univalency) of the function. The proof of this theorem is similar to 
the proof of the previous theorem and will be omitted. 
THEOREM 13. Let u = u1 + u,i, v = vl + v,i, and let p(u, v) be a complex- 
valued function satisfying: 
(i) p(u, v) is continuous in a domain D C C2, 
(ii) (I, 0) ED and Re p(1, 0) > 0, 
(iii) Re p(u2i, vi) < 0 when vi < 0. 
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Let f(z)=z+a,x2+ ... be a function regular in U with f’(z) # 0 and 
(rzf “if’ f 1, z”{f, z}) E D when z E U. If 
Re &f “if’ + 1, ZYf, 4) > 0, fOY.zE u 
then Re(zf”/f’+ 1) >Ofor ZE U. 
The following examples satisfy conditions (i), (ii), and (iii) 
P&4 v> = u + 0121, Reol>O, 
p&, v) = u2 + VT 
ps(u, 21) = ue”. 
Applying the theorem to these examples we obtain: 
Re 
K 9 + 1) + az”{f, z}] > 0 =, Re F + 1 > 0, 
Re 
[i 





ez2(f,z) > 0 a Re -7- + 1 > 0. 
f 
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