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R E S U M O
Desenvolvemos no capítulo I os principais resultados de 
Geometria Diferencial Local que utilizamcs nos capítulos posterio­
res. No capítulo II apresentamos a métrica intrínseca de uma su­
perfície como forma de introduzir as geodésicas como arcos de 
comprimento mínimo. Tratamos da derivação covariante e aplicação 
exponencial. Analisamos o comportamento global das geodésicas. No 
capítulo III fizemos um estudo das superfícies que apresentam cur 
vatura gaussiana constante, estabelecendo uma isometria local en­
tre superfcies com a mesma característica. Classificamos também 
Geometrias Riemannianas Não Euclidianas. No capítulo IV tratamos 
das superfícies completas com curvatura constante. Utilizamos pa­
ra tal dentre outros aspectos a variação do comprimento de arco e 
as redes de Tchebychef. Fizemos uma analogia entre as topologias 
induzidas pelas métricas usual do e intrínseca da superfície.
Finalmente, apresentamos uma superfície abstrata com curvatura 
gaussiana constante negativa, mostrando um modêlo de Geometria 
perbólica.
A B S T R A C T
In Chapter I we present the principal results of the lo 
cal theory of differential geometry that will be used later. In 
Chapter II we present the intrinsic metric of a surface as an in­
troduction to geodesics as path of minimal length. We study the 
covariant derivative and the exponential map. We ther study the 
global behavior of geodesics. Chapter III contains a study of sur 
faces with constant Gaussian curvature and has as its principal 
result that spaces with the same curvature are locally isometric. 
We also classify the non-Euclidian (Riemanian) geometries. Chapter
IV treats complete surfaces, especially those of constant curvatu 
re. We use such techniques as Tchebychef sistems and variations 
of arc-length. We compare the Euclidian and intrinsic topology of 
surfaces. We terminate the dissertation presenting the idea of 
abstract surfaces and construct an abstract surface with constant 
negative Gaussian curvature, which gives us a model for hyperbolic 
geometries.
CAPÍTULO I
PRELIMINARES
1.1. INTRODUÇÃO
Neste capítulo faremos uma revisão dos conceitos fun­
damentais sobre curvas em R* e R^, Listaremos apenas os resul­
tados relativos a elas que serão utilizados nos capítulos seguin 
tes. Não faremos exposições longas a respeito de cada assunto. E 
vitaremos as demonstrações mais técnicas sempre que não houver 
prejuízo para a compreensão do texto. Admitiremos que o leitor 
tenha boa compreensão dos fatos de Ãlgebra Linear, Cálculo de Vá 
rias Variáveis, certos aspectos de Topologia, tais como espaços 
métricos completos e espaços de recobrimento e o teorema de exis 
tência e unicidade de soluções de Equações Diferenciais. Emprega 
remos a notação clássica sempre que possível. Para uma n-upla do
r ” usaremos ( x , ... ,x ). A fim de compatibilizar esta notaçao1 . n
com aquela utilizada em Geometria Analítica, denotaremos um par 
de R" por (u,v) ou por (x,y) e uma terna de por (x,y,z).
1.2. TOPOLOGIA DE R^
Uma bola aberta em de centro Po e raio 6>0 é o
conjunto dos pontos P e que distam menos que 6 de Pq; isto é,
(Po) = {P e R^ ; |P-P0 !< 6}.
Um subconjunto U de é um aberto de R^ se, para to
do ponto PeU, existe uma bola aberta B. (P) CU.
Uma vizinhança de um ponto Po em é um subconjunto
aberto de r ” que contam P o.
Sejam U C , V P oeU e f uma função de U em V. A
função f é contínua em Po se, para todo £>0 , existe ô>0 tal que
f (Bg (Po )^U)CB^ (f (P0) ) . ELa é contínua gíi\U se é contínua an todo ponto de U .
A função f;U ^ V é um homeomorfismo de U sobre f(U) se
f é contínua, injetiva e sua inversa f''^;f(U) “>■ U é contínua. Se 
existir um homeomorfismo de U sobre V, diz-se que U e V são ho -
meomorfos. Obviamente, se f é um homeomorfismo de U sobre V, f”  ^
é um homeomorfismo de V sobre U.
Um ponto P e é um ponto de acumulação de um subcon - 
junto UCíi^^ se, para toda vizinhança V de P, (V-{P})fíU  ^ cj).
Um subconjunto de é fechado se e somente se ele
contém todos os seus pontos de acumulação.
Uma cobertura aberta de um subconjunto U de é uma
família de subconjuntos abertos de cuja união contém U.
Um subconjunto U de é compacto se toda cobertura a
berta de U possue uma subcobertura finita=
Um subconjunto U de R^ é limitado se existe um número 
6>0 tal que para todo xeU, 1x1^6 .
0  teorema que enunciaremos a seguir é usualmente chama 
do de Teorema de Heine-Borel. Um subconjunto U de é fechado e 
limitado se e somente se U é compacto.
Um subconjunto U de é conexo se não existem dois
conjuntos abertos A e B cada um dos quais contém pontos de U tais
que UCÁÜB e A A B n U  = c})^ .
Dados dois pontos P e Q de um subconjunto U de R^, um
caminho em U de P ã Q é uma função contínua f: [a,b] U de um
intervalo fechado da reta em U tal que f(a)=P e f(b)=Q. Neste ca
so dizemos que P e Q podem ser ligados por um caminho em ü ou 
que f é um caminho que liga P a Q.
Um subconjunto U de é conexo por caminho quando qia^
quer dois pontos de U podem ser ligados por um caminho em U.
Sejam U um aberto em VCR, PeU e f uma função de U
em V. A função f é diferenciável em P se todas as derivadas par­
ciais de todas as ordens existem no ponto P. A função f é diferen 
ciável em U se ela é diferenciável em todo ponto de U.
Sejam U um aberto de VCR^, PeU, g uma função de
U em V e g ,g^ as funções coordenadas de g. A função g é di­
ferenciável em P se cada componente g^ r^U -> R , i=1,2,...,m é di
ferenciável em P. A função g é diferenciável em U se ela é dife­
renciável em todo ponto de U.
A matriz jacobiana da função g acima no ponto
P=( X ,,..,x ) é a matrizn
9x:
3g.m 9g.m
3x-
A transformação linear cuja matriz na base canônica do 
é a matriz g' (P) será denotada por Dg(P).
Uma função g:U V é um difeomorf ismo se g(U) é um a- 
berto em R^, g é injetiva e diferenciável e sua inversa
g  ^: g (U) U 
é diferenciável.
A regra da cadeia para funções de várias variáveis é
dada no seguinte teorema. Sejam f:ACR^ e g:BCR^ fun
ções definidas nos abertos A e B, tais que f(A)CB. Se f é dife­
renciável em PeA e g é diferenciável em f (P), então a função com 
posta gof:ACK^ {Rk é diferenciável em P e D ^^(p)=D (f(P))oI^(PK
Finalmente, enunciamos o teorema da função inversa. Se 
ja f:ACfl^ uma função diferenciável e PeA tal que D^(P) se
ja injetiva. Então existe uma vizinhança U de P contida em A tal 
que f(U) é um aberto em e a restrição de f a U, f (U)
é um difeomorfismo.
1,3. CURVAS EM r ”
Estudaremos curvas em suas propriedades fun­
damentais e o teorema de existência no caso n=2 .
Uma curva parametrizada diferenciável . é uma aplicação
f:I ->■ de um intervalo aberto I C R  em R^; ou seja, f é uma a- 
pli .cação que leva cada tel em um ponto f (t) = (f^  (t),..., f^ (t) ) , on
de as f^ são funções diferenciáveis para i=1,2,...,n. Denotando-
I ^
Se por f^(t) as derivadas de primeira ordem das funções f^ em re
lação à t, obtemos o vetor f' (t) = (f'(t),...,f ' (t)), chamado ve-1 n
tor velocidade da curva f no ponto t. A curva f é dita regular se
f  (t) 
f ' (t)
 ' )f'(t)í^O qualquer que seja tel. 0 vetor v(t)= -- —^ - e o vetor tan
gente,
A função comprimento de arco de uma curva parametriza­
da regular f:I .->- R^, a partir dq ponto to£l, é a função diferen­
ciável
s (t) = f ' (r) dr \/(f{r))^+...+(f'(r))^ dr 1 n
0 valor s(t) é chamado o comprimento de arco da curva f entre os 
pontos to e t. Se ocorrer que |f (t)|=1 para todo tel, então a 
curva f diz~se parametrizada pelo comprimento de arco e 
s(t)=|t-to .
Seja f:I uma curva parametrizada regular definida
por f(s)= (x(s),y(s)), sei. O vetor normal de f no ponto s é o ve 
tor
f ■ (s)
A curvatura de f no ponto s é o número real k(s)=<f''(s),n(s)> , 
onde <,> denota o produto interno de .
Poderíamos mostrar que dada a função k existe pelo me­
nos uma curva parametrizada pelo comprimento de arco, tendo cur 
vatura k(s). Notemos que a existência de uma curva com curvatura
k(s) implica a existência de uma infinidade destas. Suponhamos a 
curva f(s)= (x(s),y(s)) com curvatura k(s). a curva
g(s) = ( cos(J)x (s)+sen<|)y (s)+a , -sen<})x (s)+cos4)y (s)+a ) também tem
1 2
curvatura k(s), quaisquer que sejam a ,a ,0 eR. Por outro lado,
1 2
se fixarmos um instante s=s , um ponto P=(p ,p ) do plano e um
0 1 2
vetor unitário v, então existirá uma única curva parametrizada pe^
lo comprimento de arco a com curvatura k(s)^ passando por P com 
velocidade v no instante s^. Sendo p^ ,p^  como acima e
0 (t)= f k(r)dr 
Js,
teremos
a(s) = (p + I cos (0 (t)+(j))dt, p + I sen (0 (t)+(|))dt) .
Isto é conhecido como o Teorema Fundamental das Curvas Planas.
Seja f:I uma curva parametrizada pelo comprimento
de arco, definida por f(s)= (x(s),y(s),z(s)), sel. O número real 
k(s) = If'' (s) I é chamado curvatura de f em sei. Quando tivermos pa 
ra todo sei, k(s)>0 , o vetor normal a f em sei é definido por
f ■ ■ (s)
Sendo t(s) o vetor tangente definido acima temos o vetor 
b(s)=t(s)x n(s)
que é chamado vetor binormal a f em sei. 0 referencial ortonormal 
{t,n,b} é chamado Triedro de Frenét da curva f em sei. 0 número 
real a(s) dado por b '(s)=a(s)n(s) é chamado torção da curva f em 
s.
1.4. SUPERFÍCIES REGULARES
Sejam U um aberto em , VC e X uma função de U 
em V dada por X(u,v)= (x(u,v),y(u,v),z(u,v)). Para as derivadas 
parciais de X em relação ã u e ã v usaremos a notação
X =X (u,v)= — (u,v) = (— (u,v) ,-^(u,v) (u,v) )
9ú 3u 9u 9u
X„ =X (u,v)= — (u,v)= — (u,v) ,-^(u,v) ,— (u,v) ) .
9v 9v 9v 9v
Um subconjunto M do chama-se uma superfície re­
gular se para cada PeM, existe uma vizinhança aberta W de P em R^ , 
um aberto U de R^ e uma aplicação X:U -»■ V=MnW tal que são sa­
tisfeitas as seguintes condições.
(i) X é um homeomorfismo de U sobre V;
(ii) X tem derivadas de todas as ordens em U; e
(iii) VQeU, DXq é injetiva.
A aplicação X é dita um sistema de coordenadas locais em P, en­
quanto que V é dita uma vizinhança coordenada de P em M. Na defi 
nição dada podemos nos restringir à vizinhanças conexas. Salvo 
menção contrária, M denotará uma superfície regular conexa, dora 
vante dita apenas superfície M.
Uma parametrização de um conjunto M C o u  superfície 
parametrizada é uma aplicação X:U -> M, onde U é um aberto do R"
satisfazendo (ii) e (iii).
Observamos pelo teorema da função inversa que uma paramétré
zação pode ser restringida a um sistema de coordenadas locais
X: U ^ X(U);
uma parametrização não necessita ter a propriedade (i), ou seja, pode 
ter auto-intersecção na sua imagem.
A condição (iii) acima é denominada condição de regula 
ridade da superfície M. O fato de ser DX^ uma função injetiva si^
nifica que a matriz jacobiana
9x 9x
X ’(Q) =
3u
9u
9u
9v
ÈX
9v
9v
tem posto 2 , ou o que é o mesmo dizer que os vetores-coluná des­
ta matriz são linearmente independentes. Disto segue que 
X^(u,v) X X^(u,v) 0, V(u,v)eU.
Desta forma fica definido em cada ponto de M o vetor não nulo
X X X
N(u,v)= — ----^(u,v) ,
l^u ^
chamado o vetor normal de M no ponto (u,v), relativamente ao sis 
tema de coordenadas X .
Assumiremos ao longo de todo esse nosso trabalho que a
superfície M não seja a faixa de Môebius, que é a única superfí­
cie do que não é não é orientável.
Dado o ponto P da superfície M, consideremos o conjun­
to Cp de todas as curvas g:I -> M com g(0)--P. O plano tangente ã
superfície M em P é definido por ,
Tp(M) = {P} X { g'(0) : geC^ } .
Diz-se que um elemento de T^(M) é um vetor tangente ã superfície
M em P. A definição de plano tangente é independente do sistema 
de coordenadas da aiperfície M como se pode observar. Geralmente, 
suprimimos P da notação acima, escrevendo apenas 
Tp(M) = {g’(0 ) : geC^ }.
Queremos, agora, uma caracterização de T^ÍM) em termos 
de um sistema de coordenadas locais.
PROPOSIÇÃO 1
Sejam M uma superfície, PeM e X(u,v) um sistema de coor 
denadas de uma vizinhança de P. 0 conjunto (M) de todos os ve
tores tangentes ã M em P é um espaço vetorial e é gerado pelos ve 
tores e em P. Além disso, { X^,X^,N } forma uma base de
A demonstração se baseia no seguinte fato. A construção 
de Tp(M) não depende da curva g globalmente e sim em uma / , viz^
nhança local de O ( e de P ). Seja X:U^ V um sistema de coorde­
nadas locais ao redor de P. Há uma relação biunívoca de curvas 
em V passando por P e curvas em U passando por X”’^ (P) . Simbólica 
mente temos
{ f:I U } ^  { Xof:I ^ V } .
Assixmindo, por simplicidade que X ^(P)=0, temos duas curvas espe 
ciais em U, f^(t)=(t,0) e f^(t)=(0,t). Assim,
(Xof^)’(t) = X^(t,0) e (Xof^)'(t) = X^(0,t).
Portanto,
(Xof^)'(0) = X^(0,0) e (Xof^)'(0) = X^{0,0)
determinam elementos de T^ÍM). Usando as considerações feitas, o 
restante da demonstração é um cálculo rotineiro.
Sejam M uma superfície, P um ponto de M e X:U -> V um 
sistema de coordenadas de uma vizinhança V de P. Suponhamos que
P=X(u ,v ). As curvas
0 0
u X (u,v )
0
e v X (u , v)
0
em M são chamadas linhas (ou curvas) coordenadas de M no sistema 
de coordenadas X e os vetores X^(u,v) e X^(u,v) são os vetores
tangentes ãs linhas coordenadas em P.
1.5. FORMAS FUNDAMENTAIS
Seja M uma superfície regular e P um ponto de M. A apU
cação
I; T (M) R 
P
w I (w) = <w,w> = ! w M
é dita a primeira forma fundamental de M em P.
Consideremos um sistema de coordenadas locais X(u,v) de
V C M  contendo o ponto P = X(u ,v ) onde (u ,v )eUCR^„ Como
0 0 0 0
{X^,X^} é uma base de T^(M), qualquer vetor weTp(M) pode ser es­
crito na forma w=aX^+bX^, onde a,b e R. Nestas condições temos pa
10
ra a primeira forma fundamental em P a seguinte expressão:
I(w) = a"<J(^,X^> + 2 ab<X^,X^>+ b"<X^,X^>.
Vamos empregar a notação a seguir:
E(u ,v ) = <X (u ,v ),X (u ,v )>,
0 0  U q o  U o o
(1.1) F(u ,v ) = <X (u ,v ),x (u ,v )>, e
0 0  U q o  V o O
G(u ,v ) = <X (u ,v ),X (u ,v )>,
0 0  V o o V o O
de modo que a primeira forma fundamental de M em P é
(1.2) I(w) = a"E + 2abF + b"G.
Calculamos (1.1) e (1.2) no ponto (Uj,,v^)eU. Ã medida 
que variamos (u,v) em U, ficam definidas as funções diferenciá - 
veis E,F,G:U da seguinte forma;
E(u,v) = <X^(u,v),X^(u,v)> ,
(1.3) F(u,v) = <X^(u,v),X^(u,v)> ,
G(u,v) = <X^(u,v),X^(u,v)> ,
as quais recebem o nome de coeficientes locais da primeira forma 
fundamental relativamente ao sistema de coordenadas X(u,v) de 
VCM. A primeira forma fundamental pode ser expressa assim :
(1.4) I(w) = a"E(u,v)+2abF(u,v)+b"G(u,v).
Ê de notar-se que a primeira forma fundamental é independente do 
sistema de coordenadas, enquanto que os coeficientes E,F,G depen 
dem do sistema de coordenadas. A equação (1.4) é válida somente 
no domínio de definição de E,F,G; isto é, em U.
PROPOSIÇAO 2
Utilizando a notação anterior, valem as seguintes pro­
priedades para os coeficientes E,F,G:
(i) E,G>0, e
(ii) EG-F">0.
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DEMONSTRAÇÃO;(i) E decorrência imediata da definição.
(ii)Usando a identidade de Lagrange, obtemos
X X X u V = <X ,X ><X ,X > - <X ,X >U U V V U V
Substituindo os valores (1.3) e a condição de regularidade da su
2
perficie M, encontramos 0< X^ x x^ = EG-F^.
c.q.d.
No §1.4 vimos que, dado um sistema de coordenadas 
X(u,v) de uma vizinhança V de uma superfície M com (u,v)eUCií^ , 
então a cada curva parametrizada f:ICR U corresponde uma cur­
va parametrizada g=Xof em M com vetor tangente
g'(t) = u'(t)X^+v* (t)X^. Segundo a definição de comprimento de
arco (página 4), temos que o comprimento de arco de g desde o 
ponto t até t é
s(t) = a ’(r) dr
Disto segue que
ou seja.
<g'(r),gMr)> dr V K q ’ (r(g ))dr
to
s(t) = I V(u'(r))^E+2u'(r)v'(r)F+(v'(r))^G dr
Se w e w são vetores não nulos de T (M) e
1 2  P
yulo entre eles, então temos por definição
<w ,w >
e o an-
COS0 =
W i !|W2
Tomando-se w X e w = X , temos que o ângulo entre as linhas1 u 2 V
coordenadas do sistema de coordenadas X(u,v) de V C M  é dado por
12
COS 0 = ---- ,
\/eg
donde se conclue que as linhas coordenadas são ortogonais se e ^  
mente se F=0 em todo ponto de U.
Uma região em é um conjunto conexo e limitado de 
cuja fronteira é homeomorfa a uma circunferência e é formado por 
um número finito de traços de curvas regulares. Diz-se que a re - 
gião é fechada se ela contém sua fronteira. Um subconjunto Q, de 
uma superfície M é uma região contida em uma vizinhança coordena 
da V de M, se existe um sistema de coordenadas locais X:U V tal 
que = X(Z), onde ECU é uma região de . A região é fecha­
da e limitada se E é fechada e limitada. A área da região é o 
número real positivo A(Í2) dado por
A(fi) = J j X^ X x^ dudv = J  J  \/EG~F^ dudv,
onde E,F,G são os coeficientes locais da primeira forma funda­
mental de M relativamente ao sistema de coordenadas X:U VCM, 
A aplicação IIsT^ÍM) R
w II(w) = <g'' (t ),N(u ,v )>,
0 0 0
onde g é uma curva diferenciável em M tal que g(tn) = P e
g'(to) = w, é chamada a segunda forma fundamental de M em P. Sen 
do X(u,v) um sistema de coordenadas de uma vizinhança coordenada 
de M contendo P, utilizaremos a notação tradicional para as se 
gundas derivadas.
X = , X, ^ , e X = Ü J  .
3u' ^du 3v"
Definindo a terna e,f,g em P = X(u ,v ) por
0 0
e(Uo,Vo) <X^^(Uo,Vp) ,N(Un,Vo)>,
f(u0,Vo) = <X^^(Uo,Vo),N(Uo,Vo)>, e 
g(Uo,Vo) = <X^^(uo,Vo),N(uo,Vo)>,
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temos para a segunda forma fundamental de M em P a seguinte ex - 
pressão:
II(w) = a"e(uo,vo)+2abf(uo,vo)+b"g(uo,Vo)
onde w = aX^+bX^eT^(M). Ã medida que o ponto (uo,Vo) varia em
ü, ficam definidas as funções diferenciáveis e,f,g:U ->• SR da se - 
guinte maneira:
i(u,v) = <X^^(u,v),N(u,v)>,
(1.5) f(u,v) = <X^^(u,v),N(u,v)>, e
g(u,v) = <X^^(u,v),N(u,v)>,
as quais recebem o nome de coeficientes locais da segunda forma
fundamental, que pode apresentar-se como
(1.6) II(w) = a"e(u,v)+2abf(u,v)+b"g(u,v)o
PROPOSIÇÃO 3
Para,um sistema de coordenadas X(u,v) de uma vizinhança 
coordenada V da superfície M, valem as relações:
(i) = -<X^,N^>,
(11)
(iii)
onde e significam, respectivamente, as derivadas parciais 
em relação ã u e ã v do vetor normal N(u,v) de M.
DEMONSTRAÇÃO: Sendo {X^,X^} uma base de T^(M) e N o normal de M
segue que <X^,N> = <X^^,N> =0 de modo que
(i) 0 =. <X ,N> = <X ,N> + <X ,X >.u ' u UU' u ' u
Portanto,
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(ii) 0= <X ,N > =< X ,N > + < X ,N >u ' V uv' u ' V .
0= <X ,N > =< X ,N > + < X ,N >v' u uv' v' u .
Somando-se as duas equações obtemos
0= 2< X^^,N > +< X^,N^> + < X^,N^>
Desta, segue que
< X ,N > = - •i< X ,N > - 4-<X ,N > . uv' 2 u v 2 v ' u
(iii) 0=< X ,N > =< X ,N > + <X ,N > .
V V v v ' V ' V
Portanto,
< ^vv'^ ^v'^v >•
c.q.d.
Notamos anteriormente que a primeira forma fundamental 
é indq^ enõfente do sistena de ODorcÈnadis considerado . no entanto a se^ 
gunda forma fundamental foi definida em termos do vetor normal ã 
superfície que, por ser definido por um produto externo, é depen 
dente dos vetores X^ e e , consequentemente, do sistema
escolhido. No entanto, esta variação é no máximo em sinal.
1.6. CURVATURA NORMAL
No que segue X:U -> V denotará wm si.sbsma de coordenadas de 
xjna vizinhança V de um ponto P da superfície M, N(u,v) denotará 
o vetor normal de M em P, T^(M) denotará o plano tangente e 
E,F,G,e,f,g, os coeficientes locais da primeira e segunda formas 
fundamentais relativamente a tal sistema de coordenadas.
Chama-se curvatura normal de M em P , à função diferen­
ciável
k : T (M) - {0} R
^ P
, , , II(w)W k (w)= -----
I (w)
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O valor da função curvatura normal de M em P chama-se curvatura 
normal de M em P segundo a direção do vetor w. Como II(w) é de­
pendente do sistema de coordenadas , a cur^/atura também é dependen­
te do sistema. Como esta dependência é no máximo em sinal, 
algumas vezes é conveniente definir a curvatura normal em valor 
absoluto. Observa-se facilm.ente que para todo número real não
nulo X, tem-se k (^w)=k (w).n n
TEOREMA 4
Seja P eM.
(i) Se k^é constante em T^ (M) , então k^.^ assume valor
minimo e valor máximo em qualquer vetor unitário weT (M),
P
(ii) Se k^ não é constante em T^(M), então existem ve­
tores unitários Wi^,W2ÊT (M)- {0} tal que k assume valor mínimo
P ^
em w e valor máximo em w 2- Se z 1 , z 2 eT^ (M)-{ 0 } são .dois vetores 
tais que k^(z^) é mínimo e k^(Zg) é máximo, então Zi é ortogonal
ã Z y .
DEMONSTRAÇÃO: (i) Trivial.
(ii)Daremos apenas uma idéia da demonstração. Os 
detalhes podem ser encontrados em Notas de Geometria Diferencial 
por Keti Tenenblat (páginas IV-81, 82, 83).
Para provar a existência de vetores v/i e W 2 que 
dão as direções de curvatura normal mínima e máxima, considera- 
se a função diferenciável
k^ : (0 ,0 ) } R
(a,b) k ( (a,b) )=
I((a,b))
1 6
Como para todo 0 temos ((Aa,Ab))=k^((a,b)), para obter os va 
lores mínimo e máximo de k^, basta restringir k^ ã circunferência 
unitária C de centro (0,0). Como C é compacta e k^ é contínua, e- 
xistem pontos (ai,bi), (a2 ,b2 )eC tais que ki=k^((ai,bi)) e 
kz=k^((a2 ,ba)) são os valores mínimo e máximo de k^ restrita â C.
A seguir considera-se dois vetores Zi=(ai,bi) e Z2 ={a^,h2) 
tais que k^ (z^  ^) :i:k;^ e k^(z2 )= k^  são os valores mínimo e máximo , 
respectivamente, da função k^. Deve-se provar que zi e Z2 são 
ortogonais. Como (ai,bi) e (a2 ,b2 ) são pontos extremos da função 
k^, as derivadas parciais de k^ se anulam nestes pontos.Chega-se,, 
assim, ã equação
(kl—k2 ) (ai aa E 0+a 1 b 2 F 0+a2 bi F 0+bi b2 Go) =0 .
Como ki/ka, temos <Zi,Z2>=0 .
Os unitários de Zie Z2 são os vetores procurados.
c.q.d.
Os vetores unitários e ortogonais wi e W 2 são denomina 
dos direções principais de (M), enquanto que ki e k 2 são deno­
minadas as curvaturas principais.
Definimos, agora, uma das principais ferramentas de 
nosso trabalho. A curvatura gaussiana ou curvatura total da su­
perfície M no ponto P é o produto das curvaturas principais; is­
to é ,
K(P) = kik2 .
Definamos também a curvatura média da superfície M no ponto P co 
mo sendo a média entre as curvaturas principais; isto éc
H(P) = ~ (ki+k2 ).
Já observamos que a curvaturíi normal é dependente do 
sistema de coordenadas e que ao considerarmos um secju.rdo sistema
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para a superfície, a curvatura normal, no máximo, altera o sinal 
Mesmo que a curvatura normal mude de sinal, a curvatura gaussia­
na não muda. Por exemplo, se tomarmos outro sidema decoorcfenadas que
nf /V
mude o sinal de k^, de modo que se tenha novo kj (P) e novo kaíP),
•V ~
notamos que -k^ (P) = k^  (P) e -k^ (P) = kz(P). Assim^
K(P) = ki(P)k, (P) - (-k., (P) ) (-kl (P) ) = kl(P)k2 (P)
não depende do sistema de coordenadas.
Ao contrário da curvatura gaussiana, a curvatura média 
depende do sistema de coordenadas. De fato,
H(P) = -^(ki+ka) = -^ (—ki—ka) = - -^(ki+ka)"^ •
A proposição a seguir nos dá K(P) e H(P) a partir dos 
coeficientes locais da primeira e segunda formas fundamentais em 
P. Como a demonstração é bem técnica não a faremos. Ela pode ser 
encontrada na bibliografia mencionada antes (páginas IV-87,88).
PROPOSIÇÃO 5
Seja X:U V um sistema de coordenadas de uma vizinhan­
ça V de uma superfície M tal que X(u q ,Vo) - P. Então
(i) K(P)= |2 5 |; .
(ii) H(P)= . ,
chama-se ponto umbílico da superfície M a todo ponto 
em que k,^ Os pontos em que ki e k ? tem o mesmo sinal são cha
mados pontos elípticos. Aqueles em que ki e kj tem sinais diferen 
tes são chamados pontos hiperbólicos. Se uma das curvaturas prin­
cipais é nula e a outra não, então o ponto chama-se parabólico , 
enquanto que aquele onde as curvaturas principais são nulas são
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chamados pontos planares.
Veremos no capítulo III que a curvatura de um plano é 
nula. Portanto, todo vetor unitário de T^ÍM) é um vetor principal; 
isto é, define uma direção principal.
O teorema a seguir é conhecido com o nome de Teorema de
Euler.
TEOREMA 6
Sejam e k 2 as curvaturas principais da superfície M 
no ponto P, e W 2 as direções principais da superfície M em P.
Se weTp(M) é um vetor unitário, então w=cos9wi + senGwa e
k^ (w) =k j^ cos^  0 + kgsen^e ,onde 0 é o ângulo formado por Wi e w 2 /.me­
dido no sentido anti-horário, a partir de Wi ,
DEMONSTRAÇÃO: Vamos apresentar um esboço da demonstração. Os de 
talhes podem ser encontrados em Notas de Geometria 
Diferencial por Keti Tenenblat ( páginas IV-8 6 , 87 ).
Sejam Wi=a iX^+biX^ , w 2 = a aX^+b gX^, tais que
k i=kj^  (Wj )ek^ (W2 ) =k2 . Expressando w na base { X^,X^ e usando o
fato que w = 1 chega-se ã equação
k^ (w) =ki cos 0^ +k2 sen^ 0 +2 (aia2eo+aib2 fo+a2bif(,+
+bib2go) senBcos 0 , 
onde eo,fo,go indicam os coeficientes da segunda forma fundamental
em P, relativamente ao sistema de coordenadas X(u,v) de uma vizi­
nhança coordenada de P. Para provar que
A=aia2eo + aib2fo+a2bif(,+bib2g(, = 0 ,
usa-se o fato que ki < k^(w) á kz implica em
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2Asen9cos0 á {k2 -kx)cos"0 .
Analisa-se esta última expressão numa vizinhança do ponto 0--
Sejam üe U* abertos cte K" , X:u->-VcM e Y;U* -> V*cM* sistèínas 
de coordenadas deVeV* , respectivamente, dados por X(u,v) e
Y(0,({)), tal que VAV*=V  ^ (f), Seja W o aberto de U que X aplica 
sobrejetivamente em V e W* o que Y aplica sobrejetivamente em V 
(figura 1). Chama-se mudança de parâmetros ã aplicação injetiva 
T: W W*
-  -1
(u,v) i-T(u,v)=Y (X (u,v) ) = (0 ,c()) .
Segue que
detT (u,v):
6 0 
ôu 
ôct> 
6u
60
6v
6(J)
ôv
(FIGURA 1)
PROPOSIÇÃO 7
Se P é um ponto de uma superfície M, então existe um 
sistema de coordenadas X(u,v) de uma vizinhança V de P em M no 
qual as direções das linhas coordenadas são direções princi ~ 
pais.
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DEMONSTRAÇÃO; (i) Suponhamos que P seja um ponto umbílico. Qual­
quer direção é uma direção principal . Portanto , 
qualquer sistema de coordenadas contendo P satifaz a proposi­
ção.
(ii) Suponhamos que P não seja um ponto umbílico. 
Seja X(u,v) um sistema de coordenadas contendo P, Admitamos que 
as direções principais em T^(M) sejam os vetores ^ '^ 2 ' tendo
coordenadas (a,b) e (c,d), respectivamente, na base {X^,X^} de
Tp(M). Consideremos a transformação linear dada por 
T(0,({)) = (a0 + C({), b0 + d(j) ) .
3ai
✓ V
b d
Suponhamos que seu determinante seja nulo. Neste caso, temos
ad=bc o que nos permite concluir que as direções principais
são iguais, logo as curvaturas principais são iguais. Mas isto
contradiz a hipótese de que P é um ponto não umbílico. Temos um
novo sistema de coordenadas de uma vizinhança do ponto P, dada por
Y{0,(í))= X(T(0,(j)) ) =X(a0 + ccj), bO + d(f)) .
Alein disso, as equações
Y.= X (a0+C(j)) + X -^(b0+d(j)) = aX + bX e
^  ^ d0 d0 u V
Y = X (a0+C(J)) + X -^(b0+dcj)) = cX + dX ,
^ d<j) d(j) u V
nos mostram que as linhas coordenadas de Y estão nas direções
principais w. e de T (M) .
 ^  ^ P c.q.d.
1.7. LINHAS ASSINTÓTICAS
Diremos que um vetor não nulo de T^ÍM) é uma direção
assintótica de M no ponto P se a curvatura normal segundo este 
tor é nula. Uma curva regular f;I M é chamada uma linha assintó 
tica de M, se para todo tel, f  (t) é uma direção assintótica de M 
em f(t). Como a curvatura normal segundo qualquer direção de um 
plano é nula, segue imediatamente que toda curva de um plano é 
uma linha assintótica deste plano. Os vetores tangente a esta 
va determinam as direções assintóticas do plano. Toda reta ou se^ 
mento de reta de uma superfície é uma linha assintótica desta su­
perfície, pois a curvatura normal segundo uma reta é nula.
Seja X(u,v) um sistema de coordenadas de uma vizüiança ooor 
denada V da superfície M e h uma curva regular em M cujo traço ^  
tá contido em V. A curva h é dada por h (t)=X(u{t),v(t)). Nestas 
condições temos as proposições a seguir.
PROPOSIÇÃO 8
A curva h é uma linha assintótica de M se e somente se 
(u'(t))^e + 2 (u ' (t) ) (v' (t) ) f + (v'(t))^g =0 , para todo t, onde 
e=e(u,v),f=f(u,v) e g=g(u,v).
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DEMONSTRAÇÃO : Pela definição acima, h'(t) é uma direção assintóti
ca de M se e somente se
d.V) (I , (t) )-(u' (t) )^e + 2 (u' (t) ) (V' (t) )f + (V(t))^g
(u‘ (t) )^E + 2(u' (t) ) (v' (t) )F + (v'(t))^G
é igual a zero.
Portanto, h é linha assintótica se e somente se
(1 .8 ) (u'(t))^e + 2 (u’ (t) ) (v' (t) ) f + (v'(t))^g = 0
c.q.d.
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PROPOSIÇÃO 9
Seja P um ponto de uma superfície MeX(u,v) um sistema 
de coordenadas de uma vizinhança V de P. Então as linhas coorde- 
das de M são linhas assintóticas se e somente se e = g = 0.
DEMONSTRAÇÃO; Suponhamos que as linhas coordenadas com v constan 
te ( v' = 0  ) são linhas assintóticas. De ( 1.8 ) 
vem que (u'(t))"e = 0. Como u'(t) ^ 0, segue que e = 0.
Suponhamos que as linhas coordenadas com u constan 
te ( u' = 0 ) são linhas assintóticas. De { 1.8 ) vem que 
(v'(t))"g = 0. Como v '(t)  ^ 0, segue que g = 0.
Sendo que todas as linhas coordenadas são linhas assin 
tóticas, temos e=g=0 .
Seja h uma linha coordenada de M. Suponhamos que e=g=0. 
Pela proposição 8 temos que provar que
(u'(t))"e + 2(u'(t) ) (V- (t) )f + (V(t))"g = 0, 
que é o mesmo provar que 2 (u'(t))(v'(t))f = 0 .
Quando h é uma linha coordenada temos que ou u'=0 ou v'=0, e a equaçã 
acima fica satisfeita. Logo, h é uma linha assintótica de M.
c.q.d.
PROPOSIÇÃO 10
Seja P um ponto hiperbólico de uma superfície M. Exis­
te uma vizinhança V de P em M, tal que por cada ponto de V passam 
duas linhas assintóticas.
DEMONSTRAÇÃO; Seja P um ponto da superfície M e X(u,v) um sistema 
de coordenadas de uma vizinhança V de P. Como P é 
hiperbólico, temos que a curvatura gaussiana K em P é negativa. 
Sendo a função K contínua em V segue que existe uma vizinhança 
V ^ C V  tal que K é negativa em V ^ . Fixemos um ponto X(ui,Vi) em V^ . 
Procuramos duas curvas f (t) = X(u(t),v(t)) em Vi tais que u = u(t) 
e V = v(t) satisfaçam (1.8). Como todos os pontos de são hiper 
bólicos, podemos fatorar (1 .8 ) em duas equações diferenciais da 
forma au'+bv' = 0. Pelo teorema de existência e unicidade de equa 
ções diferenciais cada equação destas tem solução única atendendo 
a condição inicial fixada, u(0 ) = Ui e v(0 ) = v^.
c.q.d.
Finalizando o parágrafo, vamos dizer que em um ponto e 
líptico não há direções assintóticas ( K>0 ), em um ponto parabó 
lico existirá uma única direção assintótica ( K = 0 ), a qual ox 
responde a curvatura principal nula e em um ponto planar toda 
direção é assintótica ( = kj; = 0 ) .
1.8. LINHAS DE CURVATURA
Uma curva regular f:ICK -t^ M em uma superfície M é cha 
mada uma linha de curvatura de M se, para todo tel, f'(t) é uma 
direção principal de M em f(t), Toda curva de um plano é uma li­
nha de curvatura deste plano, pois todo vetor unitário do plano 
determina uma direção principal.
Como f '(t) é uma direção principal, temos que a curva 
tura normal segundo a direção do vetor f'(t) é uma curvatura prin
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cipal. Portanto, para cada t, as derivadas parciais da função 
curvatura normal segundo esta direção são nulas. A equação (1.7) 
pode ser escrita assim:
k^(f (t) ) [ (u' (t) =^ E+2 (u’ (t) ) (v' (t) )F+ (v* (t) ) ^ G] =
(u' (t) )^e + 2 (u' (t) ) (v‘ (t) )f+(v' (t) )^g. 
Fazendo-se as derivadas parciais e omitindo a variável, obtemos as 
equações
(1.9)
( 2u 'E+2v 'F ) = 2u'e+2v'f , e
k^( 2u 'F+2v 'G ) = 2u'f+2v'g .
Explicitando k^ em cada uma das equações acima e igualando-as te­
mos
í I í- í /- »u e + V f _ u f + V g 
u ’E + v 'f  u 'f + v 'G
Esta igualdade nada mais é do que a seguinte:
(v')  ^ -u'v' (u')'
(1.10) E F G = 0
e f g
A relação (1.10) é uma condição necessária e suficiente para que 
a curva f seja uma linha de curvatura de M.
PROPOSIÇÃO 11
As linhas coordenadas de um sistema de coordenadas 
X(u,v) de uma vizinhança coordenada V de uma superfície M sem pon 
tos umbílicos são linhas de curvatura de M se e somente se F=f=0. 
Além disso,
k - ® e k - 2
E ® ^2 " G
são as curvaturas principais.
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DEMONSTRAÇÃO: Apresentaremos um esboço da demonstração. Os deta­
lhes podem ser encontrados, em M,M. Lipschutz - Teo 
ria e Problemas em Geometria Diferencial { páginas 197, 198 ),
Sendo as linhas coordenadas linhas de curvatura, seus 
vetores tangentes estão nas direções principais. Disto segue que 
F=^ 0, Da equação (1.10) e da proposição 2 vem que f = 0 e a primei­
ra parte da proposição fica demonstrada. Usando (1.7) e a primei 
ra parte da proposição 1 1 chega-se ã demonstração da segunda par 
te,
c.q.d,
A proposição anterior nos mostrou que é sempre possível 
encontrar xim sistema de coordenadas de uma vizinhança de um pon­
to não umbílico no qual as linhas coordenadas formam duas famí ~ 
lias ortogonais de linhas de curvatura.
Quando a superfície possui um ponto umbílico P, podem 
existir ou não linhas de curvatura passando por P.
A proposição a seguir estabelece uma fórmula, denomina 
da Fórmula de Rodriguez, que caracteriza completamente as direções 
principais e, consequentemente, as linhas de curvatura de uma su 
perfície M com vetor normal N(u,v), relativamente ao sistema de 
coordenadas X(u,v) de uma vizinhança VCM.
PROPOSIÇÃO 12
Seja f:(a,b) ^ M uma curva regular, X: ^ M um siste 
ma de coordenadas locais tal que f ( (a,b) ) C X(a^^) . Então 
f(t)=X(u(t),v(t)) é uma linha de curvatura de M se e somente se 
existir uma função À tal que
(1 .1 1 ) (t) f ' (t) - 0
dt
para todo te(a,b).
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Ainda mais, X (t) = k^(f(t)) é uma curvatura principal de M em f(t)
DEMONSTRAÇÃO ; Para provar esta proposição usa-se as equações (1.5) 
e (1-10) e a proposição 3 para encontrar um vetor 
que esteja numa direção principal. A recíproca consiste em tomar 
o vetor obtido e chegar à equação (1.10). Os detalhes da demonstra 
ção podem ser encontrados em Notas de Geometria Diferencial por 
Keti Tenenblat ( páginas IV-113, 114 ).
1.9. AS EQUAÇÕES DE GAUSS-WEINGARTEN E EQUAÇÕES DE COM­
PATIBILIDADE
Vamos relacionar os coeficientes locais da primeira e 
segunda formas fundamentais. Para isto utilizaremos o triédro mó­
vel de um sistema de coordenadas X(u,v) de uma vizinhança coorde­
nada V da superfície M, {X^,X^,N} . Dado um ponto P = X(u,v)e V ,
qualquer vetor do IR^ pode ser escrito como uma combinação linear 
dos vetores acima. Em particular temos
Xuu(u,v)=ai (u,v)X^(u,v)+a2 (^/V)X^{u,v) +a 3  (u ,v) N (u ,  v) ,
X^^ (u,v) = 3 1  (u,v)X^ (u,v) + 3 2  (u,v)X^(u,v) +3 3  (u,v)N(u,v) ,
X^^ (u,v) =y ^ (u,v)X^ (u,v) +Y 2 (UfV) X^ (u,v) +Y 3  ('^ /V)N (u,v) .
onde os coeficientes (i = 1,2,3) devem ser determinados.
Abreviaremos a notação acima omitindo as variáveis u e v. Assim, 
as equações acima podem ser escritas do seguinte modo:
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. B,x^ . 6 3N ,
^vv=^i\  ^ + Y 3N.
Através de cálculos rotineiros obtemos
(1.13)
=ri\ =-------------
2 (EG-F")
2EF^-EE^~FE^ 
0 2 - 1 1 1  =---- ---------
/EG -F"'
t ><u'^uu'NI
= e
3i= FiV
3o =ri^ 2 =
63 = f
2 (EG-F")
GEv -FGu
/EG -F"
2(EG-FM /EG-F"
EG -FEU V
2 (EG F") /eG-F"
Yi
Y2
Ï3
. 1  2GF^-GG^-FG^
-I2 2 - ------------ :
2 (EG-F")
EG -2FF +FGu
[ X ,X ,N v' vv'
/“e g-F"
[X ,X ,N ] U V
2 (EG-F") / EG-F"
Nas equações acima, o símbolo [, , ] denota o produto misto de 
Substituindo os valores encontrados em (1.13) em (1.12) temos
(1.14)  ^x^ ^^  =rA x^ +rA x^■ + fN.
"^ vv X^  ^ +F2^ 2 X^ . gN.
Estas equações são chamadas equações de Gauss ou Equações em der^ 
vadas parciais da teoria de superfícies. Os símbolos T ^
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(i,j,k=i,2) são chamados símbolos de Christoffel, os quais depen
dem exclusivamente dos coeficientes da primeira forma fundamen -
tal e suas derivadas. Como a ordem da derivação parcial é irrele
k. kvante, temos e assim .
Se expressarmos as derivadas parciais do vetor normal 
N(u,v) da superfície M em termos do triedro móvel acima, obte­
remos mais duas equações diferenciais. Estas equações são conhe­
cidas como equações de Weingarten e são
(1.15)
Ff-Ge
u EG-F^; Xu
Fe-Ef „ 
EG-F^ V
Uma questão inportante pode ser levantada ao indagar­
mos se existe uma superfície M, cõm sistema de coordenadas lx:ais 
X(u,v) que tenha coeficientes fundamentais E ,F, G ,e,f,g , pré-fixa 
dos.De um modo geral a resposta é negativa, porque a compatibi­
lidade das derivadas parciais mixtas de terceira ordem impõe 
certas condições entre os coeficientes da primeira e segunda fjr 
mas fundamentais. Para sermos mais explícitos, temos as equaçõ^ 
de compatibilidade.
^%-fu = f(riVri\) - gri\.
(1.16)
fv-gu = er2’-2+ f(r2VrA) -  gr A -  
FK = - (TxVv + rA FxV ri\ r2^ 2"
= (rx^^ - (Fx\)^ + Tx\ TxV rx\rx^ 2 +rx 2^ rx^ 2 -rx\r 2^ 2 •
As duas primeiras são denominadas equações de Mainardi- 
Codazzi; enquanto que a terceira (ou quarta) dá o importante teo 
rema Egregium de Gauss que enunciamos a seguir.
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PROPOSIÇÃO 1 3
A curvatura gaussiana K depende somente dos coeficien­
tes da primeira forma fundamental e suas derivadas.
A seguir veremos como se expressam as equações de Mai- 
nardi-Codazzi no caso em que as linhas coordenadas sejam linhas 
de curvatura em superfícies sem pontos umbílicos. Pela proposiç&o
11 temos F = f = 0. Disto segue que F^ =:F^ = f^ = f^ = 0. As duas primeiras
equações (1.16) passarão a ser
V
g^= e F 2 \ -  gr  1^ 2 .
Das equações (1,13) temos
Portanto,
eE
e = VV 2E 
eGu  ^ u 1 ^  ( e g
“^u" 2E 2G “ 2 u E “g"
Ainda pela proposição 1 1 podemos escrever
(1.17)
®v~ 2 ^v + kj ) .
Vamos enunciar o teorema de existência de superfícies . 
A demonstração pode ser encontrada em M.M. Lipschutz- Teoria e 
Problemas em Geometria Diferencial (páginas 216,217,281,282).
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TEOREMA 14
Suponhamos que E,F,G sejam funções de u e v de classe 
, e,f,g, sejam funções de u e v de classe , todas definidas 
em um aberto U DÍu^ ,Vç ) e tais que para todo (u,v)eU se tenha
(i) EG-F'>0, E>0, G>0,
(ii) E,F,G,e,f,g, satisfazendo as equações (1.16). 
Então, existe um sistema de coordenadas X(u,v) definido em U pa 
ra o qual as funções E,F,G,e,f,g são os coeficientes da primei­
ra e segunda formas fundamentais. Além disso, a superfície é ú- 
nica a menos de posição no espaço.
1.10. ISOMETRIAS
Sejam M e M* duas superfícies em . Uma aplicação bi. 
jetiva f:M M* é dita uma isometria se o comprimento g(t) de u- 
ma curva de M é igual ao comprimento de sua imagem em M* por f. 
Nesta situação M e M* se dizem isométricas.
Seja f uma bijeção entre as superfícies M e M*. Suponha 
mos que para cada ponto P de M e um sistema de coordenadas locais 
X:U -»■ V contendo P temos que Y = foX é um sistema de coordenadas 
ao redor de f(P) em M* para o qual E( u ,v )=e *, F(u,v)=F* e
G(u,v)=G*. Neste caso, f é dita uma isometria entre M e M*.
Duas superfícies M e M* são localmente isométricas se 
para cada PeM, existem abertos U C M  e U*CM* com PeU e uma isome­
tria F:U U* ( e vice-versa para QeU* ). Uma tal F é chamada uma 
isometria local.
Se F:M M* é uma isometria local, então F preserva com
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primentos de arcos. De fato, seja PeM e F(P)eM*. Como F é isorae - 
tria local, existem abertos UC M e U* C M* tal que F:U U* é iso­
metria. Suponhamos que f:[a,b] M é uma curva tal que para algum 
te[a,b] , f(t)=P. Consideremos c,d com a<c<d<b tal que 
f([c,d])CU. Como F é isometria de U em U* temos F preservando con 
primentos de arcos neste aberto; isto é, F(f([c,d]))=f([c,d]).
As propriedades de uma superfície que se mantem inva - 
riantes por uma isometria são chamadas propriedades intrínsecas 
da superfície e o conjunto de tais propriedades recebe o nome de 
geometria intrínseca da superfície. Do exposto acima se conclue 
que uma certa propriedade de uma superfície é intrínseca se ela 
depende unicamente da primeira forma fundamental. Algumas proprie 
dades intrínsecas da superfície são a curvatura gaussiana (§1 .6 ) 
e a curvatura geodésica (§2 .2 ).
Enunciaremos dois resultados importantes para o capítu 
lo IV, os quais poderão ser encontrados em Sotomayor ( Lições de 
Equações Diferenciais - p'agina 254 e seguintes - Teorema do Índi 
ce de Poincaré e em J. R. Munkres (Topology A First Course ~ 
§8.1 - Teorema de Jordan ). Antes, porém, vamos a algumas consi 
derações.
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Seja U um aberto de e X;U -> uma função diferen-
I
ciável. Ã função X associa-se a equação diferencial x =X(x). As 
soluções desta equação, ou seja, as aplicações diferenciáveis 
: I U, onde I é um intervalo de R, tais que para todo t ei
|^(t)=X('i' (t)) ,
são chamadas trajetórias ou curvas integrais de X. Um ponto xeU 
é dito ponto singular de X se X(x)=0.
A imagem da curva integral de X é o que se chama de ór 
bita. Duas órbitas de X coincidem ou são disjuntas; isto é , U f _i 
ca decomposto numa união disjunta de curvas diferenciáveis poden 
do cada uma ser
(i) imagem biunivoca de um intervalo de
(ii) um ponto, ou
(iii) difeomorfa a um circulo, 
conforme a solução 'i' da equação diferencial seja
(i) 1 - 1 ,
(ii) m é constante ou
(iii) m é periódica.
No caso (ii) a órbita chama-se ponto singular; no caso (iii) a 
órbita chama-se fechada.
Após estas considerações podemos enunciar o teorema do
índice .
TEOREMA 15
Seja X uma função diferenciável num aberto U de . Se 
f é uma órbita fechada de X tal que o interior de f esteja conti
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do no aberto U de H" , então existe um ponto singular de X no in­
terior de f.
TEOREMA 16
Seja M o plano R" ou a esfera S" e f uma curva fechada 
simples em M«> Então M-f tem exatamente duas componentes conexas 
e W,,f das quais f é a fronteira comum.
Uma aplicação diferenciável f;[a,b]'->- M é um mergulho 
na superfície M se f ' é injetiva e se f é um homeomorfismo sobre 
sua imagem.
H'îVCM R definida em um aberto V de uma superfície regu 
lar M é diferenciável era PeV se, para algura sistema de coordenadas 
f:UCSl" com Pef(U), a composta Tof:U -í- IR é diferenciável. '1:'
é diferenciável era V se é diferenciável para todo PeV.
Sejara Mi e Ma superfícies regulares, Vi um aberto de Mi,
Ui e Ü 2 abertos do R" , ¥:Vi M?_ é diferenciável em PeVi se, da­
dos os sistemas de coordenadas firUi Mi e faíUa-^ Ma com Pefi(Ui) 
e 'F (P) ef 2 (Ua ) , a aplicação fI^ o'i'of i ; Ui^ Ua é diferenciável em f7\P)
Duas superfícies Mi e Ma são difeoraorfas se existe uraa 
aplicação diferenciável ¥ :Mi Ma cora inversa :Ma -> Mi diferen­
ciável.
Uma aplicação : U CMi Ma é um difeomorf ismo local em 
PeU, se existir uma vizinhança V C U  de P, tal que f | ^  é um di-
feomorfismo de V sobre ura aberto 'l'(V)CMa.
0 teorema da função inversa para superfícies pode ser e-
nunciado como segue. Sejam m<n, M uraa superfície regular contida
em PeM e f:M diferenciável em P com derivada injetiva
era P. Então existe um aberto V contendo P tal que f:V f (V )
p ^ P P
é um difeomorfismo.
CAPITULO II 
GEODÉSICAS
2,1, ARCO DE COMPRIMENTO MÍNIMO
Uma aplicação contínua f:[a,b] M, de um intervalo da 
reta IR na superfície M, é dita uma curva parametrizada diferen­
ciável por partes, ligando f(a) ã f(b), se existir uma subdiviao 
de [a,b] por pontos a=to< ti< . , t^ ^^  ^ =b tal que f é diferenciável
em i=0,1,,.,,k. A imagem de uma curva parametrizada d^
ferenciável por partes será chamada um arco. Aqui, dizemos que 
F: [p,q] M é diferenciável no intervalo fechado, se existir 6>0 
e uma função (f° g: (p-5 ,q+ô ) -> M com g^  = F,
PROPOSIÇÃO 17
Dados dois pontos P e Q de uma superfície M, existe sem 
pre uma curva parametrizada diferenciável por partes unindo P á 
Q.
DEMONSTRAÇÃO: Como estamos tratando apenas com superfícies que se 
jam conexas, existe uma curva contínua f:[a,b] M, 
com f{a)=p e f(b)=Q. Seja te[a,b]=I e I^ um intervalo aberto con­
tendo t em [a,b], tal que f(I^) esteja contido em uma vizinhança 
coordenada de f(t). A união UI^ , te[a,b] cobre [a,b] e, por com 
pacidade, um número finito I^,.,.,I^ ainda cobre [a,b]. Seja a sub 
divisão a=to<ti<.,,<t, =b de I tal que [t.,t. ] esteja contidoK+ 1 1 1 + 1
em algum dos Ii,...,I^ . Portanto, f([t^ '^i+i^^ está con-
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tido em uma vizinhança coordenada (U^  ,
Como P = f (tg ) e R=f (t^  ) estão em uma mesma vizinhança 
coordenada 'l'(u)CM, é possível ligá-los por uma curva diferenciá­
vel f.;[t.,t. ] M, Seja g a união das f.. Assim, g é contí-1 1 1 1
nua e diferenciável em cada sutintervalo fechado [t.,t. ] de1  1 + 1
[a,b]. Logo, g é uma curva parametrizada diferenciável por partes 
ligando P ã Q (figura 2).
a = to t,. b
(FIGURA 2) c.q.d.
Sejam P e Q dois pontos quaisquer de uma superfície M. 
Chama-se distância intrínseca entre P e Q ao ínfimo dos comprimer^ 
tos de todas as curvas parametrizadas diferenciáveis por partes 
que unem P ã Q. Denotaremos a distância intrínseca entre P e Q 
por d(P,Q). 0 comprimento da curva f entre P e Q será denotado 
por (P,Q)^ . Simbolicamente , temos
d(P,Q)=inf{( P , Q ) f  é curva parametrizada diferenciável por par
tes de P ã Q} .
PROPOSIÇÃO 18
A distância intrínseca satisfaz os axiomas de uma métr^
ca.
DEMONSTRAÇÃO : Sejam P,Q,R pontos quaisquer de uma superfície M,
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(i) d(P,Q)=d(Q,P).
Como o comprimento de uma curva parametrizada diferen­
ciável por partes é independente da orientação da curva, temos
d (P,Q) :=inf { (P,Q) £ : f é curva parametrizada diferenciá -
vel por partes de P ã Q } =
=inf{(Q,P)g:g é curva parametrizada diferenciá - 
vel por partes de Q ã P } =d(Q,P).
(ii) d(P,R)<d(P,Q)+d(Q,R) .
Seja d(P,Q)=inf{ (P,Q)£ :f é curva parametrizada diferen
ciável por partes de P ã Q}. 
DadoE^, existe uma curva parametrizada diferenciável por partes, 
f^  : [0,1 ] ^ M com f^  (0) =P e f^  (1 ) =Q, tal que (P,Q)£^á d(P,Q) + e.
Da mesma forma, existe uma curva parametrizada diferenciável por 
partes , f^  : [ 1 , 2] M com f^  ( 1 ) =Q e f ^ (2 ) =R, tal que
(Q,R)£ ád(Q,R) + e.
2
Como fjé uma curva parametrizada diferenciável por par 
tes, existe uma subdivisão do intervalo [0 ,1 ] de modo que f rœ
trita a cada subintervalo é diferenciável e tem comprimento bem 
definido. Do mesmo modo para f^  no intervalo [1,2], Como
f = f uf ;[0,2] M é uma curva contínua e tem-se uma subdivisão cfe
\  2 ’
[0 ,2 ] onde f restrita a cada subintervalo é diferenciável, f é 
uma curva parametrizada diferenciável por partes de P ã Q e seu 
comprimento é igual ã soma dos comprimentos de f^  ® * Assim,
d(P,R)á(P,R)£=(P,Q)£ +(Q,R)£ ád(P,Q)+d(Q,R)+2e.
1 2
Mas e é arbitrário. Logo, d(P,R)<d(P,Q)+d(Q,R).
(iii) d(P,Q)>0.
Como (P,Q)^^0, qualquer que seja a curva parametrizada
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diferenciável por partes unindo P ã Q, temos d(P,Q)>0.
(iV) d(P,Q)=0 se e somente se P=Q.
Suponhamos que P=Q. Tomemos a curva f:[a,b] M dada 
por f(t)=P, para todo te[a,b]. Temos (P,Q)^=0. Logo, d(P,Q)=0.
Suponhamos que d(P,Q)=0. Dado e^O, existe entre P e Q 
uma curva parametrizada diferenciável por partes, f, tal que 
(;P,Q)£ :£d,(P,Q) + e. Mas | P-Q j < (P , Q) c , onde | P-Q | denota a dis­
tância euclidiana. Segue que |p-q|s.£. Como £ é arbitrário, temos
P-Q =0. Logo, P=Q. , ^ ' c.q.d.
OBSERVAÇÕES
(i) A métrica d definida acima é chamada a métrica in 
trínseca em M gerada pela métrica em . Salvo menção contrária, 
d denotará esta métrica no restante deste trabalho.
(ii) Sejam P e Q dois pontos quaisquer de uma superfí­
cie M. Se existir uma curva parametrizada diferenciável por par­
tes unindo P à Q cujo comprimento (P,Q}^ seja igual à distância
intrínseca de P ã Q, então f é dita uma curva de comprimento mí­
nimo entre P e Q.
EXEMPLO 1
Seja d(P,Q) a distância euclidiana no plano. Existe sot 
pre um arco de comprimento mínimo entre P e Q que é o segmento 
de reta que une P ã Q.
PROPOSIÇÃO 19
Seja F uma isometria local de uma superfície M em uma
superfície M*. Para qualquer par de pontos P e Q de M suficiente 
mente próximos temos d(P,Q)=d(F(P),F(Q)).
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DEMONSTRAÇÃO : Dado e^O, existe uma curva parametrizada diferen­
ciável por partes, f, unindo P ã Q tal que 
(P,Q)^ád(P,Q)+e . Suponhamos que Fof=g. Como F é uma isometria lo
cal, (F(P),F(Q))g = (P,Q)f » Assim,
d(F(P) ,F{Q))^(F(P) ,F(Q))g = (P,Q)^ < d(P,Q)+e.
Comoe foi tomado arbitrariamente, temos 
d(F(P) ,F(Q) ) <d(P,Q) .
Mas d(P,Q) =d(F"NF(P) ) ,F"M f (Q) ) ) <d(F(P) ,F(Q) ) , pois 
(F“ ' (F(P) ) ,F"N f (Q) ) ) (F(P) ,F(Q) Portanto,
d(F(P) ,F(Q) ) S d(P,Q) < d(F(P) ,F(Q) ) .
Logo,
d(P,Q)=d(F(P),F(Q)). c.q.d.
EXEMPLO 2
Sejam M o plano XOY excluida a origem (0,0), os pontos 
P=(0,1) e Q=(ó,-1 ). 0 único arco em M com comprimento igual a 2 
seria um segmento de reta unindo P à Q o qual conteria a origem. 
Deste modo, não existe em M arco de comprimento 2. Tomemos um 
arco de circunferência entre P e Q de centro (R,0) e raio R ?=0 
(figura 3). Quando R é suficientemente grande, os arcos unindo P 
à Q tem comprimento maior do que 2, mas muito próximos a 2. Por­
tanto, em M não existem.arcos de comprimento mínimo.
(FIGURA 3)
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EXEMPLO 3
Sejam M uma superfície esférica de centro na origem de 
P e Q os polos norte e sul, respectivamente de M (figura 4). 
Provaremos mais adiante que qualquer círculo máximo, denominado 
meridiano, unindo P ã Q é um arco de comprimento mínimo. Existem 
infinitos arcos, portanto, de comprimento mínimo em M unindo P ã 
Q.
2.2. CURVATURA GEODÉSICA
Sejam M uma superfície, P um ponto de M, N um vetor uni 
tário normal a M em P, T^(M) o plano tangente a M em P. Seja f una
curva parametrizada regular em M, com vetor normal n, vetor targen 
fit)te T=-r-— 5— - e curvatura k no ponto P. Como e sempre possível re-
f' (t)
parametrizar uma curva regular pelo comprimento de arco, suponha­
mos que o parâmetro t seja o próprio comprimento de arco s; isto 
é, f é uma curva parametrizada pelo comprimento de arco. Vamos in 
troduzir um vetor unitário W perpendicular aT , contido em T^(M),
de modo que o sentido T w coincida com o sentido X^^X^. Assim,
{T,W,N} é uma base do , dependente da curva f, que tem o mesmo
sentido de {X^,X^,N} (figura 5).
(FIGURA 5)
Consideremos o vetor aceleração f'(s) de f em P. Como f  é unitá 
rio, f '  está contido no plano determinado por W e N. Seja 0 o
ângulo queo vetor f' forma com o sentido positivo de N, Projetemos
o vetor f '  ortogonalmente aos vetores N e W.
0 valor algébrico da projeção de f" no sentido de N é
chamado curvatura normal da curva f e é denotado por k .^ n
0  valor algébrico da projeção de f" no sentido de W é 
chamado curvatura geodésica da curva f e é denotado por k^.
Temos as relações:
(2.1) ^n“*^ ^   ^,N> = I f ' ' (s) I I N I COS0 =kcos0 .
( 2 . 2 )  kg=<f ' ' (s),W>=|f' ' (s)I |w[sen0 =ksen0 .
Elevando ao quadrado (2.1) e (2.2) e somando membro a membro, ob 
temos
(2.3) k^  + k* = k^cos^e + k^  sen^ 0 = k^  .n g
Uma vez escolhido o sentido de N, o sinal de k^  ^indica 
se f '’ tem o mesmo sentido de N ou sentido oposto. Da mesma for­
ma, o sinal de k^ indica se f '' tem o mesmo sentido de W ou sen­
tido oposto. Assim sendo, tanto k^ quanto k^ são dependentes do
sistema de coordenadas considerado. No entanto, esta dependência
é no máximo em sinal.
No §1.6 vimos que.a curvatura normal da superfície M no
ponto P segundo a direção do vetor weTp(M) é k^ • Para a
curva f, acima, parametrizada pelo comprimento de arco, temos I(w)= 1 , 
onde w é o vetor tangente ã f em P . Assim, k^(w)=II(w). Mas
II(w)=±<f"(s) ,N>, de modo que
(2.4) k^(w) = ±< f' ' (s) ,N>.
Comparando-se (2.1) e (2.4) temos que
V -
isto é, a curvatura normal da curva f de M em P coincide em valor 
absoluto com a curvatura normal da superfície M no ponto P segun 
do a direção do vetor tangente ã f em P.
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Procuramos uma expressão para em termos de um siste­
ma de coordenadas X(u,v) de uma vizinhança coordenada VCM, con - 
tendo o pnto P. Ee (2.2) temos
kg = <f ' ,W>=<f ' ,N X T > = [f ' ,n,T ] ,
Como assuminos inicialmente que f está parametrizada pelo compri. 
mento de arco, temos T=f (s). Usando a propriedade ciclica do 
produto misto, temos
(2.5) kg=[f ,f" ,N] .
Usando as considerações acima mostraremos que a curva­
tura geodésica pode ser expressa unicamente em termos dos coefi­
cientes locais da primeira forma fundamental e suas derivadas, 
relativamente ao sistema de coordenadas X(u,v) da vizinhança 
coordenada V de M contendo P.
TEOREMA 20
A curvatura geodésica ao longo de uma curva f de uma si^  
perficie M é uma propriedade intrínseca da superfície.
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DEMONSTRAÇÃO:Seja V uma vizinhança coordenada de P em M dada pelo 
sistema de coordenadas X(u,v) e f(s)=X(u(s),v(s)) u- 
ma curva parametrizada pelo comprimento de arco em M. Considere a base 
do caracterizada acima, {t ,W,N}. Temos
T(s)=f'(s)= u'(s)X^ + v'(s)X^, e
f ' ' (s) =^ís) (u ' (s) ) " X^^ + 2 (u ' (s) ) (v ’ (s) ) X^ ^^ + (v ' (s) ) " X^^ + 
+u''(s)X^+v''(s)X^.
Vamos omitir a variável s por comodidade e calcular por (2.5) 
[ u ' X ^ , U ■’ 'v'X^^+v'’X^^+u''X^*v'’X^.N] . 
Disto segue que
kg=[u'X^,u''Xuu,N].[u’Xu,2u ’v'Xuv,N]H-[u'X^,v’^ Xvv,N].
+ [u'X^,u‘ 'x^,N] + [u’x^,v' ’X^,N] + [V'X^,U''X^^,N] +
+ [v’X^,2u'v‘x^^,N] + [v'x^,v’'x^^,N] + [v'x^,u” x^,N] +
+ [v'x^,v' 'X^,N] .
Como [X^,X^,N]=[X^,X^,N]=0, temos
’^g^^ ^^'''uu'^] +2u '% • [X^,X^^,N] +u ‘v [X^,X^^,N] .
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+u V ’ ' [X^,X^,N]+u ' V ' [X^,X^^,N]+2u 'v ' [X^,X^^,N] +
+V' [X^,X^^,N] +v ’u' ’[X^,X^,N] .
Reagrupando os termos desta última igualdade encontramos 
(2 .6 ) + tX^,X^^,HJ} +
u'v'’ {[X^,X^^,N! + 21X^,X^^,N]} t
. v ’ rx^,x^^,N] - .
Ve g -f  ^ veg-f^
Das equações (1„13) obtemos 
[x^,x^u'N]-rAv/ÊG:::F^.
2
[X^,X^^,N] =I'A/EG-F^ .
[X^,X^U'N]=-r A/EG-F^
[X^,X^^,N]— r^/EG-F^
[X^,X^^,N] ^ -T2\/ê g : ^
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Substituindo estas equações em (2.6) encontramos
(2.7) kg = /EGrp^írAu'' + (2rA - +
+ (r’2^  - 2 ri^ 2)u’v'" - r 2^ 2v'" + u'v" - u'"v'}. 
Portanto, k^ é uma função apenas de E,F,G e suas derivadas, sendo 
assim uma propriedade intrínseca da superfície M.
c • q 0 d •
COROLÃRIO 21
A curvatura geodésica de uma curva plana é a própria 
curvatura de uma curva plana (§1.3).
D EMON S T RAÇÃO :Basta substituir em (2.7) u=x, v=y, E=G=1, F = 0. Tem 
se
k =:u'v’’ -u''v' =k.
g
c.q.d.
PROPOSIÇÃO 22
Qualquer curva sobre uma esfera com curvatura geodésica 
constante é uma circunferência ( ou um arco de circunferência ).
DEMONSTRAÇÃO ; Seja f uma curva parametrizada pelo comprimento de 
arco sobre a esfera S" e 
X(u,v)=(cos u cos V, cos u sen v, sen u) um sistema de coordenadas 
de uma vizinhança coordenada V£S". Neste sistema temos
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E = <X^,X^> . 1.
F = <X^,X^> = 0 .
G = <X ,X > = cos^u.v' V
e = <X^^,N> = -1.
f = <X^^,N> = 0 .
g = <x^^,N> = -003== u.
Seja w um vetor tangente a S^. Então
k („) =  ^ -a’..-  ^ constante .
" a> b-cos’u
Por hipótese f tem constante. Como k^(w) é constante,
vem que k^ é constante . De (2.3) conclui-se que f tera curvatura k
constante. Sendo f uma curva em S^  com curvatura constante, segue 
que f é uma curva plana. Sem perda de generalidade, suponhamos que 
f esteja contida num plano paralelo a XOY. Pelo teorema'fundamen­
tal de curvas planas vem que
0 (s) = I kdr = k j  dr = ks.
Então,
1x(s) = j cos(kr)dr = sen(ks)^
0 Q
y(s) = |sen(kr)dr cosíks),
são as equações paramétricas de uma circunferência de centro no
1 
k
c.q.d.
ponto (0 ,0 ,c), do plano que contem f, de raio 4  .
Vamos fazer uma interpretação geométrica da curvatura 
geodésica em termos da projeção sobre o plano tangente. Seja f 
uma curva parametrizada pelo comprimento de arco de uma superfí­
cie M, P um ponto de f e f* a projeção de f sobre (M). A curva
45
tura geodésica de f nada mais é do que a curvatura de f*(figura 6 )
Enquanto que a curvatura normal dã em valor absoluto o 
mínimo de curvatura que uma curva parametrizada pelo comprimento 
de arco tem de ter para estar na superfície, a curvatura geodés^ 
ca diz o quanto esta curva se curva na superfície. A curvatura 
geodésica desempenha para as curvas na superfície o mesmo que a 
curvatura k desempenha para as curvas no plano ou no espaço. Ex- 
tendendo esta analogia, poderíamos pensar em curvas sobre super­
fícies que tem curvatura zero e ver até que ponto esta analogia 
pode ser feita com retas em . Através desta analogia chegamos 
ã noção de geodésicas.
2.3. GEODÉSICAS
A história das geodésicas se inicia com a solução dada 
por Juan Bernoulli ao problema de minimizar distâncias entre dois 
pontos de uma superfície convexa. Bernoulli demonstrou que o pla­
no osculador de uma geodésica deve ser ortogonal ao plano tangen­
te em todo ponto (1697-1698).
0 nome geodésica com seu significado atual se deve ã 
J. Liouville .
A equação das geodésicas foi obtida pela primeira vez
por Eu1er.
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Vamos, agora, dar a definição de geodésica. Uma geodési 
ca de uma superfície M é uma curva g:lCS^ M com a propriedade 
que para todo tel, g'' é ortogonal ã M. Segue imediatamente de
(2 .2 ) que a curvatura geodésica de g é nula em todos os pontos.
Notamos que o vetor g'', chamado vetor aceleração ou ve 
tor curvatura, serve apenas para manter a geodésica g em M. Não e 
xiste, pois, componente tangencial de g''.
Uma vez que, para todo sei, g'' é normal ã M, temos em 
particular que g ’'-Lg' para todo sei. Disto se pode concluir que
(2 .8 ) <g’ ’ (s) ,g' (s)> = 0 , Vsel.
Logo,
d
ds
Portanto,
g ’ (s) = 0, Vsel.
g ’(s) é constante.
Isto significa que as geodésicas são curvas de velocidade constan 
te.
Sejam Pi,P2 £M e g uma geodésica de M contendo Pi e Pz 
tal que d(Pi,P2 ) = (Pi,P2 )g. A curva g é chamada uma geodésica mi
nimal. Esta definição é análoga aquela apresentada na observação
(ii) do §2 ,1 .
PROPOSIÇÃO 23
Uma curva parametrizada pelo comprimento de arco g:I— 
de uma superfície M é uma geodésica de M se e somente se 
[g’,g” ,N] = 0.
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DEMONSTRAÇÃO
que
(2.9)
Sendo g uma geodésica de M vem que a curvatura geo 
désica de g é nula; isto é , = 0 . De (2.5) vejn
[g*, g ” , N] = 0,
c.q.d,
TEOREMA 24
Sejam M uma superfície em SR^ , I um intervalo aberto de 
H e g:I -> M uma curva parametrizada pelo comprimento de arco. A 
curva g é uma geodésica de M se e somente se, para todo sei e pa­
ra todo sistema de coordenadas X(u,v) de uma vizinhança coordena­
da V de g(s), vale (2.10), onde g (s)=X(u(s),v(s)).
» ' 12 I I I 2
u +rAu + 2 T 1 2 U V +r’ 2 2V = 0 .
' ' p 2 ' 2 n . ' < 9 ' 2
l^ v +lliu + 21 1-2U V +1’2 2V = 0.
DEMONSTRAÇÃO : Seja {T,W,N} a base ortonormal caracterizada no
§2 .2 , relativamente ao sistema de coordenadas lo­
cais X ao redor de g(s).
Como g é uma geodésica de M, temos 
k = <g'',W> =0 .g ^
Por hipótese, g está parametrizada pelo comprimento de arco, de 
modo que g''_LT. Mas TeTp(M). Assim,
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T (s) = U ' + V  X^.
Portanto, g'' é perpendicular tanto ã X^ quanto ã X^ ;^ isto é.
:g' ' ,X^> = <g' ’ ,X^ > = 0 .
Segue que
2 2
• ' ' = u ' X  +2u'v'X + v ' x  + u ' ' x  + v''x.uu uv vv u V
Logo,
0 = <g'',X,> = u' < X ,X,> + 2u'v'< X ,X > ^ V uu' v uv' V +
* " ’' v v ' V  \ ' V  ♦ .
Vamos resolver o sistema acima para u'' e v''. Para 
tal^ multipliquemos a primeira equação por < X^,X^> , a segun­
da por - <X^,X^>e somemos . Obtemos
- < ^uu'V<=^v'\> 1 *
-  2u’v' (< X^^,X^xX^,X^> - < X^^,X^xX^,X^> 1 .
" ='vv'>'u’<=‘v'='v> - < 1 *
. u"[< X^,X^xX^_X^> - < X^,X^xX^,X^> ] ^
+ v " [ <  X ^ , X ^ x X ^ , X ^ >  - < X ^ , X ^ x X ^ , X ^ >  1 = 0 .
Utilizemos as identidades,
< a b,c X d > = < a,cxb,d> - < a,dxb,c> ,
< ^ u ' \  > =
< X^,X^ > . F,
X X X u v :: EG - F" ,
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para transformar a equação acima em
Xu X X ^ T u -  . u ' %X^^ x X^,X^ x X^> .
. 2u V < X ^ ^  x X^,X^ X X^> . V'%X^^_ X X^,X^ X X^> = 0
Dividindo por X  X X u V temos
U-' . u' < X ^ ^  X X ^ ,
X X X _u____ v^
X X X ^
U V
2>í- 2u ' v ' < x  X X  ,^ UV
X  X x
U V
V X X X U V
2>+
V
Usando o vetor normal N e o produto misto, encontramos
2
u
■jx X Xu V
[X„ ,X .N] + --—  [X,„ .X, .N] +
X  X  X  
u V
+ V
X X  X  u V
[X ,X ,N] = 0,
V V  V
Das equações (1.13) vem que
u "  + ri\u'' + 2 r A  = 0 ,
que é a primeira das equções (2 .1 0 ).
Por um raciocínio análogo chegaríamos ã segunda das 
equações (2 .1 0 ).
c.q.d.
Seja f(t)= (u(t),V(t)) uma curva parametrizada pelo com 
primento de arco. Suponhamos que f seja um mergulho diferenciá­
vel. Seja M uma superfície de revolução gerada por f. Nestas con 
dições temos a proposição a seguir.
PROPOSIÇÃO 25
(i) Todo meridiano de M é uma geodésica.
(ii) üm círculo de latitude ( ou paralelo ) é uma geo 
désica de M se e somente se a tangente X^ aos meridianos é para
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leia ao eixo de revolução em todos os pontos do círculo de latitu 
de.
DEMONSTRAÇÃO : Suponhamos que a curva f(t) = (u(t),v(t)) esteja
contida no plano XOZ, u=:u(t)>0 e gire ao redor do 
eixo OZ. Suponhamos ainda que t mede a posição da curva e 0 mede
o quanto a curva gira . Definamos a aplicação
F : I X K M
(t,0 ) -V F(t,0) = (u (t) COS0 ,u (t) sen0 , V (t) ) . 
Naturalmente que F não é uma aplicação injetiva. Para cada ponto 
P=F(to,0o) consideremos o número real ôe(0,II), Então a aplicação
^|I X ( 00 -0 , 00 +6 ) 
é uma aplicação injetiva. Suponhamos que U = I x (0o-ô,0o+6 ) e
Vp é uma vizinhança do ponto P. Como f é um mergulho diferenciá­
vel temos X(U)=V A M.
P
Mostremos que X é um sistema de coordenadas locais de M 
em uma vizinhança de P. X é C pois as funções coordenadas tem de 
rivadas parciais de todas as ordens contínuas. Além disso.
DXp
U (t)COS0 -u(t)cos0
i
u (t)sen0 u(t)cos0 
v ’(t) 0
tem posto 2 uma vez que os tres determinantes menores de ordem 2 
não se anulam simultaneamente.
A seguir vamos obter o sistema de equações diferenciais 
que as geodésicas de M devem satisfazer considerando um sistema 
de coordenadas locais X(t,0 ) como acima.
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E == = (u“ (t) ) ' + (v' (t) ) '
parametrizada pelo comprimento de arco.
F=<X^,Xg> =0.
G - <X„ ,X„> = (u (t) ) " = u" .
= 1 , pois f está
Assim,
EG-F' - u^' .
1 1 _
r 1 2^ _
r 2 2 -
r 2í IX -
1 2 _
2 2 _
GEt - 2 FFt + FE0
2 (EG - F,2 )
GE -
0
2 (EG
FGt 
- F M
0 .
2GF
0
” GG^
2 (EG - FM
2EFt
-
+ FE^
2 (EG - F M
EGt - u ’
2 (EG - F*)
»
u
EG^ -2 FFj, . FGt
= 0 .
= 0
2 (EG - F" )
Pelo teorema 24, a curva f (s)=X(t (s) ,0 (s)) parametri­
zada pelo comprimento de arco de M é uma geodésica de M se e so 
mente se satisfaz (2 .1 0 ); isto é.
t "  + rAt' + 2 rAt'e’ + t 2^ 2 Q' = o .
•' + rAt' + 2rAt'e' + r’2^ 2
Substituindo os valores encontrados, temos
2
- 0 .
(2 .1 1) t ' ' -uu'0 ' = 0 .
0 " + ^ t ’0 * = 0 .u
Feitas estas considerações vamos completar a demonstração.
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(i) Os meridianos de M são as curvas de M onde e = q {s ) 
é constante. Assim sendo, temos 0 ' = 0 '' = 0. Ao longo de um mer^ 
diano temos t = t(s) = s, logo, t'= 1 e t''= 0. As equações
(2 .1 1 ) ficam, pois, satisfeitas para qualquer meridiano, o qual é 
uma geodésica de M.
(ii) Os círculos de latitude de M são as curvas de M on 
de t = t(s) é constante. Assim sendo, temos
(2 .1 2 ) t ' t ' ’ = 0 .
Como a curva f(s) = X(t(s),0 (s)) está parametrizada pe­
lo comprimento de arco, temos
1 -  | f ' ( s ) [ '  = [ t ' x  + e ' x  1'  = < t ' x .  + e ' x ^ , t ' x , +  o'x^>u y 0 u 0
ou seja,
1 - t ’ % x  ,X,> + 2 t ' 0 ' < x .  ,X„> + o'"<X^,X^>.t. u t: 0 6 0
Substituindo t ' = 0 na equação acima encontramos
1 = 0 '"g.
2 -l
Como G = u %  obtemos 1 (o'u) . Mas u> 0, logo 0 4^ 0 ’ = ± — .
Sendo t = t(s) constante, então u = u(t) também é cons­
tante. Desta forma 
(2.13) 0 ' ' = O e u ' = O .
Observamos que 0 é função de s , logo a derivada é em 
relação ã s, enquanto que u é função de t logo, a derivada é em 
relação ã t, muito embora tenhamos utilizado o símbolo ' nas duas 
situações.
De (2.12) e (2,13) concluímos que um círculo de latitu­
de satisfaz a segunda das equações (2.11). Uma vez que 0 '= 0 e 
u>0 , um círculo de latitude satisfará a primeira das equações
(2.11) se e somente se u '= 0. Mas u '= 0 implica em 
X^ = <u'coso ,u *sen0 , v '> = (0 ,0 ,v'(t)) , 
que é um vetor paralelo ao eixo de rotação de M.
c.q.d.
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PROPOSIÇÃO 26
Suponhamos que I^,I2 C R sejam intervalos abertos tais 
que I fi I  ^(j) e M seja uma superfície regular. Se g : I M e1 2
^ geodésicas e = g? |i^ni2 '
g = gi u g 2 :IiU I2 ->-Mé uma geodésica.
demo ns tra çã o : Sendo g, uma qeodésica em M temos aue k = 0
j.
em I j .
Sendo g, uma geodésica em M temos k = 0 em I .2  ^ g 2 2
Como g = g^u 9 2 é uma curva parametrizada diferenciável
e kg = 0 em Ii u I2 , temos que g é uma geodesica.
c.q.d.
EXEMPLO 4
Toda geodésica de uma esfera é parte de uma circunferên 
cia máxima.
Seja f uma geodésica da esfera unitária S^. Um sistema 
de coordenadas locais de S^  é dado por
X{u,v)=(cos u cos V, cos u sen v, sen u).
Neste sistema temos
E = 1 .
F = 0.
G = cos^ u .
X^u = (“COS u cos V, -cos u sen v, -sen u).
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X = (sen u sen v, -sen u cos v, 0). uv
X^^ = (-COS u cos V, -cos u sen v, 0).
X X X
N = —H--:— y. -  ± x(u,v). Suponhamos N =-X(u,v). Assim,
X x X u V
temos
e = 1
Então,
Seja w = aX^ + bX^ um vetor tangente ã S^  no ponto f(s)
k (w) = ea" + 2fab + gb" _ fa" b^cos^u _ ^
^ I (w) Ea^ + 2Fab + Gb" a^  + b^cos^u
é constante . Como f é uma geodésica temos = 0 (constante), Pe 
la proposição 22, f é um arco de circunferência. O vetor f'‘ é pa 
ralelo ao vetor normal N de S^, pois f é geodésica. Logo, f está 
contida num plano que intersepta S" passando pelo seu centro. Por 
tanto, f é um arco de uma circunferência máxima em S".
OBSERVAÇÃO
Uma consequência imediata do exemplo 4 e da proposição 
25 é que toda circunferência máxima de S^  é uma geodésica.
EXEMPLO 5
Toda reta (ou segmento de reta) de uma superfície é uma
geodésica.
cie M.
Seja g uma reta ( ou segmento de reta ) de uma superfí 
Em todo ponto de g temos k o . Da equação (2.3)
2 2 2
vem que 0 = k + k . Logo, k  ^ n g  ^ ' n
sim, g é uma geodésica de M.
- k . Portanto, k = k :: 0. As g ' n g -
TEOREMA 27
Numa vizinhança de um ponto P de uma superfície M exis­
te uma e somente uma geodésica parametrizada pelo comprimento de 
arco que passa por P e tem uma direção dada.
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D EMON S T RAÇÃO ; Seja veT^(M) um vetor unitário^ f uma geodésica on
M passando por P^  SqE tal qie f (so)=P e f'{So)=w.Es 
tamos interessados em provar que f^  atendendo a estas condições^ é 
única. Seja X(u,v) um sistema de coordenadas de uma vizinhança cax 
denada que contenha o ponto P. Suponhamos que P=X(0,0) e que
w=:aX +bX . u V
Se existir uma geodésica f(s) = X(u(s),v(s)) satisfa - 
zendo as condições acima, então f deve satisfazer (2.10), obede­
cendo as condições iniciais u(sg)=0, v{S(,)=0, u' (So)=-a e v'(So)=^b.
Inversamente, qualquer solução para este problema de valor ini - 
ciai é uma geodésica com as propriedades exigidas. 0 teorema de 
Picard assegura a existência de uma única solução para esse pro­
blema de valor inicial, numa vizinhança de s . Deste modo, preci
0 —
samos apenas mostrar que a solução
f (s) X (u (s) ,v (s) )
do problema de valor inicial 
f
u ” - - r A u ’' - 2 r'x^2 u ‘v ’ - v^' ,
(2.14)
v ' ' .  = -  T i ^ u ’ -  2 y u ' v '  ~ T2^ 2 v " '  , 
u(Sg) = v(So) = 0 
u ' (so) = a, v ’ (so) = b.
é uma curva parametrizada pelo comprimento de arco.
Seja g(s) = |f'(s)l = <f ' (s) , f ' (s) > =
= <u 'X + V 'X , u 'X + V 'X > = u v' u V
u '"e + 2u 'v 'f + V '^ G.
Derivando-se g em relação à s obtemos
,, > 9 E _ , , .9 E „ I 9 F g (s) = u --- + 2u u E + u V --- + 2u v --- +
9 u 9 V 9 u
+ 2u 'v + 2u ' 'v 'f + 2u 'v ' 'f + V ' —^  + 2v 'v ' 'g +
9 V 3 V
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9u'
Como f(s) c uma solução de (2.14) temos g'(s) =0.
Portanto, g(s) é constante. Mas = f'(s^) = 1. Logo, g de
ve ser identicamente igual a 1. Assim, f' é um vetor unitário e 
f está parametrizada pelo comprimento de arco e como f é solução 
de (2.14) e uma geodésica.
Repetidas aplicações disto fornecerão f(s) definida pa 
ra se(a,b) para algum par de números a,b£R, mesmo que a imagem 
de f não esteja contida em um mesmo sistema de coordenadas de M.
A demonstração mostra-nos que f é única nos pontos em 
que está definida.
c.q.d.
COROLÁRIO 28
Se a direção dada não for unitária, então a geodésica 
não necessita estar parametrizada pelo comprimento de arco.
A demonstração deste corolário é análoga ã do teorema 27. 
Basta não considerar o vetor w unitário, para obter a geodésica f 
não parametrizada pelo comprimento de arco.
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2.4. COORDENADAS GEODÉSICAS
Um sistema de coordenadas de uma vizinhança de um p m
to P de uma superfície M é chamado um sistema de coordenadas geo­
désicas retangulares quando as linhas coordenádas forem ortogonais 
e uma das famílias é constituída de geodésicas parametrizadas peto 
comprimento de arco (figura 7).
geodésicas
( FIGURA 7 )
LEMA 29
Sejam M uma superfície, P£M e X(u,v) um sistema de
coordenadas ao redor de P tal que E 5 1 e F = 0. Então as linhas 
coordenadâs de M com v constante (v‘ = 0 ) são geodésicas.
DEMON STRAÇÃO : Para cada Vq fixo se ja f (u) =X (u, Vq) uma curva parame
metrizada pelo comprimento de arco de M. f será u- 
ma geodésica de M se e somente se satisfizer as equações (2.10) . 
Como Vq é fixo, temos V q = 0. As equações (2.10) passam a ser
u + r i^iu ' = 0 ,
= 0
E = 1 , F = 0, de modo que E^ = E^ , = F^ = F^ = 0 . Então,
/ GE -2FF + FE
ri\ = = 0
2 (EG - F )
 ^2 2EF - EE - FE r 1 1 u V u_ ------------- 2-----
2 (EG - F )
= 0 .
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Substituindo estes elementos no sistema acima, obtemos 
u ” = 0, 
de modo que u' é constante.
Como f '(u) = u 'x^(u ,Vq ), segue que
f''(u) = u ''x^(u ,Vq ) + u'
Logo, 2
f"(u) = u' X^^(u,Vj|).
Portanto, ^
<f"(u),N> ),X^ >< X^> = 0.
X
Como f está parametrizada pelo comprimento de arco, IX^ I = 1, lo 
go, X^^ é ortogonal ã X^ em (u,Vj,). Desta forma,
<f "  (u) ,N > = 0, 
consequentemente, f é geodésica de M.
c.q.d.
Deste lema vem imediatamente que a primeira forma fun­
damental num sistema de coordenadas geodésicas, é dado por
(2.15) I = ds^+G(s,e)d0^.
TEOREMA 30
Seja M uma superfície e f; [a,b] M um mergulho diferen 
ciável. Existe um sistema de coordenadas geodésicas X:U ->■ V C M  on 
de V é uma vizinhança do ponto f (u), ue[a,b] tal que X{u,0)=f(u).
DEMONSTRAÇÃO : Suponhamos que f está definida em [c,d] , onde o:aáb<d.
Escolhamos m,n tais que c<m<aáb<n<d. Para cada vseja 
w(v)=-W(v) onde W é aquele definido no §2,2. Para cada ve[m,n] se
ja f^ a única geodésica satisfazendo
df
^ (0 )=w(v),
du
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Seja X(u,v) = (u) . Como é uma geodésica, ela sa­
tisfaz. as equações (2.10). Assim, X é de clásse pelo menos. 
Como [m,n] é compacto, existe ô>0 tal que X é 1-1 em
[-0 ,5] ^ [m,n].
✓ df 
X^(0,v) = ^“ (0) = w(v).
Mas w e T são unitários e ortogonais de modo que (X^ x X^)(0,v)/O. 
Então existe e>0 com eáS tal que
X^ X X^ 0 em [-e,e] x [m,n] .
Portanto,
X;[-e,e] x [m,n] -> V C M  
é um sistema de coodénanadas locais em f (u) , o qual contém f ( [a ,b] ).
Além disso, E = <X^ w(s),w(s) > = 1, de modo
que f,y(u) é uma geodésica tendo u por comprimento de arco.
= -^<X ,X > = < X ,X > + < X ,X >.Bu 9u u V uv' V u uv
Mas
3 X 3 3 "^ v 3 ^
X = -:r—^ —  = — 'í— r é normal ã M porque f é u-uu 3u 3u 3u 3u^ í/ M V
ma geodésica em M.
<X ,X > = 0 .
UU ' V
Como E=1 vem que 2<X^^,X^> = 0. Portanto,
3u '
o que implica em dizer que F(u,v) é constante em relação ã u.
Disto segue que
F(u,v)  ^ F{0,v) = <X^(0,v),X^(0,v)>=:w(v),t(v)> = 0;
ou seja, F é também constante em relação ã v. Além disso, F E 0.
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Concluímos do lema 29 que X é um sistema de coordenadas geodésices 
r locais.
c.q.d,
2.5, 0 PARALELISMO DE LEVI-CEVITA
Um vetor em um ponto P e é um par v=(P,V) onde 
Um campo vetorial w em um aberto UCR^ é uma aplicação 
w : U U X
que atribue a cada ponto PeU um vetor v=(P,w(P)) no ponto P.
Um campo vetorial w em ü é diferenciável se a função as
ciada w:U é diferenciável.
Uma curva parametrizada f:ICK é uma curva integral
do campo vetorial w no aberto U de se f{t)eU e
(f(t),f-(t)) = w(f(t)).
Um campo vetorial tangente ao longo de uma curva 
f: [a,b] M é uma função Vtf^ ;[a,b] tij í f ít) }xT^ ) (M) que a~
tribui a cada te[a,b] um vetor w^(t) = (f(t),v(t)) onde veT^^t)ÍW)- 
EXEMPLO 6
Seja f uma curva parametrizada pelo comprimento de arco 
em uma superfície M, Então (t)= (f(t),f '(t)) é um campo vetorial
tangente ao longo de f.
EXEMPLO 7
Seja f uma curva parametrizada pelo comprimento de arco 
em uma vizinhança coordenada de uma superfície M, Seja t o vetor 
tangente â f no ponto f(s) e N o vetor normal ã M em f(s). Então
W(s) = (f(s),N(s)^t(s)) é uro campo vetorial tangente ao longo de 
f. Como W e t são linearmente independentes, qualquer côtmpo veto- 
rial tangente ao longo de f é, da forma 
w^(s) = a(s)t(s)+b(s)W(s).
üm campo vetorial tangente ao longo da curva f é di­
ferenciável se como uma função w^: [a,b] -> ele é diferencia
vel. Denotaremos a derivada do campo vetorial tangente 
w^(t) = (f(t),v(t)) por v;^ (t) = (f (t ) , v ’ (t) ) ,
Um campo vetorial diferenciável tangente ao longo da
cúrva f é dito paralelo ao longo de f (no sentido de Levi-Cevita) 
se, para cada t, v'(t) é perpendicular à M. Só usaremos os campos 
vetoriais que forem diferenciáveis. Por isto, omitiremos a partir 
de agora a palavra diferenciável. Vamos também omitir da notação 
w^(t) = (f(t),v(t)) a parte f(t), a menos que haja possibilidade
de confusão. Escreveremos, então, simplesmente w^(t)=v(t).
EXEMPLO 8
Seja f(t) = (a(t),b(t),0) uma curva no plano XOY. Seja 
w^(t) = (A(t),B(t),0 ) um campo vetorial tangente diferenciável ao
longo de f. 0 normal do plano é N(t) = (0,0,1).
. , dA dB f.,
f  ^ dt 'dt' ^  *
Ó campo é paralelo ao longo de f se é perpendicular ao pla­
no; isto é,
dA dB 
dt ■ dt "
Assim, é paralelo ao longo de f se e somente se A e B são con^ 
tes ao longo de f.
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EXEMPLO 9
Seja M a esfera unitária em de centro (0,0,0). Seja
f o equador de M e um vetor unitário apontando para o norte em 
cada ponto de f. é paralelo ao longo de f pois w^(t) = (0 ,0 ,1 )
e *^{t) = (0,0,0). Logo, é perpendicular ã M (figura 8 ).
<íwE de se notar que o campo ^  geralmente nao é tan­
gente ã superfície M. No entanto, podemos obter um campo vetorial 
tangente ã M projetando ortogonalmente sobre (M) para ca­
da te[a,b] (figura 9). Este processo de diferenciar um campo veto 
rial e projetar ortogonalmente a derivada sobre (M) recebe o
nome de diferenciação covariante. Segue disto que a derivada cova 
riante nada mais é do que a componente tangencial da derivada u- 
sual. Vamos denotar o vetor projeção de sobre (M) por w^.
A derivação covariante tem as mesmas propriedades da derivação u- 
sual com excessão do fato que a derivada covariante de um campo vb 
torial tangente ã M é ainda um campo vetorial tangente ã M.
( FIGURA 9 )
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Observamos que, mudando o sistema de coordenadas da su­
perfície M, a derivada covariante não se altera. Isto ocorre devi 
do ao fato que, ao mudar o sistema de coordenadas, o máximo que 
pode ocorrer é que o vetor normal a superfície mude de sinal. A 
projeção de sobre entanto, não se altera por esta
mudança.
PROPOSIÇÃO 31
Um campo vetorial tangente ao longo de uma curva f 
de uma superfície M é paralelo se e somente se w^(t) = 0,v t.
DEMONSTRAÇÃO : Como é paralelo ao longo de f; [a,b] M vem que 
Vte[a,b], W^(t) _L ” Portanto, a projeção
ortogonal de sobre ® nula.
c.q.d.
Seja M uma superfície regular e PeM. Um campo de vetores
tangentes em M é definido por
w: M u{P}xT (M) = T(M)
M P
P w(P) = (P,v) , 
onde veTp(M). Por questão de simplicidade, vamos escrever apenas
"p-
Sejam Vi,V2eT^(M) e Wx,W2eT(M). Definimos a soma de cam
pos vetoriais tangentes em M no ponto P por 
(W1 +W2 ) (P) - (P,Vi (P) 4.V2 (P) ) .
Vamos, agora, a uma definição precisa de derivada cova­
riante.
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Seja f:I ^ M uma curva parametrizada de uma superfície 
M e w um campo vetorial diferenciável tangente ã M em f(t). A de 
rivada covariante de w é o campo vetorial w' tangente ã M defini 
do por
(2.16) w ’(t) = w(t)-<w(t) ,N(f (t) )>N(f (t) )
onde N é o vetor normal ã M em f (t). Vamos denotá-la por
(^)(f(t)) = w ’ (t) ou por D^^w(f(t)).
dt
Vamos obter uma expressão para a derivada covariante em 
termos de ura sistema de coordenadas locais X(u,v) de uma superfí­
cie M ao redor de um ponto PeM.
Seja f(t) = X(u(t),v(t)) uma curva f de M e 
w(t) = a(t)X^+b(t)X^ um campo vetorial tangente ã M. Por comodida
de vamos omitir a variável t. Então,
sendo que o símbolo ' está indicando a derivada em relação ã t . 
Usando-se as equações (1.14) obtemos
^  = a (  ri\x^+r A x ^ + e N ) u ' + a (  r i\x^+r i\X^+fN) v '+a ’ X^ +
+b( rAx^+rAx^+fN)u'+b( r2\x^+r222X^+gN)v’+b'x^. 
Reagrupando~se temos
= (a '+ar i \ u '+ar 1^2 V + b r  i^ 2 U '+br 2^ v ') X^ +
(2.17) + (b'+al'i\u'+ar i^ 2v'+br i^ 2 U '+br 2^ v ' ) X^ +
+ (aeu'+afv'+bfu'+bgv')N.
Calculando-se
(2.18) <w,N>N = (aeu'+afv'+bfu’+bgv')N .
Substituindo (2.17) e (2.18) em (2.16) obtemos
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(2 . 19) —  = w ' = (a ' + r 1 1^ au ' + r 1 2^av ' + f x^2t>u ’ + F 2^ 2bv ' ) X + 
dt ^
+ (b'+r AauV + ri22av' + ri22bu’+r2\bv' )X^. 
OBSERVAÇÕES
(i) A expressão (2.19) nos mostra que ^  independe da
curva considerada.
(ii) Podemos redefinir um campo vetorial paralelo ao
longo de uma curva parametrizada f com sendo aquele para o qual 
se tenha para todo t,
Dw^
^ = 0 .dt
PROPOSIÇÃO 32
Sejam Wx e Wa campos vetoriais diferenciáveis tangen­
tes em uma superfície M ao longo da curva parametrizada f : I -»■ M 
e g uma função diferenciável. Então,
(i) (W1 +W2 )' =wl+wj.
(ii) (gwi)' = g'wi+gwí.
(iii)
(iv) <Wi ,W2 >'= <wl ,W2 >+<Wi ,wl >
DEMONSTRAÇÃO : (i) (W1 + W 2 )’ = (Wi+W2 )-<Wi+W2 ,N>N = Wi+W2-<Wi
Segue que
(W1 +W2 )' = {w 1 —<Wx/N>N)+(W 2 W 2 ,N>N) = Wx+wl»
• a
(ii) (gwx)' ~ (gwi )-< (gwx ) ,N>N = gwx+gwi-^x+gvi,N>N. 
Segue que
(gwi)' = (g-<^,N>N)wi+g(Wi-<Wi,N>N) = g'wi+gw{.
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(iii)Sabemos que a derivada covariante é a componente
tangencial da derivada usual. Denotando-se esta componente por
( )^, obtemos
,dw 1 . Dw 1 , , dw ?. Dw 2 ,
<ar"'T= ar" = '» 1 ' ® ‘ ãt^> = dt^ = «5.
Da derivação usual temos
d dw 1 dw 2^ <Wj,W 2> = <dt
Então,
~<Wi,W 2 > = <(^)^,V^ + <Wi, (^^)^> = <|^/W 2 >+<Wi
(Ív)<W i,W 2>’ = (^<Wi,W2>) = < ^ ^ , W 2 > K W i , | p - >
= < (|^)^,W2>kwi , ,w^ + <Wi ,wi>,
c.q.d.
PROPOSIÇÃO 33
Sejam w^ e W 2 campos vetoriais tangentes era M paralelos 
ao longo da curva f: [a,b] M, Entãoj,
(i) Wi tem comprimento constante.
(ii) <Wi.,W2 > é constante,
(iii) o ângulo entre Wi e W 2 é constante,
(iV) VceiR, W 1 +W2 e cwi são paralelos.
DEMONSTRAÇÃO ;(i) Como Wi é paralelo ao longo de f, teraos w[ = 0.
Mas = ^<Wi,Wi>= 2<w{,wi> = 0.
2
Portanto, Iw^ l é constante« Logo, tera coraprimento constante.
(ii)Como Wi e-W2 são paralelos ao longo de f, teíros 
w[ = W 2 =0. Então,
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—  <Wj^,W2 > = <Wj,W2 > ' - <W] ,W2 >+<Wi ,W2 > - 0 ,
Portanto, <Wx,W2 > é constante,
(iii) Sabe-se que <Wi,W2 >= I i  |W2 1cos0, onde 0 é o ân­
gulo entre e Wj . Dos itens (i) e (ii) segue imediatamente que 
cos 0 é constante. Portanto, 0 é constante.
(iV) Como víi e Wj são paralelos ao longo de f, temœ que 
Wj =v?2 = 0, Pela proposição 32 temos
(W1 +W2 )' = W[+W2 .
Portanto, (W1 +W2 )' = 0. Logo, W^+Wa é paralelo ao longo de f.
Da mesma forma, V c e R temos 
(cw^)’ = c ‘wi+cwí ~ cw^.
Portanto, (cw^)' - 0, Logo, c^ é paralelo ao longo de f.
c.q.d.
A proposição que acabamos de provar nos diz que, quando 
transladamos vetores paralelamente ao longo de uma curva, os ângu 
los e os comprimentos dos vetores são preservados, exatamente como 
na Geometria Euclidiana,
Seja f:I -> R* uma curva parametrizada do plano ao
longo da qual o campo f  de seus vetores tangentes i paralelo. As 
carvas f com esta característica são exatamente as retas de . 
Em uma superfície vamos encontrar curvas desempenhando o papel de 
tais retas. São estas as geodésicas da superfície. Temos, assim , 
uma nova definição de geodésicas, desta vez usando a derivada co­
variante .
Uma curva parametrizada f de uma superfície M, não cons
tante, é uma geodésica se o campo de seus vetores tangentes f* é
paralelo ao longo de f; isto é , para todo t,
Df ’ (t)  ^
dt
A seguir obteremos uma expressão para a curvatura K em
68
termos da derivada covariante.
PROPOSIÇÃO 34
Sejam X:U V C M  um sistema de coordenadas de uma vizi­
nhança de um ponto P de uma superfície M e K a curvatura gaussia- 
na de M. Então,
~  ^  ^ X  = K(X xX )xX .9v 9u u 9u 3v u ' u v u
DEMONSTRAÇÃO : Como D „ , 3 „ . ,. .. > 
---------- - 3^^u " < ^ ^ u ^  ' <2.19) que
Ainda de (2.19) temos
( (ri\)^+r Ari\+r 2^ 2 rA)x^+
Por outro lado.
Segue que
" < (ri"2 )^+ri\ri 2^ + ri"2ri"2 )x^+
+ ( (r 1^ 2) ^ +r 1^ 1 r 1^ 2+r 1^ 2 r 1^ 2 ) x^.
Subtraindo-se as duas igualdades, temos
9v f ü \ " f ü  fv\ .  " < (ri\)^-(ri^2)^+r2^2ri^-rii2rA)x^+ 
+ ( (rA)^-(rA)^+rArA + r2\rA-rAri^2-rAr,2, )x^.
Das duas últimas equações de (1.16) temos
-FKx^+EKx  ^ = ( (rA)^-(ri^2)^+r2^_rA-ri^2rA )x^+
+ ( (rA)^-(rA)^-rArA + rArA~r^.r,,^2+ r A r 222 )x^.
69
de m o d o  que
~  — X - Ç- — X = K(~FX +EX ) = 9v 3u u 3u 9v u u v
= K«X^,X^>X^ =
= K(X^xX^)xx^.
C . q . d .
PROPOSIÇÃO 35
S e j a m  f u m a  c u r v a  p a r a m e t r i z a d a  d e  u m a  s u p e r f i c i e  M  c u ­
jo v e t o r  n o r m a l  é N ( u , v ) ,  tg u m  p o n t o  d o  d o m i n i o  de f e veT^^^j(M).
E x i s t e  u m  ú n i c o  c a m p o  v e t o r i a l  w  t a n g e n t e  à M a o  l o n g o  d e  f q u e  
é p a r a l e l o  e s a t i s f a z  w(to) = v.
DEMONSTRAÇÃO :Necessitamos um campo vetorial w tangente à M ao Ion 
go de f que satisfaça a condição w' =0. Usando (2.16) 
com a omissão da variável temos 
w' = w- <w,N>N.
C o m o  <wjN> = <w ,N>+< w ,N> , t e m o s
w' = w - ( < w ;n >-< w ,N>)N = w - < w "N> N + < w ,N>N.
Como w é tangente ã M ao longo de f vem que <w,N> = 0, de modo que 
<wjN> = 0. Assim,
(2.20) w' = w+<w,N>N.
Temos que w' = 0 se e somente se w é solução da equação
(2.21) 0 = w+<w,N>N .
Consideremos w(t) = (f(t),wi(t),Wa(t),Ws(t)) que é uma 
solução do sistema de equações diferenciais
dw^(t) 3
dt
+ Z (N. (f(t))) (N. (f(t)) 'w. (t) = 0, 
i = 1  ^ ^
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onde Nj(f(t)) para j=1,2,3 são as componentes do vetor normal 
N(f(t)). Pelo teorema de existência e unicidade de equações di 
ferénciais existe uma única solução w = (wi,W2 ,W3 ) de (2 .2 1 ) 
que é um campo vetorial tangente ao longo de f, satisfazendo 
w(to) = v; isto é, w^(to) = v^, i=1,2,3, onde v (f (to ) ,Vi,V2,V3) .
Vamos mostrar que w é tangente ã M. Por (2.20) temos 
<w*,N> = <w,N>+<w,fî> = 0 , 
pois w' =0. Portanto, <w,N> = -<w,R>.
Mas, <w,N>' = <w',N>+<w,N'>. C o m o  N' =0, t e m o s
<w,N>' = <w',N> = 0.
Portanto, <w,N> é constante ao longo de f.
Como
<w(to) ,N(to) > = <v,N(to)> = 0, 
então para todo t,
<w (t) ,N ( t) > = 0 .
Logo, w é tangente à M como esperávamos.
Por último, w é paralelo ao longo de f pois w' =0.
c.q.d.
0 paralelismo de Levi-Cevita pode ser usado para trans­
portar vetores de um ponto de uma superficie M para outro. Sejam 
P e Q dois pontos dados na superfície M e f;[a,b] ^ M uma curva di 
ferenciâvel com f(a) = P e f(b) = Q. Cada curva diferenciável f 
de P à Q determina uma transformação
Pj : Tp(M) ^ Tg(M)
V (v) = V (b)
onde V é o único campo vetorial paralelo ao longo de f com V(a)=v 
(figura 10). 0 campo vetorial P^(v) é chamado o trans -
porte paralelo de v ao longo de f.
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( FIGURA 10 )
0 conceito acima pode ser generalizado para uma curva pa 
rametrizada diferenciável por partes. Suponhamos que f;[a,b] M 
seja uma curva parametrizada diferenciável por partes. Existe um 
número finito de pontos em (a,b) onde f não é diferenciável. Por 
comodidade, suponhamos que f não seja diferenciável apenas num 
ponto c, a<c<b. Neste caso, consideraríamos f = fiufz, onde
fi;[a,c] ^ M com fi(a) = P e f i ( c )  =R.
f 2 :[c,b] M com fz(c) = R e f 2 Íb) =Q.
Então, fi e Í 2 são diferenciáveis e consequentemente as considera 
ções acima valem para f^ e para fg.
EXEMPLO 10
Para 0eK consideremos fg:[0,II] -> S^  a curva parametriza
da na esfera S^  em que vai do polo norte P= (0,0,1) ao polo 
sul Q=(0,0,~1) definida por fQ(t) = (cos0sent,sen0sent,cost). Pa­
ra cada 0, fg é uma semi-circunferência máxima de S^, Seja
V = (1 ,0,0) eTp(SM . Um campo vetorial tangente ao longo de fg, pe
la proposição 33, é paralelo se e somente se ele tiver comprimen-
«
to constante e formar ângulo constante com Um tal campo, com
valor inicial v, é
• »
Vg(t) (COS0) f g (t) - (senô) N (f g (t) ) xf g (t) .
Assim, p^ (v) = Vq(II) = COS0 (Q,-cos0,-sen0,O)-sen0 (Q,-sen0 ,cos0,O)
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Segue que (v) - -- (Q , cos2 0 , sen2 0 , 0 ) .
Portanto, o transporte paralelo de P ã Q é dependente do caminho 
f « .
TEOREMA 3 6
Sejam P e Q pontos de uma superfície M e f uma curva 
parametrizada diferenciável por partes de P ã Q. O transporte pa 
ralelo
p^:Tp(M) ■> Tg(M)
ao longo de f é um isomorfismo de espaços vetoriais e preserva 
produto interno.
DEMONSTRAÇÃO : (i) p^ é linear. De fato, sejam wi e W 2 campos ve­
toriais tangentes paralelos ao longo de uma curva 
parametrizada f:[a,b] M, tais que f (a) = P e f(b) = Q e para 
vi,V2 £Tp(M), wi(a) = Vi e Wa(a) = V 2 . Pela proposição 33, temos
W 1 +W2 e cwi , c e sendo também campos vetoriais tangentes parale 
los ao longo de f. Seja
Pj(vi) = wi(b) e p^(va) = W 2 (b) .
Então,
P£ (vi)+p^ (V2 ) = Wi(b)+W2 (b) = (W1 +W2 ) (b) = P^(vi+v2 ).
Do mesmo modo,
cp^ívi) = cwi(b) = wi(cb) = P^^(cvi).
(ii) <p^(vi),p^(V2 )> = <vi,V2>,V Vi,V2 £Tp(M). De
fato, sejam Wi e W 2 os campos vetoriais tais comoem (i), pela par 
te (ii) da proposição 33, <Wi,W2 > é constante. Então,
<Vi,V2 > = <wi (a) ,W2 (a) > = <wi (b) ,W2 (b) > = <p^ (vi),p^  (v2 )> .
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(iii) Pj é injetiva. De fato, pela parte (i) da propos^ 
ção 33, sendo o transporte paralelo ao longo de f do item ( i ) 
tem-se
Ip^(vj)1 = Iw^(b)1 = 0
implicando em
iw^ (a) I = 1 v J  = 0 .
Portanto, o núcleo de p^ é nulo e p^ é injetiva. Como p^ é uma a
plicação entre espaços vetoriais de mesma dimensão, temos que p^
é sobrejetiva, logo é bijetiva.
c.q.d.
2.6. A APLICAÇÃO EXPONENCIAL
Seja M uma superfície, PeM e veT^(M). Pelo corolário 28
existe uma única geodésica g^ de M tal que g^(0) = v e g^(0) = P-
Seja W = {veTp(M); 1edominio g^}• A aplicação
exp :W -> M 
P
V ^ expp(v) = g^ ( 1  ) 
satisfazendo expp(O) = 9^(1 ) = P é chamada aplicação exponencial 
em P.
EXEMPLO 11
Seja M = , P = (1,0)eM e g^(t) = (coset,senet) um
círculo unitário em M com velocidade inicial v = (0 ,0 ). Temos 
g^(0) = (1,0) = P.
g^(t) = (-0 sen0 t,0 cos0 t) „ g^(0 ) = (0 ,0 ).
Portanto,
expp(O,0 ) = g^(l) = (cos0 ,sen0 ).
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LEMA 37
Se uma geodésica g^ está definida no intervalo (~c,e) ,
- 0 £ entao a geodesica g^^ esta definida em ( - y, y ) e, para
te{ ~'j,j ), tem-se g^ ^^ (t) = g^(Xt).
DEMONSTRAÇÃO : Para simplificar notação usaremos g em lugar de g^ .
Definamos
h; ( - M por h(t) = g(At) .
Portanto,
(2.22) h(0) = g(0) e h' (0) = 'Xg' (t) .
Suponhamos que X é um sistema de coordenadas ao redor de 
PeM e que g(t) = X (u (t) , v ( t) ) . Então, h(t) = g(At) = X (u ( Xt) , v ( Xt) ). 
Portanto,
h'(t) = XJlu(Xt) ,v(Xt) ) Xu' (Xt)+X^{u(Xt) ,v(Xt) ) Xv’ (Xt) .
Omitindo as variáveis do segundo membro temos para a úl. 
tima igualdade a expressão
h' (t) = Xu'X^+Xv'X^.
Por (2.19) vem que
= §^(Xu'X +Xv’X ) dt dt u V
= [(Xu') '+ri\(Xu') (u) ’+ri^2 ( X u M  (V) '+ri^2 (Xv') (u) ' + 
+ T 2^ 2 ( X v‘ ) (v) ’ ]X^+ [ (Xv' ) ' + ri\ (Xu' ) (u) ' + Ti 2^ (Xu' ) (v) ' + v A  ( X v’ ) (u) ' +
+ 12^2 (Xv') (v) ']X^.
Disto segue que
^^dt^~ - { X^u'’+x^ri\u’'+xM’ii2u'v'+x^ri^2u'v+xn' 2V')X^+
+ ( x"v' '+x^  ri\u'' +x^  ri22u ’v ’+x^  ri22u'v' + x" r 2^ 2v')x^ .
Logo,
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(2.23) = A M ( u ” +rAu'%2ri^2u’v'+r2'2v'')x^ +
+ (v' '+ri\u'"+2 rAu'v'+r 2^ 2v'' )x^].
Ainda por (2.19) calculamos
= 2_ [u'(t)X^(u(t) ,v(t))+v'(t)X^(u(t) ,v(t))] . 
Omitindo as variáveis no segundo membro, temos
(2.24) = (u''+ri\u'%2riV’v'+r2^2v'^ )x^ +
+ (v''+rAu' +2 r i V V '+r 2^ 2V  )x^.
Substituindo (2.24) em (2.23) temos
Dh’(t) _ ,^Dg'(t) 
dt "  ^ dt
Por hipótese, g é uma geodésica de modo que -■ = 0, Logo,
Dh’(t) _ „
dt ■
Portanto, h é também uma geodésica em M satisfazendo a 
equação (2.22). Pela unicidade de uma geodésica satisfazendo (2.22) 
(teorema 27), vem que g^^(t)=g^(At).
c.q.d.
TEOREMA 38
Seja P um ponto de uma superfície M, Existe 6>0
tal que ®^Pp ® definida e diferenciável no interior do cír
culo V^CTp(M) de centro na origem de T^ÍM) e raio 6 .
DEMONSTRAÇÃO ; Seja veT^(M) um vetor qualquer e g^ a geodésica de
M satisfazendo g^(0) = P e g.^ (0) = v.
Observamos que se vedomínio exp^ e te[-1,1], então tv
ainda pertence ao domínio É sempre possível tomar veT^(M)
de modo que 1edominio g^. Assim, expp(v) = g^(1) está definida 
em cada direção v.
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Vamos enunciar o teorema 27 na seguinte forma: Dado PeM, 
existem números reais positivos ôi e 62 e uma aplicação diferenciá­
vel
g^: ( -Ô2 , 6 2 ) M 
tal que para cada v fixado em V^ = {veT^ÍM) | lvl<6 i}, g^  ^é a úni■^v
ca geodésica de M satisfazendo
g^(0 ) = P e g ^ l [ 0 ) = v »
Pelo lema 37, como g está definida em ( -6 2 , 6 2 ), g^
V 0 2 V
T "
está definida em (-2 ,2 ) para cada veV^^ .
Consideremos o círculo V^C (M) de centro na origem
de Tp(M) e raio 5<-'^ ^ ^^ . Então,
VveVg, expp(v) = ^^  ^ portanto, exp^ está definida.
Além disso, sxp^ é diferenciável em V^ porque g^ é diferenciável
em Vg.
c.q.d.
TEOREMA 39
A aplicação exponencial é um difeomorfismo local
DEMONSTRAÇÃO : Seja P um ponto dado de uma superfície M. Seja ex;^
a aplicação exponencial. Seja VcrT^ÍM) um círculo
aberto contendo P. Então, pelo teorema 38, 
expp:V M
está definida e é diferenciável.
Seja um aberto tal que X:U ^ M seja um sistema de
coordenadas geodésicas contendo P (figura 11).
A aplicação X~^oexp ;V U é a aplicação identidade .
7 7
Como a aplicação identidade é um difeomorfismo local e 
X é um homeomorfismo segue que exp^ é um defeomorfismo local.
c.q.d.
2.7. COORDENADAS GEODÉSICAS POLARES
Vamos, agora, empregar a aplicação exponencial para in­
troduzir um sistema de coordenadas em M análogo ao sistema de 
coordenadas polares no plano. Este sistema se chamará sistema de 
coordenadas geodésicas polares.
Sejam M uma superfície, PeM, (M) o espaço tangente ã 
M em P, (p,6) um sistema de coordenadas polares em U^T^ÍM) com
origem na origem de (M), raio polar p e ângulo polar 0
(p>O,O<0<2I[) (figura 12).
( FIGURA 12 )
Para 9 = 0  temos a semi-reta a de origem em P e na dire 
ção de Q a qual não está definida no sistema de coordenadas pola­
res. Definamos exp^(a) = y . Assim, temos a aplicação
exp : U - { a } - > V - { y } .
P
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Como U ~{a} continua sendo um aberto em (M), segue 
do teorema 39 que a aplicação exponencial é um difeomorfismo de 
U-^  {a} sobre V- {y}* Podemos obter um sistema de coordenadas de 
V-íy} da forma (p,0), através da aplicação exponencial. Um tal sis 
tema é chamado sistema de coordenadas geodésicas polares(figura 
13) .
Observamos que para um 0 fixo em (M) temos um raio po­
lar; isto é, temos um vetor veT^ÍM). Então, exp^ív) =  ^
que expp(O) = g^(1) = P. Isto significa que os raios polares de 
Tp(M) são transformados por exponencial em geodésicas de M partin
do de P, Tais geodésicas são denominadas raios geodésicos. Assim, 
ao longo de um raio geodésico temos p medindo o comprimento de 
arco do raio geodésico a partir de P. Disto vem que, num sistema 
de coordenadas geodésicas polares temos os seguintes coeficientes 
fundamentais:
(2.25) E = 1, F = 0 e G = G(p,0).
Os círculos correspondentes a cada p fixo no sistema de 
coordenadas geodésicas polares são chamados círculos geodésicos.
As vezes usaremos s em lugar de p , quando julgarmos a-
dequado.
( FIGURA 13 )
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2.8. COMPORTAMENTO GLOBAL DE GEODÉSICAS
Neste parágrafo, (M,d) denotará um espaço métrico na métri 
ca d definida no §2,1. Como vimos naquele parágrafo um arco em M 
é a imagem de uma aplicação diferenciável de um intervalo [a,b]eR. 
Vamos verificar algumas propriedades globais das geodésicas trata­
das como arcos de comprimento mínimo,
üm arco f: [a,b] M é chamado um segmento se
d(f (ti) ,f (tz) ) +d(f (t2 ) ,f (tg) ) = d(f (tj ,f (tj) ) ,
quaisquer que sejam os pontos tj^,t2 ,t3 entre a e b.
A restrição de um arco a um subintervalo fechado do seu 
domínio recebe o nome de subarco.
Um raio em (M,d) é uma função contínua g: [a,b) M tal que 
{g(t):te[a,b)}
é um subconjunto fechado em (M,d), e cada subarco g é um segmento. 
Sejam e fa arcos em (M,d) definidos por 
f 1 : [ai ,bj M 
e f 2 : [a2 ,b2 ] M
e tais que f^ í^bj^ ) = f2 (a2 ). Definimos o arco f = fj^uf2Como sendo 
f : [a^  ,bi+ (b2-a2 ) ] -> M
tal que
f(t)
fi(t) , te[ai,bj
f 2 (t-bj^+aa ) , t£ [bj^ ,bi+b2-a2 ] ,
TEOREMA 40
Seja Pq£M, X um sistema de coordenadas geodésicas po- 
^ 0
lares de centro Po com coordenadas (s,0) e Pi -- (si,0i). 0 com - 
primento de qualquer curva f de Po ã Pi é maior ou igual a s^ e a 
igualdade é atingida somente nos raios geodésicos de Pq ã Pi .
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DEMONSTRAÇÃO : Qualquer curva f com origem em e passando por P^
deve cortar o círculo geodésico s = s^. Façamos f 
encontrar s = s^  pela primeira vez em P^  . Suponhamos P^  =
(figura 14). A parte de f de P^ ã P^ pode ser parametrizada por 
's = s(t)
6 = 0 (t) ,
onde s(t^) = s^  ^ e 0 (t;^ ) = 0:.. A distância de Pq ã Pa ao longo de 
f é dada por
\/s' d t  = l i m  I s'lim
to-^0 «/
s ' +G (s,6 )0' dtálim
to'^0
dt= s 1 •
to-^ 0.
( FIGURA 14 )
Observamos que a igualdade acima vale somente quando 
0' = 0. Disto segue que 0 é constante. Portanto, f é geodésica.
c.q.d.
TEOREMA 41
Se f é um arco de comprimento mínimo, então f é uma geo 
désica. Em particular, f é diferenciável em todo ponto. Além disso 
se Pi^Pa^Ps são pontos de f tais que P 2 esteja entre Pi c P 3 , então 
d(Pi,P2 )+d(P2 ,Ps) = d(Pi,p3 ). Inversamente, se f é qualquer arco 
satisfazendo a condição acima para quaisquer tres de seus pontos, 
então f é uma geodésica e, se Pi e P2 são pontos de f, temos 
d(Pi,P2 ) = (Pl,P2 )f.
DEMONSTRAÇÃO : Seja f um arco de comprimento mínimo entre P^ e
isto é, d(Pi,P2 ) = (Pi,P2 )^ - Como f é um arco, f é
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diferenciável por partes. Seja f  um subarco diferenciável de f . 
Assumamos que f  não seja uma geodésica. Assim sendo, f  não sati£ 
faz as equações (2.10). Existe, então um ^onto P q de f  e uma v_i 
zinhança V de P q em f ' de modo que f  não satisfaz o referido sis­
tema em qualquer ponto de V. A existência de V está garantida pe­
lo fato que sendo f  um arco é uma função contínua e se esta fun - 
ção não zerar em Po, não irá zerar em uma vizinhança de Po; isto é, 
V. Deste modo, f tem um subarco diferenciável f ,  que não é uma geo 
désica, ou melhor, nenhum de seus pontos satisfaz (2 .1 0 ).
seja P q um ponto do interior de f  e Rief tal que Ri es 
teja numa vizinhança de coordenadas geodésicas polares centrada em 
P q. Assumamos que Ri esteja em f entre P q e P^- Usando o teorema 
40, temos que o comprimento de uma geodésica de Po ã Ri denotada 
por G, deve satisfazer 
(Pü,Ri)q
Então, existe um arco g = fiUGufj de Pi ã Pa satisfazendo
(Pi,P,)g < (Pi,Pjf ,
onde fi é um o subarco d e f d e P ^ a P o  , G é o  segmento geodésico 
de Po ã Ri , acima caracterizado e f^ é o subarco de f de Ri ã Pa- 
A existência de g contradiz o fato que f é um arco de comprimento 
mínimo. Portanto, todo subarco de f é uma geodésica. Resta-nos pro 
var que o arco todo, f, é também uma geodésica.
0 teorema 40 nos permite concluir que, se dois pontos 
são unidos por um arco f que é composto por subarcos cada um 
dos quais é uma geodésica e f não, então existe um arco entre estes 
dois pontos cujo comprimento é menor do que o comprimento de f. Mas 
sendo f um arco de comprimento mínimo vem que f é uma geodésica.
Vamos agora ã segunda parte da demonstração. Uma geodési 
ca é uma curva diferenciável em todos os pontos. Assim, f é dire- 
renciável em todos os pontos.
Sejam Ri ,R2e R3 com P2 entre Ri e R 3 , pontos de f. Então,
(PifRi)£+(Ri»R2 )£+(R2 ,Ra)£+(R3 /P2 )£ = d(Pi,P2 ).
Mas, de d(Pi,Ri)=inf{(Pi,Ri) }^ vem que d(Pi,Ri)<(Pi,Ri)  ^e como f
é uma geodesica, temos
d(Pi,Ri) = (Pi,Ri)j.
De modo análogo, obtemos:,
d(Ri,R2 ) = (Ri,R2 )f ,
d(R2 ,R3) = (R2 ,R3)f e
d(R3,P2> = (R3,P2)f •
Assim, obtemos
d (Ri , R2 )+d (R 2 , R 3 ) = (Ri ,R2 ) £+(R2 ,Rs) £ = (Ri/Rs)^ = d(R^ R^^ ).
Portanto,
d(Ri,R2 )+d(R2 ,R3) =d(Ri,R3).
Vamos por último ã recíproca do teorema. Seja f um arco 
satisfazendo
(2.26) d(R^,R2)+d(R2 ,Ra) =d(Ri,R3).
Seja RjXf e U uma vizinhança de um sistema de coordena­
das geodésicas polares com centro em R 2 . Suponhamos R 2 entre Ri 
e R^ podendo ser um deles e R ^ ^ e R g e m U .  Os arcos de comprimen­
to mínimo entre R ^ e R p  o u R 2 e R 3 são geodésicas de R 1 ã R 2 ou 
ã R^ denotados por gx e g 2 / respectivamente. Deste modo, f 
deve conter gi e gz como subarcos. Suponhamos que gi e g 2 não se­
jam tangentes em R 2 . Existe uma curva diferenciável g de Ri ã Rs 
tal que o comprimento de Ri à R 3 é menor do que a som.a dos compri 
mentos g^  ^ e g 2 - Mas isto contradiz (2.26), de modo que f é uma 
geodésica.
Sejam P^ e P 2 dois pontos quaisquer de f. Como f é uma 
geodésica, todo ponto de f tem uma vizinhança na qual a distância
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entre pontos de f é dada pelo comprimento dos arcos de f que os 
\inem. Sendo f compacta, existe um número finito de pontos em f 
Ri = = ?2 , tais que d(R.,R. ) = (R.,R. ), , paraII Í X t I X l + l X /
i = 1 ,2 ,,. ., n-1 ,
Assim,' n-i n-i
d(P^,P^) = d(R^,R^) =
com o que completamos a demonstração do teorema.
c.q.d.
PROPOSIÇÃO 42
Sejam Pi,...,P^ pontos em (M,d) satisfazendo
(2.27) d(Pi,P2 )+...+d(P^_^,P^) =d(Pi,P^).
Então, para qualquer conjunto de inteiros ij^ ,...ij^  com 
1 <i^ < . . . <ij^ <n , temos
(2.28) d(P ,P )+ ... + d(P. ,P. ) = d(P. ,P, ).
DEMONSTRAÇÃO ;Suponhamos que (2,28) seja falsa para um conjunto 
de inteiros ii,....ij^, com 1 ^ iiá . . , <i^ <^n. Pela de
sigualdade triangular temos
d(P. ,P. )+ ...+d(P. ,P )íãiP ,P ).
^2 ^k-i ^ 1 ^k
Ainda pela desigualdade triangular,
d(P^,P„)+...+d(P^ .P^)>d(Pi,P. )+...+d(P. ,p^)>d(p ,p^ )
 ^ XI -A-jL -1-j^ n n
Então,
d(Pi,P2 )+-..+d(P^_^,P^)>d(Pi,P^),
Contradição com (2.27). Portanto, (2.28) é verdadeira.
c.q.d.
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PROPOSIÇÃO 4 3
Sejam f ^ segmentos de P^  ^ã era
ÍM,d).Re
(2.29) d(Pi,P2 )+=..+d(P^_^,P^) =d(Pi,P^), 
então
5  ^V k + i  k=i
é um segmento.
DEMONSTRAÇÃO : Façamos a demonstração por indução sobre o número
de segmentos„
Se há somente um segmento, então nada temos a provar. 
Suponhamos que a proposição vale para n-1 segmentos. De 
vemos provar que ela vale para n segmentos. Nossa demonstração se 
reduz a demonstrar que a união de dois segmentos ainda é um seg - 
mento.
Sejam P^,P^,P^ pontos de M, P^P2 e P 2P 3 segmentos, lo 
go arcos. Então, P^PaU P 2P 3 é tambéra ura arco. Varaos provar que 
este arco é também um segmento; isto é, para quaisquer tres pon - 
tos X,Y,ZePiP2>J P 2P3 devemos ter
d(X,Y)+d(Y,Z) = d(X,Z), 
onde Y está entre X e Z. Temos a considerar duas hipóteses.
(i) Os tres pontos estão num mesmo segmento (P1 P 2 ou 
P 2P 3). Suponhamos que X,Y,ZePiP2 . Como P 1 P 2 é um seamento- temos
d(X,Y)+d(Y,Z) = d (X,Z) .
(ii) Dois pontos estão em um dos segmentos e o terceiro 
está no outro. Suponhamos que X,YgPxP2 e ZeP2P 3 . Como P 1 P 2 e P 2P 3 
são segmentos temos
(2.30) Jd(P2 /Z)+d(Z,P3 ) =d(P 2 ,P3 ),
d(Pi ,X)+d(X,Y)+d(Y,P2 ) =d(Pi,P2).
Por hipótese, d(p^,Pg)+d(P2 ,Ps) = d(Pi,P3 )- Substituindo 
nesta equação as equações (2.30Í encontramos
díP^ ,X)+d(X,Y)+d(Y,P2)+d(P2 ,Z)+d(Z,Ps) = d(Pi,Ps).
Pela proposição 42 vem que
d(X,Y)+d(Y,Z) = d(X.Z) .
Portanto, a união de dois segmentos é um segmento, com o que com­
pletamos a demonstração.
c.q.d.
PROPOSIÇÃO 44
Seja g:[0,1) -> M una função œrt£maemÍ4,d)tal que todo subar 
co de g é um segmento. Então a imagem de g é fechada em (M,d) e g
é um raio, ou lim g(t) = P q • Se a segunda condição é satisfeita
t^ - 1
e definimos f:[0,l] M por
g(t) , te[0 ,1 )
f(t)  ^ \
Po , t=1
então f é um segmento.
DEMONSTRAÇÃO : Suponhamos que a imagem de g não é fechada. Deve­
mos provar que g tem um ponto de acumulacão e que 
este ponto não está em Im(g). Admitamos que P seja um ponto de a 
cumulação de g e que P^Im(g). Existe uma seqüência de números 
0<t^<1 , i = 1,2,..., tal que lim t^ = 1 e lim g(t.) = P.
Seja (t^ ') outra seqüência de números tais que 0át^'<1, 
i=1,2,...e lim t^'=1. Devemos provar que lim g(t.') = P. Para tal
vamos definir duas funções f e h, a valores inteiros com as seguin 
tes propriedades:
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f.1 ) ,
f„2 ) não existe índice j com a propriedade que
h.2 ) não existe índice j com a propriedade que
t . ' <t. <t, ... .1  D h(i)
Observamos que
(i) 1 e [0,1). Logo, ->■ 1 e daí segue que
g(th,i|) - P-
(ii) não existe j tal que t^^^^<tj<t^’ . Como t^' 1 segue que 
tf(i) 1. Logo, g(tf(j^j) P.
Portanto,
(2.31) lim g ( t ^ _ p  = lim g(tj^,^j) = P.
Í-)-ÜO Í“->-00
Como g(t) é um segmento para (i) (i) > temos
qualquer que seja i. De (2.31) segue que
d (g (tf (i) ) ,^  (th (i) ) ) ^ 0 , quando i ~ . Portanto,
d (g (t^ ') / g(th(i))) 0 e d(g(t^^^j),g(t^ ' ) ) ^ 0  quando i -> ».
Da última expressão vem que
lim d (g (t^ ,g  (t. ' ) ) = 0
i->oo
e desta segue que lim = lim g(t^’). Por (2.31) vem que
1-^00 l->00
lim g(t^') = P como desejávamos. Portanto, o limite
Í->oo
é único. Definamos lim g(t) = P q.
Í->co
Vamos ã segunda parte da demonstração da proposição, Pa 
ra isto definamos o arco g u Po. Devemos verificar que este arco 
é também um segmento, ou seja, quaisquer que sejam os pontos 
X,Y,Z de g u P q, estando Y entre X e Z, vale a relação; 
d(X,Y)+d(Y,Z) = d(X,Z).
Por hipótese, cada subarco de g é um segmento, então
(2.32) d(X,Y)+d(Y,g(t^)) =d(X,g(t.)).
Suponhamos que lim g(t^) = Po, então levando ao limite
í~^ oo
a igualdade (2.32) quando i obtemos
lim d(X,Y)+lim d(Y,g(t.)) = lim d(X,g(t.)),
X“>-oo Í->-oo
Devemos considerar as duas situações seguintes :
(i) Y^Po^^Z, Nada a demonstrar pois f, por hipótese, cada subarco
de g é um segmento.
(ii) Yí^Po=Z. De (232) vem que d (X, Y)+d (Y,Pq ) = d(X,Po), ou
d(X,Y)+d(Y,Z) = d(X,Z).
A curva f é ãs vezes denotada por f = g u Po-
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c.q.d.
SUPERFÍCIES DE CURVATURA GAUSSIANA CONSTANTE
3.1. SUPERFÍCIES DE CURVATURA GAUSSIANA CONSTANTE
Estudaremos neste capítulo as superfícies de curvatura 
gaussiana constante e obteremos uma expressão para esta curvatu­
ra num sistema de coordenadas geodésicas. Caracterizaremos super 
fícies que apresentem curvatura gausssiana constante negativa, nu 
la e positiva. Nos preocuparemos sobretudo em estabelecer uma i- 
sometria local entre cada uma destas superfícies com outras que 
possuam a mesma propriedade. Aproveitaremos também para caracte­
rizar Geometrias Não Euclidianas em termos da curvatura gaussia- 
na. Em todo o capítulo a palavra curvatura significará curvatura 
gaussiana.
Da proposição 5 temos que
para um sistema de coordenadas locais X(u,v) ao redor de um ponto 
Pode uma superfície M com coeficientes fundamentais E,F,G,e,f,g, 
relativamente a este sistema.
Se K tiver o mesmo valor em todos os pontos de M, di 
remos que M tem curvatura constante,
É de se notar que a curvatura K desempenha um importan 
te papel em Geometria Diferencial. O sinal de K fixa de uma ma­
neira qualitativa a forma de uma superfície ao redor de um ponto 
(§1 .6 ) .
Vamos mostrar que a curvatura K pode ser definida usan 
do a imagem esférica do vetor normal N ã superfície. Os vetores 
unitários N(u,v) de uma vizinhança coordenada V de um ponto P de
CAPÍTULO III
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uma superfície M são transladados para a origem da esfera unitá­
ria A aplicação íSi:M que faz isto chama-se aplicação 
normal de Gauss. 0 lugar geométrico descrito pelas extremidades 
do vetor N transladado é um conjunto em chamado imagem esfé 
rica de V (figura 15).
N
N
( FIGURA 15)
Sendo N^(u,v) , N^(u,v) as derivadas em relação ã u e ã 
V, respectivamente, do vetor IS!(u,v), vem de (1.15) que
Portanto,
ou seja.
M xM - l I Fe-Ef . ,F g ~ G f , Ff-Eg^ .
u V ' EG-F" u EG-F2"^ v  ^ ^EG-P^ u EG-F^ '
, F^f^-EFfg-FGef+EGeg-F^eg+FGef+EFfg-EGf" .
u^ V - (EG-F^n^ ;
N xN = XXu V EG-F-^  u V
Substituindo (3.1) vem que
(3.2) N XÎSÎ = K(X XX )u V u V
PROPOSIÇÃO 45
Seja X(u,v) um sistema de coordenadas locais da superfí­
cie M com coeficientes fundamentais E=E(u,v), F=0, G=G(u,v). Então^ 
a curvatura K satisfaz a seguinte equação diferencial;
(3.3) K ------ [ ~  ( -4 - ^ ^“ ) + % ^ )  ]
/EG /E 3v 9v
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DEMONSTRAÇÃO ; Vamos por comodismo omitir as variáveis. Lembremos
que no sistema de coordenadas locais X(u,v) da su-
perfície M temos
f =
[X ,X ,X ] uv' u' v
\/e g~f '
g
[X ,x ,x  ] vv' u' V
V eg^
<x ,x  >uu' u
<X ,x  >~<x ,x  > = ~ -~E +F ~uu' VV uv' UV 2 vv uv 2 uu
No sistema de coordenadas dado^temos F=0; logo^
(3.4)
Disto segue que
= ■'v = “■
<X ,X > = uu' u 2 u ' <^uu'\> = " 2 ^  ' <\v'^u>
(3.5) <X ,X > = ~G uv V 2 u 2 ^u '
= - I b ~ 4-guu vv uv uv 2 vv 2 uu •
Da equação (3.1) vem que
(3.6)
[X ,X ,X ][X ,X ,X ]~[X ,X ,X ] ^ uu' u' V vv' u' V uv' u' V
(EG-F^)^
Observamos que sendo a = (a^/aj/aj), b = (b^^^b^/bj)
então
[a,b,c] [d, e, f] = det
, e = (ei,,6 2,e.b) e f =
y
dl d^
y -v
^1 ® 2 ® 3 det a 2 b2 C 9
S fa Í3 a;, b,, C 3
- det
ad bd cd 
ae be ce
af bf cf
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Usando esta identidade, a equação (3.6) se transforma em
K(EG-FM'-' = det
-det
<X ■ X > <X ,x >UU ' vv u ' VV
<X ,X > <XUU u u u
<X ,x > <X ,X >uu ' V u V
<X .x > <xuv ' uv u ’ UV
<X ,X > <Xuv ' u u ' U
<X ,X > <X ,X >uv ' V u ’ V
V u
C ,X ;V V
< ,X : v ' uv
< ,X ;V u
Fazendo um abaixamento de ordem encontramos
FM^ = <X ,X >
E F
--<X ,X >
<X ,X > u' vv <X ,X > v' vv
uu ' VV F G uu ' u <X ,X > u ' V <X ,X >v' V
+<X ,X >uu' V
<X ,X > <X ,X > u' vv v' vv
<X ,X > <X ,X > u' u v' u
•<X ,X > uv uv
E F
F G
+<X ,X > uv' u
<X ,X > <X ,X > u ' uv V uv
<X ,X > <X ,X > u' V v' V
<x ,x > <x ,x > u uv V uv
<X ,X > <X ,X > u' u v' u
Substituindo F = 0 e os valores (3.5) temos
- I G ■^ G - 4-g 4-g
K(EG)^ = EG(- ^E^^™ 4-g ) - 4-e2 uu 2 u
2 u 2 V i 2 u 2 V
0 G
-  5 ^
E 0
1 ~E 2 V 2 u
2 EV —' -prG 2 u
0 G E 0
Segue que
K = -
Ve9u
) + 9v 3v
c.q.d,
92
COROLÃRIO 4 6
Num sistema de coordenadas geodésicas com E=1, F=0, G= 
G=G(u,v) tem-se
1 d^ \/c(3.7) K = -
s/g 3u^
DEMONSTRAÇÃO : Basta substituir em (3.3) , E=1. Assim -^= -P- =0
---------- ------  dU d V
c.q.d.
3.2. SUPERFÍCIES ESPECIAIS DE CURVATURA CONSTANTE 
PROPOSIÇÃO 4 7
Seja k<0. Existe uma superfície de rotação com curvatu­
ra constante K = k.
DEMONSTRAÇÃO : Seja f uma curva do plano XOZ que começa no ponto
x=r= ® ^ propriedade que o segme^
to da linha tangente compreendido entre o ponto de tangencia P e
o eixo OZ tem comprimento constante r. Esta curva é chamada trac- 
triz (figura 16).
Uma parametrização de f é dada por
u
X = h(u) = re^
____  0<x<r .
.u / 2^
z = k(u) = I Vl-e^ dt ,
Podemos obter uma superfície M fazendo a tractriz f gi­
rar ao redor do eixo OZ (figura 17).
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{ FIGURA 17 )
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Pela proposição 25, uma parametrização em M é dada por 
X(u,v) = (h(u)cos v,h(u)sen v,k(u)), 
para 0<h(u)<r e -œ<v<oo . Esta superficie pode ser coberta global­
mente considerando-se duas restrições adequadas para a parametri­
zação acima. Assim,
X^(u,v)=(h'(u)cosv,h'(u)senv,k'(u))=
= (e^cosv,e^senv,Vl-e ^ ).
X^(u,v)= (-h(u)senv,h(u)cosv,0 ) = 
u u
Y*» y
=(-re senv,re cosv,0 ).
u u 2u
Xuu(^/V)=( ^e^cosv, ^e^senv,-  ^ ^
u u
X u v /v)= (-e^senv,e^cosv,0 ),
u / 2u u / 2ü 2u
X^xx^ = (-re^Vl-e ^cosv,-re^ Vl-e ^senv,re )^ .
X xX u V = re
2u / 2u u
N(u,v) = (-\/i_e ^cosv,-V1-e ^senv,e^) .
e = -
u
~ u / 2u 2u
r
2u
r VI -e ^
2n ^
E = 1 , F  = 0 ,  G = r ^ e ^ ,  EG-F^ = r^  e
Substituindo E,F,G,e,f,g era (3.1) obtemos
r^
c.q.d.
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OBSERVAÇÕES
(i) A superfície M obtida com curvatura K constante ne 
gativa i chamada pseudo-esfera de pseudo-raio r.
(ii) De I = Edu^+2Fdudv+Gdv^ vem que a métrica é
2u
.(3.8) I = du" + r"e ^dv" .
Uma segunda parametrização, mais conveniente para nós, 
da pseudo-esfera, nos fornece I = du" + r^cosh* (H)dv^.
PROPOSIÇÃO 4 8
A curvatura K de um plano é identicamente nula.
DEMONSTRAÇÃO : No §1.7 vimos que toda direção de um plano é uma
direção assintótica deste plano. Assim, a curvatu­
ra normal segundo qualquer direção deste plano é nula; isto é, as 
curvaturas principais em cada ponto são nulas. Portanto, o valor 
de K é constantemente igual a zero no plano.
c.q.d.
PROPOSIÇÃO 49
A curvatura K de um cilindro é identicamente nula.
DEMONSTRAÇÃO : Como o cilindro é uma superfície de revolução gera
da por uma reta que se desloca paralelamente a si 
mesma, vem que seus meridianos são retas. Seja f:I M um tal me 
ridiano. Ao longo de f, o vetor normal N do cilindro é constante. 
Desta forma a derivada deste vetor, dN, é nula. Pela proposição 
12 vem que A(t)f’(t) = 0. Como f não é constante em I, vem que 
À(t) = 0 ,vtel.
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Mas.A(t) = k^(f'(t)) = 0 é uma curvatura principal do
cilindro em f(t). Portanto, K = 0 em f(t). Mas, por cada ponto do 
cilindro passa um meridiano, logo K = 0 no cilindro todo.
c.q.d.
PROPOSIÇÃO 50
A curvatura K da esfera é constante, positiva e igual 
ao inverso do quadrado do seu raio.
DEMONSTRAÇÃO: Seja X(u,v)=(rcos u cos v,rcos u sen v, rsen u) com 
r>0 um sistema de coordenadas locais da esfera S^  não 
incluindo os polos norte e sul. Neste sistema temos
X^(u,v) = (-rsen u cos v, -rsen u sen v,rcos u).
X^(u,v) -(-rcos u sen v, rcos u cos v, 0).
Xuu(u,v)= (-rcos u cos v,-rcos u sen v,~rsen u).
Xuv(u,v)= (rsen u sen v,-rsen u cos v, 0 ).
X^^(u,v)= (-rcos u cos v,-rcos u sen v, 0 ).
X^xx^ = -(r^cos^u cos v,r^cos^u sen v,r^sen u cos u).
X XX u V = r^cos u.
N(u,v)=(-cos u cos v , “COS u sen v,-sen u).
E=r^ , F = 0 , G=r^cos^u, EG-F^ =r‘*cos^ u. 
e=r^ , f=0 , g=rcos^u, eg-f^=r^cos^u.
Substituindo E,F,G,e,f,g em (3.1) obtemos
K = -V • r^
Com isto, a esfera S^  tem curvatura K constante positiva em todos 
os pontos com excessão dos polos norte e sul. Como a função curva 
tura é contínua, conclui-se que K tem curvatura constante positi­
va em todos os pontos,
c.q.d.
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OBSERVAÇÃO
A métrica de S^  no sistema de coordenadas acima é
(3,9) I = du"+cos^ {— )dv^.
3,3. GEOMETRIAS NÃO EUCLIDIANAS
Neste parágrafo vamos estabelecer uma isometria local oi 
tre superfícies sob a condição de terem curvatura K constante e ca 
racterizar modelos de Geometria Plana, Elíptica e Hiperbólica pela 
curvatura K.
TEOREMA 51 (MINDING)
Uma superfície M é localmente isométrica a uma superfí­
cie M* de curvatura constante K q se e somente se M também tem cur 
vatura constante .
DEMONSTRAÇÃO : Sejam M e M* duas superfícies , PeM, P*eM*, V uma
P
vizinhança de P em M e V* uma vizinhança de P* em 
M*, Sejam '^ •^ p isometria, X um sistema de coordenadas
locais em V e »FX um sistema de coordenadas locais em V*. Seiam 
P P
E,F,G,e,f,g os coeficientes fundamentais da primeira e segunda fcr 
mas fundamentais no sistema X e E*,F*,G*,e*,f*,g* os coeficientes 
fundamentais da primeira e segunda formas fundamentais no sistema 
'fX, Assim, E = E*, F = F*, G = G*, e = e* . f = f*, g = g*. Logo,
V -
” EG-F^ E*G*~F*
Suponhamos que a superfície M tenha curvatura constante 
Ko. Para provar a recíproca do teorema vamos necessitar do seguin
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te resultado:
(i) Se Ko = 0, então M é localmente isométrica a um p]a
no^ .
(ii) Se Ko > 0, então M é localmente isométrica a uma es
fera , e
(iii)Se Ko < 0, então M é localmente isométrica ã uma
pseudo-esfera.
Consideremos uma geodésica g:I M passando por P. Seja 
X(u,v) um sistema de coordenadas geodésicas definido em uma vizi­
nhança Vp de P em que a família de geodésicas seja formada pelas
linhas com v constante (v'=0) e sejam ortogonais a g em V^. Nes­
te sistema a linha u=0 nada mais é do que a curva g. De (2.15)
vem que a métrica de M em V é
P
(3.10) I = du"+G(u,v)dv".
As linhas u=constante neste sistema de coordenadas serãs 
geodésicas se e somente se
(3.1 1 ) = 0 .
De fato, de u=constante vem que u' = u'' = 0 e sendo v = s o com 
primento de arco vem que v ’ =1. Como F = 0 num sistema de coorde 
nadas geodésicas, temos = 0 - A equação (2.7) se transforma em
(k ) = ■~T2\V^ .
^ u=constante
De (1.13) temos
2GF -GG -FG P 1 V u V .1 2 2 = ------------
2 (EG-F")
G
Substituindo F =F^ = 0 e E = 1, temos V z\= - —  .
Portanto,
(k ) = — ^  .
 ^u=constante
A linha u=constante é uma geodésica de M se e somente se k = 0;g
isto é, se e somente se Como G 5^ 0 vem que a linha
u=constante é uma geodésica de M se e somente se G^ = 0.
De v' = 1 vem que dv = ds ao longo de g. Para u = 0 te­
mos 1(0,v) = G(0,v)dv^ = G(0,s)ds^ = 1(0,s) = 1. Deste modo,
(3.12) G(0,v) = 1.
De (3.3) vem que
(3.13) KoV^ + i/g = 0,
que é uma equação diferencial a coeficientes constantes. Dado Kj, 
a função \/g = /G (u,v) deve ser uma solução de (3.13) satisfazen-
(3.11) e (3.12). Pelo teorema de Piccard, esta solução é única. 
Resta-nos discutir esta solução em termos do valor dado a Ko- Te 
mos tres casos a considerar.
(i) Ko = 0 .
A equação (3.13) se transforma em = 0, cuja soluçãoO U
gérai é da forma
(3.14) Vg = ua(v)+6 (v),
onde a^3 são funções arbitrárias satisfazendo às condições iniciais, 
para u = 0, )/g(0,v) = b (v ) = 1  por (3.12) e
G^(0,v) = 2/ca (v) = 0 por (3.11).
Logo, a(v)=0. Substituindo a(v) e 6 (v) em (3.14), obtemos
/g = U
Como a solução de (3.13) é única atendendo ãs condições iniciais, 
temos G = 1. Substituindo em (3.10) temos
I = du" + dv" ,
que nada mais é do que a métrica de um plano. Portanto, M é local­
mente isométrica a um plano.
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(ii) K,> 0 .
A equação (3.13) tem solução geral da forma
(3.15) / g  - a (v) COS (/ir^u)+3 (v) sen (/ K qu) ,
onde são funções arbitrárias satisfazendo as condições inidad-s ,
para u = 0, 1 =/g (0, v) = a(v) por (3.12) e
G^(u,v) = 2/G^ [~a (v) sen(/K~ou) + 3 ( v) aos (/k^ u ) ]/k o .
L o g o ,
G^(0,v) = 2/g3 (v) v/ir;5 = 0 por (3.11). Segue que 6 (v) = 0.
Substituindo-se em (3.15) encontramos /g = cos(/kou). Logo,
G = cos" (Æ'ou) .
Como a solução de (3.13) é única satisfazendo ãs condições iniciais 
temos de (3.10)
I  =: du"+cos" (/ïTo^ ) dv" .
Na proposição 50 vimos que existe um sistema de coorde­
nadas locais Y da esfera S" = M* com métrica
I = du*"+cos"(^ )dv*".
Assim, temos E,F,G, no sistema de coordenadas X definido em V^c m ,
iguais, respectivamente, a E*,F*,G* no sistema de coordenadas lo 
cais Y definido em = S" . Segue que
m = XoY“ :^ V* -> V 
P P
é uma isometria local entre a superfície M de curvatura constante 
positiva e a esfera.
(iii) K<0.
A equação (3.13) tem solução geral da forma
(3.16) /g = a(v)e’^ ° ^  + 6 (v)e'"‘' ^ “^  ,
onde a e 3 são funções arbitrários satisfazendo às condições i-
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niciais; para u::::0, 1 =/G (0 ,v) =a (v)+3 (v) por (3.12) e
G (u,v)=2/G[a(v) (v)/TrU 0 n ■*
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Logo, 0=G^(0,v)=2/g /-Ko (a(v)-3(v)) por (3.11). Segue que 
a(v)=S(v)= . Substituindo em (3.16) encontramos
Como a solução de (3.13) é única atendendo ãs condições iniciais, 
temos de (3.10)
I=du^ + coshM / ~ K q u ) dv^ .
Na proposição 4 7 vimos que existe um sistema de coordena 
das locais Y da pseudo-esfera M* com métrica 
1 = du*^ + r^cosh^ (■— )dv*^ .
Pelas mesmas razões expostas no item anterior concluimos que exis­
te uma isometria local entre a pseudo-esfera M* e uma superfície 
M com curvatura constante negativa.
c.q.d.
OBSERVAÇÕES
1 . 0 caráter local é de importância fundamental para a 
existência de uma isometria entre as superfícies M e M* do teore 
ma 51 . Há casos de superfícies com a mesm.a curvatura K constante 
e que não são isométricas. 0 exemplo mais trivial é o plano e o 
cilindro, Nas proposições 48 e 49 vimos que ambos tem curvatura 
K constante e igual a zero. Estas superfícies não são isométricas 
pois nem sequer são homeomorfas. ( O plano é simplesmente conexo 
enquanto que o cilindro não. )
2. Lembremos que a direção que se escolhe para que se 
tenha u=0 num sistema de coordenadas geodésicas é totalmente ar-
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bitrãrio. Pelo teorema 51 que acabamos de demonstrar, as vizinhan 
ças de dois pontos distintos de uma superfície com curvatura con£ 
tante K podem aplicar-se uma sobre a outra isometricamente de mo­
do que uma direção qualquer dada em uma delas faz corresponder 
outra direção qualquer na outra; isto significa que qualquer fi­
gura geométrica localizada em uma superfície de curvatura K ccns 
tante pode ser transladada ou rotacionada sem que seus comprimen­
tos se alterem. Isto sugere modelos de Geometria, conforme a su­
perfície tenha curvatura K nula, negativa ou positiva. No prime^ 
ro caso temos a tradicional Geometria Euclidiana e nos outros doãs 
Geometrias Não Euclidianas. Nestes modelos as geodésicas desempe­
nham o papel que a reta desempenha no plano. A diferença básica 
entre elas está no conhecido V postulado de Euclides que afirma  ^
na Geometria Euclidiana, existir uma única reta paralela a uma 
reta dada passando por um ponto fora dela. Os modélos, conforme K 
seja negativa ou positiva são chamados Geometria Hiperbólica e 
Geometria Elíptica. Chama-se Geometria Riemanniana a uma Geometria 
que seja Euclidiana ou Elíptica.
Do teorema 51 segue que a Geometria Elíptica (K>0) é 
desenvolvida sobre a esfera ou sobre uma superfície localmente i- 
sométrica a ela. No §2.3 mostramos que toda geodésica da esfera é 
uma circunferência máxima (exemplo 4). Assim, duas geodésicas sem 
pre terão pelo menos um ponto comum. Neste modêlo, dada uma geodé 
sica e um ponto fora dela, não existem geodésicas passando por es 
te ponto que não encontrem a geodésica dada.
Ainda pelo mesmo teorema, a Geometria Hiperbólica (K<0) 
é desenvolvida sobre a pseudo-esfera ou sobre uma superfície lo­
calmente isométria a ela. No apêndice daremos um modêlo de Geome 
tria Hiperbólica, mostrando que, neste modêlo, dada uma geodésica 
e um ponto fora dela, passa por este ponto uma infinidade de geo 
désicas que não a encontram.
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3.4. SUPERFÍCIES COMPACTAS
Como uma superfície em é um subconjunto não vazio 
de 11^ , em particular, diremos que uma superfície M em é com 
pacta se ela for fechada e limitada como um subconjunto de .
A esfera é um exemplo de uma superfície compacta em 
O plano e a pseudo-esfera não são superfícies compactas em 6^  ^ . 
O plano não é limitado em e a pseudo-esfera não é nem fechada 
e nem limitada em .
LEMA 52
As únicas superfícies compactas em para as quais
todo ponto é umbílico são as esferas.
DEMONSTRAÇÃO : Vamos inicialmente fazer a demonstração local e, 
posteriormente, a demonstração global.
Lembremos que um ponto P de uma superfície M é umbíli­
co quando as curvaturas principais de M em P são iguais (§1.6) . 
Deste modo, toda curva regular de M é uma linha de curvatura de 
M.
Seja X:Ucil^ V C M  um sistema de coordenadas locais 
de uma vizinhança V 3 P  de uma superfície compacta Mce^ cujos 
pontos são todos umbílicos.
Seja f:I -> M uma curva de M passando por P em V. En 
tão f(t) = X(u(t),v(t)), tel.
Para todo tel, temos da proposição 12
(3.17) âl|ofl(t) + k^(u(t) ,v(t) )f • (t) = 0.
Definamos as aplicações
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k -
(t,s) k^{t,s) = (k^oX) (t,s) , v(t,s)GÜ.
t ^ 3(t) = (u(t),v(t)), Vtel.
A equação (3.17) pode ser reescrita do seguinte modo:
(3.18) / v_(t n  !_)_  ^3^^(u(t),v(t))3'(t) =0.
 ^ Denotando-se a derivada de N em relação à primeira va­
riável por Ni e a derivada em relação ã segunda variável por Na/ 
temos
(3.19) Ni (u(t) ,v(t) )u' (t) +N2 (u(t) ,v(t) )v' (t) +k^ (uftj,v(t) )(u' t) ,v(t)) =0.
Fazendo-se u(t) = t e v(t) = i, obtemos u'(t) = 1  e 
v'(t) = 0. A equação (3.19) se transforma em
(3.20) Ni(t,s) + k^(t,s)X^(t,s) = 0.
Fazendo-se u(t) = i e v(t) = t, obtemos u'(t) = 0  e 
v'(t) = 1. A equação (3.19) se transforma em
(3.21) N 2 (t,s) + k^(t,s)X^(t,s) = 0.
Derivando-se (3.20) em relação ã segunda variável e
(3.21) em relação ã primeira variável obtemos
Ni2 (t,s) + k^ (t,s)X^(t,s) + k^(t,s)X^^(t,s) = 0.
N 2 i(t,s) + k^ (t,s)X^(t,s) + k^(t,s)X^^(t,s) = 0.
Como Ni2 = N 2 i e X^^ = X^^ vem que
k (t,s)X (t,s) = k (t,s)X (t,s).
V u
Tendo em vista que os vetores X^ e X^ são linearmente independen
tes segue que
k (t,s) = k (t,s) = 0 .
^v ^u
Portanto, k^ é constante. Logo, k^ é constante. Consideremos as
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seguintes possibilidades para k^:
(i) Integrando-se (3.17) obtemos
d(Nof)
dt (t)dt + k^(u(t),v(t))f '(t)dt = 0 ,
ou seja,
(Nof) (t) + k^(u(t) ,v(t) )f (t) +Ci = 0.
Logo,
onde é uma constante dependente da curva f considerada.
Sejam f e g duas curvas em M, passando por P. Sejam tg, 
ti tais que (u^(to) , ( to)) = P = (u^(tj),v^(t^)). Então
Portanto,
Suponhamos agora que f e g são duas curvas em M, sem 
pontos em comum em V. Consideremos uma curva E em M tal que
f n E = { P } e  g A E =  {Q} . Para cada par de curvas procede-se co 
mo anteriormente. Portanto, a constante C^ = C^ = C^  ^= C, indep^
de da curva.
Podemos concluir de f (t) = - j^^(Nof) (t) + C que f é
n
uma curva sobre uma esfera; isto é, V está contida na esfera de 
de centro C e raio i. ,
K
(ii) k^ = 0. A equação (3.17) passa a ser (t) = 0.
Integrando-se obtemos que (Nof)(t) é constante. Portanto, V está
contida num plano de , o qual pode ser considerado como uma
esfera de raio infinito.
Vamos passar agora à demonstração da parte global. Para
cada PeM, seja V uma vizinhança de P em M com a propriedade acò.
P
ma provada; isto é, V está contida numa esfera do 61^ ou num pia
P
no. A união de todas as V^ cobrem M. Sendo M compacta, esta cob^
tura se reduz a uma subcobertura finita, digamos V^ , i=1 ,2 ,...,r.
Consideremos duas vizinhanças distintas cuja intersec - 
ção seja não vazia, V^ e V^. Por (3.17), é constante tanto em
V. quanto em V . . Tomemos o valor de k nos pontos de v.nv.. Se- 
1 3  ^  ^ D
gue que k^ é constante era toda M.
Se k^ = 0 em M, a linha de curvatura de M é uma reta, o
que contradiz a compacidade de M.
Se k^  ^ 0 em M, tomemos V^ = X(U^) contida na esfera
de centro C e raio e V . X(U.) contida na esfera de centro
^ lí 3 3
C e raio ^ . como V.O V. ^ 0 , vem que v.nv. é homeomorfa a un y K 1 3  1 3
aberto do . Logo, C^ = C^ . As duas esferas são coincidentes. 
Portanto, M é uma esfera em .
c.q.d.
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LEMA 53(HILBERT)
Em uma região fechada de uma superfície M de curvatura 
K constante positiva, sem pontos umbílicos, as curvaturas princi 
pais tomam seus valores extremos na fronteira.
Uma forma alternativa do lema de Hilbert é dada a se-
guir,
107
Se mm ponto Pq de uma superficie M de curvatura K cons­
tante, as curvatviras principais e k 2 são tais que, ou
(i) ki>k? , kl tem um máximo em P q e kj tem um mínimo em Pq, o u
(ii) ki<k2 , kl tem um minimo em Po e kg tem um máximo em Po,
então a curvatura K não pode ser positiva em P q. 
Demonstraremos a forma alternativa do lema, utilizando
o método de redução ao absurdo.
DEMONSTRAÇÃO ; Suponhamos que o lema é falso; isto é, K > 0 e
existe um ponto Po no qual as curvaturas principais 
tomam seus valores extremos distintos, sendo um máximo e outro mí 
nimo.
Seja V uma vizinhança de P q em M e X(u,v) ura sistema cfe 
coordenadas locais em V. Suponhamos que as linhas coordenadas de 
X sejam linhas de curvatura de V. Da proposição 11 vem que F=f=0.
Assim, a equação (1.7) se reduz a
2 2
eu' +gv'
K - 2 . 2 •
Eu' +Gv'
2
Como u' 0, dividindo numerador e denominador por u ' , obtemos
v' ^
e+g(^)
(3.22) k = ----H ^  .
V *Denotando~se - Zr a equaçao acima se transforma em
k^(E+Gz^) = e+gz^.
Segue que
z^  (Gk^-g) = ’
Vamos procurar a direção z na qual ocorre extremo local 
para a função k^ . Para isto derivamos em relação ã z a última e-
quação, encontrando
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2z(Gk^-g) = 0.
Disto se conclue que um extremo ocorrerá quando z = 0. Substituin 
do em (3.22) obtemos
'^n ' I = •
De modo análogo, obtemos k, = % , fazendo z = ^  em (3.22).G V
Como as linhas coordenadas são linhas de curvatura te­
mos às equações (1.17)
(3.23)
9u = + ka).
De kl = g f tiramos que
(3.24) e = ~ ^ E  + kiE . V, 3v  ^ V
De ka ~ q ' tiramos que
(3.25) g = |i^G + kzG .^u 9u u
Substituindo (3.24) e (3.25) em (3.23) obtemos
+ kiE^ = lE^(ki+k2 ) .3v
V
Segue que
(3.26) <.
1 ^u
N
Como as curvaturas principais assumem seus valores extremos em 
Pfl, temos neste ponto
) ,
de modo que
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E G
~ ( k 2-ki) = ^(ki-k 2 ) = 0 .
Como E,G>0 e ka^ k^i , vem que E^ = G^ = 0 em P q.
Derivando-se a primeira das equações (3.26) em relação 
ã V e a segunda em relação à u, encontramos
3 ^ k1 1 ^vv,, , ^
yjr- = 2 —
ÜJli - I 5iH,v -k 13u2 - 2 G ^  ’ '
Consideremos duas hipóteses.
(i) kl tem um máximo em Po. Neste caso, ka tem um mini 
mo em Pq ; isto significa que k 2-ki<0 . Deste modo.
E
 ^:^(Po) = j - ^ ( k 2-ki)^0 , o que produz E„„>0.3v'
3"k;
3u"
1 ^uu
vv
(Po) = 2  —^(ki-k 2 )^0 , o que produz G,,,^ >0.uu
(ii) kl tem um mínimo em Po. Neste caso, ka tem um má­
ximo emPo ; isto significa que k 2-ki>0 . Deste modo.
J
3"ki 
9v
1 ^vvy-^ (Po) = ^ —^ ( k 2-ki)>0 , o que produz E >0
Z sh VV
3=*k 1 ^uu
■^ jT^ (Po) = 2 -õ“ (ki-k2 )á0 . o que produz G >0.
Como K = kika = - 2^^^vv ‘^^uu^ ° representa uma
contradição.
c.q.d.
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OBSERVAÇÃO
Uma superfície compacta deve possuir um ponto mais al­
to (máximo) e neste caso a curvatura é necessariamente não nega­
tiva. Assim, uma superfície compacta não pode ter curvatura cons 
tante negativa. Além disso, uma superfície compacta não pode ter 
curvatura constante nula, pois neste caso ela conteria uma reta 
e isto contradiz a compacidade da superfície. Portanto, só faz 
sentido falar de superfícies compactas de curvatura K constante 
positiva. Isto é formalmente enunciado no teorema 54.
TEOREMA 54
As únicas superfícies compactas com curvatura K constæ 
te positiva são as esferas.
DEMONSTRAÇÃO : Seja M uma superfície compacta com curvatura K
constante positiva. Como M é compacta, existe um 
ponto Po no qual o valor máximo de uma curvatura principal é a- 
tingido. Como K é constante, segue que as duas curvaturas princi 
pais de M em Po atingem em P q seus valores extremos. Pelo lema 
53 vem que as curvaturas principais são iguais,* isto quer dizer 
que M é constituída de pontos umbílicos. Do lema 52 vem que M 
é uma esfera.
c.q.d.
SUPERFÍCIES COMPLETAS COM CURVATURA K CONSTANTE
No capítulo II estudamos arcos de comprimento mínimo. Vi­
mos que nem sempre existe um arco de comprimento mínimo unindo dois 
pontos quaisquer de uma superfície M. Neste capítulo estaremos .in­
teressados em superfícies que possuam a propriedade de existir sem­
pre um arco de comprimento mínimo entre dois quaisquer de seus pon­
tos. Tais superfícies serão chamadas superfícies completas. Em par­
ticular estaremos preocupados com superfícies completas que apresen 
tem curvatura gaussiana constante. Durante todo o capítulo a exprœ 
são curvatura K denotará a curvatura gaussiana constante K, salvo 
menção contrária, bem como d denotará a métrica intrínseca em M.
4,1. SUPERFÍCIES COMPLETAS
CAPÍTULO IV
Uma sequência de pontos superfície M é dita
formar uma sequência de Cauchy quando, dado um número real positi-vo 
ô , existir um número inteiro U q tal que 
d(Xp,Xq) < 6 , p,q>no.
Uma superfície M é dita completa se toda sequência de Cau­
chy {X^} de pontos X^ de M converge na métrica d para um ponto de M.
Doravante, M denotará uma superfície completa em , salvo especifi 
cação contrária.
PROPOSIÇÃO 55
Para todo ponto PeM, existe um número y (P)>0 com as se­
ll 1
112
guintes propriedades:
(i) Se QeM é tal que d ( P , Q ) ( P ) , então existe um seg­
mento entre P e Q que será denotado por PQ.
(ii) Se QeM é tal que d(P,Q)>u(P), então existe um 
ponto ReM com d(P,R) = y(P), de modo que d(P,R)+d(R,Q) = d(P,Q).
DEMONSTRAÇÃO : Seja (s,0) , 0<s<pi(P), O<0< 211, um sistema de cocr
denadas geodésicas polares centrado em PeM. Seja 
y(P) tal que yi(P)>y(P)>0. Então, y(P) satisfaz (i). Seja QeM 
tal que d(P,Q) >y(P)>0 e f^ uma sequência de arcos diferenciáveis
por partes unindo P ã Q, cujos comprimentos, l(f^) na métrica u-
sual de tendem ã d(P,Q). Sejam R^ , i = 1,2,... pontos de f^
com d(P,R^) = y(P), Os pontos R^ estão no mesmo círculo geodésico
de centro P e raio y(P). Como o sistema é geodésico, este círculo 
é compacto,e, assim, a sequência {Rj^ } possui uma subsequência
convergente para um ponto R do círculo geodésico. Por abuso de 
linguagem vamos denotar a subsequência também por . Temos
d(R^,Q) + y (P) < l(f^),
de modo que
Logo,
d(P,Q) < d(P,R.) + d(R. ,Q) < l(f.).^ Ji> mL
lim [d(P,R ) + d(R.,Q)] = d(P,Q).
i->00
Portanto,
d(P,R) + d(R,Q) = d(P,Q) .
c.q.d.
/
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Sejam f:(a,b) M uma curva parametrizada pelo compri­
mento de arco de uma superfície regular M,
a = inf{a£ Sl: f pode ser extendida a uma curva g: (ã,b) M parame­
trizada pelo comprimento de arco de M} e 
B = sup{5e ü.: f pode ser extendida a uma curva g: (a,5) ->■ M parame­
trizada pelo comprimento de arco de M} . Pelo lema de Zom, 
f tem extensão máxima F e seu domínio é o intervalo (a,(3).
CQRQLÃRIO 56
Sejam Pi e Pa dois pontos quaisquer de uma superfície 
M. Então ou existe um segmento unindo Pi à P 2 ou um raio começan 
do em Pi cujos pontos X satisfazem a relação 
d(Pi,X)+d{X,P2) = d(Pi,P2).
DEMONSTRAÇÃO : Pela proposição 55 existe um número real y(Pi) tal
que se d (Pi,P2 )áy(Pi), então existe um segmento u-
nindo Pi ã P 2 (figura 18).
Seja f:[0,1] M uma curva parametrizada pelo comprimen
to de arco de M tal que f(0)=Pi e f(1)=R. f tem extensão máxima
F:[0,b) ^ M satisfazendo F(0)=Pi, F(1)=R e lim F(t)^M , Assim,
t->b
F| = f é um segmento e, portanto, F é um raio em M começan
do em Pi.
114
As seguintes condições em M são equivalentes:
(i) A métrica intrínseca em M é completa.
(ii) Não existe raio de comprimento finito em M.
(iii) Todo conjunto infinito e limitado na métrica usual do 
tem um ponto de acumulação em M.
I
DEMONSTRAÇÃO ; (1)=^(2). Seja f[0,1) -> M um raio de comprimento
finito L. Desejamos demonstrar que M não é comple­
ta. Para isto, devemos obter uma sequência de Cauchy que não con­
virja para um ponto de M. Consideremos a sequência {t^} dada por
tj^ =1 - ~  (k = 0,1 ,2 , . . .) e a sequência de pontos no arco A^  ^= f (tj^ ) .
2
Pela definição de raio vem que
(i) f([0,1)) é fechado em M, e
(ii)f:[a,b] M é um segmento para 0<a<b<1.
Suponhamos que lim f(tj^)=A. Por (i) vem que Aef([0,1)>).
k->-oo
Logo, existe t^e[0,1) tal que A=f(t^). Consideremos t^ .^^  ,t^e[0,1) 
tal que ^n"^^n+l"^^m ' ^“^<^n+1^ ® suficientemente próximo
de A(figura 19). Por (ii) vem que 
d(A,B)+d(B,C)=d(A,C).
Vamos assumir que Aj^ B e d(A,B)=e. Para m suficientemen­
te grande seja d(A,C) < -^ . Como todos os termos da igualdade aci
ma são positivos temos uma contradição. Assim, não existe A.
TEOREMA 57
d r - r - ~  ^n n+1 m
( FIGURA 19 )
Como o arco tem comprimento finito L temos que
E d(A, ,A, )=L. 
k=0 ^
m-1
Logo, v e > O í l N e N  tal que para m>n>N tem-se Z d(A, ,A, .|<e ,
n ^
ou seja, d(A ,A )<e. Portanto, {A, } é uma sequência de Cauchy, a n líi K
qual não tem ponto limite em M. Logo, M não é completa.
(2)=^(3). Partindo do fato que não existe raio de comprimento fi­
nito em M, devemos demonstrar que todo conjunto infinito tem pon­
to de acumulação em M, Sejam Pi e P 2 dois pontos quaisquer de M.
Por hipótese, não existe raio de comprimento finito em M começan­
do em Pi. Peio corolário 56 existe um segmento unindo P^ ã P 2 em 
M. Pelo teorema 41, um segmento em M é uma geodésica minimal.
Seja C um conjunto infinito limitado em M. Existe PeM e 
k>0 tal que
(4.1) C é um subconjunto da bola de centro P e raio k.
Precisamos retirar de C uma sequência de Cauchy, {X^ }^, i=1,2y,..
na métrica intrínseca. Pelo exposto acima, os pontos XeC podem 
ser unidos por uma geodésica minimal PX ( que é um segmento ) tal 
que o comprimento de PX seja í. (PX) =d (P,X) . Como C é infinito, to­
mamos uma sequência {X^ }^ e definamos a sequência {S^} do seguinte
modo, x^=d(P,X^). Como {S^} é limitada, ela tem uma subsequência
convergente para um valor AeK. Por comodidade vamos tomar a sub­
sequência como sendo a própria sequência.
Para cada geodésica PX^ consideremos o vetor unitário
t(X^)eTp(M). {t(X^)} é uma sequência contida na circunferência
unitária de T^ÍM), que é compacta, logo podemos extrair de {t(X^)}
uma subsequência convergente para um ponto t(X)eTp(M), Novamente,
vamos considerar a subsequência como a própria sequência. Portanto,
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t{X)-t(X^) 0,
onde I denota a métrica usual do .
Como a solução de uma equação diferencial depende cont^ 
nuamente de suas condições iniciais, os pontos , i=1,2,... for
mam uma sequência de Cauchy. Assim, C contém uma sequência de
Cauchy convergente em M, como desejávamos.
(3)==^(1). Seja {A^} , n=1,2,.=. uma sequência de Cauchy em M. En­
tão, ou ® finita ou ® infinita.
Se {A^} é finita, então ela é constante. Logo, ela é 
convergente.
Se {A^} é infinita, então pela parte (3) ela tem um pon
to de acumulação em M que é seu ponto ponto limite L na métrica 
usual do . Pelo teorema 62, { A ^ } L  na métrica intrínseca.
c.q.d.
Uma forma alternativa do teorema 57 é dada a seguir.
d') Toda sequência de Cauchy de pontos de M é convergente em M.
(2') Toda geodésica pode ser prolongada indefinidamente em ambas 
as direções.
(3') Todo conjunto limitado de pontos de M é relativamente com­
pacto.
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COROLÁRIO 58
Se M é uma superfície completa e PeM, então exp^ é defi
nida em todo T (M): 
P
DEMONSTRAÇÃO : Como M é completa , o valor 6 do teorema 38 pode
ser tomado como infinito. Assim, exp^ está defini­
da no círculo de centro P e raio infinito; isto é, T^ÍM). Isto e
quivale a dizer que numa superfície completa a aplicação exponen­
cial é sobrejetiva.
c.q.d.
COROLÁRIO 59
Toda superfície compacta é completa.
DEMONSTRAÇÃO ; Seja M uma superfície compacta. Então M possui a
propriedade (3) do teorema 57. Consequentemente , 
pelo mesmo teorema, M é completa.
c.q.d.
OBSERVAÇÕES
(i) A recíproca do corolário 59 não é verdadeira. De 
fato, seja M um plano. Então M é completa. Um plano não é limita 
do, logo M não é compacta em .
(ii) Tendo em vista a forma alternativa do teorema 57 , 
podemos redefinir uma superfície completa.
Uma superfície M é dita completa se, para todo PeM, qual
quer geodésica g:[0,6) -> M , partindo de P g(0) pode ser exten- 
dida a uma geodésica g*: R ->■ M.
O cone menos o vértice não é uma superfície completa. 
Tomando-se uma geratriz, que é uma geodésica, ela não pode ser 
prolongada indefinidamente.
EXEMPLO 13
A superfície M-{P} = M* obtida retirando-se um ponto P 
de uma superfície completa M deixa de ser completa. Como por P 
passa uma geodésica de M, tomando-se sobre esta geodésica um p<^ 
to Q próximo â P, existe uma geodésica de M* que não pode ser pro 
longada através de P.
EXEMPLO 14
Cilindros e esferas são superfícies completas. As geo­
désicas do cilindro são as geratrizes, os círculos e as hélices, 
as quais podem ser prolongadas indefinidamente. As geodésicas da 
esfera são os círculos máximos, os quais podem também ser prolon 
gados indefinidamente.
Estamos em condições de enunciar e demonstrar o princ_i 
pal teorema deste parágrafo e uma das principais propriedades de 
superfícies completas, também conhecido como teorema de 
Hopf-Rinow.
TEOREMA 60
Quaisquer dois pontos de uma superfície completa podem 
ser unidos por uma geodésica minimal.
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EXEMPLO 12
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DEMONSTRAÇÃO : Sejam Pi,P2 dois pontos quaisquer de uma superfície 
M. Pelo corolário 55 ou existe um segmento unindo 
Pi ã ? 2  ou um raio começando em P^ cujos pontos X satisfazem ã 
relação d(Pi,X) + d(X,P2 ) = d(Pi,P2 ).
Pelo teorema 57, não existe raio de comprimento finito 
em M. Portanto, existe um segmento em M unindo P^ ã P 2 , que é 
uma. geodésica minimal.
c .q,d.
O teorema 50 possua o importante corolário
COROLÃRIO 61
Se M é completa e limitada na métrica usual do , en 
tão M é compacta.
DEMONSTRAÇÃO ; Seja M uma superfície completa e limitada e P um
ponto fixado em M . Como M é limitada, existe uma 
bola BCTp(M) de raio r, centrada na origem de T^ (M) de modo q œ
exp ÍB) = exp {T ÍM)).
P P
Pelo corolário 58, é sobrejetiva • Logo,
'M = expp(TpíM)) = expp(B).
Mas B é compacta e exp^ é contínua. Portanto, M é compacta.
c.q.d.
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TEOREMA 6 2
Sejam M uma superfície completa, a métrica intrín­
seca em M, dg a métrica euclidiana em . Então, as topologias 
induzidas por d e por d coincidem.
X Jl»
DEMONSTRAÇÃO : Sejam M uma superfície completa em , PeM,
y(P)>0 e veTp(M) tal que |v|<y(P). Pela definição
de expp vem que
dj(expp(v),P)= V
Seja uma sequência de pontos de M convergente
para P na métrica euclidiana d„.b
Definamos uma sequência de pontos de T^ÍM) con­
vergente para a origem 0 de T^(M) na métrica euclidiana, de modo
que exp (Y )=X . Então, p n n
dj(X^,P)=d^(expp(Y^) ,P) = |y |^ 0 .
Portanto, {X^ }-^  P na métrica intrínseca.
Como d ^  d e P em d^ vem que fe }->- P em d^. Assim,
X íj n X n ü
as topologias induzidas por d e por d coincidem.
X ili
c.q.d.
4.2. SUPERFÍCIES COMPLETAS DE CURVATURA CONSTANTE K=Q
Seja M uma superfície completa em com curvatura K 
constante e igual a zero. Então M é constituída de pontos plana­
res e pontos parabólicos. Seja A o conjunto dos pontos planares 
de M e U = M-A o conjunto dos pontos parabólicos de M. No que se 
gue faremos uso destas considerações.
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Seja peu e f : I -»• M uma linha assintótica parametrizada 
pelo comprimento de arco de U tal que f(0) = P. A curvatura mé­
dia H satisfaz ã equação diferencial
TEOREMA 6 3
DEMONSTRAÇÃO : Seja VCU uma vizinhança de P. Pela proposição 11,
podemos encontrar um sistema de coordenadas em V 
de modo que as linhas coordenadas neste sistema sejam linhas de 
curvatura e as curvas com v constante sejam linhas assintóticas 
de V. Sejam E,F,G,e,f,g os coeficientes locais da primeira e se­
gunda formas fundamentais neste sistema.
Como as linhas coordenadas são linhas de curvatura, pe 
la proposição 11 vem que F = f = 0.
Como a curva (u(s),c), c e R  é uma linha assintótica wm
que
eu'' = 0 ,
pela proposição 8 . Como u ' 0 vem que e 0.
Da proposição 5 temos H(P) = -(ki+kz) .
Logo,
(4.3) H(P) = 1 I
para as linhas de curvatura com v constante.
Como e = 0, temos que e^ = 0. Substituindo (4.3) e e^-0
em (3.23) temos
(4.4)
í - I 2g
V, ^ u 2 G u '
Como g , G   ^ 0, vem da primeira das equações (4,4) que
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= 0. Logo, E = E(u). Da segunda das equações (4.4) vem que 
g G G {/G)
- _ü - _Ji - U
g 2G 2/G^  /G
Segue que
(4.5) g  = C l  (v)/G ,
onde Cl(v) é uma função apenas de v.
Façamos a mudança de parâmetros ,
u* = V e (u)du
. In-
dicando-se os novos parâmetros novamente por u e v temos,agora, 
u medindo o comprimento de arco ao longo da linha assintótica com
V constante, de modo que E = 1. Daqui resulta que nosso sistema 
de coordenadas é um sistema de coordenadas geodésicas e, portan­
to, de (3.7) vem que
0 = K = --- -^--^  /G(u,v) ,
/g 3u^
implica em
■grjp-, v^G (u ,v) = 0.
Uma solução desta equação é
(4.6) /g = C 2 (v)u + C 3 (v)
onde Ca(v) e C 3 (v) são funções apenas de v.
Substituindo (4.5) e (4,6) era (4.3) temos
H = 1 Cl (v) ^  1 Cl (v)  ^______ Cl (v)
2 G 2 yc 2 [C2 (v)u+C3 (v) ]
Portanto,
1 2 [C2 (v)u+C3 (v)]
H ■ Ci(v)
Derivando-se esta última igualdade duas vezes em relação ã u e 
lembrando que u = s ao longo da linha assintótica v = constante, 
chega-se ã equação (4.2).
c.q.d.
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0 conjunto A dos pontos planares da superfície M é fe­
chado .
DEMONSTRAÇÃO : Os pontos de A são os pontos de M que tem curvatu
ra média nula. Um ponto de acumulação de A terá , 
pela continuidade da função curvatura média H, também curvatura me 
dia nula. Portanto, este ponto também pertence ã A, Como todo pon 
to de acumulação de A pertence ã A vem que A é fechado em M.
c.q.d.
LEMA 6 4
PROPOSIÇÃO 65
As linhas assintóticas de U são maximais.
DEMONSTRAÇÃO ; Dizer que as linhas assintóticas de U são maximais
significa que elas não encontram, o conjunto A,
Suponhamos que a linha assintõtica encontre o conjunto A.
Pelo teorema 63 temos que a curvatura média em qualquer 
ponto de uma linha assintótica de U é
H(s) = ^as+b '
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onde s mede o comprimento de arco ao longo da linha assintótica e 
a ,b e R.
Seja f: (a,b) ->■ M uma linha assintótica de U com f(0)=P, 
onde PeU, a qual pode ser extendida à 
F: (ã,b) M .
Suponhamos que F{0)=f(0)=P e que Sq é o primeiro ponto 
tal que F(So)£A. Portanto, H(F(s q )) = 0. Mas
lim H (F (s) ) = lim --- --- ¥= 0 .
s->-So“ s-í-Sq“ as+b
Como H é contínua, temos uma contradição,
c, q o d •
LEMA 66
A única linha assintótica que passa por PeU é um segmen 
to(aberto) de reta de M.
DEMONSTRAÇÃO ; Seja PeU; isto é, uma das curvaturas principais em
P é nula e a outra não. Disto segue que P não é um 
bílico e que uma direção principal em P é uma direção assintótica 
em P.
Podemos obter um sistema de coordenadas X(u,v) de uma 
vizinhança V C U  do ponto P de tal modo que as linhas coordenadas 
sejam linhas de curvatura, pela proposição 11. Suponhamos que as 
linhas f:i m com v= constante sejam linhas assintóticas.
Como para cada linha assintótica a curvatura normal k^(f'(t))=0, 
temos da proposição 12 que, para todo ponto de V,
~^N (u (t) ,v (t) ) r: 0 .
Logo,
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0 = ^  = N + N dt u V
em V. Assim, em V temos = -N^ 0, pois v é constante em V.
Mas
:X,N> = <X ,N> + <X,N > 0. u u u
Portanto,
(4.7) <X,N> f (v) ,
onde f(v) é uma função diferenciável de v.
Derivando-se (4.7) em relação ã v, encontramos
(4.8) f'(v) - = <X^,N> + <X,N^> = <X,N^> .
Como N é unitário, é ortogonal à N. Como os pontos de V são pa 
rabólicos, N não é constante; de modo que não é nulo em V. As­
sim sendo, {N,N^} é um conjunto linearmente independente.
Ao longo da curva v = V q constante temos N(u) = N q e 
N (u) = N constantes. De (4.7) vem que
Vo V q
(4.9) f(u,v) é uma curva pertencente a um plano cujo normal é
0
N q. De (4.8) vem que
(4.10) f(u,Vo) é uma curva pertencente a um plano cujo normal
é N .
Vo
De (4.9) e (4.10) vem que f(u,Vo) é uma curva contida 
na interseção de dois planos não coincidentes e não paralelos pois 
N e são linearmente independentes, de modo que f(u,Vo) é um 
segmento de reta.
c .q . d .
Vamos denotar por fr(U) a fronteira do conjunto U dos 
pontos parabólicos da superfície M de curvatura K = 0. Pelo lema 
64, segue que U é aberto em M, logo fr(U)CA. Como a fronteira da 
conjuntos complementares é a mesma, vem que fr(U) fr (A) .
Estamos em condições de enunciar e demonstrar o seguin
te lema:
Se Pefr(U), então por P passa um único segmento (aberto) 
de reta contido em M. Além disso, fr(U) é constituída por segmen­
tos de retas.
DEMONSTRAÇÃO : Seja Pefr(U). Então P é ponto aderente de U. Como
U é aberto, segue que P é ponto de acumulação de 
U. Ê possível obter uma seqüência' {P^ } de pontos de U de modo
que ' {Pj^ } P. Para cada P^ seja f(P^) ^ única linha assintótica
maximal que passa por P^ ,^ Pelo lema 66, f (P^ ) é um segmento (a-
berto) de reta em M.
Seja S uma esfera de centro P e raio suficientemen­
te pequeno, Como S é compacta, os pontos Q^eS n f (Pj^ ) formam uma
seqüência que tem, pelo menos, um ponto de acumulação QcS, o
qual ocorre simultaneamente cora seu antipoda. Se ocorrer outro 
ponto R além de Q e- seu antipoda, então por pontos arbitrariamen­
te próximos P^ e P_ passarão linhas assintóticas f(P ) e f(P ) n in n m
formando ângulo maior do que 
|ang(PQ,PR),
o que contradiz a continuidade das linhas assintóticas. Decorre 
disto que as linhas fíP^ ) tem uma direção limite f (P) . Vamos mos 
trar que esta direção não depende da particular escolha feita pa 
ra {P^ )^ .
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LEMA 67
127
Seja outra sequência de pontos Qj^ eU convergente
para P. Se fizermos a mesma argumentação feita para a sequência 
{p^} verificaremos que as linhas assintóticas f (Qj^ ) tem a mes­
ma direção limite f(P). Então f(P) é um segmento em M.
Suponhamos que f (P) se reduza a um ponto. Como f é
maximal, esse ponto seria um ponto de acumulação dos extremos de 
f(P^) os quais não estão em f (Pj^ ) pois f é um segmento de
reta. Portanto, f(P ) não se reduz a um ponto.
Além disso, f(P) não contém seus extremos, sendo então 
um segmento aberto em M,
Seja Q£fr(U). Existe uma sequência pontos
Q^ef(P^) em U convergente para Q. Portanto,
QeU u fr(U).
Suponhamos Q^fr(U) . Então, QeU. Pela continuidade 
das linhas assintóticas, f(P) é a única linha assintótica 
passando por Q. Assim^ PeU. Mas isto contradiz o fato que U 
é aberto. Logo,
Q£fr(U) e f(P)Cfr(U).
c.q.d.
1 28
Enunciaremos a seguir um lema que será útil para a de­
monstração do lema 69 e teorema 71. Sua demonstração está basea­
da em formas diferenciais. Como nesta dissertação procuramos não 
empregar tais formas não faremos a demonstração do mesmo. Se fos­
semos realizá-lo, o trabalho se extenderia ainda mais, o que não 
é nossa pretensão. Uma demonstração do mesmo pode ser encontrada 
em I.M.Singer and John A. Thorpe - Lectures Notes on Elementary 
Topology and Geometry - páginas 185 e 186.
LEMA 68
Seja M uma superfície completa em íR^ com curvatura 
K = 0. A aplicação exponencial é uma isometria local relativa­
mente ã métrica intrínseca.
LEMA 69
Seja M uma superfície completa em 5^  ^ com curvatura 
K=0. A aplicação exponencial é uma aplicação de recobrimento.
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DEMONSTRAÇÃO : Pelo teorema 39, exponencial é um difeomorfismo lo
cal, logo é uma aplicação contínua numa vizinhança
coordenada V de PeM contida em M.
P
Como K = 0, pelo teorema 51, M é localmente isométrica 
a um plano. Em particular, consideremos este plano como T^ÍM).
Seja Vp uma vizinhança do ponto P contida em M .Como 
expp é contínua, temos que
(exPp)-‘(Vp) = Up
é um aberto de T (M).
P
Para um sistema de coordenadas -h- M, temos (figura 20)
X oexp = identidade,
P
Segue que exp^ = Xoidentidade. Como X é um homeomorfismo em
bem como a aplicação identidade, vem que exp.
Plü
é um homeomorfismo .
Pelo corolário 58, exp^ é sobrejetiva.
Portanto, exp^ é uma aplicação de recobrimento.
c.q.d.
LEMA 70
Seja P um ponto de uma superfície M e V uma vizinhança 
de P constituída exclusivamente de pontos planares. Então, toda 
componente conexa de V está contida em um plano.
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DEMONSTRAÇÃO : Suponhamos que a componente conexa de V seja a pró
pria vizinhança V. Seja X(u,v) ura sistema de coor­
denadas em VCM. Como todo ponto de V é planar, as curvaturas prin 
cipais em todo ponto de V são nulas. Além disso, toda linha de V 
é uma linha de curvatura.
Para todo vetor w = aX^ ' consideremos a curva
f:I M dada por f (t) = X(u(t),v(t)) = X (at+Vo ,bt+Vo) . Então, 
f'(t) = aX^ + bX^ .
Pela proposiç^ão 12 existe uma função real diferenciável 
A em V a qual depende do ponto P tal que
|^N(u(t) ,v(t) ) = A (t)f ’ (t) .
Disto segue que
N^(at+Vo,bt+Vo)u ' + (at+Vo,bt+Vo)v'=A(t)(aX^ +bX^)(t).
Omitindo as variáveis temos para a igualdade acima 
aN^ + bN^ = aAX^
Como w foi tomado arbitrariamente, consideremos em primeiro lugar 
a = 1 e b = 0 .  Em segundo lugar consideremos a = 0 e b = 1. Disto 
vem que
(4.11),
Derivando-se a primeira das equações (4.11) em relação 
ã V e a segunda em relação ã u e usando o fato que a ordem da de 
rivação parcial e'irrelevante, obtemos
Como X = X , temos que uv vu ' ^
Mas X^ e X^ são linearmente independentes de modo que, para todo
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ponto de V, tem-se = 0. Como V é conexa vem que \ é con£
tante em V.
Suponhamos A 0 em V. De (4.11) temos
(X(u,v)- - N(u,v)) = (X(u,v)- Y N(u,v)) =. 0,
A U  A V
de modo que
X(u,v)- I N(u,v) = C 
é um ponto fixo em V. Disto segue que 
X{u,v)-cl = ( 1 ) , 
o que significa que todos os pontos de V estão na esfera de centro
C e raio ~ . Mas isto contradiz o fato que em P as curvaturasA.
principais são nulas. Portanto, devemos ter A == 0 em V .
De (4.11) vem que = 0; isto é, N é constante em
V . Logo,
<X,N>^ = <X^,N> + <X,N^> 0.
Portanto, <X,N> é constante em V. Isto nos leva a concluir que
V está contida em um plano.
c.q.d.
Diremos que um cilindro é uma superfície regular M 
tal que por todo ponto PcM passa uma única reta g C  M e se
Q?^ P, então as retas g e g são paralelas ou coincidentes. Es
P Q
tas retas serão chamadas geratrizes. Observamos que com esta 
definição um plano pode ser considerado como uma superfície 
cilíndrica. Na proposição 4 9 demonstramos que a curvatura K 
do cilindro é constante e igual a zero. Vamos, agora, demons 
trar que as únicas superfícies completas do que tem cur­
vatura K=0 constante são as superfícies cilíndricas(incluin­
do os planos).
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Se M é uma superfície completa em com curvatura K=0,
então M é um cilindro.
DEMONSTRAÇÃO : Como antes vamos representar por U o conjunto dos
pontos parabólicos de M e por A o conjunto dos pon 
tos planares de M.
(i) Se U = 0 , então A = M; isto é, M é formada
por pontos planares. Qualquer que seja PeA, pelo lema 70, toda ccm 
ponente conexa de uma vizinhança V de P está contida num plano. 
Como A = M é conexo, vem que M é um plano.
(ii) Se A := 0 , então U = M; isto é, M é formada exclu­
sivamente de pontos parabólicos. Suponhamos um ponto QeU. Por Q 
passa uma única linha assintótica ( a qual é também uma linha de 
curvatura). Pelo lema 6 6 , esta linha assintótica é um segmento de 
reta em M . Ifel.a proposição 65 esta linha assintótica é maximal; isto 
é, é uma reta em lugar de um segmento de reta. Vamos denotar esta 
linha assintótica por g^ .
Suponhamos que PeU e • Seja gp a única reta que
passa por P. Admitamos que g^r^gp = ÍR) • Neste caso, passam por
R duas linhas assintóticas g^ e gp o que contradiz o fato de ser
R um ponto parabólico. Pcrtanto, g^Agp = 0 ou g^ = g^ .
Devemos demonstrar que se ocorrer a primeira alterna­
tiva, então g^ e gp são paralelas ou coincidentes(elas serão as
geratrizes do cilindro). Em cada ponto da geratriz tomaremos u- 
ma curva ortogonal, a qual será a segunda linha de curvatura.
Esta curva será uma geodésica e como a superfície é completa e^ 
ta geodésica corta cada gp. Com isto teremos demonstrado que a
superfície é um cilindro.
TEOREMA 71
Como U=M é conexa, existe um arco f: [a,b] ■> M tal que 
f(a)=P e f(b)=Q. Pelo lema 69, a aplicação exponencial é uma 
aplicação de recobrimento e pelo lema 68 ela é uma isometria lo 
cal. Existe um levantamento
f: [a,b] T (M)
P
de f com f(a)=P.
Para cada te[a,b] com exp^(£(t))=f(t)eU consideremos
o levantamento r^ de com r^(a)=f(t). Sendo exp^ uma iso-
raetria local vem que r^ é uma reta em (M).
Para ti,t2e[a,b] com f (ti) (tz ) temos r. e r. para­ti t2
lelos ou coincidentes. De fato, suponhamos Rer. nr, . Então,1 1 1 2
exp (R)egjT/. v o que representa uma contradição,p ritiJ X (t2 )
(iii) Suponhamos que M seja constituída de pontos pa­
rabólicos e de pontos planares. Pelo lema 64, A é fechado em M. 
Então, o interior de A, R é aberto em M.
Seja QeM. Se QeÂ, então recaímos no caso (i). Se QeU, 
então recaimos no caso (ii). Resta-nos considerar o caso era que 
QÊfr(U)=fr(A),
Pelo leraa 67, passa por Q um único segmento (aberto) 
de reta e este segmento está contido em £r(U). Pelos mesmos ar­
gumentos usados em (ii) podemos prolongar este segmento aberto 
de reta em uma reta g^CfríU). Além disso, se pefr(U) e >
então g^ r» gp=(() ou gg=gp*
Necessitamos demonstrar que se P,Qefr(U), então as li­
nhas gp e g^ tais que g^n =(p são paralelas ou coincidentes.
Isto é feito de modo semelhante ao que foi feito em (ii).
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c.q.d.
4.3. superfícies COMPLETAS DE CURVATURA K CONSTANTE POSITCVA
Néste parágrafo estamos interessados em superfícies M 
completas de curvatura K > 0 constante. Vamos desenvolver o con­
ceito de variação de uma função diferenciável e determinar a pri 
meira e segunda variação do comprimento de arco. Utilizaremos 
o conceito de derivação covariante apresentado no capítulo II.De 
monstraremos que superfícies completas de K > 0 constante são osm 
pactas e f a z e n d o  uso dœ teoremas 54e62 demonstraremos trivialmente 
que as únicas superfícies completas de K > 0 constante em são
as esferas, como resultado principal do parágrafo.
Seja g:[a,b]CK -> M uma curva parametrizada pelo compri 
mento de, arco de uma superfície M. Uma variação de g é uma apli­
cação diferenciável
T: [a,b]x (-Ô,S)C R" -> M 
tal que 'f(s,0 ) = g(s),vse[a,b] (figura 2 1 ) .
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b
( FIGURA 21 )
Para cada , a curva »f. :[a,b] M dada por
^ 0
(s) = vi<(s,t(,) é denominada uma curva de variação de g.
Uma variação de g é chamada própria se
4/. (a) = 'F(a,to) = g(a) e T. (b) = ^(b,tg) = g(b>
0 ^0
para toe(-6 ,6 ). Isto significa que todas as curvas da variação
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tem mesmos extremos.
Vamos denotar o vetor tangente ã curva (s) =f(s,t )
em 4/{Sg,to) por dp>i/(1,0) = D ^ ^ ^ q ^'i'(P o ), onde P(, = (Sg,tp).
0 vetor tangente ã curva 'i'^ (So) = 4* (so ,t) em ¥(so,to) 
será denotado por dp^ 'i'(0 ,1 ) = D^q -jjf(Po).
Dada uma variação de g, fica determinado um campo di 
ferenciável de vetores tangentes T(s) ao longo de g dado por
Ç\\t}
T(s) = ^(s,0) , S£ [a,b] , o qual chamaremos campo variacional de 'ü
ò S
Quando  ^ é própria, temos
(4.12) T(a) = |^(a,0) = ^g(a) = ^g(b) = ||(b,0) = T(b).
0 comprimento de cada curva de variação de g, 'V^  é da
do por
'i', (s) ds = |^(s,to ) jds , t e( - 6 ,6 ) .
O O 0
A derivada desta função é
■ í _L.v/<31(s t ) ^ ( s  t )> ds ou
(4.13)
ds t
31(s t ) ^ í s  t )>
ds .
11
8s (s,to)
Mas ds-g(s) = 1 pois g está parametrizada pelo com
primento de arco. Em tg temos
ds
Logo,
(4.14) d
8 = 0 Ja
ds t s=0
^b .
<T(s),g(s)>ds.
a
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Como g (s) está no plano tangente vem que g' = g‘ / onde a ' denota 
a derivação covariante. Mas,
T(s) = |^(s,0) = g(s) ,
à ^
logo, T'(s) = T(s). Portanto, no ponto s = 0, temos
• • e . « •
<T(s),g(s)> = <T'{s),g(s)> + <T(s),g'(s)> - <T (s) ,g ' (s)t>-
Segue que
• • • I •
<T(s),g(s)> = <T(s),g(s)> ~ <T(s),g'(s)> .
Substituindo em (4.14) , abreviando a notação, obtemos
b
 ^' (0) = r [<T,g>■ - <T,g’>]ds.
*^ a
Logo,
-
(4.15) £'(0) = <T,g>(b) - <T,g>(a) -  ^ <T,g’>ds.
A expressão (4.15) é denominada a primeira fórmula de 
variação do comprimento de g.
Se considerarmos m uma variação própria, então de
(4.12) vem que
(4.16)  ^'(0 ) = - J <T,g > ds.
Vamos denotar por A(s) a seguinte expressão :
g (s) = g\s) = |jg(s) = §5 .
Assim, (4.16) pode ser escrita da seguinte maneira:
.b
(4.17) £'(0) = - J <A(s) ,T(s)>ds.
0.vetor A é chamado vetor aceleração da curva g e seu 
valor absoluto nada mais é do que o valor absoluto da curvatura 
geodésica de g.
Diz-se que uma variação f:[a,b]x (~ô,6 ) M é uma 
variação ortogonal se para todo Se[a,b] o campo variacional T de 
>1' é ortogonal ã g.
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Uma curva parametrizada pelo comprimento de arco 
g: [a,b] M é uma geodésica de M se e somente se, para toda varia 
ção própria W: [a,b] x ( - 6 ,6 ) M de g, ocorrer £'(0) = 0.
TEOREMA 72
DEMONSTRAÇÃO : Para demonstrar a condição necessária consideremos
uma geodésica g: [a,b] M. Assim, temos que a cur­
vatura de g é identicamente nula. Do exposto acima, vem que para 
todo se[a,b], A(s) = 0. Portanto, <A(s),T(s)> = 0 ,Vse[a,b]. De
(4.17) segue imediatamente que £'(0) = 0.
Para demonstrar a reciproca, suponhamos que, para toda 
variação própria de g se tenha (0 ) = 0 ,
Consideremos o campo vetorial T(s) = f(s)A(s) onde 
f: [a,b] -4- 1^ é uma função real diferenciável tal que f(s)^0, A é o 
vetor aceleração de g e f(a) = f(b) = 0 .
Para uma variação correspondente a T(s) obtemos 
«b b^
£' (0) = - f <A(s) ,T(s)>ds = - r f(s)<A(s) ,A(s)>ds .
Logo,
(4.18) f(s) A(s) ds.
Como f(s)>0 e A(s) >0 vem que
(4,19) f(s) A(s) >0 ,
Como £ ' (0) = 0 vem , de (4.18) e (4.19), que
(4.20) 0 = f(s)]a (s ) l'.
Suponhamos que para algum Soe(a,b) se tenha |a (s )|t:0.
0
Como A é contínua, existe 6>0 tal que para todo sel =(So-6 ,So+6)s 0
se tenha A(s)|?iO. Escolhamos f(So)>0 de modo que f (s^ , ) |a(Sj, ) | ?íO.
Contradição com (4.20). Logo, | a (s o ) | =  0 Vso£(a,b).
Pela continuidade de A segue que A(a)=A(b)=0. Portanto,
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A(s) = 0 , Vse[a,b],
Mas A é o vetor aceleração de g o qual é identicamente nulo em 
[a,b]. Logo, g é uma geodésica.
c.q.d.
Seja 'i': [a,b]X (-6,6 ) m uma aplicação diferenciável. Qia
ma-se campo diferenciável de vetores tangentes ao longo de uma
curva h: [a,b] M a uma aplicação diferenciável
T: [a,b]x (- 6,ô ) ^ K" ,
a qual associa a cada ponto (s,t)e[a,b]x(-6 ,ô) -
um vetor T (s , t) eT^
LEMA 7 3;
Seja vj( : [a,b] x( - 5 ,6 ) ->- M uma aplicação diferenciável . 
Então, para se[a,b] e te("5,5), tem-se
dS dt dt 3s
DEMONSTRAÇÃO : Seja X:U-> V C M  um sistema de coordenadas de uma
vizinhança do ponto 'F(s,t) de M dada por 
X(u,v) = X('t'i(s,t) ,'l'2 (s,t) ) .
Quando (s, t ) (X (U) ) , a curva 'l'(s,to) para um dado te(-<S,6 ) po
c
de ser dada na forma 'F(s,to) = ('Fi (s ,to ) , ^ 2 (s ,to ) ) = (u,v) . Como 
^(So,to) é tangente ã curva 'l'(s,to) no ponto s = So , temos
d S
. ^(So,to) = ,to )X^ + ^(so,to)X^^
Mas (Sq ,tg) foi tomado arbitrariamente, de modo que
= |^(S,t)Xu . ^ ( S . t ) X v  .
A curva 'l'(So ,t) para um dado Sq e[a,b] pode ser dada por 
f (Sq ,t) = ( TiíSo ,t) ,'1'2 (so , t) ) = (u,v) =
Como ~(S(),to) é tangente ã curva T(s,to) no ponto s = Sq , temos9 t
||(So,to) - ||^(So,to)X^ + â^(So,to)X^ .
Mas (So,tg) foi tomado arbitrariamente, de modo que
llíc. - iliío 4-\y ^
Usando (2.19) obtemos 
D_ _ D
3t 3s 3t'3s u 3s v'
y'i‘1 1 3'i'i 9'l'i , p 1 8 ^ 1 3^2 , r,id^2 p 1 3'í'2 3H'2w, ,
- ^3t3¥ ^^2,9 3.  ^ ^i^3s 3t
, ,3^T 2 ,r 2 3'i'i 9'i'i , r 2 , p 2 3'i'2 3'Fi , „ 2  3'i'2 3H'2 |^
D_ 3J^  D_ ^   ^ _
3s 3t ■ 3s '3t ^u 3t v' "
. (3^ti . 1 3'J'i 3'1'x , 1 3'i'i 3'1'2 , p 1 3^2 3'i'i , p. 1 3>F, 3¥.,.
- '9s3t  ^  ^“  3t 3s ^  ■" ^ 1 2 - ^  ^  +rr2 2^  ~ ^ V
 ^ (llli + r A ^  ^  + r A - ^  ^  ili w   ^ '^F2 ^ '3s3t  ^ ^^\3t 3s  ^  ^ 3t 3 s  ^ - ^  + ^2 2-^^ Y ^ \
Assim, 0 8 coeficientes de X^ e de X^ são exatamente os mesmos nas 
duas expressões.
c.q.d.
LEMA 7 4
Sendo 'F e T como acima e K a curvatura gaussiana de M,
temos
^  —  T - ^  2_t -
dt ds ds dt “ 3^ s 3 t' ”
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DEMONSTRAÇÃO : Seja X{u,v) um sistema de coordenadas de M contendo
o ponto t(s,t) e T um campo diferenciável de veto­
res tangentes. Neste sistema de coordenadas temos
(4.21) T(s,t)-a(s,t)X^(s,t) + b (s,t)X^(s,t), 
para algum par de funções diferenciáveis a e b.
Derivando-se esta expressão em relação ã s (derivada co 
variante), encontramos
ãs'^  " " ^ãs\ 9 s \  9s^v •
Derivando-se, agora, em relação ã t, temos
(4.22) D_ D_ D_ D_  ^ D_  ^ 3a ^   ^^  D_ ^
3t 9S at 9s u ^ t  9s V 3s 3t u 3t 9s u
:3b D ^  . 3 3aX . A ^ b X
9t 9s V 9t 9s u 9t 9s V '
Intertrocando-se a ordem das derivações em (4.22), obtemos
M 211 P 2—T - _ 2_Y 4. 5_V j. 3a p 9b D ^
Ts9t 9 s 9 t u  9 s 3 t v  8t 9s u '' 9t 9s v
+ ÍÊ  ^^  ^  3  ^ _a^
9 s 9 t u  9 s 9 t v  9 s 9 t u  9s 9t v
Subtraindo-se (4.23) de (4.22), encontramos
(4.24) D_ E_t _ 2- £_y D ^ , k rP_D^ D D ^ ,
9t 9s 9s 9t '■9t 9s u “ 9s 9t u^  ^ ^9t9 Jv 9s9t v^
No, sistema X(u,v) temos 'l'(s ,t) ' = (u=¥i (s,t) ,v='F2 (s,t) ) 
de modo que
X^(u,v) = X^ ('l'i (s,t) , ¥ 2 (s,t) ) .
X^(u,v) = X^ ('l'i(s,t),'i'2 (s,t)).
Tendo em vista que a derivada covariante nada mais é do 
que a projeção sobre o plano tangente da derivação usual e deno - 
tando esta projeção por T, obtemos
= {— X )■ - ÍX . 9>F2r^  ,
3s u 9s u^T ^^uu as'^^uv 9s^T " "Fs^^u^T  ^T s" ^\ v ^T '
ou seja
D ^ 94'iD , 9'F2 D „ , . , _ .
8s^u ■ 9s 9u^u 9i~ 9^^u ' derivado em relaçao a
t resulta em
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D_ D_ _ r ã _ ,9^ D_  ^1Í2 D_ n
3t 8s u ■ ^ dt^as 3u u 3s 3v u'-^ T
- P_^ D_ . ^ s ± _  R_y }  ^D_ .
“ 8t9s 3u u 8t9s 3v u 3s ^3t 9u u^T 3s ^3t 9v u^T
Segue que
9t Ss^ u^ “ 9t9s Su^ u^  ^ 3t9s 3v‘^u
(4 25) 5_ D_x _ illi D_ ^  D_ ^
* lliílli ^  5_y  ^lll E_ \ .
3s ■ 9t 3u 9u u 3t 9v 9u u'
^ Ü 2  , H i  D _  5_ y  + I I 2  D _  D _ y  X
9s 9t 9u 9v u 3t 3v 3v u *
Intertrocando-se a ordem da derivação em (4.25) obtemos
(4.26) D_ D_„ _ D_^ . l ü l  D_„ ^
9s 9t u ' 3s3t 3u u 3s3t 3v v
4. lli íili 2_ , 5^2 D P '  .
3t' 9s 9u 3u u 3s 9v 3u u'
 ^II2 ílli 5_ D_y , 9^2 D D y .
3t' 9s 9u 9v u 9s 9v 3v u' *
Subtraindo.se (4.26) de (4.25) encontramos
P- 5_y E-y - Ü 2 Í:í:AíD_ D_ £_ D_ ^  9^2 ,D D ^ D D „ ,
3t 3s u “ 3s 9t u ■ 3s 3t ^3u 3v u " 9v 9u u^  9s 3t ' 3 v 3 u \ ^ 3 v  u^
Logo,
(4 2 7 ) 2 _ y  _ D_ £ - y  - ( ilíii  l l l  ^  l l i u ^  ^  ^
 ^ ' 3t 9s^u 9s 9t u "'9s 9t " 9s 9t ’'9v 3u u " 3v u’‘
Fazendo-se a troca de por X^ e vice-versa em (4.27), 
encontramos
(4 28) 5_'2_x - ^  5_v - (lli ^  _ I I 2. w D _  D_ D D ^ .
; • ^  9t 9s v 9s 9t v ~'9s 3t 3s 3t  ^'3v 9u v " 9u '
Subtraindo-se (4,27) e (4.28) de (4.24) , obtemos
D D_^ D D_^ 3'1'2 9^2 D D D „ .
9t 3s^ 9s 9t^ 3t 3s 3t ’ '3v 3u u " ^  ^  u^  ■*■
ill) (D_ D_ _ D_ D 
'9s 9t 3s 3t  ^'3v 3u V 3u 9v v^”
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Usando proposição 34, temos
D D  D_ D  ^ ^  ^  lJX).[aK(X xX ) xX +bK (X xX.;)xX ] ,
3t as 9s 9t '9S 9t 9S 9t '  ^ ' u v' u u- v' v" '
ou seja, 
(4.29) 
Como
vem que
^  D_ D_ D
9t 9S 9s 9 .bX,).
9T 9 ' i ' i . ,  . 9 ^ 7 . ,  „  9']^  9 ^ i v  , 9H'2v
ü  - 9s ^u 9s V ' ® 9t - 9t u  ^ 9t v '
11^31 = _ llz 3|x)x xX
9S 9t '9S 9t as 9t u V
que substituido em (4.29) juntamente com (4.21) produz o resulta 
do esperado.
c . q . d .
LEMA 75
Se f : [a ,b] X ( - 6  , 6 ) ->- M é uma variação ortogonal própria 
de uma geodésica g: [a,b] -> M parametrizada pelo comprimento de
5 VJ/
arco, se[a,b], te (-6 ,6) e T(s) = -g^(s,0) é o campo variacional de 
H* , então
£"(0) = (||^T(s) |'-K(s) 1t (s ) l')ds.
onde K(s) = K(s,0) é a curvatura gaussiana de-M em g(s) = 'l'(s,0).
DEMONSTRAÇÃO ; Como g é uma curva parametrizada pelo comprimento
de arco temos
dm
ds (s,0 ) g' (s) = 1 .
Então, existe y>0,y<6 tal que te[-y,y], ~(s,t) e diferenciá
o S —
9'!'
vel . ^ comprimento de cada curva da variação de g é
91
9s (s,t) ds ,
:Omitindo a variável, por comodidade, temos
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£'(t) = d dmdt 3 s
, d ,^3'i' 3'F 
'° dt 3s'3s
3¥
ds. Pela proposição 32, temos
9s
£•(t) =
, D 94^
“ dt 9s'9s
3W
9 s
ds. Pelo lema 73, temos
£•(t) =
,b <e_ 1 1  1 1 >
9s 9t'9s
àl
3s
ds
Derivando-se novamente em relação ã t, encontramos
" (t) =
D S'i' gn» 
d 3s 9t'3s
dt 3'1'f -- U t j  = d m
3s' Si ds
3s dt 3s 9t'9s 9s 9t'9s dt 3s 
2---------------------------- - ds
Segue que
(4.30) £"(t) = 1dT dt 3s 9t'3s'
ds
2 ^  3s 9t'3s ^  9s 9t'3s 
9 s 9 s
No entanto, temos
a»!»(s,0) = g'(s) = 1 . Substituindo em (4.30) temos
9s
H . 31) ,..,0) <a^<|_|_,,s,0)4ï(s,0)>ds -
ic4'(s,0) ,|^ 'l'(s,0 )>' ds.'3s 3t'
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D 3Em particular, para a geodésica g temos A(s)= —  — >i'(s,0) = 0,
de modo que
|,<||,s .0,.|1,s .0,> = <2_»,3,0,,|1, s ,0,>.
Como a variação é própria, vem que o produto interno do primei­
ro membro da igualdade acima é nulo. Disto segue que o segundo 
membro também é nulo. Substituindo-o na equação (4.31) vem que
(4.32) £"(0) = ^  ^'¥{5,0) ,4^^<(s,0)>ãs., dt 3s 3t' 'dsâ
A equação (4.32) é chamada segunda fórmula de variação 
do comprimento de g. Novamente pela proposição 32 temos em (s,t)
(4.33) a >  _ <D_ P_ _1_ ^  p_ 3 D_ -
dt 9s 3t^'3s^ ■ 3t 3s 3t^'3s^ 3s 3t^'3t 3s^ “
_ <D_ D_ _3_ _ D_ D_ ^
"  ^3t 3s 9t '3s"^  3s 9t 9t' 3s^
 ^ + <D_ D_ ^  9jl. p_
• 9s 9t 9t'9s 3s 3t ' 9t 9s ‘
d D gH' 3'i'^ D 3'i' .D 3'i' D 3<F
ds 3t 3t '9s ~ 9s 9t 9t '9s 9t 3t'3s 3s *
pomo A(s) = 0 em (s,0) , temos
i i  "ft l l ' l i  " = ft H'11" • Substituindo em (4.33) vem
d D 3H' 3T D D 9'!' 9^ _ D D 94' 9¥^
dt 9s 9t''9s^ “ 9t 9s 9t'9s 9s 3t 3t'3s"
d D 94' 9f^ D 94' " c. u  ^ oo.
 ^ãE^Jt 9^ ^  • Substituindo em (4.32)
obtemos
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(0) = í {<•2 _ P_ ^  il 3t 9s 9t'9s > - <D_. D_ ii9s 3t 3t^3s> + d D dm 5 4^ D 3y ds 9t3t^Ss 3s 9t )ds,
Usando a distributividade do produto interno em relação ã adição, 
temos
S." (0 ) ■ í (<D D S'J' D D 34' 34' ■ d D 34^ 94^ D 34'9t 9s 9t 9s 3t 3t 'as^ "^  ds'^at St'Ss"^ 9s 3t-> + ) ds.
Usando o lema 74 e o fato que a variação é própria temos 
<A(s),T(s)> =<ft 3T'fs^ Assim
(0 ) = (<K(üxÍI)x^ + ^ < 2 - Í1  ÍI> + ü_T(s) Sds ^ '3s 9t' 3t'3s  ^ds dt 3t'3s 9s^'®^
D
- r (_K<(^x^)xll il> + á_<D_ ^  Í!í:> +- \ ( ^<^3t^9t^ 9s'9s ds^dt 3t'9s
^  ri
?^T(s) l' )ds
d S
( -K<  T ( s ) "9 4' 3 ¥ d D 3 4' 3 4*3 s ' 3 s 
d D dm 94'
> + ds dt 9t'3 s> +
ds dt 3t'3s>ds + j (-K< T(s)
M4' 34> 
ds' 3s> + 9 s'a «'a
Como a variação é própria T(a) = T(b) e a primeira integral é 
igual a zero. Assim,
í"(0) = ( | ^ T { s )  f - K ( s )  | t ( s ) |<|^,||>) ds. Mas,
a ■3s'3s
ils i
9s' 3s
34'
3 s g '(s) = 1, Logo,
£"(0) = í  ( l | - T ( s )  l ' - K ( s )  |t(s) 1 )ds.
c. q . d .
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pr oposição 76
Se a superfície M tem curvatura não negativa K , on­
de p > 0 , então M é limitada. Se P e Q são dois pontos quaisquer 
de M e í = d(P,Q), então £ á ^
DEMONSTRAÇÃO : Seja M uma superfície completa em . Sejam P e 
Q dois pontos quaisquer de M. Pelo teorema 60 exis 
te uma geodésica minimal g; [a,b] -> M tal que g(a) = P e g(b) =Q.
Seja £ = d(P,Q). Suponhamos que z > , por absurdo.
/  p
Consideremos uma variação da geodésica g tal que para 
um vetor unitário WocT^ÎM) se tenha <Wo,g'(a)> = Ojisto é^  w,, é
um vetor tangente ã M mas ortogonal à curva g. Seja
w;T (M) ^ T (M)
P q
o transporte paralelo de Wg ao longo de g. Portanto, para todo 
se[a,b] tem-se |w(s)| r: i e <w(s),g'(s)> = 0 .
Definamos o campo variacional
T(s) = w(s) sen[-(s»cj 1,\/Se [a,b] .£
Segue que T(a) = w(a)sen[-(a-a)]=0,
T(b) = w(b)sen[2(b-a)]=0,
£
<T(s),g'(s)> = <w(s)sen[-(s-a)],g '(s)> =0.£
Portanto, T determina uma variação ortogonal própria ao longo de 
g. Pelo lema'75 vem que
>b 
ia
(4.34) £"(0) = 1 ( ^T(s) ’-K(s) T(s) ’)ds.8 s
Como w é paralelo ao longo de g podemos escrever
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£"(0) = \ (<|cos (|-s)w(s) ,yCOS (ys)w(s) > -K {s) < w {s) sen (jS) , w (s) sen( )d
^T(s) = ^cos (^ s) w(s) .o s i n
Substituindo em (4.34) vem que
th 
J  a
Disto segue que
.b
£"(0 ) =
-'a
Como K^p vem que
[(|)^cos^ (|s)-K(s)sen^ (^s)]ds.
£"(0 ) < 1  [ (^ ) cosM^s)- psenM^s)]ds .
nAssumimos anteriormente que £ > . Disto vem que p > —j- e a equa
 ^ £
ção acima assume a forma
Si"(0 ) < 1 ^ [ (|)'cos' (^s)- |'senMfs) ]ds.
Logo,
£"(0 ) < (|)' Ç  [cosM|s) - senMjs)]ds.
3.
utilizando a transformação trigonométrica cos^x - sen^x = cos2 x 
obtemos
ott tt n
?."(0 ) < (^ )^ cos(— s)ds - (-) M-:^) cos(— s)(— )ds.£ - £ 2n £ £
Logo,
£ "(0 ) < A[sen(^s) '^ ] = i[sen(^b) - sen(^a)] = 0 . 
0.
Segue que £"(0) < 0.
Deste modo, obtemos uma variação de g para a qual £"(0)<0. 
No entanto, g é uma geodésica minimal por hipótese e, assim, seu 
comprimento é menor ou igual ao comprimento de qualquer outra curva 
unindo P â Q. Portanto, para g deveríamos ter £'(0) = 0 e £"(0)^0. 
Portanto, £ á .
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Como P e Q foram tomados arbitrariamente, vem que M é
limitada.
c.q.d.
COROLÁRIO 7 7
Uma superfície completa M comK»p>0constante é compacta,
DEMONSTRAÇÃO : Consideremos a superfície M£ tendo curvatura
constante K>0. Pela proposição 76 vem que M é li- 
tada na métrica d.^ . Sendo que d^ -âd^  , M é limitada na métrica d^ .J. X ilí r.
Pelo teorema 62 as métricas usual do e intrínseca
definem a mesma topologia. Assim, M é fechado e limitado em
e, portanto, compacta.
c.q.d.
TEOREMA 78
As únicas superfícies completas em que tem curvatu 
ra constante K>0 são as esferas.
DEMONSTRAÇÃO ; Consideremos a superfície completa MC tendo cur
vatura constante K>0. Pelo corolário 77 , M é compacta^ 
Pelo teorema 54, M é uma esfera em .
c.q.d.
149
4.4. SUPERFÍCIES COMPLETAS DE CURVATURA K CONSTANTE NEGATIV
Para completar o capítulo vamos mostrar que em não
existe superfície completa com curvatura K < 0 constante , Este fe 
to é conhecido como o teorema de Hilbert e será o nosso principal 
objeto a ser demonstrado. Para chegar até sua demonstração fare­
mos uso das redes de Tchebychef.
Um espaço de Hausdorff M é dito uma superfície abstrata 
se para cada PeM, existe uma terna (U,V,X) satisfazendo ãs seguin 
tes condições:
(i) U é uma vizinhança de (0,0) em ií" e V é uma viz^ 
nhança de P em M.
(ii) X é um mergulho de U sobre V tal que X(0,0) = P.
(iii) Se Ui e U2 são abertos de tais que
— 1 CO
Xi (Ui ) A  X2 (U2 ) 0, então XjoX^ é uma função C (figura 22) de 
XTMXI (Ui) A  X 2 (U?) ) para X"MXi (Ui) n X 2 (U2 ) ) .
( FIGURA 22 )
A aplicação X é chamada um sistema de coordenadas locais 
em V e V é dita uma vizinhança coordenada de P . A terna (U,V,X) é 
chamada uma carta local de M.
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Uma superfície em apresentada como no §1.4 é uma
superfície abstrata.
Uma função f:M R é diferenciável em P^M se a função 
foX:U ->- R é diferenciável para toda carta (U,V,X) de M.
Uma curva em M é uma aplicação diferenciável g:I M 
onde I é um aberto de K. Quando M é uma superfície em , en­
tão esta definição coincide com aquela apresentada no §1 .3 .
Seja F o conjunto de todas as aplicações diferenciáveis 
definida em uma vizinhança V de PeM, com valores em ií. Se Oel e 
g(0) = P, então o vetor tangente ã curva g no ponto P é a função
g' (0) ;F R
EXEMPLO 15
dada por g' (0 ) (f) = — dt t=0 *
Um vetor tangente em um ponto PeM é um vetor tangente 
a alguma curva g;I ^ M com g(0) = P para algum aberto ICR.
O conjunto de vetores tangentes em PeM, juntamente com 
as operações usuais de funções é um espaço vetorial de dimensão 
dois e chama-se espaço tangente ã M em P ou plano tangente ã M em 
P e denota~se por T^ÍM) (figura 23).
0 fibrado tangente de M é definido por T(M) =p^j^Tp(M).
A aplicação ]T:T(M) M que atribui a cada veT (M) um úni
CO PeM tal que T (M) é o plano tangente ã M em P é chamada aplicação 
projeção.
Um campo vetorial tangente ã M em P é a aplicação 
T : M T(M)
tal que IIoT = 1^. 0 campo T é dito diferenciável se para cada
f : M -í- R. diferenciável se tenha Tf ; M R também diferenciá­
vel, onde (Tf)(P) = T(P)f„ Usaremos apenas a denomi-
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nação campo diferenciável para campos vetoriais tangentes diferen 
ciáveis.
( FIGURA 23 )
Estabeleceremos, agora, uma semelhança entre esta defi­
nição de espaço tangente e aquela apresentada no §1.4.
Seja X:U ->• V uma carta local de M contendo P, T (M) o fi^  
brado tangente de M, (Xi,X2 )eU, ,Ï2 campos diferenciáveis e
Ae R. Definimos
(Ti + T2 ) (P) = Ti (P) + T2 (P) , e
(XTi)(P) = À (Ti(P)).
Com estas operações o conjunto T(M) é um espaço vetorial sobre R.
PROPOSIÇÃO 79
Seja f;U R uma função diferenciável onde U€ tem 
coordenadas Xi 6 X 2 e X : U - > V  uma carta local de M. Então
-5—  é um campo diferenciável.3x^
DEMONSTRAÇÃO : Como f é diferenciável e X uma carta local vem que
foX ^:X(U) é uma função diferenciável. Conside
remos r^ as funções coordenadas de foX” .^ Para cada ponto PeU tetos
[^(f)](P) = [ ^ ( f o X  ^:)]{X(P)) = {[^(foX"')]oX](P).
Mas isto significa que
7^(f) = [ ^ ( f o X  ')]oXaxi ar^
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é uma função diferenciável. Portanto, é um campo diferenciá-
i
vel. c.q.d.
Observamos que escolhendo-se uma base em U,
{(1 /0 ), (0 ,1 )} temos que
{(^)(P)}
‘^^i i = 1 , 2
é uma base para T(M), Mas (7-^) (x.) = ô. . • x.e a j-esima funçao_ j 1 3 j
coordenada de X .
Desta forma existem funções diferenciáveis a^ sU -> R, i=1 ,2 tais 
que
i = 1  ^ “^^i
é uma aplicação diferenciável de U em T(U). Portanto,
V i j  = [ ,
Fazendo-se ai =  a ,  ã z  = b, Xi = u, Xa = v, P = X(u,v), 
(y|^)(P) = (^)X(u,v) = , s
3
(^)(P) = (^)X(u,v) = ,
de modo que a base
9 3{■5— (P) ,3— (P) } de T(M) coincide com a base {X ,X }dXi dX2 U V
de T (M) 
P
Em cada T^ÍM) escolhemos um produto interno <,>
exigimos que este produto interno seja diferenciável no seguinte 
sentido«, Se Ti e T 2 são campos diferenciáveis de vetores tangen­
tes ã M em uma vizinhança de P, então <Ti,T2 >:U ->■ BR dada por
<Ti ,T2 > =<Ti (x) ,T2 (x) > é uma função diferenciável.
Uma superfície abstrata M na qual se tenha feito uma
escolha como acima recebe o nome de superfície geométrica, ou su
perfície RiemannLana abstrata ou simplesmente superfície. Daqui
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para a frente diremos apenas superfícies M para expressar tal i- 
déia.
Como temos um produto interno numa superfície abstrata 
M, podemos definir em M uma primeira forma fundamental. A geome­
tria de M será, assim, a geometria da primeira forma fundamental.
Consideremos a carta local (U,V,X) de M. Definimos nes­
ta carta os coeficientes fundamentais locais de M por
do por
r.
(4.35)
E(u,v) = <X^(u,v),X^(u,v)>,
F(u,v) = <X^ (u,v) ,X^(u,v) > , e
G(u,v) = <X (u,v),X (u,v)>.V V
0 comprimento de arco de uma curva f:IC R M é defini-
s (t) = <f’(r),f'(r)> dr = V^f (r) (f (r)) dr
<>b
s (t) = 2Fu’v' + Gv' dr.
onde E,F,G são como em (4.35) e I = [a,b].
Seja f:V -í- uma aplicação diferenciável e X:U V u- 
ma carta local em M. Consideremos uma aplicação 'F;U tal que
'i'(0,0) = P. Definimos a aplicação f^ :T (M) ->• por
P ^✓  ^ X s
f^ (aX„ +bX,J =
P
u V 'F (0 ,0)
a 
b 
‘S
A aplicação f é dita uma imersão se para cada PeM e to­
da carta local (U,V,X), f* é injetiva.
P
Se ocorrer que para todo par ,T2 eT^ (m) se tenha
<Ti,T,> = <f* (T^),f^ (T^)> ,
P P
então f é dita uma imersão isométrica.
Dado um sistema de coordenadas de uma superfície M, diz
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se que as linhas coordenadas formam uma rede de Tchebychef se os 
lados opostos de qualquer quadrilátero por elas formados 
são paralelos.(figura 24).
( FIGURA 24 )
Consideremos uma carta local (U,V,X) de uma superfície 
M de modo que as linhas coordenadas formem uma rede de Tchebychef. 
Ao longo da linha v=constante teremos
(4.36) E(u,v) = <X^(u,v),X^(u,v)>
independente de v, bem como ao longo da linha u=constante teremos
(4.37) G(u,v) = <X^(u,v),X^(u,v)>
independente de u.
Derivando-se (4.36) em relação ã v e (4.37) em relação 
ã u obtemos
(4.38) = G^ = 0,
que expressa uma condição necessária e suficiente para que as li 
nhas coordenadas formem uma rede de Tchebychef.
Como E e G são funções de uma única variável, respecti 
vãmente, u e v, podemos efetuar a substituição
u* = \/¥du
V'* = \/Gdv
na carta (U,V,X) . Agora, u* e v* medem os comprimentos de arcos 
ao longo das linhas coordenadas. Omitindo o símbolo * por comodi 
dade, temos nesta nova cartaE = G = 1. Se 0 denotar o ângulo en-
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tre e X^; isto é , o ângulo entre as linhas coordenadas, tere­
mos
É, pois, possível encontrar uma carta local (U,V,X) de 
uma superfície M de modo que as linhas coordenadas formem uma re­
de de Tchebychef e satisfazendo
(4.39) E = G = 1 e F = cos0.
Vamos encontrar os símbolos de Christoffel e a equação 
da curvatura K para um sistema de coordenadas da superfície M da 
da pelos coeficientes (4.39). Como E = G =: 1 e F = cos0 vem que 
'e = E = G - G = 0
U V U V
F = -0 sen0.N V V
Desta forma, encontramos
(4.41) = r A =  0, Ti\= 0^cote, r A  =-0^csc6, V = -0^CSC0,
^ 2 2^ = 0^cot0 .
Seja a equação de compatibilidade (1.16)
FK = (r 1^ 2) ^ “ (r ) ^^ + r 1^ 2 r 1^ 2 -  r r z \ •
Substituindo-se (4.41) vem
KCOS0 = - (6^cot0)^ - (-0^csc0)(-0^csc0).
Assim,
KCOS0 = -0 COt0 +0 0 csc^0 - 0 0 csc^0, uv U V U V
ou seja,
K = -0 2 ° «  ,
uv COS0
Finalmente,
(4.42) ^  ^ _ ®uv
sen0
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PROPOSIÇÃO 80
Se as linhas coordenadas de uiri sistema de coordenadas 
de uma superficie M formam uma rede de Tchebychef, então
f f KdA = 2n - X a. , 
i= 1 ^
onde R é o quadrilátero formado pelas linhas coordenadas, A é 
sua área e 0<a^ <íl são os ângulos internos do quadrilátero.
DEMONSTRAÇÃO : Seja R um quadrilátero de vértices (0,0),(u,0) ,
(u,v), (0,v), a^(i=1,2,3,4) seus ângulos internos
e 6 o ângulo formado pelas linhas coordenadas(figura 25) que for­
mam R.
Observamos 0^^dudv = 0 (0 ,0)+0 (u,v) - 6  (u,0)-0 (0 ,v)
Usando (4,42) vem que
í/ -KsenOdudv = - ^  ^ KsenBdudv
= 0(0,0) + 0(u,v) - 0(u,O) - 0(0,v).
Mas 0(0,0) = ai, 0(u,v) = aj, 0(u,O) = Il-aa e 0(0,v) = n-a^. De- 
notando-se por dA = senOdudv, a igualdade acima se transforma em
KdA = n -a 2 + n-a ^ - ai - a 3,
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ou seja,
(4.43) il KdA = 2 H ~{ai +a2 +a3 +ai().
c.q.d,
COROLÃRIQ 81
Se as linhas coordenadas de um sistema de coordenadas 
locais de uma superfície M com curvatura K = -1 constante formam 
uma rede de Tchebychef, então a área de qualquer quadrilátero da 
rede é menor do que 21T.
DEMONSTRAÇÃO : Façamos K = -1 em (4.43). Então,
X dA = ai +a2 +aa +ait -211.
Mas 0<a.<n , logo, 0 < ? a. <411 . Assim, 
 ^ i= 1 ^
A = J d A ai +a2 +as +ait — 2II<4ri —211 ,
de modo que
A < 2R
c.q.d.
Pelo teorema 39 a aplicação exponencial é um difeo- 
morfismo local. Deste modo, sua inversa está definida em uma vi 
zinhança de um ponto PeM . Através desta inversa podemos trans­
portar para T^(M) a métrica existente em M. Vamos denotar por M' 
a superfície geométrica T^(M) munida desta métrica.
Suponhamos que M é um plano com coordenadas (u,v) e de 
finamos em cada ponto QeM um produto interno de modo que se tenha
E = ---^p-r , F = 0 e G = ---.
(1 -^) (1 - ^ )
A superfície M com este produto interno é uma superfície geométri
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ca denominada plano hiperbólico. No apêndice demonstraremos que 
a curvatura K de M é constante e tem valor -1. Denotaremos o 
plano hiperbólico por H.
Seja Pe H. Vamos transportar para T^(H) a métrica de H
por meio da aplicação inversa da aplicação exponencial em P e de 
notar a superfície geométrica T^ÍH) com a métrica herdada de H
por esta aplicação por H' . Seja PeH' e a isometria linear 
f:Tp(H) -> Tp, (h ') .
Definamos ainda h:H •> H' por h = exp ofo (exp )~Í H é uma superfí-
P* P
cie completa de modo que qualquer ponto de H pode ser unido ã P 
por uma geodésica minimal pelo teorema 60. Assim, h é bem defini­
da (figura 26).
( FIGURA 26 )
Sejam (s,0 ) e (s',0') sistemas de coordenadas geodési­
cas polares de centro P e P \  respectivamente, de modo que h tram 
forme o eixo 0 = 0 no eixo 0' = 0 . Assim, h preservará a pri­
meira forma fundamental.- Logo, h é uma isometria local entre H e 
H'. De um modo geral, as superfícies M com K<0 são localmente i- 
sométricas de modo que se M pode ser isometricamente imersa em 
também o pode M'. Desta forma vamos considerar M ' no lugar de M .
Observamos que uma superfície geométrica está definida 
num espaço de Hausdorff onde não sabemos como definir elementos 
que definimos numa superfície em , como por exemplo, o vetor
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normal N. No entanto, consideramos M como um plano, logo M . 
Definimos a superfície H' de modo que T^ÍH) e (H') são localmen
te isométricas. Desta forma, T^ÍH) = Tp,(H')CR^. Portanto ,
h'CS?^, embora em h ' não tenhamos a mesma primeira forma fundamen 
tal de .
PROPOSIÇÃO 82
A área de H' é infinita.
DEMONSTRAÇÃO : Como H' herda a métrica de através de (exp^)  ^ ,
temos para H' os coeficientes fundamentais
E = ---, F = 0 , G = ---------- ,
(1 - (1 - J-)
na carta local (ü,V,X) de H.
Consideremos A a área de H '. Como H' = (expp)~^(H) vem
do §1.5 página 12 que
oo oo
A = j / \/eG-F" dudv = I— ---j— dudv.
J ' ( 1 _
pj I -OD _C0' 4
Segue que
A = “ . c.q.d.
A seguir assumiremos a existência de uma imersão isomé­
trica 'i':M' de uma superfície completa M', homeomorfa a um 
plano e com curvatura K = -1.
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PROPOSIÇÃO 83
Seja (U',V',X) uma carta local de M' contendo P. Então, 
as linhas assintóticas formam uma rede de Tchebychef em V .
DEMONSTRAÇÃO : Como a curvatura K de M' é constante e tem valor -1
em qualquer ponto P veih que P é um ponto hiperbóli 
co de M' em V .  Consideremos 'F(P)C5l^ e uma vizinhança de
f (P) . Como »F é um imersão isométrica vem que K é também negativa 
e constante em V. Desta forma i* (P) é também um ponto hiperbólico 
em V. Temos, assim, um sistema de coordenadas locais X(u,v) de V 
onde as linhas coordenadas são linhas assintóticas. Pela proposi­
ção 9 temos que e = g = 0.
Em V vale a equação (3.2), a saber^N^xN^ = K(X,^ xX,^ ). Te
mos também a,relação
u V
(N xN ) - (NxN ) = N xN + NxN -N xN - NxNv u  u V u V vu v u  uv
= 2N xN . u V
Portanto,
Assim,
2N xN = 2K u V
(X xX ) u V
X xX I u V '
X xX u V 2K X^xX^ N ,.
(4.44) (NxN^)^ - (NxN^)^ = 2K X^xX^ N.
Mas,
X xX
(4.45) NxN = — — ^XN_. =V X xX u V
(<X ,N >X - <X ,N >X ). u' V V v' V u
Das equações de Weingarten (1.15) vem que
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Mas como F = e = g = 0 vem que
"=<u'V = -í-
Substituindo em (4.45) obtemos
(4.46) NxN„ = --- -^--  (-fX ) .
IX xX I' U V '
Da mesma forma, obtemos
(4.47) NxN, = --- ----  (fX, ) .
" I V^vl
Como K = ~1 = / em particular, ao longo de uma li
nha assintótica temos ~(EG-F^) = - f^. Assim,
\/e g-f * = jx^xx^l = ±f.
Substituindo-se esta em (4,46) e em (4.47) obtemos 
NxN^ Jx^ , e NXN^ =±X^ ,
os quais substituídos em (4.44) produzem ” -2(±f)N,
Logo,.
Portanto, X^^ é paralelo ã N. Disto se pode concluir que
<^u'^uv> = <^u'^u^ = '^^v^^uv^ = <^v'\>u = Finalmente,
E = G =0, v u
as quais nos permitem concluir que as linhas coordenadas
formam uma rede de Tchebychef .
c.q.d.
Até agora tratamos com um sistema de coordenadas locais 
de M'. Vamos, agora, partir de um sistema de coordenadas locais 
X: üCR^ M' de uma vizinhança da origem do , na qual as linhas 
assintóticas formem uma rede de Tchebychef ( proposição 83) e
extendê-lo a um sistema de coordenadas globais de M'. Este sis-
tema de coordenadas globais X cobrirá toda M' por redes de 
Tchebychef tendo cada retângulo área finita (proposição 80). 
Daí obteremos uma contradição com a proposição 82 que afirma ser 
infinita a área de M'. Desta forma estaremos demonstrando que M' 
não pode ser imersa isometricamente em IR^  que é o teorema de 
Hilbert.
Definamos um sistema X numa vizinhança pequena V  de M'. 
Fixemos um ponto OeV ; escolhamos uma das linhas assintóticas 
que passam por O e a denotemos por ai ; escolhamos uma das dire­
ções de ai para ser a direção positiva. Tomemos a outra linha as­
sintótica, 3 2 , e arbitremos uma direção positiva para ela, e um 
vetor Vi nesta direção. Suponhamos que o ponto (u,v)eV'. Medimos 
sobre a^  um comprimento u , a partir de O, na direção positiva. De 
notemos por P' o ponto de a^  , distante u de 0 na direção positi­
va de a^. Por P' passam duas linhas assintóticas sendo uma delas 
ai. Chamemos a outra de a^. Marquemos sobre aj um comprimento v, 
a partir de P', na direção correspondente ao vetor v^. Desta for­
ma, fica definido, univocamente, o ponto P = X(u,v) (figura 27).
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Devemos extender X para todo ponto (u,v)eR^. Isto se­
rá feito atravésdas quatro proposições 84, 85, 87 e 91.
PROPOSIÇÃO 84
X(u,v) está definida para todo ponto (u,v) e ER^ .
DEMONSTRAÇÃO : Suponhamos que X(Uo,0) não esteja definido para al
gum uo e . Neste caso, existe Ui eR tal que
(4.48) X(u,0) está definido para todo u<ui , e 
X(u,0) não está definido para u^ui , 
ou seja, ai = ai(u) está defida para u<ui e não está definida pa­
ra uâui . Tomemos Q = lim ai(u) . Como M' é completa temos que
U-í-Ui
QeM'. Por Q passam duas linhas assintóticas. Pelo teorema de e- 
xistência e unicidade de soluções de uma equação diferencial e 
tendo em vista que o vetor tangente é unitário, vem que uma des­
tas linhas assintóticas é ai. Isto implica em podermos definir 
ai = ai(u) para todo u<ui + 6 o que contradiz (4.48). Desta forma, 
X(u,v) está definido para todo ueR.
Suponhamos existir um par (Uo,Vo)e ÍR^ para o qual 
X(Uo ,Vq) não esteja definido. Como X(u q , 'o ) está definido para to 
do UocBR, então X(0,Vg) não dever estar definido para algum voeR. 
Usando a mesma argumentação da primeira parte demonstra-se ser ab 
surda a existência de um tal V q e R. Deste modo, X(u,v) está defi 
nido para todo ponto (u,v) e •
c.q.d.
PROPOSIÇÃO 85
t
As curvas {X(u,v):-“<u<“ tendo v fixo } são
as linhas assintóticas parametrizadas pelo comprimento de arco an 
M' .
DEMONSTRAÇÃO : Dado um ponto P q = (Uo,Vo)eM', existe uma vizinhan
ça V q = { (u,v) :u^<u<uj^ , v^<v<v^} tal que as li­
nhas assintóticas de M' em V' formam uma rede de Tchebychef 
(proposição 83).
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Seja V = V*, u <u<u, , a linha assintótica que se obtem
â  JD
marcando sobre cada linha assintótica u = u*, u^<u*<u, um compri-ci O
mento v = v* a partir de X(u*,0) (figura 28). Isto é o mesmo que
marcar um comprimento v = v* a partir de X(u,v ). Mas X(u,v ),
0 0 0
u <u<u, é, por hipótese, uma linha assintótica parametrizada pe-â JD
lo comprimento de arco. Como localmente as linhas assintóticas 
formam uma rede de Tchebychef (proposição 83) temos que a linha
V = V* (v^<v*<v, ) é uma linha assintótica parametrizada pelo comâ D —
primento de arco.
Dado ura ponto qualquer X(ui,Vi) , é possível atingí-lo 
a partir de X(ui,0) passando por um número finito de vizinhanças 
onde as linhas assintóticas formam uma rede de Tchebychef em vir­
tude da compacidade do segmento :u = ui , O^vávi . A linha X(u,0) 
é assintótica, logo a linha v = vi, Ui -^<u<ui + Ç, onde Ç é o 
menor dos comprimentos dos lados horizontais dos quadriláteros 
obtidos na cobertura finita, é uma linha assintótica. Como o pon 
to X(Uj,Vj) foi tomado arbitrariamente temos a proposição demons­
trada .
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V) ,
X(Uo ,v ))L 1 1
u=u u=u.a ” ”b
( FIGURA 28 )
v=v
X (u,Vo)
X(u*,0)
c.q.d,
X : -»■ M' é um difeomorfismo local.
DEMONSTRAÇÃO : Pela proposição 8 5 temos que X(uo,v) e X(u,Vo) são
linhas assintóticas parametrizadas pelo comprimen­
to de arco. Existe um sistema de coordenadas locais de M' de modo 
que as linhas coordenadas sejam as linhas assintóticas de M' e 
E = G = 1. Localmente, temos X coincidindo com as linhas coordena­
das deste sistema de coordenadas.
c.q.d.
PROPOSIÇÃO 87
X: !R^ -> M' é sobrejetiva.
DEMONSTRAÇÃO : Se Q = X(Uq,Vq)e X ), então as duas linhas as­
sintóticas que passam por Q, u = U o e v = V o  , 
estão inteiramente contidas em X(R^) (proposição 85). Como X é um 
difeomorfismo local (corolário 8 6 ) , X(R^) é um aberto em M'.
Suponhamos que X(R^)5íM'. Sendo M' conexa segue que 
fr(X(R^))?:0 . Tomemos Pefr(X(R^)) e V  uma vizinhança de P em que 
as linhas assintóticas formem uma rede de Tchebychef. Seja R um 
quadrilátero em V , contendo o ponto P, cujos lados são linhas as 
sintóticas e QeX(R^)nR. Uma das linhas assintóticas por Q encon 
tra uma das linhas assintóticas por P. Assim, PeX(R^) o que re­
presenta uma contradição com o fato que Pefr(X(|^^)) e X (RM é a- 
berto em M'. Portanto, X(R^) = M'; isto é, X é sobrejetiva.
c.q.d.
LEMA 88
Duas curvas em M' do tipo u = uq , u = Ui com uo==^ ui
COROLARIO 86 165
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(ou V = Vg , V = , com ) não podem se cortar transversal­
mente .
DEMONSTRAÇÃO : Pela proposição 85 as curvas u = Ug , u = u^  ^ são
linhas assintóticas de M'. Pela proposição 83 as 
linhas assintóticas formam uma rede de Tchebychef. Pelo corolário 
86 temos difeomorfismos locais. Se as duas curvas coincidirem em 
algum ponto, então elas devem ser tangentes neste ponto. Pelo teo 
rema de existência e unicidade de soluções de uma equação diferen 
ciai temos que as curvas coincidem ( as curvas são as linhas assin 
tóticas que são soluções de um problema de valor inicial em equa­
ções diferenciais)
c.q.d.
LEMA 89
Em X(r M C  M' existem dois campos diferenciáveis de ve­
tores unitários e linearmente independentes, Ti(P) e Ta(P).
DEMONSTRAÇÃO : Seja P = X(uo,Vg) um ponto de M'. Por P passam
duas linhas coordenadas X(Ug,v) e X(u,Vg) parame­
trizadas pelo comprimento de arco. Se a linha v = Vg coincide con 
a linha v = v^ , então suas orientações também coincidem pois am 
bas tem o mesmo parâmetro u que mede o comprimento de arco. Des­
ta forma, os vetores tangentes ãs linhas X(Ug,v), X(u,Vg) são 
T (P)=X (P) e T (P)=X (P), os quais são linearmente independen-
1 U 2 V
tes,bem determinados, unitários e diferenciáveis.
c.q.d.
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As linhas do tipo u = Uo ( ou v = V q ) não são fechadas
em M ’ .
DEMONSTRAÇÃO : Supomos que M' é homeomorfa a um plano . Pelo
teorema do índice de Poincaré, um campo diferen 
ciável de vetores do plano, sem singularidades ( campo não nu­
lo em todos os pontos do plano) não possui trajetórias fechadas. 
Assim, os campos tangentes ãs linhas u = uo( ou v = vo) em M' não 
possuem trajetórias fechadas. Portanto, as linhas u = uo (ou v=vo) 
não são fechadas.
c.q.d.
PROPOSIÇÃO 91
X: ^ M' é injetiva.
DEMONSTRAÇÃO : Suponhamos X(uo,vo) = X(uo,vi) para Vi>V0 . Pelo
corolário 86 X é um difeomorfismo local, de modo 
que existe ô>0 tal que X(u,Vo) = X(u,Vi) , Uo-ó<u<Uo + <S.
Isto contradiz o lema 8 8 .
LEMA 90
Suponhamos X(uo,vo)=X(ui,Vo) para Ui>U0. Pelo corolário 
8 6 , X é um difeomorfismo local, de modo que existe e >0 tal que
X (uo ,v) =X (ui ,v) , Vjr-e<v<Vo + e. Isto contradiz o lema 8 8 .
Suponhamos finalmente que X(uo/Vo) = X(ui,Vi) para
Ui>Uo e vi>Vo . Pelo lema 88 o traço da linha u = Uo coincide
com o traço da linha u = Ui , bem como o traço da linha v = Vo
coincide com o traço da linha v = Vi . A  linha X(u,Vo), uo^uáui
é fechada, pela primeira parte da demonstração. Seja v* o primei
ro ponto do intervalo [V0,Vi] para o qual X(ui,v*) = X(uo/Vo) .
Então, o traço de v = v* coincide com o traço de v =v q . Sejam
I = {X(u,Vo): uo^uáui} e J = ÍX(ui,v) : vo^váv*} . A união
168
-I u J é uma curva fechada que divide M' em duas regiões conexas 
(teorema 16 de Jordan), uma das quais é limitada, a quai denota­
remos por R (figura 29). Seja u 0^ u*àui e consideremos a linha as 
sintôtica u = u* que entra em R. Como ela não pode cortar J, te 
rá de cortar I para sair de R. Desta forma, os vetores tangentes 
à u = u* nos pontos de entrada e saída de R apontam para regiões 
distintas. Por continuidade, existe uma linha u = constante tan­
gente à J, que representa uma contradição. Portanto, X é injetiva.
( FIGURA 29 )
c. q . d .
Acabamos de demonstrar que X é um sistema de coordenadas 
globais de M'. Estamos, agora, em condições de demonstrar o teore­
ma de Hilbert.
TEOREMA 92
Uma superficie geométrica completa M, com curvatura K=-1 
não pode ser imersa isometricamente em .
DEMONSTRAÇÃO ; Suponhamos existir uma imersão isométrica f:M
de uma superfície geométrica completa M com curva­
tura K = -1. Sejam P um ponto de M e M' o plano tangente T^(M) 
com a métrica induzida de M pela inversa da aplicação exponencial 
em P . Então foexp^ ; M' -»■ é também uma imersão isométrica.
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Pelas proposições 84,85,87,91 existe um sistema de co­
ordenadas globais X(u,v) de M' na qual as linhas coordenadas são 
linhas assintóticas de M', ou seja, formam uma rede de Tchebychef, 
Podemos , então, cobrir M' por uma união de quadriláteros desta 
rede, , todos centrados num mesmo ponto P e de forma que
(proposição 83). Como a área de cada é menor do que
211 (corolário 81) , temos que a área de M' é menor do que 2 1 1, o 
que representa uma contradição com a proposição 82.
Desta forma, não existe imersão isométrica 
foexpp : M' ->■ e , portanto, não existe imersão isométrica
f: M como desejávamos demonstrar.
c.q.d.
APÊNDICE
Vamos apresentar um modelo de Geometria Hiperbólica. An­
tes, porém, vamos demonstrar uma proposição que é necessária para 
os nossos propósitos.
PROPOSIÇÃO
Seja X(r,0 ) um sistema de coordenadas tal que neste sis­
tema tenhamos E=E(r), F=0, G=G(r). Então são válidas as afirmações 
abaixo.
(i) As curvas com 0 constante são geodésicas.
(ii) As curvas f(r)=X(r,0(r)) são geodésicas se e somen­
te se
onde c é constante.
(iii) AS curvas com r constante são geodésicas se e so­
mente se G = 0.r
DEMONSTRAÇÃO : (i) Por (2.7) vem que (k ) = / Ë C ^ r A r '  \
0=constante
2EF - EE - FE
Mas F = 0 e ri\ = ----------------  = 0 para 0 core
2 (EG-F^)
tante. Logo,
Portanto, as curvas 0 = constante são geodésicas,
(ii) Das equações (1.13) temos que
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2EF. -EE„ -FE P 2 r 0 r
- 2(EG-FM " ° ’
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EG„ -2FF„ +FG^p 2 y y r^ 2 2 = ' 2 (EG-F^ * ) = 0 .
A segunda das equações (2.10) se transforma em
2G
2G = 0 .
Segue que G0" + G^r'9' = 0.
Como (G0’)' = G0 " + G^r'0 ' vem que (G0 ’)' = 0. Logo, 
G0 ' = c é constante, Como s é o comprimento de arco, temos
1 =
Substituindo 0 ' = ^ nesta última equação obtemos
Logo,
r ’ = EG
Assim, c
G :Vê"
-cT •
Portanto,
f  c \ / Ê  
^ 7 g-c^' dr.
(iii) Novamente por (2.7) temos que
( k „ ) = /eg-f^ (-r 2^ , 0 ' ] .
r=constante
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2GFg -GG G
.Mas Tz\= 2 (EG-F^  ^) " ~ 2Ë ’ ■^ssim,
' G 3 GG 0'"
(k ) = Y E G [ ^ 0 ' ] = -õ\T^ —  = 0 se e somente se
^ r=constante y^/EÜ“
G = 0, r
c.q.d.
Consideremos o interior do círculo de raio 2, centro na 
origem , contido no plano XOY, plano este considerado como uma su­
perfície M em . Seja (r,0) um sistema de coordenadas 
polares em M, com origem na origem de XOY. Definamos neste sistema 
uma superfície abstrata H, a qual chamaremos plano hiperbólico, 
tendo coeficientes fundamentais
1E = --- !--- , F = 0 , G = -------
Y* 2 2 Y«» 2 O
(1 - 5-) (1 -
Isto é possível em virtude do teorema 14.
Vamos mostrar em primeiro lugar que a superfície H tem 
curvaturaiK constante e negativa. Assim, H é localmente isométri­
ca ã pseudo-esfera. A Geometria desenvolvida sobre H é um modêlo 
de Geometria Hiperbólica ou de Lobaschevsky. Veremos também como 
é o correspondente ao V postulado de Euclides nesta geometria.
Substituindo E,F,G em (3.3) e levando em conta que 0 é 
constante vem que
n-  f^) (f) - (U f-) (- |)
T ^ 2
r n -
= - 1 .
Vamos, agora, determinar as geodésicas de H.
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G.1) As curvas com 0 = constante, pela parte i da proposição que 
acabamos de demonstrar, são os raios do círculo que partem 
da origem.
G.2) Pela parte ii da proposição, temos as curvas
^c\/ p  r j-2 
(1 - f-) í c d - ^ )  
--- --------- dr^i
(1 - f )  Vd-^
Si C  ^  V-»Fazendo-se a substituição auxiliar u= -(1 + -^) com a=-^=a=^ 
vem que
d u = ----------(1 - Ç ) ã r  = - ^ ( 1 - ^)dr.
r^ /Í+c"
Portanto,
r
i = ± du
/l-u^
a qual é uma integral imediata. Considerando-se apenas a parte 
negativa temos
0-0 0 = arc COS u,
ou seja,
cos{0-0 o)=u= -|(1 +^).
Logo,
—COS (0-0 0 ) = 1 .
3. ^
Daqui,
ar^ - 4rcos(0-0o) = -4a.
/
Denotando-se 2=aro e -4 =p^-ro vem que r- - 2rrocos(0-0 o)+r^
é a equação de uma circunferência de raio p e centro (ro,0 o).
Como ro = p^+4 > 4 segue que |ro| > 2 e, assim, o 
centro desta circunferência está fora de H (figura 1).
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/
2__
ro
\
• ü
V
( FIGURA 1 )
Portanto, as geodésicas e - e (r) são os arcos da circun 
ferência de centro (r^  ,0 o) e raio p que estão em H e que cortam 
a fronteira de H ortogonal mente( F = 0 ).
Pela parte iii da proposição vem què
- (-
(1 - 1 -)
r {4 + r M
:r^ 3 = 0
2 ( 1 -)
se e somente se r = 0 ou r^  + 4 = 0, mas nenhum dos dois tem sen 
tido. Assim, não há geodésicas com r constante.
Vamos considerar uma geodésica g de H (figura 2) e um 
ponto PeH com Pgfg . Por comodismo seja P = (0,0) .
Definamos duas geodésicas paralelas em H quando elas 
não se interseptarem.
Como os raios geodésicos são geodésicas vem que f e h 
são geodésicas paralelas ã g e passam por P. Observamos que por 
P passa uma infinidade de raios geodésicos que não cortam g. Com 
isto traçamos um paralelo entre o V postulado da Geometria Eucli­
diana que afirma existir uma única reta paralela a uma reta dada 
passando por um ponto fora da reta dada e a Geometria Hiperbólica. 
Um tal enunciado nesta geometria é dado assim: " Por um ponto da­
do fora de uma geodésica de uma superfície com curvatura gaussia- 
na constante negativa passa uma infinidade de geodésicas que não
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interseptam a geodésica dada.
' f
' P
H
( FIGURA 2 )
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