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У доповіді буде розглянуто порівняння класифікаторів на основі алгоритму Naive 
Bayes та досліджено, яка модель із Naive Bayes класифікаторів найкраще проявить себе 
для класифікації тексту. 
Задано однаковий навчальний набір для класифікації працівників в компанії. 
Компанія складається із 13 відділів:  Founder, СЕО, Corporation, Finance, Product Manager, 
Marketing, Sales, Support, IT, Partner ship, Owner та Other. 
Навчальний набір налічує в собі 950 записів, по яких класифікатори навчатимуться. 
Для перевірки, вручну прокласифіковано 91 запис, по якому здійснюється порівняння. 
Протестовано класифікатори на основі алгоритмів Naive Bayes, а саме: звичайний 
Naive Bayes, Multinomial Naive Bayes та Bernoulli Naive Bayes. 
Перше порівняння -  за точністю правильної відповіді класифікаторів. Найкращі 
результати показали Multinomial Naive Bayes - 74.5% та простий Naive Bayes - 72.3%,  
Bernoulli Naive Bayes показав набагато гірший результат - 60% правильності. 
Другий етапом порівняння - за загальним часом роботи класифікатора. Multinomial 
Naive Bayes та Bernoulli Naive Bayes, обробляють 91 запит за 360 мс, класичний Naive 
Bayes - за 5.1 с.  
Із проведених тестів за точністю класифікатора та часом класифікації, найкращі 
результати показав Multinomial Naive Bayes, який показав найменший час роботи 
класифікатора та найбільшу точність правильної відповіді. Також непогано показав 
класичний Naive Bayes, але при умові не великої кількості даних.  
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