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Abstract—We discuss the effects of the clutter on geosynchro-
nous SAR systems exploiting long integration times (from minutes
to hours) to counteract for two-way propagation losses and in-
crease azimuth resolution. Only stable targets will be correctly
focused whereas unstable targets will spread their energy along
azimuth direction. We derive here a generic model for the spread-
ing of the clutter energy based on the power spectral density of
the clutter itself. We then assume the Billingsley Intrinsic Clutter
Motion model, representing the clutter power spectrum as an
exponential decay, and derive the expected GEOSAR signal-to-
clutter ratio. We also provide some results from a Ground Based
RADAR experiment aimed at assessing the long-term clutter sta-
tistics for different scenarios to complement the Internal Clutter
Motion model, mainly derived for windblown trees. Finally, we
discuss the expected performances of two GEOSAR systems with
different acquisition geometries.
Index Terms—Focusing, Geosynchronous Synthetic Aperture
Radar (GEOSAR), scene decorrelation, wind-blown clutter.
I. INTRODUCTION
A SYNTHETIC aperture radar (SAR) placed in geosyn-chronous orbit (GEOSAR) was first proposed at the end
of the 1970s [1], [2]. Since then, several GEOSAR systems have
been proposed but never implemented due to both technological
constraints [3] and the presence of decorrelation sources im-
pacting on the quality of the focused images [4]. Nevertheless,
the growing interest in GEOSAR systems is justified by their
potential applications. In particular, the daily revisit could
enable the near real time monitoring of geophysical phenomena
with time scales much faster than those currently observed with
Low Earth Orbit SAR (LEOSAR) constellations.
GEOSAR systems exploit long integration times to increase
resolution and compensate spread losses, making the scene
response during the dwell time nonstable. From one side the
Atmospheric Phase Screen (APS), if not properly compensated,
could prevent data focusing when integration time extends from
several minutes to hours [5]–[7]. On the other hand the response
of the targets itself can change during the dwell time. The
energy of nonstable targets, after focusing, will spread along
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azimuth direction affecting the signal-to-clutter ratio (SCR)
even for very stable targets such as urban and rocky areas [4].
In the present paper we neglect atmospheric effects and
concentrate on the impact of the clutter decorrelation on a
GEOSAR system. For short integration time SAR systems
(< 1 s) the clutter is assumed stationary within the dwell time
and, after focusing, impairs the detection of the targets of
interest. Unlike thermal noise, the SCR cannot be improved by
increasing the transmitted power but only enhancing the system
resolution. Ulaby and Dobson experimentally derived models
for the characterization of the clutter in terms of normalized
radar cross section (σ0) for different classes of terrain at
different grazing angles [8].
The increase of the integration time and the reduction of
the wavelength in modern SAR systems, aimed at improving
resolution like in Spotlight SAR [9], pose the problem of non-
stationary clutter, which also affects applications like moving
target indication [10], [11]. For this reason, nonstationary clut-
ter has been widely investigated by Billingsley, who introduced
the Internal Clutter Motion (ICM) model, experimentally de-
rived for windblown trees at different bands (from L to X) [12].
The ICM model is a good approximation of the nonstationary
clutter spectrum for observation times up to 1 min. The validity
of the ICM model has never been proven for longer observation
times like those exploited by a GEOSAR system, which can
extend to hours [13], [14].
The aim of this paper is twofold. On one hand we introduce
a theoretical model for the evaluation of the expected SCR
in a generic GEOSAR system. The SCR model explicitly
includes the effects of nonstationary clutter, always neglected
for standard LEOSAR systems. The new performance models
can be exploited for the design of future GEOSAR missions.
On the other hand we provide a preliminary assessment of the
ICM model validity for long integration times exploiting a set
of ground-based RADAR acquisitions at Ku band. The analysis
shows that the ICM model is not totally valid for long integra-
tion times, at least in terms of the values of the model parame-
ters indicated by Billingsley. In any case further extensive GB
RADAR campaigns should be carried out to provide a meaning-
ful statistical characterization of the nonstationary clutter over
long observation times and for different classes of targets.
The paper is organized as follows. In Section II we introduce
the GEOSAR concept and define the received and focused
signal models. In Section III we provide a statistical description
of the nonstationary clutter as a Brownian motion, which can
be directly related to the Billingsley ICM model. In Section IV
we derive the theoretical expressions for the SCR in a generic
GEOSAR system. Finally, in Section V we evaluate the SCR
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Fig. 1. Acquisition geometry and ground coverage of the continental (red) and
regional (green) geosynchronous SAR systems.
TABLE I
COMPARISON BETWEEN MAIN SYSTEM PARAMETERS
OF CONTINENTAL AND TLCOMP SYSTEMS
expressions for two different GEOSAR concepts, assessing
their robustness in front of the scene decorrelation.
II. GEOSAR CONCEPTS AND SIGNAL MODELS
A. GEOSAR Concepts
Two main GEOSAR concepts have been proposed in liter-
ature. The first one achieves continental coverage by means
of a significant orbit inclination [2]. Integration time in the
order of minutes, high power, and quite large antennas are
exploited to counteract for the spread losses. According to [3]
road-map, such system would require 2020 technologies to be
implemented.
A totally different concept, first proposed in [15], is based
on a negligible orbit inclination, very long integration times,
and reduced requirements in terms of power and antenna size,
making it suited to be hosted as an additional payload on a
commercial telecommunication satellite (TeLecom COMPati-
ble concept).
Fig. 1 compares the two GEOSAR concepts in terms of orbit
(in an Earth Fixed Reference System) and ground coverage. The
continental system would allow to monitor a very large area—
say from Equator to midlatitudes of both hemispheres—in a
non continuous way. On the contrary the reduced orbit ex-
tension of the TLCOMP system would allow the continuous
monitoring—say a low-resolution image every 15 min—of a
region located at midlatitude such as Central Europe.
Table I provides a comparison between the main system
parameters of the GEOSAR concepts. The values for the con-
tinental system were retrieved from [2] and [16] while for the
TLCOMP concept we take as reference the system proposed in
[17]. GEOSAR systems would be the natural complement to
standard LEOSAR sensors, providing nearly real time monitor-
ing of events such landslides, motion of glaciers and volcanoes,
ground subsidence and building deformation in urban areas.
Furthermore, TLCOMP sensitivity to the atmospheric delay
could be exploited to generate Water Vapor maps over stable
land surfaces, which would provide valuable information to
Numerical Weather Prediction models.
B. GEOSAR Acquired Signal Model
The impulse response function (IRF) of a GEOSAR system
after demodulation into base band and range matched filtering
can be written, like for any other SAR, as
hSAR(t, τ ;P)=w(τ ;P)g
[
t−R(τ ;P)
2c
]
exp
[
−j 4π
λ
R(τ ;P)
]
(1)
where t is the fast time, τ is the slow time, P is the three-
dimensional target location and we have assumed a narrow-
band (monochromatic) system with wavelength λ. The first
term w(τ ;P) is a weighting factor accounting for antenna
pattern and propagation losses, the second term is the delayed
version of the compressed pulse g(t), and the last term is the
slant range phase depending on the sensor-to-target distance
R(τ ;P). The acquired range compressed data are the spa-
tially variant convolution between the ground scene and the
GEOSAR impulse response
d(t, τ) =
∫
L
s(P, τ)hSAR(t, τ ;P)dP (2)
where L represents the area illuminated by the antenna main
lobe and s(P, τ) is the ground scene, assumed both spatially
and temporally (during the illumination time) variant. Note that
the scene dependency on the azimuth time is usually neglected
in standard LEOSAR systems due to the very short dwell time.
We are interested in assessing the effects of the decorrelating
clutter on the reconstructed scene, assumed spatially impulsive
for simplicity
s(P, τ) = u(τ)δ(P −P0) (3)
where u(τ) is the time varying complex reflectivity of the
scene. By substituting (3) in (2) we get the model of the
GEOSAR received data for an impulsive decorrelating scene
d(t, τ) = u(τ)hSAR(t, τ ;P0). (4)
C. GEOSAR Focused Signal Model
We assume to reconstruct the imaged scene with the time
domain back-projection algorithm [18]. The BP integral for a
generic scene location can be written as
ŝ(P) =
∫
T
d
(
R(τ ;P)
2c
, τ
)
exp
[
j
4π
λ
R(τ ;P)
]
dτ (5)
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Fig. 2. Simplified geometry for azimuth IRF calculation.
where T is the considered synthetic aperture time. Substituting
(4) in (5) we get
ŝ(P) =
∫
T
w(τ ;P0)g
(
ΔR(τ ;P)
2c
)
u(τ)
× exp
(
−j 4π
λ
ΔR(τ ;P,P0)
)
dτ (6)
where ΔR(τ ;P,P0) = R(τ ;P)−R(τ ;P0) is the range mis-
match between the target location P0 and the reconstructed
scene location P. The above expression assumes that the mo-
tion of the target is confined within a range resolution cell so
that no energy spreading along range occurs. This is reasonable
for the natural targets (like cultivated fields or forests) we are
interested in. Furthermore, considering the GEOSAR critical
velocity defined in (12), the Doppler induced delay (or range
shift) after pulse compression is small compared to the range
resolution and has been neglected.
We now refer to the simplified geometry in Fig. 2 where
the y-axis is aligned with azimuth direction. By approximating
the range mismatch with a first-order Taylor expansion, we can
write (6) as
ŝ(y;R0) =
∫
T
w(τ, y;R0)u(τ) exp
(
−j2π 2yv
R0λ
τ
)
dτ (7)
where R0 is the slant range, and we have assumed
g
(
ΔR(τ ;P)
2c
)
≈ 1. (8)
The previous expression can be evaluated as a Fourier trans-
form, and the reconstructed scene is
ŝ(y;R0) = W
(
2v
R0λ
y
)
∗ U
(
2v
R0λ
y
)
(9)
where W is the GEOSAR system nominal IRF including acqui-
sition and focusing,U is the spectrum of the time-varying target
reflectivity, and ∗ represents the convolution operator w.r.t. the
azimuth coordinate y. We can rewrite (9) as
ŝ(fd) = W (fd) ∗ U(fd) (10)
where fd = (2v/λ)(y/R0) is the system Doppler frequency.
The result of the above convolution strongly depends on the
spectral width of W and U . In case U is significantly narrower
than W we get the nominal IRF of the system. In case the
width of W and U are of the same order of magnitude the
result of the convolution cannot be easily modeled. This is the
typical case of APS decorrelation [19]. Finally, in case W is
significantly narrower than U , we can assume that the system
IRF is impulsive w.r.t. the clutter spectrum and we get
ŝ(fd) = A · U(fd) (11)
where A =
∫
W (fd)dfd is an amplitude term which will be
neglected in the following derivation. The above assumption
depends on the velocity of the imaged clutter compared with the
Doppler bandwidth of the system. We define a critical clutter
velocity vc, representing the threshold above which the frozen
clutter assumption is no longer valid
vc = v
ρaz
R0
(12)
where ρaz is the system azimuth resolution. Assuming an
azimuth resolution of 10 m the critical velocity is around
10−6 m/s for a regional GEOSAR system; around 10−3 m/s
for a continental GEOSAR system and around 0.1 m/s for a
LEOSAR system. From the above considerations every moving
target in the scene can be assumed as decorrelating clutter for a
GEOSAR system and modeled as in (11).
III. DECORRELATING CLUTTER
A. Windblown Clutter Model
The content of a resolution cell during a long observation
time can be modeled as a large set of independent elementary
scatterers, some of them affected by Brownian motion. The
radar echoes from such resolution cell can be expressed as
u(τ) =
√
α+
√
1− α
∑
n
an exp
[
−j 4π
λ
xn(τ)
]
(13)
where α is a coefficient representing the fraction of power from
the stable scatterers, an is the complex reflectivity of each
scatterer, and the stochastic variable xn(τ) is the target dis-
placement along the radar line of sight, modeled as a Brownian
motion process whose value at a given time instant τ is distrib-
uted as N(0, σ2x,nτ). For simplicity we have assumed, with no
impacts on the generality of the proposed model, that the stable
targets component is real. The motion variance σ2x,n depends on
several factors including the scatterer nature (e.g., tree leaves
are expected to have higher variance than tree branches), the
season, the weather (especially local wind conditions), and even
the time of the day. We assume here small values of σ2x,n so
that the displacement of a scatterer during the observation time
is much lower than the resolution cell. This also means that for
short time intervals the returns from the same scatterer can be
correlated since the displacement values will be of the same
order or even smaller than the wavelength.
The autocorrelation function of the sole time varying compo-
nent of u(τ) is
Ru(ξ; an, xn)=E
[∑
n
|an|2
∫
exp
[
−j 4π
λ
Δxn(ξ)
]
dτ
]
(14)
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where we have neglected the constant (1− α) term and ex-
ploited the weak stationarity of the scatterers motion processes
and their statistical independence. By exploiting the relation-
ship E[exp(jφ)] = exp(−σ2φ/2) we can rewrite (14) as
Ru
(
ξ; an, σ
2
x,n
)
=
∑
n
|an|2 exp
[
−
(
4π
λ
)2 σ2x,n
2
ξ
]
. (15)
By assuming that the complex reflectivity an is a set of zero
mean, independent random variables with E[|an|2] = Pc, the
autocorrelation function can be written as
Ru(ξ) =E{an},{σ2x,n}
{
Ru
(
ξ; an, σ
2
x,n
)}
=Pc
∫
exp
[
−
(
4π
λ
)2 σ2x,n
2
ξ
]
f
(
σ2x,n
)
dσ2x,n (16)
where f(σ2x,n) is the probability density function of the
Brownian motion variance. Finally, the clutter power spectrum
can be written as
|U(fd)|2 = αδ(fd) + (1− α)F {Ru(ξ)} . (17)
The previous expression is quite generic and can lead to
different clutter power spectrum models such as Gaussian
or Power Law. Billingsley showed both experimentally [12]
and theoretically [20] that the power spectrum of windblown
clutter can be approximated with an exponential decay at near
grazing incidence and over short integration times. The clutter
power spectrum according to Billingsley ICM model can be
represented as
|U(fd)|2 = r
r + 1
δ(fd) +
1
r + 1
Su(fd) (18)
where r is the ratio of dc power to ac power in the spectrum
and the spectral components of the time varying clutter show
an exponential decay w.r.t. to the frequency
Su(fd) =
βλ
4
exp
(
−βλ
2
|fd|
)
(19)
where β is the exponential shape parameter providing the decay
rate and
∫ |U(fd)|2dfd = 1. Note that (18) and (19) can also be
expressed in terms of Doppler velocity vd instead of Doppler
frequency fd according to the well-known relationship fd =
2vd/λ. Fig. 3 shows the typical triangular shape (in logarithmic
scale) of the windblown clutter power spectrum. Three different
components can be identified: a fast decorrelating component
originated by the tails of the exponential spectrum folding
back in base band due to the system sampling (scatterers with
velocity much higher than vc); a slow diffuse component with
Doppler similar to the system bandwidth spreading its energy
throughout the image (scatterers with velocity higher than vc)
and a mid-long-term coherent component which will result well
focused or only slightly defocused (scatterers with velocity
similar or even lower than vc).
Fig. 3. Typical triangular shape (in logarithmic scale) of the clutter power spec-
trum according to Billingsley Intrinsic Clutter Motion Model. The fast decorre-
lating component is originated by the tails of the exponential spectrum folding
back in base band due to the system sampling. The slow diffuse component fits
the power law. The mid-long-term coherent component is the stable part.
TABLE II
TYPICAL EXPONENTIAL DECAY β VALUES MEASURED
UNDER DIFFERENT WIND CONDITIONS DURING
BILLINGSLEY EXPERIMENTS [12]
Fig. 4. Ground-based RADAR scenario (rural environment close to Bern) with
SAM and FCM acquisition modes. The four targets indicated refer to the four
spectra shown in Fig. 5. T1 is an urban target, T2 is a target from a cultivated
area, T3 is from a wood, and T4 is on the edge between a small village and
a field.
B. Experimental Verification of Clutter Model
The ICM model was experimentally derived for wind-
blown trees at near grazing incidence angles over short integra-
tion times (lower than 1 min). Measurements were performed
at different bands from L to X. From his measurement cam-
paigns Billingsley provided an empirical relationship between
the dc/ac ratio r, the carrier frequency fc [GHz], and the wind
speed w [m/s]
r = 140.7w−1.55f−1.21c . (20)
For the exponential decay rate the values reported in Table II
were measured under different wind conditions.
The ICM model is particularly suited for the GEOSAR
continental system whose integration time is of the same order
of magnitude. On the contrary for the regional system the
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Fig. 5. Measured power spectrum (blue line) and corresponding Billingsley
model fit (red line) for the four targets indicated in Fig. 4. The fitted model
parameter values have been reported. The bottom left target was fitted with
a Gaussian model instead of the ICM model. The wind speed during the
considered acquisition campaign was low with a maximum speed of about
3 m/s.
integration time can be much longer (up to hours for high res-
olution applications). For this reason a ground-based RADAR
experiment was designed to assess clutter long-term statistics.
The experiment was performed with a portable RADAR in-
terferometer working in Ku band (not included in Billingsley
measurement campaigns) [21]. Fig. 4 shows a geocoded image
of one of the monitored scenarios (rural environment close to
Bern). The four targets indicated refer to the four spectra shown
in Fig. 5. T1 is an urban target, T2 is a target from a cultivated
area, T3 is from a wood, and T4 is located on the edge between
a small village and a field. Two different acquisition modes are
exploited:
• Scanning Atmosphere Mode (SAM): repeated scans of
the same area with short temporal baseline (less than
3 min) are performed. A stack of interferometric images
is obtained for each measurement campaign.
• Fixed Clutter Mode (FCM): configuration based on
Billingsley measurement campaigns. The instrument
transmits and receives along a fixed direction for about
one minute then changes the looking direction and the
measurement is repeated. Acquisition parameters are
quite different from Billingsley setup since we are mainly
interested to the quasi-dc region (few Hz) which is the
most critical for a regional GEOSAR system. For this
reason the acquisition pulse-repetition frequency (PRF) is
lower than the one used during Billingsley campaigns.
FCM data have been exploited to derive the ICM model pa-
rameters for the different classes of imaged targets (ICM model
mainly refers to forest) at Ku band. A minimum least square
fit of Billingsley model was implemented [22]. Fig. 5 shows a
few samples of the measured power spectra (blue line) and of
the corresponding fits (red line) for the four targets indicated in
Fig. 4. The top left target (T1) is a coherent urban target with
a good dc component and a flat spectrum (white noise) outside
the dc portion. The top right target (T2) is from a cultivated
area with moderate dc/ac ratio and quite high value of β. The
bottom left target (T3) is from a wood with low dc/ac ratio and
even higher value of β. Finally, the bottom right target (T4) is
not well identified (it is located on the edge between a small
village and a cultivated area) and shows an unexpected spectral
shape which cannot be fitted with the ICM model but has a good
agreement with the Gaussian function represented with the red
line. Fig. 6 shows the distribution of the fitted r parameter for
tree acquisition performed in Bern on October 2013 (left) and
May 2014 (center) and in Lugano on September 2014 (right).
The red box indicates the range of expected values for wind-
blown trees, calculated at Ku band according to (20) for wind
speeds between 1 m/s and 5 m/s. The measured values cover a
much wider range from −20 dB up to 40 dB, due to the variety
of targets observed in the scene and to the variability of the pa-
rameter during the 24-h campaigns. Fig. 7 shows the evolution
of r parameter versus time of the day for the same acquisitions
considered in Fig. 6 (Blue: Bern November; red: Bern May;
green: Lugano September). The dc/ac trends were realigned
over a common time axis spanning 24 h from the midnight. The
staring time of each 24-h campaign is indicated by the corre-
sponding arrow. A day/night trend can be noticed with a maxi-
mum of dc/ac ratio during the night and a minimum during the
day, in particular for the November acquisition close to Bern.
The data from SAM acquisitions, after APS compensation,
are exploited to retrieve the clutter long-term statistics. APS
estimation was performed through the coherent processing of a
stack of interferometric images to identify Permanent Scatterers
as described in [23]. Of course a residual APS variation, in
particular over daytime images, could impact on the derived
clutter statistics. This problem will also affect the GEOSAR
systems, in particular the regional concept, where APS estima-
tion and compensation will be a fundamental processing step.
In any case note that APS characteristics in the considered
GB-RADAR data are quite severe due to the very short wave-
length and the fact that the wave propagation occurs entirely
within the lower part of the troposphere where APS fluctuations
are more relevant. For this reason the APS conditions for the
GESOAR systems are expected to be more favorable.
Fig. 8 (top) shows the coherence matrix calculated for a
rural portion of the Bern scenario. A drop of the coherence in
the day-time, in agreement with the r parameter measurements
reported above, can be observed. The coherence drop is much
higher than the expected behavior according to Billingsley mea-
surement campaigns for small wind conditions (from available
weather information the wind was weak during the whole ac-
quisition), indicated by the red box on the colorbar of the image.
The red-box values have been derived according to the asymp-
totic value of the cross correlation derived by inverse transform-
ing the Billingsley spectrum for γ(t → ∞) (see Appendix)
γ = γ0
r
1 + r
(21)
where γ0 is the maximum scene coherence limited by all decor-
relation contributions (thermal noise, volumetric decorrelation,
. . .). The drop in the coherence is probably due to the rise of
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Fig. 6. Distribution of r parameter estimated from GB-RADAR data over different sites and periods (Left: Bern November; center: Bern May; right: Lugano
September). The red boxes indicate the range of parameter values observed during Billingsley measurement campaigns for small wind conditions.
Fig. 7. Evolution of r parameter versus time estimated from GB-RADAR data
over different sites and periods (Blue: Bern November; red: Bern May; green:
Lugano September). The staring time of each 24-h campaign is indicated by the
corresponding arrow.
the sun on the scene, warming and drying the surface of the
targets, and locally changing the humidity of the air [24], [25].
Fig. 8 (bottom) shows the coherence variation w.r.t. time
during the night (blue line) and during the day (red line).
The decorrelation process clearly shows two different time
constants, represented by the intersection of the dotted lines in
the plot (initial coherence transition) with 0. During the night
the coherence slowly decreases and would require more than
24 h to drop to 0. This is not possible since at dawn the charac-
teristics of the scene suddenly change (abrupt transition in the
coherence matrix around 8 A.M.). During the day the coherence
decrease is much faster and the time constant is less than 2 h.
The different day/night characteristics of the imaged scene
shall be considered when planning the acquisitions of a
GEOSAR system. In particular, the night acquisitions should be
preferred to obtain better quality images. Of course GEOSAR
imaging during daytime is still possible during winter and for
areas with cloud cover or located at high latitudes where sun
effect is less relevant. In Appendix we provide a compari-
son between the short term decorrelation model proposed by
Billingsley and the long-term decorrelation models considered
for space-born SAR acquisitions.
Fig. 8. (Top) 24-h coherence matrix for a rural area after APS compensation
obtained from a GB RADAR campaign close to Bern. The red box on the color-
bar of the image on the right indicates the range of expected coherence values
according to Billingsley measurement campaigns for small wind conditions.
(Bottom) Night (blue line) and day (red line) coherence variation versus
time. The dotted lines represent the linear fit of the initial transitory of the
coherence.
IV. GEOSAR SIGNAL-TO-CLUTTER RATIO MODEL
A. SCR Model in Focused GEOSAR Image
We want to define a model for the azimuth spreading of
the decorrelating clutter energy in a focused GEOSAR image.
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Fig. 9. Average azimuth profile of a set of simulated Billingsley-like targets after azimuth compression (blue line) and fit with the energy decay model (red) for a
regional (left) and a continental (right) GEOSAR system.
The decorrelating clutter is a random process and the expected
value of the clutter energy throughout the focused scene can be
evaluated from (11) as
Ec(fd) = E
{
|ŝ(fd)|2
}
= TSu(fd) (22)
whereSu is the power spectrum of the random process modeling
the clutter. We can now substitute the ICM power spectrum model
in (22) and write the expected amount of energy within the
focused image for a generic Billingsley-like target located at y0
Ec(y − y0) = Edc(y − y0) + Eac(y − y0) (23)
where
Edc(Δy) =
r
r + 1
∣∣∣∣W (2vΔyR0λ
)∣∣∣∣2 (24)
Eac(Δy) =
T
(r + 1)
[
βλ
4
exp
(
−vβ|Δy|
R0
)
+ Calias
]
. (25)
We have defined the azimuth distance Δy = y − y0 and the
term Calias, accounting for the clutter power at high frequencies
folding back in base band due to the sampled SAR acquisition
(fast decorrelating components in Fig. 3). In particular, the
total power folding back, after range compression, is included
between PRF and the inverse of the pulse length TC
Calias =
2
1/2TC∫
PRF/2
Su(fd)dfd
fPRF
=
exp
(
−βλfPRF4
)
− exp
(
− βλ4TC
)
fPRF
. (26)
Note that the higher the system duty cycle, the lower the alias
level since TC → 1/fPRF. Fig. 9 shows the average azimuth
energy profile for a set of simulated Billingsley-like targets
(blue line) compared with the provided decay model (red line).
The plot on the left refers to a regional GEOSAR system
(T = 900 s, PRF = 10 Hz v = 5 m/s) while the plot on the
right refers to a continental GEOSAR system (T = 20 s, PRF =
150 Hz v = 1500 m/s). X-band systems were considered in
moderate wind conditions according to (20) and Table II (w =
10 m/s, r = −6 dB, β = 5.5). Note that due to the different
acquisition parameters the energy profile is almost flat for the
regional system whereas a decay rate of about 0.5 dB/km can
be observed for the continental system.
Billingsley ICM model can be exploited to evaluate the ex-
pected performances of a GEOSAR system in terms of SCR, de-
fined as the ratio between the power of the coherent signal and
the power of the decorrelating clutter within the focused scene.
The decorrelating clutter power in a generic position of the
focused scene is the integral over the whole antenna azimuth
beam footprint D of the stochastic part of the clutter power
spectrum
PC = ρrg
∫
D
σ0(Δy)Eac (Δy; r(Δy), β(Δy)) dΔy (27)
where ρrg is the range resolution cell and the clutter parameters
(σ0, r, β) depend on the azimuth location. The above equa-
tion is quite general and, provided that we have a complete
characterization of the clutter of the imaged scene, would
enable retrieving the expected clutter power for every pixel
of the focused image. This is of course not possible for real
scenarios even though, exploiting land classification maps and
available radiometric information from other missions, an ap-
proximate estimation of expected decorrelating clutter nuisance
could be obtained. In this paper, we define simplified scene
models for a preliminary evaluation of the expected GEOSAR
performances.
B. Homogeneous Scenario
The easiest model we assume is a distributed scenario made
of homogeneous clutter in terms of both normalized radar cross
section (σ0) and Billingsley model parameters (r and β). The
coherent signal level is the integral over the azimuth resolution
cell of the deterministic part of the clutter power spectrum
PS = σ
0ρrg
∫
ρaz
Edc(Δy)dΔy = σ
0ρrgρaz
r
r + 1
T 2. (28)
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Fig. 10. Nonhomogeneous clutter scenario for SCR evaluation.
The clutter level evaluated at the center of the focused scene is
the integral of the stochastic part of the clutter power spectrum
over the antenna azimuth footprint D
PC = σ
0ρrg
∫
D
Eac(Δy)dΔy
= σ0ρrg
T
r + 1
∫
D
[
βλ
4
exp
(
− vβ
R0
|Δy|
)
+ Calias
]
dΔy
= σ0ρrg
T
r + 1
{
R0λ
2v
[
1− exp
(
−vβD
2R0
)]
+DCalias
}
.
(29)
The expected SCR is then
SCR = PS
PC
=
ρazrT
R0λ
2v
[
1− exp
(
− vβD2R0
)]
+DCalias
=
r
1− exp
(
− vβλ2Lant
)
+ 2vLantCalias
(30)
where we substituted ρaz= λ/(2vT )R0 and D = (λ/Lant)R0,
where Lant is the equivalent antenna length.
C. Nonhomogeneous Scenario
The case of a nonhomogeneous scenario is also to be consid-
ered. The energy of decorrelating clutter, spreading through the
focused image, is a further noise source even for stable targets.
We assume here the worst case scenario, pictorially illustrated
in Fig. 10, made of a region of stable targets (e.g., a city) at the
center of the antenna beam surrounded by decorrelating clutter
(e.g., a forest). The power of the coherent distributed targets is
PS = ρrgρazσ
0
t T
2 (31)
where σ0t is the NRCS of the coherent target. The clutter power
level at the center of the stable region whose extent is a fraction
α (0 ≥ α ≥ 1) of the antenna beam width D is
PC = 2σ
0
cρrg
D∫
αD
Eac(Δy)dΔy (32)
where σ0c is the NRCS of the decorrelating clutter. After some
algebra the inverse of the SCR can be written as
SCR−1 = PC
PS
=
σ0c
σ0t (r + 1)
2v(1− α)
Lant
Calias
+
σ0c
σ0t (r + 1)
[
exp
(
−vβαλ
2Lant
)
− exp
(
− vβλ
2Lant
)]
. (33)
By approximating the exponential terms with the Taylor expan-
sion we can rewrite (33) in a compact way
SCR−1 = σ
0
c
σ0t
(1− α)
(
βλ
4 + Calias
)
r + 1
2v
Lant
. (34)
Three terms can be noticed: the first represents the contrast be-
tween the reflectivity of clutter and targets, the second depends
on the nature of the clutter and the third is system dependent.
The previous expression allows to understand which is the most
critical nuisance for a GEOSAR system between thermal noise
and clutter. In particular, in case the SCR (calculated for σ0t
equal the system Noise Equivalent Sigma Zero) is lower than 1
the system is clutter limited.
V. GEOSAR CASE STUDIES
The SCR models from Section IV allow to derive the ex-
pected performances for a GEOSAR system. In this section
we provide a preliminary performance assessment for the
main GEOSAR concepts. The calculations are based on the
Billingsley ICM model for both the systems even though, as
shown in Section III-B, there is little evidence that the model
can be exploited as it is, especially for a TLCOMP system
with very long integration times. Nevertheless, for a complete
statistical characterization of the clutter decorrelation over long
observation times the processing of large amounts of data ac-
quired at different bands, seasons, weather conditions, and loca-
tions would be required. This task is outside the purpose of the
present paper and the provided performances offer, in any case,
a preliminary indication of the potential issues to be tackled
during the design of a GEOSAR system.
A. GEOSAR Continental System
The integration time for a continental system goes from
seconds to few minutes and the ICM model is a reasonable ap-
proximation of the decorrelating clutter. In particular, the main
source of clutter will be the windblown trees since other classes
of targets are expected to have higher decorrelation times. For
such system we can also exploit the experimental relationships
between wind and model parameters in (20) and Table II.
Fig. 11 shows the SCR evaluated from (30) as a function of
wind speed and carrier frequency for a GEOSAR continental
system (v = 2600 m/s, fPRF = 200 Hz, Lant = 20 m). For
clarity the 0-dB contour has been highlighted with the black
line. The image refers to a homogeneous forest. Only at L-band
the SCR is good for every wind condition. The SCR level
can be improved by reducing the azimuth resolution of the
image through pre-summing of the raw data (corresponding to
a virtual increase of the antenna size). By imposing an objective
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Fig. 11. Signal-to-clutter ratio for homogeneous scene for GEOSAR conti-
nental system as a function of wind speed and working band according to
Billingsley ICM model for trees. The black line represents the 0-dB contour.
Fig. 12. Best azimuth resolution for a GEOSAR continental system over a
forest as a function of wind velocity and carrier frequency.
SCR of 0 dB it is possible to derive the best possible resolution
over a forest as
ρaz = min
(
− λvβ
4 log(1− r) ,
λτ0R0
2vground
)
. (35)
The first term of (35) has been derived from (30), neglecting the
Calias term which is very small for a continental system due to
the high PRF. The second term is a lower bound for ρaz reached
when the system integration time is of the same order of magni-
tude of the clutter decorrelation time τ0. Fig. 12 shows the best
achievable azimuth resolution as a function of wind speed and
carrier frequency. A clutter decorrelation time of about 3 s was
assumed. Three different behaviors can be noticed:
• Antenna-limited resolution: The resolution does not de-
pend on wind speed but on the physical dimension of the
antenna ρaz = Lant/2.
• Wind-limited resolution: The resolution deteriorates at the
increase of wind speed
• Time-limited resolution: The resolution does not depend
on wind speed but on the clutter decorrelation time. In
this case the frozen clutter assumption is valid and the
standard clutter models [8] can be applied.
Fig. 13. Signal-to-clutter ratio for homogeneous scene for GEOSAR regional
system as a function of wind speed and working band according to Billingsley
ICM model for trees. The black line represents the 0 dB contour.
B. GEOSAR Regional System
The regional GEOSAR system is characterized by long inte-
gration times from several minutes to hours. The applicability
of Billingsley ICM model is then subject to the stationarity
of the decorrelation process which in turn will depend on the
acquisition conditions (e.g., weather, time of the day, . . .).
Furthermore, in such long integration time even targets dif-
ferent from trees (grass, cultivated fields, . . .) can decorrelate
introducing further sources of noise. The results shown in this
section provide in any case a preliminary assessment of the
performances of a regional GEOSAR system in the presence
of clutter decorrelation. Fig. 13 shows the SCR evaluated
from (30) as a function of wind speed and carrier frequency
for a GEOSAR regional system (v = 5 m/s, fPRF = 35 Hz,
Lant = 3 m). For clarity the 0-dB contour has been highlighted
with the black line. The image refers to a homogeneous scene
of wind-blown trees. The performances are better than the
continental case since only for very strong wind conditions the
SCR is lower than 0 for carrier frequencies higher than 10 GHz.
The acquisition configuration of the regional GEOSAR system
is indeed favorable to clutter noise mitigation thanks to the
small ratio between targets and system Doppler bandwidths,
resulting in part of the clutter energy spreading outside the
focused scene.
The performances of Fig. 13 should improve for a non-
homogeneous scenario where a certain fraction of permanent
scatterers is present. To assess the effects of clutter over a real
scenario we performed the reconditioning of LEOSAR data into
a regional GEOSAR demo product. The original data set was a
stack of COSMO-SkyMed data over Milano (X-band) which
was exploited to identify the PS within the scene. All other
targets were assumed to decorrelate during the long integration
time. In particular, a fraction of the power of such targets was
not changed (dc part), and the remaining fraction of power was
spread through the focused image (ac part). The dc/ac ratio
was evaluated according to (20) for a wind speed of 5 m/s
corresponding to r = −3.6 dB. According to the available
wind statistics for Milano Linate (derived for power generation
purposes), the wind speed in Milano is for the 95% of the time
lower than the considered velocity.
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Fig. 14. Detail of the original COSMO-SkyMed image over Milano after
resolution change and multi-looking (ML factor 50).
Fig. 15. Detail of the reconditioned GEOSAR demo product after clutter
decorrelation (ML factor 50).
Fig. 14 shows a detail of the original COSMO-SkyMed
product used for the reconditioning operation. The performed
reconditioning steps have been: the change of resolution ac-
cording to the expected GEOSAR values (ρaz = 10 m, ρrg =
5 m), the separation of PS from non stable targets exploiting the
stack of original LEOSAR data, and finally the introduction of
the clutter decorrelation according to Billingsley ICM model
parameters. In particular, the final image has been obtained
as the sum of three different components: the PS component
unmodified by the processing, the stable clutter component
reduced of a fraction of power proportional to Billingsley dc
part and the decorrelating clutter reduced of a fraction of power
proportional to Billingsley ac part and affected by decorrela-
tion. The decorrelation was introduced by applying to the signal
spectrum a phase noise with the same spectral characteristics of
ICM model. Fig. 15 shows the results of the processing. The
radiometric quality of the GEOSAR demo product is clearly
worse than the original COSMO-SkyMed product. The impact
of the clutter decorrelation on the image was evaluated by
Fig. 16. Signal-to-clutter-ratio map for the reconditioned GEOSAR demo
product.
calculating the SCR map, represented in Fig. 16. Most of the
SCR values are included in the range 0–5 dB but lower values
can be found for particularly dark areas while higher values
indicate the presence of very bright man-made urban targets.
VI. CONCLUSION
The paper analyzes the issue of scene decorrelation for
geosynchronous SAR systems exploiting long integration times
to achieve high resolution and good SNR. The decorrelating
clutter energy spreads throughout the focused scene impact-
ing the quality of the focused images. We have derived a
theoretical model for the clutter energy spreading based upon
the power spectrum of the stochastic process representing the
decorrelation.
The Billingsley Intrinsic Clutter Motion model is a widely
accepted way to represent the clutter power spectrum with
an exponential decay of the clutter energy. By exploiting
such model we have derived the expected performances for a
GEOSAR system in terms of SCR. The provided models can
be exploited to design GEOSAR systems robust in front of the
clutter decorrelation issue. Furthermore, we have presented the
preliminary results from a set of GB-RADAR measurement
campaigns aimed at extending the validity of ICM model,
which is mainly valid for short observation times and for
windblown trees. The preliminary analysis shows exponential
decay rates much higher than those measured by Billingsley.
Furthermore, we observed that, at least in Ku band, an impor-
tant source of decorrelation for almost every target is the sun.
The acquisitions performed during the day show dc/ac ratio
values lower (up to 15 dB) than those measured during night
acquisitions. This would lead to prefer night acquisitions for
a GEOSAR system working in X or Ku band, at least during
summer period and for midlatitude regions.
The derived performance models were finally evaluated
for two different GEOSAR concepts. The continental system
characterized by high sensor velocity could experience some
problems in imaging densely vegetated areas. Only reducing
azimuth resolution (by pre-summing of raw data) would allow
to obtain good quality images. On the contrary the regional
GEOSAR system is more robust to clutter decorrelation thanks
to the reduced sensor velocity, resulting in a small scene
bandwidth with respect to the system PRF. In any case further
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analysis on the long-term clutter statistics are required for the
TLCOMP GEOSAR concept in order to properly account for
the long integration time required by this system.
APPENDIX A
TARGETS DECORRELATION MODEL COMPARISON
The coherence between two SAR data x(t) separated by a
time interval Δ is defined as
γ =
E [x(t)x∗(t+Δ)]√
E
[
|x(t)|2 |x∗(t+Δ)|
]
=
E [x(t)x∗(t+Δ)]
Px
=
rx(Δ)
rx(0)
.
This expression can be related to the ICM model by evaluating
the autocorrelation of the clutter power spectral density (18)
rx(t) =
1
r + 1
1
1 +
(
4πt
λβ
)2 + rr + 1 .
We can now express the coherence as a function of the the
parameters of the ICM model
γ(Δ) =
1
r + 1
⎛⎜⎝ 1
1 +
(
4πΔ
λβ
)2 + r
⎞⎟⎠
where, as expected, the coherence is unitary for Δ = 0 while
γ(Δ → inf) = r/(r + 1). The dc/ac parameter defines the
long-term coherence, whereas the β parameter describes the
short term behavior. The long-term coherence will be affected
by acquisition condition changes (e.g., wind or day/night).
The dc/ac long-term variations can be described exploiting
the models usually assumed for SAR acquisitions. The first
model, valid for long observation times, is [26]
γ(Δt) = exp
(
−Δt
τ2
)
τ =
λ
4π
√
2
σd
derived assuming Brownian motion, that is the displacements
randomly change with stationary Gaussian increments distrib-
uted as N(0, σd). A second model, similar to the first but
assuming stationary Brownian motion in increments of velocity
(acceleration) is [27]
γ(Δt) = exp
(
−
(
Δt
τ
)2)
τ =
λ
4π
√
2
σv
where σv is the standard deviation of the velocity increments.
Please note that the models have been empirically derived ex-
ploiting spaceborne stacks of interferometric images, with revisit
time of days, whereas in GEOSAR we are interested in decorre-
lation times of hours. For this reason, the available GB-RADAR
campaigns should be further exploited to derive a model linking
the short-term decorrelation described by Billingsley with the
long-term models derived from spaceborne SAR.
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