We revisit the classical resource allocation problem with general convex objective functions, subject to an integer knapsack constraint. This class of problems is fundamental in discrete optimization and arises in a wide variety of applications. In this paper, we propose a novel polynomial-time divide-and-conquer algorithm (called the multi-phase algorithm) and prove that it has a computational complexity of O(n log n log N ), which outperforms the best known polynomial-time algorithm with O n(log N ) 2 .
Introduction
Consider the classical resource allocation problem which can be written as an integer programming problem as follows,
where Z + 0 denotes the set of nonnegative integers. We assume that each f i is a convex function defined over [0, N ] and N is a positive integer. This problem is of particular interest when N n, i.e., the number of resource units far exceeds the number of players. The compact physical description of the problem is to allocate a fixed homogeneous pool of N resource units in an optimal way to n distinct players so as to minimize the total allocation cost. This problem is commonly referred to as the distribution of efforts problem.
This problem is perhaps the simplest nonlinear combinatorial optimization problem, which has been extensively studied in Computer Science and Operations Research literature. Gross [10] first developed a simple greedy algorithm with computational complexity O(N log n) to exactly solve this problem. The same type of greedy algorithm was then re-discovered by other researchers such as Fox [7] and Shih [20] . Subsequently, Katoh et al. [14] proposed an algorithm based on Lagrange multiplier methods, requiring O n 2 (log N ) 2 time. To this date, the best known polynomial-time algorithm for this problem runs in O n(log N ) 2 , which is due to the seminal work by Galil and Megiddo [8] . Many researchers have also focused on some variants of this basic problem (see, e.g., Dreyfus and Law [4] , Weinstein and Yu [23] , Dunstan [5] ).
The key theoretical contribution of our work is to propose a novel polynomial-time algorithm (called the multi-phase algorithm) that runs in O(n log n log N ), which represents a significant improvement in computational complexity over the existing literature. The key idea of the whatwe-call multi-phase algorithm is to find the optimal partition of the marginal costs into several groups in each phase of our algorithm, in order to achieve the tightest complexity bound. It turns out that the optimal number of partitions in each phase is en where e ≈ 2.71828 is the base of the natural logarithm and the ceiling function x is the smallest integer not less than x. Our algorithm is conceptually very simple and readily implementable in many practical settings.
This optimization problem finds various practical applications. In fact, our paper was primarily motivated by an important class of problems in inventory and supply chain management called the joint replenishment problem (JRP) (see, e.g., Khouja and Goyal [15] for an excellent review). More specifically, a warehouse manager wants to decide the total replenishment quantity and then allocate these ordered units to multiple (but non-identical) retailers. The problem studied in this paper serves as an important subroutine of the optimal allocation or distribution problem, given the total replenishment quantity in each replenishment cycle. Concisely speaking, the warehouse manager needs to determine how to allocate the fixed amount of goods to multiple retailers in order to minimize the sum of holding and backlogging costs (see the detailed model in Section 5).
Besides the aforementioned example, resource allocation problems are also abundant in many other application domains (see survey papers by Hochbaum [11] and by Patriksson [19] ). Calinescu et al. [2] improved the quality of survey results with taking into account optimal resource planning. Federgruen and Groenevelt [6] applied greedy algorithms to network-based models. Veinott [21, 22] provided procedures of choosing the amounts of a single product to produce in each of a finite number of time periods in order to minimize the production and inventory carrying costs over the periods. Also, Johnson [12] and Karush [13] established methods to determine the optimal production program over time of a given commodity to minimize the total costs. Zipkin [24] applied different algorithms to find the optimal allocation for portfolio selection problems. Lee and Pierskalla [16] presented a mass screening program for computing the optimal test choice and screening periods among a fixed testing budget. The optimization model is also used in the optimum allocation problem in stratified sampling (see, e.g., Neyman [17] ) and the optimal allocation problem for software-testing resources (see, e.g., Ohtera and Yamada [18] ).
The remainder of this paper is organized as follows. Section 2 recalls the simple algorithm and shows its complexity bound. In Section 3, by proving a key lemma, we present and analyze a two-phase algorithm which lays the foundation for our multi-phase algorithm. In Section 4, we propose the multi-phase algorithm, and then prove its computational complexity bound. Section 5 is devoted to the numerical studies of our proposed algorithm. Finally, we conclude our paper and point out future research directions in Section 6.
Throughout the paper, we use the notation x and x frequently, where x is defined as the largest integer value which is smaller than or equal to x; and x is defined as the smallest integer value which is greater than or equal to x. Additionally, we denote x + = max{x, 0}.
Naive Algorithm
To facilitate our discussion, we first present a naive algorithm that are conceptually very simple and natural. This motivates us to devise better strategies that ultimately lead to our proposed multi-phase algorithm.
For each i = 1, . . . , n, f i is a convex function defined over the interval [0, N ]. Based on incremental methods, for x = 1, . . . , N , we define
to be the marginal cost for player i evaluated at integer point x i . Due to convexity of our cost functions, we have g i (1) ≤ g i (2) ≤ . . . ≤ g i (N ). Let G be the set of all marginal costs, i.e., G {g i (x) : i = 1, . . . , n, and x = 1, . . . , N } .
Note that the cardinality |G| = nN . To facilitate the complexity analysis, we assume that each element in the set G has a distinct value, i.e., no two values in G are the same.
Remark We remark that if this is not the case, we can readily perturb the set G by adding some arbitrarily small positive numbers, e.g., we choose a sufficiently small positive δ and define the modified setG of marginal costs bỹ
. . , n, and x = 1, . . . , N .
This perturbation makes sure that g i (x) = g j (y) for all i = j or x = y and at the same time preserving the ordering in the original set G. This type of δ-perturbation method is also used to avoid degeneracy in solving a linear program (see Bertsimas and Tsitsiklis [1] ).
Now we can reformulate the original resource allocation problem into finding the smallest N marginal costs in the set G. This is because we need to pick N resource units in optimization problem (1) with the goal to minimize the total costs, and picking each unit incurs a marginal cost that is included in the set G. Hence, an equivalent problem is to find the smallest N elements in the set G. Note that one may use the best sorting algorithm (e.g., quicksort) to sort G in an increasing order and simply pick the first N elements from the sorted set; however, this would require O(N n log(N n)), which is pseudo-polynomial. To this end, we need a much better algorithmic design.
We now present the naive algorithm in Algorithm 1. The naive algorithm employs a concept called min-heap (see, e.g., Cormen et al. [3] ) to select the first N elements. The (binary) heap data structure is an array object that can be viewed as a nearly complete binary tree. Each node of the tree corresponds to an element of the array. The tree is completely filled on all levels except possibly the lowest, which is filled from the leftup to a point. In a min-heap, for every node i other than the root, the value of a node is at least the value of its parent. Thus, the smallest element in a min-heap is stored at the root, and the subtree rooted at a node contains values no smaller than that contained at the node itself.
In essence, what Algorithm 1 does is to push the next marginal cost of the minimum cost player (from the previous iteration) into the existing heap and select the one with the minimum cost in the current iteration. It turns out that Algorithm 1 has computational complexity of O(N log n), which is formally stated in the following proposition.
Algorithm 1 Naive Algorithm
Create a min-heap with g i (x i ), i = 1, . . . , n; 3: r ← N ; 4: while r > 0 do
5:
Let j = argmin i g i (x i ) (i.e., the index of the root);
6:
Extract g j (x j ) from the heap (and maintain the min-heap property);
7:
x j ← x j + 1;
8:
Insert g j (x j ) into the heap (and maintain the min-heap property); 9: r ← r − 1; 10: end while Proposition 1. For the classical resource allocation problems, the naive algorithm (i.e., Algorithm 1) has a computational complexity of O(N log n) .
Proof. The heap initialization requires O(n), i.e., storing g i (1), i = 1, . . . , n in a min-heap requires O(n). However, since N n in our problem, we drop the terms that do not involve an expression of N in the computational complexity bound.
According to Algorithm 1, solving the problem requires N iterations in total. For each iteration, there is no need to build a fresh new min-heap, but deletion or addition for a min-heap is needed with complexity O(log n). Thus, the complexity for the naive algorithm is O(N log n).
We notice that the major drawback of Algorithm 1 is that the computational complexity is exponential in the size of input, which is, strictly speaking, pseudo-polynomial (see, e.g., Garey and Johnson [9] ). To be more specific, the complexity bound is exponential in log N which is the size of input. (Note that the integer N is stored in log N bits in computers.) To improve the computational efficiency, we first propose the following two-phase algorithm.
Two-Phase Algorithm
Before delving into details of the two-phase algorithm and proving that it gives the optimal solution, we first provide some high-level intuition. The key goal behind the algorithm is to reduce the number of evaluations needed to find an optimal solution. Because the marginal cost g i (x) is increasing in x (due to convexity properties of the objective functions), then if we know
Thus, in the first phase, instead of evaluating every entry x i , we may consider a block of entries and only evaluating the entry at the end of each block. Upon obtaining several blocks from the first phase, the remaining problem has a much smaller size and we can use the naive algorithm in the second phase. Figure 1 provides a graphical illustration of the two-phase algorithm. Each vertical bar represents a player i and each small element represents its marginal cost (with smaller ones at the bottom). The naive algorithm is inefficiently evaluating every single element while the two-phase algorithm attempts to first obtain the rough landscape of the optimal policy by evaluating only the last element of each (dotted) block (where the blocks have to be carefully chosen) and then gradually refine the solutions to the exact optimality. The detailed algorithm is explained as follows.
To employ a divide-and-conquer strategy, we first want to partition N marginal costs of each player into several groups. Then, instead of choosing the elements one by one in the naive algorithm, we obtain the elements group by group. As a result, we can confirm a large number of elements in the optimal solution in this phase. Then we obtain remaining ones in the left-over marginal costs by the naive algorithm.
We first divide N marginal costs of every player i (i = 1, . . . , n) into k (where k ≥ n) groups with equal size. Each group has size of m = N/k elements, which remains fixed throughout Phase 1. Next, for any i = 1, . . . , n and j = 1, . . . , k, we define the set of marginal costs for each player i and each group j as follows,
Note that the cardinality of |G ij (m)| = m for all i and j. Due to convexity of objective functions f i , we know that for each player i in group j, the largest marginal cost is simply the end value of the group, i.e., g i (jm). For notational convenience, let set E be all of these end values, i.e., E(m) {g i (jm) : i = 1, . . . , n, and j = 1, . . . , k} .
In Phase 1, we focus our attention solely on this set E. The intuition is that we can work on a much smaller set of marginal costs by reducing the original problem from size N to size k. It is easy to see that the cardinality of |E(m)| = nk. Now we run the naive algorithm on these nk values, and get the smallest k − n + 1 elements from the set E(m) with complexity
Define the set of interest as
A(m) {the smallest k − n + 1 elements in the set E(m)} .
We then proceed to construct the initial solution in Phase 1. The algorithm picks all the elements of the set G ij (m) whose end value g i (jm) ∈ A(m) thereby obtaining m(k − n + 1) elements. Next we shall show that these m(k − n + 1) elements are indeed in the optimal solution, which is the key lemma and building block of this paper. Lemma 1. When running the two-phase Algorithm, the m(k − n + 1) elements picked by the algorithm in Phase 1 are in the optimal solution for the resource allocation problem, where n is the number of players, k is the number of partitions of the N resource units, and m is the number of resource units in each partition.
Proof of Lemma 1. We want to prove this statement by contradiction. We first focus on the set A(m), i.e., the smallest k − n + 1 elements taken from the set E(m) Suppose that the optimal solution will pick all these m(k − n + 1) − 1 elements. We will show that the optimal solution does not have enough remaining elements to pick from the set G to obtain a feasible solution of size N . We claim that the optimal solution can pick at most additional m − 1 elements from each player i (i = 2, . . . , n). Because g 1 (l(1)m) > c, it is impossible to obtain any additional element from player 1. Without loss of generality, if the optimal solution picks m more elements from player 2, then g 2 (l(2)m + m) ∈ E(m) will be picked, and g 2 (l(2)m + m) > g 1 (l(1)m), which contradicts the assumption that g 1 (l(1)m) is the largest elements in the set A(m). Thus, at most additional m − 1 elements from each player i = 2, . . . , n are in the optimal solution.
Therefore, based on x ≤ x, the optimal solution can pick at most
which is not a feasible solution of size N . This completes the proof.
Phase 2. In Phase 1, the algorithm has already picked m(k − n + 1) elements in the optimal solution, and remains to optimally pick additional b N − m(k − n + 1) elements to complete the final optimal solution. Recall that the index l(i) denote the largest group index of each player i in the set A(m). For example, if player 1 has 3 elements in the set A(m), then l(1) = 3. Next, we define the set B i (m, b) for each player i, 
where the first inequality follows from the property of x that x > x − 1; the second inequality follows from throwing away some insignificant terms; and the last equality follows from k + N n k ≤ 2 max k, N n k where 2 is a constant and does not affect the order of the complexity. Now, we have shown that the computational complexity bound for Phase 1 and Phase 2 are O(k log n) and O max k, N n k log n , respectively. Thus, the total complexity bound for the twophase algorithm is
where the equality follows from O(k log n) ≤ O max(k, N n k ) log n . Then we optimally choose the number of groups k = √ N n that makes the two-phase algorithm runs in O √ N n log n . Indeed, it is reassuring to observe that both Phase 1 and Phase 2 share the same computational complexity if we choose to optimally divide each player's marginal costs into k = √ N n groups.
Up to this point, we have derived the complexity bound for the two-phase algorithm, which is formally stated in the main theorem below. Theorem 1. For the classical resource allocation problems, the two-phase algorithm has a computational complexity of O √ N n log n .
Theorem 1 forms a basis for our multi-phase algorithm described in Section 4. Before extending the current two-phase algorithm to a multi-phase algorithm, we first provide a simple numerical example in the following subsection.
A Simple Example
For clarity of presentation, we now manually run a simple example to better illustrate how our two-phase algorithm works. Suppose there are n = 3 players, and there are altogether N = 12 resource units. Moreover, suppose the cost functions are
Thus, f 1 (0) = 0, f 2 (0) = 0.1, f 3 (0) = 0.2, and the sets of marginal costs for these 3 players are {1, 2, . . . , 12}, {2, 4, . . . , 24},and {3, 6, . . . , 36}, respectively. Thus, 
}.
Note that in this example, each element in G has a distinct value, and therefore no δ-perturbation procedure is required. Our objective is to pick the smallest 12 numbers in the set G.
Phase 1.
In this phase, we choose k = √ N n = 6, and then divide 12 elements of each players into 6 groups with equal size m = 12/6 = 2. More explicitly, the 6 groups are {1, 2}, {3, 4}, {5, 6}, {7, 8}, {9, 10}, {11, 12} for player 1; 
}.
Phase 1 of our algorithm picks the smallest k − n + 1 = 4 elements from the set E. We will need 4 iterations to extract these 4 elements. Initially, we push the first elements from E 1 , E 2 and E 3 into a min-heap, i.e., push 2, 4.1 and 6.2 into a min-heap. We know that 2 being the smallest element is stored at the root of this min-heap.
(a) In Iteration 1, we pop the root of this min-heap 2, and then select the whole group associated with the end value 2, in this case, {1, 2} of player 1. Based on Lemma 1, they are in the optimal solution. Then we remove 2 from the min-heap, and insert the next element of E 1 (which is 4) into the heap. We notice that the modified heap has already maintained the min-heap property, and 4 from E 1 is at the root.
(b) In Iteration 2, we pop the root of the min-heap, which is 4 from E 1 . Thus, the elements in the second group {3, 4} of player 1 should be in the optimal solution. Then we remove 4 from E 1 from the heap, and insert 6 from E 1 into the min-heap. The root will then be 4.1 from E 2 .
(c) In Iteration 3, we pop the root of the min-heap, which is 4.1 from E 2 , and the elements in the first group {2.1, 4.1} of player 2 are in the optimal solution. Then we remove 4.1 from E 2 from the heap, and insert 8.1 from E 2 into the min-heap. The root will then be 6 from E 1 .
(d) In Iteration 4, we pop the root of the min-heap, which is 6 from E 1 , and the elements in the third group {5, 6} of player 1 are in the optimal solution.
As a result, after completing Phase 1, we have picked {1, 2, 3, 4, 2.1, 4.1, 5, 6}, which must be in the optimal solution.
Phase 2. Since we have obtained 8 elements in the first phase, we need to get additional 12 − 8 = 4 elements in the optimal solution. Now, the reduced sets of left-over resource elements for three players are {7, 8, . . . , 12} , {6.1, 8.1, . . . , 24.1}, and {3.2, 6.2, . . . , 36.2}, respectively. Using the naive algorithm to obtain the remaining elements one by one, we can get {3.2, 6.1, 6.2, 7} in the optimal solution.
Our two-phase algorithm yields {1, 2, 3, 4, 2.1, 4.1, 5, 6, 3.2, 6.1, 6 .2, 7} as the optimal solution, which are the smallest 12 marginal costs among three players. In addition, f 1 (0) = 0, f 2 (0) = 0.1, and f 3 (0) = 0.2. The optimal objective value is the sum of the obtained marginal costs and f i (0) (i = 1, 2, 3), which is 50 in this case.
Multi-Phase Algorithm
Recall that in the two-phase algorithm, we first divide marginal costs of each player into several groups. In Phase 1, instead of optimally choosing elements one by one, we can choose the elements group by group. Then, in Phase 2, we obtain the remaining elements by working with a reduced size problem. In this section, we propose the multi-phase algorithm based on the exact same idea of the two-phase algorithm, and prove that it has a computational complexity of O(n log n log N ).
Special Case: N = n s . For simplicity, We first assume N = n s (where s is a positive integer) and then relax this assumption later. It is clear that s = log N log n .
Suppose now we choose the number of groups k = n 1+ where is some positive number (we will later show that the optimal * = 1 log n in order to obtain the tightest possible bound). According to Phase 1 in the two-phase algorithm described in Section 3, we have already picked
number of elements in the optimal solution with computational complexity
Thus, upon completion of the first phase, the number of elements remaining to pick is
where the second inequality is valid since N n and k * = en (which we will show later); and the first and the last inequalities hold using the properties of of x and x . Essentially, what Phase 1 does is to reduce the original problem from size N to a smaller size 1 n N . Then in Phase 2, we use the same trick and divide each player into k = n 1+ groups with the same computational complexity O n 1+ log n .
Upon completion of Phase 2, the remaining elements to be picked is at most 1 n
Thus, we can repeat the same procedure until the last phase. For each phase (with the exception of the last phase), the complexity stays unchanged, i.e., O n 1+ log n . Because it is assumed that N = n s in this special case, we repeat the above process for at most s phases. After all these phases, we are unable to divide the reduced size into groups each with at least one element, and thus there are less than n 1+ remaining elements to pick. By running the naive algorithm, we obtain these remaining elements with complexity O n 1+ log n .
Based on the complexity analysis above, the computational complexity for the multi-phase algorithm is therefore
To obtain the tightest computational complexity bound, we optimally choose * = 1 log n . By substituting * = 1 log n into the complexity formula above for the multi-phase algorithm, we have
where the above equalities use n 1 log n = e (e is the base of the natural logarithm which does not change the order of the complexity). Up to this point, we have proven the special case where N = n s (s is a positive integer).
General Case: General N . We shall then prove that the complexity bound O(n log n log N ) remains true for general n and N . It follows from the following simple observation. When n s < N < n s+1 (where s is a positive integer), because the upper bound for this particular N is n s+1 , the complexity is upper bounded by O n log n log(n s+1 ) . In addition, we notice that s < log N log n , which leads to s + 1 < log N log n + 1 < 2 log N log n . Therefore, the complexity can be written as follows, O n log n log n s+1 ≤ O n log n log n 2 log N log n = O n log n 2 log N log n log n = O(n log n log N ) , where 2 is a constant which does not change the order of the complexity.
Thus, for general n and N , we have shown that the complexity bound for the multi-phase algorithm remains O(n log n log N ), which is formally stated in the following theorem.
Theorem 2. For the classical resource allocation problems, the multi-phase algorithm has a computational complexity of O(n log n log N ) .
We observe that when * = 1 log n , the optimal number of groups k * = n 1+ * = en , which implies that it is optimal to divide each player's marginal costs into en groups in each phase of the proposed multi-phase algorithm.
To summarize the multi-phase algorithm, we also present the pseudo-code for the multi-phase algorithm in Algorithm 2 below. x i ← x i + m, i = 1, . . . , n;
5:
Create a min-heap with g i (x i ), i = 1, . . . , n; 6: t ← 1;
7:
while t ≤ k − n + 1 do
8:
9:
10:
Insert g j (x j ) into the heap (and maintain the min-heap property); 12: r ← r − m; 13: t ← t + 1; 
Computational Studies
To test the efficacy and efficiency of the proposed multi-phase algorithm, we carry out numerical experiments on an applied problem mentioned in Section 1, and report their running times. The performance metrics include the running time (T), the time reduction (T reduct) compared with the best greedy algorithm in the literature, and the optimal objective value (OPT). All algorithms are implemented in Matlab R2014a on an Intel Core i7-3770 3.40GHz PC.
Joint replenishment problem
As mentioned in Section 1, the classical joint replenishment problem (JRP) arises in supply chain management where the manager has to decide the total replenishment quantity and then allocate these ordered units to multiple retailers with different costs. We refer interested readers to Khouja and Goyal [15] for a review of this class of problems. The problem studied in the paper serves as a subroutine of the optimal allocation or distribution problem, given the total replenishment quantity in each replenishment cycle. We can apply the multi-phase algorithm to find the optimal allocation for JRP.
We first briefly introduce the model. Let n be the number of retailers and N be the number of goods ordered at a particular replenishment point. Retailer i (i = 1, . . . , n) faces a stochastic demand D i . Upon distribution of the N goods into n retailers, the demand realizes and the system incurs holding and backlogging costs. Let h i and b i be the per-unit holding cost of excess inventory and per-unit backlogging cost of unsatisfied demand units for retailer i. The decision variable q i is defined as the number of goods shipped from warehouse to retailer i.
We assume that demand D i follows a truncated normal distribution defined on interval [0, ∞) with mean µ i > 0 and standard deviation σ i . We write its probability density function as f (x; µ i , σ i , 0, ∞). Then the expected cost c i (q i ) for retailer i is
It is well-known that this newsvendor cost c i (q i ) is convex in terms of q i . Our objective is to minimize the total expected system-wide cost, i.e.,
We apply the multi-phase algorithm to solve this problem. Here are our choices of parameters. We set n ∈ {3, 6, 9} and N ∈ {100, 1000, 10000, 100000}, and b i = 2h i = 2i (i = 1, . . . , n). For each fixed pair (n, N ), we carry out six experiments with different choices of demand parameters µ i and σ i . The results are summarized in Table 1 .
As shown in Table 1 , we report the results of the aforementioned six experiments for each (n, N ) pair. The average running time of solving this problem is extremely fast, less than 0.1 seconds even when N reaches 10 5 . In addition, as N increases to 10 5 , the average time reduction of the multi-phase algorithm increases up to 99.84%.
Conclusion
In this paper, we revisited the classical resource allocation problem with general convex functions, which is fundamental in optimization theory and widely applicable in practice. We proposed a novel algorithm called multi-phase algorithm and analyzed its computational complexity. We demonstrated, once again, the power of divide-and-conquer ideas combined with exploiting the special problem structure. One promising future research direction is to consider non-separable convex objective functions in which new ideas and techniques are needed to be developed. 
