Abstract. In this work we characterize the pairs of weights (w, v) such that the one-sided Hardy-Littlewood maximal function in dimension two is of weaktype (p, p), 1 ≤ p < ∞, with respect to the pair (w, v). As an application of this result we obtain a generalization of the classic Dunford-Schwartz Ergodic Maximal Theorem for bi-parameter flows of null-preserving transformations.
Introduction and main results
The study of the one-sided Hardy-Littlewood maximal function for all measurable functions f : X → R. We notice that M + is a particular case of the ergodic maximal operator since M + = M τ when (X, μ) is R with the Lebesgue measure and τ t (x) = x + t. Nowadays it is well known that, by transference arguments, the results of the boundedness for the general operator M τ can be obtained by the corresponding results for the particular case M + (see [18] for a recent exposition in the discrete case).
Although the search started with the one-sided Hardy-Littlewood maximal operator, we notice that in harmonic analysis the usual Hardy-Littlewood maximal operator is the two-sided operator In R n , for n ≥ 1, the Hardy-Littlewood maximal operator is defined by
Mf(x)
Mf(x) = sup h>0 1
|Q(x, h)| Q(x,h)
|f |,
where Q(x, h) denotes the cube of center x, sides parallel to the axis, and side of length 2h. This operator has been extensively studied. In particular Muckenhoupt [12] (see also [4] ) established necessary and sufficient conditions on a positive function (weight) w for the inequality
to hold for all measurable functions with a constant independent of f . Muckenhoupt also solved the same problem for the weak type inequality
Since then a lot of work has been done establishing the same kind of inequalities for other operators. Surprisingly, it took fourteen years until E. Sawyer [17] characterized the good weights for the one-sided Hardy-Littlewood maximal operator in the real line. These results were applied to the ergodic setting (for instance see [11] , [14] , [2] , [8] ). We remark that weighted inequalities for other one-sided operators have been studied before and after the seminal work of Muckenhoupt. Examples of these operators are the averaging Hardy operator [1] T f(x) = 1 x x 0 f and the Liouville fractional integral operator
We remark that these one-sided operators are defined in the real line. E. Sawyer [16] studied the weighted inequalities for a one-sided operator in R 2 . More precisely, he considered the two-dimensional Hardy operator defined as Hf(x, y) = x 0 y 0 f (s, t) ds dt for x, y > 0. As Sawyer mentioned in his paper, the proofs do not generalize (at least in an obvious way) to higher dimensions. Until now, the result has not been extended to R n with n ≥ 3. But what can be said about the one-sided Hardy-Littlewood maximal operator in R n for n > 1? It is quite clear that a possible and natural definition is
...
where x = (x 1 , . . . , x n ). Once we have fixed the operator, we settle the question of finding necessary and sufficient conditions for the weighted inequalities
to hold. As far as we know, this problem has not been solved; an early discussion can be found in [10] and the characterization of the weak type of a one-sided dyadic maximal operator in R n appears in [13] . However, the usual nondyadic case seems to be more complicated, and therefore it requires a deeper analysis.
In this paper we answer the question associated with the weighted weak type inequality of M + in dimension two. That is, we show a characterization of the pairs of weights (w, v) such that the operator M + in R 2 is of weak type (p, p) with respect to the pair (w, v). The conditions in the weights are the expectable geometric conditions similar to the conditions of the classes of Muckenhoupt A p R 2 . In order to state the main result of this paper we need to introduce some notation.
is a square with sides parallel to the axis, we set
. Now, we define the one-sided Muckenhoupt conditions in R 2 .
Definition 1.1. Let (w, v) be a pair of nonnegative measurable functions on R 2 . Let 1 < p < ∞ and let p be its conjugate exponent, that is,
It is said that (w, v) satisfies A
It is said that (w, v) satisfies A 1 R 2 if there exists a positive constant C such that for all squares Q
It is easy to see that if (w, v) 
holds, where w(E) stands for E w.
The proof is geometric and is based on Lemma 3.1, which is a covering lemma. The search for this lemma has been inspired by the covering arguments in [13] 
Then there is an absolute constant C n , which is independent of the semi-group and independent of f , such that
Observe that if w is a nonnegative function in R n which is increasing on each variable separately, then the semigroup of operators
. Therefore, we can apply the Dunford-Schwartz ergodic theorem, and Corollary 1.3 follows not only in R 2 but in R n for all n. This result seems to not be well known, and the authors have not found it in the literature.
We point out that we do not know any geometric proof of the Dunford-Schwartz ergodic theorem. However, Theorem 1.2 gives a geometric proof of Corollary 1.3, which is the Dunford-Schwartz ergodic theorem for the semigroup
As an application in ergodic theory of our main result, we obtain a theorem which is in some sense an extension of the Dunford-Schwartz ergodic theorem. In order to state it, consider a σ-finite measure space (X, F, μ) and let {τ t : t ∈ R 2 } be a bi-parameter flow of null-preserving transformations on X. That is,
The flow induces a group T = {T t : t ∈ R 2 } of operators acting on measurable functions and defined by
For each h > 0 we consider the averages over squares
To study the convergence of A h as h → +∞, the usual thing is to consider the ergodic maximal operator
By using the Dunford-Schwartz theorem quoted in the introduction, we have that
for all λ > 0 and all f ∈ L 1 (μ). Our result in ergodic theory, Theorem 1.5, states that (2) holds under the assumption that the group T is Cesàro bounded in L 1 (μ), which means that there exists C > 0 such that
for all measurable f ≥ 0. Now we are ready to state the theorem.
Theorem 1.5. Let (X, F, μ) be a σ-finite measure space and let {τ
We remark that the assumption about the group, together with the properties of the flow, assures that A h f is defined and (3) 
. Therefore, our assumption is weaker than the one we need to apply the Dunford-Schwartz theorem (in Final Remarks 5.1 we observe that there are groups which are Cesàro bounded but where the operators are not a contraction in L 1 (μ)). The paper is organized as follows: §2 is dedicated to introducing notation, the definitions of some maximal operators, and some results about them; in §3 and §4 we prove the main result and the covering lemma, respectively; in the last section we prove Theorem 1.5 and make some remarks.
As usual, if E ⊂ R n is measurable, |E| denotes the Lebesgue measure of E, and if w is a measurable function, then w(E) = E w. Throughout the paper, the letter C will denote a positive constant whose value may change from line to line.
Notation and definitions
. By a square we mean a square with sides parallel to the axis. If Q = I 1 × I 2 is a square, then l(Q) stands for the length of the side of Q, that is, the length of I 1 or I 2 , and we denote the squares I 
, then Q is the dilation of Q to the right and to the bottom in half the length of the side of Q, that is,
, and let h be a positive real number. We denote
. With this notation, we define the maximal functions
Now we divide the square Q x,h into four squares (see Figure 2) :
and
Figure 2. Subsquares.
and we define
We have that M + is essentially equivalent to the sum of the maximal operators M +i , i = 1, 2, 3. We state this result in the next proposition.
Proposition 2.1. The following inequality holds for every measurable function:
Proof. By density arguments it is enough to prove it for functions f ∈ L 1 (dx). It is clear that for every h > 0 1
Taking supremum on h > 0,
Since f ∈ L 1 we have M + f (x) < ∞ a.e., and therefore
For technical reasons, in the proof of the main result we shall use the maximal operator M + defined by
that is, we only take cubes Q x,h of dyadic size. This operator is essentially equivalent to M + . In fact,
We also consider M +i , i = 1, 2, 3, 4, defined by
The operators M + and M +i are related in the same way as M + and M +i . We establish this relation in the next proposition.
Proposition 2.2. The following inequality holds for every measurable function:
The proof is the same as the proof of Proposition 2.1.
Proof of Theorem 1.2
The relevant implication is (a) =⇒ (b) since (b) =⇒ (a) follows as in the classic case of Muckenhoupt weights, and we omit it.
(a) =⇒ (b). Since M + and M + are essentially equivalent, it is enough to prove (b) for the operator M + . That is, we are going to prove the following inequality:
Observe that (4) follows from the inequality
In fact, if (5) holds, then
Proof of (5). By Proposition 2.2, we only have to prove that
with a constant independent of f and λ. We shall prove it for i = 2; i = 1 and i = 3 are similar.
Proof of (6) for i = 2. Let us consider for each ξ > 0 the truncated maximal operator
follows from the monotone convergence theorem that it suffices to prove that (7) w {x :
for all λ > 0 and all measurable f with a constant independent of ξ, λ and f .
To prove (7) we shall need the following covering lemma which is the key result of this paper. Notice that we need similar but different lemmas if we are dealing with 
(Consequently, the squares ( Q i ) + with i ∈ Γ of the same size are almost disjoint too.) Further, if
then there exists a family of sets
and they are almost disjoint, i.e, there exists C (independent of everything) such that
We postpone the proof of the lemma to the next section.
Proof of (7). Observe first that if (w
In particular, for each n ∈ N, if (w, v) ∈ A + p R 2 , then the pairs (w n , v n ) and ( w n , v n ) belong to A + p R 2 with a uniform constant, where w n = max{w,
It is enough to prove (7) for bounded functions f ∈ L p (v) with compact support. It follows from the above remark that we may also assume that w is locally integrable and there exists γ > 0 such that
We notice that the weighted measure w(x) dx is finite on compact sets since w is locally integrable. Therefore it is enough to show that there exists C > 0 such that
Let us fix a compact set K ⊂ E. For each x = (x 1 , x 2 ) ∈ K there exists a square
, and therefore
where the last inequality follows from x ∈ K ⊂ E. Consequently, for each x ∈ K we have a square
Observe that l ≤ M for a certain positive real number M depending on λ and f . This follows from the inequalities
Since l ≤ M , x ∈ K and K is compact, we have that the union x∈K Q x is a bounded set. Thus, there exists a square R such that
Let us consider the square 2R. Since w is integrable on 2R, there exists ε, 0 < ε < 1, such that if Q ⊂ R is a square, then
If l(Q) ≥ ξ and Q ⊂ R, then
Consequently,
for all squares Q ⊂ R such that l(Q) ≥ ξ. In particular
Let us denote by B x (r) the ball of center x and radius r. It is clear that
Since K is compact, there exist
. Applying the covering lemma to the set A = {x 1 , . . . , x s } and the squares {Q x j : j = 1, . . . , s}, there exists Γ ⊂ {1, . . . , s} such that
Further, there exists {F x i : i ∈ Γ} such that
|f |, (15) and
Assume now that p > 1. Then using (15) and Hölder's inequality,
Since
Combining these last estimates and the fact that the sets F x i , i ∈ Γ, are almost disjoint, we get (13) for p > 1.
where in the last inequality we have used that the sets F x i are almost disjoint.
Proof of Lemma 3.1
Before starting with the proof of the covering lemma, we need to introduce a notion of maximality and to state some preliminary lemmas. 
Before stating the next lemma, we recall the notation introduced in §2. In particular, Q is the dilation of Q to the right and to the bottom in half the length of the side of Q. 
If L i , i = 1, 2, 3, 4, are the sides of the square Q, it is clear that it will suffice to prove
We will prove it for one of the sides, the argument being similar for the others.
where we have used in the first inequality the fact that the squares of equal size are almost disjoint. 
Then, applying Lemma
with Q = ( Q)
+ , we can see that j∈Γ 1 Q j ≤ C |Q| . Now, we will see that
We consider the maximal squares Q i in the sense of Definition
for the family
{ Q j : j ∈ Γ 2 }. Then j∈Γ 2 Q j ≤ i∈Γ 2 : Q i max ⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ j∈Γ 2 Q i ∩ Q j =∅ | Q j |<| Q i | Q j + | Q i | ⎞ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ . Since Q j is not included in Q i , we have that {j ∈ Γ 2 : Q j ∩ Q i = ∅, | Q j | < | Q i |} = {j ∈ Γ 2 : Q j ∩ ∂ Q i = ∅, | Q j | < | Q i |}.
Now, applying Lemma 4.3 with
Since the squares Q i are almost disjoint and Q i ⊂ ( Q) + , we obtain that
Proof of Lemma 3.1. We shall do two selections. First selection: Let B 1 be the set of points of A such that their second coordinate is the largest one among the second coordinates of the points in A. Let x i 1 be the point of B 1 with the smallest first coordinate. Assume that x i 1 , . . . , x i k have been chosen. We define A k+1 = A \ k j=1 Q i j . If A k+1 = ∅, then we do not choose more points. If A k+1 = ∅, then we consider the set B k+1 of points of A k+1 such that the second coordinate is the largest one among the second coordinates of the points in A k+1 and we choose x i k+1 as the point in B k+1 with the smaller first coordinate. Since we have a finite number of squares the process stops. Let Δ = {i : x i was chosen at some moment}. Then we have the following properties:
(c) If l > 0 and Q j and Q k are two squares with j, k ∈ Δ and l( ⊂ ( Q i ) + and the assumption in the lemma. In order to see that property (c) holds we may assume that the point x k was chosen before x j . Then (c) follows since the second coordinate of x k is greater than or equal to the second coordinate of x j , x j ∈ Q k and l(Q k ) = l (see Figures 3 and 4) . The point (z j , y j ) belongs to only one of those squares. Therefore, it follows from (c) that there are not more than 36 squares Q j in the collection (one of them is
Since we have a finite number of squares, the process stops in a finite number of steps. Let Γ = {i ∈ Δ : such that Q i was chosen in one of the steps above}.
The family { Q i : i ∈ Γ} has the properties (a)-(d), and it also satisfies the following property: Figure 3 . Possible places for x j if x k was chosen before x j . We have already proved the first part of the lemma. Now we assume
and we proceed to select the family {F j }. We can apply Lemma 4.4 to the family {Q j : j ∈ Γ}. For fixed j ∈ Γ and Γ j = {i ∈ Γ :
Therefore, we have proved that there exists a natural number N such that
where N is independent of f , λ and j. Let s be the number of elements of Γ. If s ≤ 2N we choose F j = ( Q j ) + , and there is nothing to prove. Suppose s > 2N .
We define for each n, 1 ≤ n ≤ s, a subset E j n of ( Q j ) + , in the following way:
In fact, if
But these k indexes belong to Γ j ; therefore i∈Γ j χ ( Q i ) + (x) ≥ k and the inequality is true. Now, by (18) and (19) we get
This inequality, s > 2N and E
Therefore,
From this last inequality, if we define
It only remains to prove that the sets F j are almost disjoint. We will prove
Consider all the squares ( Q j i ) + of maximum radius (there cannot be more than 36). For any of them (call it ( Q j i 0 ) + ) there can be no more than 2N of smaller size such that x belongs to those squares. Suppose this were not true. Then x belongs to s squares with s > 2N of size smaller than (
Since, for almost every x, the functions t → H t (x) satisfy A + 1 (R 2 ) with a constant independent of x, we obtain by Theorem 1.2 that the last term is dominated by (24)
Letting R go to infinity we obtain
Letting η tend to infinity we obtain the inequality that we wished to prove.
Final Remarks 5.1. It is clear that M T is bounded in L ∞ (μ). Therefore, under the assumptions in Theorem 1.5 we have that M T is of strong type (p, p) for all p > 1.
It is worth noting that there exist flows which are Cesàro bounded in L 1 (μ). In order to see this, consider a flow of measure-preserving transformations, that is, μ(τ t E) = μ(E). Let us take the ergodic maximal operator
It is known that N T is of weak type (1, 1) and of strong type (p, p) for p > 1. Fix p, 1 < p < ∞, and a positive function g ∈ L p (μ). Let A be a constant such that
and define
where
, g ≤ w and N T w ≤ 2Aw a.e. Now consider the measureμ = w dμ. The last property of w implies that the flow is Cesàro bounded in L 1 (μ), and it is clear that the transformations τ t are null-preserving transformations with respect toμ. Further, if we have that for some t ∈ R 2 the transformation τ t is ergodic and the function g ∈ L ∞ (μ), then the operators T t are not contractions. Moreover, they are not power bounded, that is, there is not a positive constant such that for all t
A more detailed discussion in the one-dimensional case for the two-sided case can be found in [9] . Finally, we point out that Theorem 1.5 remains true for 1 < p < ∞. That is, if the group T is Cesàro bounded in L p (μ), 1 < p < ∞, which means that there exists C such that (25) sup
for all measurable functions f ≥ 0, then there is a positive constant C such that
for all λ > 0 and all f ∈ L p (μ). The weak type inequality follows by transference arguments, as in the case p = 1, by using the fact that the functions t → H t (x) satisfy A + p (R 2 ) for almost every x with a uniform constant. All we have to show is that (25) implies that the functions t → H t (x) satisfy A + p (R 2 ) for almost every x. The proof is similar to the one-dimensional case [3] -it uses the ideas of the factorization of weights [5, 7] , but is not as direct as the corresponding one for p = 1.
