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Abstract
This paper introduces a multi–species version of a process called ASEP(q, j). In this process, up
to 2j particles are allowed to occupy a lattice site, the particles drift to the right with asymmetry
q2j ∈ (0.1), and there are n − 1 species of particles in which heavier particles can force lighter particles
to switch places. Assuming closed boundary conditions, we explicitly write the reversible measures and
a self–duality function, generalizing previously known results for two–species ASEP and single–species
ASEP(q, j).
Additionally, it is shown that this multi–species ASEP(q, j) is dual to its space–reversed version, in
which particles drift to the left. As j → ∞, this multi–species ASEP(q, j) converges to a multi–species
q–TAZRP and the self–duality function has a non–trivial limit, showing that this multi–species q–TAZRP
satisfies a space–reversed self–duality.
The construction of the process and the proofs are accomplished utilizing spin j representations of
Uq(gln), extending the approach used for single–species ASEP(q, j).
1 Introduction
This paper will introduce a multi–species ASEP(q, j) process which has stochastic self–duality. In order
to motivate the problem, first review previous results in literature.
The Asymmetric Simple Exclusion Process (ASEP) was introduced in [20] and [30]. This is an
interacting particle system on the one–dimensional lattice Z, where at most one particle is allowed to
occupy a lattice site. Each particle has two exponential clocks, one for left jumps and one for right jumps.
The clock for left jumps has rate q and the clock for right jumps has rate q−1, where q ∈ (0, 1) is the
asymmetry parameter, and all clocks are independent of each other. When the clock rings, the particle
makes the corresponding jump to the adjacent site unless that site is occupied, in which case the jump
is blocked.
In [27], Schu¨tz shows that ASEP on the finite lattice {1, . . . , L} with closed boundary conditions (that
is, boundary conditions in which particles can neither enter nor exit the lattice) satisfies a self–duality
property. If a particle configuration is written as {ηx : 1 ≤ x ≤ L}, where ηx ∈ {0, 1} is the number of
particles at lattice site x, then the self–duality is with respect to the function
D(η, ξ) =
L∏
x=1
q2ξ
x∑L
z=x+1 η
z+2ξxx1ηx≥ξx
The proof uses the Uq(gl2) symmetry of ASEP to show duality.
Because self–duality can be used to prove significant results about a system (e.g. for deriving long–
time fluctuations [6] or weak asymmetry convergence [11]), it is natural to attempt to construct other
interacting particle systems with algebraic symmetry which can be used to prove duality. In [8], the
authors lay out a framework which takes a finite–dimensional Lie algebra g and a representation V and
produces an interacting particle system and an explicit formula for the self–duality function and reversible
measures. This is then done for the spin 2j representation of gl2, and the resulting interacting particle
system is named ASEP(q, j). This is a generalization of ASEP in which up to 2j particles can occupy
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Figure 1: ASEP with second–class particles, where α = q and β = q−1 are the left and right jump rates. The
black particles are first–class particles and the red particles are second–class. If a first–class particle attempts
to jump to a site occupied by a second–class particle, then the particles switch places. If a second–class
particle attempts to jump to a site occupied by a first–class particle, the jump is blocked. The second image
shows projection to the first–class particles and the third image shows projection to particle occupation.
Both are usual ASEP.
a lattice site, with asymmetry parameter q2j . If ηx ∈ {0, 1, . . . , 2j} denotes the number of particles at
lattice site x, then the self–duality function is
D(η, ξ) =
L∏
x=1
(
ηx
ξx
)
q(
2j
ξx
)
q
qξ
x(2
∑L
z=x+1 η
z+ηx)+4jξxx1ηx≥ξx
where
(·
·
)
q
is a q–deformation of the usual binomial, defined in (3) below. When j = 1/2, ASEP(q, j) is
the usual ASEP and the self–duality function reduces to Schu¨tz’s self–duality function, up to a constant.
This approach was also used later for Uq(su(1, 1)) [9] and for Uq(sp4) [17]. The most relevant case
here is for the spin 1/2 representation of gl3 in [17]. The resulting interacting particle system is ASEP
with second–class particles introduced in [18]. Here, there are two classes (or species) of particles, with
at most one particle per site, and first–class particles can force second–class particles to switch places.
ASEP with second–class particles has two natural Markov projections: the projection onto the evolution
of the first–class particles is the usual ASEP, and the projection onto the evolution of particle occupation
is also usual ASEP. See Figure 1 for an illustrative example. If ηxi ∈ {0, 1} denotes the number of i–th
class particles at lattice site x, then then duality function is
D(η, ξ) =
L∏
x=1
q2ξ
x
1
∑L
z=x+1 η
z
1+2ξ
x
1x1ηz1≥ξx1 q
2ξx2
∑L
z=x+1(η
z
1+η
z
2 )+2ξ
x
2x1ηx1+ηx2≥ξx1+ξx2
Similar results were also found in [3, 4] using the Perk–Schultz quantum spin chain [25].
Here is an intuitive description of the result. If ξ consists only of first–class particles, then the duality
reduces to the Schu¨tz duality for the projection onto the first–class particles. If ξ consists only of second
class particles, then the duality reduces to the Schu¨tz duality for the projection onto particle occupation.
Another way of describing the duality is that each first–class particle in ξ counts first–class particles in
η, and each second–class particle in ξ counts both first and second–class particles in η. The interesting
situation occurs when ξ contains both first–class and second–class particles.
With these previous results, it is natural to speculate that using the Lie algebra gln and the spin
2j representation, the resulting interacting particle system should be a (n − 1)–species ASEP(q, j), in
the sense that for each 1 ≤ i ≤ n − 1, the projection onto the first i classes of particles is a i–species
ASEP(q, j). Furthermore, if the ξ process in the self–duality function consists only of ith class particles,
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then the duality should reduce to the ASEP(q, j) duality of [8] corresponding to the ith projection. Or, in
other words, each ith class particle in ξ counts 1, . . . , ith class particles in η according to the ASEP(q, j)
duality. Indeed, this paper will prove that this is indeed true.
Additionally, in the j →∞ limit, the asymmetry parameter converges to 0 and an arbitrary number
of particles are allowed at each site. Indeed, the ASEP(q, j) process converges to the q–TAZRP (Totally
Asymmetric Zero Range Process) introduced in [26]. A similar statement holds here: namely, the multi–
species ASEP(q, j) process in this paper converges to a multi–species q–TAZRP constructed in [31].
Additionally, by applying a charge–parity symmetry, the self–duality function converges to a duality
function between this multi–species q–TAZRP and its space–reversed version, in which particles jump in
the opposite direction.
During the preparation of this paper, the author learned in a private communication that an upcoming
paper by V. Belitsky and G. Schu¨tz [5] analyzes the n–species ASEP with closed boundary conditions
(corresponding to j = 1/2 in the notation here) with Uq(gln+1) symmetry and explicitly derives all
invariant measures and a class of self–duality functions. Additionally, an application to the dynamics of
shocks is proved.
The reminder of this paper is organized as follows. Section 2 defines the process and states the
results for duality and reversible measures. Section 3 goes over the [8] framework and the necessary
representation theory background. Section 4 constructs the process using this framework. Section 5
proves the theorems concerning duality and reversible measures.
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for Theoretical Physics and was supported in part by NSF PHY11–25915. The author would like to thank
Gioia Carinci, Ivan Corwin, Cristian Giardina`, Frank Redig, Tomohiro Sasamoto, Gunter Schu¨tz, and
Lauren Williams for valuable discussion.
2 Description of Model and Statement of Results
Let I = [a, b] ∩ Z ⊂ Z be a (possibly infinite) connected interval in Z, where −∞ ≤ a ≤ b ≤ ∞. The
state space S(n, j, I) of particle configurations is given by variables η = (ηxi : 1 ≤ i ≤ n, x ∈ I) where
each ηxi is a non–negative integer, and are subject to the condition that η
x
1 + . . .+ η
x
n = 2j for all x. One
should think of ηxi as the number of ith class particles at site x and η
x
n as the number of holes. It will be
convenient and useful to refer to holes as nth–class particles. For example, in the particle configuration
below where j = 2, I = [1, 4] ∩ Z, some examples of ηxi are η13 = 1, η21 = 2, η44 = 2.
4 4 3 4
3 2 3 4
2 1 2 3
1 1 2 1
The classes of particles can also be viewed as having different masses, with the first–class particles being
the heaviest and the nth–class particles being the lightest. The example above reflects the intuition that
the heaviest particles should be closest to the ground.
For 1 ≤ k ≤ l ≤ n, let
ηx[k,l] = η
x
k + . . .+ η
x
l
and note that ηx[1,i]+η
x
[i+1,n] = 2j for all i and x. Let ∅ denote the particle configuration with no particles,
that is, ∅xn = 2j for all x.
For a particle configuration ξ, let ξx↔x+1i↔j denote the particle configuration obtained by switching an
i–th class particle at lattice site x with a j–th class particle at lattice site x + 1 (assuming that such a
particle configuration exists).
Let [n]q and {n}q2 denote the q–deformed integers
[n]q =
qn − q−n
q − q−1 {n}q2 =
1− q2n
1− q2 . (1)
Note that as q → 1, both [n]q and {n}q2 converge to n. For the remainder of this paper, q will always
be in the interval (0, 1).
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Definition 2.1. Suppose f(ξ) is a function on n–species particle configurations ξ ∈ S(n, j, I) on the
interval I = [a, b] ∩ Z, −∞ ≤ a ≤ b ≤ ∞. The generator L of type An, spin j ASEP on I with closed
boundary conditions acts on f by
Lf(ξ) =
b−1∑
x=a
Lx,x+1f(ξ)
where
Lx,x+1f(ξ) =
∑
1≤k<l≤n
(
q−1 · q2(ξx1+...+ξxk−1){ξxk}q2 · q2(ξ
x+1
l+1
+...+ξx+1n ){ξx+1l }q2
(
f
(
ξx↔x+1k↔l
)− f(ξ))
+ q · q2(ξx1+...+ξxl−1){ξxl }q2 · q2(ξ
x+1
k+1
+...+ξx+1n ){ξx+1k }q2
(
f
(
ξx↔x+1l↔k
)− f(ξ)) )
Remark. The process is named to emphasize the algebraic construction, since the Dynkin diagram
of gln is of type An. In principle, there could be other definitions of a multi–species ASEP(q, j) process:
for example, one could define a process where second–class particles can only jump from a site if there
are no first–class particles at that site (see e.g. [1, 2]). However, it is not obvious that all of them would
necessarily satisfy a non–trivial duality, even if they satisfy an algebraic symmetry (e.g. [23, 24]).
The dynamics can be described through an “inductive procedure”. Every lattice site has two clocks,
one for left jumps and one for right jumps, with all clocks independent of each other. The clocks for
left jumps are exponential with rate q(1 − q2)−2 and the clocks for right jumps are exponential with
rate q−1(1 − q2)−2. Because q ∈ (0, 1), this means the particles have a desire to drift to the right.
There is a class system on the particles in which lighter particles cannot force heavier particles to move.
Additionally, since each lattice site can accommodate precisely 2j particles, as a result the lower particles
(that is, the particles closest to the ground) are given priority for right jumps in the following way.
When the right clock rings at lattice site x, the system asks the lowest particle if it would like to jump.
With probability 1−q2 it says “yes” and with probability q2 it says “no.” If it says “no”, the system asks
the next lowest particle if it would like to jump. Suppose that eventually, an i–th class particle decides
to jump. However, it now needs to force a particle to switch places and move to the left. The particle
starts with the highest particle (that is, the particle farthest from the ground). With probability 1− q2
the particle makes an attempt, and with probability q2 the particle avoids an attempt and proceeds to
the next–highest particle. If the particle makes an attempt at a j–th class particle, where j > i, then
that j–th class particle moves to the left. If the i–th class particle makes an attempt at a kth class
particle where k ≤ i, then it is forced to return to the lattice site x, so no jump occurs. Observe that in
this description, higher particles have a more difficult time moving to the right than lower particles do,
because lower particles are asked to jump before higher particles.
Now suppose that the left jump clock rings at lattice site x+ 1. This occurrence is actually contrary
to the particle’s desire to move to the right. Therefore, in order to maintain the priority given to lower
particles, the class system is momentarily reversed for left jumps. That is, the system first asks the highest
particle if it would like to jump, with a jump occurring with probability 1− q2. If the particle declines to
jump, the next highest particle is asked. Suppose that eventually an ith class particle attempts to jump
to the left. It then attempts to move the lowest particle to the right, with an avoidance of probability q2.
Note, however, that lighter particles cannot push heavier particles, so if it makes an attempt too soon
then no jump actually occurs.
It is not difficult to see that this verbal description matches the mathematical formula. For k < l,
the rate of a k–th class particle at site x jumping to the right and pushing a l–th class particle can be
computed by
[rate of right jump clock] · [all particles of class 1, . . . , k − 1 say no] · [some class k particle says yes]
· [avoids all particles of class n, n− 1, . . . , l + 1] · [makes attempt at some class l particle]
= q−1(1− q2)−2 · q2(ξx1+...+ξxk−1) · (1− q2 + q2(1− q2) + . . .+ q2(ξxk−1)(1− q2))
· q2(ξx+1n +...+ξx+1l+1 ) · (1− q2 + q2(1− q2) + . . .+ q2(ξx+1l −1)(1− q2))
= q−1 · q2(ξx1+...+ξxk−1){ξxk}q2 · q2(ξ
x+1
n +...+ξ
x+1
l+1
){ξx+1l }q2 .
An identical argument holds for left jumps.
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Figure 2: An example of the “inductive procedure” defined in the text. The top line shows a right jump
where a third–class particle moves to the right and switches places with a fourth–class particle. The second
line shows a left jump where a second–class particle jumps to the left and switches places with a third–class
particle. Note that if it had attempted to switch with a first–class particle, then no jump occurs.
5 5
3 4
YES ← 3 4
NO ← 3 3
NO ← 2 2
NO ← 2 1
NO ← 1 1
−→
3
5→ AVOID
5 4→ AVOID
3 4→ ATTEMPT
3 3
2 2
2 1
1 1
−→
5 5
4 4
3 3
3 3
2 2
2 1
1 1
5 5← NO
3 4← NO
3 4← NO
3 3← NO
2 2← YES
2 1
1 1
−→
5
3 5
ATTEMPT→ 3 4
AVOID→ 3 4
AVOID→ 2 3
AVOID→ 2 1
AVOID→ 1 1
2
−→
5 5
3 4
3 4
2 3
2 3
2 1
1 1
From this description of the process, note a few basic properties, which will be proved rigorously later
in the paper.
• There are two natural Markov projections. Note that lighter particles cannot influence the behavior
of heavier particles. Therefore, the projection onto the first i classes by treating the i+ 1, . . . , n− 1
classes as holes is Markov. A second projection that demonstrates this lack of influence is to treat
the i, i+ 1, . . . , n− 1 classes all as identical ith–class particles.
To mathematically define the projections, set for any map σ : {1, . . . , n} → {1, . . . ,m} the projection
Πσ : S(n, j, I)→ S(m, j, I)
(Πση)xk =
∑
l∈σ−1(k)
ηxl , 1 ≤ k ≤ m.
where the sum is zero if σ−1(k) is empty.
Then the first projection is Πni+1 := Π
σ where σ : {1, . . . , n} → {1, . . . , i+ 1} is defined by
σ(l) =
{
l, 1 ≤ l ≤ i,
i+ 1, i+ 1 ≤ l ≤ n,
and the second projection is Π˜ni+1 := Π
σ where σ : {1, . . . , n} → {1, . . . , i+ 1} is defined by
σ(l) =

l, 1 ≤ l ≤ i− 1,
i, i ≤ l ≤ n− 1,
i+ 1, l = n.
In the symmetric case q = 1, the projection Πσ is Markov for every σ. These statements will be
proved in Proposition 4.4.
• Because the left jump rates are determined from the right jump rates by reversing the order of the
particles, the system satisfies the so–called charge–parity (CP) symmetry. This means that making
the substitutions in the lattice x 7→ L + 1 − x and in the class system i 7→ n + 1 − i preserves the
generator. The CP–symmetry will later be used in finding a duality in the j → ∞ limit. These
statements will be proven in Proposition 5.2.
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It is natural to consider the symmetric limit, when q → 1. The result is a multi–species version of
the 2j–SEP from [12]. For other single–species examples of symmetric processes with duality, see [13]
and [29].
Definition 2.2. The generator of type An, spin j SSEP on I = [a, b] ∩ Z is
Lf(ξ) =
b−1∑
x=a
∑
1≤k<l≤n
(
ξxkξ
x+1
l
(
f(ξx↔x+1k↔l )− f(ξ)
)
+ ξxl ξ
x+1
k
(
f(ξx↔x+1l↔k )− f(ξ)
))
Observe that the generator is preserved under any permutation of the classes of the particles. Indeed,
because the system satisfies the charge–parity symmetry, and also satisfies parity symmetry when q = 1,
it must satisfy charge symmetry as well.
Now take the j → ∞ limit in the definition of the generator of type An, spin j ASEP. Restricting
to particle configurations with only finitely many particles at each lattice site, this limit corresponds to
taking all ξxn → ∞. From either the mathematical definition or the verbal description, one sees that
the particles can only jump to the right. In fact, the result is a (time–rescaled) multi–species q–TAZRP
(Totally Asymmetric Zero Range Process). This process was previously introduced in [31], which used a
deformation of the affine Hecke algebra of type GLL.
Definition 2.3. [31] The generator of type An q–TAZRP on I = [a, b] ∩ Z is
Lf(ξ) =
b−1∑
x=a
n−1∑
i=1
q2(ξ
x
1+...+ξ
x
i−1){ξxi }q2
(
f
(
ξx↔x+1i↔n
)− f(ξ))
Taking both limits q → 1 and j → ∞ will depend on the order of the limits. In the j → ∞ limit of
Definition 2.2, rescaling time by 2j results in n− 1 independent symmetric zero range processes. Taking
q → 1 in Definition 2.3 results in n− 1 independent 1–TAZRPs.
With the processes defined, we now proceed to the duality properties. Recall the definition of duality,
which can be defined for Markov processes in general.
Definition 2.4. Two Markov processes X(t) and Y (t) on state spaces X and Y are dual with respect to
a function D on X×Y if
Ex [D(X(t), y)] = Ey [D(x, Y (t))] for all (x, y) ∈ X×Y and all t ≥ 0.
On the left–hand–side, the process X(t) starts at X(0) = x, and on the right–hand–side the process Y (t)
starts at Y (0) = y.
An equivalent definition is that if the generator LX of X(t) is viewed as a X×X matrix, the generator
LY of Y (t) is viewed as a Y×Y matrix, and D is viewed as a X×Y matrix, then LXD = DL∗Y .
If X(t) and Y (t) are the same process, in the sense that X = Y and LX = LY , then we say that X(t)
is self–dual with respect to D.
Note that in the literature, there are slightly different conceptions of what it means for two Markov
processes to be the “same.” For example, some authors allow for a bijection X→ Y which sends LX to
LY , and other authors require the state spaces to be irreducible.
Theorem 2.5. (a) The type An, spin j process on I ⊆ Z is self–dual with respect to
D(η, ξ) =
∏
x∈I
[ηx1 ]
!
q
n−1∏
i=1
1ηx
[1,i]
≥ξx
[1,i]
[ηx[1,i+1] − ξx[1,i]]!q
[ηx[1,i] − ξx[1,i]]!q
q4jxξ
x
i q
ξxi (
∑
z>x 2η
z
[1,i]+η
x
[1,i])
(b) Space–reversed type An, spin j ASEP is dual to type An, spin j ASEP with respect to the function
D(η, ξ) =
∏
x∈I
[2j − ηx[1,n−1]]!q
n−1∏
i=1
12j−ηx
[1,n−i]≥ξx[1,i]
[2j − ηx[1,n−i−1] − ξx[1,i]]!q
[2j − ηx[1,n−i] − ξx[1,i]]!q
q
−ξxi (
∑
z>x 2η
z
[1,n−i]+η
x
[1,n−i])
Space–reversed type An q–TAZRP is dual to type An q–TAZRP with respect to the function
D(η, ξ) =
∏
x∈I
n−1∏
i=1
q
ξxi (
∑
y≤x 2η
y
[1,n−i]).
Here, the η process has particles jumping to the left, while the ξ process has particles jumping to the right.
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Remarks. If ξ has infinitely many particles, then D(η, ξ) is identically zero and the theorem is still
true, albeit trivial.
The duality in (a) generalizes previous dualities. When n = 2, j = 1/2 it reduces to [27], when n = 2
and j is arbitrary it reduces to [8] (for q ∈ (0, 1)) and [12] (for q = 1), and when n = 3, j = 1/2 it reduces
to [3],[17].
When n = 2, j = 1/2, the duality in (b) is the same as in [15]. When n = 2, the duality for this
multi–species q–TAZRP reduces to that of [6]. It is mentioned in Remark 3.6 of [8] that the duality
functions converge to 0 as j →∞, and no obvious re–normalization seems to result in a non–trivial self–
duality function. And indeed, due to the total asymmetry in the q–TAZRP, it is necessary to consider a
space–reversed process. To see this, suppose that in the initial conditions for η and ξ, the particles are
contained in [2, L− 1]. If both processes had particles jump to the right, then at large times all particles
will occupy lattice site L. If the η process evolves with ξ fixed, then the duality function counts none of
the particles. However, if the ξ process evolves with η fixed, then the duality function counts all of the
particles. This violates the definition of duality, but this contradiction is avoided (in this case) if one of
the processes is space–reversed.
The method of [8] also results in formulas for the reversible measures if I is finite:
Proposition 2.6. For any ~m = (m1, . . . ,mn−1), let S~m(n, j, I) ⊂ S(n, j, I) denote the particle config-
urations on a finite interval I ⊆ Z with precisely mi particles of class i. Then the probability measure
P~m(ξ) on S(n, j, I) defined by
P~m(ξ) = 1ξ∈S~m(n,j,I)(Z~m(n, j, I))
−1∏
x∈I
n∏
i=1
1
[ξxi ]
!
q
q(ξ
x
i )
2/2
∏
(y,x)∈I2
y<x
n−1∏
i=1
q
−2ξyi+1ξx[1,i] ,
where Z~m(n, j, I) is a normalizing constant, is a reversible measure of type An, spin j ASEP. Any
reversible measure is a convex combination of P~m(ξ).
Remarks. In the j →∞ limit, the normalizing constant Z~m(n, j, I) converges to 0. Indeed, because
type An q–TAZRP is totally asymmetric, it does not possess a reversible measure. When q = 1, one
obtains reversible product measures for multi–species 2j–SEP. Also note that if I is infinite, then in
general Z~m(n, j, I) is zero, even if all mi are finite.
In the cases when n = 2, j = 1/2, or n = 2, j arbitrary, or n = 3, j = 1/2, it is not hard to see that
this expression reduces to previously known formulas for reversible measures [3, 8]. There are previous
results (e.g. [7, 10, 23, 22, 32]) which classify the stationary measures for multi–species ASEP with open
boundary conditions, in which some particles are allowed to enter and exit the lattice. The P~m(ξ) here
must correspond to some degeneration of these results, but such an identification is not made here.
3 From Representation Theory to Stochastic Duality
This section will introduce the necessary background for the remainder of the paper. In [8], a general
framework is described for constructing an interacting particle system with stochastic duality from the
representation theory of quantum groups. The approach is as follows:
• Start with a quantization Uq(g) of a Lie algebra g, and a central element C ∈ Uq(g).
• For a fixed representation V of Uq(g), take its weight space decomposition
V =
⊕
µ
V [µ].
Intuitively, each V [µ] is a generalized eigenspace, and each µ is a generalized eigenvalue. Pick a
basis {vµ} of V where each vµ ∈ V [µ], and identify each vµ with a particle configuration at a single
lattice site.
• Fix a choice of the co–product ∆ : Uq(g)→ Uq(g)⊗ Uq(g). Let h be the linear operator on V ⊗ V
defined by ∆(C). Define a quantum Hamiltonian H on V ⊗L by
H =
L−1∑
x=1
hx,x+1
7
where hx,x+1 acts h on the x–th and (x + 1)–th component of V ⊗L. Extend the basis of V to a
basis of V ⊗L, and identify each vµ1⊗ . . .⊗vµL with a particle configuration on the one–dimensional
lattice {1, . . . , L}. For ease of notation, we will take I = {1, . . . , L} for the remainder of the paper,
and there will be no loss of generality in the proofs – by a standard exercise the Markov process is
well–defined on the infinite lattice because the jump rates are uniformly bounded (e.g. Chapter 1
of [19]).
• Suppose there is a positive ground state g ∈ V ⊗L, that is, a g satisfying Hg = 0 where the coefficient
of each basis vector vµ1⊗. . .⊗vµL in g is positive. Let G be the diagonal matrix where each nonzero
entry is the coefficient in g. Defining L = G−1HG, it follows from the construction that each row of
L sums to zero. If the off–diagonal entries are nonnegative, then L is the generator for a continuous
time Markov process.
• Suppose there is a diagonal matrix B such that B−1HB is self–adjoint. For any operator S on V ⊗L
such that SH = HS, it follows from the definition of duality that G−1SG−1B2 is a self–duality
function for L. Additionally, G2B−2 is a reversible measure of L.
• If there is a generator L˜ on the same state space as L such that L = V −1L˜V and D is a self–duality
of L, then V D is a duality between L˜ and L.
The remainder of this section will describe each of these six items before proceeding to explicit
calculations.
3.1 Definition of Quantum Groups
This subsection defines the quantum groups. See [16] for a more thorough treatment.
Let q be a formal variable. The quantum group Uq(gln) is the Hopf algebra with generators {Ei,i+1, Ei+1,i :
1 ≤ i ≤ n− 1}, {qEii : 1 ≤ i ≤ n} satisfying the relations (below, qEii are all invertible and the multipli-
cation is written additively in the exponential, so for example q−E11+2E22 =
(
qE11
)−1 (
qE22
)2
)
qEiiqEjj = qEjj qEii = qEii+Ejj
[Ei,i+1, Ei+1,i] =
qEii−Ei+1,i+1 − qEi+1,i+1−Eii
q − q−1 [Ei,i+1Ej+1,j ] = 0, i 6= j
qEiiEi,i+1 = qEi,i+1q
Eii qEiiEi−1,i = q
−1Ei−1,iq
Eii [qEii , Ej,j+1] = 0, j 6= i, i− 1
qEiiEi,i−1 = qEi,i−1q
Eii qEiiEi+1,i = q
−1Ei+1,iq
Eii [qEii , Ej,j−1] = 0, j 6= i, i+ 1
E2i,i+1Ej,j+1 − (q + q−1)Ei,i+1Ej,j+1Ei,i+1 + Ej,j+1E2i,i+1 = 0, i = j ± 1
E2i,i−1Ej,j−1 − (q + q−1)Ei,i−1Ej,j−1Ei,i−1 + Ej,j−1E2i,i−1 = 0, i = j ± 1
[Ei,i+1, Ej,j+1] = 0 = [Ei,i−1, Ej,j−1], i 6= j ± 1
For any 1 ≤ i 6= j ≤ n, define Eij inductively by
Eij = EikEkj − q−1EkjEik, i < k < j or i > k > j.
This definition does not depend on the choice of k. From [14], there is a central element
n∑
i=1
q2i−2n−1q2Eii + (q − q−1)2
∑
1≤i<j≤n
q2j−2n−2qEii+EjjEijEji. (2)
3.2 Representations
For 2j ∈ Z, consider the spin 2j representation of Uq(gln). This is the finite–dimensional representation
with dimension
(
2j+n−1
n−1
)
. The dimension is the number of ways to place n species of particles at a single
lattice site (in other words,
(
2j+n−1
n−1
)
= |S(n, j, 1)|). Therefore, a basis can be indexed by {vµ} where µ
is of the form
{µ = (µ1, µ2, . . . , µn) : µ1 + . . .+ µn = 2j, µi ≥ 0}
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One can think of this as µi particles of type i, where type n particles are holes. Let Ω denote the vacuum
vector, that is,
Ω = vl ⊗ · · · ⊗ vl
where l = (0, 0, . . . , 0, 2j). This is the state with no particles.
For 1 ≤ i < j ≤ n, define
µj→i = (µ1, . . . , µi−1, µi + 1, µi+1, . . . , µj−1, µj − 1, µj+1, . . . , µn),
µi→j = (µ1, . . . , µi−1, µi − 1, µi+1, . . . , µj−1, µj + 1, µj+1, . . . , µn).
So µj→i represents the particle configuration where a j class particle has been replaced with an i class
particle. Recall from (1) that the q–integers [n]q are defined by [n]q =
qn−q−n
q−q−1 . Extend these definitions
to
[n]!q = [1]q · · · [n]q,
(
n
m
)
q
=
[n]!q
[n−m]!q[m]!q , (3)
where by convention [0]!q = 1. Note that these satisfy the relations
[n+ 1]q[m]q =
qn+1+m − qn+1−m − qm−n−1 + q−n−1−m
(q − q−1)2 ,
[n]q[m+ 1]q =
qn+m+1 − qn−m−1 − qm+1−n + q−n−1−m
(q − q−1)2 ,
[n+ 1]q[m]q − [n]q[m+ 1]q = q
n−m−1 + qm+1−n − qn+1−m − qm−n−1
(q − q−1)2 =
qm−n − qn−m
q − q−1 = [m− n]q,
(4)
and also for n > 1,
[n+ 1]q − (q + q−1)[n]q + [n− 1]q = 0, (5)
and
[n+ 1]q − q−1[n]q = qn. (6)
It will also be useful to define {n}q by
{n}q = 1− q
n
1− q ,
which satisfy qn−1[n]q = {n}q2 . There is also the identity
{k + l}q2 = q2l{k}q2 + {l}q2 (7)
which extends inductively to a telescoping sum:
{m1 + . . .+mi−1}q2 =
i−1∑
r=1
q2(mr+1+...+mi−1){mr}q2 . (8)
Similarly,
n∑
s=j+1
q2s−1q2(mj+1+...+ms−1){ms + 1}q2 =
q−1
(
q2(j+1) − q2n+2q2(mj+1+...+mn)
)
1− q2 . (9)
An explicit action of the generators of Uq(gln) on this representation is given in the following lemma.
Lemma 3.1. The action
Ei,i+1vµ = [µi+1]qvµi+1→i Ei+1,ivµ = [µi]qvµi→i+1 q
Eiivµ = q
µivµ
is a representation of Uq(gln). Furthermore, for i < j the actions of Eij and Eji are given by
Eijvµ = q
µi+1+µi+2+...+µj−1 [µj ]qvµj→i
Ejivµ = q
µi+1+µi+2+...+µj−1 [µi]qvµi→j
(10)
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Proof. The proof consists of checking that the relations defining Uq(gln) still hold in the representation.
By (4),
[Ei,i+1, Ei+1,i]vµ = ([µi+1 + 1]q[µi]q − [µi + 1]q[µi+1]q) vµ = q
Eii−Ei+1,i+1 − qEi+1,i+1−Eii
q − q−1 vµ,
so the relation on [Ei,i+1, Ei+1,i] holds. For 1 ≤ i ≤ n− 2,(
E2i,i+1Ei+1,i+2 − (q + q−1)Ei,i+1Ei+1,i+2Ei,i+1 + Ei+1,i+2E2i,i+1
)
vµ
=
(
[µi+1]q[µi+1 + 1]q[µi+2]q − (q + q−1)[µi+1]q[µi+2]q[µi+1]q + [µi+2]q[µi+1 − 1]q[µi+1]q
)
vµ
= [µi+2]q[µi+1]q
(
[µi+1 + 1]q − (q + q−1)[µi+1]q + [µi+1 − 1]q
)
vµ
so if µi+1 = 0 then this is zero because [µi+1]q = 0, and else it is zero by (5). The remaining relations
are similar to check.
To prove (10), use induction and (6):
Eijvµ = Ei,j−1[µj ]qvµj→j−1 − q−1Ej−1,jEi,j−1vµ
= (qµi+1+µi+2...+µj−2 [µj−1 + 1]q[µj ]q − q−1[µj ]qqµi+1+µi+2...+µj−2 [µj−1]q)vµj→i
= qµi+1+µi+2+...+µj−1 [µj ]qvµj→i .
with the argument for Ejivµ being similar.
The following equations, which are not hard to prove, will be used later in the paper.
Emi,i+1
{m}!
q2
vµ =
[µi+1]q · · · [µi+1 −m+ 1]q
{m}!
q2
vµ+mi =
[µi+1]q · · · [µi+1 −m+ 1]q
qm(m−1)/2[m]!q
vµ+mi
= qm/2q−m
2/2
(
µi+1
m
)
q
vµ+mi . (11)
and
qEjjEijvµ = q
µi+1+µi+2+...+µj−1{µj}q2vµ+i+...+j−1 ,
qEiiEjivµ = q
µi+1+µi+2+...+µj−1{µi}q2vµ−i−...−j−1 ,
q2EjjEijvµ = q
−1 · qµi+1+µi+2+...+µj{µj}q2vµ+i+...+j−1 ,
q2EiiEjivµ = q
−1 · qµi+µi+2+...+µj−1{µi}q2vµ−i−...−j−1 ,
qEii+EjjEijvµ = q · qµi+µi+1+...+µj−1{µj}q2vµ+i+...+j−1 ,
qEii+EjjEjivµ = q · qµi+1+...+µj{µi}q2vµ−i−...−j−1 .
(12)
3.3 Quantum Hamiltonian
The co–product is an algebra morphism ∆ : Uq(gln)→ Uq(gln)⊗ Uq(gln) defined by
∆
(
qEii
)
= qEii ⊗ qEii ,
∆ (Ei,i+1) = q
Eii−Ei+1,i+1 ⊗ Ei,i+1 + Ei,i+1 ⊗ 1,
∆ (Ei,i−1) = 1⊗ Ei,i−1 + Ei,i−1 ⊗ qEi+1,i+1−Eii .
Note that unless q = 1, ∆ does not satisfy co–commutativity. In other words, if P is the permutation
P (a ⊗ b) = b ⊗ a, then P ◦ ∆ 6= ∆. This is the algebraic explanation for why the asymmetry occurs.
However, the co–product does satisfy the co–associativity property
(id⊗∆) ◦∆ = (∆⊗ id) ◦∆,
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so that there is a well–defined algebra morphism ∆(m−1) : Uq(gln) → Uq(gln)⊗m satisfying ∆(m) =
(id⊗∆(m−1)) ◦∆ = (∆(m−1) ⊗ id) ◦∆. Explicitly,
∆(m−1)(Ei,i+1) =
m∑
x=1
(qEii)⊗x−1 ⊗ Ei,i+1 ⊗ 1⊗m−x,
∆(m−1)(Ei+1,i) =
m∑
x=1
1⊗x−1 ⊗ Ei+1,i ⊗
(
q−Eii
)⊗m−x
,
∆(m−1)(qEii) = qEii ⊗ · · · ⊗ qEii .
It is not hard to see that for 1 ≤ i < j ≤ n,
∆Eij = Eij ⊗ 1 + qEii−Ejj ⊗ Eij + (q − q−1)
[
j−1∑
r=i+1
(qErr−EjjEir)⊗ Erj
]
∆Eji = 1⊗ Eji + Eji ⊗ qEjj−Eii + (q − q−1)
[
j−1∑
r=i+1
Eri ⊗ (qErr−EiiEjr)
]
.
(13)
Note that because bC − a is also central for any complex numbers a, b, any bH − a · Id will also produce
a suitable Hamiltonian.
Although it will not be used explicitly, it is worth noting that there is an automorphism ω of Uq(gln)
such that ω(Ei,i+1) = Ei+1,i, ω(Ei+1,i) = Ei,i+1, and ω(q
Eii) = q−Eii (see e.g. Lemma 4.6(a) of [16]).
From the expression for ∆, it can be seen that ω simultaneously reverses the order of the class system
and the direction of the asymmetry, and hence provides an algebraic explanation for the CP–symmetry
used below.
3.4 Ground State Transformation
To construct a ground state, [8] uses a q–exponential series applied to certain creation operators. Define
expq2(x) =
∞∑
n=0
xn
{n}!
q2
where
{n}!q2 = {1}q2 · · · {n}q2
and by convention {0}!q2 = 1. When q → 1, expq2(x) converges to the usual exponential ex. By
Proposition 5.1 of [8] and the definition of the co–product,
expq2
(
∆(L−1)Ei,i+1
)
= expq2
(
E1i,i+1
)
expq2
(
(qEii)1E2i,i+1
)
expq2
(
(qEii)1(qEii)2E3i,i+1
)
· · · expq2
(
(qEii)1 · · · (qEii)L−1ELi,i+1
)
where as usual, (qEii)x and Exi,i+1 mean that q
Eii and Ei,i+1 are acting at the lattice site indexed by x.
Now define the operator
S = expq2
(
∆(L−1)E12
)
· · · expq2
(
∆(L−1)En−1,n
)
.
Define g := SΩ to be S applied to the vacuum vector Ω. By construction, the coefficients of g in the
canonical basis are all positive. Because HS = SH, we have
Hg = HSΩ = SHΩ.
From the explicit form of the central element Ω is an eigenvector of H. By replacing H with H − λId
where HΩ = λΩ, this shows that g is a positive ground state. One can check that λ is the constant
q−2n+3 + q−2n+5 + . . .+ q−1 + q4j+1,
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but this will not be explicitly used.
Remark. Note that one could also use Theorem 5.1 of [8] to define an operator
S− = expq−2
(
∆(L−1)En,n−1
)
· · · expq−2
(
∆(L−1)E21
)
and apply it to the particle configuration consisting of only first–class particles. However, this will ulti-
mately result in the same process with the same duality. This can either be seen by a (long) calculation,
or immediately with algebra. Because the sub–representation generated by the vacuum vector is the
spin jL representation, which has one–dimensional weight spaces, the ground state transformation is
unchanged. Furthermore, there is an anti–automorphism of Uq(g) which maps Ei,i+1 7→ Ei+1,i, Ei+1,i 7→
Ei,i+1, q
Eii 7→ qEii , (in the notation of 4.6 of [16], it is ω◦τ) so the duality is the same (up to a constant).
Indeed, [8] carries through the calculation with both symmetries and arrives at the same duality function.
3.5 Change of Basis
In [8], it is assumed that the Hamiltonian is self–adjoint. Here, this assumption is weakened slightly.
Suppose that B is a diagonal matrix such that B−1HB is self–adjoint. If L = G−1HG then
L∗ = (G−1B ·B−1HB ·B−1G)∗ = B−1G ·B−1HB ·BG−1 = B−2GHG−1B2.
So if D = G−1SG−1B2 where SH = HS then
LD = G−1HGG−1SG−1B2 = G−1SHG−1B2 = G−1SG−1B2 ·GB−2HB2G−1 = DL∗
and thus D is a self–duality.
In [8], it is shown that G2 defines a reversible measure assuming that H is self–adjoint. It is straight-
forward to extend this to see that G2B−2 defines a reversible measure with the weakened assumptions.
Indeed, the detailed balance condition reads
G2(x)B−2(x) ·G−1(x)H(x, y)G(y) = G2(y)B−2(y) ·G−1(y)H(y, x)G(x),
which is equivalent to
B−2(x)H(x, y) = B−2(y)H(y, x),
which is itself equivalent to the assumption that B−1HB is self–adjoint.
The weakening of the self–adjointness assumption is chosen merely for reasons of convenience. Choos-
ing a representation in which the Hamiltonian is self–adjoint could result in messier calculations, and it
is easier to choose a simpler representation at the beginning and then multiply by B2 at the very end.
3.6 Conjugation by Involution
Suppose that there is a matrix V such that L = V −1L˜V where L˜ is the generator for some continuous–
time Markov process on the same state space as L. Then if D is a self–duality of L,
LD = DL∗ =⇒ V −1L˜V D = DV ∗L˜∗(V −1)∗ =⇒ L˜V DV ∗ = V DV ∗L˜∗
so that V DV ∗ is a self–duality of L∗. Additionally,
V −1L˜V D = DL∗ =⇒ L˜V D = V DL∗
so V D is a duality between L˜ and L.
In particular, if V is a permutation matrix (that is, a matrix with exactly one 1 in each row and
column and zeroes everywhere else) such that V = V −1, then L˜ is automatically a generator, because
the diagonal entries are still non–negative and the off–diagonal entries are still non–positive. If T is an
involution on the state space (i.e. a bijection such that T = T−1), then taking V to be the matrix of T
will result in a permutation matrix.
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4 Construction of Hamiltonian and Generator
4.1 Hamiltonian
Here, we compute an explicit formula for the Hamiltonian. Because H is a sum of local operators hx,x+1,
it suffices to compute each hx,x+1. Additionally, it is only necessary in the end to find the off–diagonal
terms, because in the generator the sum of each row is 0. Write (µ, λ) for the particle configurations at
x and x+ 1.
Proposition 4.1. For 1 ≤ i < j ≤ n,
hx,x+1((µi→j , λj→i), (µ, λ)) = q
−2qµi+µi+1+...+µj−1{µi}q2qλi+1+...+λj{λj}q2 · q2(λj+1+...+λn) · q2(µ1+...+µi−1),
hx,x+1((µj→i, λi→j), (µ, λ)) = q
µi+...+µj−1{µj}q2qλi+1+...+λj{λi}q2 · q2(λj+1+...+λn) · q2(µ1+...+µi−1).
Proof. Recall that each hx,x+1 is defined from ∆(C) where C is the central element from (2). Because
the matrix elements of hx,x+1 are defined with respect to the basis {vµ ⊗ vλ}, the proposition will be
shown by finding the coefficients of ∆(C) · (vµ ⊗ vλ) with respect to the basis {vµ ⊗ vλ}.
When applying ∆(C), there will be many terms, which need to be grouped appropriately in order
to find these coefficients. First do some bookkeeping to make sure that all the terms are accounted for.
Applying (13) to each EijEji term in (2) results in (j− i+ 1)2 terms. However, terms that contribute to
the diagonal entries, such as EijEji⊗ 1 will not be needed. Therefore the total number of terms relevant
to computing the off–diagonal entries is∑
1≤i<j≤n
(
(j − i+ 1)2 − (j − i+ 1)) = ∑
1≤i<j≤n
(
2(i− 1)(n− j) + 2 + 2(n− j) + 2(i− 1)
)
.
With the terms grouped in the second sum, the sum counts the terms of the form (where 1 ≤ r < i <
j < s ≤ n)
EriEjr ⊗ EisEsj , Eij ⊗ Eji, Eij ⊗ EjsEsi, Eji ⊗ ErjEir,
where these expressions come from ∆(ErsEsr),∆(EijEji),∆(EisEsi),∆(EriEir), respectively. With this
grouping, all the terms in each group will contribute to the same coefficient.
So in order to calculate the first line of the proposition, using q2n+2 times the central element from
(2), apply the expression
q2jq2EiiEji ⊗ Eijq2Ejj + (q − q−1)
n∑
s=j+1
q2sq2EiiEji ⊗ EisqEjj+EssEsj
+ (q − q−1)q2j
i−1∑
r=1
qEii+ErrEriEjr ⊗ qEjj+ErrEijqEjj−Err
+ (q − q−1)2
i−1∑
r=1
n∑
s=j+1
q2sqEii+ErrEriEjr ⊗ qErr+EssEisqEjj−ErrEsj
to vµ ⊗ vλ. By applying qEiiEij = qEijqEii and qEjjEij = q−1EijqEjj , this expression then equals
q2j+2q2EiiEji ⊗ q2EjjEij + (q − q−1)
n∑
s=j+1
q2s+1q2EiiEji ⊗ qEssEisqEjjEsj
+(q−q−1)q2j+2
i−1∑
r=1
qEiiEriq
ErrEjr⊗q2EjjEij+(q−q−1)2
i−1∑
r=1
n∑
s=j+1
q2s+1qEiiEriq
ErrEjr⊗qEssEisqEjjEsj .
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When applied to vµ ⊗ vλ, by (12) the result is vµi→j ⊗ vλj→i with coefficient
q2jqµi+...+µj−1{µi}q2 · qλi+1+...+λj{λj}q2
+ (q − q−1)
n∑
s=j+1
q2sqµi+...+µj−1{µi}q2 · qλi+1+...+(λj−1)+...+λs−1{λs + 1}q2qλj+1+...+λs−1{λj}q2
+ (q − q−1)q2j+1
i−1∑
r=1
qµr+1+...+µi−1{µi}q2qµr+1+...+µj−1{µr}q2 · qλi+1+...+λj{λj}q2
+ (q − q−1)2
i−1∑
r=1
n∑
s=j+1
q2s+1qµr+1+...+µi−1{µi}q2qµr+1+...+µj−1{µr}q2
× qλi+1+...+(λj−1)+...+λs−1{λs + 1}q2qλj+1+...+λs−1{λj}q2 .
Note that the (λj − 1) occurs in the second and fourth lines because Esj reduces λj by 1. Now factor
the entire coefficient as
qµi+µi+1+...+µj−1{µi}q2qλi+1+...+λj{λj}q2
×
(
q2j + (q − q−1)
n∑
s=j+1
q2s−1q2(λj+1+...+λs−1){λs + 1}q2
)(
1 + (q − q−1)
i−1∑
r=1
q · q2(µr+1+...+µi−1){µr}q2
)
.
The expression in the first parentheses can be simplified by using (9), and the second parentheses can be
simplified by using (8). This therefore yields in total
qµi+µi+1+...+µj−1{µi}q2qλi+1+...+λj{λj}q2 · q2nq2(λj+1+...+λn) · q2(µ1+...+µi−1).
Re–inserting the q−2n−2 completes the first line in the Proposition.
Now for the second line. For r < i < j < s, by similar reasoning, the grouping yields the expression
q2jqEii+EjjEij ⊗ qEii+EjjEji + (q − q−1)
n∑
s=j+1
q2sqEii+EjjEij ⊗ qEii+EssEjsEsi
+ (q − q−1)q2j
i−1∑
r=1
qErr+EjjErjEir ⊗ qErr+Ejj qEii−ErrEji
+ (q − q−1)2
i−1∑
r=1
n∑
s=j+1
q2sqErr+EssqEjj−EssErjEir ⊗ qErr+EssEjsqEii−ErrEsi.
Again by applying qEiiEij = qEijq
Eii and qEjjEij = q
−1EijqEjj , this then equals
q2jqEii+EjjEij ⊗ qEii+EjjEji + (q − q−1)
n∑
s=j+1
q2sqEii+EjjEij ⊗ qEssEjsqEiiEsi
+ (q − q−1)q2j+1
i−1∑
r=1
qEjjErjq
ErrEir ⊗ qEii+EjjEji
+ (q − q−1)2
i−1∑
r=1
n∑
s=j+1
q2s+1qEjjErjq
ErrEir ⊗ qEssEjsqEiiEsi.
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Again by (12), the coefficient of vµj→i ⊗ vλi→j when applied to vµ ⊗ vλ is
q2j+2qµi+...+µj−1{µj}q2qλi+1+...+λj{λi}q2
+ (q − q−1)
n∑
s=j+1
q2s+1qµi+...+µj−1{µj}q2 · qλj+1+...+λs−1{λs + 1}q2qλi+1+...+λs−1{λi}q2
+ (q − q−1)q2j+2
i−1∑
r=1
qµr+1+...+(µi+1)+...+µj−1{µj}q2qµr+1+...+µi−1{µi}q2qλi+1+...+λj{λi}q2
+ (q − q−1)2
i−1∑
r=1
n∑
s=j+1
q2s+1qµr+1+...+(µi+1)+...+µj−1{µj}q2qµr+1+...+µi−1{µr}q2
× qλj+1+...+λs−1{λs + 1}q2qλi+1+...+λs−1{λi}q2 ,
which factors as
q2qµi+...+µj−1{µj}q2qλi+1+...+λj{λi}q2
×
(
q2j + (q − q−1)
n∑
s=j+1
q2s−1q2(λj+1+...+λs−1){λs + 1}q2
)(
1 + (q − q−1)
i−1∑
r=1
q · q2(µr+1+...+µi−1){µr}q2
)
,
which equals
q2n+2hx,x+1((µj→i, λi→j), (µ, λ)) = q
2qµi+...+µj−1{µj}q2qλi+1+...+λj{λi}q2 ·q2nq2(λj+1+...+λn)·q2(µ1+...+µi−1).
This completes the proof.
If one defines B to be the diagonal matrix with diagonal entries
B(ξ, ξ) =
L∏
x=1
(√
{ξx1 }!q2 · · · {ξxn}!q2
)−1
, (14)
then the conjugated Hamiltonian B−1HB is self–adjoint. Indeed, the entries are
B−1HB((µi→j , λj→i), (µ, λ))
= qµi+µi+1+...+µj−1
√
{µj + 1}q2{µi}q2 ·qλi+1+...+λj
√
{λi + 1}q2{λj}q2 ·q2(λj+1+...+λn)·q2(µ1+...+µi−1)
and
B−1HB((µj→i, λi→j), (µ, λ))
= q2qµi+...+µj−1
√
{µi + 1}q2{µj}q2 · qλi+1+...+λj
√
{λj + 1}q2{λi}q2 · q2(λj+1+...+λn) · q2(µ1+...+µi−1).
Making the replacement µ 7→ µi→j and λ 7→ λj→i in the second line, it is straightforward to see that the
entries are equal.
4.2 Ground state transformation from Hamiltonian to Generator
A ground state transformation will be applied to the quantum Hamiltonian in order to obtain a Markov
generator. Recall the definitions of S and g from Section 3.4, and that G is the diagonal matrix whose
entries are the coefficients of g.
For the next proofs, a bit more notation is needed. Note that due to the closed boundary conditions,
the quantities
Mi(η) = η
1
i + . . .+ η
L
i
representing the total number of ith class particles are conserved. As before, for 1 ≤ a ≤ b ≤ n, let
M[a,b](η) = Ma(η) + . . .+Mb(η).
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Note that if D(η, ξ) is a duality function, and c(η, ξ) is a conserved quantity under the dynamics, then
c(η, ξ)D(η, ξ) is also a duality. The next identities concerning conserved quantities will be used in the
proofs.
(M[1,i](η)−M[1,i](ξ))2 =
(
L∑
x=1
[ηx[1,i] − ξx[1,i]]
)2
=
L∑
x=1
(ηx[1,i]−ξx[1,i])2+2
∑
1≤y<x≤L
(ηy[1,i]−ξy[1,i])(ηx[1,i]−ξx[1,i])
(15)
4j2 =
(
n∑
i=1
ξxi
)2
=
n∑
i=1
[
(ξxi )
2 + 2ξxi ξ
x
n
]
+ 2
∑
1≤i<j≤n
ξxi ξ
x
j (16)
∑
1≤i<j≤n−1
Mi(ξ)Mj(ξ) =
L∑
x=1
L∑
z=1
 ∑
1≤i<j≤n−1
ξxi ξ
z
j
 = L∑
x=1
 ∑
1≤i<j≤n−1
ξxi ξ
x
j +
L∑
z=x+1
∑
1≤i 6=j≤n−1
ξxi ξ
z
j

(17)
Proposition 4.2. The expression S(η, ξ) equals
const ·
L∏
x=1
n−1∏
i=1
1ηx
[1,i]
≥ξx
[1,i]
(
ηx[1,i+1] − ξx[1,i]
ηxi+1
)
q
×
∏
1≤y<x≤L
n−1∏
i=1
(
qξ
y
i −η
y
i+1
)ηx[1,i]−ξx[1,i]
.
where const is a conserved quantity under the dynamics.
In particular, G(η) equals
const ·
n∏
i=1
L∏
x=1
1
[ηxi ]
!
q
×
∏
1≤y<x≤L
n−1∏
i=1
q
−ηyi+1ηx[1,i] .
Proof. In the definition of S, there are contributions from terms of the form Ei,i+1 and contributions
from the terms of the form qEii−Ei+1,i+1 . The first step is to calculate the contributions from the Ei,i+1
terms. For each x and i, apply (11) with
m = (ηxi − ξxi ) + . . .+ (ηx1 − ξx1 )
and
µ = (ξx1 , . . . , ξ
x
i , η
x
i+1 + (η
x
i − ξxi ) + . . .+ (ηx1 − ξx1 ), ηxi+2, . . . , ηxn)
to get
q
−
(
ηx[1,i]−ξx[1,i]
)(
ηx[1,i]−ξx[1,i]−1
)
/2
(
ηxi+1 + η
x
[1,i] − ξx[1,i]
ηxi+1
)
q
.
This leaves
n−1∏
i=1
q(M[1,i](η)−M[1,i](ξ))/2
L∏
x=1
(
ηx[1,i+1] − ξx[1,i]
ηxi+1
)
q
×
L∏
x=1
n−1∏
i=1
q
−(ηx[1,i]−ξx[1,i])2/2.
And now the contributions from the qEii−Ei+1,i+1 terms are∏
1≤y<x≤L
n−1∏
i=1
(
qξ
y
i −(η
y
i+1+(η
y
1−ξ
y
1 )+...+(η
y
i −ξ
y
i ))
)(ηx1−ξx1 )+...+(ηxi −ξxi )
.
Multiplying the two sets of contributions together, and using (15), yields the expression for S(η, ξ).
Now by plugging in ξ = ∅,
G(η) = C(η, ∅)
L∏
x=1
n−1∏
i=1
(
ηx[1,i+1]
ηxi+1
)
q
×
L∏
x=1
n−1∏
i=1
q
−(ηx[1,i])2/2 ×
∏
1≤y<x≤L
n−1∏
i=1
(
q−η
y
i+1
)ηx[1,i]
.
Note that the binomial terms are a telescoping product
n−1∏
i=1
(
ηx[1,i+1]
ηxi+1
)
q
=
n−1∏
i=1
[ηx[1,i+1]]
!
q
[ηx[1,i]]
!
q[η
x
i+1]
!
q
= [2j]!q
n∏
i=1
1
[ηxi ]
!
q
.
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Note that setting n = 2 yields a different expression than Lemma 5.5 of [8] because of the differing
basis, due to this Hamiltonian not being self–adjoint.
Proposition 4.3. The generator G−1HG can be written as
L =
L∑
x=1
Lx,x+1,
where for 1 ≤ i < j ≤ n,
Lx,x+1((µ, λ), (µj→i, λi→j)) = q · q2(µ1+...+µj−1){µj}q2 · q2(λi+1+...+λn){λi}q2 ,
Lx,x+1((µ, λ), (µi→j , λj→i)) = q−1 · q2(µ1+...+µi−1){µi}q2 · q2(λj+1+...+λn){λj}q2 .
Proof. Recall that by Propositions 4.1 and 4.2,
hx,x+1((µi→j , λj→i), (µ, λ)) = q
−2qµi+µi+1+...+µj−1{µi}q2qλi+1+...+λj{λj}q2 ·q2(λj+1+...+λn)·q2(µ1+...+µi−1)
and
G(µ, λ)
G(µi→j , λj→i)
=
[µj + 1]q
[µi]q
[λi + 1]q
[λj ]q
× q−µiλ[1,i−1]−µi+1λ[1,i]−...−µjλ[1,j−1]
× q(µi−1)λ[1,i−1]+µi+1(λ[1,i]+1)+...+µj−1(λ[1,j−2]+1)+(µj+1)(λ[1,j−1]+1)
=
[µj + 1]q
[µi]q
[λi + 1]q
[λj ]q
q−λ[1,i−1]+µi+1+...+µj+λ[1,j−1]+1,
which implies that Lx,x+1((µi→j , λj→i), (µ, λ)) equals
q−3q2(µi+µi+1+...+µj−1)qµj [µj + 1]qq
2(λi+1+...+λj−1)qλi [λi + 1]q · q2(λj+...+λn) · q2(µ1+...+µi−1).
Replacing µ with µj→i and λ with λi→j finishes showing the first line. An identical argument holds for
the second.
4.3 Markov Projections
Recall the projections Πσ,Πni+1 and Π˜
n
i+1 defined in Section 2.
Proposition 4.4. The projection of type An, spin j ASEP under Π
n
i+1 and Π˜
n
i+1 is a type Ai+1, spin j
ASEP. The projection of type An q–TAZRP under Π
n
i+1 and Π˜
n
i+1 is a type Ai+1 q–TAZRP.
For any σ : {1, . . . , n} → {1, . . . , i + 1}, the projection of type An, spin j SSEP under Πσ is a type
Ai+1, spin j SSEP.
Proof. Observe that Πσ1◦σ2 = Πσ1◦Πσ2 . In particular, this implies that Πki+1◦Πnk = Πni+1 and Π˜ki+1◦Π˜nk =
Π˜ni+1 for i+1 < k < n. Therefore it suffices to prove the ASEP and q–TAZRP statements for i+1 = n−1.
Letting Ln denote the generator of the type An, spin j ASEP, the proposition follows by showing
that Πnn−1 ◦ Ln = Ln−1 ◦Πnn−1. By Proposition 4.3, Ln =
∑L
x=1 Lx,x+1n , so it suffices to show that
Πnn−1 ◦ Lx,x+1n = Lx,x+1n−1 ◦Πnn−1,
Letting (µ, λ) denote the n–species particle configurations at x and x + 1 respectively, it suffices to
check that both sides are equal at the matrix entry with row indexed by (µ, λ) and column indexed by
(Πnn−1µ)l→k, (Π
n
n−1λ)k→l. If both k and l are strictly less than n− 1, then this is immediate, which can
be seen either computationally, or because the projection only affects n− 1 and nth class particles. For
l = n− 1, observe that the left–hand–side is
q · q2(λk+1+...+λn){λk}q2q2(µ1+...+µn−1){µn}q2 + q · q2(λk+1+...+λn){λk}q2q2(µ1+...+µn−2){µn−1}q2
and the right–hand–side is
q · q2(λk+1+...+λn){λk}q2q2(µ1+...+µn−2){µn−1 + µn}q2 .
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The two sides are equal because by (7),
{µn−1 + µn}q2 = q2µn−1{µn}q2 + {µn−1}q2 .
For k = n− 1, the argument is identical. This implies that Πnn−1 maps type An, spin j ASEP to its type
An−1 version. Because the equality still holds as j →∞, the statement also holds for type An q–TAZRP.
For Π˜nn−1 a similar argument holds. The equality to check is
q · q2(λn){λn−2 + λn−1}q2q2(µ1+...+(µn−2+µn−1)){µn}q2
= q · q2(λn−1+λn){λn−2}q2q2(µ1+...+µn−1){µn}q2 + q · q2λn{λn−1}q2q2(µ1+...+µn−1){µn}q2 .
Again, this is true because (7) implies
{λn−2 + λn−1}q2 = q2λn−1{λn−2}q2 + {λn−1}q2 .
Therefore, Π˜nn−1 maps type An, spin j ASEP and q–TAZRP to its type An−1 version.
Now turn to the argument for SSEP. Without loss of generality, assume that σ is surjective. Any
surjection σ : {1, . . . , n} → {1, . . . , i + 1} can be defined as a composition of surjections {1, . . . , n} →
{1, . . . , n− 1} → . . .→ {1, . . . , i+ 1}. Therefore it suffices to consider when i+ 1 = n− 1. In this case,
for any surjection σ : {1, . . . , n} → {1, . . . , n− 1}, there is a τ ∈ Sn−1 such that
Πσ = Πτ ◦Πnn−1.
Since Πτ ◦ Lx,x+1n−1 = Lx,x+1n−1 ◦Πτ ,
Πσ ◦ Lx,x+1n = Πτ ◦Πnn−1 ◦ Lx,x+1n = Πτ ◦ Lx,x+1n−1 ◦Πnn−1 = Lx,x+1n−1 ◦Πτ ◦Πnn−1 = Lx,x+1n−1 ◦ ◦Πσ,
as needed.
4.4 Relationships to other processes
4.4.1 n = 2 and j arbitrary
From [8], equation (11), the right jump rates of ASEP(q, j) are
q−4j+1{µ1}q2{λ2}q2
and the left jump rates are
q2µ1−2λ1+3{µ2}q2{λ1}q2 = q2µ1+2λ2−4j+3{µ2}q2{λ1}q2
So that after a rescaling of time by q4j−2, the process here is precisely ASEP(q, j) with closed boundary
conditions. Additionally, at q = 1 the ASEP(q, j) is the 2j–SEP from [12].
4.4.2 j = 1/2 and n arbitrary
In this case, only one particle is allowed at each site, so if µj = 1 then q
2(µ1+...+µj−1) = 1. Since
{1}q2 = 1, the process reduces to (n− 1)–species ASEP with closed boundary conditions.
4.4.3 j →∞ limit
In the infinite spin limit, we have λn →∞. Recall that {∞}q2 = (1− q2)−1. Since i < n, the expression
for the left jumps must contain a qλn term which goes to zero. The expression for the right jumps only
has a nonzero limit if j = n. Thus the only jumps are for a particle of class i jumping to the right at
rates:
(q−1 − q)−1q2(µ1+...+µi−1){µi}q2 .
This then becomes a (n− 1)–species q–TAZRP from [31].
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5 Stochastic Duality and Reversible Measures
The next proposition implies Theorem 2.5(a).
Proposition 5.1. The expression D(η, ξ) = G−1(η)S(η, ξ)G−1(ξ)B2(ξ) equals
const ·
L∏
x=1
[ηx1 ]
!
q
n−1∏
i=1
1ηx
[1,i]
≥ξx
[1,i]
[ηx[1,i+1] − ξx[1,i]]!q
[ηx[1,i] − ξx[1,i]]!q
q4jxξ
x
i q
ξxi (
∑L
z=x+1 2η
z
[1,i]+η
x
[1,i])
where const is a conserved quantity under the dynamics.
Proof. By Proposition 4.2 and (14), D(η, ξ) equals (up to a constant)
L∏
x=1
n∏
i=1
[ηxi ]
!
q[ξ
x
i ]
!
q
{ξxi }!q2
n−1∏
i=1
1ηx
[1,i]
≥ξx
[1,i]
(
ηx[1,i+1] − ξx[1,i]
ηxi+1
)
q
∏
1≤y<x≤L
n−1∏
i=1
q
ξ
y
i η
x
[1,i]+η
y
i+1ξ
x
[1,i]q
(ξ
y
i+1−ξ
y
i )ξ
x
[1,i] .
Now using that
L∏
x=1
n∏
i=1
[ξxi ]
!
q
{ξxi }!q2
=
L∏
x=1
n∏
i=1
q−ξ
x
i (ξ
x
i −1)/2 =
n∏
i=1
qMi(ξ)/2
L∏
x=1
q−(ξ
x
i )
2/2
and
n∏
i=1
[ηxi ]
!
q
n−1∏
i=1
[ηx[1,i+1] − ξx[1,i]]!q
[ηxi+1]
!
q[η
x
[1,i] − ξx[1,i]]!q
= [ηx1 ]
!
q
n−1∏
i=1
[ηx[1,i+1] − ξx[1,i]]!q
[ηx[1,i] − ξx[1,i]]!q
simplifies the expression for D(η, ξ) (up to a constant) to
L∏
x=1
q−(ξ
x
1 )
2/2
n−1∏
i=1
1ηx
[1,i]
≥ξx
[1,i]
[ηx[1,i+1] − ξx[1,i]]!q
[ηx[1,i] − ξx[1,i]]!q
q−(ξ
x
i+1)
2/2
∏
1≤y<x≤L
n−1∏
i=1
q
ξ
y
i η
x
[1,i]+η
y
i+1ξ
x
[1,i]q
(ξ
y
i+1−ξ
y
i )ξ
x
[1,i] .
Now rewrite ∏
1≤y<x≤L
n−1∏
i=1
q
(ξ
y
i+1−ξ
y
i )ξ
x
[1,i] =
∏
1≤y<x≤L
n−1∏
i=1
q
(
ξ
y
[i+1,n]
−ξy
[i,n−1]
)
ξxi
=
n−1∏
i=1
L∏
x=1
x−1∏
y=1
q(ξ
y
n−ξyi )ξxi
=
n−1∏
i=1
qMi(ξ)Mn(ξ)
L∏
x=1
q−ξ
x
i ξ
x
n
L∏
z=x+1
q−ξ
x
i (ξ
z
i+ξ
z
n).
Using (16), the duality function becomes
L∏
x=1
[ηx1 ]
!
q
n−1∏
i=1
1ηx
[1,i]
≥ξx
[1,i]
[ηx[1,i+1] − ξx[1,i]]!q
[ηx[1,i] − ξx[1,i]]!q
∏
1≤i<j≤n−1
qξ
x
i ξ
x
j
∏
1≤y<x≤L
n−1∏
i=1
q
ξ
y
i η
x
[1,i]+η
y
i+1ξ
x
[1,i]
L∏
z=x+1
q−ξ
x
i (ξ
z
i+ξ
z
n)
By plugging in ξzi + ξ
z
n = 2j −
∑
j 6=i ξ
z
j , and using (17) the duality function becomes
L∏
x=1
[ηx1 ]
!
q
n−1∏
i=1
1ηx
[1,i]
≥ξx
[1,i]
[ηx[1,i+1] − ξx[1,i]]!q
[ηx[1,i] − ξx[1,i]]!q
q2jxξ
x
i
∏
1≤y<x≤L
n−1∏
i=1
q
ξ
y
i η
x
[1,i]+η
y
i+1ξ
x
[1,i] .
And the last product simplifies as∏
1≤y<x≤L
n−1∏
i=1
q
ξ
y
i η
x
[1,i]+η
y
i+1ξ
x
[1,i] =
n−1∏
i=1
∏
1≤y<x≤L
q
η
y
[i+1,n]
ξxi
∏
1≤x<z≤L
q
ξxi η
z
[1,i]
=
n−1∏
i=1
L∏
x=1
qM[i+1,n](η)Mi(ξ)q
−ξxi ηx[i+1,n]
∏
1≤x<z≤L
q
ξxi (η
z
[1,i]−ηz[i+1,n])
= const ·
n−1∏
i=1
L∏
x=1
q
∑L
z=x+1 2η
z
[1,i]ξ
x
i +η
x
[1,i]ξ
x
i +2jxξ
x
i .
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to get the result.
5.1 j = 1/2
Note that when j = 1/2, the binomial terms
(
1
0
)
q
=
(
1
1
)
q
=
(
0
0
)
q
are always 1. Therefore the duality
function simplifies to
D(η, ξ) =
n−1∏
i=1
L∏
x=1
L∏
z=x+1
q
2ξxi η
z
[1,i]+2ξ
x
i x.
In particular, when n = 3 this is the duality from [3] and [17], and when n = 2 this is the duality function
from [27].
5.2 n = 2
In this case, the duality function is
D(η, ξ) = C
L∏
x=1
(
ηx
ξx
)
q(
2j
ξx
)
q
q−ξ
x(2j−ηx)
L∏
z=x+1
q2ξ
x(ηz−2j) = C′
L∏
x=1
qξ
x(2
∑L
z=x+1 η
z+ηx+4jx).
Compare this to the duality function from [8]
D(η, ξ) =
L∏
x=1
(
ηx
ξx
)
q(
2j
ξx
)
q
· q(ηx−ξx)[2·1x≥2
∑x−1
y=1 ξ
y+ξx]+4jxξx1ηx≥ξx ,
D′(η, ξ) =
L∏
x=1
(
ηx
ξx
)
q(
2j
ξx
)
q
· q(ηx−ξx)[2·1x≥2
∑x−1
y=1 η
y+ηx]+4jxξx1ηx≥ξx .
(18)
Since
L∑
x=1
ηx
(
2
x−1∑
y=1
ηy + ηx
)
=
(
L∑
x=1
ηx
)2
the second function is
D′(η, ξ) = qM1(η)
2−2M1(η)M1(ξ)
L∏
x=1
(
ηx
ξx
)
q(
2j
ξx
)
q
· qξx[2
∑L
z=x+1 η
z+ηx]+4jxξx1ηx≥ξx
so the dualities match up to a constant. Note that this same argument implies
D(η, ξ) = q−M1(ξ)
2
L∏
x=1
(
ηx
ξx
)
q(
2j
ξx
)
q
· qηx[2·1x≥2
∑x−1
y=1 ξ
y+ξx]+4jxξx1ηx≥ξx ,
so in fact, D and D′ are the same to up a constant.
Additionally, when q = 1 the duality function D(η, ξ) reduces to that of [12].
5.3 CP Symmetry
Let T be the function on the state space which reverses the class system of the particles. That is,
(T (ξ))xi = ξ
x
n+1−i for 1 ≤ x ≤ L, 1 ≤ i ≤ n.
Take V (η, ξ) = 1{η=T (ξ)} in Section 3.6. The next proposition implies Theorem 2.5(b).
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Proposition 5.2. (a) The generator of space–reversed ASEP(q, j) is V −1LV .
(b) The expression D(T (η), ξ) equals
const ·
L∏
x=1
[2j − ηx[1,n−1]]!q
n−1∏
i=1
12j−ηx
[1,n−i]≥ξx[1,i]
[2j − ηx[1,n−i−1] − ξx[1,i]]!q
[2j − ηx[1,n−i] − ξx[1,i]]!q
q
−ξxi (
∑L
z=x+1 2η
z
[1,n−i]+η
x
[1,n−i]).
In the j →∞ limit, D(T (η), ξ) converges to
const ·
L∏
x=1
n−1∏
i=1
q
ξxi (
∑x
y=1 2η
z
[1,n−i]).
Proof. (a) Note that
V −1LV =
L∑
x=1
L˜x,x+1
where for any i < j,
L˜x,x+1
(
(µ, λ)→ (µj→i, λi→j)
)
= Lx,x+1
(
(T (µ), T (λ))→ (T (µj→i), T (λi→j))
)
= Lx,x+1
(
(T (µ), T (λ))→ T (µ)n+1−j→n+1−i, T (λ)n+1−i→n+1−j
)
= q−1 · q2(T (µ)1+...+T (µ)n−j){T (µ)n+1−j}q2 · q2(T (λ)n+2−i+...+T (λ)n){T (λ)n+1−i}q2
= q−1 · q2(µn+...+µj+1){µj}q2q2(λ1+...+λi−1){λi}q2
= Lx,x+1((λ, µ)→ (λi→j , µj→i)),
and similarly
L˜x,x+1 ((µ, λ)→ (µi→j , λj→i)) = Lx,x+1((λ, µ)→ (λj→i, µi→j)).
Therefore, L˜ = V −1LV is the generator of space–reversed ASEP(q, j).
(b) By the definition of T , D(T (η), ξ) equals
L∏
x=1
[ηxn]
!
q
n−1∏
i=1
1ηx
[n−i+1,n]≥ξx[1,i]
[ηx[n−i,n] − ξx[1,i]]!q
[ηx[n−i+1,n] − ξx[1,i]]!q
q
ξxi (
∑L
z=x+1 2η
z
[n−i+1,n]+η
x
[n−i+n])q4jxξ
x
i .
Using that ηx1 + . . .+ η
x
n = 2j gives the expression in the Proposition.
As j → ∞, the indicator function always holds. For the q–factorial terms, use that for a fixed finite
k > 0,
lim
j→∞
(q−1 − q)2j−kq(2j−k)(2j−k+1)/2[2j − k]!q = lim
j→∞
2j−k∏
l=1
ql(q−l − ql) = c(q)
where c(q) =
∏∞
l=1(1− q2l). Therefore, the limit of the q–factorial terms is (up to the constant c(q))
L∏
x=1
q
−(ηx[1,n−1])2/2
n−1∏
i=1
q
−(ηx[1,n−i−1]+ξx[1,i])2/2
q
−(ηx
[1,n−i]+ξ
x
[1,i]
)2/2
=
L∏
x=1
q
−(ηx[1,n−1])2/2
n−1∏
i=1
q
−(ηx[1,n−i−1])2/2−ηx[1,n−i−1]ξx[1,i]
q
−(ηx
[1,n−i])
2/2−ηx
[1,n−i]ξ
x
[1,i]
=
L∏
x=1
q
−(ηx[1,n−1])2/2
n−1∏
i=1
q
(ηx[1,n−i−1]+ξ
x
[1,i])η
x
n−i+(η
x
n−i)
2/2
.
And note that
− (η
x
[1,n−1])
2
2
= −1
2
(
n−1∑
i=1
ηxi
)2
= −1
2
n−1∑
i=1
((ηxi )
2 + 2ηx[1,i−1]η
x
i ).
Since
∑n−1
i=1 ξ
x
[1,i]η
x
n−i =
∑n−1
i=1 ξ
x
i η
x
[1,n−i] the duality function simplifies to
L∏
x=1
n−1∏
i=1
q
−ξxi
(∑L
z=x+1 2η
z
[1,n−i]
)
= const ·
L∏
x=1
n−1∏
i=1
q
ξxi
(∑x
y=1 2η
z
[1,n−i]
)
,
finishing the proof.
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Here is an example demonstrating this. Suppose L = 2, n = 3 and η11 = 1, η
1
2 = 0, η
2
1 = 2, η
2
2 = 3
and ξ11 = 1, ξ
1
2 = 1, ξ
2
1 = 1, ξ
2
2 = 0. Visually, (note that the holes represented by 3’s are omitted, because
there are infinitely many of them)
η =

2
2
2
1
1 1
 ξ =
(
2
1 1
)
Then we can calculate
L˜D(η, ξ) = −({2}q2 + q4{3}q2)q16 + {2}q2q20 + q4{3}q2q18
= q−16(−1− q2) + q26 + q2 · q20
= DL∗(η, ξ)
5.4 Reversible Measures
Proposition 5.3. When restricted to states with a fixed number of particles, there is a unique reversible
measure given by
P(ξ) ∝
L∏
x=1
n∏
i=1
1
[ξxi ]
!
q
q(ξ
x
i )
2/2
∏
1≤y<x≤L
n−1∏
i=1
q
−2ξyi+1ξx[1,i] .
Proof. Using (14) this results in
G2(ξ)B−2(ξ) = G(ξ)2
L∏
x=1
{ξx1 }!q2 · · · {ξxn}!q2
and plugging in G(ξ) from Proposition 4.2 yields
C
L∏
x=1
n∏
i=1
{ξxi }!q2
([ξxi ]
!
q)2
∏
1≤y<x≤L
n−1∏
i=1
q
−2ξyi+1ξx[1,i] = C′
L∏
x=1
n∏
i=1
1
[ξxi ]
!
q
q(ξ
x
i )
2/2
∏
1≤y<x≤L
n−1∏
i=1
q
−2ξyi+1ξx[1,i] .
5.5 j = 1/2
For n–species ASEP, all ξxi are 0 or 1, so this results in
P(ξ) ∝
∏
1≤y<x≤L
n−1∏
i=1
q
−2ξx[1,i]ξ
y
i+1 .
For n = 2 it says that for the standard ASEP, this results in
P(ξ) ∝
∏
1≤x≤L
q−2(x−1)·ξ
x
For n = 3 it reduces to ∏
1≤y<x≤L
q−2ξ
y
2 ξ
x
1−2ξy3 (ξx1+ξx2 ) = C′
∏
1≤y<x≤L
q−2ξ
x
1 (1−ξy1 )q−2ξ
y
3 ξ
x
2
= C′
L∏
x=1
q−2xξ
x
1
∏
1≤y<x≤L
q−2ξ
y
3 ξ
x
2 .
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Compare this to Theorem 3.1 of [3], which says that the reversible measures of two–species ASEP
with asymmetry q−1 should be
L∏
x=1
q2x(ξ
x
1−ξx3 )
∏
1≤y<x≤L
qξ
y
1 ξ
x
3−ξy3 ξx1 = C
L∏
x=1
q2x(ξ
x
1−ξx3 )
∏
1≤y<x≤L
q−2ξ
y
3 ξ
x
1
= C′
L∏
x=1
q2xξ
x
1
∏
1≤y<x≤L
qξ
y
3 (2−2ξx1 ),
which matches up to constants and switching q 7→ q−1.
5.6 n = 2
When n = 2 the formula is
C′
L∏
x=1
1
[ξx1 ]
!
q[ξ
x
2 ]
!
q
q(ξ
x
1 )
2/2+(ξx2 )
2/2
∏
1≤y<x≤L
q−2ξ
y
2 ξ
x
1 = C′′
L∏
x=1
1
[ξx1 ]
!
q[ξ
x
2 ]
!
q
q(ξ
x
1 )
2 ∏
1≤y<x≤L
q−2ξ
y
2 ξ
x
1
= C′′′
L∏
x=1
[2j]!q
[ξx1 ]
!
q[2j − ξx1 ]!q
q(ξ
x
1 )
2 ∏
1≤y<x≤L
q−4jξ
x
1+2ξ
y
1 ξ
x
1
= C′′′′
L∏
x=1
q−4jxξ
x
1
(
2j
ξx1
)
q
,
which matches the family of reversible measures for ASEP(q, j), which are given by product measures
with marginals
P(α)(ξx1 = n) ∝ αn
(
2j
n
)
q
q2n(1+j−2jx).
5.7 Stationary Measures and Duality
In the equality defining duality,
Ex [D(X(t), y)] = Ey [D(x, Y (t))] ,
take t→∞ in the right–hand–side. If there is a unique stationary measure Y (∞), then the right–hand–
side converges to E [D(x, Y (∞))] , whose value does not depend on the initial state y. The same limit on
the left–hand–side will yield E [D(X(∞), y)] whose value does not depend on the initial state x. Since
these two sides are equal,
E [D(x, Y (∞))] does not depend on x ∈ X,
E [D(X(∞), y)] does not depend on y ∈ Y.
Here are a few examples demonstrating this.
n = 2, j = 1, L = 2
The stationary measure for ASEP(q, 1) with one particle are given by
P
(
2 2
1 2
)
=
q2
q2 + q−2
, P
(
2 2
2 1
)
=
q−2
q2 + q−2
,
and the duality from (18) is given by
D′
((
2 2
1 1
)
,
(
2 2
2 1
))
=
q9
q + q−1
, D′
((
2 2
1 1
)
,
(
2 2
1 2
))
=
q7
q + q−1
,
D′
((
1 2
1 2
)
,
(
2 2
1 2
))
= q6.
23
Taking
x =
(
1 2
1 2
)
, x′ =
(
2 2
1 1
)
,
predicts
E
[
D′(x, Y (∞))] = q8
q2 + q−2
=
q9 + q7
(q + q−1)(q2 + q−2)
= E
[
D′(x′, Y (∞))]
which is correct. Note that this example reveals a very small typo in the definitions of D′ in (35) and
(37) of [8]. The expressions there have −ηx in the exponent instead of ηx. That definition of D′ would
instead imply
q4
q2 + q−2
=
q7 + q5
(q + q−1)(q2 + q−2)
.
The typo occurs due to a sign error in equation (174) in the proof of Lemma 7.3 of [8], which has been
confirmed by the authors in a private communication.
n = 2, j = 1/2
For standard ASEP with one particle, there is an obvious stationary measure given by having a
particle at every site with probability 1. If X(∞) denotes this measure and yi, 1 ≤ i ≤ L denotes
the particle configuration with a particle at site i and holes elsewhere, then the duality from [27] is
D(X(∞), yi) = q2L, which does not depend on i. Note that this also reveals a very small typo in (3.12)
from [27], which occurs due to a sign error in (2.14). This was corrected in Sections 3 and 2.3 of [28],
and also confirmed by the author in a private communication.
n = 3, j = 1, L = 2 Consider states with precisely one first–class and one second–class particle. This
results in four possible states, and if they are ordered by
2 3
1 3
3 3
1 2
3 3
2 1
3 2
3 1
then the generator is a 4× 4 matrix
L =

−q3(q + q−1)2 q3(1 + q2) q(1 + q2) 0
q7 −(q + q3 + q7) q3 q
q7 q5 −(q + q5 + q7) q
0 q5(1 + q2) q3(1 + q2) −q5(q + q−1)2

and the stationary measure is proportional to(
q−4 (q + q−1)q−7 (q + q−1)q−9 q−12.
)
For η equal to
1 3
1 2
or
2 3
1 1
,
the duality is proportional to(
q6[2]−2q q
7[2]−3q 0 0
)
or
(
q7[2]−3q q
8[2]−4q q
9[2]−3q 0
)
,
which predicts that
[2]−2q
(
q2 + 1
)
= [2]−3q
(
q3 + q + [2]q
)
,
which is correct.
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