Abstract
Motivation
Current distributed parallel platforms can provide the resources required to execute a scientific application efficiently. However, when these platforms are shared by multiple users, the performance of the applications using the system may be impacted in dynamic and often unpredictable ways. In order to obtain good performance, accurate performance prediction models for distributed parallel systems are needed. Most performance prediction models use parameters to describe system and application characteristics such as bandwidth, available CPU, message size, operation counts, etc. Model parameters are generally represented as a single likely value, which we refer to as a point value. For example, a point value for bandwidth might be 7 Mbits/second.
In practice, point values are often a best guess, an estimate under ideal circumstances, or a value that is accurate only for a given timeframe. In some situations it may be more accurate to represent system and application characteristics as a range of possible values; for example, bandwidth might be reported as varying between 6 and 8 Mbits/second. We refer to such values as stochastic values. Whereas a point value gives a single value for a quantity, a stochastic value gives a set of values, possibly weighted by probabilities, to represent a range of likely behavior [TK93] .
One way to represent stochastic values is by using histograms. Histograms, also called VUlists [Lue98] or frequency distributions [Bla80] , consist of a set of intervals with associated probabilities. In this paper we present a practical definition for histograms and demonstrate their use when predicting the performance of parallel distributed applications. This paper is organized as follows: Section 2 gives a brief overview of a modeling technique called structural modeling that can be parameterized by stochastic information. Section 3 details a practical definition for histograms. We describe the arithmetic needed to combine histograms in Section 4. Section 5 presents experimental results, and summary.
Overview of Structural Modeling
In order to predict an application's behavior on shared resources, we need both good models of the implementation and accurate information about the application and system with which to parameterize the models. In previous work [Sch98] we developed a technique called structural modeling that uses the functional structure of the application to define a set of equations that reflect the time-dependent, dynamic mix of application tasks occurring during execution in a distributed parallel environment. A structural model consists of a top-level model, component models, and input parameters. A top-level model is a performance equation consisting of component models and composition operators. Each component model is also defined to be a performance equation, parameterized by platform and application characteristics, such as benchmarks, dynamic system measurements, problem size, or the number of iterations to be executed. The output of a structural model is a predicted execution time. Structural models can also be developed for alternative performance metrics, such as speedup or response time.
A good performance model, like a good scientific theory, is able to explain available observations and predict future events, while abstracting away unimportant details. Structural models are represented by equations that allow us to abstract away details into the top level models and the parameters, but still accurately model the performance by showing the inter-relation of application and system factors through the component models and their parameterizations. We parameterize these models with stochastic values represented as histograms, which requires not only computeefficient definitions of histograms but the needed arithmetic as well. These are discussed in the following sections.
Defining Histograms
A stochastic value may be specified using a one-dimensional histogram À´ µ as follows:
Each entry in the definition of À´ µ is a pair consisting of an interval Ü Ü ℄, and an associated probability, Ô . One of the primary difficulties in defining histograms for dynamic system values is the determination of the appropriate intervals and probabilities for each histogram. A tradeoff exists between adding detail to the histogram description, which may be more accurate, but increases the computational complexity. As will be seen in the next section, arithmetic over extended histograms involves combining all possible sets of probabilistic choices, which can be quite large.
Previous Histogram Definitions and Related Work
There are a number of guidelines for defining histograms in the literature [MSW81, Bla80, Cra68, Bai72, Stu26, Sco79]. These "rules of thumb" are used by researchers for defining histograms, although in most cases these concentrate on ways to display the information, as opposed to using the information as a summary technique in a practical setting, and do not provide a rigorous approach to choosing the number of intervals in a histogram. The collective experience of these researchers indicates that the "best" number of intervals to select is data-dependent, application-dependent and system-dependent, as well as dependent on how the histogram will be used and the granularity of measurement [LMH96] .
In the most closely related work to our research [LH95] , histograms are defined initially based on the number of intervals provided by the user. The intervals are then split, using interval splitting [MR95, Ske74] and a user supplied procedure to produce more sub-intervals for intervals with high probabilities and fewer for intervals of the same width but lower probability. This procedure is iterated for each defined histogram until splitting the interval further does not change the resulting predicted value. For their purposes, "Computational complexity is reasonable given that the number of parameters specified as histograms is not too high" [LMH96] . However, this is not practical for our setting as we do not have a good splitting routine or the compute time to spend on an iterative method.
Practical Histograms
When defining histograms for use in making predictions to determine schedules at run-time, we need an approach that uses few, if any, user supplied parameters, is computationally efficient, and yet can adequately capture the behavior of the system being described. Furthermore, since the number of partial results for arithmetic functions over histograms can be quite large (as described in the next section) we need to limit this factor as well.
In our approach we used a two-pass method and limited the number of intervals in the histogram as well as the partial results. The first pass over the data was used to evaluate an upper bound and a lower bound, and to determine the size of the individual interval bins. The second pass was used to sort the data into the interval bins, and define the histogram for the stochastic data.
To select the number of intervals, we experimentally evaluated a range of intervals up to 25 on a preliminary set of data. The primary source of varying behavior for this data was the available CPU values for the contended system. This data was supplied by the Network Weather Service (NWS) [Wol97] , an online tool that provides a time series of data for CPU availability, bandwidth and latency. In previous experiments [Sch98] we had determined the amount of data from the time series to use in our predictions, namely a 5 minute window. This had been shown to be no worse than using larger or smaller windows of data.
We experimentally examined the accuracy of the histogram for a range of interval sizes and measured both the time to compute the prediction, which included the time to determine the histograms for the input parameters, and the accuracy of the prediction. For load characteristics commonly seen on networks of workstations [Sch98] , we determined that the predictive accurate of more than five intervals did not increase significantly, although the computational expense grew quite large at that point. Therefore, in the following, we used five intervals divided evenly over the range unless stated otherwise.
Arithmetic over Histograms
One of the primary difficulties in defining histograms for dynamic system values is the determination of the appropriate intervals and probabilities for each histogram. Since adding detail to the histogram description increases the computational complexity. Arithmetic over extended histograms involves combining all possible sets of probabilistic choices, which given the set of stochastic values represented as histograms, each with intervals, this results in ¥ £ for all ¾ . This value can be quite large, depending on how we define the number of intervals the histogram for a given stochastic value should have. 
Since histograms are just sets of intervals, the interval arithmetic rules [Neu90] be used to combine them arithmetically. However, every interval has an associated probability. Hence, when calculating Figure 2 ):
This gives intermediate results (depicted in
Once the intermediate results have been calculated, they must be aggregated to form the result histogram, as pictured in Figure 3 . A full definition of PDF's over histograms is given in [Lue98] . In this case, the resulting histogram is: 
Predictions Using Histograms
Given a structural model for an implementation parameterized by point value and stochastic value system and application characteristics, we can calculate a prediction for applications running in contentious environments. This section details our experimental results, and compares using a histogram to represent stochastic values to other methods.
We examined three applications on a distributed network of Sparc workstations located in the UCSD Parallel Computation Lab. The machines are connected with a mix of 10 Mbit (slow) and 100 Mbit (fast) ethernet. Both the CPU and the network were shared with other users. For each application we ran a series of experiments under different load conditions. To show the execution time trends, we show the results of the actual execution times with the upper bound and lower bound of the histogram predictions, and in Table 5 give the percentage of values which fell into each probability interval of the histogram predictions for that graph. Figure 4 is a sample prediction for a single run of the SOR code.
In the experiments, the stochastic CPU information used in the models was supplied by the Network Weather Service [Wol97] . In categorizing the multiple background workloads seen for each experiment set, we define a machine with a low variation in CPU availability as having a variation of 0.25 or less, on a scale from 0 to 1, a medium variation when the CPU availability varied more than 0.25, but less than 0.5, and a high variation when the CPU values varied over half the range. 
Application 1 -Successive Over-Relaxation Code
Successive Over-Relaxation (SOR) is a Regular SPMD code that solves Laplace's equation. Our implementation uses a red-black stencil approach where the calculation of each point in a grid at time Ø is dependent on the values in a stencil around it at time Ø ½. The application is divided into "red" and "black" phases, with communication and computation alternating for each. Figure 6 shows the stochastic value predictions and the actual time of the SOR application, run when the PCL cluster had two processors with a highly variable CPU availability, one with a medium variable availability, and one with a low variable availability. A second set of experiments for the SOR code on the PCL cluster are presented in Figure 7 , run when the PCL cluster had one high variable availability, two medium variable availability, and one low variable availability. These experiments show the benefits of stochastic predictions when the execution times exhibit an extreme variance, in this case variance production over 300%. 
Application 2 -Genetic Algorithm Code
We implemented a genetic algorithm (GA) for the Traveling Salesman Problem (TSP) [LLKS85] . Our distributed implementation of this GA uses a global population and synchronizes between generations [Bha96] . All of the Slaves operate on a global population (each member of the population is a solution to the TSP for a given set of cities) that is broadcast to them. Each Slave works in isolation to create a specified number of children (representing new tours), and to evaluate them. Once all the sets of children are received by the Master, they are sorted (by efficiency of the tour), some percentage are chosen to be the next generation, and the cycle repeats. GA1, Figure 8 , shows the stochastic value predictions and the actual time, run when the two machines on the cluster had a highly variable availability, and two had low variability. GA2, Figure 9 , shows the stochastic value predictions and the actual time run when the PCL cluster had two highly variable machines and two low variability machines. 
Application 3 -LU Benchmark
The LU benchmark is a simulated CFD application that solves a block-lower-triangular/blockupper-triangular system of equations, and is one of the NAS Parallel Benchmarks (NPB) [BHS · 95] .
This system of equations is the result of an unfactored implicit finite-difference discretization of the Navier-Stokes equations in three dimensions. The LU benchmark finds lower triangular and upper triangular matrixes such that Ä ¡ Í for an original matrix . It has the feature that it tests the communication aspects of the system well by sending a relatively large number of 5 word messages.
LU1, Figure 10 , shows the stochastic value predictions and the actual time, run when two of the machines showed a high variability in availability, and two had a low variability. LU2, Figure 11 , shows the stochastic value predictions and the actual time, run when the PCL cluster one high variability machine, one medium variability machine and two low variability machines. 
Summary of Experiments
In summary, for the majority of the experiments, we achieved predictions that captured the execution behaviors using histogram representations for the stochastic information. In addition, the shape and percentages of the histogram intervals were close to the actual execution values, and seemed to add valuable information to the prediction. Future work involves examining how these values affect scheduling decisions as well as adaptive methods for defining histograms.
Comparison of Stochastic Representations
This work has given a detailed approach to using histograms to represent stochastic values. In previous work, we represented stochastic values as distributions [SB97] and as intervals [SB99] . Each approach has advantages and disadvantages. Intervals are the most easily defined since the minimum and maximum value in a data set for a stochastic value are easy to determine. However, outliers in the data can affect the size of the interval, and no details about the shape of the data are included in a simple range. Histograms allow the shape of a stochastic value to be elucidated, and lend themselves to the grouping of values, but even with out approach, can be difficult to accurately define in a practical setting. Distributions can be defined using well understood metrics for the data, but in order to be tractable arithmetically, we must assume that the associated data fits a well-defined and computationally efficient family of distributions, such as the family of normal distributions, which is not always a valid assumption.
