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Abstract
In paper [1] S. V. Tikhonov introduced a complete metric on the
space of mixing transformations. It generates a topology called leash-
topology. In [2] Tikhonov states the following problem: for what mix-
ing transformation T its conjugacy class is dense in the space of mixing
transformations with leash-topology? We show that it is true for every
mixing T . As a corollary we get that generic mixing is rank-1.
1 Conjugacy classes density
Preliminaries. Invertible measure-preserving transformation T acting on
a standard non-atomic probability space1 (X,Σ, µ) is called mixing if for any
measurable sets A, B
lim
n→∞
µ(T nA ∩B) = µ(A)µ(B).
Let {Ai} be a countable collection of sets generating σ-algebra Σ. Each
one of the metrics
d(T, S) =
∑
i∈N
1
2i
(µ(TAi△SAi) + µ(T
−1Ai△S
−1Ai))
and
a(T, S) =
∑
i,j∈N
1
2i+j
|µ(TAi ∩ Aj)− µ(SAi ∩Aj)|
∗Supported by Leading Scientific School Support Grant NSh-5998.2012.1
1Standard non-atomic probability space is a probability space isomorphicmod 0 to unit
interval with Lebesgue measure. We consider transformations and other relations equal if
they differ on zero measure set.
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generates weak topology in the space M of mixing transformations.
None of these metrics is complete in M. To make M a complete metric
space Tikhonov introduced the metric
τ(T, S) = d(T, S) + sup
i∈Z
a(T n, Sn)
in his paper [1]. This metric generates a different topology called leash-
topology. The collection of neighborhoods of form
U(T, q, ε) = {S ∈M | ∀n ∈ Z ∀A,B ∈ q |µ(T nA ∩B)− µ(SnA ∩B)| < ε}
form a base of this topology. Each neighborhood of this form is defined by
its center T , a collection q of measurable sets and a positive number ε.
One can explore generic properties of mixings in the space M, equipped
with the metric τ(T, S). A subset of metric space is called a Gδ set if it can
be represented as a countable intersection of open sets. A superset of a dense
Gδ set is called residual. If a set of transformations having some property is
residual, the property is called generic. Term “generic” explains itself with the
following facts: countable intersection of residual sets is residual, a superset
of a residual set is residual.
The main result of this paper is
Theorem 1. Conjugacy class of any mixing transformation S is dense
in M.
Bernoulli shift with entropy 1. Let us define a mixing called Bernoulli
shift with entropy2 1. Its phase space X is a Cartesian product of countably
many copies of space {0, 1}:
X = {0, 1}Z, µ({0}) = µ({1}) =
1
2
.
X is a standard non-atomic probability space. Its elements are bidirectionally
infinite zero-one sequences, and the transformation acts on them by right
shift. We will write points of the space as
x = (. . . x−2, x−1, x0, x1, x2, . . . ).
Let us denote the sets {x ∈ X | x0 = 0} and {x ∈ X | x0 = 1} as D0 and D1
respectively. Let us denote the partition X = D0 ⊔D1 as ξ. This partition
is generating: the intersection ∨
i∈Z
T iξ
2For notational convenience we use binary entropy function. If one uses natural loga-
rithm, entropy of this transformation would be ln 2
2
of its images is the partition into points. This implies every measurable set
C ⊂ X can be approximated by sets {Ck}k∈N, where Ck is measurable with
respect to ∨
|i|6k
T iξ.
Tikhonov showed ([2]) that Bernoulli shifts with entropy 1 are dense
in M. It follows from a more general statement by Tikhonov: transforma-
tions conjugate to any fixed Cartesian product are dense in M. Bernoulli
shift is always a Cartesian product of another Bernoulli shifts with lesser
entropy.
Thus, to prove that conjugacy class of any mixing transformation is dense
in M it is enough to show that in every neighborhood of any Bernoulli shift
with entropy 1 there exists an element of this conjugacy class.
Passing to smaller neighborhoods. Let us fix T — a Bernoulli shift with
entropy 1, and its neghtbourhood U(T, q, ε). Let us denote the elements of
the collection q by A1, A2, . . . An. For every Aj let A˜j be measurable with
respect to some finite intersection
∨
|i|6kj
T iξ
and let A˜j approximate Aj with precision
ε
5
.
Denote the collection {A˜1, A˜2, . . . A˜n} as q˜, and the maximum of kj as k.
Every A˜i is measurable with respect to
∨
|i|6k
T iξ,
and for every j the sets Aj and A˜j are close to each other: µ(A˜j△Aj) <
ε
5
.
Let us show that
U(T, q˜,
ε
5
) ⊂ U(T, q, ε).
Indeed, if P ∈ U(T, q˜, ε
5
), then for any r, s and m
|µ(PmA˜r ∩ A˜s)− µ(T
pA˜r ∩ A˜s)| <
ε
5
.
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This implies that for any r, s and m
|µ(PmAr ∩As)− µ(T
mAr ∩ As)| 6
6 |µ(PmAr ∩As)− µ(P
mA˜r ∩As)|+ |µ(P
mA˜r ∩ As)− µ(P
mA˜r ∩ A˜s)|+
+ |µ(PmA˜r ∩ A˜s)− µ(T
mA˜r ∩ A˜s)|+
+ |µ(TmA˜r ∩ A˜s)− µ(T
mA˜r ∩As)|+ |µ(T
mA˜r ∩As)− µ(T
mAr ∩ As)| 6
6
ε
5
+
ε
5
+
ε
5
+
ε
5
+
ε
5
= ε,
that is P ∈ U(T, q, ε).
Let us consider now a collection qˆ, consisting of all atoms of partition
∨
|i|6k
T iξ.
Every atom is of the form
B(b
−k ,b−k+1,...bk) =
⋂
|i|6k
T iDbi = {x ∈ X | (x−k = b−k, x−k+1 = b−k+1, . . . xk = bk}
Let us show that
U(T, qˆ,
ε
5 · 24k+2
) ⊂ U(T, q˜,
ε
5
).
Indeed, let P ∈ U(T, qˆ, ε
5·24k+2
), that is for all u, v and m
|µ(PmBu ∩Bv)− µ(T
mBu ∩ Bv)| <
ε
5 · 24k+2
.
Here u and v are any one-zero sequences of length 2k + 1. To estimate the
difference |µ(PmA˜r ∩ A˜s)− µ(T
mA˜r ∩ A˜s)| notice that A˜r can be pieced out
of some Cu1 , Cu2, . . . ∈ qˆ, and the number of the pieces cannot exceed 2
2k+1.
Similarly decompose A˜s into pieces Cv1 , Cv2 , . . . ∈ qˆ.
|µ(PmA˜r∩A˜s)−µ(T
mA˜r∩A˜s)| =
∣∣∣∑
l,w
µ(PmCul∩Cvw)−
∑
l,w
µ(TmCul∩Cvw)
∣∣∣ 6
6
∑
l,w
|µ(PmCul ∩ Cvw)− µ(T
mCul ∩ Cvw)| <
∑
l,w
ε
5 · 24k+2
6
6 22k+1 · 22k+1 ·
ε
5 · 24k+2
=
ε
5
.
4
Images almost-independence. Recall S is an arbitrary mixing. Let S
act on standard non-atomic probability space Y . Let us show that in the
neigbourhood U(T, qˆ, ε
5·24k+2
) there is a transformation V acting on X and
conjugate to S. According to [4] for every δ > 0 there exists such a set
A ⊂ Y of measure 1
2
that sets TmA,m ∈ Z are collectionwise δ-independent.
Condition of collectionwise δ-independence of sets E1, E2, . . . means that the
measure of any finite intersection of form
Em1 ∩ Em2 ∩ . . . Emp (1)
differs from
p∏
i=1
µ(Emi)
less than by δ in assumption that mi are different. To build such a set in [4]
author uses the method offered by V. V. Ryzhikov in [3]: one builds an ap-
proximating sequence of Rokhlin castles, random union of cells of sufficiently
big castle satisfies the conditions with positive probability.
Let us call sets E1, E2, . . . ⊂ Y well collectionwise δ-independent, if the
measure of any finite intersection of form
Em1 ∩ Em2 ∩ . . . Emp0 ∩ (Y \ En1) ∩ (Y \ En2) ∩ . . . (Y \ Enp1 ) (2)
differs from
p0∏
i=1
µ(Emi)
p1∏
i=1
µ(Y \ Eni)
less than by δ in assumption that none of mi and ni coincide. It is not
hard to show that if a collection of sets is δ-independent, than every its finite
subcollection of cardinality c will be well collectionwise cδ-independent. This
follows from the fact that any intersection of form (2) and length c can be
expressed by c intersections of form (1) using operations of disjoint union
and set-theoretical difference. Notice that using the methods of [3, 4] one
can directly prove well collectionwise δ-independence of all images of the set
A.
Building the conjugate transformation. Let us take δ = 1
4k+2
· ε
15·24k+2
.
Then every 4k + 2 images of set A will be well ε
15·24k+2
-independent. Denote
A as F0, X \ A as F1, and the partition Y = F0 ⊔ F1 as η. Consider atoms
of partitions
ηk =
∨
|i|6k
T iη.
5
The measure of each of them differs from 1
22k+1
less than by ε
15·24k+2
. In X
there exists a partition
ξk =
∨
|i|6k
T iξ,
and the measure of each its atom is exactly 1
22k+1
. The desired transformation
is V = Q−1SQ, where Q : X → Y is an arbitrary measure-preserving invert-
ible transformation, that maps atoms of partition ξk onto the correspondent
atoms of ηk with a gap less than
ε
15·24k+2
for each atom.
Estimates for the transformation built. Let us prove that the trans-
formation V is situated in the neighborhood U(T, qˆ, ε
5·24k+2
). For this it is
necessary for every u, v and m the following condition to satisfy:
|µ(V mBu ∩Bv)− µ(T
mBu ∩ Bv)| <
ε
5 · 24k+2
.
Let us represent Bu and Bv in such a form:
Bu =
⋂
|i|6k
T iDui, Bv =
⋂
|i|6k
T iDvi .
Then TmBu ∩Bv and V
mBu ∩Bv will take form(⋂
|i|6k
T i+mDui
)
∩
(⋂
|i|6k
T iDvi
)
and
(⋂
|i|6k
V mT iDui
)
∩
(⋂
|i|6k
T iDvi
)
respectively. Estimate the difference of measures:
∣∣∣∣µ
((⋂
|i|6k
T i+mDui
)
∩
(⋂
|i|6k
T iDvi
))
− µ
((⋂
|i|6k
V mT iDui
)
∩
(⋂
|i|6k
T iDvi
))∣∣∣∣ 6
6
∣∣∣∣µ
((⋂
|i|6k
T i+mDui
)
∩
(⋂
|i|6k
T iDvi
))
− µ
((⋂
|i|6k
Si+mFui
)
∩
(⋂
|i|6k
SiFvi
))∣∣∣∣+
+
∣∣∣∣µ
((⋂
|i|6k
Si+mFui
)
∩
(⋂
|i|6k
SiFvi
))
− µ
(
V m
(⋂
|i|6k
T iDui
)
∩
(⋂
|i|6k
T iDvi
))∣∣∣∣.
Let us estimate the first item. Its left side is some intersection of D0, D1
and their images under action by powers of T , not more than 4k+2 sets are
intersected. They are collectionwise independent, or, what is the same, well
collectionwise 0-independent. The right side is the similar intersection of F0,
F1 and their images under action by powers of S. They are well collectionwise
ε
15·24k+2
-independent. Hence the difference between the left and the right sides
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does not exceed ε
15·24k+2
in modulus. It can happen that some sets of the left
side coincide. In this case the correspondent sets on the right also coincide
and we have the intersection of less number of sets. Also there can be an
intersection of form
· · · ∩ T zD0 ∩ · · · ∩ T
zD1 ∩ · · ·
on the left. Then there is a similar intersection
· · · ∩ SzF0 ∩ · · · ∩ S
zF1 ∩ · · ·
on the right. In this case both left and right sides equal 0.
Let us estimate the second item.
∣∣∣∣µ
((⋂
|i|6k
Si+mFui
)
∩
(⋂
|i|6k
SiFvi
))
− µ
(
V m
(⋂
|i|6k
T iDui
)
∩
(⋂
|i|6k
T iDvi
))∣∣∣∣=
=
∣∣∣∣µ
(
Sm
(⋂
|i|6k
SiFui
)
∩
(⋂
|i|6k
SiFvi
))
−µ
(
SmQ
(⋂
|i|6k
T iDui
)
∩Q
(⋂
|i|6k
T iDvi
))∣∣∣∣
Each of the sets ⋂
|i|6k
SiFui and
⋂
|i|6k
SiFvi
on the left differs from the corresponding set
Q
⋂
|i|6k
T iDui or Q
⋂
|i|6k
T iDvi
on the right by a set of measure less than ε
15·24k+2
. Therefore the difference
between the left and the right sides is not more than 2ε
15·24k+2
.
Sum of the items is less than ε
15·24k+2
+ 2ε
15·24k+2
= ε
5·24k+2
, as was to be
proved.
We have built a transformation V , conjugate to S and situated in the
neighborhood U(T, qˆ, ε
5·24k+2
), and therefore also in U(T, q, ε). The theorem
is proved.
2 Genericity of rank-1
Preliminaries. Let the transformation T act on the space (X,Σ, µ). A
partition ξ of form
X = E ⊔ TE ⊔ · · · ⊔ T n−1E ⊔D
7
is called a Rokhlin tower of height n. Sets E, TE, . . . T n−1E are called levels of
the tower, and D is called a remainder. Let us say that a tower approximates
set A with accuracy ε > 0, if there exists such a union B of its levels, that
µ(A△B) < ε. Let us say that a sequence of towers approximates set A with
accuracy ε > 0, if all the towers in the sequence starting from a certain
index approximate the set with the specified accuracy. If there exists such a
sequence of towers {ξi}i∈N that for every measurable set A and number ε > 0
the sequence {ξi} approximates A with accuracy ε, then T is said to be
rank-1. Rank-1 mixing transformations were first introduced by D. Ornstein
in [5].
Residuality of the set. Let us prove the genericity of rank-1 in mixings.
Theorem 2. The set of rank-1 mixings is a dense Gδ subset in M.
Let us fix a countable collection of sets {Aj}, such that every measur-
able set A ⊂ X can be approximated by elements of the collection (such a
collection exists due to the properties of standard probability space). If a
sequence of towers approximate Aj with arbitrary little accuracy, then the
transformation is rank-1. Let us denote the set of mixings, having a Rokhlin
tower approximating the sets A1, A2, . . . Aj with accuracy a, where a <
1
k
, as
R(j, k). Then the intersection
⋂
j,k
R(j, k)
is exactly the set of rank-1 mixing.
Let us show that every R(j, k) is open. Let S ∈ R(j, k). It means that
there exists such a tower ξ, that for every i ∈ {1, 2, . . . j} the set Ai differs
from some union Bi of tower levels by a set of measure a <
1
k
. Let E be the
downmost level of tower ξ and n be its height. Denote
b =
1
n2
(
1
k
− a
)
.
Let a mixing V be situated in a neighborhood U(S, {E, SE, . . . Sn−1E}, b).
Consider the set
E˜ = E \ (V E ∪ V 2E ∪ · · · ∪ V n−1E).
It differs from E not more than by measure (n − 2)b. By construction of E˜
it is a downmost level of some tower η:
X = E˜ ⊔ V E˜ ⊔ · · · ⊔ V n−1E˜ ⊔ D˜.
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As far as the downmost level of the tower η differs from the downmost level
of tower ξ not more than by measure (n−2)b, the other corresponding levels
of these two towers differ not more than by measure b+ (n− 2)b = (n− 1)b
one from another, and the corresponding level unions differ not more than
by measure n(n − 1)b. A union of levels of tower η corresponding to some
level union Bi in ξ differs from Bi not more than by measure n(n− 1)b, so it
differs from Ai not more than by measure n(n− 1)b+ a <
1
k
.
We achieved that an arbitrary transformation S is included in R(j, k)
with some its neighborhood. That is, R(j, k) is open, therefore the set of
rank-1 mixings is a Gδ set. Conjugacy class of any rank-1 mixing is dense in
M, so the set of rank-1 mixing is residual.
Corollaries. As far as rank-1 is generic for mixing, all the properties of
rank-1 mixing are generic. Expressly minimal self-joinings of all orders, and
all its corollaries: trivial centralizer, primeness and absence of roots (see [6]).
3 Remarks
Approximating by conjugates of a non-mixing transformation. In
paper [4] author uses a more weak property than mixing — absence of partial
rigidity. Transformation T is called partially rigid with coefficient a > 0, if
for every measurable set A ⊂ X
lim sup
i
µ(A ∩ T iA) > aµ(A).
Let us expand the space M of mixings to the space A of all invertible
measure-preserving transformations. We will use the same metric τ(T, S). It
is interesting that in this space there exists such an analog to theorem 1:
Theorem 3. Fix a transformation S, not partially rigid. Then in any
neighborhood of any mixing T ∈ A there exists a transformation, conjugate
to S.
Proof is analogous. Note that the opposite is true: conjugacy class of
transformation S cannot approximate mixings if S is partially rigid.
Direct proof of density of rank one. Ryzhikov informed author that he
knows another proof that rank-1 mixings are dense inM. This proof is based
neither on Tikhonov theorem about density of conjugates to a Cartesian
product nor on results [3, 4].
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