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Figure 1.1: Volcanic lava flows into the ocean generating vapor clouds that are transported away
by the wind - Creative Common license photo
In the first picture, we can admire lava flowing into the ocean exchanging extremely
fast a huge amount of heat and solidify. In this beautiful picture, we are looking at
multiple different heat transfer mechanism in action. The red glowing color of the lava is
the consequence of heat loss by radiation. After the lava has solidified, heat is transported
inside the volcanic rock purely by conduction along temperature gradients. The hot lave
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that reaches the water heats it above its boiling point so that heat is converted into
enthalpy of vaporization. The resulting hot steam is clearly visible as the smoke that
rises by free convection due to its reduced density compared to the colder surrounding
air. The warm vapour is then carried away from the wind that blows inland and that
transports the heat by forced convection. All these phenomena occur at the same time
and interact with each other.
The understanding of the interaction between the different heat transfer mechanisms
has been proven to be an extremely challenging goal. Our study attempts to improve
our knowledge in this field, with a focus on free, forced and mixed convection. Thermal
convection is one of the most important heat transfer mechanisms. It is driven by density
gradients induced in a fluid for example by temperature gradients. The higher temper-
ature in general results in lower fluid density. The density gradient generates a force
described by Archimedes’s principle Fb = −ρgV , with the lighter fluid elements pushed
against the gravity normal. This phenomenon is named free or natural convection .
Figure 1.2: Natural convection cycle
Natural convection is mainly investigated by the Rayleigh–Bénard Convection com-
munity using the ”Rayleigh–Bénard convection cells”. There, a horizontal fluid layer is
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heated from below and cooled from above. The warm fluid of lower density rises towards
the top, cools down and sinks due to its increased density back to the bottom. In laterally
confined systems, as sketched in fig. 1.2, the resulting fluid motion has the form of a large
convection role where the warm fluid rises at one side and the cold fluid sinks at the op-
posite side. Convection is one of the most important heat transfer mechanisms in nature.
It is essential for life on our planet, playing a crucial role in the water cycle, as much
as in other fields as i.e.: meteorology, oceanography, geology, industrial applications, and
more. It is fundamental in those study to rely on robust models that allow us a better
understanding of those mechanisms.
We cannot separate all the heat transfer mechanisms acting on a system in many of the
applications. In general, heat can also be passively advected by the flow while buoyancy
plays only a negligible role in creating the flow. Then, the heat transfer depends on the
different mechanism that drives the flow. For example, when the surface of a hot solid
is exposed to a cold flow, the heat transfer strongly depends on the velocity component
normal to the surface. This velocity component is often created by shear stresses due
to gradients of the velocity parallel to the surface, which render the flow close to the
boundary turbulent. In this case, one can look at active advection (convection) and
passive advection as two faces of the same coin, with the advection directly correlated
with the sheer force and the convection with the buoyant force. It is extremely common
to have both of these mechanisms in nature acting on the same system and it is crucial
to improve our understanding of the interaction between these two mechanisms and how
they affect the total heat transfer.
Figure 1.3: Main heat exchange processes
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The flow is considered to exhibit forced convection when the shear force is dominant
over the buoyant force. We consider it to be mixed convection when the shear force
is comparable with the buoyant force. We consider it in free convection or natural
convection , when the shear force is dominated by the buoyant force.
As in our example above, very often one is interested in the heat transfer across a
phase boundary between a solid/liquid, liquid/gas, or gas/liquid. A good example can be
the ocean surface that absorbs the radiation from the sun, heats up and then exchange
the heat with the atmosphere. When a fluid moves along a surface, viscosity creates a
slower layer of fluid close to the surface that is called boundary Layer .
Figure 1.4: Forced convection is applied to increase the heat transfer at the spoon surface. Image
credit: Hans Reinhart and Stringer, collection Hulton Archives 1948
At the wall proximity, where the boundary layer develops, the flow moves slowly
and develop a velocity field that is a function of the distance from the surface and the
viscosity of the fluid. In the pure shear flow, the boundary layer is considered to have 3
main regimes, the laminar regime, the turbulent regime, and the transitional regime1.
The evolution of the velocity field in a pure shear flow has been studied and modelled
for more than 100 years. Despite the extensive study of the boundary layer evolution,
there is a lack of models and experiments that can describe it when in a mixing convec-
tion regime. It is of crucial importance to collect data in those regimes to improve our
1More details in Chapter 2
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understanding of the dynamics ongoing in this multidisciplinary context. Some of the
most fundamental questions that are still unanswered are:
• How does thermal convection influences the boundary layer development in different
convectional regimes and different boundary layer regimes?
• How does the boundary layer regime affect the heat transfer under buoyant forces?
• What is the evolution of the fluid properties during the transition between natural
and forced convection?
• Can we find a simple method that allows us to predict the heat transfer when shear
and buoyant forces are known and vice-versa?
In the urge to provide new empirical data to answer those questions, we have designed
and built a new experiment in which details and results will be presented in this work.
Our experimental setup allows us to control the free flow velocity and surface temperature.
This allows us to produce data in both transitional and turbulent boundary layer regime,
but also spans between natural, mixed and forced convection. We hope with our work to
offer our help in the understanding, and advance in this field of study.
We believe that our results could be considered beneficial for the fields of study such as
Atmospheric boundary layer, Mixed convection, CFD flow simulations model for buoyant
fluids, Industrial applications, Oceanography, Geology, and Thermal convection.
Chapter 1. Introduction 6
Chapter 2
Background
2.1 Fundamental equations of fluid motion
Our study will focus on fluids that are: Newtonian, isotropic, and incompressible. Let
us start by considering the conservation laws for momentum and mass. We consider a
flow with pressure p(x, t), velocity field u(x, t), and mass density ρ(x, t), with x being the
position in space and t denoting time. The conservation of mass can be written as:
∂ρ
∂t
+∇ · (ρu) = 0. (2.1)
The mathematical description of fluid flows can be significantly simplified when the
flow can be considered incompressible. This is the case when the density of a fluid parcels
remains constant along its trajectory. This assumption is valid as long as the flow velocity




). For incompressible fluids, we can write
eq. 2.1 as:
∇ · u = 0. (2.2)
The total change of the momentum of a fluid element, is given by the surface and





+ u(x, t) · ∇
)
u(x, t) = ρf(x, t) +∇ · σ(x, t) (2.3)
with f(x, t) being the volume force acting on the fluid element, and σ(x, t) being the
stress tensor that describes the forces acting on the surface of the fluid element. For a
7
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Newtonian fluid with a constant dynamic viscosity µ, the divergence of the stress tensor
is written as:
∇ · σ(x, t) = −∇p(x, t) + µ∆u(x, t) (2.4)





+ u(x, t) · ∇
)
u(x, t) = −1
ρ
∇p(x, t) + ν∆u(x, t) + f(x, t) (2.5)
with ν = µ/ρ denoting the kinematic viscosity.
It is often helpful to make this equation (2.5) dimensionless. For this, we re-scale u,
t, x, f , p and the differential operators in eq. 2.5 with appropriate scales for the length




+ u(x, t) · ∇
)
u(x, t) = −∇p(x, t) + 1
Re
∆u(x, t), (2.6)
with Reynolds number Re = uL
ν
that represents the ratio of the inertial forces over the
viscous forces and that is used as a reference for the strength of the turbulence in a given
flow.
In flows with a low value of Re, the viscous forces dominate over the inertial forces. The
viscous forces keep the flow smooth and damp the fluctuations preventing the fluid layers
to mix. In a laminar flow, there is no exchange of mass between the planes perpendicular
to the flow direction and the velocity fluctuations are zero.
With the increase of Re, the influence of inertia becomes stronger and the flow becomes
unsteady, chaotic and finally turbulent. For a flow above a flat surface, Burgers in 1924
[1], Van der Hegge Zijnen again in 1924 [2], Hansen in 1928 [3], and Dryden in 1939
[4] have experimentally found a critical Reynolds number Recrit ≈ 5 × 105 at which
the laminar steady flow becomes unsteady. The exact value of Recrit may change due
to external parameters such as the outer flow turbulence level and surface smoothness,
between 3× 105 < Recrit < 2× 106 . The turbulent flow is usually referred to as chaotic,
this is because of the stochastic nature of its fluctuations. In a turbulent flow, there is
a strong exchange of mass, momentum and other transported quantities, in the planes
perpendicular to the flow direction, by eddies and strong velocity fluctuations.
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The Reynolds number allows us to compare flows in systems of different scales but
similar geometry. Note that the Reynolds number compares inertia and viscous forces
on the length and velocity scales included in it. On sufficiently small length scales, for
example, the Reynolds number is always small and the flow laminar. The length scale at
which Re becomes close to one is the Kolmogorov length scale.
2.2 Basic concepts in turbulence
Chaotic flows have been described already by Leonardo Da Vinci more than 500 years ago,
and he named such fluid motion ”turbolenze”, a term that is still in use in the Italian
language to describe turbulence. It took more than 400 years to begin to understand
turbulence and to develop a rigorous mathematical treatment of it, with fundamental
contributions from i.e. Reynolds [5], Taylor [6], and Kolmogorov [7]. Taylor in 1935-36 has
published a series of papers [8–12] where he presents turbulence as a random phenomenon
and introduces then a series of statistical tools that help in the analysis of homogeneous
and isotropic turbulence. In 1941 a paper published in Russian from Kolmogorov [7]
has provided one of the most important statistical theories for turbulence. In this paper
Kolmogorov provides a theoretical framework based on scaling analysis to describe the
isotropic and homogeneous turbulent flow. Here, isotropic means that there is no mean
flow1 and that two-point statistical quantities, like correlation or structure functions, only
depend on the distance between the two points, but not on the direction of their difference
vector. Effects like buoyancy and rotation cause a flow to be anisotropic. Homogeneous
means that any statistical quantity (average or RMS values) is the same for any point in
space.
It is important to keep in mind that isotropy, and homogeneity are approximations
and we need to evaluate every time if we can apply these assumptions or not. A major
prediction of Kolmogorov theory is the turbulent energy cascade. The analysis of Energy
density spectra does allow us to study the turbulent kinetic energy distribution along with
different length scales in a turbulent flow. When we refer to the Kolmogorov scaling law
[7], we point at the predicted k−5/3 energy scaling that characterizes the inertial subrange
region (defined below).
1In case of a mean flow it can be subtracted from the instantaneous velocity field.
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According to the turbulent model of Richardson, [13], kinetic energy is introduced into
the flow at the larges scales, which are in fact the largest eddies that gather their energy
from the main flow. The size of those large eddies is determined by the flow velocity
and the geometry of the system. This length scale is called Energy injection range or
Production range. It is characterized by a peak in the energy spectrum E(k), with k
being a typical wave number, i.e., the inverse of the typical length scale.
The eddies of a certain size break into smaller eddies and in this way transfer kinetic
energy from large to small scales. There has to be a range at which those eddies become
so small that the viscosity is not negligible and therefore the kinetic energy of these
eddies is dissipated as heat. The length scale where this happens is referred to as Viscous
dissipation range. This range is characterized by an extremely fast decay of the energy
with wave number and of course, it limits the size of the smallest eddies size that can be
found in a flow (fig. 2.1).
Figure 2.1: Typical energy spectrum in a turbulent flow, and a schematic of the energy cascade.
Ref. [14]
What Kolmogorov has presented in 1941 [7] is a model for the transfer of the energy to
subsequently smaller eddies in a range where the viscous dissipation into heat is negligible.
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This range is usually referred to as inertial subrange. In this range, one can derive from
simple scaling arguments assuming isotropy and homogeneity, how the 2nd order structure
function 〈[∆u′x]2〉 depends on the distance between two points r and the dissipation rate






Onsager in 1945 [15] applied the same idea and obtained for the spectral distribution of






with α being the Kolmogorov constant. Both power laws are expected to be valid for
length scales that are significantly larger than the Kolmogorov scale η = (ν3/ε)1/4 and
significantly smaller than the integral length scale that correspond to the size of the largest
eddies.
2.3 Velocity boundary layer without surface heating
2.3.1 Laminar boundary layer
Let us consider a low viscosity ν fluid that moves along a fixed surface with a relative
velocity U0. At the interface between solid and fluid the adhesive forces are predominant
and therefore the fluid cannot move with respect to the surface. The fluid velocity at
the solid surface has to be u(z=0) = 0. This is called the no-slip condition. Under the
hypothesis of no viscous interaction, and therefore no connection between the layers of
fluid, we would not have a continuous transition of velocity in between the u(z=0) = 0 at
the wall surface and u(z=∞) = U0.
In order to characterise theoretically the influence of boundaries on the flow, L. Prandtl
in 1904 [16] has suggested dividing the flow into two regions. One region is far from the
surface, where the effect of the viscosity becomes negligible and therefore one can consider
this region inviscid. This region is commonly referred as outer flow or bulk.
The other region is close to the surface, where viscosity effects cannot be ignored. In
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this region, a velocity gradient develops perpendicular to the solid boundary. This region
is usually referred to as boundary layer. A sketch of such a boundary layer is shown in
fig. 2.2 .
Let us assume a solid surface at z=0 that extends in the x-direction and a flow parallel
to it with a bulk velocity U0 far away from the surface. Figure 2.2 shows the development
of a boundary layer and the velocity profile as they evolve beginning from the leading edge
of the plate at x=0. With increasing distance from the leading edge, the height of the
boundary layer grows. In order to quantify its size, we introduce the concept of boundary
layer limit δ99(x), defined as the distance from the plate at which the time-average velocity
has reached 0.99 · U0.
Figure 2.2: Development of a boundary layer over a flat surface.
Assuming that the flow close to the surface is laminar, then the momentum transport
in due to viscous diffusion and we can estimate the boundary layer thickness δ(x) by


















with the appropriate Reynolds number Rex = U0x/ν, and x being distance from the
leading edge of the flat surface.
It was H. Blasius (1908) [17] then who determined the exact solution for a stationary
flow over a flat plate with zero angles of incidence in dimensionless form. By defining a
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similarity variable for the wall-normal direction η = z
√
xν/U0, Blasius could derive an




f ′′′ + ff ′′ = 0. (2.11)





Another relevant parameter, which represents the momentum transport from the solid
wall in wall-normal direction is the wall shear stress τw, also known as skin friction drag.









Since momentum is predominantly transported inside the boundary layer by viscous
diffusion, the wall shear stress can be estimated for laminar boundary layers by using the





The wall shear stress is often normalised by the dynamic pressure ρU20/2 resulting in the







In research one is now interested how cf depends in a given geometry on the control
parameter, such as Rex. For a laminar boundary layer this can easily be calculated from





2Here, ψ(x, y) is the stream function so that ux =
∂ψ
∂y and uy = −
∂ψ
∂x .
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2.3.2 Turbulent boundary layer
A laminar boundary layer becomes unstable and turns turbulent when the Reynolds
number exceeds a critical value Rex > Recrit. Then, inertia exceeds the damping viscous
forces and small perturbations of the laminar (Blasius) profile grow as they are carried
along with the mean flow in a streamwise direction. One usually considers the boundary
layer fully turbulent when the flow is highly fluctuating without intermittent laminar
patches. The most notable change when the boundary layer has turned turbulent is the
increase in vertical momentum transport, i.e., the wall shear stress τw, and subsequently
an increase of the boundary layer thickness. This is because momentum is now transported
predominantly by advection which is a much more efficient transport mechanism compared
to the diffusive transport for the laminar case.
While most momentum in a turbulent boundary layer is transported by advection,
the velocities close to the surface are rather small and have to vanish right at the surface.
Hence, in the very proximity of the wall, i.e., inside the inner layer, inertia is small and
viscous diffusion is the main mechanism for the momentum transport.
Von Karman in 1930 [18] has set the basis for the universal law of the wall for a flat
surface. In his study, he proposed a model that describes the functional relation between
the skin friction cf and the Reynolds number Re. His suggestions are in accordance with
the ideas of Prandtl and Nikuradse, who suggested functional relations between the skin
friction and the Reynolds number for pipe and channel flows [19]. These concepts have
been carried on by Izakson [20], Millikan [21], and Mises [22], who considered a turbulent
boundary layer on top of a flat surface with zero inclination. For this situation, the most
inner part of the boundary layer is only coupled to the outer parts via the momentum
transport τw and hence τw must determine the velocity profile U(z) of its inner part.
Therefore, one defines velocity and length scales that are used for normalisation based on





and the corresponding length scale ν/uτ . From dimensional arguments we can see that
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On the other hand, if Re is high enough the boundary layer size δ is much larger than
the viscous sublayer and the von Karman velocity defect law has to be valid in the outer
region of the boundary layer, i.e., for z+ = zuτ/ν  1:













one can solve for functions f(uτz/ν), f1(z/δ) and f2(δuτ/ν). In particular, we obtain (see
Izakson [20]) for z sufficiently far away from both the surface and the upper end of the
boundary layer an expression for the normalised velocity u+ := u/uτ as a function of the




ln z+ +B. (2.20)
The coefficient k is called the von Karman constant and it has been determined from
measurements to be k = 0.41. The offset B has been measured with less precision
to be B ≈ 5. The value of B depends on the flow characteristics and the geometry.
Furthermore, with the consideration above, one can write an implicit relation for the skin





ln(Rexcf ) + C. (2.21)
Measurements for boundary layers over a flat plate resulted in C ≈ 2.4 [23]. An explicit
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A typical evolution of cf as a function of Rex is shown in fig. 2.3. For small Rex, the
flow is laminar and cf (Rex) follows eq. 2.16 (red line). For very large Rex, the boundary
layer is turbulent and cf (Rex) follows the implicit relation given in eq. 2.21. At a critical
Rex the BL bifurcates away from the laminar branch and converges asymptotically to the
turbulent branch. Note that the exact point where Rex becomes critical highly depends on
the experimental condition, such as the smoothness of the plate surface, pressure gradients
























Figure 2.3: Skin friction coefficient cf as function of the shear force Rex for a flow over a flat
plate with zero incidence. The red line (laminar) and blue line (turbulent) represent eq. 2.16 and
eq. 2.21. The black line is a drawn by hand and should represent cf for a transitional boundary
layer assuming a critical Reynolds number Rex ≈ 105.
The average velocity profile of the inner region of any fully turbulent boundary layer
is always identical when expressed in units of u+ and z+ as shown in fig. 2.4. In particular,
one can distinguish three regions, namely
• for 0 ≤ z+ < 5, the viscous sub-layer, where viscosity plays a dominating role and
where u+ = z+,
• for 5 < z+ < 70, a transition or buffer layer, where momentum is transported both
by viscous and advective diffusion
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• for 70 < z+ the logarithmic layer, where momentum is transported predominantly
by advection and where u+ = 1
k
ln(z+) +B.
Figure 2.4: Comparison of Musker and Spalding profiles (κ = 0.41, B = 5) with Österlund
dataset from [25]. Figure from Kendall 2006 [26]
In order to scale the real measurement data in dimensionless wall units u+ and z+ it is
necessary to determine the skin friction velocity uτ . There are different methods for this.
The most straightforward way to do this is by measuring directly the velocity gradient
at the wall, i.e., ∂u
∂z
|z=0. However, this is only possible for sufficiently larger boundary
layers or small Re, because the viscous sub-layer is in many turbulent boundary layers
too small to be sufficiently resolved with common measurement techniques. Instead, one
often fits eq. 2.20 to the data, assuming constant parameters k and B and finding uτ as a
fit parameter [27]. This approach works particularly well for flows of very large Re with
a log-region that extends over many orders of magnitudes.
An alternative method that works better for small Re, was suggested by A.J. Musker
[28]. He suggested to approximate the average velocity in the viscous sub-layer, the buffer
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Here, κ is again the von Karman constant and s is a parameter that was estimated to
s = 1.093 · 10−3 [26] by fitting eq. 2.23 to data from the Österlund database [25].
We note that a similar attempt for modelling the lower part of the turbulent boundary
layer was made by Spalding in 1961 [27] (red curve in fig. 2.4). In this thesis, we will use
the approach by Musker. For a quantitative comparison of both models, we refer to the
paper by Kendall and Koochesfahani 2006 [26]. Both methods are meant to fit the profile
with the ”Universal Law of the Wall”, therefore it can be applied only for fully turbulent
boundary layers.
While the inner part of a turbulent boundary layer scales with the skin friction velocity
uτ , the velocity deficit in the outer part scales with the boundary layer height δ. While
for a laminar boundary layer, δ(Rex) can be calculated precisely, for turbulent boundary
layers there is no simple expression. One reason is that one needs to take into account at
which point xc the boundary layer actually becomes turbulent. In good approximation,







While a better approximation for δ(x) has been developed by Gersten and Herwig [30],
eq. 2.24 is a sufficiently good approximation for the Rex range we are investigating in our
experiment and hence we will use it to estimate our δ.
Energy spectra in a turbulent boundary layer. Above in sec. 2.2 we have briefly
discussed the 2nd order structure function as well as the spectral distribution of kinetic
energy for isotropic turbulence. We have mentioned Kolmogorov’s famous 2/3-law and the
5/3-law. An important question is, whether these laws also hold in turbulent boundary
layer which is, in fact, neither very homogeneous nor isotropic. The answer depends on
the length scale r and the distance z from the wall. In particular, in the outer part of the
boundary layer, the Kolmogorov 2/3 law (eq. 2.7) still holds as long as r is sufficiently
smaller than δ. This is because the large eddy has to break down to sufficiently small
scales until the information about the orientation of the largest eddies is lost and isotropy
is restored. And of course, the 2/3-law only holds for the inertia range and hence in the
range η  r  δ, with η being the Kolmogorov micro-scale.
The l-range where isotropic turbulence can be assumed to decrease with decreasing
19 2.3. Velocity boundary layer without surface heating
distance to the wall. Close to the wall, the flow must be anisotropic over all length
scales involved because the vertical fluctuations decrease much faster than the horizontal
fluctuations. Perry, Henbest, and Chong in 1986 [31], have suggested a new regime that
appears between the r2/3-range and the largest length scales (O(δ)). They argue that
this new regime is characterized by a constant value of 〈[∆u′x]2〉 which is of the order
of U20 and therefore 〈[∆u′x]2〉 ∝ U20 . In other words, in this regime, all eddies have a
similar kinetic energy which is of the order of U20 [32]. The transition of the two ranges
is estimated to occur at r ∼ z. These arguments for the 2nd order structure function
〈[∆u′x]2〉 of course hold similarly for the kinetic energy spectrum E(k) and equally for the
longitudinal energy spectrum. More precisely, for wave numbers sufficiently larger than
2π/δ but still relatively small (lets say k < 2π/z), a scaling of
Ex(kx) ∼ U2k−1x , (2.25)
is expected, whereas for wavenumbers much smaller then sπ/η but larger than lets say
k > 2π/z
Ex(kx) ∼ ε2/3k−5/3x , (2.26)
is expected.
Superstructures. When speaking about the turbulent boundary layer it is also
important to mention the large-scale turbulence structures. These structures have been
observed in a variety of wall bounded flows, such as in atmospheric boundary layers
[33, 34], pipe flows [35], or channel flows [36, 37]. Much longer streamwise momentum
structures named superstructure have been detected not only, but also in wall bounded
flows [38–42].
An example of such structures is shown in fig. 2.5, where a snapshot of the streamwise
velocity fluctuations are shown. While the flow is very irregular, it is visible that the
spanwise dimension is about 10 times smaller than their extent in the streamwise direction.
These structures are probably caused by larger vortex structures that transport slow
fluid from the near-wall region upwards, i.e., in wall-normal direction (blue regions),
while fast flowing fluid is transported by the same vortices from the bulk towards the
plate (red region). While fig. 2.5 shows a snapshot of the two-dimensional velocity field,
the turbulent superstructures are also visible in pointwise velocity measurements (e.g.,
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Figure 2.5: Experimental investigation of turbulent superstructures in flat plate with zero pres-
sure gradient. Image from Eich 2017 [43]
via hot-wire measurements), as a 2nd maximum that grows in profiles of the velocity
fluctuations u′(z). For example, in local measurements of the velocity in the atmospheric
boundary layer the superstructures were detected as rather regular and low-frequency
fluctuations with periodicity in a range between 1 and 10 minutes. These large and
superstructures has been observed to have different characteristics from the usual classical
turbulent fluctuations [34], [44], [45], [46].
2.3.3 The transition from a laminar to a turbulent boundary
layer
O.Reynolds (1883) [5] has studied the transition from laminar to turbulent flows in pipes.
He also realised that the ratio between inertia and viscosity damping plays a crucial role in
the determination of the flow condition and he introduced the dimensionless number that
now carries his name. In particular, Reynolds found that the flow was laminar when the
Reynolds number was below a certain threshold Recrit. If Re is raised beyond Recrit, the
flow in the pipe became first unsteady and later fully turbulent. Most of the studies at the
beginning of the fluid mechanic’s analysis were focused on laminar-turbulent transition
in the outer region of the flow, far from the boundary.
The mechanisms that lead to turbulence are not the same for all wall-bounded flows.
The laminar flow in pipes that were studied originally by Reynolds is in fact linearly
stable for all Re and therefore a Recrit cannot be calculated analytically. Instead, the
transition to turbulence rather occurs because the survival time (lifetime) of flow pertur-
bations increases with increasing Re, whereas small turbulent patches can split and hence
create new turbulent patches [47]. From this mechanism, it is clear that the transition
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to turbulence is affected by many other parameters next to the Reynolds number, such
as pressure distribution in the outer flow, induced wall disturbances (roughness), or the
initial state of the flow upstream.
Figure 2.6: Sketch of the top and the side view of a transitional boundary layer that devel-
ops on top of a flat plate. The marked points refer to: (1) stable laminar flow, (2) unstable
Tollmien–Schlichting waves, (3) three–dimensional waves and vortex formation, (4) vortex de-
cay, (5) formation of turbulent spots, and (6) fully turbulent flow. Image adapted from [29].
Figure 2.6 shows a sketch of a boundary layer on top of a flat horizontal plate and how
it turns from laminar to turbulent with increasing distance from the leading edge. For
a horizontal flat plate, the boundary layer that starts to develop at x=0 will be laminar
initially and will therefore grow as δ(x) ∝
√
x as shown in sec. 2.3.1 and with a vertical
velocity profile as described by the Blasius equation (eq. 2.11). At some location x, the
Reynolds number has reached a critical value Reind so that the laminar boundary layer
becomes unstable and turns turbulent.
For Rex < Reind, the flow inside the boundary layer is stable because small per-
turbations are dampened by viscous diffusion. For Reind < Rex < Recrit we are in
the transitional regime where the flow becomes unstable, and all the perturbations are
amplified along with the flow, but the system is not yet fully turbulent. The most un-
stable modes are oscillations with wave vector parallel to the flow direction, the so-called
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Tollmien-Schlichting waves [48]. For Rex > Recrit the boundary layer is fully turbulent.
The first experimental investigation of the transition to turbulence for such a boundary
layer has been conducted already a century ago by Burgers [1], Van der Hegge Zijnen [2],
Hassen [3], and Dryden [4], who measured the critical Reynolds number to be in the
range 3 × 105 < Recrit < 106. Schubauer and Klebanoff in 1955 [49] have measured
the turbulent boundary layer transition in a wind-tunnel with an extremely low free
flow turbulence intensity, measuring the turbulent transition somewhere in the range
3 · 106 < Recrit < 4 · 106. Note that the transition does not only depend on Rex but
also on other factors such as the external flow turbulence, surface roughness or small
inhomogeneities, which explains the rather large range of experimentally measured Recrit.
Figure 2.7: Experimental investigation averaged streamwise velocity profiles in a boundary layer
for Rex ranging from the laminar (1) to turbulent regime (2). Image from [48] p.422, adapted
from [49]
The change of the velocity profile inside a boundary layer when it transits from laminar
to turbulent is shown in fig. 2.7. The figure is from [48] and shows measurements by
Schubauer [49]. When the flow is laminar (1 in fig. 2.7), the average streamwise velocity
resembles the already shown Blasius profile (eq. 2.11), which is a nearly linear velocity
gradient that decreases to zero towards the top of the boundary layer. The profile of the
average velocity in a turbulent boundary layer (2 in fig. 2.7) is qualitatively different. The
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initial velocity gradient is significantly large, i.e., the curve is steeper, than for the Blasius
profile. However soon, at around y ≈ 0.2 cm the velocity profile flattens and follows the
typical logarithmic profile. As a result of the flatter section, the boundary layer height is
much larger than for the laminar case. Figure 2.7 clearly shows that the transition from a
laminar to a turbulent profile is rather smooth and continuous without sudden qualitative
changes.
To better understand this transition some experimental studies such as [49–51] inves-
tigated the growth of turbulent spots inside the boundary layer. Figure 2.8 is adapted
from the [49], it shows the velocity fluctuations as a function of time, for different dis-
tances from the leading edge x, hence different Reynolds numbers Rex. In this dataset,
Rex = 1.99 × 106 does still represent a laminar flow, and the velocity signal is steady in
time. For increasing Rex we observe periodic perturbations that grow with increasing x.
For Rex = 2.98× 106 the signal is already strongly fluctuating although the turbulence is
only fully developed at Rex = 3.22× 106.
Figure 2.8: Experimental investigation of transitional flow.Shown are velocity fluctuations as a
function of time for different Re. Image from [48] p.444, adapted from [51]
This transition to turbulence is characterized by the growth of non-regular velocity
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fluctuations. Those fluctuations cannot be easily predicted due to their chaotic nature and
hence the sensitivity to parameters that are usually out of control, i.e. dust deposited
on a surface, surface roughness and others. This led to the need for a statistical tool
that allows to quantitatively represent the transition from laminar to turbulent. The
parameter of choice for the authors of those studies has been called intermittency factor
γ. The intermittency factor attempt to determine how long a time signal is laminar and
how long it is disturbed by perturbations, the ratio between those two times can generally
suggest how far is a given flow in the transition between laminar and turbulent. This will
be better discussed in section 4.1.3.
We also want to mention the stability theory [48] that calculates at which Reynolds
number Reind the laminar Blasius profile becomes unstable with respect to small amplitude
perturbations. The Reynolds number at which perturbations are neutrally stable (zero
growth rate), depending on their wavelength. Hence Reind refers to the minimum of this
neutral stability curve. For Re < Reind any given perturbation is dampened, while for
Reind < Re perturbations with a small range of wave numbers are amplified. Unstable
perturbation is carried with the flow while they grow. Only further downstream have
under such condition the flow becomes turbulent. The position, where the boundary
layer is fully turbulent can be expressed by another Reynolds number Recrit > Reind.
Often, it is helpful to distinguish between Recrit and Reind. We can then consider Reind
and Recrit as the lower and the upper bound of the transitional regime.
2.4 Thermal boundary layer under shear forces
A flow over a hot surface is of crucial importance for many engineering applications
and hence has been studied for over a century. In particular, many investigations have
aimed to determine how much heat is transported from the hot surface into the outer
flow. Despite the radiation, heat can be transported by diffusion and advection, while
the latter is significantly more effective and hence of greater significance for applications.
Advection itself can either be produced by buoyancy due to temperature differences or
by the outer flow itself. Which of these effects is more important is expressed by the
Richardson number Ri (see sec. 2.5). For very small Ri, buoyancy is small and can be
neglected. Then the temperature field is advected like a passive scalar with the flow and
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does not influence the velocity field.
We will now discuss the temperature field and the heat transport through a lami-
nar (sec. 2.4.1) and turbulent boundary layer (sec. 2.4.2) for Ri  1 when buoyancy
is neglected. Later in sec. 2.4.3 we also will discuss boundary layers with buoyancy for
Ri 1.
2.4.1 Laminar boundary layer
The theoretical considerations for the temperature field in a laminar boundary layer pre-
sented below can be found in [48] and references therein. Let us assume the usual flat
surface immersed in a flow with a relative velocity U0, and we will assume that the flat
surface is warmer than the flow above it. Now, we have a second physical quantity, namely
the temperature T (x, t), which interacts with the velocity field. Similar to the velocity,
also the thermal field can be split into two main regions, close and far from the surface.
When both velocity and temperature field does exist they are usually mutually coupled.
If we assume a thermal conductivity λ and a constant specific heat capacity cp, for a



















Here, we have also neglected viscous dissipation. This can be done, when the dissipation
rate is sufficiently small compared to the advected and conducted thermal energy.
We will first discuss flows where the temperature does not couple to the velocity field.
This approximation is valid for flows with strong inertia forces and weak buoyancy. In
this approximation, we can consider that all the assumptions done for the velocity field
in the previous chapters hold.


















We furthermore define a Reynolds number as usual and use it to re-scale the vertical
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, v = v∗
√




with U0 being the bulk velocity, L a characteristic length, and ∆T = Tw−T0 the difference
in temperature between the surface the outer flow. With this and under the assumption



















The Prandtl number represents the ratio between momentum and thermal diffusion and is
a physical property of the fluid. If the dissipation is neglected the eq. 2.30 can be written
















From the above calculations, we see that the temperature field T (x, z) in the boundary
layer can only be calculated when the velocity field is know. For a laminar boundary
layer, we have an analytical solution for the velocity, i.e., the Blasius solution.
Let’s have a look at fig. 2.9. There we consider a flat surface with a sharp leading
edge at x=0 and a bulk flow of U0 above it with temperature T0. The front the plate
is set at T0 for 0 < x < x0 and increases to Tw > T0 at x = x0. For x > x0 a thermal
boundary layer similar to the viscous boundary layer starts to grow. While the viscous
and the thermal boundary layer do not share the same spatial origin, their heights growth
is given by their respective diffusivities, i.e, the Prandtl number.
The problem in fig. 2.9 can easily be solved numerically. However, we do not need
to know the exact temperature field to make some important statements about the heat
transport from the bottom plate qw(x) = −λ∂T (x)∂z |z=0. To make this statement more
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Figure 2.9: Development of the velocity and temperature boundary layer distribution with wall
temperature position different from leading edge Image ref. [29]










For the term on the right, we have replace qw with the temperature gradient at z = 0
but have re-scaled z to z̄ and T to ϑ according to 2.29. From eq. 2.30, ϑ only depends
on Pr but is independent of Rex. Therefore, we can state that the Nusselt number is




Note, that this relation appears as an asymptotic behaviour for Reynolds numbers that
are sufficiently large so that viscous shear is larger than buoyancy, but still below Reind
at which the laminar boundary layer becomes unstable.
2.4.2 Turbulent boundary layer
By keeping in mind the considerations done for the laminar boundary layer, we want
to derive the thermal boundary layer equations for a turbulent boundary layer. The
derivation is suggested by Kader and Yaglom (1972) [23].
We consider a heated flat surface and a turbulent heat transfer from it. When buoyancy
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is neglected, heat is transported by the same turbulent eddies that also carry momentum.
Therefore, in analogy to the skin friction coefficient cf , we define a heat transfer coefficient,





Here, qw represents the heat flux from the surface, Tw is the surface temperature, T0 is the
outer flow temperature, and cp the specific heat capacity. As one easily sees from eq. 2.34
and eq. 2.36, the Stanton number and the Nusselt number are related:
Nu = ch Re Pr. (2.37)
This relationship is called heat transfer law. In analogy to the skin friction velocity,





In the wall layer close to the surface y  δ the dimensional arguments yield us to the
following diffusion wall law, which is analogous to the law of the wall eq. 2.17:







It is also true that in the outer region the result should be independent of the molecular
constants and hence similar to the von Karman velocity deficit law (2.18) and therefore
we can write:






For a sufficiently turbulent boundary layer, a region should exist where both functions
overlap. This results in the log-law for the temperature in this region:
Tw − T (z+)
Tτ
= α ln z+ + β(Pr). (2.41)
For the derivative of eq. 2.41, one also had to consider that the temperature drop across
the entire boundary layer could only be a function of (δuτ/ν) and Pr. It is the same
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assumption that leads after some calculations (see [23] for details) to an expression for




α ln (Rexcf ) + γ
, (2.42)
with α and γ unknown constants that can be derived with experiments. For a flat plate,









2.4.3 The influence of heat on the velocity boundary layer
Temperature dependent fluid properties
Up to now, we have only considered heated boundary layers, where the change of tem-
perature does not affect the physical properties of the fluid. In general, however, the fluid
properties, such as the viscosity µ, the heat conductivity λ, or the heat capacity cp are
functions of the temperature. Most importantly, the density decreases for most fluids with
temperature (for gases ρ ∝ T−1) which leads to buoyancy, an additional driving force for
the fluid. Before we discuss buoyancy in sec. 2.4.3, we first quickly consider a boundary
layer where buoyancy is still rather small compared to inertial, viscous or pressure forces,
but where the change of the fluid properties already alter the dynamic of the boundary
layer significantly.
For a boundary layer that occurs in a flow of temperature T0 over a heated plate of
temperature Tw, important response parameters, such as the skin friction coefficient or
the heat transport can be calculated via correction factor from the skin friction or the heat
transport in the case of constant fluid properties. These correction factor are calculated
from power laws of the fluid properties ratios evaluated at the flow temperature and the
plate temperature. Concretely, for the skin friction coefficient, the Nusselt number (for
uniform wall temperature) or the wall temperature (for uniform wall heating) one can
write (according to [48]) a relation between them and their values assuming constant
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Here, the index ”w” denotes fluid properties evaluated at the wall temperature Tw, and
the index ”0” denotes fluid properties evaluated at the bulk flow temperature T0. The
exponents depend on Pr and have been determined semi-empirically. For Pr=0.7 and qw
they are mρµ = 0.313, kρµ = −0.255, kPr = 0.389, mρ = kρ = 0 (see pg. 239 in [48]).
The influence of buoyancy
The influence of buoyancy on a turbulent shear boundary layer is of particular interest in
atmospheric sciences. There, the atmospheric boundary layer that develops due to large
scale winds is influenced by buoyancy, which depends on the time of the day. During
nights the Earth surface is colder than the air above and hence buoyancy has a stabilising
effect, while during the day, the Earth surface heats up due to solar radiation, becomes
warmer than the air above, creating an unstable situation. Then, the fluid near the
surface is warmer and hence less dense than the fluid above. In this way, potential energy
is introduced into the system that is converted into kinetic energy and subsequently adds
to the turbulent kinetic energy of the boundary layer.
By comparing the creation of turbulent kinetic energy due shear with the turbulent
kinetic energy due to buoyancy, Monin and Obukhov 1954 [54] and again Obukhov in









where the overlines . . . denotes averages in time, g the gravitation acceleration, T ′ the
temperature fluctuations, and u′x,z the velocity perturbation.
3 Rif is a function of z.
3In atmospheric sciences often Rif is defined with a minus in order to distinguish an destabilising from
a stabilising buoyancy flux. Since here we only consider an unstable boundary layer that is heated from
below, we omit the sign.
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While one can assume that the vertical heat flux qT = ρcpTu′z is rather independent of
z, this assumption is certainly wrong for the production of kinetic energy due to shear
(u′xu
′
z∂ux/∂z). However, as shown in sec. 4.2.1, in the log-region, the average velocity










being the Monin-Obukhov length scale. We see now that for z  Lm, it is Rif  1 and the
flow is dominated by shear turbulence. For z  Lm, or Rif  1, the flow is dominated
by buoyancy.
We can only say that when L is big enough it is possible to assume a similarity between
the velocity boundary layer profile and the thermal boundary layer profile. To the best
of our knowledge, there are no satisfying theoretical models that allow us to predict and
describe the temperature profile for buoyancy dominated boundary layer or in the mixed
regime.
2.5 A note on dimensionless parameters and length
scales
It is important to discuss how the choice of the length scale may change the quantity we
are studying in our system. In our experiment, we have an adiabatic plate in front and
therefore the evolution of the thermal boundary layer does not coincide with the evolution
of the velocity boundary layer. While without heating the distance from the leading edge
x was a natural choice for the typical length scale in the system, it is not expected that a
dimensionless response parameter that includes the temperature or buoyancy scales with
the same x equally good. It is not trivial to find a good length scale so that one finds
simple scaling relationships between dimensionless control and response parameters.
For example, heat transport is usually expressed by the dimensionless Nusselt number
Nu. In Rayleigh-Bénard convection, Nu = qL/λ∆T is defined as the ratio between the
total heat transfer q and the conductive heat transfer λ∆T/L and the length scale L is
the distance between the warm bottom and the cold top plate. On a flat surface, it is
a common approach to define the length scale as the distance from the leading edge x.
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When we use x as the length scale for the Nusselt number Nu we no longer measure the
ratio between the total and the conductive heat transfer, but we are rather comparing the
heat transfer with a quantity that is proportional to x. Clearly, comparing dimensionless
control (e.g., Gr, Re) and response parameters (Nu) is only meaningful when they are
based on the same length scales. When x is used as length scale for Gr or Ra we are
implying that the buoyant forces a proportional to the cube of a horizontal length scale
(x3), instead of a vertical distance as in Rayleigh-Bénard convection. To proper quantify
the effect of the buoyancy the use of the thermal boundary layer height as a typical length
could be a solution, but this quantity is in fact not a response parameter and hence needs
to be measured first, or derived from models.
In this work, unless stated otherwise, we will use the distance from the leading edge
x as the typical length scale for all relevant dimensionless parameters. In this way, we
assure that control parameter only depend on physical properties that can be set directly
in the experiment.
We want to end this chapter with a short summary of the most important dimensionless
quantities that are used in this work in their general form. The Reynolds number (Re)
[5] has been introduced right at the beginning of this chapter. It represents the ratio
between the inertial and viscous forces and is the only control parameter that occurs in
the dimensionless incompressible Navier-Stokes equation without additional body forces.





When the temperature is advected by the velocity field, but when the temperature does
not couple to the velocity field via buoyancy, the 2nd control parameter that then occurs
in the heat equation is the Prandtl number (Pr), which represents the ratio between the





with λ thermal conductivity, cp specific heat, µ dynamic viscosity. While we have not
discussed it in detail above, we want to mention here that the introduction of buoyancy
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due to variations in density appears as a body force of the form gβ(T−T0)ẑ in the Navier-
Stokes equation. Dimensionless, the buoyancy is described by the Grashof number (Gr):
Gr =
g β ∆T L3
ν2
(2.51)
or the Rayleigh number:
Ra = Gr/Pr. (2.52)
Here it is g the gravitation acceleration, β the coefficient of thermal expansion, ∆T a
relevant temperature difference (in our case the temperature difference between the surface
temperature and flow temperature), L is a characteristic length, and ν the kinematic
viscosity. The difference between free, forced or mixed convection is given be the strength
of buoyancy compared to the inertial forces. The ratio of both is called the Richardson
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Chapter 3
Experimental setup and methods
Figure 3.1: 3D rendering generic overview of the experimental setup
The experiments are carried out in the Prandtl wind-tunnel (PWT) at the Max Planck
Institute for Dynamics and Self-Organization. To characterize the mixed convection, we
designed and built an experiment that let us control two of the main parameters, i.e.,
flow velocity U and temperature ∆T . We can then control Gr, and Re. In the PWT we
35
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do not have control of the gas we are using, we are limited to air. Therefore the Prandtl
number is fixed to Pr = 0.7 and cannot be changed.
Figure 3.2: Schematic of the experiment
Figure 3.2 shows a schematic of the experimental setup. It consists of a uniformly
heated plate inside a wind-tunnel. We can control the heat input in the system and
control the amount of shear stress over the surface.
The incoming cold flow will encounter at first an adiabatic plate, that is 1 meter long
and 1 meter wide and has a wedge-like profile. This adiabatic plate exists to minimize
the flow separation at the leading edge and foster the growth of a boundary layer over
it. A 2 meter long and 1 meter wide plate is then positioned in direct contact with the
adiabatic plate, for a seamless surface transition. This second plate can be heated. The
two surfaces are flat and smooth.
We will now discuss the experimental setup and its constituents in more detail.
3.1 The Prandtl wind-tunnel
The Prandtl wind-tunnel was originally called Rauhigkeitskanal, and has been built in
1935, has been revisited and reshaped in the 1970s by H. Eckelmann and J. Wallace
[56] and today it is in possession of the Max Planck Institute for Dynamic and Self
Organization. The PWT is an open wind-tunnel with an octagonal irregular test section.
A schematic of the wind-tunnel with its different sections is shown in fig. 3.3:
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Figure 3.3: PWT side view. (1) 1.45m long circular section with fixed diameter of 1m. (2)
2.38m long circular with increasing diameter from 1m to 1.2m. (3) 2.10m long square to
circular shape shift. (4) 0.8m long square section with the flow laminarizer grid. (5) 0.7m long
square to octagonal shape shift section. (6) 9.7m long octagonal shape section.
The flow is driven by a direct current electrical motor, controlled by a ”Siemens Touch
Control panel”. The motor can provide rotation rates between 1 and 1500 rpm and is via
a shaft to an 8 blades propeller. For sufficiently large rotation rates, the flow velocity
increases proportionally to the rotation rates of the propeller as shown in fig. 3.5.
The propeller is located in the middle of section 1. The extremely turbulent flow is
then passed through a set of laminarizing grids. The 3 grids consist of metal meshes of
decreasing mesh sizes of 2 cm, 0.35 mm, and 0.15 mm that break the turbulent eddies,
cause and additional vortex stretching and in this way re-laminarize the flow before it
reaches section 5, and 6. Section 3 and 5 are shape adapter sections. These sections
have been designed for a smooth transition between the different shapes of the corrective
sections. Section 6 is the test section of the Prandtl wind-tunnel. It is nearly 10 m long,
has an octagonal cross-section and is the hosting section for our experiment.
Figure 3.4: Propeller and shaft of the Prandtl wind-tunnel
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The octagonal cross-section is because of previous experiments that were performed
inside the wind-tunnel. At the bottom, the test section is 1.15 m wide and the distance
between the base and roof of the wind-tunnel is 1.25 m. The width wall to wall is 1.5 m.
The potential effects of the unique shape of section 6 have been evaluated, and we con-
cluded that the octagonal section should not result in strong differences from the more
classical wind-tunnel section shapes. All the surfaces of this section are made out of 1 mm
thick aluminium sheets. To maintain the 500 kg heavy installation of our experiments,
we mounted 6 mm thick steel reinforcement plates on the floor of the test-section over
its entire length. The 6 mm thick steel floor granted us a strong working surface and we
achieved a negligible bending of the experimental surface.
The PWT velocity is controlled through the selection of the rotation rate of the elec-
trical engine. The relation between the set rotation rate of the propeller (in rotations per
minute - RPM) and the real velocity of the flow was measured using hot-wires probes
(described in chap. 3.3). A calibration curve is shown in fig. 3.5. Note, that we have done
the calibration for the same velocities that we also later used in the experiment.
While there is a nearly linear relation between the propeller rotation rate and the bulk
velocity of the flow U0, our measurements did not rely on a fitted function between these
quantities. The colour code in fig. 3.5 represents the date at which the calibration has
been performed. Although the engine can run at very low rotation rates, we do have to
consider that the low number of blades may induce low-velocity pressure fluctuations and
therefore a non-uniform fluid flow in time, which we measured as a sweet spot for the
minimum velocity value around 50 RPM. Given this constrain, the PWT can produce
bulk wind speeds between 0.1 m/s and 12 m/s.
The PWT has a simple design that does not compensate for wall boundary layer
growth. Therefore has been important to collect the PWT velocity profile at different
locations and directions. In fig. 3.6 we show measurements of the bulk velocity collected
at different locations to measure how the wall boundary layer growth affects the pressure
and velocity gradient in the wind-tunnel along the streamwise and wall-normal direction.
We do consider the x-axis to be in the direction of the flow and the z-axis to be the vertical
axis, normal to the bottom plate. In the plots in fig. 3.6, we have assumed the position
x = 0 to be at the intersection between section 5 and 6, whereas x increases in the flow
direction. Furthermore, z = 0 marks the floor of the wind-tunnel and U represents the
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Figure 3.5: PWT velocity calibration. Measurement is done in the bulk at mid-height of the
tunnel.














a) z = H/2
Adiabatic
 plate Heated plate
RPM = 600
RPM = 200










b) x = 2.5m
RPM = 600
RPM = 200










c) x = 8.5m
RPM = 600
RPM = 200
Figure 3.6: PWT velocity profile along the streamwise (a) and the wall-normal direction (b and
c).
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time-average streamwise. A rotation rate of 600 RPM corresponds to U ≈ 5m/s, and
200 RPM does corresponds to U ≈ 1.2m/s.
We have measured velocity profiles in the Prandtl wind-tunnel for heights in a range
between z = 0.4m and z = 1m, outside the wind-tunnel boundary layer, our experiment is
positioned in the bulk so that the free flow approximation at the leading edge hold valid.
The maximum variation of the time-averaged streamwise velocity (along z) is 8.6%, and
the maximum variation in the horizontal direction (along x) is 3.2%. The variation in
pressure and therefore the velocity along the Prandtl wind-tunnel x-axis is within the
measuring error along a total measured length of 6m.
The free-stream turbulence θ = 100 · (U ′0/U0) at the hot-wire measurement point at







3.2 The heated plate
A schematic of the heated section of the plate is shown in figure 3.7. The plate is 2 m
long and 1 m wide. The plate consists of three layers glued together with a high thermal
conductivity epoxy. These are:
1. Top layer: Anodized Aluminium - 25 mm thick
2. Middle layer: Polycarbonate - 5 mm thick
3. Bottom layer: Aluminium - 35 mm thick
The 3 layer design has already been used successfully in Rayleigh–Bénard convection
cells [57] because it allows us to:
1. Generate a uniform surface temperature distribution in contact with the fluid.
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Figure 3.7: 3D Rendering bottom view of the heated plate. Slice shows layers composition.
2. A measurement of the local heat transfer at 21 different locations
3. Heat measurements without correction for heat loss through the bottom and the
side possible.
This solution does allow us a spatially resolved heat transfer measurement. The low
thermal conductivity of the poly-carbonate creates a larger gradient in the temperature
between the bottom plate and the top plate, and therefore a higher precision measurement.
Another benefit of this method is that it is a direct measurement of the heat flux between
the plates, and therefore is not affected by heat loss to the bottom and the side. The
aluminium plates are made of ”Al Cast Plate G.AL” from GLEICH GmbH company. It
is composed of ”EN AW 7021” alloy. The declared surface roughness is Ra < 15µm,
thermal conductivity is 125 < λ < 155 W
mK
, full data-sheet can be found at gleich.de .
These 3 layers are glued together using a low viscosity and high thermal conductivity
epoxy named ”STYCAST 2850FT” that was degassed before it was applied. This special
epoxy has been chosen to minimize the epoxy layer height and thermal resistance. In the
bottom layer, is carved a 200 m long groove that host the copper heating wire fig. 3.7.
The groove is 3 mm deep and 5 mm wide; the distance between the parallel lines of the
groove is 15 mm. This groove covers the entire bottom surface of the aluminium bottom
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plate and allows a uniform distribution of the heat. The copper wire is 200m long and
has a total resistance of 6.37Ω at ambient temperature. The copper wire is connected at
its ends to a thick cable that has a very low resistance that is then used to connect the
heating wire to the 2000W DC power supply unit. As power supply we have chosen to use
an Agilent, DC model ’6675A’, this unit can output 0-120V and 0-18A. The groove with
the copper wire in position is filled with the same epoxy used to glue the plate’s layers,
it is used to hold the wire in position and for a better distribution of the heat from the
wire to the bottom plate.
The bottom layer hosts an array of 40 mm long holes with a 7 mm diameter with a
35 degree angle of attack. Figure 3.8. The top layer also hosts an array of 40 mm long
holes with a 7 mm diameter but with 45 degree angle of attack. The holes on the top
and bottom layer are vertically coinciding with each other to measure the temperature
drop across the polycarbonate plate. Thermistors are glued in position using the Stycast
epoxy. To minimize heat loss, the plates are insulated at the sides by a 1 cm thick layer
of insulation foam that has been applied to the left, the right and backside of the plate.
The front side is insulated by being in contact with the ”Adiabatic front plate” that will
be discussed in chap 3.2.1.
3.2.1 Thermistors
We use in total 42 thermistors, (21 for each plate,) just to monitor the heat transfer
through the heated plate, and one thermistor attached below the adiabatic plate to mea-
sure the incoming flow temperature. We use glass encapsulated semiconductor thermistors
with a diameter of 2 mm and resistance around 100kΩ (at ambient conditions) and a nega-
tive temperature coefficient to increase the measuring precision in our temperature range.
The choice of high resistance is to minimize the relative contribution of the connecting
wire to the measured resistance. A four-wire measurement was not necessary. The ther-
mistors of choice are Tewa company - model ”TT2-100KC3H-4”. The thermistors have
then been encapsulated in a hollow copper tube that has a 5mm outer diameter and with
3mm inner diameter. The copper tube encapsulation is used to facilitate the installation of
the thermistors inside the plates. The copper tube does allow us to move the thermistors
in position without breaking them, the copper also allows good thermal contact.
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Figure 3.8: Top: Schematic top view, small circles represent the position where each thermistor
is inside the plates. Bottom: Schematic front view, with inclined holes for the thermistors.
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All thermistors have been calibrated before being installed in position using a ”Cali-
bration box” that we have designed and that was built by the institute’s machine shop.
The thermistors were calibrated against a Lake Shore Cryotronics model ”PT-103” as a
reference thermistor. According to the Data Sheet offered by Lake Shore Cryotronics, the
Pt-103 has a declared precision of ±23mK at 305K.
The resistance of the thermistors is measured with a Keysight data-logger model
”34970A” with 3x Keysight boards model ”34901A”. Each board has 20 channels with
a total of 60 available channels for one data-logger. A python program has been used to
control the calibration process, regulating the temperature and acquiring the data from
the datalogger. The thermal regulation has been done using a water bath circulator,
(Thermo Scientific model ”AC150”,) this instrument can control the temperature of the
water flowing with a stability of ≈ ±0.02 K. The 45 thermistors are calibrated with a
relative precision of less than 0.005 K. After calibration, the thermistors have been placed
inside the aluminium plates using conducting thermal paste to improve the heat trans-
fer. The thermistors have been then fixed in position with low viscosity, high thermal
conductivity epoxy. Furthermore, two thermistors have been positioned at the side of the
hot-wire collecting temperature at the same height as the hot-wire.
After the assembly of the plate, the two thermistors labelled ’2TR’ and ’4TC’ were
broken. Each thermistor is labelled with three characters that represent their position
inside the plate. The first character is a number ∈ {1...7} which refers to the streamwise
coordinate, where ’1’ is the first thermistor line and ’7’ the last thermistor line (green in
fig. 3.8). The second character is either ’T’ or ’B’ and refers to the top and bottom
plate the thermistor is placed in. The top plate is the plate of which the top surface is
in contact with the flow, the bottom plate is the plate that is directly heated The third
character represents the spanwise position of the thermistor and can by either Left (L),
Center (C) and Right (R) (highlighted in red in fig. 3.8).
Support plate
The heated plate is supported by a steel frame composed of 5x 2m x 0.03m x 0.005m
steel 1 bars welded to 2x 1m x 0.03m x 0.005m steel bars (schematic in fig. 3.9). All the
steel bars are made out of 304 stainless steel with thermal conductivity λ = 16.2 W
mK
with
1The use of steel has been necessary due to manufacturing and material strength constrains.
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Figure 3.9: Top: 3D rendering, steel frame, support plate and insulation layers. Bottom: Base
plate with insulation foam and steel frame.
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a total contact area between the support frame and the heated plate equal of 0.06m2.
It is important to minimize the contact to reduce the heat transfer through the support
structure.
The steel frame is then connected and supported by a Steel base, made of 304 stainless
steel 2,1m x 1,05m x 0,015m (fig.3.9). To increase the thermal insulation the space inside
the steel plate has been filled with thermally insulating foam (fig.3.9). The support
structure with the heated plate on top sits on 6 legs which height can be varied.
We have also attached 6 wheels. With the legs retracted the plate is supported by the
wheels and therefore can be easily moved inside the wind-tunnel. Once the measuring
position is reached, the legs can be extended letting the feet support the plate. The height
of the 6 feet can be adjusted independently. When in position the legs are used to level
the surface perpendicular to the gravity.
Front adiabatic plate
Figure 3.10: Schematic view, side and perspective view of adiabatic front plate
In front of the heated plate, another adiabatic plate was installed. This plate fulfils two
purposes. It should reduce the flow separation at the interface between the free flow and
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the leading edge2 but it should also help to develop a boundary. The front plate ideally
should not exchange any heat with the heated plate. It is also important to regulate the
height of the front plate to have the most seamless transition possible between the front
plate surface and the heated plate surface.
The front plate is a 1m x 1m surface and is made out of 5mm thick Plexiglas. The
interface of the front plate with the incoming flow has a sharp edge with a 30◦ angle and
10mm length. This sharp edge should minimize the flow separation and hence keep the
incoming flow laminar (fig. 3.10). The front plate is empty inside to minimize the heat
exchange and reduce the cost. It is made of an assembly of cut Plexiglas sheets 5mm
thick, the sections are then glued together and it is equipped with 4x adjustable legs
fig. 3.2.1.
3.2.2 Heated plate temperature feedback loop
In each plate, we have 21 thermistors and 1 thermistor is attached below the front plate
to measure the incoming flow temperature T0. One of the parameters that we control in
our experiment is the top plate surface temperature. However, since we can set only the
heat flux q for the entire plate, but since we also want to account for small temperature
variations of the incoming flow 3, We decided to keep during an experimental run the
temperature difference ∆T constant between the top plate temperature at the very first
line and the incoming flow:
∆T =
(




To keep ∆T constant during an experimental run, we regulate the power input at the
bottom plate P (ti) at each, equally spaced, measurement time ti using a proportional-
differential feedback loop:
P (ti) = P (ti−1) + α(∆Tset −∆T (ti)) + β(TB(ti−1)− TB(ti)) (3.2)
2A steep edge would have resulted in flow separation and therefore in the generation of eddies inside
the boundary layer at the leading edge. Introducing those perturbations would result in reduced stability
of the boundary layer.
3The lab temperature is only constant within 1.5 K or so.
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With α and β being positive parameters that were optimized for lowest fluctuations of
∆T in time. ∆Tset is the desired ∆T that we want to keep constant for the experiment.
∆T (ti) is the measured value at time ti. Tb(ti−1) is the bottom plate average temperature
in the previous time-step. Tb current bottom plate average temperature.
3.2.3 Heated plate constant heat transfer
As pointed out already above, heat is introduced into the system via electric heating from
a single long heating wire underneath the bottom plate. Hence, we assume that also the
heat transfer from the surface of the top plate is rather uniform and spatially constant
along with the plate. This can be seen in fig. 3.11, where we plot the local heat flux for
the 7 different spatial positions along with the plate and 6 different ∆T .




















Figure 3.11: Local heat transfer along the different lines of thermistors.
The air that passes above the surface absorbs heat from the surface. The air becomes
warmer proceeding along the x-direction. Therefore, the constant heat transfer from the
surface generates variations of the surface temperature of the top plate in the streamwise
direction (the x-axis) and is not constant anymore. It may also be useful to consider that
49 3.3. Constant Temperature Anemometry (CTA)
the temperature gradient along the aluminium plate does drive heat transfer along with
the metal. In our analysis, we neglect the effect of heat transfer through the plate. Correct
for this effect in our analysis is not trivial. By knowing the amount of heat transported
through the metal it is possible to reallocate it, this would result in a new thermal profile,
but also an incorrect boundary layer evolution. The boundary layer evolution is a function
of the temperature gradient it faces, and if we correct the temperature gradient, to obtain
a proper correlation we need to correct also for the boundary layer. Unfortunately, the
correlation between BL and temperature gradient is not trivial and at the most unknown,
therefore we have chosen to neglect this effect.
3.3 Constant Temperature Anemometry (CTA)
To measure the flow velocity, we use Constant Temperature Anemometry. The constant
temperature anemometry is coupled with hot-wires. A hot-wire is a fork structure that
holds a wire that is heated through an electric current. A CTA feedback loop keeps the
temperature of that wire constant at around 280 oC by adjusting the power input fig. 3.13.
When a hot-wire is immersed in a moving fluid the electrical power necessary to keep
its temperature stays constant changes proportionally to the heat transfer from the wire
to the colder fluid. The heat transfer in turn is a function of the fluid properties (like
humidity and density) and the velocity of the fluid. Therefore by measuring the power
input, we can derive the velocity of the fluid, assuming that all the relevant fluid properties
stay constant in time.
Hot-wires are the best compromise that allows us to measure in the range of velocity we
are interested in, and with a high temporal resolution. Unfortunately with the hot-wires
one can only conduct localised measurements at a single point in space.
3.3.1 Hot-wire probes
In our experiment, we have chosen to use a hot-wire probe that has been specifically
designed for boundary layer measurements. (Dantec Hot-wires, model: ”55P15”, see
fig. 3.13) mounted on a Dantec Probe Support that was 235mm long. These hot-wire
probes are designed for measurements that are close to a surface. Their body is designed to
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minimize its interaction with the airflow. The wire diameter is 5µm. More specifications
can be found at the Dantec official web-page [58].








(A) U0 0.3 m/s - T = 0K











u = 0.13 m/s
(B)
Figure 3.12: Velocity data collected at extremely low velocity. Velocity standard deviation (A)
and time averaged-velocity (B) as a function of the vertical distance from the plate surface.
Average velocities 0.13m/s (grey triangles) were not used for further analysis.
The hot-wire data are collected with a Dantec ”4 Channel MultiCTA” (model ”54N82”).
The MultiCTA is responsible for the control of the hot-wire’s temperature feedback loop.
The output of the CTA is the voltage that is necessary to keep the hot-wire at a con-
stant temperature. The MultiCTA can output an analogue signal with frequencies up
to 20 kHz. That signal is then read with a digital analogue converter (Labjack model
”T7 Pro”) and converted into a 12bit digital signal using the stream mode (used in our
experiment).
Due to the ”hot” nature of the CTA, it has some limitations. The Dantec 55P15 that
we use for this experiment can measure velocities as low as 0.05m/s, but the influence of
the natural convection is relevant up to 0.2m/s. The thermal plumes that may detach
from the hot-wire do translate into a spike in thermal transfer and therefore in the mea-
sured velocity. The time average does allow to minimize the contribution of these spikes
in the total measurements. In our experiment, we have excluded all the measurements
below 0.13m/s because they resulted unreliable in our tests as shown in fig. 3.12. It is
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Figure 3.13: Schematic of the boundary layer hot-wire used in our experiment (Dantec 55P15)
Image from [59].
expected at the surface proximity to observe the velocity drop to 0, but observe a constant
value of velocity, this is due to the hot-wire natural convection becoming dominant.
There are then some factors that we have to consider if we want to use hot-wires for
our measures. In our setup, the fluid temperature changes around the hot-wire, when we
get closer to the heated surface. According to the Dantec Dynamics web-site, [60] the







with TW being the hot-wire temperature, T0 the fluid temperature, T∗ the ambient refer-
ence temperature, E the Voltage, and Ecorr the corrected Voltage.
Hot-wires are very sensitive and might show s slow drift over time. For this reason,
it is required to calibrate them often. Hot-wire probes can be calibrated either with a
jet of a known velocity or in a flow against a pitot tube. To calibrate the fast Dantec
CTA probe we used a time-averaged pre-calibrated hot-wire anemometer, a Testo model
”405i”. This hot-wire is glass encapsulated and has a slow response time. The instrument
measures velocities with a resolution of 0.01m/s, and accuracy of 0.1m/s [61].
For the hot-wire calibration the hot-wire probes were positions in the center of the
wind-tunnel (40 cm above the plate) at about the same x position at which later mea-
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surements were taken. The Testo ”405i” was mounted in between both CTA probes. The
calibration of the CTA covers a range of velocities between 0.1m/s and 7m/s, in case
of higher speed measures a specific calibration is done that reach a maximum velocity of
12m/s. The hot-wire data are collected at 10 kHz for 2 minutes, the average voltage of
these two-minute measures are then used to fit the King’s Law curve [62] [63] [64] against
the velocity measured with the Testo ”405i”.
Important note:
It is extremely important to address a question that may arise when we will present the
data collected at different surface temperatures. The increase in the surface temperature
does rise the flow temperature. As explained in this chapter the hot-wire measures the
velocity by measuring the heat that is transferred from the hot-wire to the flow. By
heating the flow we are changing the temperature difference between the hot-wire and
the flow, therefore the measured velocity may be affected, resulting in a seemingly lower
measured velocity.
Using formula 3.3 we can calculate the relative error in the measurement due to our
temperature shift. The hot-wire temperature is during the calibration at a temperature
delta of +250K from the flow. The maximum flow temperature increase we have measured
at the wall proximity is 8K, resulting in a maximum error of 1%. Therefore is possible
to exclude any relevant effect in the measured velocities due to heat and the correction
can be neglected.
3.3.2 Height control system and probe holder
Given the small diameter of the hot-wire of 5µm and length of 1.25 mm, we can measure
the velocity with very high spatial and temporal resolution and very close to the surface.
For that reason, the 2 parallel hot-wires are mounted on a twin arm system that let
us control the height with a precision of up to 100 µm. We note that in most of our
experiments, the boundary layer was just a few centimeters high, with the largest velocity
gradients in the viscous sub-layer that was about half a millimeter thick for the largest
Reynolds number.
In figure 3.14 we see the rail system installed on wind-tunnel floor. The rails support
and allow movement of a 2 axis movement system controlled by an ISEL Step motor-
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Figure 3.14: 3D rendering two-axis moving stage, extensible arm, and hot-wire control systems
Controller model ”C142-4”. The system allows the precise positioning of our sensors in
the x,y, and z direction and lets us move at a height between 0.4m and 1.4m from the
bottom of the wind-tunnel (z-axis), and between −0.5m and 0.5m on the Y-axis with 0
being the center of the wind-tunnel. The 2 axis system has a 1mm precision. Along the
x-direction we can move the system up to 6 m into the test section of the wind-tunnel. The
hot-wire probe holders are mounted on an arm that is attached to the 2 axis movement
system. The arm has been designed by us for this experiment. It can be extended up to
2 meters and allow us if needed to measure along the entire plate length.
Due to the thermal expansion of the plate, an increase in its temperature results in an
increased plate thickness. This change is not negligible in our experiment. To achieve a
high level of precision and repeatability of the measurement a micrometre precision step
motor has been coupled with a high precision laser sensor for precise vertical positioning
of the hot-wire probes.
We used a two Thorslab MTS model ”MTS50/M” (from now MTS) as step/step motor
and two Waycon Lasersensor (from now LS) model ”LAR 10 5V” as distance measuring
sensor. The coupling of the MTS and LS does allow us to increase the positional awareness
precision of the setup up to ±10µm. The LS is powered with a Keysight 200W DC Power
Supply model ”E3634A”, and the output is read through the Labjack DAC T7 Pro that
is already used to read the Hot-wire output.
The experimental setup has 3 different grades of precision depending on the distance
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Figure 3.15: 3D rendering, side view of hot-wire support system
from the surface:
• 0 to 5 mm is the operative range of the LS, where the probe can be set with very high
relative precision. Setting the probe to the correct position is computer program-
controlled.
• 0 to 30mm is the operative range of the MTS. The MTS has an internal system that
let it move with very good precision. Computer program-controlled.
• In the range from 30 to 400mm we are out of the operative range of high precision
systems. In this range, we use BMTS to move the arm along the z position. This
system has a precision of around 1 mm and is controlled manually.
3.4 Trip wire
During our tests, we have installed a tripwire trying to trigger the fully turbulent boundary
layer already at lower velocities. Measurements with and without a tripwire are compared
in fig. 3.16. Note, that the measurement there have been normalized by the bulk velocity.
Purple data are collected at U ≈ 0.35 m/s in what we will introduce later as a transitional
regime; Orange data have been collected at U ≈ 2.5 m/s, in what we will define later as
turbulent boundary layer. We have tested two different configurations, one with a 1 mm
thick tripwire that was placed x = 10 cm away from the leading edge of the adiabatic plate.
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The comparison between the measurement done with and without a tripwire showed no
significant difference for the Reynolds number in our measurements.
The position of the tripwire was too close to the boundary layer stable region, therefore
the perturbations generated is dissipated by the viscosity. The tripwire presence has shown
to not affect the measures and we will not specify if a measurement has been done with
or without tripwire. In fig. 3.16 we show that despite the presence of the hot-wire, we





























Figure 3.16: Velocity fluctuations (A and B) and time averaged streamwise velocity (C and D)
as function of the vertical distance from the plate. (A) and (C) data collected with U0 ≈ 0.3m/s,
(B) and (D) data collected with U0 ≈ 2.5m/s.
3.5 Vertical thermistor bar
Initially, we attempted to measure the temperature profile in the boundary layer using two
thermistors that were mounted close to the hot-wire probes. However, due to the slow
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Figure 3.17: Photo of the thermistor rod used in vertical profile temperature measurement
response time of the thermistor, measurement times necessary to reach good statistics
were very large and hence measurements became unfeasible long.
Instead, we have mounted 12 thermistors at a different height along a rod so that
they could measure the temperature at their positions almost simultaneously. We used
a set of standard thermistors with parameters similar to what has already presented in
section 3.2.1. We used a mix of 2mm glass encapsulated thermistors (to measure far from
the surface,) and 0.5mm non encapsulated ones (to measure close to the surface,) that
were available at the institute.
Although our thermistors are small and their response time close to 1 second, they are
too slow to measure fast velocity fluctuations inside the boundary layer. The calibration
procedure has been done as explained in section 3.2.1, the smaller thermistors because of
their fragility has not been placed inside the aluminium holes, but instead taped on top
of it. The final calibration due to lack of time has been done with the calibration box
but without the necessary optimizations for thermal contact. The calibrated thermistors
have then been attached to the rod using hot glue at the positions on the z-axis in mm:
2, 3, 7, 12, 22, 75, 155, 317, 455, 652, 935, 1100. The rod is then placed vertically on top
of the heated surface and kept in position with the help of a connector attached to the
PWT ceiling.
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3.6 High speed camera setup
Visualization of the flow structure is often helpful to better understand the state and
dynamics of the flow. For that reason, we used a high-speed camera (Vision Research,
Phantom Camera model ”VEO 4K-L990”), with a resolution of up to 4096x1440 px and
a maximal frame-rate of 1200fps. The camera has been equipped with a ”Nikon Lens
Nikkor 28mm f/2.8 AF-D”. The region of interest we were looking at was 88cm long and
reached from the plate to the bulk region of the flow.
For illumination, we used a 7 Watt green LED. The light passes through an optical
fibre to a semi-cylindrical lens that converts the beam into a 2d light sheet. The light
intensity is not perfectly uniform along the measured volume, this is because we are not
using a laser sheet. The sheet is then positioned to illuminate a portion of the incoming
flow with a direct beam perpendicular to the camera along the line in the fig.3.18.
The camera was mounted on a rail system so it could be moved along the PWT on
the side of the heated plate (fig. 3.18). The camera is connected to a Windows 7 laptop
through a 1 Gb Ethernet connection and controlled via the program provided by Vision
Research named PCC version 3.1.772.0.
To visualize the flow, we used an industrial fog machine from the JEM model ”ZR44
High Mass” coupled with Pro Smoke Super liquid. The fog machine is seeding the flow
with vaporized droplets before the propellers. The fog is then passing through the pro-
peller, the laminarizing grid and then over the plate. The fog is composed of warm glycerol
particles, therefore they tend to raise in the flow creating a gradient of distribution of par-
ticles with a higher density close to the ceiling of the wind-tunnel.
3.7 Experimental procedure
The experimental procedure depends on the data that were acquired. In this section, we
will show and explain these procedures and how data were acquired and processed.
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Figure 3.18: 1. Camera mounting position - 2. Visualized layer.
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3.7.1 Heat transfer measurement
The resistance of all thermistors as well as the voltage drop across the heating wire
was measured with the Keysight multimeter and transferred to the attached computer
(Mac OS X). The computer collects these data from the multimeter but also receives
from the power supply the value of the current that is applied to the heating wire. The
temperature control feedback loop is executed by the Mac computer that then corrects
the power output of the Power supply unit (fig. 3.19).
Figure 3.19: Schematic of connections layout for the heat transfer measurement setup
Once the PWT wind speed is set we activate the heated plate temperature regulation
loop. It is necessary to wait a certain amount of time before the real measurement can
start. The thermal inertia of the plate requires a few hours to equilibrate. This time may
vary according to the measurement parameters we set. A typical measurement lasts for
about one day to acquire enough data to get good statistics
3.7.2 Temp controlled hot-wire velocity measurement
The temperature control feedback loop is the same as in section 3.7.1. In this setup, we
have also an exchange of data between the Mac computer and a Windows PC that is
necessary to control the vertical position of the hot-wire probes.
A python script is responsible for the height regulation. The program moves the 2
Thorlabs MTS at the operative range for the laser sensors. The laser sensor output is
read through the DAC. A controlled feedback loop moves the hot-wire probes according
to the laser read position to the desired position. The position z0 is the lowest position for
our measurements. It is obtained by manually calibrating the hot-wires position against
a sheet of paper, using light to cast a shadow and in this way to minimize its distance to
the surface without touching it.
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Figure 3.20: Schematic of connections layout for the temp controlled hot-wire velocity measure-
ment
The hot-wires are connected to the Multi CTA that is responsible for the hot-wires
feedback loop and is responsible for some signal processing. The CTA internal electronics
does allow to apply a low-pass filter (1, 3, 5, 10 kHz), amplify the signal between (1 and
5 dB) or shift the voltage between 0 and +2V . The Multi CTA board has a base voltage
that is applied and not subtracted by the system, this base voltage is also amplified with
the gain control. In our range of velocity, we get a signal between 5V and 8V . Schematic
in fig. 3.20.
Once the measurement position along the plate is set and the equilibrium temperature
is reached we lower the hot-wire to the z0 position. The data are then collected with a
sampling rate of 10kHz for 120 seconds for each of the hot-wires. The hot-wires are then
moved up to a new position and the measurement is repeated. We conduct measurements
at 41 different positions that span from 0.2mm to 400mm above the plate surface. The
minimum time necessary to measure the entire boundary layer velocity profile is 1 hour
and 30 minutes, it can be more due to the region where the position is changed manually.
3.7.3 Vertical thermistors measurements
The temperature profile measures usually last around 24 hours, the data is collected with
a sampling frequency of approximately 0.2Hz. The vertical thermistor bar is positioned
approximately at the same x position where the velocity was taken at the center of the
plate along the y-axis. We do not perform velocity and temperature measurements at the
61 3.7. Experimental procedure
same time so that the different probes do not affect each other.
Figure 3.21: Schematic of connections layout for vertical temp profile measurement.
3.7.4 Camera Image collection
The temperature control and feedback loop are the same as described in section 3.7.1. In
this setup, we used the windows computer to read the camera output using the propri-
etary software from Vision Research 3.22. The industrial smoke machine is configured to
produce a pulse of smoke in time and the camera images are collected.
Figure 3.22: Schematic: connections layout for camera image collection
For every measurement, we record approximately 2 minutes of videos that are shoot at
a frame rate of 100fps. We have tested export in RAW (12bit heavy file) and Apple ProRes
(10bit medium size file). No relevant differences have been found in the post-processing,
therefore the video has been exported in 10-bit ProRes. The videos are processed using
professional video editing software (named DaVinci Resolve from Black-Magic). In the
processing we do normalize the luminosity level, correct for the light falloff at various x,
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increase the contrast, and apply small changes to enhance the flow structures. The same
processing is applied to all the images.
Chapter 4
Data analysis and results
Now, after we have provided the necessary background and explained in detail the ex-
perimental setup, we present in this chapter results from measurements of the velocity,
the temperature field, and the heat flux from the surface of the plate. We will start in
sec. 4.1 with velocity measurements in the boundary layer on top of an isothermal plate,
i.e., without heating, followed by temperature and velocity measurements above a heated
plate (sec. 4.2).
4.1 Velocity boundary layer without heating
In this section, we will present measurements of the streamwise velocity u as a function of
the vertical position z. From these measurements, we will calculate statistical quantities,
such as averages, standard deviations, and higher-order moments, as well as power spectral
densities and we investigate how these quantities change for different Reynolds numbers.
4.1.1 Turbulent velocity boundary layer
Using hot-wire we have measured the vertical profile of the streamwise velocity component
above the plate at different bulk velocities U0, i.e., different Reynolds numbers Rex. The
velocity measurements are all done at distance x = 2.35 m from the leading edge of the
adiabatic plate where the boundary layer starts to develop.
Using the shear stress velocity uτ and the kinematic viscosity ν it is convenient to
convert velocity and vertical position in a turbulent boundary layer in dimensionless wall
63






























(B) Rex = 9.85e+05Musker curve
Figure 4.1: Turbulent velocity boundary layer profile. Shown are the time averaged velocities
(B) and the fluctuations expressed by the normalized standard deviation (A) as a function of the









so that for sufficiently small z+, all data u+(z+) collapse for very different Rex onto a
single master curve. This master curve can be well described by the Musker equation
(eq. 2.23) introduced in sec. 2.3.2. We determine the skin friction velocity uτ as a fit
parameter by fitting our data to the Musker equation (eq. 2.23), whereas only data were
used that belong to the buffer and the log-region as in fig. 4.1. During this fit, we also
determined the precise distance between the hot-wire probe and the surface by adding or
subtracting a constant z0 to the assumed height z. However, we only allowed z0 to be
smaller than 0.5 mm since this was our estimated uncertainty for the measured distance
between the hot-wire probe and the laser distance sensor.
Figure 4.1 shows the measurements of the streamwise velocity for the largest applied
bulk velocity U0 = 6.29m/s (Rex = 9.85 × 105). Shown are the average velocities u+
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The velocity field follows the typical turbulent boundary layer velocity profile. The vis-
cous sub-layer is expected to occur for z+ . 5 or so but it is not resolved here, as
z+ = 5 corresponds in this measurements to a physical distance of z ≈ 350µm. While
measurements at such small z were in general possible, the averaged velocity, however,
was below the velocity range at which the CTA gives reliable results. In the viscose sub-
layer the velocity gradient ∂〈u〉/∂z+ is steep (linear) and fluctuations ustd are small and
decrease towards the boundary (for z+ → 0). Momentum is transported predominantly
by diffusion with the viscosity as the diffusion constant.
Above the viscose sub-layer lies the buffer layer that occurs for distances from the
plate 5 . z+ . 30. Here, viscose diffusion is no longer the only mechanism for the
momentum transport in a vertical direction away from the plate, but also advection
becomes increasingly important. It is also in this region, where the velocity fluctuations
in streamwise direction (ustd) reaches a maximum. The buffer layer is introduced in
literature as the zone in which the viscous sub-layer and log region merge and where the
viscous and inertial forces are comparable [20].
The buffer layer is followed by the log-region for 30 . z+. There, the vertical mo-
mentum transport is mainly due to advection and viscosity does not play a role. The
fluctuations ustd decrease slightly inside the log-region but this decrease becomes weaker
for even larger z+ and the curve flattens out. This is where the wake region [65] starts to
occur, the most outer part of the boundary layer, before the flow field converges to the
bulk flow. The wake region is a transitional region in which the slow and unstable log
region velocity field mixes with the fast but stable bulk flow. The wake region position
in wall units is a function of Reynolds number and is characterised by a steeper increase
of the velocity with z+ in this semi-log presentation than in the log-region, but also by
a sharp decrease of the fluctuations ustd. In our experiment we use an inflow velocity U0
that is not big enough to allow for a strong separation between the viscose sub-layer and
the wake region, resulting in a rather narrow log region.
The average velocity and the fluctuation as presented in fig. 4.1 are the most com-
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mon and easiest to calculate single-point statistical quantities that can be measured in
the experiments. However, since our CTA probes take measurements at 10kHz we can
calculate other statistical properties. For example, one can investigate the probability for
the occurrence of different velocities, i.e., the velocity probability density function P (u+).































Figure 4.2: Probability density function of the streamwise velocity inside a turbulent boundary
layer for U0 = 6.29m/s (Rex = 9.85 × 105) and different heights (see legend). Top shows the
data on a logarithmically scale y-axis, the bottom shows the same data on a linear scaled y-axis.
In fig. 4.2 we present the P(k) of the dimensionless velocity u+ for different vertical
positions z+ (denoted by the line color, see legend).
One clearly sees that the P (u+) changes qualitatively as a function of z+ and is
characteristic for each of the regions of a fully developed turbulent boundary layer. Most
notably - not at all surprising - the maxima of the P (u+) moves towards larger u+ with
increasing z+. However, also the shape of the P (u+) clearly changes with increasing z+.
When z+ is small (in the viscose sub-layer and the buffer layer) the P (u+) is heavily
skewed towards larger velocities and rather broad denoting a large ustd as we have seen
already above in fig. 4.1. The large skewness is somehow expected because velocities are
restricted on the left by zero since negative velocities are not expected to occur. At least
there is no known mechanism that forces a flow in opposite direction to the mean flow.
While still broad, the P (u+) becomes symmetric and appears rather Gaussian inside
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the log-layer. For even larger z+ (inside the wake region), its width decreases but the
P (u+) now becomes skewed towards smaller velocities. This is intuitively explained by an
upper bound for the velocity that is roughly U0. The yellow P (u
+) in fig. 4.2 was taken at
z+ = 6300, which is outside the boundary layer and reflects the velocity in the bulk. Here,
we see that the P (u+) is rather narrow, indicating that the turbulence intensity is rather
small in the bulk, but also symmetric, which is as well expected. What is unexpected,
however, is that the mean velocity (i.e, the maximum) is significantly smaller than the
maximum in the wake region. While we have seen this already above in fig. 4.1, in fig. 4.2
it becomes apparent that the difference between the two maxima is at least a standard
deviation of the bulk P (u+). It is at this point unclear where the additional momentum
comes from that accelerates the fluid beyond U0.
The description in words above can be quantified by calculating higher moments, i.e.,
the skewness β3, and kurtosis β4 and see how they change along with the vertical posi-
















Figure 4.3: Skewness β3 (A) and kurtosis β4 (B) as function of vertical distance from the plate
at U0 = 6.29 m/s (Rex = 9.85× 105).
Figure 4.3 shows the skewness (top), and kurtosis (bottom) of the velocity fluctuations
u′ = u − 〈u〉. The skewness β3 [66] refers to the asymmetry of the P (u+) and is defined






A perfectly symmetric distribution has β3 = 0 and its median and the average value coin-
cide. When the median value is higher than the mean, the majority of the measurements
are above the mean, and β3 > 0. When the median value is lower than the mean, the
majority of the measures are below the mean, and β3 < 0. The kurtosis β4 [66] provides
information about the tails of the probability , i.e., the probability of very extreme events.





so that for a normal distribution it is β4 = 0.
We observe β3 > 0 in the viscous sub-layer and part of the buffer region. This is
due to the lower range of accessible velocities induced by the non slip condition at the
wall, resulting in an asymmetric distribution. In the log region this limitation is not
present and therefore the skewness approaches zero, in accordance with the symmetric
P (u+) shown in fig. 4.2. In the wake region, we observe β3 < 0, because the bulk flow
is (almost) laminar and therefore the accessible velocities are limited from above. In the
bulk, β3 ≈ 0, since there, the flow is only very weakly turbulent of low intensity and the
velocity fluctuations are symmetric.
A negative kurtosis is observed in almost the entire boundary layer. Solely in the
wake region, the kurtosis becomes positive, where slow fluid from the boundary layer
mixes with fast fluid from the bulk. Since in this region, the fast and slow fluids are
not well mixed, large patches of fast and slow fluid exists, causing sudden changes in the
detected velocity and hence a high probability of detecting velocities that are very different
from the mean velocity at this z+. The negative kurtosis does represent a flow with less
extreme events where the fluctuations are more constrained, with a positive kurtosis we
do expect an increase of extreme events that reflect a longer-tail in the distribution. In
turbulent isotropic flows, it is expected to find slightly negative values of kurtosis [67].
Our findings for fig. 4.3 agree with large eddy simulations by Stevens et al., [68] and
experimental measurements by Durst 1987 [69] for a turbulent boundary layer.
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Power spectral density
As we discussed in chapter 2.2, for isotropic and homogeneous turbulent flows, Kol-
mogorov predicted a E(k) ∝ k−5/3 scaling for the spectral distribution of turbulent kinetic
energy. We do expect that when the k−5/3 scaling range can be clearly seen, the turbulent
flow can be considered homogeneous and isotropic.
To calculate the kinetic energy spectrum, we use the Taylor frozen turbulence hypoth-
esis [6]. It assumes the turbulent eddies to be frozen in and transported by the flow as
they passed the sensor. Therefore, from measurements of a certain quantity at a fixed
position as a function of time, one can calculate the streamwise spatial variation of this
quantity at a fixed moment in time.
















Figure 4.4: Energy spectrum at different vertical positions (z+ according to color bar) inside the
boundary layer and for Rex = 9.85× 105.
Figure 4.4 shows the power spectral density at different z+ positions inside the bound-
ary layer, with the last two (orange) in the bulk. With the probe at our disposal, we
measured the velocity component along the flow direction, the x axis. All the presented
power spectral density in this work, are therefore representing the one-dimensional power
spectral distribution along with the flow.
In the presented data, the measurements closest to the wall were taken inside the
buffer region. There, the flow is not isotropic and we do not see a clear k−5/3 scaling
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for any sufficiently large k-range. Instead, we clearly see a k−1 scaling for wavenumbers
somewhere in the range 5 < k < 50 m−1 or so. This observation will be discussed later
in this chapter. A sharp decrease of the spectral energy occurs at around 200 m−1, where
the energy dissipation sets in.
Looking now at the boundary layer log region (purple) we do see the development of
the k−5/3 scaling that does coexist with the k−1 already spotted in lower positions inside
the boundary layer. The existence of the k−5/3 scaling does suggest that the flow becomes
more homogeneous and isotropic with the growth of this region, which is in accordance
with the vanished skewness β3 and the slightly negative kurtosis β4 shown above.
Approaching the wake and bulk region we see a drop of the turbulent kinetic energy.
This is of course expected. The bulk is nearly laminar and therefore the turbulent kinetic
energy contained in it is rather small (note the logarithmically scaled y-axis in fig. 4.4).
In our study, we can see a clear −5/3 scaling from z+ > 250, this scaling disappears
once we exit the boundary layer. According to what we discussed in chapter 2.2 about the
Kolmogorov energy scaling, the inertial subrange is expected to exist just under specific
conditions. We can then say that these conditions, i.e., isotropy and homogeneity, exists
on sufficiently small length scales (i.e., large wavenumbers) and sufficiently large distances
from the wall (z+ > 250). Due to the energy cascade from large to small structures,
isotropy is recovered on small scales. Note that in our experiment the bulk flow is nearly
laminar and therefore the inertial subrange is not expected to be found at the end of the
wake region.
In the previous paragraph, we have observed, where E(k) ∝ k−1 for certain k-ranges.
Tchen in 1953 [70], [71], has been the first to predict the potential existence of a k−1
scaling via the spectral budget equation. The same k−1 scaling has been obtained later
with other approaches like asymptotic matching between the velocity spectrum inside the
boundary layer region velocity spectra, and dimensional analysis in [31], [72], [73].
This k−1 power-law has not been observed uniformly in all the experimental works
during the years driving to an open discussion about its existence. This regime is sup-
posed to be found in the power spectral density of the streamwise velocity component ux.
The increasing anisotropy and inhomogeneity close to the bounding surface result in a
different decay of the vertical and horizontal component of the velocity fluctuation. When
the difference between those decay is not negligible, the flow develops a different energy
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Figure 4.5: Pre-multiplied power spectral density. (A) and (C) represent the power spectral
density for Rex = 9.85×105, (B) and (D) represent the power spectral density for Rex = 7×105.
cascade scaling proportional to k−1 somewhere between the energy injection range and
the inertial subrange. Nickels in 2005 [74] presented an experimental investigation of the
k−1 power-law, and suggests that it can only be observed for z+ > 100 and Re > 1× 106.
We present a pre-multiplied power spectral density for two different flow velocities:
U0 = 6.29m/s with Rex = 9.9×105 in fig. 4.5 (A and B), U0 = 4.48m/s with Rex = 7×105
in fig. 4.5 (B and D). These power spectra E(k) are pre-multiplied by k (A and C) and
k5/3 (B and D), the respective k−1 and k−5/3 scaling will result in a flat region where they
occur.
For Rex = 9.9 × 105 we can recognize the k−1- scaling for heights from z+ = 25.3
extending up to z+ = 476. The k−5/3- scaling is observed for heights in the range from
z+ = 223.8 to z+ = 791.2. When Rex = 7 × 105 we can recognize the k−1- scaling for
heights from z+ = 19.5 and extending up to z+ = 243. The k−5/3- scaling is observed
for heights in the range from z+ = 71 and extend up to z+ = 577. Clearly, at various
heights z+ both scaling are observed. There, at small wavenumbers, where the flow is still
anisotropic k−1 is found, while for sufficiently large wavenumbers the flow has regained
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isotropy resulting in k−5/3.
This allows us to confirm the existence of the k−1 region in our measurement. It has
been observed between the energy injection range and the inertial subrange, as observed
by Perry in 1986 [31], Nickels in 2005 [74] and others. In our study, we observed a k−1
region measured at a minimum vertical position z+ = 71 and a minimum value of Rex
that do not match with the minimum expected according to the Nickels 2005 [74] study
that suggested higher minimum values for both of those quantities to allow the k−1 region
to be visible. This result to the best of our knowledge does represent an unprecedented














































Figure 4.6: Dots represent the transitional wave number where the k−1 ends and the k−5/3 starts.
Top plots represents data collected with Rex = 9.9 × 105, bottom plots represents data collected
with Rex = 7× 105.
To further study the transition between these two energy scaling regimes, we fit a
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function of the form
E(k) =
 Ak−1 for k < ktBk−5/3 for k ≥ kt (4.5)
to the data with fit parameters A, B, and the transition point kt. In fig.4.6 we present
our method applied to both Rex = 9.9 × 105 (Top) and Rex = 7 × 105 (Bottom). The
measurements in which we can clearly see that k−1 range in Rex = 7× 105 is too narrow
and therefore we can derive only a small amount of points. Nevertheless we wanted to
present the analysis for completeness. We have found that the transitional wave number
between the two regimes k−1 and k−5/3 depends on the distance according to a a power-
law z+ ∝ zα, with α ≈ 0.41 for Rex = 9.9 × 105 and α = 0.52 for Rex = 7 × 105.
These exponents are somehow surprising as from arguments in sec. 2.3.2, we would have
expected an exponent closer to unity.
4.1.2 Velocity boundary layer in transitional regime
After we have presented a detailed analysis of the fully turbulent boundary layer for
the largest Rex, we want to investigate now the boundary layer at smaller Rex. Hence,
in this section, we present our observations for lower bulk flow velocities U0, while the
measurements were still taken at position x = 2.35 m away from the leading edge. We
will see that for the smallest U0 the boundary layer cannot be considered fully turbulent
anymore, but is also not laminar. We will then study the main characteristics of the
boundary layer in a quasi-turbulent regime and highlight the differences that can be
found in a comparison with the fully turbulent ones. The transition of the boundary layer
from laminar to turbulent is not sharp and well defined, therefore we may refer to the
non-turbulent, but fluctuating, boundary layer as ”quasi-turbulent” or ”transitional”.
Our experimental setup allows us to perform measurements at very small distances
from the surface, which result in theoretically extremely low z+. In reality, despite we
can collect these data extremely close to the wall surface, we are forced to discard some
of them due to the extremely low flow velocity at these distances that are out of the
operative range of the CTA probe. We discussed the hot-wire technical limitations in
sec. 3.3.1. The analysis of the influence of the surface heat on the k-1 regime is presented
in sec. 4.2.1.
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Average velocity profiles and fluctuation
In fig. 4.7 we present the average velocity (B) and the velocity fluctuations (A) as a



































Figure 4.7: Comparison of turbulent boundary layer and transitional boundary layer. Shown are
the velocity fluctuations (A) and the average velocity (B) as function of the distance to the wall
z+.
Note, while uτ was calculated from a fit to the Musker equation as described above
for large Rex, for the smallest Rex, the inner layer was large enough so that we could
measure the initial velocity close to the plate and hence we could determine the shear
velocity directly as uτ = ∂u/∂z|z=0. The skin friction velocities for the five Rex shown in
fig. 4.7 are listed in table 4.1.
Rex 4.70× 104 1.88× 105 4.25× 105 7.02× 105 9.85× 105
uτ [m/s] 0.0225 0.054 0.104 0.161 0.221
Table 4.1: Experimentally determined wall shear velocities uτ for different Rex.
For the three largest Rex the boundary layer is rather turbulent, while for the smallest
Rex a clear log region or a wake region are not visible. In fig. 4.7 we clearly see that
a reduction in Rex affects first the wake region. This is of course expected because we
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plot flow quantities in wall units derived from the velocity gradient at the wall and hence
the inner layer is self-similar. The boundary layer height and the wake region moves to
smaller z+ with increasing Rex lowering the z
+-range where we observe the log-law. Also,
for smaller Rex, the average velocity diverges from the Musker profiles at smaller z
+,
showing a steeper increase in the wake region, and reaches finally the lower bulk velocity
u+ ≈ U0/uτ at smaller z+ ≈ δuτ/ν.
We also see the absence of a clear wake region for the lowest bulk velocity at Rex =
4.7 × 104. There is no overshoot visible, where the velocity increases steeper than the
logarithmic increase. Instead, the data points diverge from the Musker curve and reach
asymptotically the bulk velocity. The absence of this outer layer is a clear indication that
the scale separation is not large enough to consider the boundary layer fully turbulent.
Interestingly, the lower part of the velocity profile still agrees well with the Musker function
at z+ where the buffer and the log-region occur for turbulent conditions. In this regard,
we also point out again that the log-region can be considered a transition zone between
the inner layer where viscosity dominates and the outer layer where von Karman’s velocity
deficit law holds.
Figure 4.7(A) shows the velocity fluctuations that show stronger differences between
quasi turbulent and fully turbulent regimes. When Rex > 1.88×105 we see a well defined
peak in the buffer region for 5 < z+ < 30 centered around z+ ≈ 15 with a height that
is rather similar for the three largest Rex. For z
+ > 30 the decrease of Rex results in
a decrease of the boundary layer height measured in wall units as clearly seen by the
drop in ustd at z
+ = δuτ/ν. Consequently, the wake region becomes smaller and the
fluctuations are reduced. In particular, the small bump disappears with decreasing Rex.
While it is still visible at Rex = 4.25× 105, it is absent at Rex = 1.88× 105. In addition,
at Rex = 1.88× 105 also the maxima at z+ ≈ 15 is considerably smaller as for the larger
Rex. For even lower shear stress at Rex = 4.7 × 104 the localised main peak at z+ ≈ 15
decreases in height but also expands in width, resulting in a ”plateau-like” region between
z+ = 10 and z+ = 25.
In figure 4.8 we show velocity profiles for the two smallest Rex and compare these
profiles with the Musker curve [28], representative for a fully turbulent boundary layer, and
with different Blasius profiles, i.e., the solution of eq. 2.11 [17] that represent the expected
velocity profile for a laminar boundary layer. For the Blasius curves, we assumed either
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Figure 4.8: Average velocity profile for the two smallest Rex (bullets) compared with the Blasius
solutions with the same skin friction (dashed lines) as well as with the Blasius solutions that
have the same boundary layer height δ (dotted line). The solid orange curve marks the Musker.
the same skin friction τw as for our measurements (dashed lines) or the same boundary
layer height (dotted lines). In this plot, one sees that both our measured profiles are more
similar to the turbulent profile than to the Blasius solution. Even though both curves
are in the transitional regime, they show qualitative differences. For the lower Rex and
z+ < 30 we do see a different curvature in the scaling (the slope in the semi-log plot) of
the velocity. This ”quasi-linear” growth is uniquely seen in this specific data- set. The
same cannot be said for Rex = 1.88× 105 that follows better the Musker curve. Also, in
the wake region, the quasi turbulent regime Rex = 1.88×105 still shows the characteristic
overshoot as it is characteristic for a fully turbulent boundary layer, while this overshoot
is absent for Rex = 4.7× 104.
The distribution of velocity fluctuations
In fig. 4.9 we present the probability density function for Rex = 4.7×104, which should be
compared with the one for a fully turbulent boundary layer shown above in fig. 4.2. On the
first look, we do not see one qualitative difference between these two figures, which is that
the location of the maxima is a monotonic function of z+ here, while in fig. 4.2 the largest
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Figure 4.9: Probability density function of transitional boundary layer for U0 = 0.3m/s (Rex =
4.7× 104).
velocities were measured inside the most external regions of the boundary layer, which
were larger than in the bulk. Here, the bulk flow shows the largest velocities. Furthermore,
the peak of the PDF in the bulk is less sharp and wider than for the larger flow speed. It
can be speculated that the slow rotation rate of the propeller causes detectable velocity
variations in time.
For a quantitative analysis, we compare in fig. 4.10 the skewness β3 (A) and kurtosis
β4 (B) at different positions for the fully turbulent and quasi turbulent boundary layer.
Lets first have a look at the skewness β3 in fig. 4.10 (A). The fully turbulent boundary
layers (Rex > 1.88 × 105) shows a very consistent trend for z+ < 200, with very similar
values of β3 at a given z
+. Differences between different Rex are visible only for z
+ > 200,
which is as we discussed above, because only the inner layer is self-similar in wall units,
whereas the outer layer (the wake region) shifts towards smaller z+ with decreasing Rex.
This is clearly visible in fig. 4.10 since the wake region starts where β3 becomes negative.
It is important to point out that this negative region is relatively small and well defined.
Different considerations can be done for quasi-turbulent boundary layers with a β3 for
Rex = 1.88 × 105 extremely close to the data for the fully turbulent boundary layer for





















Figure 4.10: Skewness and kurtosis as function of distance from the plate for different Rex.
z+ < 30 and lower than the turbulent boundary layer ones for 30 < z+ < 300. It can
also be noticed that for this data-set it is extremely hard to define the characteristic wake
region from the skewness resulting in what seems to be a more distributed transition
beginning already at z+ ≈ 30 and sustained along the rest of the boundary layer. When
we look at β3 for Rex = 4.7×104, we can see a different scaling of β3 for z+ < 30 resulting
in a quasi-logarithmic decline of the data with z+. Furthermore, there is no region where
the β3 is constant close to 0. We have shown that for Rex = 4.7 × 104 the transition
between the inner boundary layer region and the outer region begins already at z+ ≈ 30,
and this can also be seen in the skewness, which shows a less sharp wake region transition.
Instead of a sharp minimum, one it exhibits a wide (on the log-scale) distributed minimum
that approaches the value of 0 only in the bulk.
Moving to the kurtosis β4 fig. 4.10 (B), the fully turbulent boundary layer (Rex >
1.88× 105) is presented to us again with values that overlap extremely well in the buffer
region z+ < 30, as well as in the log region for different Rex. The only difference in the
kurtosis for this data-set is again represented by the different position of the wake region
on the z+-axis resulting in a peak of the kurtosis that is shifted to the left for decreasing
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Figure 4.11: Power spectral density distribution for U0 = 0.3m/s (Rex = 4.7×104) and different
heights.
Rex. We note that again when we look at the fully turbulent boundary layer the wake
region is presented to us with a well-defined peak and a sudden decrease of the β4 already
at the first data-point in the bulk.
The quasi-turbulent boundary layers at the two smallest Rex (≤ 1.88 × 105) show
similar values of β4, with difference only in the outer region of the boundary layer. There,
β4 does not become positive as for the turbulent boundary layers. This agrees with the
observations above that with decreasing Rex the wake becomes less pronounced. This is
because the entrainment of fast fluid from the bulk into the slow boundary layer by large
scale eddies does not happen in the transitional state. There, the boundary layer is only
intermittently turbulent as we will discuss below.
In fig. 4.11 we present the power spectral density at the smallest bulk flow velocity
U0 = 0.3 m/s (Rex = 4.7 × 104) and different z+. This figure should be compared with
the energy spectra for the largest Rex presented in fig. 4.4. In contrast to what was seen
for the fully turbulent boundary layer in this regime there is no z+ range at which a
k−5/3 scaling can be found. Instead, the energy spectrum is mainly shaped by viscous
dissipation.
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4.1.3 Probing the transition from laminarity to turbulence using
the M-TERA method
We hope that we have offered enough and satisfying arguments that the two data-sets
with the smallest Rex fall in the quasi-turbulent or transitional regime. The presented
study gives a good idea of what characterizes the boundary layer when we move from a
transitional to a fully turbulent regime but unfortunately does not provide clear informa-
tion about how far we are in the transition. How close are we to the turbulent or the
laminar regime?
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Figure 4.12: Velocity fluctuations normalized as function of the space for: transitional, quasi-
turbulent and fully turbulent boundary layer. The purple line are data acquired at z+ ≈ 80. The
yellow line are data that are collected in the quasi-laminar bulk
While the transition from laminar to turbulent is continuous, it is often desirable to
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have an order parameter that changes with increasing Re from zero in the laminar regime
to unity for the turbulent regime and hence characterises the transition quantitatively.
With the statistical quantities presented up to now, it is hard to quantify how far the
boundary layer is in the transition at any given point.
In fig. 4.12 we show a the normalised velocity fluctuations for a short period, as
function of the streamwise distance, with measurements done inside the boundary layer
and in the bulk. Data collected inside the boundary layer were taken at z+ ≈ 70, the
bulk measurement has been conduced at a surface distance z = 0.4m in real units. The
free flow velocities of those data are: (A) U0 = 0.3m/s, (B) U0 = 1.2m/s, and (C)
U0 = 2.71m/s.
The transitional boundary layer regime is shown in fig.4.12 (A), the quasi turbulent
regime is shown in fig.4.12 (B), the fully turbulent regime is shown in fig.4.12(C). In this
we can observe how the transition from laminar to turbulent is characterized as already
suggested in sec. 2.3.3 by an increase of the turbulent intermittency. It is possible to
describe the transitional regime as a laminar flow disturbed by sudden turbulent puffs
[75]. These puffs are not regular and therefore cannot be statistically characterized by a
length or a time interval between them. Nevertheless, it is possible to correlate how often
and long are those turbulent puff events in a given time, as an indicator of the turbulent
transition. When these turbulent puffs are so frequent that is not possible to distinguish
between them anymore forming a long unique turbulent mode, we can say that we are in
a fully turbulent regime.
In fig. 4.12 it is clearly possible to distinguish those puffs by naked eye in the transi-
tional flow for the smallest Rex (fig.4.12 A), where the laminar portions of the velocity are
characterized by negligible fluctuations that are comparable with the one in the laminar
bulk flow. The sudden spikes in the time represent the turbulent puffs that disturb the
flow. In fig. 4.12 (B) where the flow is already quasi-turbulent we do observe an increase
of these puffs that are to the naked eye a continuous perturbation, and finally in fig. 4.12
(C) the flow is fully turbulent and hence fluctuation velocity u′ is never zero for a sig-
nificant amount of time. This observation can be quantified by introducing a turbulence
intermittency factor γ that represents the probability to find a turbulent puff at a given
point in time. There are different methods to calculate such an intermittency factor. All
of them usually consider statistical quantities that are averaged over small time interval,
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which are much smaller than the total duration of the measurement but large enough
to gain good statistic for a given interval. For example, one could compare the velocity
standard deviation calculated over a given time interval ustd with the streamwise velocity
averaged over the entire measurements ū. One could then assume to detect a turbulent
























Figure 4.13: Example of thresholds method applied to data-set for different bulk velocities. All
the time-series shown in this image are collected at z+ ≈ 80 with (A) Rex = 4.7 × 104 and
U0 = 0.3m/s, (B) Rex = 1.88 × 105 and U0 = 1.2m/s, and (C) Rex = 4.25 × 105 and
U0 = 2.71m/s.
In this work want to use a slightly more sophisticated method, which was proposed by
Zhang in 1995 [76] and which is called Modified Turbulent Energy Recognition Algorithm
(M-TERA). The M-TERA has been shown to give more reasonable results then the ū-
method or the original TERA method when applied to transitional boundary layers atop a
flat plate[77].1 Most notably it correctly returns small values in the viscose sub-layer and
in the outer most region of the boundary layer and the bulk. Furthermore, this method
is less susceptible to the choice of the threshold value.
In the M-TERA method we first divide a given time-series in multiple chunks of
1The TERA uses the same detector function |u′∂u′/∂t| function as M-TERA but a different threshold.
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segments of constant duration ∆t. When then compute for each chunk a detector function.
Compared to the ū-method the detector function is not just ustd but rather the absolute
value of the time derivative of the turbulent kinetic energy, averaged over the time interval
∆t, |u′ ∂u′
∂t
| with u′ = u− ū for each chunk. We then compare it with a threshold function
that returns a value of 1 when the chunk in the analysis does contain enough fluctuations
to be considered turbulent or 0 when it is considered laminar. The threshold proposed








With (∂u′/∂t)rms and (u
′∂u′/∂t)rms long time standard deviations and C arbitrary
constant used to tune the amplitude of the threshold. The value of C and the time step
for the data chunk have to be tuned to the needing and be found according to the specific
experimental setup needing. Note that C is not a dimensionless quantity but has the
same units as the threshold, namely m2/s3. For our experiment we have found the ideal
∆t = 0.005s and the ideal value of C = 2× 10−2 m2/s3. In order to compare our datasets
at different velocities it is important to keep C and ∆t equal. In the optimization of those
parameters we attempted to have a non zero γ inside the boundary layer for Rex = 4.7×104
and a lower value of gamma for the bulk flow for the higher values of Rex. These values
work well in our case to distinguish turbulent from laminar flow patches.
Figure 4.13 shows the entire 120 s long velocity measurements for the same conditions
as previously presented in fig. 4.12. The plot is shown to help the reader to understand
the method and has been normalized so that the threshold (dotted line) is at the same
height for all three Rex. It has been obtained using eq. 4.6. The top row in fig. 4.13 shows
the absolute changes of the kinetic energy averaged over small time segment (∆t), i.e.,
|u′(∂u′/∂t)|. Every point above the threshold line represents the turbulent flow sections,
and the ones that falls below represent the laminar sections. At the bottom in fig. 4.13,
we present the binary conversion of the time series presented in fig. 4.13 top. The zeros
represent the laminar chunks and the 1 represent the turbulent ones. The final 〈γ〉t
represents the time average of γ (t) shown in fig. 4.13 bottom.
Figure 4.14 shows results of the application of the M-TERA method to the boundary
layer measurements. As already mentioned, the choice of the threshold value is a bit















Figure 4.14: Turbulence intermittency as function of velocity and height for C = 7×10−9 m2/s3.
arbitrary and therefore we will discuss our finding and observation with the threshold of
our choice.
Our observations for the turbulent intermittency 〈γ〉t confirm what has been suggested
at the beginning of the section. The fully turbulent boundary layers with Rex > 1.88×105
are presented with 〈γ〉t = 1 along the boundary layer and a decrease in the wake towards
the bulk region. An increase in the bulk flow speed introduces some turbulence in the
bulk flow that leads to finite 〈γ〉t there. At Rex = 1.88× 105 the flow is quasi-turbulent
as was expected before, with 〈γ〉t getting close to one inside the boundary layer but never
reaching it. For Rex = 4.7× 104, 〈γ〉t never surpasses the value of 0.2.
Our result shows that both data-sets collected with lowest shear stress are not in a
fully turbulent regime, with one being clearly close to the full turbulent transition and
the other rather close to laminarity. To better quantify the transition we have choose
to present an average of all the 〈γ〉s inside the boundary layer, with boundary layer size
z < δ99 and present the results in table 4.2:







Table 4.2: Experimentally determined turbulence intermittency at various free flow velocities.
〈γ〉s represents the average of the gamma for z < δ99
4.2 Velocity boundary layer with heating
In the previous sections, our analysis has focused on the classical wall-bounded flow
above an adiabatic plate, with only the free flow velocity U0 as control parameter. In this
section, we will heat the surface of the wall to a temperature Tw that is larger than the air
temperature of the incoming flow T0. The combination of these two control parameters
allow us to study the influence of buoyancy on the flow inside the boundary layer and we
can make measurements in the regime of forced convection, where buoyancy is negligible
and the mixed convection regime, where buoyancy becomes significant. Note that we
are not really able to make measurements in the regime where buoyancy dominates over
the shear forces (mixed convection) since the flow needs to be fast enough to carry the
thermal plumes away before they reach the top of the wind-tunnel. Furthermore, the
velocity probes can only measure flow speeds reliably for sufficiently fast flows so that
buoyancy created by the hot-wire probe themselves is negligible for the cooling of the
probe.
4.2.1 Velocity boundary layer in turbulent regime with heated
surface
Now, we will investigate the interaction between the temperature and velocity field focus-
ing on the velocity field by comparing how the statistical flow quantities analysed above
in sec. 4.1 change with increasing wall temperature. The Grashof number (Gr), already
introduced in section 2.4.2, allows us to express the surface temperature as a dimensionless
control parameter.
The buoyant forces are directly related to the surface temperature and therefore Gr
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is defined as:
Gr =
g β ∆T L3
ν2
, (4.7)
with ∆T = Tw − T0 being the temperature difference between the local surface tem-
perature at x = 2.35m and the temperature of the incoming bulk flow. Since we cannot
measure the skin friction velocity uτ directly, and since we do not know how the velocity
profile changes with heating, we normalise our data using uτ determined without surface
heating applied and listed in table 4.1. This method will allow us to directly compare
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Grx = 0.00e+00 | Rex = 9.85e+05
Grx = 2.09e+10 | Rex = 9.85e+05
Grx = 3.55e+10 | Rex = 9.85e+05
Musker curve
Figure 4.15: Average velocity as function of distance to the plate for the three largest Rex where
the boundary layer is fully turbulent and for different surface temperatures.
In fig. 4.15 the velocity profile is presented as function of various surface temperature.
When extremely close to the surface, the velocity profiles show to be coincident for all
the surface temperature. Moving towards higher altitudes we do observe a decrease of
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the average velocity in the buffer region z+ ≈ 15, for higher surface temperature. This
velocity difference propagate along the boundary layer up to the wake region, where the
velocity average seems to converge again with values closer to the non-heated case. One
could expected that heating the surface would mostly affect the near wall regions as there
the temperature gradient and hence buoyancy is strongest.
As introduced in sec. 2.3.2 the buffer region represents the transition region between
viscous sub-layer and log region at which both viscosity and advection contributes to
momentum transport. This dual nature results in a continuous transition between those
two regimes and can be recognized by the characteristic bump that can be observed in our
velocity profiles when Grx = 0. When the heat is introduced, the equilibrium between
this two momentum transport mechanism shifts. With increasing surface temperature
the buffer region moves towards a more log-like profile. We can interpret this as a weaker








(A) Grx = 0.00e+00 | Rex = 4.25e+05
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(B) Grx = 0.00e+00 | Rex = 7.02e+05
Grx = 2.09e+10 | Rex = 7.02e+05










1.2 (C) Grx = 0.00e+00 | Rex = 9.85e+05
Grx = 2.09e+10 | Rex = 9.85e+05
Grx = 3.55e+10 | Rex = 9.85e+05
Musker curve
Figure 4.16: Averaged velocity gradient above a heated plate for different surface temperatures
and at different Rex.
Chapter 4. Data analysis and results 88
It is common knowledge that the increase of air temperature (our fluid) does results
in an increase in kinematic and dynamic viscosity. One could expect that an increase
of viscosity would result in an increase of the viscous sub-layer, and also remember the
correlation between viscosity and Reynolds number with Re = uL
ν
, where a higher value
of viscosity results in a smaller Rex, therefore a later transition from laminar to turbulent
regime. According to our data this is not the case, from the pure analysis of the viscosity
we would expect an opposite effect that what we do observe inside the boundary layer.
It is important to present all our data and analysis before drawing any conclusion on the
reasons for this observation.
In fig. 4.16 we present an analysis of the wall normal velocity gradient as function of
the vertical position.
It is possible to connect the velocity gradient with the local momentum transport. In
general, momentum is transported from the wall to the bulk flow over the boundary layer.
The momentum is transported on one hand by viscose shear and on the other hand via
advection with the flow. Because the transport is in wall normal and streamwise direction,
the wall normal transport is not constant in z-direction at a given point x.
However, since the average velocities 〈u+〉 change only little with increasing Gr, we
can link changes in the local velocity gradient ∂u+/∂x+ to changes in the momentum
transport, which is done mostly by viscosity in the sub-layer and by eddy viscosity above.
Therefore, a smaller gradient would correspond to a larger momentum flux in wall normal
direction.
Having this said, we observe a decrease in the momentum flux very close to the surface
when heat is applied. A decrease of the momentum transport should also lead to an
increases of the boundary layer height. In our experiment this does not seem to be the
case, although we do not have many measurement points in the upper part of the boundary
layer and hence only limited spatial resolution there.
Figure 4.17 shows the normalised velocity standard deviation for the same Grx and
Reyx presented in fig. 4.15. Here, we can highlight some similarities in the regions mainly
affected by the introduction of an heated surface. When the physical distance from the
wall is minimal not only the velocity, but also the ustd/uτ coincides. It is hence worth
noting that also the velocity fluctuations converge for different temperatures at the same
distance from the plate. This distance from the plate is at all the various Rex equal to









(A) Grx = 0.00e+00 | Rex = 4.25e+05
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(B) Grx = 0.00e+00 | Rex = 7.02e+05
Grx = 2.09e+10 | Rex = 7.02e+05










(C) Grx = 0.00e+00 | Rex = 9.85e+05
Grx = 2.09e+10 | Rex = 9.85e+05
Grx = 3.55e+10 | Rex = 9.85e+05
Figure 4.17: Standard deviation in fully turbulent boundary layer at different surface tempera-
tures.
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z ≈ 0.4 mm in real units.
As already observed in fig. 4.15 and fig 4.17, the main effects of the increased surface
heat can be observed in the buffer region for z+ < 30. When the Rex is smaller, the
changes in ustd/uτ due to increasing Grx are stronger. As a result, the maximum in the
buffer region significantly decreases, smoothing the transition between the buffer and the
log region. While this effect is stronger for smaller Rex, it is also observed for the largest
Rex = 9.85× 105. Further minor effects of the surface heat can be observed in the wake
region, where the temperature increase causes a weak increase of the ustd/uτ . We believe
that this effect is related to the steeper velocity gradient, which results in stronger shear
stress and hence slightly higher turbulent intensity.
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Figure 4.18: Probability density function of velocity fluctuations for different surface temperature
and Reynolds number Rex = 4.25× 105.
Figure 4.18 shows the probability density function for Rex = 4.25 × 105 and three
different Grx. For this case, the boundary layer was still fully turbulent but the effect of
a heated wall was strongest among the Rex measurements with fully turbulent boundary
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layer. Small changes with increasing Grx can only be seen for the three measurements
closest to the wall. We see again that with increasing Grx, the probability density func-
tions become narrower and their maxima shifts to larger velocities, which is in accordance
to observations made in fig. 4.15 and 4.17. From fig. 4.18 it is difficult to judge by eye,
how other quantities of the velocity distribution changes. Therefore, we consider other
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(C) Grx = 0.00e+00 | Rex = 9.85e+05
Grx = 2.09e+10 | Rex = 9.85e+05
Grx = 3.55e+10 | Rex = 9.85e+05
Figure 4.19: Skewness in fully turbulent boundary layer at different surface temperatures
The skewness β3 of the same data-sets is shown in fig. 4.19. It does not highlight any
strong difference between heat and unheated surface. We observe some minor changes
induced by the heat, but altogether they seem to be mild in the total scheme of things.
The region very close to the surface shows slightly lower values of β3 with increasing Grx,
and slightly higher value of β3 in the buffer region. Also, the wake is weakly affected
by these variations resulting in a more skewed distribution. The general feeling is that
the steeper wake velocity gradient does affect his skewness resulting in a slightly more
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Grx = 0.00e+00 | Rex = 9.85e+05
Grx = 2.09e+10 | Rex = 9.85e+05
Grx = 3.55e+10 | Rex = 9.85e+05
Figure 4.20: Kurtosis in fully turbulent boundary layer at different surface temperatures.
The kurtosis is shown in fig. 4.20, again for the same data-set as before. Very close to
the wall, we can see decrease of β4 when Grx increases. This effect is stronger for smaller
Rex. This observation is in somehow in contrast to fig. 4.15, where the average velocity
converged for different Grx towards a common value close to the surface. This hints that,
despite not being visible in the average velocity, the heat does have some effect on the
boundary layer flow at the wall proximity. This results with increasing temperature in
a velocity data-set more prone to present extreme events that what is observed without
heat applied. We also observe a second region of the β4 that is strongly affected by the
surface temperature increase, the wake. The wake is affected by the temperature in with
an opposite effect respect to what has been observed at the surface proximity, the heat
increase results in less extreme events. We are not fully capable of justify this effect, but
the increase in temperature decreases the amount of high amplitude perturbations that
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Figure 4.21: Power spectral density analysis for different surface temperatures and flow velocity
U0 = 2.71m/s (Rex = 4.25× 105).
Figure 4.21 shows the comparison of the power spectra for different vertical positions
and different Grx at U0 = 2.71m/s (Rex = 4.25 × 105). In this and other power spectra
in fully turbulent flows, there is no significant Grx dependency that qualitatively affects
the data. The eddy energy cascade seems to be unchanged when heated from below.
However, by fitting eq. 4.5 to the data we can detect the k−1 and k−5/3 ranges as well
as the wave number kt where one ends and the other start as discussed in sec. 4.1.
For the sake of brevity we present in fig. 4.22 only the fitted transitional wavenumbers
kt together with lines that represent fits to the power law kt ∝ z+β for these points. The
exponents for the three different Grx are listed in tab. 4.3:
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Rex Grx β
9.85× 105 0 -0.41
9.85× 105 2.09× 1010 -0.46
9.85× 105 3.55× 1010 -0.48
Table 4.3: Fitting parameter used to obtain figure 4.22
From our observations, it seems that the surface temperature has a slight effect on kt,
causing it to increase slightly with increasing Grx. As expected, this effect is mostly visible
at lower z+ with coincident results in the high z+ region despite the temperature increase.
If we recall the explanation for the k−1 decrease (see sec. 2.3.2) we could speculate on the
effect of the heat on the energy spectrum. The k−1 regime is suggested to be originated
by different horizontal and vertical velocity gradients in the proximity of a surface. It is
unclear at this point how heat can change the wave number at which the flow becomes
isotropic. One could speculate that the wave number at which energy is introduced from
buoyancy is larger than the wave number at which energy is created from the shear.
Therefore, the wave number at which isotropy is reinstalled due to the cascade is smaller.
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Grx = 3.55e+10 | Rex = 9.85e+05
Figure 4.22: k-1 transition point for Rex = 9.9× 105.
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As the introduction of energy from buoyancy is largest close to the wall, also the
change of kt with increasing Grx is largest there. We do expect this effect to only exist in
a small portion of the boundary layer because in the outer regions of the boundary layer,
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Figure 4.23: Gamma variation for different surface temperature and flow velocities in turbulent
boundary layers.
In fig. 4.23 we examine the effect of the surface heating on boundary layer turbulence
intermittency along z+. The turbulence intermittency γ does not change for most of the
boundary layer at any given Rex, with a decrease only close to the bulk. There, strangely,
we do observe lower turbulence intermittency when heat is applied. This observation is
surprisingly consistent and seen in fig. 4.23(A, B, and C). It also agrees with slightly
reduced standard deviation in the bulk as seen in fig. 4.17. The reason for this is unclear.
The flow so far away from the surface is not expected to be influenced directly by the
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boundary conditions. One might speculate about some electrical interferences between
the sensitive CTA and the high current of the electrical bottom plate heater. This per-
turbation can be observed only in the nearly laminar bulk, and we believe it is negligible
for measurements inside the boundary layer.
The measured average gamma inside the boundary layer result to be:
Rex Grx 〈γ〉
4.25× 105 0 0.957
4.25× 105 2.09× 1010 0.938
4.25× 105 3.55× 1010 0.952
7.02× 105 0 0.985
7.02× 105 2.09× 1010 0.938
7.02× 105 3.55× 1010 0.978
9.85× 105 0 0.998
9.85× 105 2.09× 1010 0.986
9.85× 105 3.55× 1010 0.984
Table 4.4: Experimentally determined turbulence intermittency at various free flow velocities
and surface temperatures. 〈γ〉 represents the average of the gamma for z < δ99
To summarize, in this section we investigated the effect of a heated wall on the velocity
field of a fully turbulent boundary layer. At the smallest distance from the surface we
have observed no influence of Grx on the average velocity or ustd, but we have observed
an influence on β3 and β4. Moving up in altitude we observed the buffer region to be
more influenced by the temperature increase, with a consistent decrease of the average
velocity, coupled with a decrease of relative fluctuation in the same region when heat
is applied. Velocity variations induced by the heat can also be observed in the log and
wake region, where the average velocity is mainly affected, with in particular the wake
region acting as a balancing system where the different temperatures flow with different
velocities does converges to the free flow velocity keeping the boundary layer size rather
unchanged within the resolution of our measurements.
One could argue that the differences in the velocity measurements are due to exper-
imental errors, induced by the wall proximity and the heated fluid around the hot-wire.
The hot-wire measurements are by nature susceptible to strong temperature variations
in the fluid medium. The extreme wall proximity, and strong changes in temperature
in our experiment has already been discussed in sec. 3.3.1. We concluded that the error
induced by the increase in temperature would be in the worst case scenario around 3%
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of the average velocity, far from the values observed in our analysis. Another important
element to consider is that an measurement error induced by the heat should result in
a lower velocity when the fluid medium is warmer. While this is somehow the case for
the average velocity, such an effect should be strongest closer to the wall, which is not
observed in fig. 4.15.
Final thoughts
We will now try to interpret our observations.
We would like to begin by pointing at similarities between a heated plate and a plate
with a rough surface. Jimenez in 2004 [78] reviewed experimental observations on tur-
bulent flows over rough surfaces. In his study, he concluded that: ”The classical result
is that the buffer layer can be perturbed without transmitting to the outer flow anything
beyond a change in skin friction, but there are indications of deeper interactions”, and
also suggested that an increasing roughness would usually result in an increase of velocity
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Figure 4.24: Left - Rough-wall mean velocity profiles. k+s represents relative roughness. Plot
from Schultz 2007 [79]. Right - Data extracted from fig.4.15 for reference
Flack in 2005, Schultz in 2007 and Squire in 2016 ([79–81]) presented experimental
investigations that confirm some of the findings from Jimenez [78]. Those studies provide
us with some useful data that we can compare to our results. Figure 4.24 is extracted
from Schultz [79] and represent the velocity profile for a turbulent boundary layer with
increasing wall-roughness. The increase in roughness does not only results in a lower
average velocity u+, but also shows a gradual reduction of the buffer region, which is re-
placed by a log-like scaling. Figure 4.25 extracted from Schultz [79] presents the standard













Grx = 0.00e+00 | Rex = 9.85e+05
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Figure 4.25: Left - Rough-wall standard deviation profiles. k+s represents relative roughness.
Plot from Schultz 2007 [79]. Right - Data extracted from fig.4.17 for reference
deviation, where we can observe that the increase of roughness results usually in a lower
peak in the buffer region. With also an extension of the log-law region (mainly due to
the increase of the boundary layer size due to increasing roughness).
Figure 14 and 16 from Flack [80] presents both skewness and kurtosis for streamwise
velocity component in turbulent boundary layer region. The roughness introduces a higher
value of skewness in the wall bounding proximity and a lower value of skewness when at
the boundary layer limit. The kurtosis shows a higher value of kurtosis at the boundary
layer limit when roughness is applied to the surface.
All the before-mentioned studies present features introduced by roughness that are
extremely close to what we have experience with increasing surface temperature. With
roughness, we do observe the buffer region being less affected by the viscosity contribution
in favor of more prominent advection [79, 80]. Figure 4.15 shows the same effect for
increasing surface temperature, where the buffer region does result in a more log-like
profile when the temperature increases. This idea is also supported by the expected
instability induced by the heating from below induced by layer instabilities ([48] p.473).
It is anyway important to point that roughness is an impenetrable obstacle with a defined
pattern, the same cannot be said for any effect that heat could introduce. We may try
to justify this similarity as small thermal plumes raising as soft roughness introducing
vertical momentum and interacting with the viscous sub-layer in a similar manner to
what can be observed in roughness. If this is true we may expect an even closer similarity
to our effect when investigating soft roughness contribution in turbulent boundary layers
and especially in the viscous sub-layer (i.e. a study of algae and fungus on a bed river). We
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have unfortunately not found an experimental work that focus on this specific argument
and this is a testament to how important is to keep an high focuses on this field.
In the aforementioned roughness studies, the boundary layer size is affected by rough-
ness and the wake transition seems not to be affected by roughness. Nevertheless, we do
observe a peculiar increase in velocity in our wake region that leads to a boundary layer
size similar in all our measurements, despite the transformations induced by the heat in
the viscous sub-layer. One of the elements that can affect more the wake region in a
similar way to what we observe is the pressure gradient. Spalart in 1992 [82] published an
extremely helpful experimental/numerical work in which we can understand how a favor-
able pressure gradient (FPG) or adverse pressure gradient (APG) can affect the boundary
layer wake.
In sec. 3.1 we present our analysis of the flow velocity inside our wind-tunnel along
its entire test section. We do observe a weak increase in velocity along the streamwise
direction, this increase of velocity is observed to be below the 2-3%. This increment is
somehow expected because our wind-tunnel has a simple design and cannot correct for
the weak pressure gradient developed by the growth of the boundary layer along the wind-
tunnel walls, as a plus the introduction of our experiment inside the wind-tunnel section
reduces the flow section and therefore an increase in flow velocity is required to keep the
mass flow constant. We do observe then that our experiment is affected by a weakly FPG.
When our thermal surface exchanges heat with the flow the thermal expansion induced
by that is expected to drive to an even stronger FPG effect. One could then expect that
the introduction of heat in our boundary layer would result in a turbulent boundary layer
closer to what observed in FPG, in particular in the wake region where the effects of the
pressure gradients are usually more prominent.
Our wake instead shows an unexpected result. The wake region in our experiments
shows an evolution of the wake for increasing Grx that recalls what is usually observed
in an APG boundary layer.
For an FPG-boundary layer (see e.g., [82]), the viscous sub-layer becomes bigger (and
therefore an increased viscosity effect area), while the wake region becomes smaller, with
a smaller difference of the velocity and the log-profile (i.e., the Musker curve) there. In
contrast, APG results in a smaller buffer region (and therefore a decreased viscosity effect
area) and a larger wake region with a larger overshoot of the velocity compared to the
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Figure 4.26: Left - Comparison of velocity boundary layer for a flow with Reτ ≈ 2800. Empty
symbols represent Zero pressure gradient, Full symbols represents Adverse pressure gradient. Plot
from Monty 2011[83]. Data extracted from fig.4.15 for reference
log-law (see e.g., [82, 83]). A comparison between an APG and ZPG boundary layer is
shown in fig.4.26[83].
Given the complexity of the phenomenons observed in our study, it is not simple to
point out a single mechanism that can justify all our observations. Considering that we
expect a favourable pressure gradient, the result observed here seems to contradict at a
first glance.
In this data-set the shear stress is dominating over the buoyant force and therefore
we consider it in a forced convection regime. The dominance of the shear force does
not exclude a contribution of the buoyant forces to the evolution of the boundary layer.
The buffer region represents a region of transition between the laminar and turbulent
flow, with a critical value of shear stress that when crossed drives to the transition from
steady to unsteady flow. Viscosity and shear force are competitive effects, the buffer
region represents the region of equilibrium between the instability promoted by the shear
stress and the viscosity that opposes to the induced instability. The increase of Grx is
expected to result in contribution toward flow instability. In steady flows (i.e. Rayleigh–
Bénard convection) it has been observed that there is a minimum temperature to trigger
the generation of thermal plumes for a given geometry and fluid properties and this is a
similarly competitive effect to what is expected in the buffer region. It is fair to assume
that both shear force and buoyant effects contribute to instability against viscosity. It is
also to be noted that the increase of Grx in air (our fluid) increases both kinematic and
dynamic viscosity.
If we consider buoyancy effects negligible it is possible to conclude that for increasing
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temperature we expect to observe in the buffer region a shift of the equilibrium toward
a more viscous and therefore laminar buffer region. We do observe that the introduction
of the heat, despite the increase in viscosity shift the buffer layer toward a less stable
regime, where we observe a less pronounced hump and a shift of the log-law velocity to
lower altitudes. The increase of the instability observed in the buffer region when Grx
increases show a non-negligible buoyant effect.
The effect of heat in the wake region is a bit harder to explain. We have discussed
the similarities between the APG boundary layer and the effect of the heat over the wake
region in our experiment. This result does not fit with the expected FPG in our exper-
imental environment. During the initial design, we did not expect an eventual pressure
gradient to be relevant in our measurements and therefore no measurement system has
been considered to monitor this value along x. We feel that the data available to us
does not allow us to offer a solid explanation for the effect of heat on the wake region
in our experiment. More experiments with an eye on the pressure gradient developed
when temperature increases are of utmost importance to propose a solid hypothesis on
this phenomenon.
4.2.2 Velocity boundary layer in the transitional regime with
heated surface
In the previous section, we have investigated how heating from below can alter the stream-
wise velocity field in a fully turbulent boundary layer where shear forces dominate over
buoyancy. While a quantitative change was observed, we do expect to see a stronger effect
when the shear flow is weaker and therefore buoyancy plays a more important role.
By using the camera setup described in sec. 3.6 we have been able to record videos of
the flow under weak shear forces. These videos show nicely the interaction of the shear
forces and the thermal plumes that are generated due to buoyancy. In fig. 4.27, 4.28,
and 4.29 we present snapshots of the smoke-seeded flow at various times for the smallest
inflow velocity, i.e., U0 = 0.3 m/s and Rex = 4.7× 104 and different Grx.
Videos available online [84–88]. Figure 4.27 is collected with Rex = 4.7 × 104 and
Grx = 0. We can understand a bit more about the flow and its properties by looking at
the evolution of the smoke structure. In a laminar flow, we do expect any exchange of
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Figure 4.27: Snapshot of the smoke-seeded flow field with Rex = 4.7×104 and Grx = 0. Red lines
mark the approximate boundary layer height (δ = 7.5 cm), estimated from velocity measurements
at Grx = 0, Movie available online [84].
Figure 4.28: Similar to fig. 4.27 but for Grx = 1.04× 1010, Movie available online [85].
Figure 4.29: Similar to fig. 4.27 but for Grx = 6.26× 1010, Movie available online [86].
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mass between the different layers, and therefore every structure of the flow should stay
constant in space and time. And indeed, this is what we see. There are no mixing effects,
the general shape the same over the shown time duration, but the lower layers move slower
than the top layer as is expected from a structure inside a boundary layer flow.
In fig. 4.28 we can observe a flow with moderate heating applied, with Grx = 1.04 ×
1010. In this figure, we already observe significant differences in the structure compared to
the flow at Grx = 0 fig. 4.27. Mushroom-shaped plumes can be seen rising from the warm
surface and crossing the entire boundary layer up to the bulk. The particles used for flow
visualisation are droplets produced by vaporisation of a glycerol solution and subsequent
condensation of the gas into tiny droplets. As result, the droplets are warmer than the
incoming flow T0, heat up their close vicinity and rise due to buoyancy towards the upper
part of the wind-tunnel. Therefore, seeding densities are usually higher in the upper part
of the incoming (laminar) flow than in the lower part. Very close to the plate, the seeding
density is smaller than in the bulk flow. This is mainly for two reasons. First, particles
that are carried by the bulk do not easily enter the lowest parts of the boundary layer
because the z-component of the velocity is small there. This affects particularly the small
droplets that follow the flow and are not significantly influenced by gravity. Secondly,
particles that get too close to the wall might get in contact with it and adhere to it. In
this way, the plate acts as a sink for droplets. This is particularly the case for larger
droplet that settle down due to gravity. This plays in our favor since it allows us to easily
identify plumes that are ejected from layers closest to the wall.
In fig. 4.29 we apply a strong heating resulting in Grx = 6.26 × 1010. The buoyancy
here is strong and hot plumes are generated along the entire plate surface and length. In
this time sequence, the thermal structures are well defined and can easily be followed in
time as they both rise through buoyancy and also get carried in the streamwise direction
by the mean flow. By comparing the seeding density (or structures brightness) of fig. 4.28
and fig. 4.29 we can already tell that the mixing between the thermal plumes and the rest
of the boundary layer is stronger in the weakly heated experiment. The darker structures
indicate that the majority of the air contained in these structures originated from the
regions very close to the surface, i.e., from the viscous sub-layer and buffer region. We
can also observe that when the surface is warmer the plumes reach significantly larger
distances z which are clearly above the velocity boundary that develops without heating
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Figure 4.30: Quasi-turbulent velocity boundary layer comparison for different surfaces temper-
atures. Shown are time average streamwise velocities as function of the distance to the wall
z+.
After we have gained a qualitative understanding of the heated transitional boundary
layer, we again want to look at quantitative changes of the velocity when heat is applied.
The average streamwise velocity is shown in fig. 4.30 for different wall temperatures.
When the shear stress is low (Rex = 4.7× 104, fig. 4.30(A) and the surface temperature
is equal to the flow temperature (Grx = 0), the boundary layer is in a transitional regime
(from laminar to turbulent) as already discussed in sec. 4.1.2. Because the boundary
layer is not fully turbulent, the z+-range, where viscosity does not play an important
role for the momentum transport, is very small and hence a clear log-region does not
develop. When Grx increases we observe an increase in the average velocity for z
+ < 30
and a decreased average velocity above. The velocity profile for Grx > 0 may suggest the
growth of a log-like profile due to the introduction of additional turbulent kinetic energy.
Furthermore, also the boundary layer size δ increases for Grx > 0, which also agrees with
the assumption that additional turbulent kinetic energy is introduced via rising thermal
plumes which transform potential energy into kinetic energy and in this way also enhance
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the transport of momentum in wall-normal direction. The boundary layer for the two
Grx > 0 is roughly twice as large as for Grx = 0. Note that the difference between δ for
the two Grx > 0 is below our spatial resolution.
We see in fig. 4.30(B) that already for slightly larger Rex = 1.88 × 105 the influence
of an increased Grx on the average velocity is qualitatively different. Now, as shown
above, the boundary layer is much closer to a fully turbulent state. Also, similar to a
turbulent boundary layer, a finite Grx reduces u
+ throughout the entire boundary layer.
This observation hints that the boundary layer height also increases with increasing Grx.
However, again also here, our spatial resolution is too small to resolve the boundary layer
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Figure 4.31: Velocity gradient in the boundary layer with different surface temperatures, for
small Rex.
Figure 4.31 presents the velocity gradient inside quasi-turbulent boundary layers. This
analysis teaches us something about the local momentum transfer. However, one should
not forget that momentum is also advected with the mean flow in a downstream direction.
When shear stress is weak (at Rex = 4.7 × 104) the velocity gradient in the surface
proximity increases with increasing Grx for z
+ < 15 or so.
In fig. 4.32 we show the normalized standard deviation of our data-sets for the two
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Figure 4.32: Quasi turbulent boundary layer standard deviation for different temperatures
smallest Rex. The influence of heating from below is particularly strong for Rex = 4.7×104
(fig. 4.32A). There, the maximum of ustd increases and shifts to smaller z
+, closer to the
wall. In fact, for finite Grx, the maximum is at z
+ ≈ 15 or so, at the same z+, where a
maximum also occurs for the fully turbulent boundary layer. Also for z+ ≈ 100 another
hump appears, resulting in an ustd(z
+) profile that appear surprisingly similar to the fully
turbulent boundary layer.
Also for faster bulk flow velocities (Rex = 1.88×105), do we observe strong differences
where the increase in the shear stress pushes the flow closer to the turbulent transition.
There, only outer regions (the wake) are clearly affected by the increase of Grx. There, ustd
growth with increasing Grx, while the maximum close to the wall (at around z
+ ≈ 15), is
barely affected. Even more, at z+ ≈ 10 the fluctuations seem to decrease with increasing
Grx, similar to what was observed for the fully turbulent case above.
Power Spectrum
In fig. 4.33 we compare the probability density function P (u′) at different altitudes for
different Grx. This allows us to better understand how the introduction of heat does
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Figure 4.33: Probability density function of velocity fluctuations for different surface temperature
and flow velocity U0 = 0.3m/s and Rex = 4.7× 104
affect the flow at different altitudes.
For z+ ≤ 25 fig. 4.33 (A), (B), and (C) we do see a clear influence of the heat for the
location of the maximum as well as the skewness. We observe the growth of a secondary
peak that could suggest a second mode in the velocity fluctuations introduced by the
heat, the second peak is centred at u′ ≈ 0.025m/s.
At z+ = 39 fig. 4.33 (D) the heat has the only effect of widening the distribution tail
but does not affect consistently the shape close to the maximum, and P (u′) exhibits only
a single mode centered around u′ ≈ 0.025m/s.
For z+ ≥ 78 fig. 4.33 (E), (F), (G), and (H) we observe the effect of the heat, far
from the surface, are still consistent. One would expect, that with increasing distance
from the surface the influence of the warm wall should decrease, but we still can see a
wider distribution of velocities, also in the outer regions that are consistently wider for
higher surface temperature. The increase of the surface temperature does also increase
the boundary layer size for U0 = 0.3m/s, when the boundary layer is in the transitional
regime. Therefore, in the P (u′) analysis from z+ > 117 the ∆T0K and Gr = 0 measure-
ments are in the bulk laminar flow regime, whether the heated surface is still inside the
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Figure 4.34: Skewness in quasi turbulent boundary layer at different surface temperatures
A similar observation made in fig. 4.32 can also be made when looking at the skewness
β3 (fig. 4.34) and kurtosis β4 (fig. 4.35), namely that with increasing Grx, the transitional
boundary layer (at Rex = 4.7 × 104) gains characteristics that are more similar to a
turbulent boundary layer. For this case (Rex = 4.7 × 104), an increase of the surface
temperature results in a reduced skewness in the proximity of the surface for z+ < 30. In
fact, β3 is close to 0 at surface proximity but turns negative further away. The negative
skewness so close to the surface is evidence that fluctuations are produced by buoyancy
and by shear instabilities. In the region z+ ≈ 100, we see an increased β3 with increasing
Grx. In the wake region again, an increased Grx results in a decreased skewness, similar
to what has been already observed in fully turbulent boundary layers. The kurtosis
(fig. 4.35(A)) the kurtosis becomes clearly negative in proximity of the surface when Grx
increases, induced by the buoyant events. β4 approaches the 0 already at z
+ = 15 rather
than z+ = 45 when Grx > 0. When z
+ = 190 and Grx > 0 we observe the raise in β4
similar to what has been observed in all our turbulent boundary layers, but not present
when Grx = 0.
For Rex = 1.88 × 105 the skewness behaves similarly to what has been presented
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Figure 4.35: Kurtosis in quasi turbulent boundary layer at different surface temperatures
and discussed in fully turbulent boundary layers, with an enhanced asymmetry (negative
skewness) in the wake region with increasing Grx. This results in an enhanced minimum
that, on the z+ scale, similar to the one seen for the turbulent boundary layer.
Similar considerations hold true for the kurtosis β4 (fig. 4.35) that we have shown is
mainly affected by heat only in the wake region for fully turbulent boundary layers. The
value of β4 is affected by the increased heat for z
+ ≈ 30 resulting in more ”extreme”
events in that specific region.
The power spectrum for Rex = 4.7×104 fig. 4.36 shows an increase in the turbulent ki-
netic energy all along the entire boundary layer resulting in a shift of the dissipation range
to larger wavenumbers k or smaller length scales. Energy is hence dissipated in smaller
eddies. We recall from chapter 2 the size of these eddies scales with the Kolmogorov
length η = (ν3/ε)1/4. Because the kinematic viscosity ν increases with temperature, the
increase of the dissipation length must be due to an increased energy dissipation rate ε,
which itself results from increased production of turbulent kinetic energy. The source for
this additional energy can only be potential energy due to heating and the resulting buoy-
ancy. This effect was not seen for larger Rex, because the production of turbulent kinetic
energy due to buoyancy was negligible compared to the production due to shear stress.
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Figure 4.36: Power spectral density for different surface temperature and flow velocity Rex =
4.7× 104
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We note that the power spectrum for Rex = 1.88× 105 shows a qualitatively similar but
weaker effect, therefore it is not presented here for simplicity.
The destabilising effect of heat and the additional production of turbulence due to
buoyancy is also neatly visible in fig. 4.37, where the turbulent intermittence γ is shown
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Figure 4.37: Turbulence intermittency for different surface temperature, with flow velocities
U0 = 0.3m/s and U0 = 1.2m/s.
The introduction of heat does in the weakly sheared flow Rex = 4.7 × 104 increase
the turbulence intermittency inside the boundary layer, clearly moving the boundary
layer toward a more turbulent regime. This allows us to confirm that the introduction
of heating from the bottom in a weakly sheared flow triggers an earlier transition toward
more turbulent regimes. Despite the before mentioned argument, it is also necessary to
note that this effect becomes less relevant with increasing Rex. Already at the slightly
larger Rex = 1.88 × 105 is the turbulent intermittency significantly less affected by the
increase of Grx, with a clear influence mostly in the log/wake.
The analysis of the γ also confirms that a heated surface does induce the boundary
layer to an earlier transition from laminar to turbulent, but also that this effect is clearly
more prominent for weak shear stresses. When the shear flow increases, the contribution
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Rex Grx 〈γ〉
4.70× 104 0 0.037
4.70× 104 3.55× 1010 0.095
4.70× 104 6.26× 1010 0.242
1.88× 105 0 0.662
1.88× 105 2.09× 1010 0.679
1.88× 105 3.55× 1010 0.743
Table 4.5: Experimentally determined turbulent intermittency obtained for different surfaces
temperatures. 〈γ〉 represents the average of the gamma for z < δ99
of heat become less effective. This result suggests that the increased thermal energy does
destabilize the transitional boundary layer region, forcing the flow to an earlier transition
to fully turbulent, resulting then in a lower Recrit.
4.2.3 Shear velocity correction and modeling
In the previous section, we have investigated the changes introduced by the surface heat
on velocity statistics inside the boundary layer. For this, we have expressed both the
velocity, as well as the wall-normal coordinate in wall units. Since we wanted to directly
compare the measurements with results obtained with Grx = 0, we have normalised all
measurements by the same shear velocity uτ , which was determined for Grx = 0 also
for larger Grx. We know from our previous analysis that heating from below causes
qualitative changes of the velocity field and hence the average streamwise velocity might
not be well represented by the Musker curve and we cannot collapse data for different
Grx by simply varying uτ . In this section, we want to attempt a different fitting method
with a new set of fitting parameters and present our findings.
Rodriguez-Lopez in 2015 [89] introduced a method that allows a more complex fit of
the turbulent boundary layer. These methods promise to be able to fit the fully turbulent
boundary layer even for small Rex with shear velocity uτ , boundary layer thickness δ,
wake parameter Π, the von Karman Constant κ, and correct the potential error on the
z0 height with a shift that we named ε.
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The entire method is listed in [89]:







W (z∗/δ), 0 ≤ z∗ ≤ δ
U+0 , δ ≤ z∗ ≤ ∞
(4.9)
with u+musker being the Musker curve, U
+
0 = U0/uτ the normalised bulk velocity, κ = 0.41
the von Karman constant, and W being the wake function defined as:
W (η) =
1− exp[−(1/4)(5a2 + 6a3 + 7a4)η4 + a2η5 + a3η6 + a4η7]








where η = z∗/δ, a2 = 132.8410, a3 = −166.2041, and a4 = 71.9114. Note, we do not apply
the correction u+bump as suggested in [89]. The final value of shear velocity uτ is extremely
close to what we observed with the classical Musker fit approach when no heating is
applied to the surface.
We now fit eq. 4.8 to the average velocities measured at different Grx, so to gain uτ
as one of the fit parameters. The other fit parameters are the boundary layer height δ,
the wake parameter Π and a shift ε. The re-calculated velocities using the new uτ are
shown in fig. 4.38. Plotted in this way, data for different Grx now neatly collapse for the
inner part of the boundary layer and diverge in the wake. We also note that the data
follow nicely eq. 4.8 and hence we also get information of the velocity in the upper end of
the boundary layer, where the data are sparse. We obtained promising results with the
fitting parameters obtained listed in table 4.6.
While we have applied this method to all data sets, it is expected to only work well for
a sufficiently turbulent boundary layer, i.e., Rex ≥ 1.88× 105. If by applying this method
it is possible to obtain a satisfying collapse, we can assume that the influence of a change
in Grx on the boundary layer can be represented by only these parameters. From the
table 4.6 we can observe that our parameters change consistently when the heat increases
and that may lead to validate this approach.
In fig 4.39 we present the difference between the best fits of eq. 4.8 and the real
velocities. We can observe that the increase of surface temperature results usually in a
general increase of the difference along the entire boundary layer.
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Figure 4.38: Velocity profile at different velocities and temperatures. Fitting parameters are
listed in table 4.6.
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Figure 4.39: Velocity deviation from the fit line obtained with table 4.6 parameters.
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Figure 4.40: Standard deviation with shear velocity uτ derived from Rodriguez 2015 [89] method
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Rex Grx uτ [m/s] ε [m] δ [m] Π
1.88× 105 0 0.055 0 0.091 0.290
1.88× 105 2.09× 1010 0.050 1× 10−5 0.081 0.676
1.88× 105 3.55× 1010 0.047 1× 10−4 0.072 0.890
4.25× 105 0 0.108 0 0.063 0.978
4.25× 105 2.09× 1010 0.096 1× 10−5 0.055 1.436
4.25× 105 3.55× 1010 0.091 1× 10−4 0.053 1.689
7.02× 105 0 0.166 0 0.058 1.068
7.02× 105 2.09× 1010 0.157 7× 10−5 0.053 1.556
7.02× 105 3.55× 1010 0.136 1.5× 10−4 0.052 1.979
9.85× 105 0 0.225 0 0.049 1.057
9.85× 105 2.09× 1010 0.209 1× 10−4 0.047 1.454
9.85× 105 3.55× 1010 0.195 2× 10−4 0.044 1.618
Table 4.6: Table of fitting parameters for fig 4.38
Finally, with the newly calculated uτ we also plot the velocity fluctuations ustd as
function of the wall distance z+ in fig. 4.40. Here, we observe that now we can align the
maxima of the ustd in the buffer region for different Grx, with a very good agreement for
some of the measurements done in a fully turbulent regime. The boundary layer size δ+ is
now clearly reduced and differences in the log region become now prominent for increasing
Gr, with an overlap at the interface between wake and bulk.
This is a different approach to the analysis that we presented in sec. 4.2. When com-
pared to the observations introduced in previous sections this method does not produce
a better collapse in the inner region, which means that either this method is not ap-
propriate, or that heating changes the velocity field quantitatively compared to a purely
shear-driven turbulent boundary. Note, that the buoyancy is very small compared to
advective forces, e.g., Ri = 0.04 for Grx = 3.55 × 1010 and Rex = 9.85 × 105 and so is a
priori not expected to affect much the streamwise velocity and the fluctuation intensity.
The overlap in the buffer region appears to be solid, but a closer inspection confirms the
observations in the previous sections. The increase of Grx in the fully turbulent boundary
layer during our experiments always resulted in a more ”advection” rich regime in the
buffer region. The velocity profile inside the buffer region becomes log-like and cannot
be fitted by the typically expected curve of the buffer region. The wake region cannot be
successfully fitted by this method. A better fit in the wake region can only be obtained by
changing the value of the von Karman constant, but this does not feel the right approach.
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All together the approach suggested by Rodriguez [89] is pointed at a fully turbulent
boundary layer, with the goal to offer a better fitting method for low Reynolds numbers.
This method has shown to be extremely effective in fitting our data when the boundary
layer was not affected by the surface heat. The fit in the wake region is satisfying and the
buffer region is well enough represented.
The fact that this method has not been effective in our application is not detrimental
to the quality of the method. We have been able to obtain surprisingly good results in the
fit of our data when Rex ≥ 1.88×105 and Grx = 0. This result allows us to conclude that
the increase of surface heat cannot be represented by the classical fitting quantities used
in turbulent boundary layer models. Shear velocity uτ , boundary layer shift ε, boundary
layer size δ, and wake parameter Π are not enough to fully represent the transformations
induced by the heat.
4.3 Heat transport measurements















Figure 4.41: Parameter space covered by our measurements. Solid line represents expected lam-
inar to turbulent transition of flat surface for Recrit = 3 × 105, dash-dot line represent free to
mixed convection transition with Ri = Grx/Re
2
x = 16, dotted line represent mixed to forced
convection transition with Ri = Grx/Re
2
x = 0.3.
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In the previous chapter, we have focused our analysis on the structure and dynamics
of the boundary layer itself. We have seen that heating from below had a clear effect on
the velocity boundary layer and its characteristics. In this chapter, we will focus on the
effect of those boundary-layer conditions on the heat transfer from the surface.
Our experiment has a 1-meter long adiabatic plate in front of the heated plate, and
therefore the thermal boundary layer starts to develop also 1 m behind the velocity bound-
ary layer, which needs to be taken into consideration for the development of scaling rela-
tionships between the control and response parameters.
In the presented work we use the distance from the leading edge x as the typical
length that is included in the control and response parameters, Grx, Nux and Rex. Our
experimental setup, allows us to measure the heat transfer at 21 different locations dis-
tributed in 7 lines and 3 rows along the plate, where constant heat flux is applied from
the bottom.2. Since we expect the time-averaged heat transfer to be constant along the
spanwise direction, we average over the 3 rows in the following.
The freestream turbulence in our setup is smaller than 5%. The two control parameters
are the free flow velocity expressed as Rex and the difference between the free flow and








Here, g denotes the gravitational acceleration, x the position along the plate with x = 0
beginning of the adiabatic plate, β the thermal expansion coefficient, Tw the local surface
temperature, T0 the incoming flow temperature, and ν the kinematic viscosity.
The dimensionless parameter that we use to express the heat transfer is the well known





with λ being the thermal conductivity of air, and q(x) the dimensional heat flux from the
2More details on the thermistor distribution can be found in chapter 3.2.1
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plate, calculated from temperature measurements inside the plate as:
q(x) = −λp(Tw(x)− Tb(x))
Hp
. (4.13)
Here, λp is the thermal conductivity of polycarbonate, Hp the thickness of the polycar-
bonate layer, Tw(x) the local temperature of the top aluminium plate, and Tb(x) the local
temperature of the bottom aluminium plate. A more detailed schematic of the plate was
presented in chapter 3.2.
In figure 4.41, we show an overview of the data that we have collected in a Rex-Grx-
parameter space with colors representing the heat flux (Nux). The color distribution
already suggest that Nux increases both with increasing Rex and Grx. In total, we have
acquired 511 different data points. These data have been collected at 7 different locations
above the heated plate for different combinations of velocity U0 and temperature ∆T .
Since the fluid properties vary with temperature, and since strong vertical temperature
gradients occur in the flow, the question arises at which temperature we shall evaluate
the fluid properties for the calculation of Grx and Rex. We decide to evaluate all fluid
properties at the local surface temperature Tw(x). One might argue that a temperature
somewhere between T0 and Tw would be more suitable, but since the boundary layer is
not symmetric a simple average of both values is probably not a good choice either and
hence for simplicity we decided on Tw(x). We note in this regard that the viscosity only
plays a role in the close vicinity of the wall and hence at least for the calculation of ν, Tw
is a good choice.
In fig. 4.42 we present the local heat flux Nux as function of the local Reynolds number
Rex. In general, Nux increases with increasing Rex and is presented to us in a funnel-like
distribution with the Nux asymptotically approaching a power law Nux ∝ Reαx for the
largest Rex. When the surface temperature Grx is small (blue), an increase of Rex leads
to an increase of Nux already at the smallest Rex.
The slope in this log-log representation, i.e., the effective exponent αeff = ∂(log Nux)/∂(log Rex),
increases with increasing Rex and reaches αeff → α for sufficiently large Rex. We have
shown in sec. 2.4.2 that when buoyancy is neglected (forced convection) and the bound-
ary layer is fully turbulent, we expect a scaling of α = 0.8. Indeed, a fit to the data
with the smallest influence of buoyancy and the largest shear stress, Richardson numbers
















Figure 4.42: Heat transfer (Nux) as function of the Reynolds number Rex. Color code represents
Grashof number Grx. Dashed line marks a power-law fit to the data with Rix ≤ 10−2 (forced
convection), resulting in an exponent α = 0.78. The solid line marks predictions for a fully
turbulent boundary layer from Lienhard eq. 6 [90]. The dotted line marks a power law with
exponent 1/2, as expected for a laminar boundary layer without buoyancy.
Ri ≤ 10−2, results in a close value αfit = 0.78 ± 0.01. When Grx is high (red), and
Rex is small, Nux is independent of Rex for up to a decade. This is the free convection
regime where the buoyancy dominates the heat transfer. Only for sufficiently large Rex
do we observe an increase in the heat transfer due to increasing shear forces. Then, with
increasing Rex, also the data for the largest surface temperature converge asymptotically
to Nu ∝ Reαx , the regime of forced convection.
We see already in fig. 4.42 a slightly disturbing feature, namely that different Nux are
sometimes observed at the same control parameters Rex and Grx. Likewise, we see we
observe at a given Rex the same Nux at different Grx. The reason for this is that we use
the distance from the leading edge x as a length scale for our dimensionless parameters.
It is a priori not clear that the same relation Nux(Grx) at a given Rex hold if one changes
the inflow velocity U0, the heat supply to the bottom plate, or the measurement location
x. In fact, ∆T (x) and hence Grx are technically responses parameters for any position
x 6= 1.18 m, i.e., the location of the thermistor line at which we fix the temperature
difference. We will discuss below whether one can find a better length scale that helps to
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better collapse the data.
In this regard, we also remind the reader that there is a 1 m long adiabatic plate in
front of the heating section. While the velocity boundary layer starts to develop at x = 0,
a thermal boundary layer only starts to develop at x = 1.00 m. While there are models
in the literature to correct for such an adiabatic plate in front, they usually only consider
laminar boundary layers and very short plates.
We compare our data to theoretical predictions (eq. 2.42, see [90]), for a fully tur-
bulent boundary layer, shown as a solid line in fig. 4.42. We see that our data follow
asymptotically the scaling, they have clearly larger Nux. We believe that this discrepancy
can be explained with the existence of the adiabatic plate. Clearly, the heat flux at the
beginning of the heated plate must be enhanced in our case, because the inflow is not
preheated as would be the case if also the first 1 m section is heated as in the model.
In fig. 4.42 we also show a dotted line Nux ∝ Re1/2x , which represents the heat flux
through a laminar boundary layer when buoyancy is neglected. We show this line for
comparison but point out again that the boundary layer is never really laminar, even for
the smallest Rex. When the effective exponent αeff reaches values close to 0.5 at around
Rex ≈ 105 for the blue point (the smallest Grx ≈ 2×108), this is caused by the decreasing
influence of buoyancy when Rex increases.
Different experimental studies characterize the scaling of the heat transfer Nux against
the shear flow Rex i.e. Sugawara in 1951 [91], Reynolds in 1958 [92–95], Wang in 1982 [96].
Sugawara [91] has been one of the first that obtained a scaling for the laminar boundary
layer Nu ∝ Re0.5x and Nu ∝ Re0.8x for turbulent ones. These scaling are estimated and
measured in a forced convection regime, where buoyancy plays only an insignificant role.
We do not observe in our data any Nu ∝ Re0.5x scaling, in our experiment we have not
observed laminar boundary layer in the range of our measurements, the Nu ∝ Re0.5x
scaling is expected to be observed in forced convection regime and without an adiabatic
plate.
In fig. 4.43 we only consider measurements taken at x = 1.18 m away from the leading
edge, to look at the scaling of the Nux ∝ Grx. Qualitative similar results have also been
observed for all the other thermistor lines with only a change in total magnitude.
We first consider Nux-data acquired at the smallest Rex ≤ 2 × 104 (blue in fig. 4.43)
and large Grx ≥ 109. In these cases, the buoyancy was largest compared to advective
















Figure 4.43: Heat transfer scaling as function of the Grashof number, the Nux and Grx are
calculated at Line 1 thermistors. Colors code represent Reynolds number. Error-bars represent
maximum estimated error over Nux. Fit parameter has been obtained fitting Rex ≤ 2× 104 and
Grx ≥ 1× 109.
forces so the flow can be considered as natural convection. A power law fit to these data
results in a scaling Nux ∝ Gr0.205±0.008x (purple line in fig. 4.43). We observe a strong
decrease of the effective exponent ∂(logNux)/∂(logGrx) with increasing Rex, down to
a value of Nux ∝ Gr0.02x for the largest Rex (red line in fig. 4.43). The latter result is
expected because we have seen already in fig. 4.42 that at sufficiently large Rex, buoyancy
is negligibly small and hence the heat transport becomes independent of Grx.
Goldstein in 1982 [97] presented a collection of experimental results where he observed
a set of powerlaws to correlate heat transfer Nu and Rayleigh number Ra in the free
convection regime, with scaling between Nu ∝ Ra1/4 and Nu ∝ Ra1/5. His results were
taken at a fixed Pr = 0.7 and since the Rayleigh number Ra and Grashof number are
related Rax = Grx · Pr, his results can be compared directly compared to ours and are
in very good agreement.
The ratio between buoyancy and advection forces is usually described by the Richard-
son number Ri. For small Ri buoyancy can be neglected and temperature is advected
as a passive scalar. This regime is referred to as forced convection. For very large Ri,
buoyancy dominates over advection forces due to the mean flow. This regime is called
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free or natural convection.






The study suggests some regions in which we do expect a transition from one regime to
another.
• For Ri < 0.3 the convection is said to be Forced, with the shear forces dominant
over the buoyant forces.
• For 0.3 < Ri < 16 the convection is said to be Mixed, with the buoyant forces and
shear forces comparable.
• For Ri > 16 the convection is said to be Free, with the buoyant forces dominant
over the shear forces.
It is worth noticing that in literature there are also some different Gr/Reα scaling
depending on the application and specific needing of those works (see e.g., [96, 99–101]).




















Figure 4.44: Nusselt number scaling as function of the Richardson number. Vertical solid lines
at Rix = 0.3 and Rix = 16 mark the boundaries between the forced, mixed and free convection
regimes as suggested by [98]. Dotted line represent Nu ∝ Ri−2/5 scaling.
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Figure 4.44 shows Nux plotted as a function of Rix. In this figure, we mark and label
the regimes of forced, mixed and free convection as suggested by [98]. Figure 4.44(A and
B) present the same data, but while the color of the symbols in (A) represents the Grx,
the color in (B) represent Rex. We also show in fig. 4.44(A) as dotted line a power law
∝ Ri−2/5x , which equals for constant Grx to ∝ Re4/5x as observed for the turbulent forced
convection regime. The transition from forced to free convection is clearly visible for a
given Grx. In the forced convection regime (small Rix) Nux decrease sharply, in the free
convection regime (large Rix), Nux is rather independent on Rix. However, we also see
that the change of the monotonic behaviour, i.e., the Rix where forced convection ends
and mixed convection starts is not the same for different Grx, and the transitional Rix
suggested by Sparrow [98] does not hold for all Grx. Instead, the flat Nux-plateau is
reached for smaller Grx also at smaller Rix.
Lower surface temperature results in a more sudden and later transition to forced
convection. Figure (B) is presented for completeness, shear stress distribution do not
present surprising findings.
4.3.2 New length-scales and power-laws
One of the main goals for using dimensionless quantities is to reduce the number of
control parameters and then to find simple scaling relations between the remaining control
parameters and the response parameters of interest. These parameters depend on a typical
length scale, which is of utmost importance for the collapse of the data sets to facilitate
comparison. So far, we have used Grx, Rex, and Nux, where the typical length involved
in their calculation was the distance from the leading edge of the surface x.
We saw, that in the regime of forced convection, x as a length scale works well so that
the heat transfer Nux is only a function of Rex (see fig. 4.42). Clearly, when buoyancy
plays a role for mixed and free convection, Nux also depends on Grx. Hence, a proper
rescaling of Nux, Grx, Rex is desired so that all data collapse on a single master curve.
A priori one would think that it is difficult to find rescaled parameters so that data
collapse on a low-dimensional curve. This is because there are different mechanisms
involved with different scalings. The boundary layer can not only be laminar or turbulent,
with different scalings, with the turbulent boundary layer scaling that can be caused by
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Figure 4.45: Rescaled Nusselt number Nux/Gr
1/3
x as function of the Richardson number Rix for
different Grx (color code).
buoyancy, by shear or by an interaction of both. However, now we want to try out different
rescalings in the hope for a better collapse of the data at least in some regions, which
would help to build simplified scaling models.
While the Richardson number Rix =
Grx
Re2x
is a good candidate for such a rescaling,
as shown in fig. 4.44, we do not obtain an unambiguous correlation between Rix and
Nux. Above, we have already discussed that x might not be a proper length scale that is
relevant in our system. Therefore, let’s first try to remove the heat flux dependency on it





This new approach results in a satisfying collapse for the fully forced region, and a
partial collapse in the mixed and free convection regions.
We can consider the Grashof number as the ratio between acceleration time scales
caused to buoyancy and the time scale related to viscous damping. Because buoyancy
always acts normal to the gravity (wall-normal direction), one would assume a vertical
length scale rather than horizontal to be more appropriate. We do believe that a good
length scale could be related to the boundary layer height δ(x). Due to the lack of
adequate models to calculate the turbulent boundary layer height when heat is applied,
we will assume the scaling of the boundary layer to be similar to the one solely driven by
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Figure 4.46: Newly defined Nusselt number NuN as function of Richardson number based on the
boundary layer height Riδ. Data points are color coded using the new Grashof number Grδ. The
solid and dashed straight lines are power law fits to the regime of shear dominated convection
(Riδ < 3× 10−5) and the regime of buoyant dominated convection (Riδ > 8× 10−5).
shear stress. To estimate the latter for the fully turbulent case, we use eq. 2.24 which was

















and can reanalyse our data.
In fig. 4.46 we present the same dataset that we have already shown above in fig. 4.45
but now with the newly defined NuN as function of Riδ. Data plotted in this way now show
both a good collapse in the forced convection regime, as expected, but also a significantly
better collapse of the data for different Grδ in the regimes of mixed and natural convection
for large Riδ. The data plotted in this way show two regions that can be fit using different
power-laws with a transition at Riδ ≈ 2 × 10−5 between them. For the low Riδ range,
fitting Riδ < 3 × 10−5 we obtain a scaling of NuN ∝ Ri−0.315±0.002δ . This scaling is
equivalent to Nux ∝ Gr0.035δ Re0.63x , which is as expected for the forced convection regime,
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Figure 4.47: Newly defined Nusselt number Nu1 as function of Richardson number based on the
boundary layer height Riδ1. Data points are color coded using the new Grashof number Grδ1.
The solid and dashed straight lines are power law fits to the regime of shear dominated convection
(Riδ1 < 1× 10−7) and the regime of buoyant dominated convection (Riδ1 > 1× 10−6)
a very small Grδ-dependency. The Rex-exponent is somehow smaller than the original
fitted α = 0.78, which we attribute to the fact that we have also used data with larger
Grδ for the fit here, compared to the fit above. For the larger Riδ, fitting Riδ > 8× 10−5
we obtain NuN ∝ Ri−0.098±0.007δ . This result can be expressed in the x-based parameters
as





∝ Gr0.252x Re0.045x . (4.17)
The Grx-exponent is somehow similar to the previously found in fig. 4.43, but also not
have a significant Rex dependency. The new scaling method helps to better collapse the
data.
We also note that when the data are plotted in this way, they show a seemingly
sharper transition between the forced and free convection regime. This suggests that the
new length scale better represents the growth of the buoyant force contribution to the
heat transfer as a function of x. In short, we believe that this rescaling is promising in
order to characterise the transition between forced and free convection. This method has
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shown to work well in the shear dominated regime, but also result in an improved collapse
when buoyant force is dominant.
For the definition of Riδ and Grδ, we have assumed the eq. 2.24, which estimates the
boundary layer height when it is fully turbulent. While this approach works decently well,
we know from velocity measurements that the boundary layer was not fully turbulent for
Rex ≤ 1.88 × 105 but rather in a transitional regime (see sec. 4.1.3). Measurements at
such small Rex correspond to larger Riδ (free and mixed convection regime) and one might
speculate whether a different estimate for δ would improve the collapse of the data for
different Grδ at larger Riδ.
Keeping in mind that this will be a more speculative approach, we can increase the
scaling exponent for the relation between δ and Rex to 0.35. We choose this value because
it resulted in the best collapse also for larger Riδ. However, we note that this value falls
somewhere in between the scaling for a turbulent boundary layer height δ ∝ Re0.2x and







and re-plot our data in fig. 4.47.
The data plotted in this way show again two regions that can be fitted using different
power-laws with a transition at Riδ1 ≈ 1.2 × 10−7 between them. For the range of
Riδ1 < 1× 10−7 we obtain a scaling of Nu1 ∝ Ri−0.354±0.002δ1 . This scaling is equivalent to
Nux ∝ Gr0.056δ1 Re0.708x , which is again expected for the forced convection regime, with a very
small Grδ1-dependency. The Rex-exponent is here closer to the original fitted α = 0.78.
This change can be attributed to the better collapse obtained in the shear driven region
also for data obtained at high Grx. For the larger Riδ1, fitting a power law to the data
with Riδ > 1× 10−6 results in NuN ∝ Ri−0.152±0.008δ . This result can be expressed in the
x-based parameters as





∝ Gr0.258x Re0.033x . (4.19)
The Grx-exponent again is somehow similar to the previously found in fig. 4.43, and the
Rex dependency is small as expected for the free convection regime. This scaling helps us
Chapter 4. Data analysis and results 130
to improve even further the data collapse presented in fig.4.46. The improvement obtained
with the introduction of the new definitions δ1 and Nu1 may suggest the opportunity to
refine even further the approach, but at the moment we are not able to offer a valid
explanation for the shown improvement.
All together it seems reasonable to consider the new proposed length scale δ, and the
new defined NuN as an improvement over the previous solution along the entire range of
applications. We have been positively surprised by the results obtained with this collapse
method and we feel that this new way to collapse the data allows for a better modeling
and therefore predicting ability. We want to point that is of course necessary to test this
result on dataset that span larger velocity, length and temperature ranges in order to
test its validity as a general approach. This new proposed approach is an important step
forward in the modelling of the heat transport in mixed convection regime, which then
only depends on a single parameter for different convection regimes. We hope that our
study can encourage other scientists to look at this regime that we feel is still not well
understood, in an attempt of improving the general understanding and refine models and
theory for the evolution of the buoyant force along the surface.
4.4 Thermal boundary layer profile
In this last section of this chapter, we present some preliminary results of temperature
profile measurements. We define Tw(x) as the surface temperature and T0 as the outer flow
temperature. All temperature data are collected at x = 2.35 and different z. As usual, we
keep U0 constant during an entire measurement, as well as ∆T that we define as difference
in temperature of the first row of thermistors (TL1) and the inflow temperature (T0):
∆T = TL1 − T0. (4.20)
We use the vertical thermistor rod described in sec. 3.5 in order to measure the temper-
ature at 12 different vertical positions for about 14 hours or so with a sampling frequency
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Figure 4.48(A) shows measurements of Θ for the fastest flow (Rex = 1.44× 106) and
three different Grx. The data look peculiar. Most importantly, the temperature profile is
highly non-monotonic, in particular for the blue data points that represent the smallest
Grx. For these data, Θ increases steeply for small z, but reaches a maximum at maybe
z ≈ 7 cm or so. From there on Θ decreases with increasing z up to z=50 cm, where it
reaches a minimum. After that Θ increases again and reaches values Θ > 1 for the largest
z at 1.1 m from the surface. Interestingly, the maxima at ≈ 7 cm occurs where we expect
the end of the velocity boundary layer. The minima is roughly in the bulk of the wind
tunnel and the last point is at the upper end of the wind tunnel.
This non-monotonic behaviour is puzzling as we would have expected a sharp increase
of Θ close to the surface but then slope decreases so that Θ asymptotically reaches Θ = 1
towards the end of the boundary layer. First of all, one needs to consider that for the
blue points the temperature difference was only ∆T = 1 K and hence variation clearly
visible are very small. The temperature difference between the Θ-minimum in the vertical
center of the wind tunnel (z=0.5 m) and close to the top (z=1.1 m) is only 0.15 K. In other
words, the bulk flow is 150 mK warmer than the top boundary. We believe that this can
easily be explained by heating of the flow solely due to viscose dissipation. The top of
the tunnel has nearly the same temperature as the laboratory environment (wind tunnel
walls are very thin metal sheets), but the air that is sucked in on one side of the wind
tunnel that gets accelerated by the propeller, and squeezed through the laminarizing grid,
certainly has to heat up due to energy dissipation. Next to this viscose dissipation, there
is also friction of the bearings of the propeller. For a mass flux through the tunnel of
about 10 kg/s, roughly 1.5 kW of energy must be dissipated to heat up the air by 150 mK.
The engine that drives the propeller has a maximal power of 30 kW.
To account for this effect, we want to redefine the reference temperature T0. Instead
of using the temperature at the adiabatic plate, from now on T0 should be the temper-
ature at the vertical center of the wind tunnel (z=0.455 m above the plate) at the same
streamwise position, where we conduct these temperature measurements. With this, we
show corrected results in fig. 4.48(B). These data look more than what was expected. In
particular, data with different Grx are now rather close to each other, which is expected
in this large Rex-regime where buoyancy does not play a big role and hence a dependency
of the temperature profile on Grx is marginal.
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Figure 4.48: Thermal boundary layer with Rex = 1.44×106 - (A) Represent Θ calculated with T0
to be the inflow temperature and (B) with T0 to be the bulk temperature. The dashed line marks
Θ = 1. The solid line represent a log-law line for reference. Different symbols mark different
Grx (see legend).
We still see a maximum of Θ at around z = 7.5 cm which we cannot really explain.
It could be caused by some unwanted large scale circulations inside the wind-tunnel, but
we are not sure. The maximum is small and less than 0.1 K above the base line. It also
decreases significantly with increasing Grx.
We acknowledge that the temperature data acquired here do not have a sufficiently
good spatial resolution in order to resolve the distances close to the viscose sub-layer. We
in total have also only four points inside the boundary layer and hence we cannot make
any statements about the typical temperature profile there. Nevertheless, these points
seemingly follow a rather straight line in this semi-logarithmic representation, whose slope
with determine to be close to 0.135± 0.009. This slope represents the average slope over
the log-layer and the wake regime in this fully turbulent boundary layer.
In fig. 4.49 we show temperature and velocity profiles for a boundary layer that is in
the transitional regime and where the influence of the buoyancy is strong. Velocity data
for this case have already been presented in sec. 4.2.2. Here we want to compare the
thermal boundary layer with the velocity at the same altitudes.
First we consider fig. 4.49(A), where data for Rex = 4.7 × 104 are plotted. The



































Figure 4.49: Points represent thermal boundary layer Θ (left y-axis). Lines represents the
normalised averaged streamwise velocity u/U0 as function of the normalised vertical distance
(right y-axis). The horizontal dashed line represents Θ = 1. (A) Data with Rex = 4.7 × 104.
(B) Data with Rex = 1.88× 105. The different colors of the points and the lines represent Grx
according to the color-bar.
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temperature profile does not look strictly monotonic. Again, Θ increases steeply close to
the surface but then seems to reach a plateau at z/δ ≈ 0.2, where it settles at Θ ≈ 0.85
or so, before it increases towards Θ→ 1. The plateau only consists of a single point and
one is inclined to believe that this is merely an outlier due to a miss-calibrated thermistor
for example. However, at a very similar z, also the velocity data (solid lines in fig. 4.49A)
show a plateau, even though it is less pronounced. Close to the plateau another peculiarity
happens. While for smaller z/δ < 0.3 points with larger Grx (red) are on top of points
with smaller Grx (blue), the order is reversed and the blue points are on top of the red
for larger z/δ. Also, it seems as that the boundary layer height increases with increasing
Grx. While this statement is based on a single point only, it is in good agreement with our
findings from the velocity boundary layer analysis in sec. 4.2.2 and general expectations,
namely that the boundary layer size increases when momentum transport is enhanced by
buoyancy driven convection.
Having this said, we can look at fig. 4.49(B) where the boundary layer is still not fully
turbulent, but where the Reynolds number was significantly larger (Rex = 1.88 × 105).
Both the velocity and the temperature data look much smoother. However, although
weak, the typical feature from above are still clearly visible. These is a small plateau at
z/δ ≈ 0.3, but also the inversion of the data points for small and larger Grx. Also here,
the blueish points (small Grx) are below the red points (large Grx) for small z/δ but after
the plateau, the blueish are clearly above the reddish.
A plateau in temperature suggests a good heat transport in this region. Which might
mean that plumes can rise without being broken and mixed with the surrounding fluid.
While this is very speculative, it could be that in regions closer to the surface the plumes
are ripped easily apart due to the shear stress. For larger z the shear stress smaller and
also the turbulence level is still small for the Rex shown in fig. 4.49 and hence the remaining
warm structures (what is left of the initial plumes) can rather freely rise. The plateau
then ends at distances z, that plumes can reach at a given x because they are also carried
away by the mean flow. Warmer plumes at larger Grx can reach higher distances and
therefore the plateau is larger for the red points then for the blue points in fig. 4.49(A).
In fig. 4.50 we show temperature profiles for three different Rex for a boundary layer
that is in the turbulent regime and where the influence of buoyancy is weak. We also
show for Rex = 7.02× 105 and Rex = 9.85× 105 velocity data taken at similar Rex that

















































Figure 4.50: Points represents thermal boundary layer Θ (left y-axis). Lines represents the
normalised averaged streamwise velocity u/U0 (right y-axis) as function of the normalised vertical
distance.The horizontal dashed line represents Θ = 1. The black solid line represent the log
scaling. (A) Data with Rex = 7.02 × 105 (B) Data with Rex = 9.85 × 105 (C) Data with
Rex = 1.44× 106. The different colors of the points and the lines represent Grx according to the
color-bar.
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have already been presented in sec. 4.2.
Here we see that in this regime, temperature measurements are rather independent of
Grx. This is expected because Rex is larger and buoyancy is small in comparison (forced
convection). The first four points, (z/δ . 0.2) also follow a straight line indicating a
logarithmic temperature relationship. Such a logarithmic relationship is predicted as
a result of the von Karman defect law (eq. 2.40) and the log-law for the temperature
(eq. 4.22) (see also [23]).
If buoyancy does not play a role, the temperature field is advected by the same eddies
that also advect the streamwise velocity component. Because the thermal and viscous
diffusivities are also very similar (Pr=0.7), we expect that the temperature and the veloc-
ity profile nearly coincide when plotted as in fig. 4.50. However, this is not quite the case.
Indeed the logarithmic slopes are very similar for the temperature and velocity profiles,
but the temperature Θ is significantly larger than the velocity u/U0. This means that
the temperature at a given z is closer to the bulk temperature (colder) as one would have
expected, heat has therefore not been transported as efficiently as expected.
We believe that the reason for this discrepancy is again caused by the adiabatic plate
in front of the heated plate. At the front of the adiabatic plate (x = 0), a velocity
boundary layer develops as a result of momentum transport from the plate and advection
in streamwise direction. The thermal boundary only starts to develop at x = 1 m and
thus temperature at our measurement point x = 2.35 m has not been transported so far
into the flow and is lower as for the hypothetical where the heating starts at x = 0.
For a more quantitative analysis, we fit the following function to the data





The results of the fits for different Rex are shown in table 4.7. We see, that β slightly
increases with increasing Rex. Eq. 4.22 should be compared to an expression derived from
the scaling considerations and the the von Karman defect law for the temperature. As
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Because Nu is independent of Grx - we neglect buoyancy - the term (Tw − T0)/q is inde-
pendent of Grx for a given Rex. We also know uτ for two Rex and can therefore calculate
α.
Rex × 10−5 β B α
7.02 0.150± 0.003 1.19± 0.01 1.42
9.85 0.142± 0.005 1.18± 0.01 1.52
14.4 0.135± 0.009 1.19± 0.02 n/a
Table 4.7: Fit parameters for the fits of eq. 4.22 to the measured temperature.
The corresponding results for α are also listed in tab. 4.7. The value α is often used
to define a turbulent Prandtl number Prt = ακ, with κ being the von Karman constant.
Values for α have been measured in the past for boundary layers on top of a flat plate
and are found to be in the range α = 1.80 . . . 2.10 [23]. Our values are clearly lower,
which we also interpret as an effect of the 1 m long unheated section at the front of the
heated plate. Note also that α are expected to be constant. This is not the case for the
two Rex, at which we could determine α. There α increases with Rex. Speculative, it is
reasonable to assume that the boundary layer is not sufficiently turbulent. Potentially, α
increases with increasing Rex towards the values closer to ≈ 2. Finding a suitable scaling
correction for the adiabatic boundary layer is a task for future modelling.
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Chapter 5
Conclusion and outlook
The goal of the research project reported in this thesis was to investigate the dynamics
and the properties of a shear boundary layer above a heated plate. We wanted to learn
something about the mechanisms that determine the heat flux from the plate in the
regimes of forced convection, where heat is advected as a passive scale as well as the
regime of mixed convection, where the flow is strongly influenced by buoyancy. The
project consisted of two main parts: (i) the design and construction of an experimental
setup and (ii) measurements of the velocity, the heat transport, and the temperature
profile in the boundary layer above the plate.
In order to test our experimental setup, we have first performed series of measurements
with an unheated plate and characterised the velocity boundary layer. For this, we have
measured different statistical quantities of the streamwise velocity component at a fixed
position x and different distances from the plate. For large Rex we found typical features
of a turbulent boundary layer, such as a velocity profile that is self-similar for different
Rex when plotted in wall units based on the skin friction velocity. For z-ranges, where
a logarithmic profile of the average streamwise velocity is found, we also observe the
k−1-scaling for the spectrum of the kinetic energy when k is small and the eddies of the
corresponding size are influenced by the presence of the wall. The energy in smaller
eddies, on the other hand, scales with k−5/3 as for isotropic homogeneous turbulence. We
quantify the transition between both scaling regimes and found that the transitional wave
number scales with the height as kt ∝ z−0.41 or so.
We also investigated the boundary layer for small Reynolds when the flow was just
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above Reind at which a laminar boundary layer becomes unstable, i.e., the transitional
regime. We have used the M-TERA method to quantify the intermittency of the flow
when it transits from almost laminar to fully turbulent with increasing Rex.
Heat provided from the bottom clearly changed the velocity profile even for the largest
Rex, where buoyancy was expected not to play an important role. In particular, with
increasing heat (increasing Grx) both the average velocity and its variance decreased in
the buffer layer when the skin friction velocity uτ is taken as the same as for the unheated
case. In fact, this observation shares some similarities to observations made over rough
surfaces. We interpret these observations such that the introduction of heat destabilises
the lower part of the boundary layer and hence increases the contribution of advection
for momentum transport.
In the quasi-turbulent boundary layer regime, when the flow is slow (small Rex), we
have observed that the introduction of heat affects the boundary layer much stronger
because now the buoyancy is large compared to the advective forces. As a result, the
quasi-turbulent boundary layer becomes more turbulent resulting in an increased turbu-
lent intermittency. Since also the momentum transport in the wall-normal direction is
increased, the boundary layer size increases as well with increasing Grx.
In our measurements of the heat transfer from the plate, we found a clear distinction
between the free and forced convection regime. With forced convection, we observed
a power-law relation between the heat transfer and the shear stress as Nux ∝ Re0.8x ,
independent of Grx. On the other side, in the regime of nearly free convection, we rather
observed a stronger correlation between the heat transfer and the surface temperature as
Nux ∝ Gr0.205x . In this regard we have proposed a new length scale δ for the Grashof
number so that when NuN = Nux/Grδ is plotted against Riδ = Grδ/Re
2
x, data for
different Re and Gr collapse. Data plotted in this way exhibit two clearly distinct regimes
with two different power-laws, i.e., NuN ∝ Ri−0.315δ in forced convection regime and
NuN ∝ Ri−0.098δ in the free convection one.
Although measurements of the vertical temperature profile have been conducted some-
how in a hurry, the results are surprisingly satisfying. For fast flows (large Rex), we
observed the expected logarithmic scaling of the temperature inside the boundary layer.
However, the temperature was much lower than what has been found by others (see [23]).
We explain this discrepancy with the adiabatic plate in front of the heating section and
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hence with a thermal boundary layer that starts to develop later and therefore is smaller
than the velocity boundary layer. For slow flows (small Rex) the thermal boundary layer
is somehow irregular and even suggests to be stratified at some altitudes. While the
spatial resolution was too small to draw a clear picture, this observation is very much in
accordance with the velocity profile under the same condition. We see in the temperature
measurements also a growth of the boundary layer with increasing Grx, as was already
suggested by the velocity measurements.
In this work, we have achieved our primary goals of collecting data on the heat transfer,
velocity and thermal boundary layer for the free, mixed and forced convection regime, at
Reynolds numbers ranging from just above its critical value where the laminar boundary
layer becomes unstable up to values for fully developed turbulence. These results helped
us to achieve a general better understanding of the dynamics induced by the introduction
of heat from below inside the boundary layer. However, we have also encountered various
experimental problems and have gained ideas for improvements of the apparatus as well
as for further measurements. Since our experiment has been designed to be modular and
flexible, we believe such measurements can be done rather easily.
For example, the wind tunnel does not account for the growth of boundary layers
at the inside of the wind tunnel. This growth should be detected by monitoring the
pressure distribution along the flow. So far we have measured the velocity at only one
streamwise position x, even though the boundary layer grows in x-direction. Conducting
velocity measurements for different streamwise locations along the entire plate is certainly
very important for understanding the evolution of the boundary layer height as well as
to investigate thermal plumes that are carried along with the flow. This would benefit
also the analysis of the streamwise evolution of the turbulence intermittency γ in the
quasi-laminar regime, where more experiments are required to validate our observations.
The scaling of the turbulent kinetic energy with wave number and the change from
the k−1 to the k−5/3 regime are certainly worth being studied in more depth because from
these scalings one learns something about the energy transfer from large to small scales
and how this is affected by the presence of a solid wall.
When we constructed the experiment, we installed a 1 m long adiabatic plate in front
of the heated section. Our initial goal was to have a fully developed boundary layer which
is then perturbed by buoyancy. However, as it turns out, developing scaling arguments for
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this system is difficult. There are no good models that allow corrections for the adiabatic
front plate. In a refined experiment, we probably would remove the adiabatic front plate,
which would not only help to compare our measurements with existing models, but we
could compare results with and without the front plate and possibly better understand
its influence. The ability to easily and cheaply swap the front surface allows for any kind
of design, that can also include favourable and adverse pressure gradient setups.
Another interesting question would be, how surface texture influences the state of the
boundary layer and the heat transport from it. This holds not only for the adiabatic front
but also for the currently heatable section.
The 2m2 surface allows to host any kind of topological profile, including water surfaces.
For example one could model a coastal area and, once heated from below, study how the
velocity field evolves in these regions under different conditions. In such applications, one
could use smoke to clearly visualize the flow.
Although hot-wire anemometry has the advantage that it allows for very fast mea-
surements, its disadvantage is that one can only measure a single velocity component at
a single point in space. For the future we suggest using optical measurement techniques
such as particle image velocimetry - PIV , laser doppler velocimetry - LDA or lagrangian
particle tracking - LPT. One of the main benefits of such techniques is the ability to
measure a larger region of the fluid simultaneously rather than a single point at a time.
Also, with suitable particles, the measurements are less invasive than the hot-wire mea-
surements, which are currently installed on an extended arm. This together with the
ability to measure velocity in the sub-mm distance from the surface (for LDA) and main-
taining a comparable space resolution to the one of the hot-wire would result in a more
comprehensive picture of the velocity field.
For these methods, the flow needs to be seeded with small neutrally buoyant particles.
Unfortunately, this cannot be easily done in our open wind tunnel, as the air and thus the
particles are blown directly into the experimental hall, which in the best case causes pol-
lution of the experimental hall, but in the worst case poses a severe health risk. Therefore,
in order to use optical measurement methods, one has to first install an appropriate filter
at the outlet of the wind tunnel which filters the particle out but creates a sufficiently
small resistance of the flow. In light of the ongoing Covid-19 pandemic, our department is
currently conducting extensive testing of different materials that are suitable for efficient
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aerosol filters. We are convinced that the same material can be used in the wind tunnel
as well.
Altogether, the modular nature of the setup leaves space for an extremely high number
of different applications and we hope this experimental setup will be used to produce a lot
of valuable research data in the future. In short, we believe our experimental apparatus
has proven its potential so far and we believe its productive life has just begun.
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