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This study was designed to assess the differences in the learning performance
(speed and accuracy) with which field dependent and field independent subjects could
complete a set of checkbook management tasks using software employing a user interface
making strong use of common checkbook management metaphors versus software
employing an interface adhering to a defacto industry standard-based graphical user
interface design guideline. It was hypothesized that both field dependent and field
independent users would complete tasks more quickly and accurately using both user
interface types.
to
From a population of traditional and non-traditional college students, 64
individuals volunteered to participate in the study. The Group Embedded Figures Test
was used to determine field dependence -independence level and four groups of 16
formed for exposure to the 2 interface types in an experimental design. Analysis of
variance procedures were used to determine the significance of learning differences
between the groups.
The results showed significant correlations between experience level and task
performance. There were no significant interaction effects between field dependence independence and exposure to the two interface types on performance. The findings of
this study may have implications for designers of application software user interfaces and
for those involved in application software training.
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Chapter I
Introduction
Significance of the Study
The exponential growth in the use of information technology in the United States
in recent years has had a profound effect on the lives of its citizens (Gates, 1995).
Americans are being called upon to interact with information technology in their homes,
at work, at school, and in conducting everyday business transactions. Particularly since
the introduction of personal computers in the early nineteen eighties, more and more
individuals are required to use computer systems as a fundamental part of their daily

~

responsi biliti es.
The principles of computer system usability have been described via three main
categories: learnability, flexibility, and robustness (Dix et aI., 1993). "Learnability"
concerns the features of an interactive computer system which will allow novice users to
gain an initial understanding of the system followed by a progression to the point of
attaining a maximum level of performance. "Flexibility" refers to the many ways in
which the user and system exchange information and "robustness" covers features which
support the successful achievement and assessment of the set of goals in the work or task
domain.
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It is generally agreed that one of the most important usability aspects of

introducing a new interactive system to a group of individuals is the degree to which it
can be easily learned (Carroll & Mack, 1984; Carroll & Mack, 1985; Carroll & Thomas,
1982; Erickson, 1995; Foss & DeRidder, 1987; Fischer, 1991; John, Rosenbloom &
Newell, 1985; Norman, 1987; Waern, 1989). The perception oflearnability is the first
impression that the user community often gets when being introduced to new software.
Baecker and Buxton (1987) suggest that the system's user interface design is a principle
variable in the leamability of the system. Just as the use of analogies and metaphors have
been shown to increase learning in a classroom (Waern, 1989), research has supported
that the use of analogies and metaphors in user interface designs can have a significant
impact on the learnability of systems (Carroll & Thomas, 1982; Baecker & Buxton, 1987;
Rumelhart & Norman, 1981; Waern & Rabenius, 1985; Carroll & Mack, 1984).
The Windows, Icons, Menus, and Pointers metaphor for user interfaces was first
introduced by Xerox (Seybold, 1981) and later evolved by Apple, IBM, and Microsoft
(Apple Computer, Inc., 1987; IBM Corporation, 1989; Microsoft Corporation, 1991).
This style of Graphical User Interface (GUI) is rapidly becoming a defacto standard in
industry on which leading personal computing software providers base the majority of
their products. As this interface becomes ingrained in the mental models of frequent
computer users, it may become the "natural" way in which new systems are expected to
operate. Although the interface styles such as those described may meet the flexibility
and robustness criteria for usability described by Dix et al. (1993), they often lack the
ability to be quickly learned by certain groups of computer users because of their basis
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on often unfamiliar metaphors in favor of standardization consistent with the computer
operating system user interface (Seybold, 1981).
Studies in cognitive psychology have shown that individuals react differently to
learning situations based on the context in which information is presented. Witkin et al.
(1962) pioneered the study of cognitive differentiation and proposed that all individuals
fall on some point within a field dependence -independence continuum based on the
degree to which context affects their ability to find the solution to a visual problem. This
research has been significantly extended to predict the learning ability of individuals in
general and the leamability of computer systems (Cox, 1980). In particular, studies have
supported that individuals most significantly impacted by the context of information
presentation (field dependents) find more difficulty in learning to use computer systems
than do those less impacted by context (field independents) (Fowler, Macauley, &
Fowler, 1985; Tyler, 1993).
Although there have been many studies conducted regarding the factors that
contribute to computer system learnability (Pocius, 1991), this study will focus on the
impact that a user interface based on a well-known metaphor has on the ability offield
dependent individuals to learn to use a new computer system. For the purpose of this
study, a well-known metaphor is defined as a metaphor which is generally agreed to be
very familiar to learners. For example, the use of a basic electronic calculator is
common and familiar among college students. If a college student was presented with a
user interface for a personal computer system which looked and functioned almost
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identically to the basic electronic calculator, it could be said that the user interface was
based on a basic electronic calculator metaphor.
Statement of the Problem to be Investigated

The purpose of this study is to investigate the effect that user interface metaphors
have on computer system leamability by computer users with a cognitive or learning style
shown to be generally consistent with computer system learning difficulty (i.e. those
identified as being more field dependent). In this study, "leamability" is defined as the
speed and accuracy with which users having only functional knowledge of a manual
process are able to complete pre-defined tasks using the computer system.
Barriers and Issues

A key barrier that has kept the use of uncommon user interface metaphors from
~

becoming widespread in software design is the industry-wide quest for standardization
and the scarce availability of software development tools which facilitate flexible
interface designs based on "non-standard" metaphors. As Microsoft continues to playa
dominant role in defining how personal computer software should look and feel, the
majority of commercially available software, and tools to create custom software,
naturally tend to facilitate interface designs based on the Windows operating environment
metaphor. Industry has generally followed the lead of major operating system and
software manufacturers such as Microsoft, Apple, and IBM by adhering to their
respective published graphical user interface design guidelines in the quest for
standardization. This is evidenced by the scarcity of commercial and custom personal
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computer software interfaces which deviate significantly from the look and feel of the
operating environment in which they run.
In his 1995 book, The Road Ahead, founder and current CEO of Microsoft, Bill
Gates acknowledges the complexity of user interfaces currently used in industry and
suggests that the use of "agents" will help to remedy the problem in the future . An agent
is described as a "social user interface" which will act as a liaison between the user and
the graphical user interface. The agent will help to guide the users actions by acting as an
on-line expert to assist the user in navigating through parts of the software in which he is
having difficulty and by "remembering" his past activities to help make decisions on
future activities (Gates, 1995). Perhaps the introduction of agents to personal computer
software is an indication that complex user interfaces should be re-thought from a new
perspective which makes them more intuitive to users rather than worked around by
providing sophisticated help facilities .
Hypotheses to be Investigated
The following hypotheses were developed related to the degree to which the use
of common metaphors in graphical user interfaces effect the learnability of a computer
system:
1. Relatively field independent computer users will complete tasks more quickly
than relatively field dependent computer users when exposed to an unfamiliar graphical
user interface conforming to defacto industry standard guidelines.
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2. Relatively fIeld independent computer users will complete tasks more quickly
than relatively field dependent computer users when exposed to an unfamiliar user
interface based on the strong use of a familiar metaphor.
3. Relatively field independent computer users will complete tasks more
accurately than relatively field dependent computer users when exposed to an unfamiliar
graphical user interface conforming to defacto industry standard guidelines.
4. Relatively field independent computer users will complete tasks more
accurately than relatively field dependent computer users when exposed to an unfamiliar
user interface based on the strong use of a familiar metaphor.
Limitations and Delimitations of the Study

Because of the complexity of writing computer software that makes use of
~

interface metaphors outside of those considered defacto industry standard (i.e. Windows),
the researcher had to rely on a commercially produced package that made a significant
use of a common metaphor in its interface design. The disadvantage of using
commercially available software in a controlled study is that participation candidates
might have been exposed to the software in the past, thus disqualifying them from
participating in the study. Given that the candidate pool was already limited because of
the small size of the university department targeted for the study, it was necessary to draw
candidates from other university departments in order to gather the appropriate number of
participants for the experiment.
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An additional challenge was the development of a comparable software
application based on defacto industry standards for graphical user interface design.
Because of the widespread availability of software development tools designed to
produce applications based the Windows interface metaphor, it was feasible to custom
develop a system which mimicked the commercial software in terms of the nomenclature
and number of keystrokes necessary to complete specific tasks. The primary limitation of
the custom developed software was the lack of a comparably developed user manual. To
overcome this limitation, the user manual for the commercial software was not made
available to the participants. Instead, comparable user manuals were developed for each
system covering only those tasks included in the experiment task list.
Definition of Terms

The term Graphical User Interface (GUn is described as a method of human-

~

computer interaction which uses graphical images such as icons, buttons, bars, and boxes
instead oftext-based commands to represent common operations. Icons are symbolic
pictures used in GUls to represent programs and files. Commands are activated by
rolling a mouse to move the cursor to the appropriate icon and clicking on a button on the
mouse to make a selection (Laudon & Laudon, 1995).
Defacto Industry Standard Graphical User Interfaces are those Graphical User
Interfaces adhering to the guidelines applied in developing the Apple Macintosh, IBM
OS/2, and Microsoft Windows operating environments as described by their respective
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application interface design guideline publications (Apple Computer Inc., 1987; IBM
Corporation, 1989; Microsoft Corporation, 1991).
The word Metaphor is defined as "a figure of speech or phrase in which literally
denoting one kind of object or idea is used in place of another to suggest a likeness or
analogy between them." (Webster's New Collegiate Dictionary, 1981).
The term User Interface Metaphor describes physical characteristics on which the
user interface is based. The characteristics of metaphor in our language are the same ones
that govern metaphor in an interface. The purpose of an interface metaphor is to provide
users with a useful model of the system. Ideal interface metaphors have distinctive visual
and auditory representations, as well as specific words associated with them (Erickson,
1995).
Field Dependence / Independence is a psychological construct developed by

Iio

Witkin, et ai. (1962) referring to the way in which individuals perceive items without
being influenced by background. Additionally, field dependence / independence refers
to a global versus analytical way of thinking (Chinien & Boutin, 1993). Those
individuals categorized as being more field dependent are influenced more by context
when perceiving then individuals categorized as more field independent (Witkin, et ai.,
1962). In later work, Witkin, et ai. suggest that cognitive style (field dependence /
independence) has far reaching implications in the field of education and learning
(Witkin, et ai., 1977).
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The term Computer System Learnability is described as the degree to which a
computer system or software application can be easily learned (Dix, et al., 1993). For the
purpose of this study, the degree of learnability was measured by the speed and accuracy
with which individuals could complete a pre-defined set of tasks using a computer
system.
Summary

In order to optimize the learnability of computer systems to new users, the
designer of human-computer interaction mechanisms should be particularly sensitive to
the computer system learning capabilities of his intended user community. The proper
application of user interface metaphors may significantly impact the degree to which
computer system users learn to operate the system. Widespread use of the popular
operating environments from Apple, IBM, and Microsoft and the industry-wide quest for
~

standardization may have limited the amount of flexibility generally given to a typical
designer in terms of leveraging an appropriate metaphor.
Because learning styles of individual computer users can be quite different across
a user community, it is important that designers of user interfaces understand the
characteristics of learners with distinctly different learning styles. An understanding of
the learning styles offield dependent versus field independent computer users as they
respond to common metaphors apparent in user interface design may provide a vehicle to
increase learnability for those who traditionally find this learning process difficult.
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This study was designed to measure the leamability of computer systems making
heavy use of a common physical metaphor versus those systems making use of defacto
industry standard graphical user interface design guidelines. Additionally, this study
measured the degree of leamability across these two interface types among those
individuals identified as being more field dependent versus more those identified as being
more field independent.
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Chapter II
Review of the Literature
Historical Overview of the Theory and Research Literature

This study was designed to investigate the effect that user interface metaphors
have on the learnability of computer systems by field dependent and field independent
users. The research questions addressed by this study were developed based on an
examination of theories, literature, and current industry trends in the areas of defacto
interface standards, computer system learning theory, analogy and metaphor in computer
systems learning, and the effects of cognitive style on the learning process. This secticm
reviews this information, identifies issues relevant to this study, and summarizes the body
of knowledge in support of the research questions addressed.
The Theory and Literature Specific to the Topic
Defacto Interface Standards in Personal Computer Systems

Within the area of personal computers, graphical user interfaces have evolved
from the original work of Xerox to the two most widespread personal computer operating
environment interfaces: Apple's Macintosh and Microsoft's Windows. Although there
are other significant operating system interfaces available on the personal computer
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platform, such as OS/2 from IBM, it is generally agreed that the most widely used
operating environment software among personal computer users are those offered by
Apple and Microsoft.
Application software written to operate in the Apple, IBM, and Microsoft
environments are often guided by general principles among software designers aimed at
maintaining a common "look and feel" of applications across a particular platform.
These principles have been formalized by Apple, IBM, and Microsoft in their respective
interface design guideline publications (Apple Computer, Inc., 1987; IBM Corporation,
1989; Microsoft Corporation, 1991). These interface guides offer designers a way of
maintaining consistency and are meant to be the starting point for standardization of user
interfaces across applications.
The Apple Human Interface Guidelines (1987) were developed jointly by the

"

Apple Human Interface Group and the Apple Technical Publications Group. The goal of
this publication is to present the rationale behind the Macintosh user interface and to
provide guidelines for those software developers seeking consistency with that interface .
The guidelines point out that the desktop is the primary metaphor for the Apple interface
appearing as a surface on which users can keep tools and documents. They suggest that
designers use concrete metaphors, especially those consistent with the desktop, to take
advantage of the prior experience of computer users whenever possible in order to
increase learnability. All of the software developed by Apple for the Macintosh platform
conforms to these guidelines (Apple Computer, Inc., 1987).
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IBM's OS/2 Operating System user interface was developed using the 1989
edition of the Common User Access (CUA) guidelines section ofIBM's System
Application Architecture (SAA). IBM announced the System Application Architecture in
1987 as a standard set of interfaces for computing aimed at both application developers
and users. The Common User Access component of SAA defines the way that an
application developer should create an SAA-compliant user interface. IBM's
OfficeVision product family was the first suite of applications developed to conform to
this guideline (Martin, Chapman & Leben, 1991). In 1989, IBM published the Advanced
Interface Design Guide extension to CUA for applications developed for the OS/2
operating system (IBM Corporation, 1989). The guidelines discuss the use of familiar
metaphors in interface design as a way to develop the user's conceptual model of the
application. It suggests that when metaphors are familiar and real-world-based, users can
transfer prior knowledge of the work environment to the application interface (IBM
Corporation, 1989).
Microsoft's version of user interface development guidelines, The Windows
Interface: An Application Design Guide was developed to "promote visual and functional
consistency across Windows-based applications" (Microsoft Corporation, 1991). The
majority ofthe guidelines presented in this publication were incorporated into the
Windows operating system, version 3.1. The guide was developed to be generally
compatible with IBM's 1989 Common User Access guidelines (Microsoft Corporation,
1991).
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These three guidelines describe a generally accepted model for graphical user
interface design among software developers working on the Macintosh, OS/2, or
Windows operating environment platforms. Although all discuss the use of appropriate
metaphors within interface design, none offer any guidelines for choosing appropriate
metaphors or techniques to support the use of metaphors outside of those employed
within the operating environment itself.
Computer System Learning Theory
Waern (1989) defines the process of learning as the transition from information to
knowledge, or in cognitive psychology terms, from working memory to long term
memory. Learning is generally associated with a change in long term memory. In her
1989 text, Waern discusses bottom-up and top-down methods of studying the declarative
learning process.
Bottom-up learning is described as the process of learning groups of
"nonsensical" information. Some of the earliest psychological studies of learning
(Ebbinghaus, 191311885) were based upon material which was as meaningless as
possible. This approach to studying the learning process is referred to as bottom up
because it does not initially rely on any existing learner knowledge. Small bits of new
meaningless information are learned and then combined to form larger bits of
meaningless information to learn, etc. The learning of meaningless material in this study
was found to be extremely slow. Even in more recent research (Newell & Simon, 1972),
subjects had a difficult time learning information that was perceived as meaningless.
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The objective of this approach to the study oflearning was to eliminate the impact of the
prior knowledge variable in the learning equation.
Within real learning experiences, individuals often rely on information that they
already know in the learning process.

Waern (1989) describes this as top down, or

meaningful learning, because the process starts with the learners evaluation of his or her
own existing knowledge. Waern further breaks down the process of meaningful learning
into two parts: locating the appropriate existing knowledge and transferring that existing
knowledge to the new situation. When new information is presented which is similar in
some way to a situation or information previously encountered, individuals will
immediately recall the prior scenario, and to some degree, apply that knowledge without
further reflection. This is referred to as the "unintentional" transfer of knowledge
(Waern, 1989). This type of knowledge transfer is difficult to control by both the learner
and the instructor and can sometimes adversely affect the learning process rather that
enable it.
Determinants of transfer have been studied extensively with one ofthe earliest
works being that of Osgood (1949). In this research, a "transfer surface" was proposed
which predicted that the amount of transfer between original and transfer tasks based on
similarity between stimuli and responses in the original task and transfer task. More
recent techniques make use of a model of mental processing in which cognitive goals are
broken down into various sub-goals which are analyzed in terms of their contribution to
the amount of transfer observed. Examples of models developed to assess the amount of
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transfer include the Goals, Operators, Methods, and Selection or GOMS model (Card,
Moran, & Newell, 1980) and Cognitive Complexity Theory (Kieras & Polson, 1985).
These cognitive models offer a method to understand the way in which humans achieve
goals via "divide and conquer" techniques. Waern (1989) suggests that instructors make
use of meaningful analogies in order to steer learners to recalling appropriate prior
knowledge and thus facilitate the intentional transfer of useful knowledge to the new
learning situation.
Once appropriate prior knowledge is found by the leamer, that knowledge must be
related to the new situation in a useful manner. The relationship between prior
knowledge and the new situation is discussed by Waern (1989) in terms of the application
of discrimination and generalization. Discrimination is the process by which learners
distinguish between existing concepts and new concepts. It is the way in which common
elements between two concepts are related and unrelated in the learners mind.
Generalization refers to the way in which learners immediately apply their prior
knowledge of old concepts to a new concept based on apparent similarities. It is a way of
grouping related information that reduces the load on working memory. Waern (1989)
suggests that generalization be promoted as far as possible within human-computer
interaction.
Anderson (1983) describes the three stages of procedural learning as the
cognitive or declarative stage, the associative stage, and the autonomous stage.

The

cognitive stage involves the learning of the declarative statements which describe the
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actions associated with a given procedure. In stage two, the declarative statements in
stage one are associated to form the complete procedure. Finally, during the autonomous
stage, the procedure is refined and the associated actions completed without conscious
thought regarding each individual action. Waern (1989) states that most learning takes
place in the beginning of the learning process, i.e. at the declarative stage.
Carroll & Mack (1984) discuss three classes of learning strategy as they relate to
learning to use a word processor. Learning by doing, learning by thinking, and learning
by knowing are described as natural strategies that people use when entering into a
learning situation of mild complexity.

In the 1984 Carroll & Mack study, ten office

temporaries with very little word processing experience were asked to imagine that a new
word processing system had recently been introduced to their office. Furthermore, they
were asked to first learn to use this state-of-the-art word processor using only the manual
as a resource, then pass this knowledge on to their colleagues. The participants were
videotaped throughout the experiment and asked to think aloud.
The researchers in the 1984 Carroll & Mack study found that participants had a
great deal of difficulty in learning directly from the manual. They tended to want to learn
by "doing" or trying various things out rather than stepping through the functions of the
word processor in the serial nature which the manual presented the material. The
researchers also observed learners actively trying to develop their own hypotheses about
why the system operated the way it did by using abductive and adductive reasoning.
This method of learning by "thinking" helps the learner construct meaningful associations
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between the functionality of the system and the beliefs, goals, and objectives of the
learner. The researchers also suggest that learning by reasoning and problem solving
requires a solid base of knowledge that is relevant to the task goals.

This was observed

in the experiment as participants referred to their substantial knowledge of the
conventional office environment in order to better understand the "electronic" office
environment. In particular, the conventional typewriter was often referred to as a
common item in the office whose functionality most closely resembled that of the word
processor. Learning by "knowing" about the functionality of the typewriter helped in
many cases and caused confusion in others. Because the typewriter and word processor
have different features and require different approaches to achieving particular effects,
the learner was sometimes confused when the word processor acted differently when a
"correct" typewriter action was performed. Overall, the use of the typewriter metaphor
.,
was helpful in providing a point of reference to the new users of a word processor. This
study demonstrates the importance of leveraging a learners existing knowledge of a
problem domain during the active learning process and the impact of using a common
metaphor as the basis for learning a new computer application (Carroll & Mack, 1984).
Baecker & Buxton (1987) discuss key principles of user interface design which
will increase the learnability of new computer systems by novice users. They suggest
that designers of interfaces build upon the users' existing set of skills whenever possible.
Further, the set of skills required to use the system should be kept to a minimum and the
same skill should be used whenever possible in similar circumstances. Finally, Baecker
& Buxton (1987) suggest that designers use feedback to effectively reinforce similar
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contexts and distinguish ones that are dissimilar within the system. This approach will
help to ensure that the system's interface is consistent with the user's expectations
regarding the operation of the system and that learnability is maximized.
Mayer (1982) points out an important distinction between learning and
performance. Where learning represents the acquisition and retention of knowledge,
performance refers to the behavior that a learner exhibits in a given situation.
Performance can be impacted by many variables including stress, testing formats, the use
of cues, etc. Because of the extreme difficulty of determining actual learning without
physiological measures, performance is often used as an indicator of the degree of
learning.
Analogy, Metaphor, and Computer System Learning

Landauer (1987) suggests key ways in which the designers of human computer "
interaction mechanisms can apply cognitive psychology principles to increase the
effectiveness of the design and development of computer systems. These include:
1. Understanding the application of an individual's existing knowledge and
principles
2. Understanding the application of individual models of mental processes
3. Understanding the application of methods of investigative and analytic
processes
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The application of prior knowledge as a means of increasing system learnability
has been supported in studies reviewed by Goss & Nadine (1965) and Postman (1971).
The reviewers of these studies suggest that almost any kind of prior knowledge of the
stimulus or response member of a pair in which the participant was able to learn to
associate the response to the stimulus caused more rapid learning. These early studies
have been further extended to the design of computer systems via the study of appropriate
use of computer system command names considered more natural to novice computer
users versus those deemed less natural (Black & Sebrechts, 1981; Grudin & Barnard,
1984) and to the use of analogy and metaphor as the basis for increasing system
learnability (Carroll & Thomas, 1982). The literature indicates that a designer of the
interaction between human and computer can increase the possibility of rapid learning by
the user community by understanding and leveraging the prior knowledge of the
individuals for which a system interaction is being designed.
Closely tied to the study of the prior knowledge of humans interacting with
computers is the study of mental models of the intended user community for which a
system is being designed. Carroll (1984) defines a mental model as the "structures and
processes imputed to a person's mind in order to account for that person's behavior and
experience." Dix, et al. (1993) describe mental models as theories that individuals
develop in order to understand the causal behavior of systems. The understanding of
these models drive human expectations as they interact with computers. An analogy to
explain the concept of a mental model is that of an experienced American automobile
driver. After years of driving American cars, he/she expects the controls of all cars to be
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in the same general area and operate in the same general way. If, for example, he were to
reach for what were expected to be a tum signal control and found that it was actually the
hom, he would have been surprised and would have made an "error" in operation because
the control processes were different that those to which he was accustomed. By the same
token, computer users have expectations regarding interaction based on their prior
experience interacting with computers or with the metaphor or analogy being used to
model the human computer interaction. Foss & DeRidder (1987) discuss the impact of a
user's existing knowledge when learning a new system. When a person first acquires
information about a computer-based system, they represent that information in terms of
their knowledge of other, non-computational systems -- such as a manual system of work
process that the system is replacing. Similarly, when a person exposed to the use of a
certain computer system receives information about a subsequent system, it is likely
affected by the way in which knowledge ofthe first system is represented. Dix et al.
(1993) stresses the importance of understanding differences in individual mental models
that can directly or indirectly impact the effectiveness of the human-computer interaction.
The use of analogy and metaphor as the basis for effective user interface design
has been studied extensively (Baecker & Buxton, 1987). Fischer (1991) suggests that
complex systems can be made more comprehensible by exploiting what people already
know, using familiar representations based on previous knowledge, and, exploiting the
strengths of human information processing. A leamer's use of analogy between the
system being learned and the system previously experienced is discussed by Rumelhart &
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Norman (1981). The interpretation and use of analogy within user human-computer
interaction design is based upon the metaphor with which the system is conceptualized.
Waern & Rabenius (1985) studied the specific use of metaphors in learning to use
a word processor. They compared the use of a typewriter as a metaphor to the use of
building blocks with letters. In this study, one group of subjects was taught to learn a
word processor by explaining functionality in comparison with a typewriter. The second
group was taught to use the word processor by comparisons to the "building" of spatial
text using letters written on building blocks. Both groups were then asked to complete
tasks on the word processor that were closer in analogy to one or the other metaphor.
The results showed no difference in performance times between the two groups but the
group using the typewriter metaphor did show a lesser amount of time reading
documentation during the first two of four task blocks. This suggests that the typewriter
metaphor was easier to use initially when tasks resembling typewriter tasks were being
performed. This is consistent with the findings of Carroll & Mack (1984) discussed
earlier.
Hsu & Chen (1990) investigated the relative effectiveness of three different
mental models of a computer aided instruction system on the acquisition of intellectual
skills and verbal information. Metaphor, surrogate, and network models were assessed in
terms of their effect on speed and accuracy of problem solving. For low complexity
problem reasoning tasks, the metaphor model showed the best result, although it showed

23

no significant effect on the speed of the recall of verbal information. For high complexity
problems, the network model was the most effective in terms of speed and accuracy.
Finding the appropriate metaphor or metaphors that match the way inexperienced
computer users think about an analogous manual process can be challenging. Carroll &
Thomas (1982) suggest that metaphors for learning be chosen based on their consistency
with the way the system really works while ensuring that the "emotional tone" of the
metaphor be conducive to the desired emotional attitude of the user. They also suggest
that the more aspects of the system that can be explained through a single metaphor, the
better. Carroll & Thomas conclude by arguing that a system interface design can succeed
or fail in terms of learnability depending on what metaphor they suggest and how relevant
that metaphor is to the user. The work of Carroll & Thomas was challenged in a
subsequent paper by Halasz & Moran (1982) who presented the potentially harmful
effects of the use of analogy in interface design. They suggest that several models may
be required to effectively explain a computer system to a novice user and point out the
danger of using models which are badly integrated with each other. This paper was
responded to by Carroll & Mack (1985) who offered a balanced view of the
complementary roles of metaphors and mental models. In their response, they argue that
a metaphor acts as a mediator in the construction of a mental model of some target
domain. They suggest that the outcome of a learning or comprehension process is not an
understanding of a metaphorical description of the target domain, but rather the formation
of a mental model of the domain itself. Carroll & Mack (1985) offer the following
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graphical representation of the relationship between the mental model, metaphor, and
target domain.

r------..IE)
Figure 1. Metaphor, Mental Model, & Target Domain Relationship
The Xerox Palo Alto Research Center made successful use of a strong metaphor
in acclimating users to a mouse. To maximize learnability, the researchers at Xerox set
up a simple game of pursuit in which a house fly was presented flying about the computer
screen. The pointer controlled by the mouse appeared as a fly swatter on the screen. In
the training exercise, the user was asked to kill the moving fly with the swatter by
positioning the swatter over the fly then pressing the mouse button. The user played this
game until he became proficient in directing the mouse pointer and in clicking on a
targeted area on the computer screen. This approach resulted in the users' being able to
quickly learn to use the mouse effectively then move on to other tasks without being
inhibited by the mouse (Baecker & Buxton, 1987).
One of the earliest uses of a common metaphor in a primary computer interface
design was the "desktop" interface introduced in 1981 by Xerox in their 8010 Star
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Information System (Smith et aI., 1983). Unlike most system design efforts which start
with hardware specifications, the developers of the Xerox Star designed the user interface
before the functionality of the system was decided. Of paramount concern to the
designers was to define a conceptual model of how the user would relate to the system
(Seybold, 1981). The user's view of the Star was designed to resemble the top of an
office desk containing representations of familiar physical objects such as documents,
folders, file drawers, in-baskets, and out-baskets. Each of these icons could be arranged
on the desktop or "opened" using a pointing device. This model of a physical office
provided a simple base from which learning could proceed in an incremental fashion
(Smith et aI., 1983). This model has been extended within the personal computer market
as demonstrated by the success of the Apple Macintosh and Microsoft Windows
operating environment interface.
In more recent activity, Whitaker & Moroney (1992) describe the use of an
interface metaphor for reaction time test bench software used by those familiar with test
benches and breadboarding facilities. The designers of this software sought to leverage a
familiar physical metaphor by building the interface to mimic the operation of a test
bench. The objective of the designers was to leverage the existing mental model of the
intended user community.
Yoshimune & Ogawa (1994) describe the use of a book metaphor to simplify
database access to a set of 300 design guidelines. In this interface, the user interacts with
a "book-like" screen and references objects such as a table of contents and index. The
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user can also browse the database content in the same manner that a book would be
browsed from a reference point. In an effectiveness experiment, the researchers found
that the system did not offer a significant improvement over printed copies of the
materials in terms of speed of reference until a feature was added to provide an
interpretation of the content rather than just providing an on-line version of a paper
guideline document.
At the time of this research, a very popular groupware product called Lotus Notes
was making use of a filing cabinet metaphor in order to increase the usability of the
interface. The Lotus Notes desktop was represented a series oflabeled "file tabs." Each
of the file tabs could be opened to reveal a series of "file drawers" represented by icons.
When double clicking on a specific file drawer icon, a view of the contents appeared as a
hierarchy oflabeled "folders" containing labeled "documents." This hierarchy could be
altered by the user by changing the view of the file drawer contents dynamically. This
feature gave the user the ability to quickly locate information within a large database.
The system also allowed users to "compose" new documents and "respond to" existing
documents. The use of this metaphor appears to have been very successful in achieving
usability based on the popularity of the product. Because the designers made use of a
metaphor that was common in the target user's everyday environment, it became easy for
the users to apply their knowledge of navigation within a filing cabinet to navigation
within a system represented by a filing cabinet.
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The degree to which a systems behavior matches the user's expectation of its
behavior is referred to as compatibility. Smith (1981) uses several examples to explain
the principle of compatibility. One of the simplest examples is that of water faucets on a
typical kitchen sink. In North America, it is generally assumed that the hot water faucet
will be on the left and the cold on the right. There may, however, be some disagreement
on the direction that the faucet must be turned to control flow. If the faucets are
controlled by a simple knob, it may be assumed that a counter clockwise tum of either
knob will increase flow, although in many instances, the hot water flow is increased by a
clockwise tum and the cold by a counter clockwise tum. If the knobs are replaced with
levers, the expectations regarding flow control then seem to change. Pulling either lever
is assumed to increase flow, while pushing the levers are assumed to decrease flow.
Interestingly, the pulling of levers result in the hot water side being turned clockwise and
~

the cold water side being turned counter clockwise -- just the opposite of the way that
they would be assumed to tum by most if knobs were used instead oflevers! The point is
that seemingly simple changes in user interface, i.e. changing a "knob" to a "lever," can
have a very strong impact on the way in the user perceives system behavior.
Compatibility with a wide variety of user mental models can be difficult to obtain.
As a guide to evaluating prospective metaphors for a given situation, Erickson (1995)
suggests that five basic questions be asked:
1. How much structure does the metaphor provide?
2. How much of the metaphor is actually relevant to the problem?
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3. Is the metaphor easy to represent?
4. Will your audience understand the metaphor?
5. What else do the proposed metaphors buy you?
The inherent structure of a user interface metaphor is an important determinant of
its effectiveness as a tool for increasing usability (Erickson, 1995). Metaphors which are
not very well structured may naturally cause confusion for the user due to the differing
views of how the object or concept really works.
In addition to the importance of structure in evaluating user interface metaphors is
the relevance of the metaphor to the problem at hand (Erickson, 1995). If a well
structured metaphor is used which is inconsistent with the problem, the user may be lead
by the metaphor to inappropriate decisions or confusion regarding the operation of the
system.
The ease with which the interface metaphor can be represented is also of primary
concern when evaluating metaphors. The best metaphors often are those which have
unique visual and auditory representations (Erickson, 1995).
The metaphor chosen should also be well understood by the user community. The
associations which are evoked in the users' mind between the way the metaphor would
lead them to operate and the way that it is appropriate to operate should be consistent.
This consistency provides the match between mental model of the user and the
conceptual model of the system (Erickson, 1995).
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The extensibility of the metaphor is a key ingredient in the long term usefulness
of the user interface (Erickson, 1995). In order for the system functions to be extended
over time without running into a roadblock imposed by the metaphor, it is desirable that
the metaphor chosen be conducive to extension into anticipated areas of growth from a
functionality perspective.
Norman (1987) discusses the difficulty in matching mental models to conceptual
models of systems. The conceptual model of a system is developed by designers to
reflect an accurate, consistent, and complete model ofthe system. By contrast, a person's
mental model is constantly evolving through the interaction with that system and other
systems. The conceptual model of the system is directly impacted by the mental model
of the system designer. The designer uses his mental model to design a conceptual model
of a system which should be built to accommodate the mental model of the user.
Norman (1987) suggests that mental models are often incomplete, unstable, unscientific,
and without firm boundaries. This makes the evaluation and application of mental
models to the design of systems difficult for the non-psychologist. He suggests that
system designers understand and appreciate this difficulty when evaluating mental
models and use psychological principles of observation and experimentation to increase
the leamability, functionality, and usability of the conceptual model of the system.
Cognitive Style and Computer Systems Learning

The most traditional method for the assessment of individual differences involves
mental testing (Hockey, 1990). The term cognitive style was first proposed within
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Witkin's theory of psychological differentiation (Witkin et aI., 1962) to denote
differences in the extent to which individuals made perceptual decisions independently of
the context or background.

A central construct in this theory is the measurement of field

dependence -independence. In their 1962 text, Witkin, et al. review a broad series of
studies which reveal general characteristics of field dependent and field independent
individuals. These studies of individual variation in specific perceptual processes became
the basis for a theoretical framework of psychological differentiation.
The application of the principles of psychological differentiation can also be
applied to the optimizing the design of human computer interaction. Landauer (1987)
describes two fundamental methodological facts which are often ignored by designers of
computer systems. First, behavior is quite variable between people and between
occasions. Second, it is feasible to obtain objective data on behavior. Furnas et aI.
(1983) studied the relationship between behavior variables and computer search indexes.
This research found that, due to a variety of behavioral characteristics, rich search indices
which included a wide variety of aliases were significantly more effective than limited
search indices containing a constrained number of aliases. The study supported the
hypothesis that keyword information systems which catered to a wider variety of
individual behavioral differences resulted in a significantly improved ability to find
indexed items on the first try. In other relevant research, Egan & Gomez (1985) used a
standard measurement of individual differences in cognitive abilities to explain
differences in difficulty encountered by users of a computer text editor. This study
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explored the relationship between the characteristics of a task to the characteristics of the
people who found the task easy or difficult.
Since Witken, et aI.' s 1962 work, a large amount of extended research in the area
of cognitive differentiation via placement on the field-dependence -independence
continuum has been generated. It has been reported that over 3000 references to this field
were in existence in 1980 (Cox, 1980). Although many other distinct cognitive styles
have been studied by researchers (Messick, 1976; Even, 1982) since the initial works of
Witkin, et aI., this study will focus on field dependence -independence as a method of
characterizing cognitive differences in learners. The later works of Witkin, et aI. (1977)
suggests that ofthe cognitive styles studied since their original work, field dependence independence still has the most broad application to educational problems concerning
understanding differences in individual learning ability.
Witkin, et aI. (1962) used the rod-and-frame test to categorize individuals across a
field-dependent -independent continuum. In this test, the subject sits in complete
darkness facing a luminous rod surrounded by a luminous frame. Initially, the subject
sees both rod and frame in a tilted position. The subject then directs the administrator of
the test to move the rod until it appears to be in a completely vertical position. The more
truly vertical that the rod can be brought, the more "field independent" the participant is
said to be -- that is, he is not easily influenced by context. By contrast, individuals
having difficulty bringing the rod into position are categorized as being more field
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dependent. Field dependent subjects often find it difficult to overcome the influence of
the surrounding field or to separate an item from its context.
A more portable, paper and pencil based instrument was later developed to
determine placement on the field dependence -independence continuum called the
Embedded Figures Test (EFT). Subjects being administered the EFT are asked to
identify simple figures embedded in a set of complex designs. Subjects who are more
field independent are better able to locate the embedded figures within the designed than
are subjects who are more field dependent. Research has shown that the EFT is a reliable
instrument for determining field dependence -independence (Witkin, et aI., 1977).
Because the EFT is administered on an individual basis, it is often impractical to
administer the test to a large group of subjects. To resolve this problem, a version of this
test was developed for group administration called the Group Embedded Figures Test
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(GEFT) (Witken, et aI., 1971). The content of the GEFT is almost identical to that of the
EFT and its reliability supported by a correlation of subjects scores on the EFT and GEFT
(Chinien & Boutin, 1993). Scores on the GEFT range from 0 through 18 with zero being
most field dependent 18 being the most field independent. The scores for college-aged
men have a mean of 12.0 (SD = 4.1 ) and 10.8 for college-aged women (SD = 4.2)
(Cavaiani, 1989). When evaluating the results of the GEFT, it is important to remember
that there is no distinct score that differentiates one as being absolutely field dependent or
absolutely field independent. Individuals are considered more field dependent or more
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field independent based on their placement on the field dependence -independence
continuum (Witken, et aI., 1971).
Research conducted by Simpson (1994) provides some insight into the effect of
college education on GEFT scores. The Simpson study was conducted over a five year
period involving 537 education majors at a southern university. In this study, the GEFT
was first administered to students while enrolled in an introductory education course and
administered again at the conclusion of their internships. Course grades across six
required undergraduate courses were also compared with the GEFT scores. Findings
indicated that the students became more field independent with time, males tended to be
more field independent that females, and students with higher course grades tended to
have higher GEFT scores (Simpson, 1994). These findings are consistent with those of
Witken, et al. (1977) regarding the educational implications of cognitive differentiation.
In other recent research, Hansen (1995) studied the relationship between GEFT
score and other variables from a population of technology students at a post-secondary
vocational school. His research found significant correlations between GEFT score and
ethnic origin, grade point average, major (electrical or mechanical), and the length of time
enrolled in a major. Hansen's 1995 findings are consistent with that of Simpson (1994)
and Witken, et al. (1977).
Thompson & Thompson (1987) present a list of characteristics that are most
likely to be present at extreme ends ofthe field dependent -independent continuum.
Kroah (1993) summarizes those most directly related to the learning process as follows:
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Table 1. Summary of Differences between Field Independents and Field Dependents
More Field Independent Individuals
Impose organization on unstructured fields
Have a sense of separate identity and
internalized values are independent of
social field
Sample fully from the nonsalient features
of a concept in order to attain the relevant
attributes and form hypotheses

Utilize the active approach to learning, the
hypothesis testing mode
Learning curve is discontinuous -- no
significant improvement in learning a new
concept until the appropriate hypothesis is
found, then sudden movement
Use mnemonic structures and reorganize
materials for more effective storage and
retrieval of information
Less susceptible to inferences from outside
influences
Learn to generalize to object and design
concepts more readily
Prefer to learn general principles and
acquire them more easily
Learn more in the absence of external
reward and punishment when intrinsic
motivation is present
Limited reference to other's views may
make individual impervious to helpful
information
Use wholeist strategy
Stress has less effect on memory
Draw the human figure in a more
articulated fashion

More Field Dependent Individuals
Take organization of fields as given
Rely on others for self-definition and
differentiation and attentive to social
stimuli
Dominated by the most salient features of a
concept in the attainment of the relevant
attributes and in hypotheses formulation .
Can sample fully from set of features if
they are in discrete form
Utilize the passive approach to learning, the
intuitive mode
Learning curve is continuous -- gradual
improvement as relevant cues are sampled

Use existing organization of materials in
cognitive processing
Particularly susceptible to social influence
on test of conformity and suggestibility
Less effective in generalizations from
original design variations on basis of
common components
Prefer to learn specific information and
acquires it more easily
Learn more under conditions of negative
social reinforcement
Have greater recourse to external sources of
information in arriving at attitudes and
judgments
Use partist strategy
Stress tends to impair memory, threatening
material more likely to be repressed
Draw the human figure is a less articulated
fashion
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Several studies have supported the hypothesis that field independent users are
more effective in learning to use computer applications than field dependent users. For
example, Fowler, Macauley, & Fowler (1985) conducted an experiment where subjects
were asked to complete several computer-based filing tasks. In this test, field dependent
users were found to be more dependent on supportive, system-driven dialog to
accomplish tasks, and took longer to learn to use the system.
Research conducted by Tyler (1993) measured the effects of field independence,
experience, and dynamic pictorial on-line help presentations on learning application
function in a graphical user interface environment. In his study, 38 volunteer subjects
from a population of business college students were randomly assigned to two on-line
help treatment groups. Results showed that subjects with higher field independence had
significantly higher performance scores than subjects with lower field independence.
Also, subjects with more computer experience scored significantly higher than those with
less computer experience.
As Messick (1976) discusses, those individuals who are more field dependent
tend to rely more on intuition when learning new tasks where the more field independent
individuals are more analytical in their approach to learning.
Summary of What is Known and Unknown About the Topic
The literature strongly suggests that developers of software applications can
increase the learnability of those systems by modeling the user interface on a familiar
metaphor rather than by strictly adhering to defacto industry standard graphical user
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interface guidelines. Much of the commercial personal computer software produced in
America is based on the graphical model and desktop metaphor used to develop the
operating environment on which the software runs. Although consistency and
standardization is a generally agreed upon goal in industry, new computer system users
may be inhibited in the learning process by a lack of familiar metaphors inherent in the
interface.
The application of prior knowledge has been identified as the most influential
contributor to the active learning process. Learners who are taught a new topic using
familiar analogy and metaphor have been shown to learn new topics more quickly than
those taught without reference to familiar topics. This learning theory has also been
supported as it applies to the use of computer systems.
Another significant factor affecting the learnability of computer systems is the

~

cognitive style of the learner. Research has shown that individuals categorized as being
more field independent tend learn to use computers more easily than those categorized as
being more field dependent. The literature suggests that those categorized as being more
field dependent may benefit most from the use of familiar metaphors in user interfaces as
the metaphor may put the computer system in a context which they are already familiar.
This study will examine the learnability of a computer system employing an
interface based on a familar metaphor versus a user interface using defacto industry
standard graphical user interface guidelines. It will also consider the impact of cognitive
style on the ability to learn these computer systems by measuring the time and accuracy
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with which field dependents and field independents can complete a set of predefined
tasks using both interfaces.
The Contribution this Study will make to the Field
As the proliferation of computers becomes more widespread in America, it is
important that individuals are able to quickly adapt to the requirement that they learn to
use computer applications in a fast and efficient manner. The current industry guidelines
for user interface design may not address the learnability needs of certain individuals to
the degree possible. The development of software based on familiar metaphors may
address this learnability need. The contribution of this study to the field of humancomputer interaction was the measurement of the significance of the use of familar
metaphors in user interfaces as a means to increase system learnability.
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Chapter III
Methodology
Research Method Employed

The research model shown in Figure 2 graphically depicts the effect of interface
type and learning (cognitive) style on leamability performance when using computer
systems. The primary components of the model include interface style type, learning
style category, and learnability performance. Also depicted in the model are the
independent and dependent variables of the study.
Independent Variables

Dependent Variabfes

Interface Style Type
• Metaphor-Based
• Standard GUI-Based
Learning Performance
• Speed
• Accuracy
Learning Style Category
• More Field Dependent
• More Field Independent

Figure 2. Research Model
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Experimental Design

The experimental design applied in this study was a 2 X 2 factorial design. Four
groups of sixteen subjects were formed to complete a set of simple checking account
transactions using a specific computer system interface. Group 1 consisted of relatively
field dependent individuals exposed to a defacto standard graphical user interface (GUI);
group 2 consisted of relatively field dependent individuals exposed to a user interface
based on familiar physical checking account metaphors; group 3 was composed of
relatively field independent participants exposed to a defacto standard GUI interface; and,
group 4 was composed of relatively field independent participants exposed to a user
interface based on familiar physical checking account metaphors. Participants
categorized as being relatively field dependent were randomly assigned to either group 1
or 2 and those categorized as being relatively field independent were randomly assigned

to groups 3 or 4. Figure 3 depicts the relationships involved in the factorial design.
Interface Type
Standard GUI

Familiar Metaphor

FD

Group 1

Group 2

FI

Group 3

Group 4

Learning
Style

Figure 3. Factorial Design
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The experimental design was chosen because random assignment of field
dependent (FD) and field independent (FI) subjects to groups exposed to both interface
types was possible.
Statistical Analysis Procedures

Histograms were first produced for the individual performance variables SPEED
and ACCURACY to allow a visual inspection of the distributions present. Following
this, descriptive statistics and Pearson correlation coefficients were computed for all of
the variables used in the study. The correlation coefficients were computed to show any
anticipated or unanticipated correlations between research variables that might be
valuable in explaining the results of the hypothesis testing.
The hypotheses were tested via two analysis of variance (ANOVA) procedures.
This technique allowed the significance of the effect of the interaction between learning
style groups and interface type exposure on speed and accuracy to be evaluated.
Assumptions for use of the analysis of variance were also tested. Multivariate analysis of
variance (MANOVA) and analysis of covariance (ANCOV A) procedures were
considered for testing the hypotheses but assumptions for use of these could not be met.
Independent Variables
Two independent variables were used in this analysis: interface type (I TYPE) and
learning style category (FDI). Interface type is an indicator of exposure to either the
familiar checking account metaphor-based user interface or the user interface adhering to
defacto industry standards for graphical user interface design.
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Learning style category is an indicator of association with either the relatively
field dependent group or the relatively field independent group. Placement in these
groups was based on the relative degree of subject field dependence -independence as
assessed by individual score on the Group Embedded Figures Test (GEFT) (Witkin,
Oltman, Raskin, & Karp, 1971).
Dependent Variables
Two interval scale dependent variables were used to indicate learning
performance: speed (SPEED) and accuracy (ACCURACY). Speed was the amount of
time, in seconds, that it took the participant to complete all of the tasks indicated on the
Experiment Task List (Appendix B). Accuracy was computed based on the number of
incorrect actions resulting from execution of the task list.

Subjects
Subjects for this study were traditional and non-traditional students enrolled at a
private university located north of Atlanta, Georgia. A total of 64 students volunteered to
participate in research. All of the volunteers took part in the initial GEFT assessment
testing to determine placement on the field dependence -independence continuum. Based
on the results of the GEFT, the 32 subjects identified as being most field dependent were
randomly assigned (using a table of random numbers) to 2 groups of 16 each (Groups 1
and 2). The 32 subjects identified as being most field independent were randomly
assigned (using a table ofrandom numbers) to 2 groups of 16 each (Groups 3 and 4).
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Instruments

Three primary instruments were used in this study: the participation interest form,
a learning style assessment, and the learning performance assessment.
Participation Interest Form
The Computer Interface Study Participation Interest form, shown in Appendix A,
was distributed to classrooms of students following a brief overview of the study and its
benefits. This form was developed as a mechanism for students to express an interest in
participation in the study, and to gauge their level of experience using graphical user
interface-based software and managing a basic checking account. The final portion of the
form asks the student to sign as an indication of interest. Forms were given to the
instructor of record for the course and collected by the researcher from the instructor for
evaluation.
Learning Style Assessment (Field Dependence -Independence)
Field dependence -independence was assessed using the Group Embedded Figures
Test (GEFT). The GEFT was designed for individuals aged 10 to 70 years as an indicator
of cognitive and learning style. It is a 20 minute test consisting of 18 questions in three
sections related to the identification of simple figures embedded in a set of complex
designs. The test has an internal consistency reliability estimate of .82 for both males and
females as reported by Mykytyn (1989). Scores on the test range from 0 through 18 with
zero being most field dependent 18 being the most field independent. The scores for
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college-aged men have a mean of 12.0 (SD = 4.1) and 10.8 for college-aged women (SD
=

4.2) (Cavaiani, 1989).

Learning Performance Assessment (Speed and Accuracy)
The speed to complete the total set of tasks was measured in seconds by each
participant using an inexpensive stopwatch. All participants were instructed to start their
watches immediately following verbal instructions from the researcher and stop their
watches immediately following completion of the experiment tasks.
The accuracy of each session was determined by a visual inspection of the results
of transactions recorded in each session by the researcher. Accuracy was measured by
counting the number of types of incorrectly executed tasks and using the following
formula: Accuracy = 100 - (10

* (Number of Types ofIncorrect Actions))
~

Given inspection of the ten transactions entered, the accuracy range was from 100
for all tasks performed with correct results to 0 for ten individual types of errors
discovered by the researcher.
Specific Procedures Employed
Pilot Testing of Laboratory Procedures

Prior to beginning the experiment, a randomly selected group of students was
formed from the college population to evaluate the experiment procedures. Individuals
from this group were asked to execute the experiment as it was to be conducted in the
laboratory in order to uncover any confusing or difficult instructions or material. Based
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on the evaluation of this feedback, the researcher made minor adjustments to the
instructions and reference material to avoid confusion during the actual experiment.
Participant Selection

At the beginning of the Fa111996 semester, incoming freshman undergraduate
liberal arts majors at a private north Georgia university were encouraged to volunteer for
this study by a university professor during an orientation session. From that group, over
50 individuals agreed to participate by completing the Participation Interest Form
(Appendix A). Within three weeks of the orientation, the volunteers were contacted via
electronic mail, hard copy mail, and dormitory voice mail that the first part of the study
(the GEFT administration) was to take place at a given place and time and instructions
were given for those who could not attend. Of the 50+ original volunteers notified, only
three informed the researcher of having a conflict. Yet, when the day of the GEFT testing
'"

arrived, only four individuals were present! The four were given the GEFT and thanked
for their participation. The researcher then began an alternate method of finding and
keeping volunteers that would minimize the threat of mortality.
After talking with a university representative at length regarding the best way to
find and retain volunteers, four formal classes consisting of non-traditional students were
targeted. Because the classes were being conducted in a computer laboratory
environment, met on a weekly basis, and the experiment phases could be conducted
during regular class time, it was assumed that the level of participation interest would be
high and mortality very low. The results of this approach were positive. From these four
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small classes, only one student indicated that she did not want to volunteer and no
additional mortality was encountered.
Criteria for the use of volunteers in the experiment included an indication of
exposure to the management of a personal checking account and an indication of having
minimal exposure to the commercial software chosen for the experiment, Quicken for
Windows. Quicken is a popular personal financial management software package that
makes ample use of common checking account metaphors in its interface design.
Assignment of Experiment Groups

The learning style of the participants were initially assessed via completion of the
Group Embedded Figures Test (GEFT). The results of the test was individual placement
on the field dependence -independence continuum. Of the 64 volunteers tested, the 32
identified as being the most field dependent were be randomly assigned to 2 groups (FD
groups) and the 32 identified as most field independent were randomly assigned to 2
other groups (FI groups). One of the FD groups and 1 of the FI groups were randomly
assigned to be exposed to the user interface using familiar checking account metaphors
and the remaining FD and FI groups assigned to be exposed to the user interface adhering
to industry standard guidelines for graphical user interface design.
Experiment Procedure

One of the FD and one of the FI test groups were asked to complete a series of
checking account transaction tasks using the Quicken for Windows software package
while the two other test groups were asked to complete the same series of tasks using a
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custom developed software package. This custom package was written and tested by a
professional software developer to duplicate the Quicken checking account functionality.
The developer was asked to follow the Windows Application Interface Style Guide
(Microsoft Corporation, 1991) as much as possible when developing the software.
Subgroups of participants were asked to meet in a computer laboratory during a
specific scheduled computer lab to complete the experiment. In the computer lab,
workstations were configured with both sets of application software and could be initiated
by separate icons on the Windows desktop. All subjects were randomly assigned to
workstations and given written instructions for completing the tasks in functional terms.
In order to control the potential differences in the quality of user documentation between
the two software applications, user reference guides were developed for each application
in a common format explaining only that functionality needed to complete the tasks
"
assigned. The test was not time limited. Instead, the subjects were asked complete all

tasks assigned as quickly and accurately as possible using only their intuition and
assistance from user reference manual provided.
The participants were asked to execute all tasks without interaction with the
software "help" facility or with any of the other participants. The experiment was closely
monitored by the researcher to ensure that this rule was not broken. Upon completion of
the tasks, each participant was instructed to note the exact time of completion, as
indicated on their stopwatch, then leave the application open for inspection by the
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researcher. Following the collection of data, all software used in the experiment was
removed from the workstations.
The learning objectives for groups exposed to both interfaces were the same, and
the achievement of those objectives was measured in the same manner. The speed with
which each participant completed the set of tasks was determined by self timing and the
accuracy determined based examination of the results of each session.
Formats for Presenting Results

The dependent variable distributions were depicted using histograms including a
normal curve overlay. The descriptive statistics were then presented as a table reflecting
the characteristics of the overall sample in terms of means, standard deviations, minimum
values and maximum values for each variable. In addition, a table of Pearson correlation
coefficients showing the relationships between variables from the participation interesto
form, GEFT test results, and learning experiment results were depicted.
The results of the GEFT were displayed as a table of score distribution from
which the experiment groups were formed. Of the 64 scores collected, the lowest ranked
32 (most field dependent) and highest ranked 32 (most field independent) were randomly
assigned to groups for the laboratory experiment. The distribution of GEFT scores is
shown to demonstrate the rationale for group assignment.
Finally, the summary result tables for both of the ANOVAs were shown and
referred to throughout the study.
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Projected Outcomes
It was projected that the two groups consisting of relatively field independent

subjects would perform better than the groups consisting of relatively field dependent
subjects, in terms of speed and accuracy, across both interface types. Because of the
simplicity of the tasks being performed and the unlimited time given to complete the
tasks, it was also projected that the variation in accuracy between all groups would be
very low while the variation in speed relatively large.
Unlike similar studies in this area (Tyler, 1993), this research did not formally
assess the amount of prior computer knowledge that subjects possessed prior to
participating in the study. The literature supports that field independents tend to learn
computer systems more easily than field dependents (Fowler, Macauley, & Fowler, 1985;
Tyler, 1993). From the literature cited, it was logical to conclude that the more field
independent subjects would possess a greater knowledge of computers than that of the
more field dependent subjects. It was the opinion of the researcher prior to evaluating the
results of the experiment that excluding a formal assessment of prior computer
knowledge would not impact the validity of the research given the random assignment of
experiment groups. In addition, a significant goal of this research was to provide a basis
for improving the learnability of computer systems for more field dependent individuals not those with less prior knowledge (even if there might be a relationship between the
two variables). Future research might include studies of how prior knowledge, across
field dependent and field independent individuals, effects the degree of computer system
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learnability and whether the degree of prior knowledge is correlated to the degree of field
dependence -independence at various age levels and education levels.
Resources Used

Resources required for this study included a set of GEFT test item booklets, a tool
for Windows-based software development, access to checking account management
software employing a user interface making use of a metaphor based on familiar physical
checking account objects, and the cooperation of key faculty members from university
participating in the study.
The GEFT test packages were ordered from Consulting Psychologists Press, Inc.
of Palo Alto, California. The organization required a signed qualification form from the
sponsoring professor. The item booklets came in sets of25 for $32.00 per package with a
lO% discount for students and faculty.
The tool chosen for development of the software employing an interface based on
Microsoft guidelines for graphical user interface design was Visual Basic Release 4.0 (16
bit version) from Microsoft Corporation. This tool accommodates the rapid development
of commercial quality software and is widely used in industry. In addition, a professional
software developer volunteered to develop the checkbook management application in
support ofthis study.
The software chosen as making excellent use of physical checking account objects
in the user interface was Quicken for Windows version 3 from Intuit Corporation. All of
the advanced features ofthis software were disabled so that the only functions readily
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available to the user were the checkbook register and the checks themselves. All cue
cards and drop down help was disabled also.
The functionality of the software used in the study was focused on
accommodating the recording of simple checking account transactions. Transactions
supported included the recording of deposits, writing of checks, and recording of other
withdrawals. Help and reference guides developed for each software package used in the
study can be seen in Appendices C and D. These reference guides also depict the
different look and feel of each application interface.
An important aspect of this study was the full cooperation of representatives of

the north Georgia university participating in the study. Officials representing the
university agreed to support this study to a reasonable extent. The researcher had been an
adjunct instructor at this university for four years prior to this study and was assured
cooperation in terms of access to the general student body for solicitation of participation
and computer laboratory access.
Reliability and Validity

The combination of random assignment of participants to experiment groups and
the exposure to both interface types served to eliminate most of the threats to internal and
external validity of the study. Mortality was a threat to the internal validity of the design
that was eventually controlled by minimizing the time between the administration of the
GEFT and administration of the leamability experiment and by leveraging existing
scheduled university classes.
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Summary

The preceding discussion outlined the method that was employed to undertake
this research effort. Selection of the initial participants in the study, administration of the
GEFT, assignment of experimental groups, methods for administering laboratory testing,
methods for gathering data, analyzing data, and presenting the results of the analysis have
been presented.
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Chapter IV
Results
Analysis

This research was designed to measure the effect of user interface metaphors on
the speed and accuracy with which computer system tasks could be completed by field
dependent and field independent computer users. Sixty-four traditional and nontraditional business, education, and liberal arts students volunteered to participate in this
study.
The study was divided into two parts: a preliminary assessment of the
characteristics of study participants and an assessment of task performance based on
exposure to two user interface types. The preliminary portion of the study required that
each subject complete the Participation Interest Form and take the Group Embedded
Figures Test (GEFT). As a result of the analysis of GEFT scores, groups were formed to
participate in the interface experiment.
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Interface Experiment Group Formation
Table 2. GEFT Score Distribution

Score

Frequency

Percent

Cumulative %

.00

1

1.6

1.6

1.00

6

9.4

10.9

3.00

1

1.6

12.5

4.00

2

3.1

15.6

5.00

6

9.4

25.0

6.00

2

3.1

28.1

7.00

3

4.7

32.8

8.00

5

7.8

40.6

9.00

3

4.7

45.3

10.00

4

6.3

51.6

11.00

5

7.8

59.4

12.00

4

6.3

65 .6

13.00

2

3.1

68.8

14.00

2

3.1

71.9

15.00

6

9.4

81.3

16.00

3

4.7

85.9

17.00

4

6.3

92.2

18.00

5

7.8

100.0

Total

64

100.0

<-
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Based on the distribution of the GEFT scores, 4 experimental groups were
formed. Groups 1 and 2 were composed of the most field dependent half of the sample
and groups 3 and 4 of the most field independent half. Twenty-nine subjects received a
score below 10 on the GEFT and were randomly assigned to groups 1 and 2. Thirty-one
subjects scored greater than 10 and were randomly assigned to groups 3 and 4. Of the
remaining subjects who scored exactly 10 on the GEFT, 3 were randomly assigned to
groups 1 and 2 and 1 was randomly assigned to group 3 or 4.
Table 3. GEFT Scores by Experimental Group

Group

Mean

Std Dev

N

1

5.19

3.33

16

2

5.88

2.94

16

3

14.50

2.53

16

4

14.44

2.71

16

Interface Experiment Results

Of the 4 experimental groups formed, groups 1 and 3 were asked to complete 10
checking account transactions using interface type 1 (the industry-standard GUI interface)
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and groups 2 and 4 were asked to complete the same tasks using interface type 2 (the
checking account metaphor-based interface). All groups timed themselves using
individual stop watches and reported the elapsed seconds to complete the tasks (SPEED).
Following completion ofthe tasks, the researcher evaluated the accuracy of tasks
performed for each subject and recorded a score of 0 through 100 with the latter being
most accurate (ACCURACY). The data collected were analyzed using SPSS for
Windows Release 6.1.4 from SPSS, Inc.
Following the data collection, the sample distributions of the performance
variables (SPEED and ACCURACY) were examined using histograms. After the
distributions were analyzed, descriptive statistics and Pearson correlation coefficients
were produced for all of the appropriate study variables. Finally, an analysis of variance
(AN OVA) was performed against each of the performance variables in order to assess the
significance of the interaction between relatively field dependent -independent groups
and exposure to the two user interface types.
Performance Variables Distribution
The performance variable SPEED indicated the amount of time, in seconds, that it
took a subject to complete the checking accounts tasks assigned. Figure 4 shows a
histogram depicting the distribution of speed across study participants.
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Figure 4. Distribution of SPEED
An examination of this distribution indicated that an extreme outlier existed in the
dataset. Further analysis showed that this particular study participant also scored
extremely low on the Group Embedded Figures Test (a score of 1) and indicated on the
~

participant survey form that he had no experience with Windows or managing a checking
account. Additionally, the subject was identified by a university faculty member as being
a recently admitted foreign student who had exhibited difficulty in communicating and
understanding the English language. Because of these characteristics, it was deemed
appropriate to drop this participant from the data collection. After removal of this record,
the distribution appeared normal.
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Figure 5. Distribution of SPEED After Removal of Outlier
The performance variable ACCURACY indicated the degree of accuracy that a
subject achieved upon completion ofthe checking accounts tasks assigned. Figure 6
shows the distribution of accuracy across study participants.
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Figure 6. Distribution of ACCURACY
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Based on the characteristics of the histogram shown, the distribution of accuracy
levels among the remaining study participants appeared to be normal.
Descriptive Statistics and Correlations
Sample means, standard deviations, minimum values, and maximum values were
produced for all appropriate study variables. Table 4 depicts these statistics across all
experimental groups. Table 5 depicts the Pearson correlation coefficients for these
variables.
Table 4. Sample Means and Standard Deviations

N

Variable

Mean

Std Dev

Minimum

AGE

29.90

08 .30

18.00

50.00

62

WINEXP

04.25

01.09

01.00

05.00

63

CHKEXP

04.14

01.44

01.00

05.00

63

GEFT

10.14

05.25

00.00

18.00

63

748.32

309.57

329.00

1889.00

63

89.68

11.35

50.00

100.00

63

SPEED
ACCURACY

Maximum

59

Table 5. Pearson Correlation Coefficients

1

Variable

1. AGE

2

3

-.0694

.1709
.0176

2. WINEXP
3. CHKEXP

5

6

N

-.2998**

.0389

.0328

62

.0556

-.4149*

.0847

63

-.1014

-.0707

.2700**

63

-.0755

.0984

63

-.2912**

63
'"

4

4. GEFT
5. SPEED
6. ACCURACY

* I2 < .001

**12<·05

63

(two-tailed significance)

Analysis of Variance Assumptions
Prior to using an ANOV A procedure, assumptions were tested to verify that the
technique was appropriate for the data to be analyzed. General assumptions for using
this procedure include the assumption of independent observations and the assumption of
homogeneity of variance.
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The assumption of independent observations was met because treatments were
individually administered to each of the study participants.
The assumption of homogeneity of variance of dependent measures across
treatment groups was tested using Levene's Test for Equality of Variance. Across the
ITYPE (interface type) groups, no significant difference in the variance of SPEED (F

=

.422, I2 > .05) or ACCURACY (F = 2.834, I2 > .05) was found. Across the FDI (field
dependent -independent) groups, no significant difference was found in the variance of
SPEED (F = .123, I2 > .05) or ACCURACY (F = 1.917, I2 > .05). This indicated that the
assumption had been met.
Analysis of Variance
The first research hypothesis states that relatively field independent subjects will
complete tasks more quickly than relatively field dependent subjects when using an

"

unfamiliar graphical user interface conforming to defacto industry standards. The second
hypothesis states that relatively field independent subjects will complete tasks more
quickly than relatively field dependent subjects when using an unfamiliar user interface
based on the strong use of familiar metaphors.
In order to test the first two hypotheses, an analysis of variance was performed to
show the interaction effect of field dependence -independence (FDI) and interface types
(lTYPE) on SPEED. The results ofthe ANOV A are shown in Table 6.
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Table 6. Analysis of Variance oflnterface Type and FDI Level on Speed

MS

F

Sig. of F

1

19649.967

.200

.657

FDI

1

13256.336

.135

.715

ITYPE XFDI

1

106202.443

1.079

.303

Residual

59

98403.621

Total

62

95835 .317

Source

df

ITYPE

The third research hypothesis states that relatively field independent subjects will
complete tasks more accurately than relatively field dependent subjects when using an
unfamiliar graphical user interface conforming to defacto industry standards. The fourth
hypothesis states that relatively field independent subjects will complete tasks more
accurately than relatively field dependent subjects when using an unfamiliar user
interface based on the strong use of familiar metaphors.
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In order to test the last two hypotheses, an analysis of variance was performed to
show the interaction effect of field dependence -independence (FDI) and interface types
(lTYPE) on ACCURACY. The results of the ANOVA are shown in Table 7.
Table 7. Analysis of Variance of Interface Type and FDI Level on Accuracy

Source

df

ITYPE

MS

F

Sig. of F

1

228.750

1.739

.192

FDI

1

.061

.000

.983

ITYPE X FDI

1

7.439

.057

.813

Residual

59

131.504

Total

62

128.930

Findings
Results of the data analysis are discussed in subsections regarding the sample
characteristics, Group Embedded Figures Test scores, and the interface experiment.
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Observations About The Sample
Twenty-one males and 43 females took part in the research study. Because of the
initial trouble in obtaining a sample composed entirely oftraditional undergraduate
volunteers, the search was expanded to non-traditional students (more information about
this in Specific Procedures Employed section of Chapter III - Methodology). This
expansion of scope resulted in a change in the expected characteristics of the sample.
The most obvious effect was the range of ages of the participants. The ages of the
subjects (AGE) ranged from 18 to 50 years old with a mean age of29.9 years (SD =
8.30). Experience using Microsoft Windows (WINEXP) ranged from 1 (Never) to 5 (On
a Regular Basis) with a mean level of experience of 4.25 (SD = 1.09). Experience
managing a checkbook (CHKEXP) ranged from 1 (Never) to 5 (On a Regular Basis) with
a mean level of experience of 4.14 (SD

=

1.44). This indicates that the participants, as a

group, had substantial experience using both Microsoft Windows and managing a
checkbook.
The correlation analysis showed a significant negative correlation between
Windows experience (WINEXP) and SPEED (r = -.4149, Q < .001), between AGE and
GEFT score (r = -.2998, Q < .05), and between SPEED and ACCURACY (r = -.2912, Q

< .05). A positive correlation was also shown between checking account experience

(CHKEXP) and ACCURACY (r = .2700, Q < .05).
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Group Embedded Figures Test Findings
The results of the Group Embedded Figures Test showed a mean score of 10.29
(SD=5 .90) for the 21 males who took the test and 9.S6 (SD = 5.0S) for the 43 females that

took the test. These scores are consistent with the norms reported by Witkin, et al.
(1971) for college-aged men (Mean = 12.0, SD = 4.1) and women (Mean = 10.S, SD =

4.2).
Interface Experiment Findings
Each of the four hypotheses presented was analyzed using analysis of variance
procedures. One ANOVA was produced for the first two hypotheses related to SPEED
and one was produced for the last two hypotheses related to ACCURACY.
Hypothesis 1 states that computer users who are relatively field independent will
~

be able to perform tasks more quickly than those who are relatively field dependent when
exposed to an unfamiliar graphical user interface conforming to defacto industry
standards . Based on the ANOVA results, the null hypothesis (the group means are
equal) could not be rejected (F = .461,12 > .05) indicating that the hypothesis could not be
supported based on the sample input.
The second hypothesis states that computer users who are relatively field
independent will be able to perform tasks more quickly than those who are relatively field
dependent when exposed to an unfamiliar graphical user interface making strong use of
familiar metaphors . Based on the ANOVA results, the null hypothesis (the group means
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are equal) could not be rejected (F = .461,12 > .05) indicating that the hypothesis could
not be supported based on the sample input.
Hypothesis 3 states that computer users who are relatively field independent will
be able to perform tasks more accurately than those who are relatively field dependent
when exposed to an unfamiliar graphical user interface conforming to de facto industry
standards. Based on the ANOVA results, the null hypothesis (the group means are equal)
could not be rejected (F = .057,12 > .05) indicating that the hypothesis could not be
supported based on the sample input.
The final hypothesis states that computer users who are relatively field
independent will be able to perform tasks more accurately than those who are relatively
field dependent when exposed to an unfamiliar graphical user interface making strong use
offamiliar metaphors. Based on the AN OVA results, the null hypothesis (the group
means are equal) could not be rejected (F = .057,12 > .05) indicating that the hypothesis
could not be supported based on the sample input.
Summary of Results

The results of the correlation analysis related to the Group Embedded Figures Test
indicated a negative correlation between GEFT score and AGE (r = -.2998, 12 < .05).
There were no significant correlations between GEFT score and either of the performance
variables (SPEED and ACCURACY).
A review of other correlation coefficients related to the performance variables
indicated that a significant correlation existed between Windows experience (WINEXP)
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and SPEED (r = -.4149, 12 < .001) and between checking account experience (CHKEXP)
and ACCURACY (r

=

.2700 ,12< .05). Additionally, a negative correlation was found

between SPEED and ACCURACY (r

=

-.2912, 12 < .05).

The results of the analysis of variance procedure related to the performance
variable SPEED indicated that no significant interaction effects occurred between field
dependence -independence and exposure to interface types (F = 1.08,12 > .05). Also, no
significant interaction effects occurred between field dependence -independence and
exposure to interface types occurred related to the performance variable ACCURACY (F

= 0.06, 12 > .05).
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Chapter V
Conclusion
Conclusions

This purpose of this study was to determine the effect of user interface metaphors
on the learnability of computer systems by field dependent and field independent
computer users. Four research hypotheses were tested to analyze the degree to which
user interface metaphors impacted the speed and accuracy with which field dependent
and field independent computer users could complete ten checking account management
tasks in a controlled experiment.
No significant correlation was found to exist between the degree of subject field
dependence -independence as measured by the GEFT score and the overall speed with
which tasks could be completed across interface types (r

=

.0755,2> .05). This finding is

inconsistent with the findings of prior research (Fowler, et al., 1985; Tyler, 1993) which
found that those individuals who are more field independent tended to learn computer
systems more quickly than those who are more field dependent.
The effects of prior experience may have intervened in this assessment. Tyler
(1993) acknowledges that both experience level and degree offield dependence independence affect the performance of computer tasks and demonstrates in his research
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that experience had a significantly greater impact on performance than did the degree of
field dependence -independence alone. Fowler, et al. (1985) did not adequately address
prior experience in their study.
Studies reviewed by Goss & Nadine (1965) and Postman (1971) showed that prior
experience is a significant factor in the learnability of a new computer system. The effect
of experience on performance in this study is consistent with the research cited. In this
study, experience using Microsoft Windows had a significant negative correlation with
speed (r

=

-.4149, 12 < .001) and experience managing a checking account had a

significant negative correlation with accuracy (r

=

.2700, 12 < .05).

An important distinction between this study and the Tyler (1993) study is that

Tyler employed a robust assessment of prior computer experience. The robustness of his
experience assessment may have allowed him to more accurately address the intervening
~

effects of prior experience when measuring the effect of field dependence -independence
level on performance. In addition, the Tyler (1993) study participants were traditional
undergraduate students having similar backgrounds. Within this study, participants were
non-traditional college students ranging in age from 18 to 50. Age in this study was
shown to have a significant negative correlation with GEFT score (r

=

-.2998, 12 < .05).

In other research regarding GEFT score trends, Simpson (1994) found that
students tended to become more field independent as their education level increased,
males tended to be more field independent than females, and students with higher course
grades tended to have higher GEFT scores. The data analysis results showed that this is
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consistent with the findings of Simpson (1994) and Witken, et al. (1971) regarding
differences in GEFT score by gender. The average GEFT score from this sample was
10.29 (SD = 5.90) for males and 9.86 (SD = 5.08) for females.
The negative correlation between age and GEFT score (r = -.2998, 12 < .05) found
in this sample may be an indication of the effects of various backgrounds and prior
educational experience on the degree offield dependence -independence. The wide
variation in age among the participants in the study (Min = 18, Max = 50, Mean = 29.0,
SD

=

8.30) and the wide variation in educational, life, and work experience generally

found with mature, non-traditional students may have resulted in intervening effects that
were not measured.
The first two hypotheses were tested using a single analysis of variance
procedure. The first research hypothesis states that relatively field independent subjects
~

will complete tasks more quickly than relatively field dependent subjects when using an
unfamiliar graphical user interface conforming to defacto industry standards. The second
states than relatively field independent subjects will complete tasks more quickly than
relatively field dependent subjects when using an unfamiliar user interface based on the
strong use of familiar metaphors.
These hypotheses could not be supported based on the analysis performed. The
interaction effects of field dependence -independence and interface type exposure did not
reach significance (F

=

1.08, 12 > .05). The lack of significance may be attributable to the

high degree of prior knowledge that subjects had regarding Microsoft Windows (Mean =
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4.25, SD=1.09). This possibility is further supported by the negative correlation found
between Windows experience and speed (r = -.4149, P < .001). These findings are
similar to those ofWaem & Rabenius (1985) who found that the use of metaphors within
a teaching method did not significantly improve task execution speed (although a
decreased use of system help was achieved). The findings are inconsistent with those of
Tyler (1993) who found that field independence was a significant factor in improving the
speed oflearning new systems. As discussed earlier, Tyler (1993) also measured prior
experience and found that it was a more significant factor in improving speed than field
independence alone.
The final two hypotheses were tested using an additional analysis of variance
procedure. The third research hypothesis states that relatively field independent subjects
will complete tasks more accurately than relatively field dependent subjects when using
an unfamiliar graphical user interface conforming to defacto industry standards. The
fourth states than relatively field independent subjects will complete tasks more
accurately than relatively field dependent subjects when using an unfamiliar user
interface based on the strong use of familiar metaphors.
These hypotheses could not be supported based on the analysis performed. The
interaction effects of field dependence -independence and interface type exposure did not
reach significance (F = 0.06, 2> .05). The lack of significance may be attributable to the
high degree of prior knowledge that subj ects had regarding management of a checking

71

account (Mean = 4.14, SD=1.44). This possibility is further supported by the negative
correlation found between checking account experience and speed (r = .2700, p < .05).
The experimental procedure employed may have also had an impact on accuracy
of tasks completed. It was observed during the experiment that participants tended to
review and adjust the transactions recorded upon completion of all tasks before stopping
the timer. Although it was emphasized in the experiment instructions that the objective
of the procedure was to complete the tasks as quickly and accurately as possible, only
one of those variables (accuracy) could be reviewed and adjusted by subjects after
completion of the tasks. It is possible that by allowing them to review and adjust
afterward, any significant mistakes were corrected by most participants thus affecting the
outcome of the overall accuracy measurement. This result was anticipated to a certain
extent based on the experimental design. Future experiments related to accuracy might
control this by either eliminating the option of post completion adjustments or by
monitoring accuracy throughout the experiment via a system log, then counting the real
number of mistakes made prior to any post completion adjustments.
Implications

The results of this study indicate that designers of computer user interfaces can
increase the learnability of the systems by leveraging the prior experience of the targeted
user community. When the targeted user community has a significant amount of
experience with a given user interface such as that associated with a familiar operating
environment like Microsoft Windows, it has been supported that the leamability of a new
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software application can be improved by leveraging the user interface metaphor which
the user community is already familiar. This approach is consistent with the general
industry trends towards standardization of application interfaces with the operating
environment in which they operate.
Future research might evaluate ways in which individuals who are completely
unfamiliar with computer systems can increase initiallearnability of systems. Based on
the literature review and outcome of this research, an increase in initial learning might be
accomplished by leveraging metaphors and analogies in the teaching process rather than
modeling them within the user interface itself. As individuals gain more experience with
computers and software applications, it might be more appropriate to concentrate on
consistency with a general and adaptable user interface metaphor rather than trying to
model physical characteristics of a process being automated differently in each
application user interface designed.
Recommendations

As research in the computer system learnability field continues, it is important
that prior experience be properly assessed as well as individual learning style. The
experience assessment should include not only the level at which the subjects are familiar
with generic computer usage tasks, but also the degree to which targeted subjects have
prior knowledge of specific user interface components being employed in terms of
recognition and operation. Additionally, an assessment should be made of the degree of
familiarity that the targeted subjects have with the physical process being automated and
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recognition and operation of the physical objects used in the manual process. Finally, an
assessment of the degree to which the computer interface mimics the manual process
should be made. It is with knowledge ofthese variables that a picture ofthe mental
model of the targeted user discussed by Carroll & Mack (1985) can be more clearly
understood.
With a clearer understanding of both the learning style and mental model of the
targeted user, a researcher or designer might be better able to predict the success of a new
software application in terms of learnability much more effectively than an assessment
based on learning style alone. This knowledge might also help the software application
trainer or educator in better introducing the software to a user community and in
developing the appropriate metaphors and analogies that could result in an improved
learning process through more effective teaching methods.

Summary
This study was designed to identify the effects of user interface metaphors on the
learnability of computer systems by field dependent and field independent computer
users. The following paragraphs will summarize the literature reviewed, hypotheses
developed, experiment procedures followed, results obtained, and recommendations for
future study.
A review of the literature indicated that one of the most important usability
aspects of a new computer system is the degree to which it can be easily learned by the
targeted user community (Carroll & Mack, 1984; Carroll & Mack, 1985; Carroll &
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Thomas, 1982; Erickson, 1995; Foss & DeRidder, 1987; Fischer, 1991; John,
Rosenbloom & Newell, 1985; Norman, 1987; Waern, 1989). The focus of computer
system learnability is most often on the user interface component of the system. The
degree to which the user's mental model (expectations based on experience) matches the
operation of the user interface can predict the degree of difficulty or success that the user
will have in learning the interface (Carroll & Thomas, 1982; Baecker & Buxton, 1987;
Rumelhart & Norman, 1981; Waern & Rabenius, 1985; Carroll & Mack, 1984). The
purpose of using familiar analogies and metaphors in the traditional classroom teaching
process is to help "bridge the gap" between a student's prior knowledge and new subjects
or processes to be learned by leveraging that prior knowledge. This method of applying
familiar analogies or metaphors to problems has been successfully applied in the
classroom setting and is suggested in the literature as being appropriate to improve the
learnability of computer systems (Waern, 1989).
Another significant factor which the literature has shown to have an effect on
learning is cognitive style of the learner. The theory of cognitive differentiation
developed by Witkin, et al. (1962) offers an explanation of differences in the ability to
learn new information based on the context in which the information is presented.
Witkin, et al. (1962) placed individuals along a field dependence -independence
continuum based on an evaluation of their ability to perceive simple shapes embedded in
complex figures. Individuals were classified as being more field dependent or more field
independent based on how much context affected their ability to perceive. Field
dependents had a more difficult time finding the simple shapes while field independents
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had a less difficult time. Extensions of this research have supported hypotheses that
individuals most significantly impacted by the context of information presentation (field
dependents) find more difficulty in learning to use computer systems than do those less
impacted by context (field independents) (Fowler, Macauley, & Fowler, 1985).
The literature reviewed lead the researcher to logically conclude that by making
greater use of familiar physical metaphors in a user interface, the learnability of a
computer system could be increased as measured by task performance in terms of speed
and accuracy. More importantly, this increase in learning performance should apply to
those individuals who traditionally have more difficulty in learning to use computer
systems (field dependents) as well as those individuals who traditionally find greater
success in learning to user computer systems (field independents). Specifically, four
research hypotheses were developed and tested.
The first and second research hypothesis stated that individuals who were more
field independent would be able to perform tasks more quickly when exposed to a user
interface adhering to a defacto industry-standard user interface guideline (HI) and when
exposed to a user interface making strong use of known metaphors (H2).
The third and fourth research hypothesis stated that individuals who were more
field independent would be able to perform tasks more accurately when exposed to a user
interface adhering to a defacto industry-standard user interface guideline (H3) and when
exposed to a user interface making strong use of known metaphors (H4).
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Subjects of the experiment consisted of 64 traditional and non-traditional
volunteer students at a private university in north Georgia. Upon completion of a
Participation Interest Form which included a brief self assessment of prior experience, all
subjects were administered the Group Embedded Figures Test (GEFT) to determine their
respective degrees offield dependence -independence. Based on the results of the GEFT,
4 experiment groups were formed. Two groups were randomly formed consisting of
those individuals who were determined to be more field dependent and 2 groups
randomly formed of those individuals who were determined to be more field independent
according to GEFT scores.
The user interfaces evaluated in the experiment were part of two checking account
management software applications. The first interface type adhered to the Microsoft's
graphical user interface development guidelines (Microsoft Corporation, 1991) and the
second interface was designed to make visual use of common physical objects involved
in checkbook management.
Two of the experiment groups formed (one field dependent group and one field
independent group) were asked to complete ten identical checking account transactions
using the software employing interface type 1. The two remaining groups were instructed
to do the same using the software employing interface type 2. All groups were instructed
to complete the tasks as quickly and as accurately as possible using only the researcher
supplied reference guide for help. They were asked to start a stopwatch at the beginning
of the process and stop the stopwatch when they were finished. Upon completion of the
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tasks, the researcher evaluated and recorded the accuracy of the transactions entered for
each participant.
The data gathered from the experiment were first analyzed to determine its
descriptive characteristics and variable correlations. Following this, two analysis of
variance procedures were performed to test the hypotheses. Overall, the descriptive
characteristics of the data indicated that a strong amount of prior experience with
Microsoft Windows (Mean = 4.25, SD
=

=

1.09) and checkbook management tasks (Mean

4.14, SD = 1.44) existed among the participants based on a 1 to 5 self assessment scale

with 5 being most experienced. Significant negative correlations were found to exist
between GEFT score and the age of the participants (r = -.2998,.Q < .05), between
experience with Microsoft Windows and the speed of task completion (r = -.4149,.Q <
.001), and between speed and accuracy (r = -.2912,.Q < .05). Additionally, a positive
correlation was found to exist between checking account experience and accuracy (r

=

.2700, .Q < .05).
Based on the results of the analysis of variance procedure related to speed of task
completion, hypotheses one and two could not be supported because significant
interactions between field dependence -independence and exposure to the two interface
types did not reach significance (F = 1.08, P > .05). Based on the results of the analysis
of variance procedure related to accuracy of task completion, hypotheses three and four
could not be supported because significant interactions between field dependence -
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independence and exposure to the two interface types did not reach significance (F =
0.81, P > .05).
The results of this research indicates that the level of prior experience using a
particular user interface metaphor may have more of an effect on computer system
leamability than does the degree of field dependence -independence for experienced
computer users. Future research in this area should formally and robustly assess the
mental model profile of users based on experience and metaphor familiarity then assess
the degree to which user interfaces are consistent with that profile. Additionally, it is
suggested that new or inexperienced computer users who are identified as being more
field dependent might benefit more from training styles which make strong use of
analogy and physical process metaphors rather than adapting the user interface itself to
mimic the physical metaphor.
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Appendix A
Computer Interface Study Participation Interest Form

The following form was distributed to students after a brief classroom
presentations describing the significance of the study. Students were asked to complete
this form as an indication of interest in participation. The form solicits demographic
information and experience level with personal checkbook management and use of
systems employing graphical user interfaces.
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Computer Interface Study Participation Interest
Completing this form is an indication of interest in participating in a doctoral research
project aimed at measuring the effect of certain computer interfaces on individual
computer learning effectiveness.

Name: _ _ _ _ _ _ _ _ _ _ _ _ _ Phone Number(s): _ _ _ _ _ _ _ __
Major:_ _ _ _ _ _ _ _ _ Gender:

----

Date of Birth:- - - - - - - -

This study involves the use of "checkbook management" software. Please indicate your
degree offamiliarization with the personal checkbook managment tasks below:
(1 = Never, 2 = Rarely, 3 = Occassionally, 4 = Often, 5 = On a Regular Basis)

I write checks and record checking account transactions

12345

I use a software package called Quicken for Windows

12345

Please indicate the frequency with which you interact with the following computer system

"

interfaces:
(1 = Never, 2 = Rarely, 3 = Occassionally, 4 = Often, 5 = On a Regular Basis)

Apple MacIntosh (any version)

12345

IBM OSI2 (any version)

12345

Microsoft Windows (any version)

1 2 3 4 5

---------------------------------------------------------------

Thank you for your interest in this study. Please sign below indicating your willingness
to participate. You will be contacted very soon for additional instructions.
Signed: _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ __

Date: - - - - - -
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AppendixB
Experiment Task List

The following task list was presented to all experiment participants at the
beginning of the learning experiment. It specifies each of the checking account tasks to
be completed using the software provided. It also includes a space for their name,
elapsed time to complete the experiment, and an image of the stopwatch to clarify the
required start / stop operation.
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Name: _ _ _ _ _ _ _ _ _ _ _ _ _ Elapsed time (HH:MM:SS): _ _ _ __

WAIT FOR INSTRUCTIONS BEFORE BEGINNING
1. October 1, 1996: Record a "Deposit" of $500.00.
2. October 5, 1996: Write a check to "Acme Electric Utilities" for $26.34.
3. October 5, 1996: Write a check to "City Water Company" for $9.84.
4. October 7, 1996: Write a check to "Bank Credit Card" for $74.10.
5. October 9, 1996: Write a check to "Student Loan Company" for $110.00.
6. October 9, 1996: Write a check to "Apartment Leasing Company" for $200.00.
7. October 10, 1996: Record an "ATM Withdrawal" of$10.00.
8. October 10, 1996: Record an "ATM Withdrawal" of$15.00.
9. October 15, 1996: Record a "Deposit" of$100.00.
10. October 15,1996: Record a "Monthly Banking Charge" of$5.00.
UPON COMPLETION OF LAST TRANSACTION - STOP THE STOPWATCH

Start/Stop
Button
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Appendix C
Interface Type 1 Help and Reference Guide

The following guide was distributed to learning experiment participants just prior
to taking the test. Its purpose was to guide the user in recording checking account
transaction tasks during the learning experiment. This guide was used for the subjects
completing tasks using the software package which conformed to Micosoft's standard
guidelines for user interface design.
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Checkbook Management Application
Type 1
Help and Reference Guide
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Overview of the Checkbook Management application ....................... 3
How to start the Checkbook Management application ....................... 4
How to view the Checkbook Register. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 5
How to record deposits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 6
How to write ch ecks . . . . . . . . . . . . . • . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 7
How to record withdrawals (non-check related) ............................ 10
How to update (change) recorded transactions. . . . . . . . . . . . . . . . . . . . . . . . . . .. 12
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Overview of the Checkbook Management application
The purpose of the Checkbook Management application is to allow you to record basic
checking account transactions using the computer. This software will allow you to:
•
•
•
•

Record deposits into your checking account
Record checks written
Record other withdrawals
Update transactions erroneously recorded

In order to accomplish this, two primary components are used:
•
•

The check register function
The record transactions function

The check register function looks much like your own checkbook register. Its purpose is
to allow you to view a running total of all the transactions that you have entered.
The record transactions function is the mechanism by which individual transactions are
posted against the check register. It is invoked from the check register and is used each
time you wish to record a new transaction or update an already recorded transaction.
For the purpose of this experiment, you will be asked to enter 10 checking account
transactions as quickly and accurately as possible. You will be asked to start a stopwatch
immediately upon beginning and stop the stopwatch immediately upon completion of all "
transactions.
The only resource available to you for help during the experiment is this guide. You may
not discuss difficulties with peers or ask questions once the timed period has begun.
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How to start the Checkbook Management application

1. Locate the "Checkbook Mgt" Program Group on the Windows desktop

Checkbook
Mgt

2. Position the mouse pointer on this icon and double-click with the left mouse button

•

You should now see two Checkbook Management program icons in a small
window:

Checkbook

Checkbook

Type 1

Type 2

3. Position the mouse pointer on the "Checkbook Type 1" icon and double-click with the
left mouse button

•
•

You should now see "DRU for Windows" as depicted below
Click on the up arrow in the upper right corner to maximize this window

=1
file

.Edit

Activities

lists

ORU tor Wiftoows
Reports Window

tlelp

\
1:"1'"

I
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How to view the Checkbook Register:

The Checkbook Register allows you to view the activity that has taken place within the
Checkbook Management application. This window should be left open throughout the
duration of this session.
1. Click on "Activities" then "View Register" from the menu bar

=1
file

Edit

ic1livihs

lists Reports Window
Record Transactions ... Ctrl+T

View Seclist.;r...

•
•

.!::::!.elp

Ct,I+R

You should now see the "Register" as depicted below
You can move the location of the Register window by clicking and holding the top
section of the Register and dragging it into other positions on the screen

ORU t6J Windows
file

Edit

Activities

lists

Reports

Window

.!::::!.elp
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+
Ending l3atance: -;: ),
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How to Record a Deposit

Deposits are recorded through the use of the Record Transactions window. This window
is invoked directly from the Register window.
1. From the Register window, click on the New button in the lower left comer
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Ending l3a1ance:
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You should now see the "Record Transactions" window as depicted below:
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(i,1 Payment
[feposit
Account ;

IX ~ssue Check

IChecking

cneck Number:

[!J
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Ba~ance

Payee:

:

1101
19;114~6
J:WOO

Amount :
Memo

Cale.gory:

Please enter tr.;)t')saction date

[!J
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I

Cancel

]
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2. To record a deposit, perform the following using the Record Transactions window:
•
•
•
•
•
•
•

Click on the Deposit indicator
Ignore the Account field
Tab to the Date field and enter the date ofthe deposit in MM/DD/YY format
Tab to the Payee field and enter the word "Deposit"
Tab to the Amount field and enter the amount of the deposit (ex: 500.00)
Ignore the Memo and Category fields
Click on the OK button

o Payment

~) Deposit

Account:

jChecking

Payee:

IDeposit

Amount:

1500.00

M€lmo

I

Calegory :

I

•

0
[!]

Date: 1'0)1 /96

Balance : 1$0.00

I.

tGf]

I

Cancel

V
/

"I

To verify the recording of the deposit, you may close the Record Transactions
window by clicking on the Cancel button, or, drag the window out of the way by
clicking and holding the top of the window and repositioning it on the screen so
that the Register comes into view

$500.00

Deposit

[: :~:~~:: ::~: ::~: :::~:::::]

+
Ending Balance:

~

)lJ

~
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How to Write a Check

Checks are recorded through the use of the Record Transactions window. This window
is invoked directly from the Register window.
1. From the Register window, click on the New button in the lower left comer
=>
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file

Edit
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You should now see the "Record Transactions" window as depicted below:

...

Reco:nl Transactions

~) Payment

o

,()!"It

IX

I:ssue Check

Check Number: 1101

Deposit

Acoount :

!Checking
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Date:
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2. To record a check, perfonn the following using the Record Transactions window:
• Click on the Payment indicator
• Click on the Issue Check indicator so an "X" appears
• Ignore the Account field
• Tab to the Date field and enter the date ofthe check in MM/DD/YY fonnat
• Tab to the Payee field and enter the name to whom the check is written
• Tab to the Amount field and enter the amount of the check (ex: 125.50)
• Ignore the Memo and Category fields
• Click on the OK button

til

t. . 1. .

Reard T ntlltsactions

""I

IX Issue Cneck

Payment

o Deposit
Aocount:

IChecking

Payee:

ICity Water Company

Amount :

1125.50

Memo
Category:

Cneck Nrumber:

m

Date : 110/5/96

Batance : 1:l500.0l)

/
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I
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1101

mI

tQ~
Cancel

.. 1
]

V
I

Please select transaction categof;ll

•

To verify the recording of the check, you may close the Record Transactions
window by clicking on the Cancel button, or drag the window out of the way by
clicking and holding the top of the window and repositioning it on the screen so
that the Register comes into view

Deposit
City Water Company

.
Enciil'lg Balance:
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How to Record a Withdrawal (non-check related)

Withdrawals are recorded through the use of the Record Transactions window. This
window is invoked directly from the Register window.
1. From the Register window, click on the New button in the lower left comer
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You should now see the "Record Transactions" window as depicted below:
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2. To record a withdrawal, perform the following using the Record Transactions
window:
•
•
•
•
•
•
•
•

Click on the Payment indicator
Click on the Issue Check indicator so that no "X" appears
Ignore the Account field
Tab to the Date field and enter the date of the withdrawal in MM/DD/YY format
Tab to the Payee field and enter the description of the withdrawal
Tab to the Amount field and enter the amount ofthe withdrawal (ex: 10.00)
Ignore the Memo and Category fields
Click on the OK button

r

@ Payment

o Deposit
Account :

lssue Check

IChecking

m

Payee:I'A-T-M-W-i-th-d-ra-w-1- - - - - - - - Amount

Daie: 110/10/96

Balance : 1'1.374,50

:11 0,00

Memo

1.----'--------

CalegOl;Y :

I

[!]

Cancel

To verify the recording of the withdrawal, you may close the Record Transactions
window by clicking on the Cancel button, or drag the window out of the way by clicking
and holding the top of the window and repositioning it on the screen so that the Register
comes into view

Deposit
Cit.\' Water Company
ATM Withdrawl

$1 25.50
$10.00

+
Ending lBalance:

's.. c:;n
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How to Update (change) Recorded Transactions
Updates are recorded through the use of the Record Transactions window. This window
is invoked directly from the Register window.
1. From the Register window, click on any field in the row of the transaction that you
would like to update, then press the Update button in the lower left comer

Deposit
CityWater C~mpany
ATM Withdrawl

$500.00
$374.50
$364.50

$125.50
$10.00

+
;;;·t '10

Ending 13 alance :

•

You should now see the "Record Transactions" window showing the transaction
selected:

col
~)

Aeconl TralAsadions

r

Payment

o [)el!losil
Account:

Issue Check

...----------~

!Checking

fl'ayee:

JATM Withdrawl

Amount:

110

MamC)

I

Category :

J

,Please enter trans-ac{ion date

[i1

~

Date: 11 011'0/91$
Balance: 1$364.50

I

gK

]

I

Cancel

'I
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2. To record an update, perform the following using the Record Transactions window:
•
•
•

Click on the field that you would like to change
Change the information as appropriate
Click on the OK button

=1

AKord TraMactions

@ Payment

o DelDos~
Aocount:

IChecking

PIII,Yee:

IATM Withdrawl

Amount :

110.00
t~!:,:j

Calego/iV :

•

/

l'O"';Vi

Memo

V

Date: 110/10/96
Balanoe: 1$374.50

"I

Cancel

To verify the recording ofthe update, you may close the Record Transactions
window by clicking on the Cancel button, or drag the window out of the way by
clicking and holding the top of the window and repositioning it on the screen so
that the Register comes into view

..
Deposit
City Water Company
AT M Withdr awl

$500.00
$374.50
$364.50

$125.50
$10.00

.
Ending Illatanee:

364 '50
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AppendixD
Interface Type 2 Help and Reference Guide

The following guide was distributed to learning experiment participants just prior
to taking the test. Its purpose was to guide the user in recording checking account
transaction tasks during the learning experiment. This guide was used for the subjects
completing tasks using the software package which made ample use of physical checking
account objects in its user interface metaphor.
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Checkbook Management Application
Type 2
Help and Reference Guide
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Overview of the Checkbook Management application ....................... 3
How to start the Checkbook Management application ....................... 4
How to view the Checkbook Register ..................................... 5
How to record deposits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 6
How to write checks ................................................... 7
How to record withdrawals (non-check related) ............................ 9
How to update (change) recorded transactions ............................ 10
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Overview of the Checkbook Management application
The purpose of the Checkbook Management application is to allow you to record basic
checking account transactions using the computer. This software will allow you to:
•
•
•
•

Record deposits into your checking account
Record checks written
Record other withdrawals
Update transactions erroneously recorded

In order to accomplish this, two primary components are used:
•
•

The check register function
The write checks function

The check register function looks much like your own checkbook register. Its purpose is
to allow you to enter any type of transaction and view a running total of all the
transactions that you have entered.
The write checks function looks much like a paper check. Its purpose is to allow you to
write checks which are automatically recorded in the check register.
F or the purpose of this experiment, you will be asked to enter 10 checking account
transactions as quickly and accurately as possible. You will be asked to start a stopwatch .,
immediately upon beginning and stop the stopwatch immediately upon completion of all
transactions.
The only resource available to you for help during the experiment is this guide. You may
not discuss difficulties with peers or ask questions once the timed period has begun.
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How to start the Checkbook Management application
1. Locate the "Checkbook Mgt" Program Group on the Windows desktop

I~~:I
Checkbook
Mgt

2. Position the mouse pointer on this icon and double-click with the left mouse button

•

You should now see two Checkbook Management program icons in a small
window:
0::>

I Che'ckh,ook Mgt I,'" 1.&

~

~

Checkbook
Type 1

Checkbook
Type 2

3. Position the mouse pointer on the "Checkbook Type 2" icon and double-click with the
left mouse button

•
•

file

You should now see "Quicken 3 for Windows" as depicted below
Click on the up arrow in the upper right corner to maximize this window

Edit

Activities

I~I I

I.

Check

Checking

I

QI!I:icken 3 fOlr Windows - QDATA
lists Reports Window Help

\
..,

.&
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How to view the Checkbook Register:
The Checkbook Register allows you to view the activity that has taken place within the
Checkbook Management application. This window should be left open throughout the
duration of this session.
1. Click on the "Register" button on the icon bar

/

!

file

.Ed,tt

Activities

Ouicke,n 3 tor Windows - QOATA
lists Reports Window .!::::!.elp
I

•
•

You should now see the Register as depicted below
You can move the location of the Register window by clicking and holding the top
section of the Register and dragging it into other positions on the screen

==1
I

~ctivitie~

~dit

file

lit

~

!'IeQst!

l.Jeek

",

!:ists

QuJckie.n 3 for WlfNi.ows - QDATA
Bep[)rts Window .t!elp

\

1,..1 tJ

\

t:)Olilt Af:CIiJUflit: Clilec~lng

"'1
Ddt:

;115/90

1~'(4"

~
ResoFd

P~}'::t:

thAl1
r~-;'!'("

1*
•
. Ree!oFe ,

I

Cd1t:yUY

I l:"'~~f:'

I·.

,lplit*

Pd}llI::rl

(II

/r~'fJ_~/Y

17 l-Lirle D i~pll!lY
I !!.utton Oar

II:. ndln'l

\\

)t:iJJ~l

•

.

I'"

..

Bdldrl~t:

L!~",;,--...<i/

~ alance:

0,(0

I
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How to Record a Deposit
Deposits are recorded directly on the check register. If the register is not on your screen,
press the "Register" button on the icon bar
1. To record a deposit, perform the following using the Register window:
•
•
•
•
•
•

Click on the Date field on a next available line in the register and enter the date of
the deposit in MM/DD/YY format
Ignore the Num field
Tab to the Payee field and enter the word "Deposit"
Ignore the Category, Payment, and Clr fields
Tab to the Deposit field and enter the amount ofthe deposit (ex: 500.00)
Click on the Record button

::r

I'" ....

B'8ftk Ac·co'unt: Checking

Date

Num

10/1/96
iO/1/96

I

Payee

Category

Payment

!,lam

CII

Deposit

500 00

Deposit

I Catc?JJI.o.'iI

FqR"i:'!

Paf'met~.'

Balance

500 00

DepOSIt

\
~

~

&*

Re§,.ord

RellAor8

",

=~I

,lplib

17 I-line Display
I !!,.utton Bar

ICurrent
Balance:
Ending Balance:

I

0.00

500.~0

\

•

\

To venfy the recordmg of the deposIt, look at the regIster to ensure that the
Balance field has reflected the deposit
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How to Write a Check
Checks are recorded through the use ofthe Check Writer window. This window is
invoked from the "Check" button on the icon bar
1. From the Icon Bar, click on the Check button

lists

Registr

•

Reports

Window

.!::::!.elp

Check

You should now see the "Write Checks" window as depicted below

=1

...

Write Ch<ccks:Ch<ccki'Rg

Accoynt: I~hecking

.1

[!]

""-

Date 9115/91ll

Pay to the
Order of

$
Dollars

Address

I

I

Memo

..

I--

Category

. ,
f.:MI
Reaord

alilt
II

I:

.1 ) Ie

1·1

~Iit$

Ending Balance:

$500.00

U,2

2. To write a check, perform the following using the Write Checks window:
•
•
•
•
•
•

Ignore the Account field
Click on the Date field and enter the date of the check in MM/DD/YY format
Tab to the Pay to the Order of field and enter the name to whom the check if
written
Tab to the $ field and enter the amount ofthe check (ex: 125.50)
Ignore the Dollars, Address, Category, and Memo fields
Click on the Record button

~I

....

Write Checks': Cbecld:fl'!i)

~

, [!]

Accoynt: IChecking

f'-

Pay ~o ~he
Order of

Date 9/15/96
Ci~y

W a~er Company

$125.50

One Hundred Twenty-Five and 50/1 OOX:W:XXXXXXXX:>::V:X:<XXXXXX X :':;CXXXXXXXXXXXXX X X:':XXXXXX : Dollars

Address

I

I
Memo
/'

.
"*

f.)tI.t'

•

.

L

Ca~egory

R,esord

/

1"1

!\pIlls

Restore

Ending Balance:

$500.00

To verify the recording of the check, you may click on the Register button from
the icon bar to bring the register back into view - you can now verify that the
check was recorded in the register (ignore the Number field in the register)

Bank Account: CbeckhltiJ
Da~e

10/1/96
1 0/15/96

Num

Payee

Ca~egory

Payment

Prin~

Ci~y Wa~er Company

Clr

Deposit

50000

Deposit

12550

Balance

50000
37450
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How to Record a Withdrawal (non-check related)
Withdrawals are recorded directly on the check register. If the register is not on your
screen, press the "Register" button on the icon bar.
1. To record a withdrawal, perform the following using the Register window:
Click on the Date field on a next available line in the register and enter the date of
the withdrawal in MM/DD/YY format
Ignore the Num field
Tab to the Payee field and enter a description of the withdrawal
Ignore the Category field
Tab to the Payment field and enter the amount of the withdrawal (ex: 10.00)
Ignore the Clr and Deposit fields
Click on the Record button

•
•
•
•
•
•
•

~v

QI

. <~

8aink Account: CheckillcO
Date

10/1/96
10/15/96
10/18/96
1'11'18/96

I

Payee

Num

Category

Payment

125 50
10 00

ATM Withdrawal
A~..·!}

I CalC'''li."i/..f-'

F.,.,¥'I;'?t;?

Deposit

500 00

Deposit
City Water Company

Print

Clr

ICqt~QJ~/.'!i~

I:E

Balance

500 00
374 50
364 50

[)C',;.'1i..~~~/

/

fMt¥'
Re.Qord

•

/

I
.

R~~Ofe
f* I

.+~

N" I-Line Display

IPlits

!!.utton Bar

r

ICurrent
Balance:
Ending Balance:

0.00
364it50

I

\

\

To venfy the recordmg of the WIthdrawal, look at the regIster to ensure that the
Balance field has reflected the withdrawal
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How to Update (change) Recorded Transactions

Updates of all kinds are recorded directly on the check register. If the register is not on
your screen, press the "Register" button on the icon bar.
1. From the Register window, click on any field that you would like to update, then press
the Record button in the lower left comer

_\

t... ...

Bahk Accoulilt Che~kin!!J

°1
Date

Num

10/1196
10/15/96
10/18/96
10/18/96

..

Payee

I

Category

Print

\Payment

..

~ity W' ater Companyl

AT M W'ithdr awal

/

Re§.ord

Deposit

115.9b
10 00

Balance

500 00
374 50
364 50

/

/
,/

Clr

500 00

\

Deposit

,
~
R'eslof;e

S·~

IPlits

17 I-Line Display

r

!!.utton Bar

ICurrent
Balance:
Ending Balance:

0.00

364. 5~

..

•

To venfy the recordmg of the update, look at the register to ensure that the
Balance field has reflected the update.

I

\.

