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Resumen Una red MANET (Mobile Ad Hoc Network) es una red de
nodos mo´viles sin infraestructura, con una topolog´ıa altamente dina´mica.
Los nodos cumplen funciones de ruteo, y mantienen rutas a los diferentes
destinos utilizando protocolos de ruteo modificados. AODV es uno de los
ma´s difundidos. Incluye procedimientos de recuperacio´n local de rutas,
que dependen de informacio´n topolo´gica relativa a nodos vecinos.
NHDP (Neighborhood Discovery Protocol), es un protocolo gene´rico que
provee informacio´n topolo´gica a los nodos de una red mo´vil. Deriva del
proceso de descubrimiento de nodos vecinos de OLSR (Optimized Link
State Routing protocol).
En este trabajo proponemos un mecanismo de recuperacio´n local de ru-
tas basado en NHDP, que complementa y en muchos casos reemplaza
eficientemente a la recuperacio´n local de AODV. La propuesta es com-
patible con AODV, porque el procedimiento se dispara antes que el de
recuperacio´n local de AODV, y en caso de no tener e´xito, se continu´a
con este u´ltimo.
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1 Introduccio´n
En los u´ltimos an´os se ha desarrollado una diversidad de equipos mo´viles (lap-
tops, telfonos, etc.) que soportan TCP/IP y se comunican a trave´s de medios
inala´mbricos, como IEEE 802.11, bluetooth, etc. Cuando no se cuenta con una
infraestructura de comunicaciones, estamos en presencia de las denominadas re-
des mo´viles ad hoc (MANET). En estas redes, no hay equipos encargados de
arbitrar la comunicacio´n, sino que todos cumplen funciones de soporte de la red
(por ejemplo asumir el rol de Access Point, o colaborar en la funcio´n de ruteo a
nivel de red).
La funcio´n de ruteo es uno de los aspectos ma´s relevantes y de mayor complejidad
en el nivel de red. En particular, en redes MANET, los protocolos de ruteo deben
ser adaptados a las condiciones propias de este tipo de red: topolog´ıas altamente
variables debido a la movilidad de los equipos, posibles fallas o interferencias
en los canales inala´mbricos, limitacio´n de recursos de memoria y proceso en los
equipos, y autonomı´a limitada entre otros factores. En este contexto, ha surgido
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diversidad de protocolos de ruteo, que en gran parte son modificaciones a los
aplicables a redes fijas. Los protocolos ma´s representativos y de mayor difusio´n
son AODV [1] y OLSR [2].
En particular, AODV es un protocolo escalable en cuanto al crecimiento de la
red y que presenta un comportamiento aceptable ante cambios en la topolog´ıa.
Para tratar con este u´ltimo aspecto, incorpora dos mecanismos que se activan
cuando se necesita enviar un paquete a un destino del cual se ha perdido la ruta
debido a alguna falla: en primer te´rmino y bajo ciertas condiciones, se intenta
realizar una recuperacio´n local, que se limita a un cierto radio cercano a la falla,
no asegurando e´xito, ni en el caso de lograrlo, la optimalidad de la ruta obtenida;
luego se realiza una recuperacio´n de mayor alcance que asegura resultados pos-
itivos y una ruta o´ptima.
Una parte significativa de los trabajos de investigacio´n realizados sobre AODV,
se refiere a la recuperacio´n local [4] [5] [6] [7], proponie´ndose modificaciones que
mejoran el comportamiento del protocolo original.
En este trabajo, se propone un procedimiento que denominamos ”remplazo de
nodo”, que a diferencia de los procedimientos anteriormente mencionados, que
intentan recuperar la ruta perdida, intenta encontrar uno o ma´s nodos de rem-
plazo que sustituyan al nodo con el que se perdio´ conectividad (por falla o
movimiento). Este procedimiento se caracteriza por un bajo consumo de re-
cursos, y en caso de no lograr recuperar la ruta, se da lugar al procedimiento
standard propuesto en AODV. En gran parte de los casos, el procedimiento de
recuperacio´n de nodo recupera, adema´s de la ruta buscada, otras que depend´ıan
tambie´n del nodo en falla.
El resto del trabajo esta´ organizado de la siguiente manera. En la seccio´n 2 se
hace una breve referencia al trabajo relacionado con la recuperacio´n local en
AODV, en la seccio´n 3, se describe brevemente el funcionamiento de AODV,
poniendo e´nfasis en los procedimientos de recuperacio´n local y mantenimiento
de informacio´n acerca de nodos vecinos. En la seccio´n 4 se describe detallada-
mente el mecanismo de reemplazo de nodo presentado. La seccio´n 5 presenta
una primera evaluacio´n del me´todo realizada empleando simulacio´n, finalizando
con la seccio´n 6 en la que se resumen las conclusiones y el trabajo en curso que
continu´a al presentado aqu´ı.
2 Trabajo relacionado
Se mencionan a continuacio´n algunos trabajos que apuntan a mejorar la recu-
peracio´n local de rutas en AODV. Todos ellos se refieren a mejorar el proced-
imiento de bu´squeda de la ruta buscada, a diferencia de nuestra propuesta que
intenta reemplazar el nodo perdido por otro u otros que permitan seguir man-
teniendo rutas a los destinos afectados (en particular, la ruta que es requerida y
dispara el procedimiento).
En [5] se propone una modificacio´n a la recuperacio´n local de AODV (AODV
with Local Repair Trials). El objetivo buscado es reducir la carga en la red que
produce el procedimiento de recuperacio´n local y disminuir su demora en en-
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contrar una ruta. La diferencia principal consiste en que en AODV se realiza
un u´nico intento de recuperacio´n local, enviando broadcast un RREQ con un
alcance (TTL) determinado, mientras que AODVLRT propone una serie de in-
tentos, partiendo con un alcance predeterminado e incrementa´ndolo (hasta un
l´ımite ma´ximo) en un cierto valor hasta obtener los RREP correspondientes.
EAODVLRT (Extended Ad Hoc on Demand Distance Vector Local Repair Trial
for MANET) [6] tiene por objetivo mejorar a AODVLRT minimizando el flood-
ing, para lo cual se introduce el concepto de per´ımetro de ruteo (perimeter
routing).
En ELRAODV (Enhanced Local Repair AODV) [7] se propone un mecanismo de
recuperacio´n local a cargo del nodo upstream, basado en que cada nodo conoce,
adema´s del pro´ximo nodo (nexthop) hacia una ruta, al nexthop de este nexthop.
Adicionalmente el nodo debe conocer los nodos vecinos (neighbors) de sus veci-
nos. De esta manera, es posible enviar un mensaje unicast de recuperacio´n a un
nodo vecino que a su vez es neighbor del nexthop del nexthop. Para esto se pro-
ponen dos modificaciones al protocolo AODV: el agregado del campo nexthop
al mensaje RREP y el reemplazo del mensaje Hello por Nhello. Es necesario
adema´s modificar las tablas de ruteo ya que por cada ruta, debe conocerse el
nexthop del nexthop. Para lograr la reconexio´n, se crea un nuevo mensaje LL-
REQ, el cual es respondido por RREPs. La diferencia con la solucio´n propuesta
en este trabajo es que en nuestro caso no es necesario conocer el nexthop del
nexthop, lo cual hace innecesaria la modificacio´n del RREP y de las tablas de
ruteo AODV; por otro lado, el procedimiento de recuperacio´n no se aplica ruta
por ruta, sino que involucra a todas las rutas que ten´ıan por nexthop al nodo
que fallo´.
3 AODV
AODV es un protocolo escalable en cuanto al tamao de la red, ya que los nodos
que actu´an como routers so´lo necesitan conocer las rutas en las cuales esta´n
involucrados. Posee la caracter´ıstica de no producir ciclos, ya que cada vez que
se produce una modificacio´n a una ruta, se incrementa el nu´mero de secuencia
relacionado con ella para que no sea confundida con rutas anteriores hacia ese
destino.
La operacio´n simplificada de AODV es la siguiente:
Cuando un nodo necesita conocer la ruta a un destino, emite en broadcast un
paquete RREQ, e´ste se difunde por la red hasta que llega al destino o bien a
un nodo intermedio que ya conoce la ruta (y que tiene un nu´mero de secuencia
mayor o igual al contenido en el RREQ); en cualquiera de estos casos, el nodo
(destino o intermedio) emite un paquete unicast RREP, dirigido al nodo inmedi-
ato anterior (del que recibio´ el RREQ), indicando su costo a la ruta solicitada
y el nu´mero de secuencia. Si el nodo que recibio´ el RREQ no es el destino pero
tiene la ruta, continu´a emitiendo RREQ hacia el destino para completar la ruta
reversa, pero indicando que e´ste no sea respondido. Los nodos tienen un registro
de los RREQs que han recibido, para no procesarlos nuevamente.
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Cada nodo involucrado en una ruta a un destino, conserva una entrada asociada
en la tabla de ruteo, que contiene, entre otras cosas, el pro´ximo nodo hacia el
destino (nexthop), el nu´mero de secuencia de la ruta, el tiempo de validez de la
ruta (que se renueva cada vez que se env´ıa un datagram al destino) y una lista
de nodos precursores, que son aquellos que han solicitado la ruta a trave´s de
un RREQ (es decir, los que enviara´n datagrams dirigidos al destino para que el
nodo los reenv´ıe).
Cada nodo monitorea el estado de las l´ıneas, y cuando detecta una falla, ini-
cia un mecanismo de recuperacio´n. Este consiste en el env´ıo de un RERR a los
posibles nodos afectados (sus precursores) por el nodo ya no alcanzable. Previo
al inicio del mecanismo de recuperacio´n, y bajo ciertas condiciones, es posible
poner en funcionamiento un procedimiento de recuperacio´n local descripto ma´s
adelante. La propuesta presentada en este paper consiste en el agregado de un
nuevo mecanismo previo a la recuperacio´n local, que permite, en ciertos casos,
evitar la puesta en marcha de los mencionados procedimientos, resultando en un
costo menor.
AODV monitorea constantemente la conectividad con sus vecinos involucrados
en las diferentes rutas activas (nexthops y precursores). Para ello utiliza me´todos
basados en el nivel link layer, en el nivel IP o propios segu´n sea necesario (esto
incluye la recepcio´n de HELLOs). Al detectar la falta de conectividad, se inician
los procedimientos de recuperacio´n descriptos antes.
La recuperacio´n local en AODV es un procedimiento opcional que puede ser eje-
cutado inmediatamente al ser detectada la ca´ıda de un link para una ruta activa.
Esta´ a cargo del router upstream a la falla (respecto de la ruta perdida). Este
procedimiento se lleva a cabo so´lo para la ruta al destino y no para las dema´s
que dependen del link cado. La recuperacin local se inicia slo si la falla est a una
distancia menor o igual del nodo destino que el para´metro MAX REPAIR TTL.
El procedimiento consiste en el env´ıo de un RREQ broadcast con un TTL pre-
determinado, luego de lo cual se espera un tiempo ma´ximo prefijado por una
respuesta (RREP). En caso de no obtener la respuesta, o bien si se tuvo e´xito
pero el nuevo camino es ma´s largo (lo que generalmente ocurre en recuperacio´n
local), el nodo iniciara´ el procedimiento de recuperacio´n de errores, enviando un
RERR. El beneficio de la recuperacio´n local es que es posible, en forma transi-
toria, continuar enviando paquetes al destino afectado, por una ruta ma´s larga,
hasta la recuperacio´n definitiva.
4 Recuperacio´n por reemplazo de nodo
En este trabajo se propone implementar un mecanismo de reemplazo del nodo
con el que se perdio´ la conexio´n, y que se ejecuta previamente a cualquier otro
mecanismo de recuperacio´n de AODV, inclu´ıda la recuperacio´n local, si es posible
aplicarla. Este nuevo mecanismo intenta, ante la ca´ıda de un nodo, su reemplazo
por otro(s) nodo(s) vecino(s) que puedan oficiar de nexthops para las rutas per-
didas. Este reemplazo no implica consecuencias en el ruteo AODV, por lo tanto
es transparente a los nodos a distancia mayor que 2 del nodo desconectado, y
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no cambia la me´trica ni el nu´mero de secuencia de las rutas.
A diferencia del mecanismo de recuperacio´n local, no produce rutas sub o´ptimas
(si consideramos como me´trica el nu´mero de hops), y por lo tanto no es necesario
recurrir a procedimientos posteriores de mejoramiento de rutas.
En resumen, cuando se produce una falla, se intenta el reemplazo de nexthop
para las rutas afectadas (aquellas cuyo nexthop es el nodo ca´ıdo). Si se logra
encontrar un nodo que actu´e como nexthop para la ruta que origino´ la recu-
peracio´n, se da por terminado el proceso con e´xito. En la mayor´ıa de los casos,
adema´s de recuperar la ruta mencionada, se recuperan rutas a algunos o a todos
los destinos afectados. Si no se recupera la ruta buscada originalmente, (puede
haberse recuperado otras), se inician para ella los mecanismos previstos por
AODV.
El mecanismo de reemplazo propuesto aqu´ı se basa en que gran parte de las
pe´rdidas de rutas se producen debido al movimiento de un nodo (de aqu´ı en
adelante B) que produce cambios en la topolog´ıa. En este caso, el nodo up-
stream (A) respecto al origen de los datos, detecta la pe´rdida de conectividad
con B, que es su nexthop hacia un conjunto de destinos, y por lo tanto la pe´rdida
de las rutas a esos destinos.
El reemplazo de nodo que se propone es un procedimiento que apunta a restau-
rar las rutas perdidas a bajo costo y sin afectar a nodos que se encuentren fuera
del radio del nodo perdido. A diferencia de otras propuestas, basadas en recu-
perar so´lo una ruta, en nuestro caso se trata de recuperar la totalidad o la mayor
parte posible de las rutas afectadas por la pe´rdida de conectividad con B. Este
procedimiento de recuperacio´n se dispara reactivamente cuando el nodo necesita
enviar un paquete a una ruta afectada. Podra diferenciarse nuestra propuesta de
las dems en que en nuestro caso se trata de reemplazar al nodo B, mientras que
las otras tratan de recuperar la ruta hacia un destino en particular.
Se definen, usando la informacio´n proporcionada por NHDP, dos conjuntos de
nodos: C2, el conjunto de nodos que pueden reemplazar al nodo B, y C1, el con-
junto de nodos entre los cuales se encuentran los nexthops de B, para el conjunto
de rutas afectadas en A por la pe´rdida de conectividad con B.
Las principales caracter´ısticas del procedimiento de reemplazo son las siguientes:
– Basado en la informacio´n suministrada por NHDP: Se propone este proto-
colo gene´rico de descubrimiento de nodos vecinos para cumplir adema´s las
funciones de los frames HELLO de AODV y reemplazar los procedimientos
de mantenimiento de vecinos considerados en AODV.
– Bajo overhead: Si bien el env´ıo de los mensajes es broadcast, van dirigidos
a conjuntos espec´ıficos de nodos que los procesara´n. Adema´s, es posible re-
cuperar varias rutas con la misma cantidad de intercambios que la utilizada
para una sola ruta.
– Alcance limitado: so´lo se ven afectados el nodo que detecta la falla (A), el
que falla (B), el nexthop de B, y un nodo intermedio (en el radio de alcance
de A y del nexthop de B, que reemplazara´ al anterior. So´lo cambia el nexthop
del nodo upstream (A) y el precursor del downstream del nodo con el que
se perdio´ conectividad.
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– Posibilidad de seleccionar al nodo reemplazo del perdido en base a diferentes
caracter´ısticas conocidas por el nodo upstream (movimiento, confiabilidad,
etc).
– Compatible con el proceso AODV, y con la recuperacio´n local AODV. En
caso de que ningu´n nodo de C1 y el downstream del nodo que falla no imple-
menten el procedimiento de reemplazo de nodo, o que e´ste no encuentre un
nodo de reemplazo, se ejecuta, luego de un tiempo prefijado, la recuperacio´n
propuesta en AODV.
– No altera nu´meros de secuencia, me´tricas de ruteo, ni estado de los nodos
para las rutas afectadas, y por lo tanto no tiene consecuencias sobre los nodos
a distancia mayor que 2 del nodo en falla.
Fig. 1: Distribucio´n de nodos. A llega a Z a trave´s de B, C, K, etc.
4.1 Informacio´n manejada por los nodos
Supongamos un nodo A con una ruta al destino Z, tal que nexthop(Z) = B. Es
decir, el nodo A conoce una ruta al destino Z, y el pro´ximo nodo, segu´n la tabla
de ruteo AODV en A, es B (Fig. 1). En un cierto momento, A pierde la conec-
tividad con B, ya sea por ca´ıda o por desplazamiento de B. A debe encontrar un
nodo que reemplace a B sin cambiar para´metros tales como secuencias, tiempos
de validez de entradas y distancias.
Los conjuntos de nodos en los que se basa A para reemplazar a B son los sigu-
ientes, algunos proporcionados por NHDP y otros derivados de esa informacio´n.
– 1HN(x): Conjunto de nodos sime´tricos a distancia 1 de x (informacio´n pro-
porcionada y mantenida por NHDP en su base de datos (variable
L neighbor iface addr list de cada registro Link-Set, seccio´n 7.1 de [3]).
– 2HN(x,i): Conjunto de nodos sime´tricos a distancia 2 de x, alcanzados a
trave´s de nodo i que es a su vez sime´trico de x a distancia 1. Informacio´n
proporcionada y mantenida por NHDP en su base de datos (registros 2-
Hop, seccio´n 7.2 de [3]). El conjunto 1HN(i) al que nos referimos aqu´ı esta´
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constitu´ıdo por los elementos de N2 2hop addr tales que los elementos de
N2 neighbor iface addr list de la tupla correspondan a direcciones del nodo
i. Definimos entonces
2HN(x, i) = {k/k ∈ 1HN(i)} − 1HN(x)− {x} (1)
– 2HN(x): el conjunto de todos los nodos sime´tricos a distancia 2 de x, alcan-
zados a trave´s de cualquiera de sus vecinos,
2HN(x) = {∪i2HN(x, i),∨i ∈ 1HN(x)} (2)
En base a la informacio´n anterior, cada nodo (en particular A) puede elaborar
la siguiente(Fig. 2):
– C1(A,B): Conjunto de todos los posibles nodos que desde el punto de vista
de A, pueden ser nexthops de B respecto de una ruta buscada (por ejemplo
hacia Z), es decir los 1HN de B, excepto aquellos que tambie´n son 1HN de
A, ya que si existiera un nodo N tal que fuera el nexthop de B y a su vez
fuera 1HN(A), tendr´ıamos una ruta A → B→ N → · · · → Z , cuando en
realidad la ruta deber´ıa ser A → N → · · · → Z.
C1(A,B) = 2HN(A,B)− 1HN(A) (3)
– C2(A,B): Conjunto de nodos sime´tricos a distancia 1 de A, que pueden
conectarse al nexthop del nodo con el que se perdio´ conectividad (B), y
por lo tanto reemplazar a B, es decir aquellos nodos z que pertenecen a
2HN(A,B) y tales que existe algu´n nodo en C1(A,B) que tambie´n esta´ en
1HN(z).
C2(A,B) = {z/z ∈ 2HN(A,B)∧ 3 w ∈ C1(A,B)/w ∈ 1HN(z)} (4)
Uno de los nodos de C1 es el nexthop de B respecto de una ruta (en particular
a Z). Es necesario enviar a ese nodo un requerimiento para vincularlo al nodo
(en C2) que reemplazara´ a B: este env´ıo debe ser realizado por alguno o
algunos de los nodos de C2. Es u´til conocer a que´ nodos de C1 alcanza cada
nodo i de C2 (conjunto CMN(i,C1) para i ∈ C2). Esta informacio´n permite:
• minimizar el uso de canal, seleccionando el conjunto de nodos de C1 que
alcance a la totalidad de nodos de C2, y
• seleccionar nodos de C1 con mayor preferencia que otros (por ejemplo
ma´s estables) para que reemplacen a B (es decir, env´ıen los LREP).
– CMN(A, B, i): Conjunto de posibles nexthops de B de los cuales el nodo i
es vecino sime´trico a distancia 1. O sea, a trave´s de i, se puede acceder este
subconjunto que puede o no contener en particular al nexthop de B hacia
un destino determinado.
CMN(A,B, i) = 2HN(A, i) ∩ C1(A,B) (5)
Los conjuntos C1, C2 y CMN no dependen de una ruta en particular.
Tomando como referencia (Fig. 1), definimos los siguientes conjuntos de no-
dos para el nodo A (upstream respecto del link que falla, link A←→B)
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Fig. 2: Conjunto C1 (rayas horizontales). Entre ellos se encuentra el nexthop de B
hacia Z (izquierda). Conjunto C2 (interseccio´n de rayas horizontales y verticales).
Entre ellos esta´ el reemplazo de B (derecha)
1HN(A) = {B,D,E, F,H}
2HN(A,B) = {C,E, F,G,H, I, J}
2HN(A,D) = {E} ∗CMN(A,B,D) = {}
2HN(A,E) = {B,D,F,G,H} ∗CMN(A,B,E) = {G}
2HN(A,F ) = {B,E,H, J} ∗CMN(A,B, F ) = {J}
2HN(A,H) = {B,C,E, F, I, J} ∗CMN(A,B,H) = {C, I, J}
2HN(A) = {B,C.D.E.F,G,H, I, J}
C1(A,B) = 2HN(A,B)1HN(A) = {C,G, I, J}
CMN(A,B, i) = 2HN(A, i) ∩ C1(A,B) ( indicados con *)
C2(A,B) = {k/CMN(A,B.k) 6= ∅} = {E,F,H}
En este caso, deber´ıamos elegir los nodos E, F y H para que env´ıen el LREP. Si
se quisiera disminuir el tra´fico en la red, descartar´ıamos F, ya que J (el posible
nexthop de B) esta´ cubierto por H.
4.2 Operacio´n de los nodos
Cuando un nodo A detecta la pe´rdida de conectividad con un nodo B, nexthop
de A para una ruta hacia Z a la cual debe enviar un datagram, inicia el proceso
de reemplazo de nodo.
A trave´s de este proceso se intentara´ recuperar la ruta hacia Z y las dema´s rutas
que se ven afectadas por la pe´rdida de conectividad (o, segu´n se configure, un
subconjunto de ellas, por ejemplo, las utilizadas recientemente).
El proceso se basa en encontrar uno o ma´s nodos vecinos (en el conjunto C2) que
reemplacen al nodo B para las distintas rutas buscadas, sin que este reemplazo
modifique me´tricas ni nu´meros de secuencia de AODV.
Si luego de un tiempo ma´ximo prefijado no se recupera la ruta que desencadeno´
el proceso (independientemente de si se han recuperado otras rutas), se inicia el
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procedimiento de recuperacio´n standard de AODV para la ruta a Z.
Las acciones de los nodos involucrados son las siguientes:
1 El nodo A determina, a partir de la informacio´n adquirida por NHDP, el
conjunto de nodos que pueden reemplazar a B (C2) y el conjunto de nodos
entre los cuales se encuentra el nexthop de B para cualquier ruta conocida
por A con nexthop B (C1). Se determina adema´s (basado en los conjuntos
CMN), un subconjunto de C2 que cubre a C1 (C2C), tal que si todos los
nodos en C2C env´ıan un frame, estamos seguros de que alguno de ellos llegara´
a cada uno de los miembros de C1.
2 El nodo A env´ıa un LREQ1 broadcast, con destinos espec´ıficos a los nodos de
C2 (o C2C). El LREQ1 contiene el nodo a ser reemplazado (B), el conjunto
de destinos afectados (entre los cuales esta´ Z), y la preferencia que asigna A
a cada nodo (de C2 o C2C) que puede reemplazar al nodo B.
3 Cada nodo que recibe el LREQ1 y es uno de los destinos especificados en el
frame, env´ıa en broadcast, un LREQ2 que contiene el nodo que fallo´ (B), la
preferencia asignada por A a este nodo receptor, y por cada ruta solicitada
en el LREQ1, el nexthop del nodo para esa ruta, o 0 si el nodo no conoce la
ruta.
4 Cada nodo (R) del conjunto C1 que recibe uno o ma´s LREQ2, realiza los
siguientes pasos para determinar que´ rutas debe propagar a cada uno de los
nodos que enviaron un LREQ2
a Crea, para cada ruta recibida en cada LREQ2, una tupla (emisor, prefer-
encia, ruta, nexthop, precursor), donde emisor es el nodo (de C2 o C2C)
que emitio´ el LREQ2, preferencia es la preferencia asignada a ese nodo
por A, ruta es la ruta que ha sido afectada (en este caso Z), nexthop es
el nexthop para la ruta segu´n la tabla de ruteo AODV, y precursor es el
nodo con el que A perdio´ conectividad (B).
b Elimina las tuplas que tienen rutas que el nodo R no conoce.
c Elimina las tuplas tales que en la entrada de la tabla de ruteo AODV el
precursor para la ruta no es precursor (B).
d Elimina las tuplas en las que nexthop no es este nodo y es distinto de 0
e Para cada tupla, si nexthop es distinto de 0, suma un valor de preferencia
mayor que el ma´ximo posible que puede asignar A.
f Para cada ruta, selecciona la tupla con mayor valor de preferencia
g Para cada ruta y en funcio´n de la tupla seleccionada, agrega (si no es-
taba), al nodo emisor de la tupla como precursor para la ruta.
h Env´ıa un LREP1, que contiene tuplas compuestas por la ruta y la di-
reccio´n del nodo emisor de la tupla (que fue elegido como precursor para
la ruta).
5 Los nodos que reciben el LREP1 determinan si fueron seleccionados como
precursores, y en caso afirmativo incorporan la entrada AODV colocando
como nexthop al nodo que emitio´ el LREP1, y como precursor a A.
Para cada ruta, si se encuentra un reemplazo a B, ser seleccionado en primer
lugar, uno ya conectado al nexthop de B (el de mayor preferencia), si ninguno
cumple lo anterior, uno no conectado al nexthop de B (el de mayor preferencia).
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4.3 Uso de NHDP
La informacio´n provista por NHDP (conocimiento de neighbors a distancia 1- y
neighbors de cada uno de ellos - a distancia 2 - posibilita la implementacio´n del
me´todo de reemplazo de nodo propuesto. Adema´s, el uso de NHDP independiza
al nivel AODV del mantenimiento de neighbors y de los problemas derivados de
los v´ınculos unidireccionales: mantenimiento de blacklists, uso de RREP ACKs
en nodos que env´ıan el RREP, y reintentos de env´ıo de RREQs al no llegar el
RREP correspondiente en el nodo que genero´ el RREQ. Se hace tambie´n innece-
sario el uso de mansajes HELLO (implementados como RREPs) para publicar
la presencia de los nodos. Esto hace ma´s simple la operacio´n del protocolo, ya
que la funcionalidad de NHDP abarca las funciones mencionadas de AODV (6.8,
6.9 y 6.10 de [1]). Una consecuencia del uso de NHDP es que so´lo se utilizan
v´ınculos bidireccionales.
5 Evaluacio´n
La evaluacio´n se dividio´ en dos partes: en la primera se evaluo´ el porcentaje de
veces en las cuales el proceso de recuperacio´n de nodo tuvo e´xito en recuperar
la ruta primaria (la que desencadena la recuperacio´n) y la cantidad de rutas
secundarias que fueron recuperadas (las dema´s rutas activas que se pierden al
caer el nodo). Los resultados obtenidos fueron positivos: el procedimiento resulto´
aplicable en un nu´mero considerable de casos. Los factores considerados fueron
los siguientes:
– Cantidad de nodos en los conjuntos C1 y C2 (o C2C) para el nodo afec-
tado, depende de la relacio´n entre la superficie y la cantidad de nodos, y su
distribucio´n geogra´fica.
– Cantidad de rutas que se trata de recuperar, en funcio´n de la pol´ıtica en la
red, por ejemplo, todas las rutas activas, o las ma´s recientes, etc. (se supuso
la totalidad)
– Cantidad de rutas afectadas, que depende de la actividad de las aplicaciones.
Para realizar la evaluacio´n, se desarrollo´ un co´digo en lenguaje Tcl [9] para
simular en ns-2 [8], el mecanismo de recuperacio´n propuesto y determinar, en
funcio´n de los para´metros mencionados, los casos en que nuestro me´todo es ca-
paz de reemplazar a la recuperacio´n local de AODV.
Los para´metros de las simulaciones realizadas fueron los siguientes
reas de 2000 x 2000 mts, cantidad variable de nodos (de 80 a 130), con alcance
de 200 mts cada nodo. Movimiento de los nodos segu´n el modelo de movilidad
random waypoint model (implementado en el entorno de ns-2). Las velocidades
de los nodos se seleccionaron al azar, entre 0 y 10 m/seg, Se supuso un nu´mero
variable de rutas establecidas, de 5 hasta 40; cada nodo a nivel aplicacio´n trans-
mite datos a tasa constante, a razo´n de 5 paquetes de 512 bytes por segundo.
Las simulaciones se realizaron variando la cantidad de nodos entre 80 y 130, y la
de rutas entre 5 y 40. Se determino´ co´mo influyo´ este cambio en la factibilidad
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de recuperacio´n local sin uso de los procedimientos de AODV (o sea, en que´
medida nuestra recuperacio´n fue efectiva, para recuperar alguna ruta).
Respecto de la cantidad de rutas recuperadas en funcio´n de la cantidad de conex-
iones en la red, se observa que se recuperan ma´s rutas primarias debido a que
en algunos nodos puede haber pocas rutas, en el caso extremo, es posible que
exista una sola (la primaria), por eso la recuperacio´n de primarias es mayor y
no igual que la de secundarias y la diferencia entre ambas decrece al aumentar
la cantidad de rutas. Otro factor es que en algu´n nodo vecino se haya dado de
baja por tiempo a rutas secundarias, mientras que la primaria esta´ activa. De
todas maneras, se tiende a recuperar la ruta primaria en casi un 50% de los
casos, evitando de esta manera los procedimientos AODV, adema´s, se llega a un
porcentaje similar (un poco menor) para las rutas secundarias, que en muchos
casos evitara´ que se dispare la recuperacio´n local de AODV si se necesita la ruta
a alguno de esos destinos. Con respecto a las rutas recuperadas en funcio´n de
la densidad, observamos que el porcentaje tanto de primarias como de secun-
darias tiende a aumentar con la densidad debido a la presencia de ma´s nodos en
condiciones de sustituir al nexthop original. Adema´s siempre se mantiene algo
mayor el porcentaje de rutas primarias recuperadas por las causas expuestas en
el pa´rrafo anterior (Fig. 3) .
La segunda parte de la evaluacio´n tendra´ como objetivo comparar la perfor-
mance de nuestra propuesta con la de los procedimientos de recuperacio´n de
AODV. Para ello se esta´ incorporando nuestro co´digo al co´digo AODV desar-
rollado para ns-2 [8]. La evaluacio´n abarcara´ adema´s la comparacio´n entre el
me´todo de mantenimiento de neighbors de AODV y NHDP.
Fig. 3: Porcentaje de rutas recuperadas en funcio´n del nu´mero de rutas en la red
(derecha) y en funcio´n de la cantidad de nodos (izquierda)
6 Conclusiones
Se presento´ una mejora a AODV, consistente en un mecanismo de recuperacio´n
adecuado a casos en los que se pierde la conectividad con un nodo y por lo
tanto las rutas a los destinos que dependen de dicho nodo como nexthop. Este
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mecanismo se lleva a cabo antes de la recuperacio´n local propuesta en AODV,
y en caso de no tener e´xito, se continu´a con esta normalmente, con una demora
y carga en la red poco significativas.
Nuestra propuesta difiere de las dema´s implementadas como mejoras a AODV,
en que, ante la pe´rdida de conectividad con un nodo, no se trata de buscar so´lo
la recuperacio´n de la ruta, sino de reemplazar el nodo por otro(s) que oficie(n)
de nexthop(s) para parte o la totalidad de las rutas afectadas. La recuperacio´n
efectuada no afecta a nodos a mayor distancia que dos del nodo que detecta
la falla. Por otra parte, los procesos adicionales necesarios son muy simples de
implementar y con bajo consumo de recursos. Adema´s, los nodos con esta nueva
capacidad son compatibles con los que no la implementan, ya que si no obtienen
respuestas en un cierto tiempo, activan el proceso normal de recuperacio´n de
AODV.
Las simulaciones realizadas demostraron la factibilidad de aplicacio´n de nuestra
propuesta. Actualmente se esta´ adaptando la simulacio´n al co´digo AODV para
[8]. Posteriormente, se incorporara´ esta mejora al co´digo AODV desarrollado
para sistemas operativos Linux y Android, con la finalidad de realizar pruebas
reales en redes reducidas a pocos nodos y evaluar los resultados con diferentes
aplicaciones.
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