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In this thesis, we apply compressive sensing approach and the notion of sparse signal
recovery to the non-destructive testing application, using ultrasonic arrays. In many
signal processing applications including array signal processing, there is a remarkable
eort to use the concept of sparsity to solve an under-determined system of equations
which governs today's signal acquisition devices. The research interest in this area is to
recover sparse signals using much fewer number of measurements which is oered by the
traditional methods.
In this study, using a frequency-domain model for the signals received by an ultra-
sonic array, we propose three approaches to convert the model to the format used by
compressive sensing theory. Each proposed approach is tested on the experimental data
and their performance is compared with three of the existing array processing algorithms
in the time and frequency-domains. The rst rearrangement proposed in this thesis, is
using the measurement data obtained from individual transmitter elements in the array
at a single frequency bin. Multiple problems of this form, for dierent transmitter in-
dices at dierent frequency bins have been solved to obtain an image of the region of
interest. The experimental results of this approach show the applicability of the com-
pressive sensing in the ultrasonic non-destructive testing application. This method is
called incoherent compressive sensing throughout the thesis. The second rearrangement
proposed for the model is based on multiple measurement vectors, which allows us to
coherently process all the measurement vectors from all dierent transmitters at each
frequency bin. The results of this approach show better imaging performance than the
incoherent compressive sensing approach. These results also show that using only half
of the ultrasonic elements in the array, we can obtain an image which has comparable
iii
performance with other known array processing algorithms. The last approach we have
proposed is suing compressive sensing along with synthetic aperture imaging model. In
this approach, we show that compressive sensing can be applied to the synthetic aperture
imaging in which much fewer spatial measurements are available.
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In the rst section of this chapter, we introduce the non-destructive testing concept in
general. In Section 1.2, the ultrasonic non-destructive testing techniques are reviewed.
The motivation behind the move from regular sampling to the compressive sensing ap-
proach is reviewed in Section 1.3. Following that, the last four sections are motivation,
scope and objectives, contribution, and the thesis organization.
1.1 Non-Destructive Testing
The tremendous demand of evaluating and testing materials in industry has resulted in a
group of techniques called non-destructive testing (NDT) or non-destructive evaluation
(NDE) techniques. The term NDT is used to describe these techniques in this thesis.
NDT refers to a wide range of techniques which have a key property. This property is the
ability to evaluate the material under test, without causing any permanent damage to
the material. Flaw detection, structural assessment, determination of physical properties,
and dimension measurements are among the most common usage of NDT techniques [1].
The NDT process can be done using methods as simple as visual inspection or using
advanced methods such as dye penetrant (or liquid penetrant inspection), magnetic par-
ticle inspection, eddy current testing, radiographic inspection, and ultrasonic testing [1],
1
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to name a few. Non-destructive testing using ultrasonic array (in short ultrasonic NDT)
is the method which is studied in this research. The new paradigm of compressive sensing
is applied to reconstruct an image of the test sample under evaluation. The evaluation
targeted to detect any possible cracks or aws inside the test sample.
In dye penetrant technique which sometimes is called liquid penetrant technique as
well, a colored liquid is sprayed onto the surface of the sample and the visual aid is used
to detect surface defects [2].
Magnetic particle inspection is a method developed to evaluate ferromagnetic materi-
als. It uses the magnetic ux directivity in materials stimulated with a magnetic eld to
uncover discontinuities in the material under test. Magnetic particle technique is capable
of detecting surface defects in ferromagnetic materials. This method is perfect for low
depth inspection and its sensitivity decreases with depth.
The concept of eddy current technique is based on electromagnetic induction. In eddy
current testing, a magnetic eld is generated by applying an alternative current to the
conductor. The magnetic eld changes following the changes in the amount of current
which is applied to the conductor. The induced magnetic eld in the rst conductor, can
create a current in another conductor which is brought close to the rst one. This current
is called eddy current and measuring its value is used as a mean to detect cracks, and to
measure material properties such as thickness, coating thickness and conductivity [3].
Radiographic inspection is another advanced technique which has been used as an
NDT tool. It uses the short wavelength electromagnetic radiations such as X-rays and
Gamma rays to evaluate the material's properties. Radiographic inspection is quite
similar to the applications of X-rays in biomedical imaging. Safety is a big concern with
using this technique because of the nature of strong electromagnetic radiations which are
proved to be very harmful to human body.
Among current techniques ultrasonic testing is considered to be one of the most widely
used methods in the NDT eld. Its simplicity and capability of inspecting dierent
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materials have spread its practical applications in dierent elds of science and industry.
A short review on ultrasonic testing is provided in the following subsection.
1.1.1 Ultrasonic Non-Destructive Testing
Ultrasound waves are mechanical sound waves with frequency above the human hearing
range, i.e., greater then 20kHz. In industry, the most common way to produce these
waves is by stimulating piezoelectric materials using an alternative current eld. An
ultrasound probe contains a number of piezoelectric elements each of which can both
generate and measure ultrasound signals. The measured backscattered signal at each el-
ement, which is usually called amplitude scan (A-scan) signal; can reveal some immediate
information about the material under test. For example, using a simple measurement of
the travel time of the ultrasound pulses, the thickness of the specimen can be estimated.
The same concept can be applied to determine the distance of a aw from the probe
surface. The amplitude of the reected pulse also can give a measure of the aw's dimen-
sion. This aw detection method is called pulse echo technique in the literature. Other
sophisticated techniques have been developed using a combinations of some A-scans to
image a specimen. Brightness scan (B-scan) and crossing scan (C-scan) are two of these
techniques.
Ultrasonic testing has some advantages which make it a very popular NDT technique.
Ultrasound works in a relatively simple way and can be used to evaluate higher depths
by adjusting the power and the frequency of the transmitting pulses. One of the obvious
advantages of ultrasonic testing is its noninvasive nature to human body which makes it
a safe inspection operation. The ultrasonic testing equipments are usually small enough
that can be mounted on portable systems to carry it to the spot where an inspection is
required. This has made ultrasound very appealing to many industries where the facilities
are spread over a large area.
In the next section, we review some of the existing methods in ultrasonic imaging and
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also some of the researches that have been done to use compressive sensing in ultrasound
imaging.
1.2 A Review of Ultrasonic Imaging Techniques
In this section, we review some of the existing algorithms which have been used in ultra-
sonic imaging. This includes total focusing method, synthetic aperture imaging, spectral
based array processing techniques and some of the works in the area of compressive
sensing.
1.2.1 Total Focusing Method using Full Matrix Capture Data
Total focusing method (TFM) is a linear algorithm which uses the full matrix capture
(FMC) data to calculate the contribution of each individual scatterer in the region of
interest (ROI) to the total brightness of the nal image. The FMC mode of acquiring
data rst introduced by Holmes, Drinkwater, and Wilcox in [4]. It allows us to apply
any post processing technique, by providing all the possible time domain signals from
every transmitter-receiver pairs in the array; experimentally. The TFM sometimes is
considered to be the gold standard in ultrasonic array imaging. This is due to the fact
that it outperforms other algorithms in terms of higher resolution and lower sidelobes
which is achieved by using the most complete data set possible by the array. At the same
time it should be pointed out that TFM does not consider the existences of interference.
We will come back to TFM and its results in Chapters 3 and 4, respectively.
1.2.2 Synthetic Aperture Imaging Technique
The need for having larger aperture to evaluate bigger areas has led to eorts to de-
velop a technique called synthetic aperture imaging (SAI) technique. Synthetic aperture
technique was rst introduced in the eld of radar imaging [5] and later this idea was
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implemented in ultrasound imaging application (see [6] and the references therein) . The
main idea of SAI is to create a bigger aperture using a single real aperture in dierent
locations on an axis.
In the SAI we need to move the single real aperture along an axis to collect the
signals. This physical movement makes a dierence in the use of this technique in radar
and ultrasound imaging applications. Since the process is associated with the physical
moving of a single real aperture, spatial sampling rate is low in the ultrasound imaging.
As one can guess, this is a consequence of the low propagation speed of ultrasound waves
which limits the operator speed. The operator speed has to be slow enough to prevent
spatial aliasing. However radar imaging does not suer from this problem, thanks to the
very high propagation speed of electromagnetic waves [6] .
In this work, we do have access to the FMC data, and in order to apply compressive
sensing algorithm, in the SAI framework; we only need to use the acquired data from
the parallel transmission entries. This means that in the 64 element transducer used in
this study, there will be 64 signals, each of which belongs to one of the elements while it
transmits and receives the signal itself. The model and the results for the compressive
sensing-SAI are presented in Chapters 3 and 4, respectively.
1.2.3 Spectral Based Techniques in Array Processing
In this thesis, we have used MUSIC and Capon techniques as a comparison tool for the
performance of our proposed algorithms. Multi-Signal Classication (MUSIC) algorithm
was rst introduced by R. O. Schmidt in 1979. MUSIC is capable of estimating many
parameters including number of signals, location of the reectors, noise level, strength
and cross correlation among directional wavefronts and also polarization [7]. These ca-
pabilities of estimating unknown parameters have made MUSIC a powerful algorithm in
the eld of array signal processing. It has been successfully used in radar, sonar, and
ultrasound imaging applications.
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One other spectral based beamforming technique is Capon [8] or minimum variance
distortionless response (MVDR) beamformer which aims to maximize the output power of
the beamformer while trying to suppress interference as much as possible. Both MUSIC
and Capon are parameter based methods. In MUSIC a user parameter needs to be
adjusted based on the noise subspace. The Capon technique has a parameter which is
a regulation used in order to compensate the mismatch between the sample covariance
matrix and the true unknown covariance matrix.
1.2.4 Compressive Sensing Approach
Since the introduction of compressive sensing in the literature, researchers have tried to
use the concept in ultrasound signal reconstruction. These eorts have been carried over
in both biomedical engineering and industry applications of ultrasound.
In a paper published by Friboulet and et.al in 2010 [9], an RF signal reconstruction
in medical ultrasound is proposed which uses directional wave atoms to exploit sparsity
in the oscillatory patterns of RF signals.
It is been shown in [10], that a low rate of sampling is achievable for signals containing
a stream of short pulses, by use of nite rate of innovation (FRI) along with compressive
sensing. The parameters needed to describe the FRI signals have been estimated from the
minimal number of samples. The proposed scheme is extended from periodic streams to
the general nite and innite streams. This method suggests a substantial rate reduction
with respect to the conventional sampling schemes.
Wagner and Eldar, in [11]; have proposed an image reconstruction method based
on compressive sensing. In this paper, the eect of noise on the individual transducer
element signals in the FRI framework has been studied. The authors propose that instead
of applying the FRI scheme to the individual transducer elements, one can apply the
FRI to the beamformed signal along a narrow beam, to achieve higher SNR and to
remove the destructive eects of the noise on the parameter extraction. They refer to
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the approach by compressed beamforming. This study has been successfully applied to
cardiac ultrasound data.
To the best of our knowledge the compressive sensing approach has not been imple-
mented in the ultrasonic non-destructive testing application, so far. In this thesis, we
aim to rst develop the proper model of the ultrasonic NDT environment, and then show
that how compressive sensing can be used to recover the ROI image.
1.3 From Regular Sampling to Compressive Sampling
The pioneering work of four independent researchers V. Kotelnikov, H. Nyquist, C. Shan-
non, and E. T . Whittaker has resulted in a revolutionary theorem in digital signal pro-
cessing [12]. In the literature , this theory is usually referred to as Shannon's sampling
theory. The key aspect of this theory is that analog signals having the highest frequency
of fm hertz can be completely determined by the signal samples obtained with sampling
rate of 1/2fm. This sampling rate is called Nyquist-Shannon rate. Although sampling
the signal using Nyquist rate will guarantee a successful reconstruction of the original
signal, there are some emerging applications in which sampling with Nyquist rate causes
a huge amount of data. Cost is another issue which is extremely important in some ap-
plications including magnetic resonance imaging (MRI) and this cost is directly related
to the sampling process.
In applications such as imaging, video, medical imaging, remote surveillance, spec-
troscopy, and genomic data analysis sampling the signals with Nyquist rate is not of our
interest. This is mainly because of the huge amount of data which need to be processed
afterward. Data acquisition time have been an issue in MRI and any attempt to speed
up the process is of a signicant importance. However, having lower sampling rate is
limited because of its dependency on the physical and physiological constraints.
In all the above mentioned situations, achieving the same image quality with less
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amount of acquired data is appealing for researchers, and here is where compressive
sensing can come into the play( [13], [14]).
Compressive sensing is an alternative approach which can replace the two stage pro-
cess of high rate sampling followed by compression, into one single compressed sampling
step. Nowadays, transform coding is the approach which is dominating the data com-
pression and is used in many practical image compression applications. Transform coding
includes the following major steps. First, high rate sampling of the analogue signal using
Nyquist rate. Second, in a known transform domain, the location of a desirable number
of largest coecients will be saved and the rest of the coecients will be discarded. Fi-
nally, the amplitude and the index of the chosen coecients will be encoded to be used
in the proper domain. As the process suggests, the high rate sampling needs to be done
and in the transform domain only a portion of the transform coecients will be nally
used. Since the location of the largest coecients change in each signal, the encoding
process is a challenge itself too.
Transform coding along with compression has made it possible to have an image
with less number of coecients while making an error which is hardly noticeable. The
nature of many practical signals is so that one can follow the transform coding process
to compress the data, however it is still facing the high rate sampling problem and the
challenges in the encoding process.
Compressive sensing is looking for sensing the major coecients of these signals di-
rectly and hence remove the need of high rate sampling and encoding process.
1.4 Motivation
In a very wide range of industries, the need of evaluating materials is growing because
of the safety regulations and the huge cost and energy that a malfunction may cause to
the regular process of these industries. The increase need in evaluation process, demands
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faster and quicker techniques which help the technicians to evaluate more in less time.
In order to better meet these needs, the array signal processing community is trying to
move from the traditional sampling techniques to the new approaches such as compressive
sensing approach.
Ultrasonic NDT is one of the areas in which the need of evaluating huge amount of
materials and surfaces demands quicker ultrasonic signal acquisition. An ultrasonic test
usually carries on a material which is supposed to be in its good shape unless there is
a crack, corrosion, or cavity inside. Only a small portion of the collected data using
traditional methods, belongs to these corrupted areas. This motivates us to look at the
problem as a sparse signal problem. Having said that, we are interested to develop a
model which reects the sparsity of the media and in the next step use a sparse signal
recovery approach through convex optimization to reconstruct the sparse signal repre-
senting the ROI.
The motivation for this work is that, compressive sensing can lower the amount of
input data to the imaging algorithm and thus can pave the way to build new ultrasonic
probes with less number of ultrasonic elements. This can be interpreted as quicker,
cheaper and faster ultrasonic evaluation.
1.5 Scope and Objectives
Our focus in this work is to rst show that compressive sensing is well applicable to the
non-destructive testing application using ultrasonic arrays. The goal is to produce an
image from the scene using partial frequency information captured using an ultrasonic
array. To achieve this goal, we use the concept of compressive sensing and use sparsity
seeking approaches to recover the sparse signals. There are greedy as well as optimization-
based approaches to recover the sparse signal. The optimization based approach has been
used through the work in the recovery of the sparse signals. In this work, the Nyquist
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sampled time-domain signals are available in the FMC. The measurements are modeled
in the frequency-domain such that the the components of the image to be recovered, are
the reection coecients of the grid points which are assumed in the ROI. Recovering
these coecients will result in an image from the ROI which can show the structure of
the material under test.
1.6 Contributions
In this thesis, we show, through experimental results, that compressive sensing can be
considered as one promising approach in the ultrasonic non-destructive testing applica-
tion. Using a frequency-domain formulation, a typical ultrasound contact NDT environ-
ment is modeled. This model is then used along with sparse signal recovery techniques to
obtain an image of the ROI. In contrary to many works in the compressive sensing area,
we use a x measurement matrix in the recovery stage which is directly resulted from
the model. This matrix is used to recover the coecient vector in the frequency-domain,
by solving a sparsity seeking problem.
Using the model, three rearrangements have been proposed and in each case an opti-
mization based recovery method is used to recover the sparse vector(s).
In the rst approach, we rearrange the model to break down the wide-band prob-
lem to multiple single-frequency bin problems. In this rearrangement, we have multiple
compressive sensing problems for each individual transmitter indices at each angular
frequency bins. Having access to the solutions of this problems, we suggest to average
multiple recovered images over dierent frequency bins or dierent transmitter element
indices. Since we process the measurements from dierent frequency bins and dierent
transmitter indices incoherently, we call this approach incoherent compressive sensing.
In the second approach, we propose a coherent compressive sensing through multiple
measurement vectors (MMV) model. In this approach, we will arrange the single mea-
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surement vectors, from the previous approach, for dierent transmitter indices in one
matrix. Knowing that the corresponding vector images for these measurement vectors
have a common support (measurement matrix), we use the MMV signal recovery ap-
proaches to recover multiple sparse vectors. In the MMV model, we know that these
multiple vectors have the same locations for their non-zero entries. MMV model makes
it possible to solve a single problem at each frequency bin, and obtain a nal image by
averaging over dierent images at dierent frequency bins. The MMV results show that
using only half of the ultrasonic array elements, a recovery of the sparse signal, associated
with the ROI under the transducer; is achievable.
Lastly, we apply the concept of sparse signal recovery along with a synthetic aperture
imaging model for the ultrasonic NDT environment. We call this approach compressive
sensing-SAI. In this approach, we only use the signals from parallel signal transmission
paths in which the same element transmits and receives signal each time. This means
that, only a few signals in the FMC (which is equal to the number of elements in the
array) will be used. Although, based on traditional approaches; this amount of data is
much less than one can hope to recover the sparse signal, however our results show that a
recovery can be achieved. Not to forget to mention that, the results of this approach are
to show the power of compressive sensing and yet need more improvement to be accepted
in the industry.
1.7 Thesis Organization
The organization of the thesis is as follows. In the next chapter, we will review the concept
of sparse signal and the theory of compressive sensing along with the dierent recovery
approaches proposed for the sparse recovery in both incoherent processing and MMV
models. In Chapter 3, the data model is introduced and three algorithms which are used
as comparison tool are presented. In chapter 4, we present the results of our proposed
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compressive sensing based methods. This includes incoherent compressive sensing, MMV,
and compressive sensing-SAI. We also compare their performance with the results from
the non-compressive sensing based techniques, in this chapter. The conclusions and
future work are presented in Chapter 5.
Chapter 2
Compressive Sensing
In the last decade, compressive sensing theory has emerged in the eld of digital signal
processing. The main work of compressive sensing was initiated by E. J. Candes, J.
Romberg and T. Tao in ( [15] [16], [17]) and D. Donoho in [18], who showed that for a
wide range of natural signals, a much more ecient way of sampling than the traditional
sampling technique can be used.
There have been several tutorials, articles, and books which have studied and reviewed
dierent aspects of the compressive sensning/sampling theory ( [19], [20] , [21] , [22], [23]).
Compressive sensing is now accepted as a powerful tool which can be used in many
applications, where the traditional sampling theory fails to eciently sample the analogue
signals.
Compressive sensing theory starts with the fact that many of the signals sampled at
Nyquist rate can be compressed, when one needs to have an acceptable amount of data to
store or transfer. Compressive sensing theory suggests that for a specic family of signals,
which are sparse or approximately sparse, a much more ecient course of sampling and
recovery method can be developed. The name compressive sensing comes from the fact
that the theory combines the sampling and the compression steps used in the traditional
sampling theory into one step.
13
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The organization of this chapter is as follows. In Section 2.1, after providing the
formal denition of a sparse signal, the problem of compressive sensing is stated. The
sensing process and the reconstruction algorithms, which are used in this research, are
described in the Section 2.2. Section 2.3 covers the stable signal recovery condition in
the compressive sensing theory. In Section 2.4, the MMV problem and the existing
recovery approaches for this problem are presented. Finally, in the last section of this
chapter, Section 2.6; a brief summary of some of the applications of compressive sensing
is provided.
2.1 Compressive Sensing and Sparse Representation
There are two principles which are needed in order to apply compressive sensing. The rst
one is that the signal of interest should be sparse in a mathematically known domain.
Finding the proper domain is very essential since a signal can be sparse in a specic
domain but may not be sparse in other domains. The term basis, in the rest of this
chapter, refers to this proper domain. The second principle is that the sensing matrix is
incoherent with the sparsifying basis of the signal [20]. The measurement matrix refers
to the matrix which is used to capture the signal. Candes and Tao [24] have shown that
satisfying the so-called restricted isometry property (RIP), for the product of the sensing
matrix and the basis matrix; guarantees the uniqueness of the reconstruction algorithm.
Proof of the RIP is provided by others too [25]. A detailed discussion on coherency and
RIP is provided in Section 2.3.
The nal step of compressive sensing is the signal reconstruction step, from an under-
determined system of equations; using one of the known methods including l1-norm
minimization. The study of the uniqueness of the solution and stable signal recovery
conditions such as restricted isometry property and incoherency are proven to be true
for a set of known matrices which they have some sort of randomness nature in their
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construction.
Before we continue with the theory, we need to provide the formal denition of a
sparse signal. Signal x ∈ Rn is called K-sparse if it has only K non-zero elements. The
mathematical notation for this denition is ∥ x∥0 = K, where ∥ · ∥0 is called l0-norm and
it simply counts the non-zero elements of the vector which the operator is applied to.
This denition is the same as one say that the cardinality of the support of x is equal to
K, where the support of x is dened as
supp(x) , {i : xi ̸= 0}. (2.1)
To be precise here, we need to remind the reader that we will refer to ∥x∥0 by l0 and call
it zero-norm hereafter but in reality we know that it is not a norm, not even a quasi-
norm ( for a quasi-norm, the triangle inequality in the norm denition is replaced by
∥x+ y∥ ≤ w(∥x∥+ ∥y∥), for some w > 1; and any two vectors x and y). Here, we need








We refer to ∥x∥p by lp and call it p-norm or lp-norm.
In the compressive sensing framework, the rst concern will be nding a basis that
provides a sparse representation of the signal of interest. Using a proper basis, we will be
able to see the signal's sparse characteristics in the coecients along the bases' compo-
nents. In the literature, sometimes instead of basis, a frame is used. Frames are known
to be the redundant counterparts of traditional bases. A frame [26] is dened as a set of
vectors {ai}ni=1 corresponding to A ∈ Rm×n with m < n such that for all vectors x ∈ Rn,
there exist 0 < α ≤ β ≤ ∞ that satisfy
α∥x∥22 ≤ ∥Ax∥22 ≤ β∥x∥22. (2.3)
The parameters α and β are called frame bounds and ∥x∥22 is the square of lp-norm
with p = 2 dened in (2.2). For A ∈ Rm×n, α and β correspond to the smallest and
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the highest eigenvalues of the Gram matrix (ATA), respectively. We say the frame is
tight if α = β, equal-norm if ∥aj∥2 = ∥ak∥2, for aj, ak ∈ Rn, and unit-norm if ∥ai∥2 = 1,
∀ai ∈ Rn
Based on this denition, an orthonormal basis can be seen as a tight unit-norm frame.




| < x, ai > |2 = ∥x∥22. (2.4)
In connection with frame and basis discussion, we discuss the incoherence sensing
principle in Section 2.2.
Having the formal denition for a sparse signal, it is time to state the main problem
of compressive sensing. The main problem of compressive sensing is to nd a stable
algorithm to solve an under-determined system of linear equations, while the unknown
vector is known to be sparse. The linear system of equations
y = Ax (2.5)
where A ∈ Rm×n, m < n and y ∈ Rm; is called an under-determined system in which
the number of unknown elements in x is larger than the number of available equations.
In the general case, where the sparsity of the signal is not taken into consideration,
the under-determined system of (2.5) has either no solution or many solutions; however
adding the knowledge of the sparsity for the vector x, compressive sensing guaranties
not only nding a solution for the system of equations, but also provides a stable signal
recovery. By stable signal recovery, we mean that compressive sensing nds a solution
which is unique, or at least in a probabilistic point of view, is close enough to the optimal
unique solution.
In the next section, the reconstruction of a sparse signal from the under-determined
system is discussed.
Chapter 2. Compressive Sensing 17
2.2 Reconstruction using Convex Optimization
Assume that signal x is represented in a proper domain with a basis matrix Ψ. The




ψici = Ψc (2.6)
where ci are the coecients along the ith basis vector, i.e., the ith columns of Ψ. In the
matrix notation c,x ∈ Rn and Ψ ∈ Rn×n. In reality, x and c are equivalent representa-
tions for the same signal in two dierent domains. From the signal processing view, one
can decide to work with signal coecients c ( for example in the recovery stage), instead
of signal x; keeping in mind that they are related through (2.6).
The assumption of x being K-sparse implies that there are only K non-zero coe-
cients, and hence, only K columns of Ψ contribute to the information in the signal. To
this end, K is sometimes called the true dimension of the sparse signal x. In the case
of our interest where K ≪ n, compressive sensing approach can be used instead of the
traditional Nyquist based approach to sense the signal. Compressive sensing ascertains
that sensing such a signal is conceivable by using only m < n measurements, which have
been collected in a non-adaptive manner. In this context, non-adaptivity means that the
acquisition process which is reected in the measurement matrix, is independent of signal
x and only depends on the number of nonzero elements. The measurement vector y is
y = ΦΨc = Φx. (2.7)
where Φ ∈ Rm×n is the measurement matrix. Dening A = ΦΨ we can rewrite (2.7) as
y = Ac. (2.8)
As we will mention later in this chapter, in the compressive sensing literature; it is shown
that a random matrix is the best choice one can make when choosing the measurement
matrix. One common way to produce this matrix is by generating independent and
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identically distributed (i.i.d) random variables from Gaussian probability density with
zero mean and variance 1/n. By choosing Φ as a random matrix, the measurement
vector will be a randomly weighted linear combination of samples of the desired signal.
We will discuss the required condition for the measurement matrix and the number of
measurements in Section 2.3.
The art of compressive sensing is that it shows that assuming sparsity for the signal of
interest, we can design a proper Φ that can capture all the essential information (nonzero
components) of x using only m measurements. This number of measurements is much
smaller than the dimension of the unknown signal. Using these few measurements, we
can recover the original sparse signal by solving a sparsity seeking problem.
As pointed out in the previous section, we face an under-determined (m < n) system
of equations in (2.8) with potentially many solutions. A known approach to solve this
problem is using l0-norm minimization of the form of (2.9). This minimization nds the
vector with the minimum l0-norm among all vectors which satises the linear constraint
of Ac′ = y.
ĉ = argmin
c′
∥c′∥0 subject to Ac′ = y. (2.9)
This optimization is called basic pursuit(BP) problem [27]. The compressive sensing
theory was rst developed for an ideal noiseless situation. However, none of the com-
mercially available acquisition devices has innite precision and this causes the practical
signals to be contaminated by some sort of random noise. The nature of this random
noise is in contrast with the idea of compressive sensing since it destroys the sparsity
we expected from the signal. This non-ideality brings the need of a robust compressive
sensing algorithm in the literature. The general model of an empirical data acquisition
system is
y = Ac+ v (2.10)
where v is the additive measurement noise vector of the same size of y. A robust l0-norm
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minimization problem which has been proposed for the data model of (2.10) is called
basic pursuit de-noising (BPDN) problem [28]. In BPDN problem, the constraint in
(2.9) is adjusted using a least-square regularization of the form
∥Ac′ − y∥2 ≤ ϵ (2.11)
to handle the error caused by measurement noise. In (2.11), ϵ is the noise level or
equivalently the estimation of the variance of the noise vector v.
With a high probability, one can expect that solving the l0-norm optimization problem
leads to recover x using only m = n + 1 i.i.d Gaussian measurements [29]. However l0-
norm optimization is a combinatorial non-convex problem which is very dicult to solve.
Solving this minimization problem (even with the sparsity knowledge of the signal) is
unstable and NP-hard (i.e., it can not be solved in polynomial time) which requires an
exhaustive enumeration of all possible locations of the non-zero samples in x. Indeed, l0-
norm minimization has an exponential complexity of O(en). Before moving on to review
the solutions which have been proposed to solve this non-practicality of the l0-norm
minimization; we briey review convex program. This review includes the denition of
a convex set, a convex function and a convex problem [30].
A set C is convex, if for any x1, x2 ∈ C, and any 0 ≤ α ≤ 1, we have
αx1 + (1− α)x2 ∈ C (2.12)
A function f : Rn → R is convex, if the domain of f (denoted as dom(f)) is a convex set
and if for all x,y ∈ dom(f), and 0 ≤ α ≤ 1, we have





subject to fi(x) ≤ bi, i = 1, ...,m. (2.14)
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is called convex, if the functions f0, ..., fm : Rn → R are all convex.
In the search to convert the l0-norm based optimization problem to a convex opti-
mization problem, a relaxed version has been proposed which uses l1-norm instead of
l0-norm in the objective function. This relaxation will turn the optimization problem
into a convex one. It is been shown that l1-norm minimization can be solved using linear
programming with the complexity of O(n3). The convexity of lp-norm results directly
from the triangle inequality and the positive homogeneity in the norm denition. Trian-
gle inequality states that if p(·) (for p ≥ 1) is a norm, then the inequality in (2.15) holds
true all the time, i.e.,
p(x+ y) ≤ p(x) + p(y) (2.15)
for all x,y ∈ Rn. The positive homogeneity is satisfying p(αx) = αp(x), ∀α > 0 and
x ∈ Rn.
For the noise-less case, the relaxed proposed optimization based on l1-norm, is
ĉ = argmin
c′
∥c′∥1 subject to Ac′ = y (2.16)
which minimizes the summation of the amplitudes of the components of c′.
Similar to the l0-norm optimization problem, for BPDN problem, the constraint is
modied to ∥Ac′ − y∥2 ≤ ϵ, i.e.,
ĉ = min
c′
∥c′∥1 subject to ∥Ac′ − y∥2 ≤ ϵ. (2.17)
Based on the denition of a convex problem in (2.14) and having a convex function in
the constraint (l2-norm), the relaxed problem in (2.17) is convex and amenable to an
ecient solution [30]. The solution to this problem can produce the same results one can
expect from l0-norm optimization ( [15], [18]).
Before we end this section, it is worthwhile to mention that (2.16) is not the only way
we can use the least-square regularization of (2.11). Chen, Donoho, and Saunders in [27]
proposed the penalized least-square problem of
ĉ = min
c′
∥Ac′ − y∥22 + λ∥c′∥1. (2.18)
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There is also a least absolute shrinkage and selection operator (LASSO) [31] regularization
method which uses an l1-norm constraint as
ĉ = min
c′
∥Ac′ − b∥2 subject to∥c′∥1 ≤ τ (2.19)
The parameters in (2.17), (2.18), and (2.19) can be designed such that the solutions of
the three optimization problems coincide [32].
The l1-norm optimization is not the only way to solve the problem stated by com-
pressive sensing. Greedy approaches, including orthogonal matching pursuit (OMP)
[33], iterative hard thresholding (IHT) [34], and compressive sampling matching pur-
suit(CoSaMP) [35]; are also proposed to solve this problem.
In the following section, we review some of the uniqueness and stable signal recovery
conditions on matrix A in (2.17).
2.3 Uniqueness and Stable Signal Recovery Conditions
In this section, we review the required conditions for the uniqueness of the solution found
for the compressive sensing problem. The uniqueness study is indeed only for the noiseless
case. In the noisy scenario instead of uniqueness a stable signal recovery conditions are
studied [36].
The uniqueness of the solution to the l0-norm minimization problem is studied based
on the mutual coherence ( [36] , [37]) of the matrix A. Mutual coherence of matrix
A ∈ Rm×n is dened as
µ(A) = max
1≤i,j≤n,i̸=j





where G ∈ Rn×n is the Gram matrix dened as G = ATA; and ai, aj are columns of A.
Linear algebra states that µ(A) ∈ [ 1√
n
, 1], where the lower bound, 1√
n
is achieved if one
builds A as a concatenation of some pairs of orthogonal bases. Examples of the pairs of
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orthogonal bases are, the identity and the Fourier, the identity and the Hadamard [36].
The upper bound is attained if at least a column of one of the orthogonal bases is found
in the other. The lower the mutual coherence, the better signal recovery we achieve.
The sparsest solution is guaranteed if ∥c∥0 ≤ 12(1 +
1
µ(A)
) [38]. For a unitary matrix, the
coherence is zero and for a general matrix the closer the coherence to zero, the more that
matrix behaves like a unitary matrix.
Another criterion studied in the compressive sensing literature is a metric called spark.
The Spark of the matrix A is dened as the smallest number of columns of A that are
linearly dependent [37]. As pointed out in [37], Kruscal rank is another term describing
the same property. In [37], it is been proved that if a solution found for y = Ac obeys
∥c∥0 ≤ Spark(A)/2, this solution is necessarily the sparsest possible solution. In this
notation Spark(A) is the spark of the matrix A. It is worth mentioning here that Spark
is dierent from rank of a matrix. This becomes obvious once one tries to calculate
these two. Evaluating rank of A requires n steps, while the evaluation of Spark of the
same matrix is a combinatorial process of complexity 2n [38] steps. It is very dicult to
calculate this parameter in any moderate size problem as we face in this work.
As a nal note on mutual coherence and Spark criteria, these two are related through
Spark(A) ≥ 1 + 1
µ(A)
. (2.21)
Equation (2.21) shows that satisfying either condition is enough to guarantee the sparsest
solution. The coherency and Spark criteria give a sucient condition on the matrix A
and guarantee a unique solution for the noiseless problem.
In a noisy scenario however, uniqueness is not guaranteed and instead a stable signal
recovery conditions on the measurement matrix is introduced. The RIP is introduced by
Candes and Tao, in [20]. A matrix A ∈ Rm×n satises the restricted isometry property
of order K ≤ m if for any sub-matrices containing K columns of A (Ak), there exists a
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δK ∈ (0, 1) such that
(1− δK)∥c∥22 ≤ ∥AKc∥22 ≤ (1 + δK)∥c∥22 (2.22)
holds for any vector c ∈ RK sharing the same K nonzero entries ( [20], [15], [36]). In
plain English, RIP states that any sub-matrices (AK) from A are close to isometry and
can preserve the distance between dierent c vectors. This has the same meaning as one
states, despite the fact that the l0-norm optimization may not provide a unique solution
to BPDN; however meeting RIP ensures that if one possible sparse solution is found, any
alternative solution will be very close to the claimed solution. In the norm 2 sense, it
means that the norm two of the dierence between the unique solution and the BPDN
solution is close to zero. Having all the eigenvalues of the Gram matrix, ATKAK ; in
[1− δK , 1 + δK ] is an equivalent condition for RIP ( [25]).
RIP property and the required number of measurements for perfect recovery for ran-
dom matrices have been studied thoroughly in the literature. For a special case of Φ
being i.i.d Gaussian and Ψ an identity matrix (i.e., Ψ = I), the required number of
measurements for perfect recovery is obeying the following inequality:
m ≥ CK log(n/K) (2.23)
where C is a small constant. This small constant depends on how big we want the
probability of recovery to be. The following theorem drawn from [23] and [39] shows the
required number of incoherent measurements to recover a K-sparse signal.
Theorem 1. Let A ∈ Rm×n that satises the RIP of order 2K with constant δ ∈ (0, 1/2].
Then m ≥ CK log(n/K) where C = 1/2 log(
√
24 + 1) ≈ 0.28.
Proof: see Appendix A of [23].
This number if much smaller than the length of the unknown vector of c.
Chapter 2. Compressive Sensing 24
2.4 Joint Sparsity Approach
In this section, we review the joint sparse model and the existing algorithms to solve a
problem formulated as a joint sparse model. Joint sparse model is also known as multiple
measurement vector (MMV) model. In this thesis we use both terms interchangeably
to address the same problem. The aim of MMV problem is to identify the unknown
common support of some multiple input vectors. The MMV problem has been studied
in the area of sensor array signal processing [40]. The recent use of MMV is in the sparse
representation and using the compressive sensing theory to estimate the sparse common
support. Theoretical results on sparse representation of MMV problem is studied in [41]
and [42]. In the later reference, empirical results have been studied as well.
In many practical applications including sensor array processing, it happens that
there are multiple measurements which have been collected using the same signature
(measurement matrix). This measurement matrix captures multiple snapshots of a sig-
nal. In each snapshot, this signal undergoes a dierent pass with dierent attenuation
factor. This eventually results in dierent strength and phase characteristics for dierent
measurement vectors. The key property in the joint sparse model is that the multiple
measurements are made from signals which they share roughly the same locations for
their non-zero elements. When the signals are sparse in the measured domain, the above
property brings a new term to the eld of compressive sensing, and that is row sparse
matrix. A row sparse matrix, is a matrix which has only a few rows with non-zero en-
tries. This matrix can be built by putting multiple sparse signals, which are sharing the
non-zero locations, in a matrix. Having the single measurement vector (SMV) problem
in (2.8), the MMV formulation in the noiseless environment is
Y = AC (2.24)
where Y = [y(1) y(2) . . . y(i) . . . y(N)] and C = [c(1) c(2) . . . c(i) . . . c(N)] are now
matrices containing N columns, where N is the number of multiple measurements. In
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this notation, y(i) is the ith measurement vector. The locations of non-zero elements in
vectors c(i) are roughly the same and these vectors built the row sparse matrix, C. In
this model, A is called the common measurement matrix. Setting N = 1 converts MMV
to the SMV problem. In the MMV problem, a sparsity denition is extended to the row
sparse denition.
In [43], the authors use sparsity in localization and beamforming in microphone ar-
ray. The problem has been modeled as a joint/group sparsity problem in a combined
frequency-space domain and passive broadband sensor array has been investigated in this
work.
A source localization, based on sparsity of sensor measurement is proposed in [40], by
imposing penalties based on l1-norm. The singular value decomposition has been used
to summarize multiple time or frequency samples. The authors have used second-order
cone programming using interior point implementation to solve the optimization problem.
The eectiveness of the approach has been proved using Crammer-Rao bound (CRB) test
and the advantages of the approach have been claimed as increased resolution, improved
robustness to noise, limitation in data quantity, correlation of the sources and robustness
to the initialization.
In the sequel, we review the convex optimization-based approach to solve an MMV
problem.
2.5 Reconstruction of Jointly Sparse Signals
Before discussing the recovery algorithms a new quantity is dened [41], which measures
the number of non-zero rows in the matrix C. This quantity is denoted as K and it is
dened as
K = ∥(N (ci))n×1∥0 (2.25)
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where ci ∈ RN is the transpose of the ith row of C for i = 1, 2, . . . , n with n being the
dimension of the sparse signal. In this notation, N (·) is any vector norm in RN . Inside
the l0-norm, (N (ci))n×1 is a vector which has the ith entry equal to N (ci). Because of
the same reasons described for the SMV case in section (2.2), a relaxed version of the K
is introduced as R(K) = ∥(N (ci))n×1∥1 which utilizes l1-norm instead of l0-norm. The
uniqueness condition for the relaxed optimization problem of
min R(K) subject to Y = AC (2.26)
is derived as R(K) < ( 1
µ(A)
+ Rank(Y))/2, where Rank(Y) is dened over the columns
of Y and µ(A) is the mutual coherence of matrix A, dened in (2.20).
In the literature, this relaxed denition is covered through a the general denition of
mixed norm, to measure the sparsity of the row sparse matrix ( [44], [45]). A general
mixed norm minimization problem in the noise-less scenario is
min ∥C∥r,q subject to AC = Y (2.27)







Dierent researchers have used dierent combinations of r and q values. Choosing r
determines the speed of convergence and also the sparsity of the solution to the problem.
A smaller value of r speeds up the convergence, however it increases the likelihood of the
algorithm getting trapped in a local minima [44]. In the same article, a combination of
r = 2 and q ≤ 2 is studied. The authors of [41] use r = 1 and q ≥ 1. Some researchers
have considered l∞ for q and l1 for r ( [46], [47]). Some others have used the combination
of r = 1 with q = 2 ( [45], [48] and [49]). Sucient recovery condition for l1,2 minimization
in the noiseless case is studied in [45]. In the same reference, cases has been studied in
which l1,1 fails to recover the sparse support while l1,2 is successful. The reverse scenario
in which l1,2 fails but l1,1 succussed is also considered.
Chapter 2. Compressive Sensing 27
The linear constraint in the mixed norm approach can be modied to handle the
existence of noise in the measurement data. Similar to the SMV problem, a de-noising
formulation of (2.27) is used to recover the sparse signal from the noisy measurements.
This modied formulation is called multiple measurement vector basic pursuit de-noising
(MMV-BPDN).
In this thesis, after formulating the problem based on the joint sparse model, we have
used a mixed norm based on l1,2. Having noise in the measurement signals, the nal
optimization problem needs to be solved is
min ∥C∥1,2 subject to ∥AC−Y∥2,2 ≤ σ (2.29)
where all the bold capital letters represent matrices and are of the size C ∈ Rn×N ,
Y ∈ Rm×N and A ∈ Rm×n.
Similar to the single measurement vector case, there are also greedy based approaches
to solve the MMV problem. The simultaneous orthogonal matching pursuit (S-OMP),
and reduce MMV and boost (ReMBo) [50] are two examples of these approaches.
2.6 Applications of Compressive Sensing
The use of compressive sensing in real world applications is growing very fast. Many re-
searchers around the world are trying to apply the concept and the theory of compressive
sensing (sampling) to new problems and there have been many successful applications
in the last few years. One of the most important applications which has been revolu-
tionized by the use of compressive sensing is image reconstruction in MRI ( [13], [51]).
Compressive sensing has attracted a signicant attention in solar and radar imaging as
well ( [52], [53]).
Wireless communication is another wide area in which compressive sensing has gained
a considerable attention. Some researchers have applied compressive sensing to wireless
sensor network [54], wireless cognitive radio [55], and channel estimation [56]. There is
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an enormous list of compressive sensing applications in [57] which any interested reader
can refer to. This includes applications in geophysical data analysis, astronomy, remote
sensing, biology, speech processing, computer engineering, graphics, robotics, and control
engineering. Considering the sparsity concept and its presence in many natural signals,
we can expect an endless list going.
Chapter 3
Preliminaries
In this chapter, we rst introduce the data model. The data model we use in this
work is in the frequency-domain and contains medium, ultrasonic probe, and also noise
parameters. We use some assumptions and rearrange the model in a form which is
common in the compressive sensing literature. We will refer to this model several times
when we introduce the existing algorithms in the next section of this chapter and also in
the next chapter when we introduce our proposed algorithms.
We will next discuss the existing algorithms we have used in the thesis for performance
assessment of our proposed compressive sensing based approaches. These algorithms are
TFM, MUSIC and Capon algorithms.
3.1 Data Model
The data model which is used in this thesis is a frequency-domain model in ultrasonic
imaging. The ROI is covered with a ne grid and the model considers a nite number
of point reectors on this grid. The image of the ROI will be eventually constructed by
estimating the reection coecients of these point reectors. The goal is to establish an
algorithm which can recover these reection coecients from the frequency domain data
captured in the measurement vector.
29
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Assume an array of N transducer elements. The elements can both transmit and
receive signals. When an element is in the transmission mode, we index the transmitted
signal using letter p, and when it is in the receiver mode, the letter n is used to index
the element. When L number of potential point-like reectors exist in the ROI, the
distances of each one of these reectors from the transmitter and receiver elements can
be calculated as (see Fig. )
dlp =
√
(xp − xl)2 + (zp − zl)2 (3.1)
dln =
√
(xn − xl)2 + (zn − zl)2 (3.2)
where dlp is the distance between the pth transmitter and the lth point reector. Similarly,
dln is the distance between the nth receiver and the lth point reector. In the Cartesian
coordinate system, the pth transmitter, the nth receiver, and the lth point reector are
located at (xp, zp), (xn, zn) and (xl, zl), respectively.







np(ω)e−jk(ω)(dln+dlp)Fp(ω) + vnp(ω) (3.3)
where ynp(ω) is the received frequency-domain data at frequency bin ω, when the pth
transmitter is transmitting and the nth receiver is receiving. This model considers all
the attenuations and phase shifts in the transmitter-reector and reector-receiver paths





In a 2-dimensional ROI, the beam spread governs the inverse power law [59], which is
the reason why we use a square root for the attenuation factor in (3.4).
In the data model of (3.3), vnp(ω) denotes the corresponding observation noise when
Transmitter p is transmitting and Receiver n is receiving the backscattered signal. Hnp(ω)
captures both electrical-to-acoustic transfer function of the pth transmitter and the
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acoustic-to-electrical transfer function of the nth receiver. The phase shifts of the both
transmit and receive paths are captured in the exponential term e−jk(ω)(dln+dlp), where
k(ω) = ω
c
and c are the wavenumber and the ultrasonic wave propagation speed, respec-
tively. Fp(ω) is the transmitted signal by the pth transmitter at frequency bin ω. Finally,
ol is the reection coecient of the lth point reector.
It is assumed that the transfer functions for all the transmitter-receiver elements of
the transducer are the same, meaning that
Hnp(ω) = H(ω). (3.5)







−jk(ω)(dln+dlp)Fp(ω) + vnp(ω). (3.6)







−jk(ω)(dln+dlp) + vnp(ω). (3.7)
A frequency-dependent near-eld steering vector corresponding to the lth hypothetical








e−jk(ω)dl2 . . .
1√
dlN
e−jk(ω)dlN ]T . (3.8)
The received data vector, when the pth transmitter is transmitting, is dened as
yp(ω) = [y1p(ω) y2p(ω) . . . yNp(ω)]
T . (3.9)





The noise vector for the pth receiver is also dened as
vp(ω) = [v1p(ω) v2p(ω) . . . vNp(ω)]
T . (3.11)
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p(ω) + vp(ω) (3.12)
which is a linear combination of the frequency-dependent near-led steering vectors
(sometimes called atoms).
Using (3.8) and (3.10), the reector signature matrix and the frequency-dependent
image are built as Ψ(ω) and sp(ω), given respectively, as









Finally, using (3.13) and (3.14), the summation in (3.12) can be represented in the matrix
form of
yp(ω) = Ψ(ω)sp(ω) + vp(ω) (3.15)
where sp(ω) ∈ RL×1 and Ψ(ω) ∈ RN×L.
In the implementation step, we consider a search space of the size of Lg, on the
grid, and follow the same process from (3.7) to (3.13) with lg = 1, 2, . . . , Lg instead of
Figure 3.1: Considerig a grid of Lg points on the region of interest
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l = 1, 2, . . . , L, to obtain
yp(ω) = Ψ̂(ω)ŝp(ω) + vp(ω). (3.16)
where ŝp(ω) ∈ RLg×1 and Ψ̂(ω) ∈ RN×Lg (see Fig. 3.1). Equation (3.16) is the same
general model used in the compressive sensing literature, introduced in (2.10); with
L << Lg. In this model, ŝ(ω) is the sparse image and the aim of this thesis is to recover
this image using compressive sensing approach. In the compressive sensing literature,
Ψ̂(ω) is called measurement matrix ( the same A matrix in (2.8)), and its columns are
called atoms.
The developed model in (3.16) suggests that we can break down the wideband problem
to nite number of individual single-frequency bin problems. In the rest of this thesis,
we will show that we can estimate the support of the unknown coecient vector and
the amplitude of its components by incoherently processing for each individual frequency
bin. This will nally result in a 2-dimensional image from the ROI. This approach and
its results are covered in Subsections 4.1.1 and 4.4.3.
From the model in (3.16), we can see that the measurement matrix at each frequency
bin is the same for dierent transmitter indices. Using this common measurement ma-
trix, we have rearranged the model to have a multiple measurement vectors model, and
then we used a mixed norm optimization approach to recover the unknown matrix of
sparse vectors. The formulation and the results for the MMV approach are presented in
Subsections 4.1.2 and 4.4.2, respectively.
Finally, in Subsection 4.1.3, the model has been rearranged to have an SAI system
which has a frequency-independent coecient vector (image). This allows us to combine
the measurement vectors for desired numbers of frequency bins and apply compressive
sensing approach to recover the unknown support and coecient amplitudes. The results
of compressive sensing-SAI approach is presented in Subsection 4.4.3.
The results of our proposed compressive sensing approaches have been compared with
TFM, MUSIC and Capon algorithms to show the advantages and disadvantages of using
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compressive sensing approach in the NDT ultrasonic imaging.
In the next section of this chapter, the formulation of TFM, MUSIC and Capon
algorithms is presented.
3.2 Existing Algorithms
In this section, we introduce the formulations of the three existing algorithms, which
we have used for performance assessment of our proposed compressive sensing based
approaches.
3.2.1 Total Focusing Method
As it is mentioned in Section 1.2.1, if one provides the FMC data, TFM technique can
be implemented as a post-processing operation. Having the FMC data, TFM linearly
combines all the time-domain received signals with appropriate delays at every point
in the ROI. The TFM is employing heuristic delay-and-sum beamforming which has a
complexity of O(N2).
If we indicate the time-domain received signal, when the pth transmitter is transmit-
ting and the nth receiver is receiving, as rnp(t), the intensity of each discrete point in the
nal image will be calculated as





(xn − xlg)2 + (zn − zlg)2 +
√




where c is the propagation speed of the ultrasonic waves in the medium. Based on this
notation, rnp(t) is the inverse fourier transform of the spectrum of the measurement data
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The result of applying TFM to the our ultrasonic imaging application is presented in
Subsection 4.3.1.
3.2.2 MUSIC Technique
MUSIC is a second-order statistics array processing technique which needs the knowledge
of the covariance matrix of the measurement data. In the real applications, the true
covariance matrix does not exist and instead an approximation of it will be used.
To estimate the covariance matrix, R̂(ω); the measurement vectors in (3.15) for p =
1, 2, . . . , N are arranged as the columns of a new matrix called measurement (data)
matrix, Y ∈ RN×N .
Y(ω) = [y1(ω)y2(ω) . . . yN(ω)] =

y11(ω) y12(ω) . . . y1N(ω)





yN1(ω) yN2(ω) . . . yNN(ω)

. (3.19)





For a specic signal subspace dimension of Ns, we obtain Es(ω) which is a matrix whose
columns are the eigenvectors corresponding to the smallest N − Ns eigenvalues of the
sample covariance matrix, R̂(ω). The nal MUSIC estimation of each reector's coe-














where ψl(ω) is dened in (3.8). In this notation H is used to indicate the conjugate
transpose ( the Hermitian operator).
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Averaging over Ω frequency bins in the proper bandwidth, the bandwidth where the
signal has most of its energy; the intensity of the lth point reector in the nal MUSIC









The complexity of MUSIC algorithm is of O(LgN(N − L)).
3.2.3 Capon Technique
The Capon algorithm also needs the knowledge of the covariance matrix. We again use
the approximation of the covariance matrix in (3.20). The fact that this approximation
deviates from the true covariance matrix, brings the need to do some regularization to the
approximation covariance matrix. A regularization technique introduced in the literature
is called diagonal loading [60]. Diagonal loading is simply adding a xed value to the
diagonal elements of the sample covariance matrix. This xed value is called diagonal
loading factor (κ) and the regularized covariance matrix used by Capon algorithm is
generated as
Rκ(ω) = R̂(ω) + κI (3.23)
where I is identity matrix of size N . The Capon estimation of the contribution of the














Similar to MUSIC algorithm the nal contribution of the lth point to the intensity of the
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The robust algorithms introduced for calculating the Capon beamformer can solve it for
a complexity of O(N3).
The three algorithms introduced in this section are applied to our ultrasonic imaging
application, and the results are used in the performance assessment of our proposed
compressive sensing approaches, in Chapter 4.
Chapter 4
Compressive Sensing based Imaging
In this chapter, we propose three compressive sensing approaches for the data model
introduced in (3.3). The rst section of this chapter covers the formulation of these three
approaches. In the sequel, we introduce our experimental setup and provide the results of
applying our proposed compressive sensing based approaches to the ultrasonic real data.
We also compare the performance of these approaches with the existing non-compressive
sensing based techniques which were introduced in Chapter 3.
4.1 Compressive Sensing based Proposed Methods
In each of the three proposed compressive sensing based approaches, we start with the
system model in (3.7) and rearrange it so that we can have a compressive sensing problem
and then use an optimization based recovery technique to recover the sparse vector of
the ROI image.
4.1.1 Incoherent Compressive Sensing
As it is obvious from the model developed in (3.16), the sparse vector image ŝp(ω), is a
function of both transmitter index (p) and angular frequency (ω). This model suggests an
38
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incoherent processing in which one can solve dierent optimization problems by choosing
dierent transmitter indices or dierent frequency bins. In this thesis, we look at two
scenarios in which each time either p or ω is xed and the other one changes to have
multiple optimization problems.
In the rst scenario, we choose a single-frequency bin which has the maximum energy
and consider p = 1, 2, . . . , N to have N individual l1-norm minimization problems. Solv-
ing each minimization problem yields a complex sparse vector whose major coecients
are representing to the non-zero elements of ŝp(ω). In the next step, these results are
combined to obtain the nal compressive sensing image. A logical way to do this is by
normalizing each result by its own maximum value and summing them up for dierent
transmitter indices. The logic behind normalization is that the coecients are depen-
dent on the distances from the transmitter elements in the array, and they are dierent
in value for the same scatterer when the transmitter index changes.
The following set of optimization problems are solved. It is assumed that the noise
power, ε , is the same for all the l1-norm minimization problems.
ŝ′1(ω) = arg min
ŝ1(ω)
∥ŝ1(ω)∥1 subject to ∥y1(ω)− Ψ̂(ω)ŝ1(ω)∥2 ≤ ε
ŝ′2(ω) = arg min
ŝ2(ω)
∥ŝ2(ω)∥1 subject to ∥y2(ω)− Ψ̂(ω)ŝ2(ω)∥2 ≤ ε
...
ŝ′N(ω) = arg min
ŝN (ω)
∥ŝN(ω)∥1 subject to ∥yN(ω)− Ψ̂(ω)ŝN(ω)∥2 ≤ ε. (4.1)






where pstart and pend are selected from the set of transmitter indices p = 1, 2, . . . , N .
IIncPCS(ω) is the recovered sparse image in which IncPCS is referring to the incoherent
compressive sensing over dierent transmitter indices. In 4.2, max (ŝ′p(ω)) is with a small
abuse of notation, the maximum of the entries of vector ŝ′p(ω).
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The second scenario we have in this section is another incoherent processing, this time
by using one single transmitter (in the center of the array), and considering dierent
frequency bins. The nal image this time is obtained by adding the outputs of the
following optimization problems.
ŝ′p(ω1) = arg min
ŝp(ω1)
∥ŝp(ω1)∥1 subject to ∥y1(ω1)− Ψ̂(ω1)ŝp(ω1)∥2 ≤ ϵ
ŝ′p(ω2) = arg min
ŝp(ω2)
∥ŝp(ω2)∥1 subject to ∥y2(ω2)− Ψ̂(ω2)ŝp(ω2)∥2 ≤ ϵ
...
ŝ′p(ωΩ) = arg min
ŝp(ωΩ)
∥ŝp(ωΩ)∥1 subject to ∥yN(ωΩ)− Ψ̂(ωΩ)ŝp(ωΩ)∥2 ≤ ϵ. (4.3)







where IIncFCS(ω) is the recovered sparse image in which IncFCS is referring to the inco-
herent compressive sensing over dierent frequency bins.
The results of applying these two incoherent processing scenarios are presented in the
next section.
4.1.2 Multiple Measurement Vectors Compressive Sensing
In this section, we rearrange our model as an MMV problem. The model developed in
(3.16) which is repeated below, is the SMV model in which the same support is used to
capture ŝp(ω) vectors.
yp(ω) = Ψ̂(ω)ŝp(ω) + vp(ω). (4.5)
This model clearly shows that there is a common support for the images of dierent
transmitter indexes at each frequency bin. Having said that, we can arrange all the 64
measurement vectors at the frequency bin ω, in a matrix Y(ω) of size N ×N as we did
in (3.19).
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Using the multiple images, ŝp(ω), the image matrix S(ω) ∈ RLg×N is built as
S(ω) = [ŝ1(ω) ŝ2(ω) . . . ŝN(ω)]. (4.6)
One property of S(ω) is that the non-zero locations is shared among all its columns. In
the ultrasonic imaging application which we investigate in this research, this property
holds true because we know that based on the model we have developed, the images are
identical except for some slightly dierences in their amplitudes due to the dierence
in the distances from dierent transmitter elements. As discussed in Chapter 2, this
property is called row-sparse property. The MMV model at each frequency bin though
is
Y(ω) = Ψ̂(ω)S(ω) +V(ω) (4.7)
where V(ω) ∈ RN×N is build by arranging the noise vectors vp(ω) as its columns, i.e.,
V(ω) = [v1(ω) v2(ω) . . . vN(ω)] . (4.8)
The noise vectors in (4.8) are assumed to have the same variance. The aim of this
section is to use the joint sparse recovery algorithm discussed in Section (2.5) to recover
the multiple signals in S(ω). Once we recovered these signals, we will average them to
obtain the nal image.
In the recovery step we use a mixed norm convex optimization approach of the from
of (2.29) with r = 1 and q = 2. Applying the optimization problem in (2.29) to the
MMV model in (4.7), we have
S′(ω) = min ∥Ŝ(ω)∥1,2 subject to ∥Ψ(ω)Ŝ(ω)−Y(ω)∥2,2 ≤ σ (4.9)
where the general ∥.∥r,q norm is dened in (2.28). In this optimization problem, σ is a
user parameter which represents the estimation of the noise variance level. The MMV
image is obtained by averaging over the columns of S′(ω).
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4.1.3 Compressive Sensing in Synthetic Aperture Imaging
In this section, we look at our model from a dierent point of view which is very similar
to the concept of synthetic aperture imaging. This approach is not specic to sensor
array anymore since we will not take advantage of multiple received signals at dierent
elements in the array.
We start with the model developed in (3.6) and consider the received signals at each
receiver when the the transmitter and receiver elements are the same. The data model is
similar to synthetic aperture imaging in which a single sensor is moved along a horizontal
axis to build a virtual larger aperture. Having access to the FMC data, we already have
measurements from all the dierent locations along the horizontal axis. Substituting







−jk(ω)(dlgp+dlgp) + vpp(ω). (4.10)
















o1 o2 . . . oLg
]T
. (4.12)
Equation (4.10) can be written in the vector form as
ypp(ω) = θ
T
p (ω)o+ vpp(ω). (4.13)
In (4.13), it becomes obvious that the image vector o, is not a function of either frequency
or the transceiver index. This means that we have a real image which is the same for
dierent p and ω. Having said that we rst stack the obtained formula in (4.13) for
p = 1, 2, . . . N and obtain
y(ω) = Θ(ω)o+ v(ω) (4.14)
where y(ω) = [y11(ω) y22(ω) . . . yNN(ω)]
T , v(ω) = [v11(ω) v22(ω) . . . vNN(ω)]
T and pth
row of Θ(ω) is θTp (ω) which is formed in (4.11), i,e.
Θ(ω) = [θ1(ω) θ2(ω) . . . θN(ω)]
T . (4.15)
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The resulting dimensions are, Θ(ω) ∈ RN×Lg , y(ω) ∈ RN×1 and v(ω) ∈ RN×1. Having
the image vector o independent of frequency as well, we can stack (4.15) for as many
frequency bins as we like (Ω) to meet the sucient number of measurements to recover




















T . . . v(ωΩ)
T
]T
y = Θo+ v
where y,v ∈ R(ΩN)×1 and Θ ∈ R(ΩN)×Lg .
To recover o in (4.16) the following l1 minimization is solved.
min
ô
∥ô∥1 subject to ∥y −Θô∥2 ≤ α. (4.16)
Similar to the previous approaches α is the noise level.
With this introduction of our proposed compressive sensing based approaches, it is
now time to provide the performance assessment on the real ultrasonic array data. Before
that we introduce our experimental setup.
4.2 Apparatus and Test Sample
In this thesis, we use a 64-element linear phased array transducer manufactured by Olym-
pus, MA, USA. The array data is generously provided by the UTEX Scientic company
in Mississauga, ON, Canada and the data acquisition has been done at UTEX with the
help of their technicians. The NDE platform used at UTEX is Inspection Wave.
The detail specications of the probe is provided in Table (4.1). The 64 elements
of the transducer are designed in a way that they can independently transmit/receive
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ultrasound waves to/from the medium. This design makes the FMC operation possible
using the array.
Table 4.1: Linear phased array transducer specication
5L64-A12 , 64 elements
Frequency Pitch Active Aperture External External External
(MHz) (mm) (mm) Length (mm) Width (mm) Hight (mm)
5.0 0.6 38.4 45 23 20
In the assessment part of the thesis, we have used an aluminium block with seven
cylindrical side drilled holes. These holes are identical and are about 2 millimeters in
diameter. The test sample depth is 38 millimeter. As it can be seen in the photo, in
Fig. 4.1, the ultrasound array transducer is placed on top of the test sample and it is
wide enough to cover 3 holes in whole, but as we will see in the result section the signal
reections contain information from 5 holes. A standard water based gel has been used
Figure 4.1: Aluminium side drilled hole block and the 5L64-A12 ultrasonic transducer array on top of the sample
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to couple the transducer with the test sample to prevent any further attenuation of the
ultrasound waves in the air gap between the outer surface of the transducer and the test
sample. The 5L64-A12 transducer and the aluminum test sample are shown in Fig. 4.1.
In Fig. 4.2, the schematic of the test sample and the dened region of interest are shown.
Figure 4.2: The schematic of the test sample and the dened ROI
The ultrasonic signals captured by individual elements constitutes of 5000 time sam-
ples. The ultrasonic signal usually contains more than one reection of the test sample.
In the sample ultrasonic signal shown in Fig. 4.3, 4 reections are distinguishable where
the rst pick around sample 1250 is the rst reections from the back-wall of the sam-
ple. These reections are due to the fact that the signals reaching the back-wall of the
aluminium sample will be bounced back by the back-wall surface to the upper surface of
the sample where not all of the signal energy will be captured by the transducer. Indeed
the upper surface reects the signals back to the medium causing multiple reections in
the single ultrasonic signal.
In practice, we remove the multiple echoes, and also the reections from the front and
back-wall of the sample. The total number of 900 samples which characterize the rst
reection will be used by the algorithms. Choosing the rst reection is a wise choice
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due to the higher SNR and less contamination by the echoes from the medium itself. The
extracted rst reection is shown in the right image in Fig. 4.3.





































Figure 4.3: A sample ultrasonic signal (left), and the extracted samples of the rst echo in the ultrasonic signal (right)
The pixel sizes of 0.3 and 0.4millimeter are chosen for the lateral and range dimensions
of the ROI, respectively. This has resulted in a search space of Lg = 16275 points on the
grid and correspondingly a vectorized image (sparse signal) of the same length.
4.3 Performance Assessment of the Existing Methods
In this section, we present the results from the existing algorithms introduced in Section
(3.2). The results from this section are used to compare with the results from our
proposed algorithms in the next section.
4.3.1 Results of Total Focusing Method
The TFM image from the aluminium test sample in our study is shown in Fig. (4.4).
TFM is a powerful algorithm mostly because it is using the most information possible
to build the image. TFM is capable of imaging a wider area under the transducer.
This means that one could increase the dimension of the grid in the lateral and range























Figure 4.4: TFM image of the aluminium test sample
directions and expect to have a glance of the other two holes which are not visible in
other algorithms at all. Although this can be counted as a benet, but requiring an
acceptable level of resolution and sidelobe for the artifacts captured in the image, are
sometimes very important and limit the function of TFM or any other algorithm to
the area covered by the transducer's length. In this thesis, we focus our attention on
comparing the performance of the algorithms to capture those holes which are under the
transducer (the three center holes) and at most the 5 shown in Fig. 4.4. To simplify the
comparison of the algorithms' outputs, we will label the 5 holes captured in TFM image
by numbering them from 1 to 5 from left to right so that the top left hole is hole number
1 and the bottom right hole is hole number 5.
To this point, TFM is successful in capturing the holes while providing an acceptable
level of sidelobe and low resolution. Low resolution and the worst interference suppression
capability are the known drawback of the TFM. We will see later in this chapter, when we
present the results from our proposed compressive sensing based approaches, that imaging
the area under the transducer is possible using less number of array elements and also
using much fewer frequency bins, while providing better resolution and sidelobes. The
complete discussion on the performance assessment of dierent algorithms is provided in
Section 4.4.
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It is worth mentioning here that we will plot all the images from dierent algorithms
in the linear scale and to make a fair comparison possible we will normalize the result
of each individual algorithm to its maximum value. This normalization will give us the
images which all have a colorbar scaled from 0 to 1. In the color images the more the
color closer to red, the higher the intensity of the point is, and this indicates the location
of the holes. For example in Fig. 4.4, we can see that TFM captures the forth hole with
scale 1 and a very small sidelobe while the holes 2 and 3 have scale of 0.6 and holes 1
and 5 are close to 0.25.
4.3.2 Results of MUSIC Technique
As pointed out in Section (3.2), the MUSIC algorithm requires us to decide about the
signal subspace parameter (Ns). In our study, we have applied dierent signal subspaces
and compared the results to see what value is better to choose for Ns. We have also
considered the frequency bins in the spectrum which contribute the most energy to the
signal. In the rest of our results in this chapter, we select frequency bins in the range of
2.98 MHz to 8.89 MHz.
In our assessment to get the best MUSIC image, we have tried dierent frequency bin
ranges as well as dierent signal subspace parameters. The results for 3 sets of frequencies
and 2 values for Ns are shown in Fig. 4.5.
The rst step of comparing these images is to see how the number of frequency bins
aect their performance. We can see from Fig. 4.5, that at each row which is representing
three dierent sets of frequencies (increasing from left to right), for a specic signal
subspace value; the more the frequency bins are, the better the resolution is. Since hole
3 obtains the higher amplitude and considering the normalization to the maximum value,
the mentioned increase in the resolution is mostly for holes 2 and 4. The increase in the
resolution is also visible for holes 1 and 5. The conclusion is that in the proper bandwidth
range, selecting more frequency bins will result better images.
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With this knowledge, we now compare the last column of images in Fig. 4.5, which
belongs to the test with 300 frequency bins and forNs = 30 and 40, up to down. Although
it might not be obvious from the color images, but these results show that the image
obtained with higher Ns value has higher resolution for holes 2 and 4. To show this
increase in the resolution, we compare the l1-norm of the 6 images in Fig. 4.5, in Table
4.2. We also compare the amplitude of the holes 2, 3 and 4 in Table 4.3. The numbers
in these two tables conrm that the image with Ns = 40 is better estimating the holes.
The reason why we use l1-norm of the images to compare them, is that the higher the
l1-norm of the image, the higher the amplitude of the non-zeros is; which is indicating
a higher resolution for the holes. To compare the last column which have very close
performance we look at the amplitude of the three center holes as indicated in Table 4.3.
In this table we can see that increasing the signal subspace from 30 to 40 results higher





































































































































Figure 4.5: MUSIC image using 30, 150 and 300 frequency bins ( right to left) and Ns= 30 and 40 ( top to bottom)
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Table 4.2: Comparison of the l1-norm of MUSIC results for 30,150 and 300 frequency bins and Ns = 30 and 40
Number of frequency bins ⇒ 30 150 300
Signal subspace ⇓
30 1.1361× 106 5.5191× 106 1.16× 107
40 1.6746× 106 8.1209× 106 1.73× 107
Table 4.3: Comparison of the maximum amplitude of the recovered images, corresponding to holes 2,3 and 4; in the MUSIC
algorithm for 300 frequency bins and Ns = 30 and 40
Holes ⇒ 2 3 4
Signal subspace ⇓
30 0.7769 0.9854 1
40 0.8053 0.9937 1
Based on all the above discussion the MUSIC image with 300 frequency bins and
signals subspace Ns = 40 is the nal MUSIC image to compare with the results from
other algorithms.
4.3.3 Results of Capon Technique
Similar to the discussion we had for the MUSIC technique, to choose the best image
from Capon algorithm we run the algorithm for dierent diagonal loading factor values
and also for dierent number of frequency bins. This leads to choose the image with 300
frequency bins and κ = 0.1. Fig. 4.6 shows the result for κ = 0.1 and 300 frequency bins.
It should be mentioned here that the results of MUSIC and Capon are quite similar and
one would not be able to choose one over the other (also it should be noted that this
might not be true in other applications).
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4.4 Performance Assessment of the Proposed Methods
Now, we present our assessment of applying compressive sensing approach to the devel-
oped data model in Chapter 3. This assessment includes the three approaches introduced
in Section 4.1; incoherent compressive sensing, MMV compressive sensing, and compres-
sive sensing-SAI. Along with presenting the results form our proposed methods, we com-
pare the performance of each one of them with the results from the non-compressive
sensing based results as well. This comparison is in terms of resolution, sidelobe, and the
ability to image wider area under the transducer array.
To solve the l1-norm minimization problems we face in the incoherent compressive
sensing and compressive sensing-SAI approaches, we use CVX: Matlab Software for Dis-
ciplined Convex Programming ( [61], [62]). The MMV problems which involve mixed
norms l1,2 and l2,2, are solved using SPGL1 (Spectral Projected-Gradient Lasso). SPGL
is a solver for large-scale sparse reconstruction developed by a research team at the Uni-























Figure 4.6: Capon Image using 300 frequency bins and κ = 0.1
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4.4.1 Results of Incoherent Compressive Sensing Approach
Fig. 4.7 shows the results for the rst scenario in the incoherent compressive sensing
approach introduced in Subsection 4.1.1. This test is carried on using 8, 16, 32, and 64
transmitter elements' data, centered around element 32 of the probe, while a xed fre-





























































































(d) Full array transmitters 1 to 64
Figure 4.7: Incoherent compressive sensing with single frequency bin at 7.6 MHz
The obvious fact which can be seen immediately from this gure is that this process
does not capture holes 1 and 5 in the corners, as we saw in Fig. 4.4. At the same time
we can see that the gure shows a good performance in terms of resolution and sidelobe
in imaging holes 2, 3 and 4 which are located bellow the ultrasonic array.
Four images in Fig. 4.7 clearly show that using the data from more transmitter ele-
ments will result better images. This is predictable, since the actual aperture is a factor
in capturing the artifacts in the chosen ROI. For a better comparison between the non-
compressive sensing based algorithms with the result in Fig. 4.7(d), we look at TFM,
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(d) incoherent compressive sensing
Figure 4.8: Comparison between TFM, MUSIC, Capon and incoherent compressive sensing with single frequency at 7.6
MHz
Before comparing these results, we need to rst remind the reader that the results of
the MUSIC and the Capon algorithms are obtained by averaging over 300 frequency bins.
We also know that the TFM is basically a time domain technique which is used along
with a gaussian lter to suppress the unwanted signals. The four images in Fig. 4.8 all use
the FMC data but the incoherent compressive sensing image is obtained only using one
frequency bin. This is an immediate advantage of compressive sensing approach which
uses much less data, or similarly one may say less number of measurements; and still
capable of extracting the essential information from the sparse signals.
The incoherent compressive sensing approach shows smaller sidelobe in the lateral
and range directions compared to the second order statistics based algorithms. While the
TFM is quite good in imaging all ve holes and it does very good to image the three center
holes, we can see that the incoherent compressive sensing results show better estimation of
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the amplitude of the three holes by providing a closer values for the maximum amplitudes.
This becomes obvious if we compare the colorbar values for the three holes as provided
in Table 4.4.
Table 4.4: Comparison of the maximum amplitude of the recovered images, corresponding to holes 2,3 and 4; in TFM ,
MUSIC, Capon and incoherent compressive sensing
Holes ⇒ 2 3 4
Algorithm ⇓
TFM 0.7350 0.6790 1
MUSIC 0.8053 0.9937 1
Capon 0.8772 1 0.9890
IncPCS 1 0.7270 0.7420
In Table 4.4, we also can see that the maximum amplitude of the holes are better
for MUSIC and Capon, however these two algorithms have higher sidelobes which are
suppressed in TFM and the incoherent compressive sensing.
The next assessment is done for the second scenario of the incoherent compressive
sensing approach introduced in Subsection 4.1.1. In this case, a xed transmitter index
data is used at dierent frequency bins.
Fig. 4.9 shows four tests which are obtained using the data from transmitter p = 32
while each time dierent number of frequency bins are used. As we had expected, the
results in Fig. 4.9 show that the more frequency data we use the higher the resolution
or amplitude is, and better we can image the holes. One dierence which can be seen
when comparing this approach with the incoherent processing for dierent transmitters
in Fig 4.7, is that when we use more transmitters' data we are more likely to estimate
the true diameter of the holes. In the images in Fig. 4.9 the location of the center of the
holes is estimated even with a very few number of frequency bins, however the diameter
of the high intensity regions are not exactly reecting the true diameter of the holes in




























































































(d) 101 frequency bins
Figure 4.9: Incoherent compressive sensing with single transmitter
the samples. This is due to using only the data from one single transmitter element. We
can also see that, the performance does not improve signicantly when we increase the
number of frequency bins to 101, compared to the image obtained using 11 frequency
bins.
4.4.2 Results of Multiple Measurement Vectors Compressive Sens-
ing Approach
The results of the MMV model for a single frequency bin is presented in this section.
Fig. 4.10 shows the result for one single frequency bin at 7.6 MHz. The image in Fig 4.10
is obtained using the same data used to produce the image in Fig 4.7(d). Comparing
these two images (see Fig. 4.11), we can see that the MMV result shows a near to perfect
imaging performance for holes 2 and 3. It also show better resolution, for holes 2,3, and
4; than the incoherent processing. We also can see that in Fig. 4.10, hole 5 is captured
in the image, which was not at all visible in the incoherent processing. The result in























Figure 4.10: Joint sparse recovery compressive sensing with single frequency bin
Fig. 4.11, proves that MMV outperforms the incoherent compressive sensing for the same
frequency bin and noise power. This is true through better resolution and also imaging
a wider area under the transducer, by capturing hole 5 in the image. Now that we know
a coherent processing through MMV provides better performance, we would like to see
how the performance changes, if we use only some of the measurement vectors. After
doing some tests with dierent number of measurement vectors, we see that only using 45
measurements vectors i.e., 45 columns of Y(ω) in (3.19), we achieve better performance
than the incoherent processing at the same frequency bin. Fig. 4.12 compares incoherent
compressive sensing image obtained with 64 measurement vectors, at a single frequency














































(b) MMV using full array data
Figure 4.11: Comparison between incoherent compressive sensing (full array data) and MMV (full array data) at a single
frequency bin














































(b) MMV using 45 measurement vectors
Figure 4.12: Comparison between incoherent compressive sensing (full array data) and MMV (45 measurement vectors)
at a single frequency bin
better resolution in the MMV image and its ability to capture hole 5 are the advantages
of using MMV over the incoherent compressive sensing. MMV also provides a better
estimation of the diameter of the holes, especially form holes 2 and 3.
In the next step, we have solved MMV problem at dierent frequency bins, rst for
the full measurement matrix and also for 45 measurement vectors in the data matrix.
The averaged image of the 6 images in each case is also obtained. Fig. 4.13, shows the
results for 6 dierent frequency bins, which are equally distanced between 5.1MHz and
7.6MHz while the full measurement matrix is used.










































































































































(f) MMV using full array data at 7.6MHz
Figure 4.13: MMV solved for 6 frequency bins between 5.1MHz and 7.6MHz using full measurement matrix.
The same scenario is repeated for the 45 measurement vectors, from p = 10 to p = 54.
The results are shown in Fig 4.14. In Fig 4.15 the averaged images for the images in Fig
4.13 and Fig 4.14 are shown.
Two valuable observations in Fig. 4.15 are, rst that averaging over dierent frequency
bins has resulted to capture hole 1 in the top right, and hole 5 in the right bottom
corner. The second observation is that using only 45 measurement vectors can result the
performance we achieved using the full array. This result suggests that, only using 45
measurement vectors we achieve a result which is close enough to the one using full array
data. The amplitudes provided in Table 4.5 show the slight dierence between these two










































































































































(f) MMV using 45 data vectors at 7.6MHz















































(b) MMV, full measurement data vectors
Figure 4.15: Comparison between averaged MMV images over 6 frequency bins, using 64 and 45 measurement vectors
Finally, we test the situation which has been the ultimate goal of this thesis, and that
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is obtaining an image with less number of ultrasonic elements. For this purpose, we now
assume that our array does not have 64 elements but only there are 32 elements. We did
this by removing the data from all the even indexed elements in the array. Doing this
our full data matrix for the half array size transducer is of the size of 32× 32. The result
























Figure 4.16: Joint sparse recovery compressive sensing half of the array elements
In Fig. 4.17 we compare the MMV image using the full array size with the image
obtained with only the odd indexed elements in the array.
Table 4.5: Comparison of the maximum amplitude of the recovered images, corresponding to the holes; in MMV using full
array data and 45 measurement vectors
Holes ⇒ 1 2 3 4 5
Number of measurement vectors ⇓
45 0.1959 0.8394 0.8537 1 0.1820
64 0.0939 0.9225 0.8717 1 0.1241














































(b) half array data
Figure 4.17: Comparison between averaged MMV images over 6 frequency bins, using full and half array
Comparing these two images, we can see that even with half array data we achieved
a very good performance in imaging the area bellow the transducer. In Table 4.6, the
amplitudes of the 3 MMV cases discussed above, are provided. These values show how
the algorithm performs in each case.
Table 4.6: Comparison of the maximum amplitude of the recovered images, corresponding to the holes; in MMV using full
array data, 45 measurement vectors, and half array data
Holes ⇒ 1 2 3 4 5
Number of measurement vectors ⇓
64 0.0939 0.9225 0.8717 1 0.1241
45 0.1959 0.8394 0.8537 1 0.1820
32 0 0.8020 0.8158 1 0
The results presented in Subsections 4.4.1 and 4.4.2 prove that rst of all compressive
sensing approach is a powerful tool which can be used in ultrasound image reconstruction.
Second of all, we showed that coherent processing of the array data through MMV will
outperform the incoherent processing. And lastly, we showed that only using half array
elements we achieve better performance that incoherent compressive sensing and the
spectral compressive sensing approaches in imaging the area bellow the transducer.
In the last subsection of this chapter, we test the performance of compressive sensing-
SAI model.
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4.4.3 Results of Compressive Sensing- Synthetic Aperture Imag-
ing
In this model, since the matrix Θ is not a known matrix in the compressive sensing
area, we would like to rst test its performance through simulation. To see the eect of
increasing the number of frequency bins in recovering a sparse signal in synthetic aperture
approach, we have simulated the problem in a noise-less scenario with a sparse signal of
length Lg = 1000 and with K = 80 non-zero elements. All the non-zero elements have
unit amplitude and the l1-norm minimization with linear equality constraint is solved.
min
ô
∥ô∥1 subject to y = Θô (4.17)
MatrixΘ(ω) is generated considering the same number of array elements in our ultrasonic
array (N = 64) and also with the same ROI dimension which we have in our experimental
setup.
We simulate the problem with a single frequency bin and increase the number of
frequency bins to 13 to see with what probability we will achieve exact recovery for a
random sparse signal in each case. We run the simulation 100 times at each case and
in each run we select a random set of K indexes as the non-zero components of o. The
recovery error is dened as the norm 1 of the dierence of the recovered vector and the
true sparse vector. The probability of exact recovery is dened as the average number of
times which the recovery error drops bellow one, over 100 runs. In Fig. 4.18, the plot for
both the recovery error and the probability of exact recovery is shown. This simulation
shows that the measurement matrix Θ is a proper matrix and it also shows that for our
specic designed test, 12 frequency bins will be enough to successfully recover the sparse
vector.
The SAI model is then applied to the real ultrasonic data. In Fig. 4.19 the result is
shown for a case in which the data from 30 frequency bins are stacked based on (4.16)
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Figure 4.18: Average error of recovery (left) and probability of exact recovery (right) for simulation parameters of Lg = 1000























Figure 4.19: Compressive sensing-SAI image using 30 frequency bins
Another test is carried on with the same parameters, this time considering 30 odd
indexed frequency bins selected in the range of 6.88 MHz and 8.08 MHz (Fig. 4.20).
This test conrms that the frequency bins do not need to be selected carefully as far
as the corresponding measurements of these bins carry signicant energy in the proper
bandwidth.























Figure 4.20: Compressive sensing-SAI image using 30 odd frequency bins
Based on the results from the compressive sensing-SAI approach, we believe that our
tests in this section will be useful to better understand the power of compressive sensing
in practical applications while being aware of that it might need some modications in
the hardware setup if one wants to take advantage of the approach in a real evaluation
scenario.
In the compressive sensing-SAI model, the size of Θ is growing by a factor of 64
by increasing the number of frequency bins. Unfortunately, we noticed that CVX can
not properly solve problems of bigger sizes. This has became an obstacle to test the
performance of the algorithm using more frequency bins.
Chapter 5
Conclusions
In this thesis, using a frequency-domain model for the ultrasonic non-destructive testing
application, the compressive sensing concept is applied to reconstruct an image from
the ROI. Three rearrangement of the model are proposed which are called incoherent
compressive sensing, MMV, and compressive sensing-SAI. The convex optimization based
recovery approach is used to recover the sparse image(s). TFM and two spectral based
array processing techniques (MUSIC and Capon) are used as comparison tool. Our
results arms that in the ultrasonic non-destructive application, compressive sensing is
promising in obtaining an image using less amount of measurement data. This is true
through using less number of ultrasonic elements and less number of frequency bins data.
In the MMV approach, we have achieved better performance compared to other methods,
using the data from only half of the elements in the transducer. Having the true diameter
of the side drilled holes in the sample, we can see that the MMV results provide the best
resolution and sidelobe for the the three holes located under the transducer. In the
MMV approach, we can also see that using the data from only half of the elements in the
transducer we still can image those three holes with a very good resolution and sidelobe.
As the closing remark we remind the reader that indeed, the goal of this thesis was to
show that using compressive sensing one can hope that the acceptable image performance
65
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can be achieved using less frequency data measurements and less number of ultrasonic
array elements. This goal is archived through the results shown in Chapter 4 .
5.1 Future Work
In this study, we used a xed measurement matrix and the measurement data which is
sampled at Nyquist rate. This is resulted of not being able to use any random matrices
which are proved to be the best suited matrices in the compressive sensing literature.
Rearranging the model to a format which we can use a random matrix on the measure-
ments from all the transmitter indices in each frequency bin, one might get better results.
Another possibility is to rearrange the model so that we can use a random matrix on the
measurements from a single transmitter index while many frequency bins are used.
There are many NDT ultrasonic tests which carried out while the object to be imaged
is immersed in water. This kind of tests are called immersed NDT imaging. The results
of the proposed approaches in this thesis can be extended to the immersed test. In the
immersed test modeling, we need to consider multi-layer medium, and so dierent sound
velocities in the calculations.
Another interesting work can be done is using compressive sensing along with beam-
forming. Beamforming can provide an input data with higher signal to noise ratio (SNR),
and so decrease the background noise in the recovered images.
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