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Abstract. ln this paper, A stochastic version of eech of the maximum flow and the minimum 
cost flow problems for A directed single commodity network, where the flow of units along 
each arc of the network forms A homogeneous Poisson process, are formulated hp two chance 
constrained optimization problems and AIT solved based on the classical labeling algorithm and 
the primal-dual algorithm, respectively. 
1. INTRODUCTION 
Consider a directed single commodity capacitated network, where the flow of units traveling 
along each arc of the network forms a homogeneous Poisson process. Notice that a deter- 
ministic network is a special case of a stochastic network; that is, if the variability of the 
interarrival times of the flow of units along each arc of the network is set equal to zero, a 
stochastic network transforms into a deterministic network. 
In a deterministic network, the congestion along each arc is quantified by finding the 
number of units traveling along each arc of the network. However, in a stochastic network, 
because the number of units traveling along each arc of the network is a random variable, 
to quantify the congestion along each arc first its probability mass function should be char- 
acterized and then the resulting congestion along each arc should be obtained as a function 
of the statistical characteristics of the flow of units along each arc of the network. 
In this paper, stochastic versions of the classical maximum flow and the minimum cost 
flow network problems are presented, and a methodology for solving them is presented. More 
specifically, for the maximum flow problem, given that the parameters of the desirable num- 
ber of units flowing along each arc (e.g., capacity of each arc) and the acceptable probability 
of finding congestion along each arc in excess of its capacity are known, a chance constrained 
optimization formulation is presented to maximize the departure rate from the network such 
that the resulting probability of finding congestion along each arc of the network in excess 
of its capacity does not exceed the acceptable probability of finding congestion along the 
same arc in excess of its capacity. Moreover, for the minimum cost flow problem, given 
that in addition to the above parameters, the expected departure rate from the network and 
the transportation cost per unit flow rate along each arc of the network are also specified, 
a chance constrained optimization formulation is presented to minimize the transportation 
cost such that the resulting probability of finding congestion along each arc of the network 
in excess of its capacity does not exceed the acceptable probability of finding congestion 
along the same arc in excess of its capacity. 
For a discussion of the deterministic version of the above problems, see Murty [4]. For a 
review of the Poisson processes, see Cox and Miller [3]. 
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2. THE MAIN RESULTS 
2.a. Notation. 
Qij 
hj 
Xij and Kj 
4j 
YTj 
** 
Y.. _‘f 
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Tl 
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Ai 
Bi 
acceptable probability of finding congestion along arc (i,j) in excess 
of the desirable number of units flowing along arc (i, j) 
flow rate along the arc (i, j) 
the random variable denoting the number of units traveling 
along arc (i, j) in (0, t), 
its probability mass function, and the 
desirable number of units traveling along arc (i, j), respectively 
required time for an arbitrary unit to travel along arc (i, j) 
length of arc (i, j) and the average velocity of each unit traveling 
along arc (i, j), respectively 
transportation cost per unit flow rate along arc (i, j) 
minimum flow rate along arc (i, j); in the following section, without 
loss of generality, we set yt = 0 for (i, j) E A 
maximum allowable flow rate along arc (i, j) 
the desirable flow rate from the network 
departure rate from the network 
set of all arcs in the network 
set of all nodes in the network 
{j : j 3 (i, j) E A} 
{j : i 3 (j, i) E A} 
2.b. Maximum Flow Problem. The minimum cost flow problem for a directed single 
commodity capacitated stochastic network problem can be stated as the following chance 
constrained optimization problem. 
Maximize {y) 
subject to: 
(I) 
P[nij(tij) 2 Nij] < Oij for all (i, j) E A 
Yij 1 0 for all (i,j) E A 
In the above model, expression (1) quantifies the maximum net departure rate of the 
network, expressions (2-4) are known as the flow rate conversation equations, expression (5) 
guarantees that the probability of finding at least Nij units in (0, tij) along arc (i,j) will 
not exceed oij, and expression (6) ensures that the flow rate along each arc is nonnegative. 
2.~. Minimum Cost Flow Problem. The minimum cost flow problem for a directed 
single commodity capacitated stochastic network problem can be stated as the following 
chance constrained optimization problem. 
Minimize 
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subject to: 
P[%j(tij) 2 Nij] _< oijfor all (i, j) E A 
*/ij 2 Ofor all (i, j) 2 A 
(11) 
(12) 
2.d. The Algorithms. To solve the above problems, constraint sets (5) and (11) will be 
replaced as follows. 
As discussed in Cinlar [2], for a homogeneous Poisson process with rate 7ij along arc (i, j), 
lITJVij 5 tij} = {%j(tij) 2 Nij}. (13) 
However, for any Nij E {1,2,. . . }, 
N,j-I 
Prob[nij(tij) 2 Nij] = 1 _ c e-7ijti’~~tij)l 
k=O 
(14) 
Now from expression (14), 7,;* can be obtained by solving the following nonlinear program- 
ming problem by using one of the available numerical optimization algorithms, see [I]. 
Nij-I 
7ty = maximum (7ij E C e-7’itii(Yijtij)k 
k! 
= 1 - Qij 
k=O 
(15) 
Now eliminate constraint sets (5) and (ll), and replace constraint sets (6) and (12) with 
the following constraint set. 
7~7 > Yij 2 0 (16) 
After the above substitutions, both chance constrained optimization models transform into 
two deterministic linear programming models with bounded variables, which can be solved 
by the corresponding algorithms for solving such linear programming problems. Moreover, 
the maximum flow problem can also be solved by the classical labeling algorithm, and the 
minimum cost flow problem can also be solved by the primal dual algorithm. For further 
discussion see Murty [4, Ch. 111. 
In general, if aij is sufficiently close to zero, then the probability of finding arc (i, j) 
blocked (e.g., full) will be sufficiently close to zero. That is, the fraction of units, which 
upon arrival find arc (i, j) blocked, will be sufficiently close to zero. Notice that if oij is 
not sufficiently close to zero, then a fraction (e.g., oij) of the arrival units at arc (i, j) will 
be lost. However, because the flow of arrival units at each arc forms a Poisson process, the 
flow of remaining departing units at each arc (e.g., the thinned process) also forms a Poisson 
process. That is, our models work for 0 < oij < 1. 
Moreover, the parameter tij does have an interesting interpretation as follows. If the 
length of arc (i, j) is Xij and the velocity of an arbitrary unit traveling along arc (i, j) is 
Vij then tij = Xij/Kj. That is, the above stochastic networks can be used to model the 
performances of some realistic transportation and logistics systems. 
Finally, we conclude this paper by providing a simple approximation approach for obtain- 
ing 7,y in expression (16). This approximation idea is based on the central limit theorem. As 
discussed in Cinlar [2, p. 791, if 7ijtij 2 10, then for all practical purposes, the distribution 
of the number of units flowing along arc (i, j) in (0, tij) can be asymptotically approximated 
by a normal distribution. That is, the left-hand side of expression (14) can be approximated 
as follows. 
P[%j(tij) 2 Nij] = F[(Yijtij - Nij)/m] (17) 
Ml 3:3-G 
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Hence, inequalities (5) and (11) can be replaced by the following inequality 
Thus, from the standard normal table the value of y;; is obtained as follows. 
l . 
Y.. ‘I = maimum{Yij : Yij 3 F[(Yijtij - Nij)/~ _ aij = 0) (19) 
Therefore, from expression (18) the value of ~$7 can be approximated, inequalities (5) 
and (11) are eliminated, and expressions (6) and (12) are replaced by expression (16). 
Now, the resulting deterministic linear programming problems with bounded variables 
can be solved by the available corresponding algorithms. 
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