LetPi be the probability of a disease in one population and P2 be the probability of a disease in a second population. The ratio of these quantities, R = Pl/P2, is termed the relative risk.
Retrospective Studies
McKinlay (1) has reviewed the more general aspects of the design and analysis of retrospective studies.
The Odds Ratio
Let pi be the proportion of individuals of one population (smokers, genetic trait carriers, etc.) and qi be the proportion of the second population (e.g. nonsmokers, etc.) among the "cases." Similarly define p2 and q2 in the controls. The ratio or crossproduct ratio was defined by Fisher (2) to be: = (piq2)/(p.q1) (1) where ql = 1 -pi and q2 = 1 -p2. Let v be the frequency of the disease (or cause of death) in the total of the two populations. Consider the relation of + to R. Using Bayes' theorem, we have, following Cornfield (3, 4) and arguments implicit in Doll and Hill (5), Pi (p1fr)I[p 1si + p2 (1) (2) (3) (4) (5) (6) (7) ] P2 (I1-p1)ff/[(l -p 1)fr + (1p2) (-) (2) and R t-. Sometimes the relative risk and the odds ratio are used as interchangeable terms. It should be noted that this argument depends on the rare disease assumption (6) (7) (8) . The important point is that * can be calculated frompi andp2, which can be estimated from a case-control study.
The odds ratio has a history of use in statistical theory independent of this argument. Fisher (2) showed that it is the parameter in the noncentral distribution of the exact conditional test. The definition of interaction in 2 x 2 x k contingency tables (9, 10) is the equality of the odds ratio over the several 2 x 2 tables. Other interesting properties of this measure are given in Armitage's (11) review.
Conditional Inference on *.
Let xi be the number of individuals of the first population in a sample of n 1 cases and let X2 be the number of individuals of the first population in a sample of n2 controls. We assume xi and X2 to be independent binomial variates with parameters pi and p2, respectively. It is convenient to reparameterize to a logistic form, exp {,8 + (X/2)} pi = I1 + exp 1,8 + (X/2)} exp {/, -(X/2)} 1 + exp {/8 -(X12)} This implies that + = ex and that X = ln (pllqi) -In (p2/q2), the difference of the logits. In other words, inferences on X are equivalent to those on qp ( are a minimal set of sufficient statistics. Inferences on X should be made by considering the conditional likelihood of xi given xi + X2 = x.is fixed (12) .
This yields h(xlk.; O,) = respectively (4, 13) . Note that these limits will always agree with the exact significance test in the sense that ifP < a/2, qio (tL, u) and if P > a/2, tIo E (qL,tu). Cox (14) [see also Birch (15) ] showed that the conditional maximum likelihood estimator of qp, A'cmi, is
given by the solution to the equation, xi = E(Xilx.;*cml) (9) where Xi indicates the random variable whose expectation is calculated from Eq. (6) . It is interesting to note that this is not, in general, equal to 4pami = pi q2/(p2qi), where the usual sample proportions are substituted for these parameters. Computer programs for calculating all these exact conditional methods are available (16, 17) .
The asymptotic approximations to these methods are rather easy to apply. The chi-square test of q = 1 is calculated by using the first two moments of the hypergeometric distribution. With this continuity correction, this is
For the general case of tp = 4o, it is necessary to find the value ofiX1, for which, in the asymptotic distribution E(Xllx.;qo) = Xi This is the solution to the equation
(1 1) (12) Here we assume, implicitly, that x. s n 1, and that we choose the solution to the quadratic, X1, such that 0 0 X1 S min (ni,x.). The variance ofXi is given by (6) 4IU,L = tlaml 1 + (Xa/21X) (18) This method will always agree in covering tp = 1, when P > a/2 and not covering tI = 1 when P < a/2, where P is calculated from the chi-square test. It is not clear from Miettinen's papers (6,7) whether he is recommending his method in the conditional or unconditional space. Since it is essentially the logit method, it is likely to perform similarly to that method in the conditional space. Gart and Thomas (20) found the logit method to yield much too narrow limits (i.e., true confidence coefficient < 1-a) in the conditional space. In the unconditional space Halperin (8) (16, 17) , and the iterative method suggested by Gart (19) is not that difficult to do on a small pocket calculator. In any case, the true appropriate "test-based" interval is the modification of the chi-square test given by Cornfield 
Misclassification Errors
All the results given above assume only sampling variation is present. The cases and controls are assumed to be classified correctly as to their population (smoking status, genetic type, etc.). Consider now the effect of misclassification. In the cases let O1 be the probability that a first population individual (e.g., smoker) be classified in the second population (e.g., nonsmoker), and let 41 be the probability that a second population individual (e.g., nonsmoker) be classified as a first population individual (e.g., a smoker). In the controls let the corresponding probabilities be 62 and 42. The apparent odds ratio, 4,pa would then be given
Bross (24) , in a significant paper, considered the case where the misclassification errors were equal in the cases and controls: 01 = 02 = 6 and 41 = 42 = 4.
It can then be shown that
If we define the populations such that 4, > 1, it immediately follows the 4,a -S 4J, the true odds ratio. 
Heterogeneity of Response
The methods derived above assume a binomial distribution. This implies that in both the case and control groups each individual has the same probabilities,pi andp2, respectively of being from population 1. In practice this is seldom the situation. Quite often, the cases and controls are matched or paired by age, sex, and other factors. Then it is reasonable to consider not a single p 1 and a singlep2 but a series of them for each pair, Plk, k = 1, 2, . . ., n, and P2k, k = 1, 2, ..., n. The usual model assumed is that 4 = (Plkq2k) I (P2klqlk), i.e., that the odds ratio is constant over the pairs (27) . The pairing is often ignored in estimating the odds ratio; the results being pooled into a single 2 x 2 table. Let p,, be the pooled estimator. Armitage (11) showed that asymptotically E (4,,) = 4, wlw' (21) where Wk = P2klq2k, w = (Eq1kwk)I(IqIk), and w' (Yq2kWk)I(1q2k Table 3 . It is noted that both the exact and approximate P are < 0.005, and thus both corresponding 99% confidence intervals exclude i, = 1. Note also that the discrepancies between the exact and approximate methods are small throughout.
One explanation for the observed association between HL-A2 and ALL considered by Rogentine et al. (30) was that possession of HL-A2 conferred susceptibility to ALL. However, the 50 patients typed for the HL-A system were not an unbiased sample of the patients admitted over the period of years considered. In a later paper Rogentine et Whenever one selects by a nonrandom mechanism from a larger set of cases a danger of bias is present. Here there is a bias in calendar date of admission and the fact that the cases must survive to the time the study began. Also they must survive to reach a research hospital.
Combination over Strata
Consider now the situation where the cases and controls may each be divided into several matched strata or blocks. Let k= 1, 2, . . ., K be the index for the strata. Extend the notation used above by adding a subscript k, i.e., Plk, P2k, nlk, n2k, 13k; k = 1, 2, K. However, let the X remain constant over the strata. This implies the Ik = (P1kq2k)/P21q1k) ex i,, is constant over the strata. Thus we are interested in making inferences on the common odds ratio, i, in the several 2 x 2 tables. Other models as possible, but this one has several convenient consequences: (1) it leads to a minimal set of sufficient statistics for which conditional inference is valid; (2) it is equivalent to the "no interaction" model of Bartlett (9) for (9) . All these conditional "exact" methods are implemented in a program by Thomas (17) .
It shall be noted that the above theory yields the usual methodology for the matched case, nlk = n2k = 1 for all k. An exact form of McNemar's test is given by Eq. (22) , and tp,, is the ratio of unlike pairs (27) .
The asymptotic methodology can be extended rather easily. Cochran (34) (25) and the variance is V(X1.IX.1, ... x.k; 4'o) = 4kV(Xlklx.k; 4o) (26) where the V(Xlk X.k; o) is given by an equation similar to Eq. (13). The test for 4' = 4'o is found from a formula equivalent to Eq. (14) and confidence limits from formulas equivalent to Eqs. (16) and (17) [(see also Gart (37) ]. The asymptotic maximum likelihood estimator is given by the solution (37) to Eq. (27) A Xl. = E(X1lx.IX, X.2, * * * X.k; 'qaml) (27) which involves the simultaneous solution of K quadratic equations.
The set of equations solved in finding 4aml is the same as those cited by Bartlett (9) and Norton (10) (46) , and thus conditional inference on R is not possible. Buhrman (47) showed that when inverse sampling is used (sampling until Ni -yi non-cases and N2 -y2 non-cases are found in the respective populations), exact conditional confidence limits for R can be derived (48, 49 The logarithmic transformation may be used in the unconditional space to analyze the combination of R's over several strata. Combined estimators, confidence limits, and "interaction" (equality of the R) tests follow in a manner completely analogous to Woolf's (33) results. Radhakrishna (32) also investigated the robustness and power of the combined test of a common R.
Analysis of R in the Poisson Model
As most diseases have a low incidence and usually prospective studies are concerned with large populations, it is appropriate to approximate the distribution of the numbers of cases by the Poisson distribution. If we also assume an exponential regression of the mean of the Poisson variables on the population and strata effects (52, 53) , the model yields minimal (55) . Gart (55) extended this model to comparing populations and adjusting for the sexual composition of the two populations. Letting the second subscript denote sex (1 = male, 2 = female), we assume that, E(Yllk) = Nllk exp {f3k + -k + (a/2)} E(YI2k) = N12k exp {fk --k + (a/2)} E(Y21k) = N21k exp {k + 0k-(a12)} E(Y22k) = N22k exp {k -ck -(cI2)} (29) where o-k is the sex effect on the incidence. This model assumes the population ratios within sexes are constant over age and strata, that is,
The sex ratios are constant within strata, but may vary over strata [see Gart (55) for details of the analyses of this model, particularly for testing a = 0, the lack of population differences.]
Analysis of the Ratios of R in the Poisson Model
The more interesting model to consider is whether the ratio of population ratios is constant over the sexes Pk(P) = R.lkIR.2k = (Pllk P22k)I(P21k P12k) = , (P) 15 .80,p < 0.0001). It is also clear that male incidence is higher than the female incidence. However, is the ratio of area incidences higher for males than for females? Or equivalently is the relative risk for males to females higher in the southern population than in the northern population? This is answered by testing whether +(P) = 1 (or A = 0). The asymptotic maximum likelihood estimator of +(P) is +(P) = Table 7 . It is to be noted that the second survey was of one year duration while the third survey was a three-year survey. This difference does not affect the comparisons within surveys or the analyses of the ratio of ratios, but it would affect the direct comparison of surveys. In Table 7 we should note that the cities play the roles the sexes previously played and the surveys play the roles the populations previously played.
Using the binomial analyses, Hoover et al found the (Denver to Birmingham) for the second survey to be 1.02, and for the third survey to be 1.07. Since the 95% confidence limits (17, 37) for ti in the second survey (0.91-1.15) entirely covered those for the third survey (1.02-1.13), they took this as "indicating no statistically significant differences."
The populations considered here are not proportionately distributed by survey time; the q,k (N) vary somewhat. They range from 0.539 in the youngest age group to 1.274 in the oldest age group. Thus the Poisson analysis is preferred when testing q, (P) = 1.
The results in Table 7 
