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Abstract 
We study local convergence of smoothing quasi-Newton methods for solving a system of nonsmooth (nondifferen- 
tiable) equations in Iw”. The feature of smoothing quasi-Newton methods is to use a smooth function to approximate the 
nonsmooth mapping and update the quasi-Newton matrix at each step. Convergence results are given under directional 
derivative consistence property. Without differentiability we establish a Dennis-More-type superlinear convergence theorem 
for smoothing quasi-Newton methods and we prove linear convergence of the smoothing Broyden method. Furthermore, 
we propose a superlinear convergent smoothing Newton-Broyden method without using the generalized Jacobian and the 
semismooth assumption. We illustrate the smoothing approach on box constrained variational inequalities. 
Keywords; Nonsmooth equations; Smooth approximation; Variational inequalities; Quasi-Newton method; Superlinear 
convergence 
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1. Introduction 
A number of important problems in mathematical programming and numerical solution of differ- 
ential equations can be formulated as a system of nonsmooth (nondifferentiable) equations 
F(x) = 0, (1.1) 
where F : R” + R” is locally Lipschitzian continuous. 
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Quasi-Newton methods for solving a system of nonlinear equations are iterative methods of the 
form 
xk+l = Xk - &‘F(Xk), (1.2) 
where & E [w”“” satisfies the quasi-Newton equation 
F(Xk+‘) - &Xk) = &+l(Xk+’ - Xk). (1.3) 
Quasi-Newton methods attract attention of many researchers, since calculating derivatives of F is 
not required in the computational performance. This advantage is even more attractive to the study 
of nonsmooth equations. In many cases, calculating the generalized Jacobian is very difficult. 
Broyden et al. [ 1, 1 l] established linear and superlinear convergence of quasi-Newton methods 
under assumptions that F’ is locally Lipschitzian continuous in a neighborhood of a solution x* and 
F/(x*) is nonsingular. Convergence of quasi-Newton methods for nonsmooth equations has been 
studied in [9,17,20,24]. Ip and Kyparisis [ 171 relaxed the Lipschitz continuity of F’ at x* to radially 
Lipschitz continuity of the directional derivative of F at x*, which implies strong differentiability. Qi 
[24] further relaxed the strong differentiability to directional differentiability of degree 2. However, 
even linear convergence of the Broyden method, differentiability was required in [ 17,241. 
To overcome the nonsmooth difficulties, variant quasi-Newton methods are studied. Among these 
methods, the splitting quasi-Newton method is to deal with the nonsmoothness by using smoothing 
approximations. The Krasnoselskii-Zincenko method [34] for solving nonsmooth equations ( 1.1) is 
defined by 
xk+’ = xk - &(xk)-‘F(xk), (1.4) 
where 4 : R” -+ R” is a smooth function, and sup{ [IF(x) - &x)11, x E ET’} is relatively small. Method 
(1.4) is also called a splitting method, as the nonsmooth function F is split into a smooth part 4 
and a nonsmooth part F - 4. Furthermore, the splitting can be changed as the iteration progresses 
using the current iterate and a current estimate of the error [ 16,251, namely, (1.4) can be extended 
to 
xk+’ = xk - q$(xk)-‘F(xk), (1.5) 
where bk : [w” + [w” is a smooth function, and sup{ ]IF(x)-$k(x)]], x E R’} is relatively small. Global 
and local convergence results of methods (1.4) and (1.5) in a Banach space or a finite-dimensional 
Euclidean space R” can be found in [6,8,16,18,22,25,28,31-341. Based on the splitting of F, the 
following splitting quasi-Newton methods 
xk+r = xk - Bi’F(xk), 
&Xk”) - &Xk) = &+l(Xkfl - Xk) (1.6) 
were studied in [2,6,16,21]. Linear and superlinear convergence of (1.6) has been established without 
differentiability. 
There are other variant quasi-Newton methods based on the structure of the nonsmooth function F. 
Kojima and Shindo [ 191 proposed a superlinear convergent quasi-Newton-type method for piecewise 
continuously differentiable equations. At each step, if both points xk and xk+’ lie on a same piece, 
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the quasi-Newton matrix Bk+, is updated by a quasi-Newton formula, otherwise Bk+l is chosen as an 
approximation of a generalized Jacobian of F at x ‘+’ Sun and Han [30] proposed a mixed Newton . 
and quasi-Newton method for the following nonsmooth equations: 
$(x, h(x)) = 0, 
where h : R” -+ R” is continuously differentiable and $ : R” x R” + UP is locally Lipschitzian con- 
tinuous. Such function arises from variational inequalities. The mixed Newton and quasi-Newton 
method in [30] is to linearize h by 
and 
hk(x) = h(xk) + Bk(x - xk), 
then to perform the Newton method 
xk+’ = xk - &-‘ij(xk, hk(xk)), 
(1.7) 
(1.8) 
where Bk satisfies h(xk) - h(xk-‘) = Bk(xk - xkpl ) and V, is a generalized Jacobian of $(. , hk(.)) 
at xk. In this method, V, is relatively easy to compute due to the linearization hk of h. Without 
differentiability, linear and superlinear convergence of the mixed Newton and quasi-Newton method 
(1.7)-( 1.8) was proved in [30]. Qi and Jiang [26] studied other mixed Newton and quasi-Newton 
method for nonsmooth equations arising from KKT conditions of mathematical programming prob- 
lems, where 
F(x) = 
Here p : R” + R’ (0 < Y < n) is continuously differentiable and q : R” -+ IFP-’ is locally Lipschitzian. 
The method in [26] is defined by 
Xk+’ = Xk _ 
-1 
F(xk >, (1.9) 
where & SatiSfieS p(Xk) - p(xk-')=Bk(xk -xkP1 ) and V, is a generalized Jacobian of q at xk. 
Without differentiability of q, superlinear convergence of method (1.9) was obtained in [26]. For the 
case where q is piecewise linear and Bk is updated by the BFGS formula, superlinear convergence 
was studied in [3]. 
Notice that mixed Newton and quasi-Newton methods (1.7)-( 1.9) are based on the Rademacher 
theorem and the semismooth condition [27]. This limits applications to nonsmooth equations in a 
Hilbert space since the Rademacher theorem does not hold in a function space. One way to study 
nonsmooth equations in a function space is to use smooth approximations [8,16,18,22,28,31,33,34]. 
Recently, there has been a growing interest in the study of smoothing methods for nonsmooth 
equations [4, $7,151. The feature of smoothing methods is to construct a function f : R” x R!,, + !R” 
such that for any E > 0, f(. , E) is continuously differentiable in [w” and 
[IF(x) - f(x, E)]] <HUE for all x E Iw”, (1.10) 
where p is a positive constant, and then to use f(xk, &k) or VXf(xk,&k) in the iteration progresses. 
Smoothing methods can be considered as a special class of splitting methods, as we can set & = 
f(*, Ek). 
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In this paper, without differentiability we study linear and superlinear convergence of the smoothing 
quasi-Newton method, 
Xk+l = Xk - &‘F(Xk) 
f (Xk+’ ,&k+l)-f(Xk,&k+l)=Bk+l(Xk+’ -Xk). (1.11) 
This algorithm is a generalization of method (1.6). The parameter E in the smooth approximation 
function f may be changed as the iteration progresses. Based on the smooth approximation, we 
propose a smoothing Newton-Broyden method without using the generalized Jacobian. In our con- 
vergence analysis, Rademacher’s theorem and the semismooth condition are not required. The smooth 
approach can be generalized to operator equations in Hilbert spaces, for example parabolic boundary 
control problems [ 181. 
The remainder of this paper is organized as follows. In Section 2, we introduce the concept of the 
directional derivative consistence property of a smooth approximation function. Based on this concept, 
we propose a superlinear convergent Newton method which can be defined in a function space. 
In Section 3, we present a Dennis-More-type superlinear convergence theorem for the smoothing 
quasi-Newton method (1.11). In Section 4, we prove linear and superlinear convergence of the 
smoothing Broyden method. In Section 5, we propose a superlinearly convergent smoothing Newton- 
Broyden method. In Section 6, we illustrate the smoothing technique on box constrained variational 
inequalities. 
For simplicity, in the remainder of this paper we denote 
fi(x, s) = (%A& s))T. 
We denote by S(x, r) the open ball of center x and radius r, and by 3 the closure of S. We let 11 . 11 
denote the Euclidean norm of [w” and let 
[W+={s)a>O, EE~W} and R++={EI~>O, EEL?}. 
2. Directional derivative consistence 
In this section we introduce the concept of the directional derivative consistence property of 
a smooth approximation function. We show that a smooth approximation function satisfies the direc- 
tional derivative consistence property at x, if it satisfies the Jacobian consistence property [7] and 
F is semismooth [27] at X. 
The classic directional derivative at x is defined by 
F’(x; h) = hL$ 
F(x + th) - F(x) 
t (2.1) 
Shapiro [29] showed that a locally Lipschitzian continuous function F is directionally differentiable 
at x if and only if 
lim F(x + h) - J’(x) - F/(x; h) = o 
h-0 Ilhll (2.2) 
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We may write (2.2) as 
F(x+h) -F(x) -F’(x;h)=o(llh#. (2.3) 
Definition 2.1. Let F : R” --+ E-P be a locally Lipschitzian continuous function. We call f : R” x 
R -+ R” a smooth approximation function of F if f satisfies the following three conditions. 
“(i) Th cre is a positive constant ,U such that for any (x, E) E [w” x 1w++, 
(ii) fi(x, F) exists for any (x, F) E [w” x 1w++ and f[ is continuous in [w” x Iw,,; 
(iii) For any x E KY” there is f’(x) E Iw”‘” such that 
(2.5) 
Furthermore, we say a smooth approximation function f of F satisfies the directional derivative 
consistence property at x if 
limF(x+h) -F(x) - f’(x+h)h = 0 
h-0 Ilhll (2.6) 
In the rest of this paper, f denotes a smooth approximation function of F. In Section 6, we 
will give some concrete examples to show how to define a smooth approximation function f which 
satisfies the directional derivative consistence property. In what follows, we shall give some properties 
of a smooth approximation function. 
From (2.2) and (2.6), we may easily obtain the following lemma. 
Lemma 2.2. Suppose that F : R” --f R” is directionally d@erentiable in a neighborhood Jf of x. 
Then f satisjies the directional derivative consistence property at x f and only if 
f"(x + h)h - F’(x; h) = o( [[hII). (2.7) 
According to Rademacher’s theorem, the locally Lipschitzian continuity of F implies that F is dif- 
ferentiable almost everywhere. Let DF be the set where F is differentiable. The generalized”Jacobian 
of F at x in the sense of Clarke [lo] is 
If F is semismooth [27] at x, then F is directionally differentiable at X. If F is directiolially 
dift‘erentiable at x, then F is semismooth at x if and only if for any V E 8F(x + h) 
Vh - F’(x; h) = o(Ilh((). 
Moreover, F is semismooth at x if and only if each component E is semismooth at x [27,30]. Let 
DE be the set where fi is differentiable. The generalized Jacobian of fi at x in the sense of Clarke-[ lo] 
110 
is 
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We denote 
&F(x) = #*(x) x @2(x) x . * * x m(x). 
If F is semismooth at X, then 
K4 - F’(x; h) = o( llhll), for any Y E &F(x + h). (2.8) 
Notice that in (2.7) f’(x+h) is an element in Rmx”, but in (2.8) &F(x + h) is a compact set in 
R . mxn 
Chen et al. [7] introduced the concept of the Jacobian consistence property of a smooth approx- 
imation function for the convergence analysis of the smoothing Newton method. We say a smooth 
approximation function S of F satisfies the Jacobian consistence property if for any x E R”, 
f”(x) E &F(x). (2.9) 
Lemma 2.3. If F is semismooth at x and f satis$es the Jacobian consistence property, then f sat- 
isjies the directional derivative consistence property at x. 
Proof. Since f satisfies the Jacobian consistence property, for any x + h E W, 
f '(x + h) E &F(x + h). 
Then from the semismooth assumption and (2.8), 
f ‘(x + h)h - F/(x; h) = o( /[hII). 
By Lemma 2.2, f satisfies the directional derivative consistence property at x. 0 
Lemma 2.4. Suppose that f satisjies the Jacobian consistent property. If all elements V, E &F(x) 
are nonsingular, then there are an open ball S : = S(x, r) and a positive constant M such that for 
any y E S, f O(y) is nonsingular and 
Ilf o(Yvll GM. 
Furthermore, there are ii? 244 
singular and 
Ilfi’(wY II a@. 
(2.10) 
and 2 > 0 such that for any y E S and E E (0, E”), fi(y, E) is non- 
(2.11) 
Proof. By Theorem 3.2 in [7], there are an open ball S(x, r) and an A4 > 0 such that for any y E S, 
all elements I$ E &F(y) are nonsingular and I] c-’ (1 GM. Since f satisfies the Jacobian consistence 
property, f O(y) E &F(y). Thus for any y E S, f O(y) is nonsingular and (2.10) holds. 
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Suppose (2.11) is not true. Then there are {y”} G S and {Q} C [w,, satisfying limk_,oo &k = 0 such 
that either all fi(yk, &k) are SiUgUlar or Ilf~(yk,&k)-’ 11 + co, as k 4 00. 
Since f satisfies the Jacobian consistence property and f[ is continuous, we can construct a 
sequence {rk} satisfying Ilfr’(y”, rk)-‘lj + 00, as k + 00, and 
!;t diSt(f;(yk, Zk), &F(yk)) = 0. 
Notice that the locally Lipschitzian continuity of F implies that &F is bounded in 3. By passing to 
a subsequence, we may assume that fi(yk, &k, ) converges to an element in &F(y), where u E 3. 
This contradicts that for any y ES all elements I$ E &F(y) are nonsingular, ]I y-l II GM and &F(e) 
is upper semicontinuous and bounded in S. Hence (2.11) holds. Cl 
The assumption that there are an open ball S(x, r) and a constant A4 > 0 such that for any 
y E S(x,r), f”(y) is nonsingular and Ilf”(y)-‘ll <A4 d oes not imply that all elements in &F(x) 
are nonsingular or that there is E” > 0 such that for any y E S(x, Y), E E (0, E”), f,‘(y, E) is nonsingular. 
Example 2.5. Consider the nonsmooth function F(x) = 1x1, x E R. Define 
( -A x<o, 
f(x,E)= F-x, 
i 
o<x<;, 
& 
x - -, 
2 
X$ 
2’ 
Then 
I -1, XGO, 
f’(x,e)= 
i 
$ - 1, o<x<;, 
1, X$ 2 
and for any x E R, 
f O(x) =
i 
-1, XdO, 
1, x>o. 
It is easy to verify that f is a smooth approximation function of F with p = i, and f satisfies 
the Jacobian consistence property. Furthermore, F is semismooth at any point x E R. However, 
acF(O)= [-l,l] contains 0, and f{(ic, E) = 0, for any E > 0. 
Lemma 2.4 and Example 2.5 show that the condition that all elements V, E &F(x) are nonsingular 
is stronger than the condition that there are an open ball S(x, r) and a constant M > 0 such that 
for any y E S(x, Y), f”(y) is nonsingular and Ilf”(y)-’ )I GM. The following lemma shows that the 
latter condition implies the uniqueness of the solution of (1.1). 
Lemma 2.6. Suppose that x* is a solution of (1.1) and f satis$es the directional derivative con- 
sistence property at x*. If there are an open ball S :=S( x*,r) and a constant M > 0 such that for 
any x E S, f O(x) is nonsingular and II f O(x)-’ II GM, th en x* is the unique solution of (1.1) in S. 
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Proof. If this claim is not true, then there is a sequence {x”} c S, such that xk # x*, F(xk) = 0 and 
limk+W xk = x*. By the directional derivative consistence property, 
0= lim 
F(Xk) - F(x”) - fO(Xk)(Xk - x*> 
XL *x* llXk - x* II 
= lim 
-fO(Xk)(Xk - x”) 
xk+x* llXk --*II 
= lim --f’(~~)@, 
x1+x* 
where hk = (xk - x*)/llxk -x* 11. S’ mce llhklj = 1, this contradicts that for any x ES, Ilf”(x)-‘II GM. 
Hence the claim holds. 0 
Remark 2.7. Based on a smooth approximation function and Lemma 2.6, we can construct a Newton 
method 
Xk+l = Xk - fO(xk)-‘F(Xk). (2.12) 
Under assumptions of Lemma 2.6, we have 
IIX k+l - x* ll d IlfO(xk>-’ 11 IIF - F(x*) - fO(Xk)(Xk - x”)ll 
= o(llxk -x*11)> 
i.e., method (2.12) superlinearly converges to x* in 
method (2.12) is that this method is not based on 
method (2.12) can be defined in a function space. 
3. Smoothing quasi-Newton method 
an open ball S(x*, r). An important property of 
Redamacher’s theorem. Therefore, the Newton 
In this section we present a Dennis-More-type superlinear convergence theorem of the following 
smoothing quasi-Newton method. 
Algorithm 3.1. Given a starting point x0 E R”. For k > 0, compute 
xk+’ =xk - BklF(xk), (3.1) 
where Bk E [w”‘” is an approximation of f,‘( xk,&k) and Ek >O iS appropriately chosen. 
Lemma 3.2. Suppose that F: R” + R” is locally Lipschitzian continuous in an open convex set 
LIG R”. Let x* ED be a solution of (1.1) and f satisfy the directional derivative consistence 
property at x*. Suppose. that there exist a neighborhood Jf of x* and a positive constant A4 
such that for any XE M, f O(x) is nonsingular and 11 f o(x)-‘II GM. Then there exist an open ball 
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S(x*,r) C JV” and a sequence {ok} c R++, such that zj’x” ES and 
IlBk - f:(xkJk)ll G &, 
then the sequence {x”} generated by Algorithm 3.1 converges to x* linearly. 
(3.2) 
Proof. By the directional derivative consistence property at x*, there is an open ball S(x*, r) C .A” 
such that for any XES, 
ll~(~)-~(x*)-J‘“(x)(~-~*)II~~I~x-x*~l. 
Let xk ES. From Definition 2.1, we can find an &k such that 
ilf:<x”,&k) - f”(Xk>ll G $. 
By the Banach Perturbation Lemma, $(xk, &k) is nonsingular and 
(3.3) 
(3.4) 
This, together with (3.2), implies 
Ilf;(Xk,&k)-'IlllBk - f:(Xk>&k)ll + 
Employing the Banach Perturbation Lemma again, Bkl exists and 
llB;‘ll<+/(l - i)=+. 
By (3.2)-(3.5), we obtain 
lb k+’ - x* 11 = llxk - B;‘F(xk) -x* II 
< llB;‘II IIF - F(x*) - Bk(xk - x*)11 
d llK’IIW’(xk) - F(x*) - f”(Xk)(Xk -X*>Il + (Ilf”(Xk) - fr(Xk>&k)ll 
+ lif,'<X">Ek) -Bkll>llxk -X*1/) 
d $<i+ ~+~)JIXk-X*II 
= $xk -xx*& 
Hence the sequence {x”} converges to x* linearly. 0 
(35) 
Theorem 3.3. Suppose that F : R” -+ R” is locally Lipschitzian in an open convex set D E R” and 
f satisfies the directional derivative consistence property at some x* ED. Suppose that f O(x) 
is nonsingular and Ilf”(x)-’ 11 <M f or any XE D. Assume that the sequence {x”} remains in D 
and lim _ k =xk =x*. Then there are a sequence {&k} C [w,, and 6E(O, 1) such that fi(xk,&k) is 
nonsingular, flf/(xk,&k)-l II GM/( 1 - 6) and 
(3.6) 
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Furthermore, {x”} converges superlinearly to x* and F(x* ) = 0 if and only if 
lim II(Bk - fi’(Xk,Ek))(Xk+l - xk)ll =. 
k+cc IIxk+l - Xkll 
Proof. Since the sequence {x”} converges to x*, 
converge to 0. By Definition 2.1, for any xk and 
the both sequences { llxk+’ -x”II} and { llxk -x* II} 
& E(O,6) we can find &k E R++ such that 
/lf,(x”,&k) - f”(Xk)ll dak/M 
(3.7) 
By Banach Perturbation Lemma, f’(xk, &k) is nonsingular and Ilfr(x”, &)-I II GM/( l-s,). We choose 
the sequence (6k) satisfying limk.-,oo & =0 and obtain (3.6). 
By the construction of Algorithm 3.1, we have 
F(x*) = F(xk) + fi’(xk, &k)(Xk+’ - xk) + F(x*) - F(xk) + fi’(xk, &k)(Xk - x*) 
- f;(Xk, &k)(Xk+’ - x*) 
= F(xk) + &(Xk+’ -Xk) + (f;I(Xk,&k) - Bk)(X kfl -Xk) 
- (F(xk) - F(x*) - f”(xk)(xk - x*)) - fi(xk,&k)(Xk+’ -x*) 
+(f:(Xk,&k) - f”(Xk))(Xk -x*) 
= (fi’(Xk, &k) - Bk)(Xk+’ - Xk) + (f;(Xk, &k) - f”(Xk))(xk - x*) 
- (F(xk) - F(x*) - f”(xk)(xk - x*)) - fil(xk,Ek)(xk+’ -x*). (3.8) 
Suppose that (3.7) holds. Since F is locally Lipschitzian in D and f satisfies the directional derivative 
consistence property at x*, { IIf;< xk, Ek)ll} is bounded. Hence all terms in (3.8) tend to zero as k -+ 00. 
This implies that F(x*)=O. Furthermore, from Lemma 2.4, (3.8) and the directional derivative 
consistence property, we have 
IIX k+l -x*ll 
d llfr(xk,&k)-‘ll(ll(f~(Xk,&k) - Bk)(Xk+’ -xk)ll 
+ il(~fxk,Ek) - f”(Xk))( xk -x*)11 + IIF - F(x*) - f”(xk)(xk - x*)11) 
=o( IIxk+l -Xk10 + o(llxk -x*11> 
< O(~~Xkf’ - x* 11) + o( IJXk - x* 11). 
Hence the sequence {x”} converges to x* superlinearly. 
Conversely, assume that {x”} converges to x* superlinearly and F(x*) = 0. By Lemma 2.1 in [l 11, 
llXk --*II = 1 
2% llx k+l -xkll ’ 
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Using (3.8) again, we obtain 
I](& - f,‘(xk,ck))(Xk+’ - xk)ll 
d llf,(~h)ll llXk+l - x* II + ll_t&“> Ek) - fO(Xk)ll IV - x* II 
+ llF(xk) - F(x”) - fO(Xk)(Xk -x*)11. 
Dividing the both sides by ]Jxk+’ -xkll, we obtain (3.7). Cl 
Remark 3.4. Choosing Bk =x(x”, &k), Algorithm 3.1 reduces to the smoothing Newton method [7] 
Xk+’ =Xk - J;I(Xk, &,&+(Xk). (3.9) 
In this case, (3.7) holds. By Theorem 3.3, we obtain the superlinear convergence of the smoothing 
Newton method (3.9). 
4. Smoothing Broyden method 
In this section we generalize the Broyden-like method (1.6) and give a smoothing Broyden method. 
We prove the convergence rate of the smoothing Broyden method is at least linear. Furthermore, 
if F is differentiable at a solution x* and &k + 0 then the convergence rate is superlinear. 
The smoothing Broyden method is defined as follows. 
Algorithm 4.1. Given a starting point x0 E R” and B. E R”““. For k 2 0: 
Compute 
xk+’ =xk - B;‘F(xk), 
Choose E k+, 20 and update Bk by the formula 
Bk+l =Bk + (tk - Bkskb;/&k, 
(4.1) 
(4.2) 
where 
Sk ,_,ykf’ - Xk and tk = f(Xk+’ ,&k+l> - f(Xk,&k+l 1. 
The difference between the smoothing Broyden method and the classic Broyden method is that 
the smooth Broyden method uses a smooth approximation function to update Bk while the Broyden 
method uses the original nonsmooth function. Notice that Algorithm 4.1 reduces to the Broyden-like 
method (1.6) if E E &k > 0. 
Assumption 4.2. Let x* E IR” be a solution of (1.1). Assume that for any fixed EE R++, there are 
a neighborhood Jlr of x and a positive number L, such that for YE Jv; 
Ilf(YJ) - f(X*J) - h’(x*G)(Y -x*)llGllY -x*11*. 
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The class of smooth approximation functions in [4, 5, 7, 151 satisfy Assumption 4.2 
schitzian number L, = V/E where v is a positive number. The smooth approximation 
Example 2.5 satisfies 
I.f(y,&)-f.(~,i:)-j;(~,~)()‘--~)I~~l~-yl* for anyx,yER and &CR++. 
with a Lip- 
function in 
Furthermore, for any x # 0, there is a neighborhood N of x, such that for any E E R++, y E N 
If,‘(YJ) - fi’(x, &)I dLlY - xl, L 2%. 
In other words, if F is differentiable at x then the Lipschitz 
The Broyden formula (4.2) gives 
&+1 - “fycx*, 8) = (& - fi’(x*, &))(l - w;r)/& + (h - 
Assumption 4.2 implies 
Ilf (Xkf’ ) E) - f(Xk, E) - fi’(x”, &)(Xk+’ - xk)ll 
d llf(xk”’ ,E) - f(X*,E) - fi(X*,4(Xk+’ -?“)I1 
+ Ilf(xk, E) - “t-(x”, 6) - .&7x*> 4(Xk - x* )II 
<L, max( ]]xk+’ - x* ]12, llXk - x* ]12). 
Using 111 - &sj!/s&]] = 1 [12], we have 
IIBk+l - “ax”, 41 G l/Bk - f,‘(x*,&)II + Ls,,, max(Ilxk+’ 
+ llfil(X*,&k+l> - f:(x*, @ll* 
number is independent of E. 
- x* II*, llXk - x* ~~‘)/~~~k~~ 
(4.3) 
Theorem 4.3. Suppose that Assumption 4.2 holds. Let x* ED be a solution of (1.1). Assume that f 
satisfies the directional derivative consistence property at x*, f O(x*) is nonsingular and II f O(x*)-l I( 
GM. Suppose that there is a neighborhood .JV of x* such that for XEJV” 
llF(x)-F(x*)-f’(x*)(x-x*)ll~~. (4.4) 
Then there exist an open ball S(x”, r) C N and a sequence {Q} c R++, such that if x0 ES and 
PO - f o(x*)II =s &j. (4.5) 
then the sequence (x”> generated by Algorithm 4.1 converges to x* linearly. 
Proof. Using assumption (4.5), we have 
Ilf o(x*)-1 II IlBo - f o(x*)II G $j. 
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By the Banach Perturbation Lemma B;’ exists and 
IIB;‘IIG$M. 
Since f is a smooth approximation function of F, the limit in (2.5) implies that there exist E>O 
and a sequence {ck} c R,, such that L,, GL, 
IlfO(x”) - fi’(XX? E>ll G y&y (4.6) 
and 
2 Ils,‘(x*> Ek) - fi’(x”, E>ll G & (4.7) 
k=l 
(e.g. &k = E). 
By the Banach Perturbation Lemma and (4.6), &‘(x*,E) is nonsingular and 
Ilfi’(x”, W’ II < EM. 
Moreover, (4.5) and (4.6) imply 
JIB0 - fi(x*,Gll GPO - f”(x”>ll + Ilf”(x*> - .h’(x*J>II G j&j. 
Assume that x0 ~,$(x*,r) with r< I/( 12OLM). By (4.4), (4.6) and (4.9), we have 
[lx’ - x* II = 11x0 - B,‘(F(x’) - F(x*)) - x* II 
< ~~B;‘~~( IIF - F(x*) - f”(x*)(xo -x*)11 
+ WO(x”> - fO( X*,911 + Ilf:(x*J> -BoIl)llxO --a> 
d f&yj + &j + +Jlx” -x*11 
< 5 /lx0 - x*/i. 
Hence x1 ~S(x*,r). 
(4.8) 
(4.9) 
Now we prove, by induction, for all k 2 0, 
IIX k+’ -x*((<gXk-X*II 
and 
Suppose (4.10) and (4.11) hold for 0 <k <j - 1. Then 
max( [[xi - x* 112, llxj-*, - x* ~~2)/~~x~ - xi-* )I 
< llxj-’ - x* 112/( llxj-1 - x* II - llxj - x* 11) 
<611x’-’ - x* I). 
(4.10) 
(4.11) 
(4.12) 
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Noticing xk E,?(x*,Y) for O< k <j, by (4.3) and (4.12), we obtain 
I& - _Ux*, 911 
< I&, - f((x*, E)ll + L max( llxj - x* 112, Ilxi-’ - x* ~~2)/~~x~ - xj-l II 
+ IlA(x*,&j) - f:(x*~w 
d ll&, - f;(x*,S)ll + 6Lllxj-’ - x* II + llf;‘Cx*,&j) - frCx*, a>ll 
j-l 
< 118, - f;‘(x*,E)II + 6L~(311x” --*II + $llf,‘(x*4 - h”(x*J>II 
i=l 
-<&+6-k/(1 - i)+ & 
&+j&+&=& 
Hence (4.11) holds for k=j. Now, using (4.8) and (4.14), we obtain 
llh’<x*, G-l II 114 - fi’(x*, Gil G 5. 
By Banach Perturbation Lemma, we have 
I&’ II f g M. 
Therefore, by (4.4), (4.6) and (4.14), we obtain 
IIxj+’ -xx*)1 = 
d 
d 
Q 
llxj - B,:l(F(x’) - F(x*)) -x* 11 
p;‘II(Ip(xj) - zqx*> - fO(x*)(X’ -x*)11 
+ Ilf”(x* 1 - f,‘( X*,~)ll + llfr(x*~E) -Bjll>llxj -x*ll) 
g<+j + &j + $>llxj -x*11 
21/x’ -xx*]/. 
(4.13) 
(4.14) 
(4.15) 
Hence (4.10) holds for k =j. This completes the induction and hence the proof. ??
Corollary 4.4. Let x* ED be a solution of (1.1). Assume that f satisfies the directional derivative 
consistence property at x*, fO(x*) is nonsingular and II f O(x* )-I II GM. Suppose that there exist 
E” > 0 and L > 0 such that Assumption 4.2 holds with L, <L for all EE(O, E”]. Then there exist an 
open ball s(x*, r) C i%” and a sequence {&k} C [w++, such that if x0 ES and ]lBo - fO(x*)II < &, 
then the sequence {x”} generated by Algorithm 4.1 converges to x* superlinearly. 
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Proof. By the directional derivative consistence property, we have 
IlJXx) - FYx*> - f”(x* )(x - x* )I1 
G Ilfk E) - f( x*,4 - .h’<x*J)(X -x*111 + llfw - fW>II 
+ vTx*> - f( x*7 Qll + Ilcf”(x*> - _e*, &)xX - x* III 
dLllx - x*l12 + 2pUE + ll(f”(X*) - f,(x*,E>>(x -x”>ll. 
Let ~10. Then 
[IF(x) - F(x*) - fO(x*)(x - x*)1] GIIX - x* ]12. (4.16) 
Hence there is a neighborhood JV of x* such that for XE M, (4.4) holds. From Theorem 4.3, 
there are S(x*,r) c UP and {Q} c R++ such that {x”} converges to x* linearly. Now we show 
that the convergence rate is superlinear. Let Ek = Bk - f’(x*). From the proof of Theorem 4.3, we 
have 
Following the same lines as the proof of superlinear convergence in Theorem 8.2.2 in [I 11, we can 
show 
(4.17) 
ca llEkRcll* 
kF llskl12 <O”- 
Hence, 
II(f’(x*) -Bk)(x k+’ - xk)ll =O(IIxk+’ - Xkll). 
Using the equality &(x k+’ - xk) + F(xk) = 0, we have 
fO(x*)(Xk+’ -X*) = (f’(X*) - Bk)(X k+l -Xk) 
- (F(Xk) - F(x*) - fO(Xk)(Xk - x*)) + (p(x*) - fO(Xk))(Xk - x*>. 
Since L is independent of E, we have f”(xk) + f’(x*), as k + 00. Then by (4.17) and the directional 
derivative consistence property we can claim that {x”} is superlinearly convergent. 0 
5. Smoothing Newton-Broyden method 
To prove the superlinear convergence of the smoothing Broyden method in Section 4, we assume 
that the Lipschitz number in Assumption 4.2 is independent of E, which implies that F is differentiable 
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at x* (cf. (4.16)). To relax the assumption, we propose a smoothing Newton-Broyden method in 
this section. This method is closely related to the method proposed in [18]. However, there are 
several fundamental distinctions. In particular, the method in [ 181 is constructed for special integral 
equations in Hilbert spaces. 
Let NF be the set where F is nondifferentiable. Let W be the set satisfying W > Nr. Let r be 
a positive number and 
W, = {x 1 dist(x, W) < 7). 
Assumption 5.1. There is a positive number L >0 such that for any E> 0 
Il./& E) - .QY, @II Gllx - Y II if Xy n K = 0. 
Here my denotes the line segment between x and y. 
In some cases, it is trivial to compute &, W and W,. In Example 2.5, NF = W = (0) and 
W, = {x E R! 1 1x1 <z). Furthermore, for any r > 0, the smooth approximation function f defined in 
Exam&e 2.1 ‘satisfies Assumption 5.1 with L >, f . 
y > 7. Let B0 = fi(xO, co >: Algorithm 5.2. Given x0 E R” and 
1. Compute 
xk+’ =xk - B;‘F(xk). 
2. If xk+lxkf’ WY # 8, let Bk+, = f;(x”+’ ,~k+~). Otherwise update Bk by the Broyden formula (4.2). 
Theorem 5.3. Suppose that Assumption 5.1 holds. Let x* be a solution of (1.1). Assume that f sat- 
isfies the directional derivative consistence property at x*, f O(x) is nonsingular and II f O(x)-’ 11 <A4 
for any x in a neighborhood Jv;: of x*. Then we can choose {&k} such that the sequence {x”} 
generated by Algorithm 5.2 converges to x* superlinearly. 
Proof. Let (6,) c [w++ be a sequence satisfying & < 6 < i and lim k-0 8k = 0. For Xk E J*, we choose 
&k such that 
IIf ‘(xk) - f;(xk,&k)/l <dk/M 
By Definition 2.1, such Ek exists. Then J;‘(xk, &k) is nonsingular and ]]f:(xk,&k)-l 11 <M/(1 - 6,). 
Furthermore, by Lemma 2.6, x* is the unique solution of (1.1) in Jv*. 
Now we consider three cases. 
Case 1: x* E int W,. By the directional derivative consistence property of f at x*, there exists 
S(x*, r) C int W, n JV* such that for all x E S(x*, r), 
[IF(x) - F(x*) - f”(x) (x - x*)/l <( 1 - 26)6/M. 
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Hence, if xk E S and Bk = fi(xk, &k), then 
IIX k+’ - x* 11 = llXk - x* - f;(Xk, &k)-‘F(Xk)ll 
d llf,‘<~k,&k)-‘ll(llfil(Xk,&k) - f”(Xk)lIllXk --*ii 
+ IIF - F(x”) - fO(Xk)(Xk -x*)11) 
< -& llXk - x*/1 + ‘11:2;k)” llXk - x*11 
< 26jjxk -x*1/. 
This shows that if x0 E s(x*, r), then {x”} C S, Bk = f{(xk, &k) and {x”} converges to x* linearly. 
Using the directional derivative consistence property, we have 
lb k+l -x*11< f$llxk --*II +o(llxk -x*1/>. 
Hence the superlinear convergence follows from & -P 0. 
Case 2: x* E 84, = {x I dist(x, W) = y}. In this case there is a neighborhood JV of x* in 
Jl/j f9Rn\ W,. By Assumption 5.1, for any x E JV 
Ilflk &I - fOcclI G IlfX? 8) - .fxx*> &Ill + llfX~“J> - fO(x”)II 
d qx --*I) + llf;<x*J> - f”(x*)ll. 
Hence there is an open ball S(x*, r) C JV and E > 0 such that for all x E S(x*, r) and 0 < e ,< E 
llfxv-> - f”G*>ll d j&p 
Choose x0 E S(x*, r) and {Ek} c [w,, satisfying c,“=, Ilfr’( x*,&k) - f”(x*)Il < A. Then from the 
proof of Case 1 and Theorem 4.3, we obtain the linear convergence of {x”}. 
Let K={kIBk=fi( xk,&k)}. Notice that Assumption 5.1 holds in S. By Assumption 5.1 and the 
proof of Corollary 4.4, we have 
F jI(Bk - f”(x*>>(Xk+’ - Xk)(12 
k=O IIX k+l _xkl12 
= c II@k - f”(X*))(~k+’ -Xk)ii2 
llx 
+ c llf;<x*,&k) - f’(x*)II <m. 
k@K 
k+l _Xkl12 
kEK 
Hence, 
II(& - f”(x*))(Xk+’ - xk)ll = o( IIXk+’ - Xkll). 
The conclusion now follows from the proof of superlinear convergence in Corollary 4.4. 
Case 3: x* E W\l$. In this case, there is an open ball S(x*, r) c Juj, n R’\ W, where Assumption 
5.1 holds. Since S(x*, r) n 4, = 0, the conclusion follows from Corollary 4.4. 0 
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6. Applications 
To illustrate the smooth technique in quasi-Newton methods, we consider the system of nonsmooth 
equations arising from box constrained variational inequalities. 
Let p : R” + R” be a continuously differentiable mapping. Let [I, u] = {x E R” 1 I <x < u}, where 
1 E {Ru {-oo}}“, UE{[W u {+oo}}” and I < u. The variational inequality problem, denoted 
VI( I, u, p), is to find an x E [I, u] such that 
(y - ~)~p(x)20 for all y E [I,u]. 
Many important problems in engineering, economics and sciences can be formulated as VI( I, u, p). 
When 1 = 0 and u = +oo, VI( I, u, p) reduces to the nonlinear complementarity problem 
x 2 0, p(x) 2 0, xTp(x) = 0. 
When I= -oo and u = +oo, VI( 1, u, p) reduces to the system of nonlinear equations 
p(x) = 0. 
It is known that VI( I, u, p) is equivalent to finding a zero of the following nonsmooth 
F(x) :=x - mid(I,u,x -p(x)) = 0, 
where min(.) is the median operator [7, 151. F may be nondifferentiable at x if there is 
that either xi -pi(X) = Zi or Xi -pi(x) = ui. Hence, we C~II set 
W = {X 1 EIi such that Xi -pi(X) = Zi or Xi - pi(X) = ui} 
and 
W, = {X 1 Ii such that IXi -pi(X) - li[ <r or [Xi -pi(~) - Uil <z}. 
equations 
(6.1) 
an i such 
Gabriel and More [ 151 extended the smooth approximation function for nonlinear complementarity 
problems in [5] to VI(Z, u, p) as follows. 
Let p : [w + IF!+ be a density function with a bounded absolute mean, that is 
s 
00 
K := _-oo IM)ds<~, 
and let 
A(X,&)=Xi - /m(Zi,Ui,Xi -pi(X)- ES)P(S) ds, i= l,...,n. (6.2) 
-CO 
Chen et al. [7] showed that f satisfies the three conditions in Definition 2.1 and the Jacobian 
consistence property in R”. For any fixed x E R”, 
P(S) ~ (e: -PM) (6.3) 
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and 
PXX> if Xi -pi(X) E (li, Ui), 
eT if Xi -pi(X) @ [lip %I, 
= eT - (J!, p(s) ds)(eT -pj(x)) 
(6.4) 
if xi -pi(X) = lip 
eT - (Jam p(s) &)(e’ -p[(X)) if Xi -pi(X) = Ui, 
where ei is the ith column of the IZ x n identity matrix I, i = 1,. . . , n. Moreover, since F defined 
by (6.1) is piecewise smooth, F is semismooth at any point in R”. By Lemma 2.3, f satisfies the 
directional derivative consistence property at any point in R”. Furthermore, f satisfies Assumptions 
4.2 and 5.1 if p’ is Lipschitzian continuous. 
The limit (2.5) implies that for any 6 > 0, there is an E(X, S) > 0 such that for any E E (0, E(X, S)] 
ll_f,‘<v) - f”(x>ll Gd. (6.5) 
This fact is often used in our convergence analysis, For the smooth approximation function (6.2), 
Chen, Qi and Sun gave a method to choose .$x,8) as follows. 
If p’(x) = I, then (6.3) and (6.4) imply for any E >O fi’(x, E) = f’(x). Suppose that p’(x) # I. 
Let 
y(X) = , $IlIl{ [Xi -Pi(X) - Ii19 [xi -Pj(X> - ujl, Xi - PAxI # lip xj -PAX) Z “i). 
., . 
Then (6.5) holds if 
O<s<c(x,8) = min 
1 
q(x), Y(X)6 
2fill P’(X) - ZII I ’ 
where a E (0, 11. 
Formula (6.2) gives a class of smooth approximation functions, which vary in the choice of the 
particular form of the density function p. The following three smooth approximation functions (cf. 
[5,7]) are often used in optimization area. 
(Sl) If p(x) = eP/( 1 + e-s)2, then 
f;:(x, &) = xi - ui - & log( 1 + e(tt--X~+PI(X))IE) + E log( 1 + e(Ut-Xt+Pt(X))IE)_ 
(S2) If p(s) = 2/(s2 + 4)3’2, then 
5(X, E) = Xi - $ (d(Xi -pi(X) - li)2 + 4E2 - J (Ui - Xi + pi(X))2 + 4E2 + Ui + li 
> 
. 
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Table 1 
Example 6.1, Interation numbers k 
1 u Sl s2 s3 
(O,O,O>O) 
(0, o,o, 0) 
(-1,-1,-1,-l) 
(0, O,O, 0) 
(-l,Q -1,O) 
(-0.5,0, -0.5,O) 
(LO, LO) 
(-l,l,-l;l) 
(-1,1,-l, 1) 
(3,3,3,3) 62 45 43 
(Ll, 1,l) 2 15 8 
(l,l,l,l) 
(10’,107,10’, 10’) 3; 55 320 
(0, l,O, 1) 27 31 38 
(O,lO’,O, 10’) 13 13 13 
(2,2,2,2) 22 15 14 
(0,2,0,2) 2 10 8 
(3,3,3,3) 9 9 9 
(S3) If P(S) = 
1, Is] GO.5 
o othenvise then for 0 < E< miniGLGn{Ui - lj}, 
3 > 
t (pi(X) + Xl) + &(pj(X) - Xi + Ui)* + i - $ if /Xi - pi(X) - Uil < :; 
i(pi(X)+Xi)-&(pj(X)-Xi+li)*-_ -i if IXi-m(X)-lil<i, 
E;;(X) otherwise. 
The three density functions have a common property: p(-s) = p(s). By (6.4), this implies that 
for any x E R”, the derivatives f{(x, a) of the three smooth approximation functions have the same 
limit f’(x) as E 1 0. 
Example 6.1. Now we consider a small concrete example. This example is constructed from a 
nonlinear complementarity problem in [ 191. We tested Algorithm 5.2 with the VI( 1, U, p), where 
/ 3x; + 2x,x2 + 2x; + x3 + 3x‘, - 6 \ 
P(X) = 1 2x; + Xl + x; + 10x3 + 2x4 - 2 3x~+X*X~+2x;+2X~+9Xq-9 . x: + 3x22 + 2x3 + 3x4 - 3 
We chose different lower bounds 1 and upper bounds U. 
We chose x0 = (U + 1)/2, co = 0.5, E k+i = min(qJ2, 1/(2&]]p’(xk) - I]])), z = 0.1 and B. = I. The 
algorithm stopped when IIF(x < lo-‘. In Table 1, we report the numerical results using smooth 
approximation functions of (S 1 )-(S3). In Fig. 1, we plot ]]F(xk)]/ for the testing problem with 
I = (O,O,O, O)T and u = (3, 3,3,3)T, and the third component of F3 as well as the three smooth 
approximation functions around x* = (1, 0,3, O)T. For this example, smooth approximation function 
of (S3) seems better than smooth approximation functions of (S 1) and (S2). 
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5- /+, 
0 
0 20 40 60 0 10 20 30 40 
Sl, llF(~~~)ll=4.6 x 1O-8 S2, llF(~~~)li=3.7 x 1O-g 
20. 
15. 
10. 
5- 
0 
0 10 20 30 40 0 5 10 
S3. IIF(x~~)II= 5.7 x IO-@ E =2, x'+ [-e, e] 
Fig. 1. Numerical results of Example 6.1. IIF(x”)jl-, I/x’ -x*Ij - -. 
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