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1. INTRODUCTION 
This paper deals with the boundary value problem 
--d/dt(Fp(du/dt)) + Au(t) 3f(t), a.e. t E]O, T[, U-1) 
bww~(O)), -ww~~(w E %40), 4w U-2) 
in a Hilbert space IT, where A is a maximal monotone operator (nonlinear) 
from H into itself and v (specifically, I) are lower semicontinuous convex 
functions from H (specifically, H x H) to ]-co, + CXJ]. Here &I (specifically, 
al) denotes the subdifferential of CZJ (specifically of 1). 
It should be emphasized that Eqs. (1.1) and (1.2) include as special cases 
many other types of nonlinear two points boundary problems. For instance 
if z(u, , 2~~) = 4(4 + h(d th en boundary condition (1.2) can be written 
under the familiar form 
aq+hl/dt(o)) - az,(u(o)) 3 0, aq@u/dt(T)) + al&(T)) 3 0. (1.3) 
Other types of boundary conditions for Eq. (1.1) are implicitely incorporated 
into the problem through the condition Z(u(O), U(T)) < + co. 
The main existence result, Theorem 1, is stated in Section 3 and is proved 
in Section 4 by methods of convex analysis and monotone operators. This 
result may be compared with that obtained by the author [l] and with 
those of BrCzis [4] and Pave1 [ll]. In Section 5, via elliptic regularisation, 
one uses this result for obtaining an existence theorem for the evolution 
variational inequality 
%+4>> + Au(t) 3f(t>, a.e. t E]O, T[, 
u(0) = 240 . 
U-4) 
When A is linear this problem was studied by quite different methods 
236 
Copyright 0 1975 by Academic Press, Inc. 
AU rights of reproduction i  any form reserved. 
EXISTENCE THEOREMS 237 
by Lions (see e.g., Ref. [93) and BrCzis [2]. (Further references may be 
found in the survey of Lions [8].) In Section 6 some applications to nonlinear 
partial differential equations are given. 
2. PRELIMINARIES 
Let H be a real Hilbert space with the norm j / and the inner product 
( , ). Let A be a nonlinear (multivalued) mapping from H into itself. We 
shall use the following notations. 
D(A) = (u E H; Au f g}, R(A) == (J {Au; u E H), 
A-k = {v E H; ZL E Av), (AA)21 = {hv; 7J E Au). 
(4 + A,)u = {VI + v,; o1 E Au, ) a2 E Au,). 
Frequently, we shall write [u, V] E A instead u E du. The mapping A is 
said to be monotone if 
(VI - zr, , 211 - 2.42) > 0 for every [ui , vi] E a, i = 1,2. 1 
A monotone mapping A which admits no proper monotone extension is 
called maximal monotone. According to a well known result of Minty~ 
a monotone mapping A is maximal monotone iff R(I + A) = H. Moreover, 
in this case (I + /I-r is a contraction defined on all of H. 
Let A be maximal monotone; for every h > 0 the operator A,, (Yosida 
approximation of 3) defined by 
d,,u =: A-yu - (I + AA-lu), u E II, (2.1) 
is monotone and Lipschitz continuous on H. Also for every u E H, 
-4,~ E A(1 + X4)-4 and for u E D(A), j A,+ j < ( A”u j = inf{I v /; z’ E AU) 
(see Refs. [S], [6]). 
Let 9) be a convex lower semicontinuous function from H into ] - cc, $- a], 
nonidentically + CQ . Let 
D(q7) = (24 E H; 9)(u) < +m>. 
For every u E D(q), we set 
(24 
&(u) = fy E H; T(U) -- V(V) < (y, u - V) for all ‘z? E H]. 
The multivalued mapping u + 69(u) is called the subdifferential of o, 
and every y E +(u) is said to be a subgradient of v at U. In particular, if cp 
is the indicator function of a closed convex subset K of H, i.e., 
if u E K, 
otherwise, P-3) 
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then aq~(zc) oincides with the’ cone of normals to K at u. If 9) is Gateaux 
differentiable at II, then a,(u) is reduced to a single point and coincides 
with the Gateaux differential at U. 
Note that av is maximal monotone in H x H. 
In this connection, the following result will be used latter (for the proof 
see Ref. [5]). 
LEMBIA 1. Let A = +; the function q~ dejined by 
~~(24) = inf{(l u - z1 J2/2h) + y(v); z, E H) (2.4) 
is convex, Frtkhet dz$feerentiable on H and aq+ = A, . In addition 
q*(u) = (h/2) [ A,u jz + q((I + hA)-%c) for all 2c E H, X > 0, (2.5) 
and 
lj+y qA(u) = p)(u) for all u E H 
We also note the following maximality criteria for the sum of maximal 
monotone operators. 
LEMMA 2. Let A be maxima2 monotone and let q~ be a lower semicontinuous 
convex function from H into ]-co, + co], v f +co. Assume there exists 
h E H and C real such that 
?((I + hW(u + 3) < du> + (xl + d4) 
joy all X > 0 and u E D(~J). 
(2.7) 
Then A + 39 is maximal monotone. 
This lemma is closely related with Theorem 9 in Ref. [3] (see also Ref. [5]), 
and its proof reproduces with some minor changes that of this theorem. 
For other results on convex functions and maximal monotone operators 
we refer to the book of &&is [5], the lecture notes of Moreau [lo], and 
the survey of Rockafellar [12]. 
3. THE MAIN RESULT 
We are given a real Hilbert space H whose norm and inner product 
is denoted 1 1, specifically ( , ). 
Let [0, T] be a fixed real interval (0 < T < +co) and let EP(O, T) 
denote the space IW’(O, T) == (u E Lp(O, T; H); du/dt EL”(O, T; H)), 1 < 
p < 03 where d/dt is taken in the sense of H-valued vectorial distributions 
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on 10, T[. We recall that any function u E ZW’(O, T) coincides a.e. on 10, T[ 
with an absolutely continuous function (denoted again U) on [0, T] which 
is a.e. differentiable on 10, T[ and whose derivative belongs to D(O, T; H). 
Thus, EPp(O, T) is a Banach space under the norm /( ~/r,~ defined by 
and with the usual modification for p = CD. 
We now state our basic assumptions. 
HYPOTHESIS A. The functions 9 and I are cmvex, dower-semicontinl~lozls 
from H (specijcally H x H) i&o ]-to, + co] a?td nonidentical& + co. In 
addition 
atzd 
where o1 > 1. 
HYPOTHESIS B. There exists d > 1 such that 
Let II, denote the set of all pairs [u(O), U(T)] arising from functions 
21 E HlJ(O, 7’) such that y(dujdt) EL~(O, T). The following condition may 
be viewed as an attainability assumption for Bolza functional 
r = y@@) dt + W-% u(T)) 
‘0 
(see Rockafellar [ 131). 
HYPOTHESIS C. There exists a pair [ul , up] E D(E) n D, such that one of 
the following koo conditiom holds 
u1 E int{u E H; [u, us] E D(E)), (2.51 
zdr E int(u E H; [u, M.J E D-1. P-6) 
Besides these functions we are given a nonlinear operator (eventually 
multivalued) A from H into itself which is assumed to satisfy. 
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HYPOTHESIS D. A is maximal monotone in H x H. There exists 
[h, , he] E D, such that for all h > 0 and x, y E H the following inequalities hold 
&I + AA)-?% - (I + AA)-ly) < cp(x - y), (2.7) 
Z((1 + AA)-l(x + hh,), (I + ,\A)-l(x + Xh,)) < Z(x, y). (2.8) 
The existence result for the problem (1. l), (1.2) may now be stated. 
THEOREM 1. Assume that Hypotheses (A), (R), (C), and (D) hold. Let 
j~L”(0, T; H). Th en ex& u E H1sm(O, T) and p E W,2(0, T) satisfJ&zg 
and 
p(t) - +(du/dt) 3 0, a.e. t ~10, T[, 
-d/dtp(t) -t ,4u(t) sf(t), a.e. t ~10, T[, 
w-9 
rPm -AT)1 E w@>, 4T)). (2.10) 
In particular, for T(U) = 01-l 1 u 1”; 01 > 1, we obtain the following. 
COROLLARY 1. Let A be maximal monotone and let 1 be a lower semi- 
continuous proper convex junction j~om H x H into ] - 03, + co] sattijJ!ing 
the conditions (2.3) and (2.8). Then for any f EL”(O, T; H) the boundary 
value problem 
-d/dt(( du/dt(t)lE-2 du/dt) + 4u(t) 3 f(t), a.e. t ~10, T[, (2.10) 
[I du/dt(0)l”-2 du/dt(O), -1 du/dt(T)la-2 du/dt(T)] E al@(O), u(T)), (2.11) 
has at least a solution u E H1+‘(0, T) satisj>kg 
d/dt(l du/dt 1o1-2 du/dt) EL~(O, T; H). (2.12) 
4. THE PROOF OF THEOREM 1 
We consider the convex function F: La(O, T; H) + ]-co, + w] defined by 
F(u) = J1: 9 (g(t)) dt 
+ l(u(O), u(T)) if u E HIJ(O, T), 9 (-$) gLl(O,T), 
i-w, otherwise. 
We observe that Assumption (A) implies that D(F) C H1va(O, T). On the 
other hand, a standard device involving Fatou’s lemma shows that F is 
lower semicontinuous on EP”(O, T). Since F is convex and by (2.3), every 
level set (U E L2(0, T; H); F(u) < C} is b ounded and consequently weakly 
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compact in H1sU(O, T), we deduce that F is lower semicontinuous in 
L2(0, T; H). 
Let gr%: L2(0, T, H) ---f L2(0, T; H) be the nonlinear (multivalued) operator 
defined by 
where u E W,“(O, T), p E H1-‘(O, T), and p(t) E aq(du/lzt(t)), 
a.e. t E IO, TII, (p(O), -p(T)) E W(O), u(T))i. 
The following result is the main step of the proof. 
PROPOSITXON 1. Let the assumptions (A) and (C) hold. Then 
Proof. It is clear that &C aF. Thus for proving Eq. (4.1) it suffices to 
show that .I& is maximal monotone, i.e., R(I + a) = L2(0, T; H). Let f be 
given in L”(0, T; H). The equation 
can be written as 
PW - %w~)) 3 0, a.e. t ~10, T[, 
-p’(t) + u(t) = f(t), a.e. t E]O, T[, 
[P(O), -P(T)] E W@)~ NT)), 
where Y E Wm(O, T) and p E W2(0, T). For simplicity we shall write ’ 
instead of dldt. 
For any X > 0 define 
+ JT LB Iu(t)l’ - (f(t)> WI at + WOh qo, (4.3) 0 
where 
D(F,) = {u E H1al(O, T); q$u’) ELI(O, T)) (4.4) 
and the functions v,, , lh are defined as in Section 2. 
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From Lemma 1 we deduce that 
and 
~44 = O(l ~1 ll+? as I 24 I - +a, (4.5) 
where /3 is a suitable chosen positive constant. Thus by the same argument 
as that used for F, we conclude that for every X > 0, F,, is lower semicon- 
tinuous fromL”(0, T; H) into l-00, +co], Moreover, 
F,+(u) - +a as I u lL2co,l’;Hj - +m. 
Then the function F,, has an optimal arc zcA E H1*l(O, T) (unique because 
FA is strict convex). In other words 
F&J d F(v) for all v E Gl(O, T). (4.6) 
Since v,, and Z,, are FrCchet differentiable, this implies 
J ” (+,h’), v’> dt 0 
+ JOT (u,i - f, v> dt f W@), G”)), b(O), 4TIl> = 0 (4.7) 
for all er E GW(O, T). Here ( , > denotes the usual inner product in H X H. 
In particular, it follows by Eq. (4.7) that 
-(+A(~*‘(o))’ + %(f) = f(t), a.e. t ~10, T[, (4.7) 
and 
[&,du~‘(O)), -M~A’(T))I = %&A(~)~ G)). (4.8) 
In particular, (4.5) implies that the operator (&&l is defined on all 
of H and is bounded on every bounded subset of H (see e.g., Ref. [5, Proposi- 
tion 2.141). Since (apA( EL~(O, T; H), this clearly implies that 
u,,’ eLm(O, T; H), i.e., u,, E Hl@(O, T). Moreover, again using (4.6) we 
obtain 
s = I u&)1” dt + I u,(O)l” + I u,(T)l” < C, (4.9) 0 
for all h > 0. 
Therefore, 
{(+Ju~‘))‘} is bounded in L2(0, T; H). 
Now, we need to show that 
(4.10) 
I +,(uA’(0))l + I +,&WI is bounded. (4.11) 
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To this end we denote p,,(t) = a&~,,‘(t)) and first assume that Condition 
(2.5) in Hypothesis (C) holds. Then there exists an arc x E Wr(O, T) such 
that 9(x’) ~Lr(0, 3”) and 
x(0) E int(y E H; (y, r(T)) E D(I)). (4.12j 
In other words, x(0) belongs to the interior of the effective domain of the 
lower semicontinuous convex function y + Z(y, x(T)). But this implies that 
E(y, x( Tj) is locally bounded at y = x(0) ( see Rockafellar [12]). ConsequentIy, 
there exist p > 0 and C nonnegative such that 
WO) + pw, W)) < c forallwEN, jwj = 1. (4.13) 
On the other hand, by Eq. (4.8) we have 
&A(O), 241(T)) < &(O) + PW, x(T)) + (PA&% %(O) - $0) - f4 
- (Pm %W- 4% (4.14j 
Multiplying Eq. (4.7) by uA(t) - x(t) and integrating by parts we get 
--(PA&% %(O) - 43) + (Pm, %v+) - W) 
zl, ) UA - x) dt + “T (apA(zl,l’), u,,’ - 2’) at. s (4.15) 
Taking w =p,,(0)/jpA(O)\ in (4.14) and using Eq. (4.15) we get a bound 
independent of X for / p,,(O)]. Combined with (4.10) this implies (4.11). 
Now we suppose that Condition (2.6) holds. 
Let x E Hr,r(O, T) be such that I(x(O), x(T)) < j-co, and 
x(0) E int(y E H; [y, X(T)] E 0,). (4.16) 
Let @(y, , yE) denote the infimum of 
i oT MY’) + + I Y I2 - (f, Y)l & 
over all arcs y E Sl(O, T) such that y(0) = yr and y(Tj = ye . It is easily 
seen that @ is convex and lower semicontinuous in H x H. Moreover, 
D(Q) = Dg, and the infimum defining @ is attained. Thus by interiority 
condition (4.16) it follows that there exists p > 0 such that 
@(x(O) + pw, “Q)) < M forallwEN, /zUj = 1, (4.17) 
where M is independent of w. 
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Using again Eq. (4.7) we get 
Next, by Eqs. (4.5) and (4.17) we get 
--p(pA(0), w) < constant + &(x(O), N(T)), (4.18) 
because y,, and In are uniformly bounded from below by afhne functions. 
Since Z,,(x(O), X(T)) < Z(x(O), X(T)), we deduce from (4.18) that 1 p,(O)] 
bounded as h --f 0. Thus we have proved (4.11) in both cases of 
Hypothesis (C). Combined with (4.10) this implies that 
(+,,(,,(u,,‘)} bounded in Lm(O, T, H). (4.19) 
Since a&u,,‘) E aq((l + h a~)-lu,,‘) and v(u)// u 1 ---t +co as 1 zl / -+ + 03, 
as we have already observed, this implies that 
{zQ’} is bounded in Lm(O, T; H) as h ---f 0. (4.20) 
By (4.9), (4.10), (4.19) and (4.20) it follows that a subsequence (denoted 
again ZJ,J can be extracted from {uJ such that as h -+ 0, 
zd,, ---f u weakly star in La(O, T; H), 
uh’ -+ u’ weakly star in L”(0, T, H), 
+J~(u~‘) --f p weakly star in L”“(O, T; H), 
(L+I,~(u~‘))’ -+ p’ weakly in L2(0, T, H). 
(4.21) 
Here ’ = d/dt denotes as before the derivative in the sense of distributions. 
Extracting further subsequences if necessary we may assume also that 
and 
[u,(O), u,(T)] 4 [u(O), u(T)] weakly in H x H, (4.22) 
PduA’(W, &duA’(TN1 - MO), ~(01 weah in H x H. (4.23) 
Thus, for concluding the proof, we need only show that 
PM 6 %4)) a.e. t ~10, T[, 
and 
(4.24) 
[P(O), -K’X E Wo>, u(T)). (4.25) 
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for all X, p > 0. Since 8~ and al are monotone, this implies that uA -+ u 
strongly in L2(0, T; H) as h -+ 0, while 
and 
because a~~(u~‘) and &(u,(O), un( T)) are bounded in Lm(O, T; H), specifically 
in N x H. As 3, is maximal monotone in H x N (and its realization in 
L2(0, T; H) is maximal monotone too), Eqs. (4.21) and (4.26) imply Eq. (4.24) 
(see e.g., Ref. [6]). Similarly, from Eqs. (4.23) and (4.27) Eq. (4.25) follows. 
Proposition 1 is proved. 
Remark. Clearly Proposition 1 remains true if the functional F is replaced 
bY 
where y is a scalar function of class Cl on [0, T] and y(t) # 0 for t E [0, T]. 
More precisely, LJF coincides in this case with u ---f -d/d@(t) F&&/&j) 
defined on all u E H1,“(O, T) such that there exists p E H1,“(O, T) satisfying 
P(Z) E %(duldt(t)) a.e. t E IO, T[ and b(O) P(O), ---y(T) p(T)1 E %I(u(Oj, ~( ‘jj’ 
Proof of Theorem 1 (continued). Let ,11^ denote the realization of rZ in 
L”(0, T; H), i.e., 
3 = {[u, ~1 EL’(O, I’; H) x L-*(0, T; Hj; u(t) E D(A), 
a.e. t ~10, T[ and u(t) E Au(t), a.e. t ~10, T[]. 
According to Proposition 1, problems (2.9), and (2.10) can then be expressed 
as 
aF(u) i- 2~ 3f. (4-25) 
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Let [h, , Iz2] E D, be as in Hypothesis (D) and let h E PJ(O, T) be such 
that v(dh/dt) EU(O, T), and h(O) = h, , Iz(T) = h, . Then, it follows from 
(2.4) and (2.7) that 
P (4 (1 -t u)-l(u(t) + Ah(t))) < 9 (-$ (t) + h g (t)), a.e. t E IO, T[. 
Using again the homogenity condition (2.4) we get 
< (I + ~(h))p (-$) + X(1 + X)d-lv ($) a.e. t E IO, T[ 
where w(h)/h -+ d - 1 as h --j 0. Together with Eq. (2.8) this last inequality 
implies that 
F((I + Lf)-l(u + Ah)) ,( (1 + 4)>F@) + X(1 4 V-l Jbr F ($) 4 
for all X > 0 and u E HlJ(0, T; H). 
Thus, the operator A”+ 8F is maximal monotone inL2(0, T; H) x L”(0, T; H) 
(Lemma 2). On the other hand, we have already observed that Assumptions 
(A) and (B) imply that 
Hence R(8F -1 2) = L2(0, T; H) (see, e.g., Ref. [Sj). Theorem 1 is now 
proved. 
Remark. The preceding proof shows that in Hypothesis (C) zlI could be 
taken instead of ua and conversely. Also, Assumptions (B) and (D) are 
unnecessary if one of the following two conditions hold 
int D(F) n D(A) # m (4.30) 
D(F) n int D(A) + @ (4.31) 
This is a consequence of a general perturbation result due to Rockafellar 
(see, e.g., Ref. [12]). 
5. A CLASS OF FIRST ORDER EVOLTJTTON EQUATIONS 
Let H be a real Hilbert space and let V be a real reflexive Banach space 
such that F’C H. We shall assume that the injection map of V into His 
densely defined and completely continuous. 
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Besides these spaces we are given two functions q~ and $ which are assumed 
to satisfy. 
(i) The functions rp and $J are proper, convex and lower semicontinuous 
from r-I into ] - co9 + 001. There exists C > 0 such that 
sj(u)/l u I2 2 c, (5.1) 
for all u E D(v) with sufficiently large ( u 1. 
(ii) There exists d > 0 (in fact d > 2) such that 
cp(Au) = X%$J(u) for all u E D(y) and h > 0. (5.2) 
Moreover, for all h > 0 and [x, ~11 E H x H the following inequality holds 
v((I + h aqyx - (I + h spy) < p)(x - y). (5.3) 
(iii) II(#) C V, and 
(I u I2 + #4> - +a as II u l/v - +m. (5.4) 
We set A = a# and consider the problem 
%+Wdt) + Au(t) 3f(t>, a.e. t E]O, T[, 
u(0) = u, . 
(5.5) 
THEOREM 2. Let the assumptions (i), (ii), atzd (iii) be sati$ed. Then. for 
evwy u, E D(A) and f E H1,2(0, T) there is at least a solution u E WJ(O, T) 
0-f (5.5) satisfying 
g (9 E W94~ and u(t) E D(A), a.e. t E:]O, T[, (5.6) 
v g ELl(O, T), ( ) $@) EL"@ T) (5.7) 
Au E L2(0, T; H). (5.8) 
Remark 3. From Eqs. (5.1), (5.2), and (5.7) it is immediate that the 
solution u also satisfies 
24 E H1-"(0, T) n La(O, T, V). (59) 
If A is multivalued, Eq. (5.5) may b e interpreted in the sense that there 
is ~1 cL2(0, T, H) such that v(t) E Au(t), and 
a.e. t E 70, T[. 
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Proof of Theorem 2. We consider the boundary problem 
--A $ (3~ (-$)) + + (g) + A,u 3f, a.e. t E]O, T[, 
ap, (2 (T)) 3 0, (5.10) 
alp ($ (0)) 3 A-1(24(O) - uo). 
Let &A: L”(0, T; H) -+L2(0, T; H) be defined by 
dAu = -A$ (exp (- f)p(t)), a.e. t~]0, T[ 
where 
PA E f+‘(O, T), u E Hl@(O, T), P*(t) E ww>)? a.e. t ~10, T[ 
and 
P,(T) = 0, p,(O) = A-l@(O) - uo). 
Then problem (5.10) can be expressed as 
d& + exp (- +) A,zc 3 exp (- f) f- (5.11) 
By Proposition 1 (see Remark 1) the operator &A is maximal monotone 
in L2(0, T; N) x L‘z(0, T; H) and as we have already observed, coercive. 
As the operator u -+ exp(-t/h) A,+ is monotone and continuous in 
L2(0, T; H), Eq. (5.11) h as at least a solution U, E Hl@(O, T). In other words, 
for every h > 0 there exist z(,~ E H1am(O, T) and p, E H1v2(0, T) such that 
-~PhlW + PAN + &h(t) = f(t), a.e. t ~10, T[, (5.12) 
and 
~PA(O> = %(O) - uo 9 P,(T) = 0. (5.13) 
We differentiate Eq. (5.12), and afterwards we multiply it with p, . We get 
HI PAW2>’ - 4Ph’(t)? PAW + h I PA’(t>12 G (f’(t), Pd4>, a.e. t ~110, T[, 
because ((A+,(t))‘, p*(t)) > 0, a.e. t E IO, T[ in consequence of Hypothesis 
(ii). 
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Consequently, 
4 I A(~ +hfnt I P~‘W ds + MO) + &A(O) - f(%P~(0)) - 4 I PA(O)!~ 
e @P)(l Pn@jl”)’ + ft I f’(4I I PAM 6 a.e. t E 70, T[. (5.14) 
‘0 
But 
because A, is monotone. Then integrating Eq. (5.14) over IO, T[, we obtain 
after some rearrangements that 
1’ I pA(t dt + I pA( < C (I A”uo I* + If(O + joT l.f’(fj12 dt). (5.15) 
‘0 
Moreover, taking t == T in Eq. (5.14) and using boundary conditions (5.13) 
we obtain 
x s oT Ip,‘(t>l* nt B c, for all A > 0, (5.16) 
where C, is a nonnegative constant independent of A. In particular, the 
estimate (5.15) implies that 
hi q(O) = no . (5.17) 
Let ‘p* denote the conjugate function of 91, i.e., 
ql”~n) = sup{&, 2) - v(u); u E H}. 
It is well known that 6’~ * = (a~)-1 and Assumption (i) implies that 
D(y*) = Ii. Therefore, uh’ = &~*(m). On the other hand, we have (see 
Ref. [5, Lemma 3.31) 
(PA’(~)> +*Mt)>) = W v*Mt)) a.e. t ~10, T[. 
Consequently 
J : (PA’(~), x’(t)) dt = Y*(O) - cp*MW- 
(5.18) 
We multiply Eq. (5.12) with ah’(t) - zlo and integrate over IO, T[ (v. is 
arbitrary in D(v)). Using Eq. (5.18) one obtains 
+ IoT (AA@) -f(t)> ~0) dt. 
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Consequently, 
s ’ dun’(t>> dt + v4W”)) - ~JA@@>> < G for all h > 0. (5.19) 0 
On the other hand, we have 
h(m) = bd%(0)) + J’b (%‘N, -4,%(S) 4 O<t<T. (5.20) 
Together with Eqs. (5.1), (5.15), and (5.19) this equality implies that 
(Us’} bounded in L”(0, T; H). (5.21) 
But 
~&A(O)) d ?h(%) + (-Q&o, u,(O) - 4, 
where o. is arbitrary in D(4). As / 14,+n(0) - 8,~~ 1 < j p,(O)], the above 
inequality implies that {#,+(24\(O))} is b ounded as X + 0. Thus, from Eq. (5.20) 
it follows that 
hb4d~)) G fig for all X > 0, and t E [0, T], (5.22) 
where M is a nonnegative constant independent of X. We set v,,(t) = 
(I + AA)-1 u,{(t). S’ mce (I + M-l is nonexpansive, (5.21) implies 
(z),~‘} bounded in L”(0, T; H), (5.23) 
and by Lemma 1 
~h(~>> G ml for all h > 0, t E [0, T]. (5.23) 
Using Assumption (iii) we get 
{vn} bounded in L~(0, T; V). (5.24) 
As the injection of V into H is compact, it follows by (5.23) and (5.24) 
(see Lions [7]) that {un} . IS a compact subset of L”(0, T; H). Therefore, 
without loss of generality we may assume that for h + 0, 
u,, + u strongly inL2(0, T, H), 
-4,u,, + y weakly in L2(0, T, H), 
u,’ + u’ weakly in L2(0, T, H), 
p, +p weakly in L2(0, T; H). 
(5.25) 
As A is maximal monotone we conclude that 
r(t) E Au(t), a.e. t ~10, T[. (5.26) 
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We observe from Eqs. (5.12), and (5.25) and the definition of “subgradient” 
that 
I”m$uP [iT d~h’(f)> dt + &@A(~N - M4W] 
< j’ &W dt + jT (f(t), W) - v(t)) dt f j’ (u(% vW) 4 (5.27) 
0 0 0 
for all z, EL?(O, T, H). On the other hand, the inequality 
VudW G A(uo) + MPA(% %(O) - Zloh 
and the estimate (5.15) implies that 
‘im:zP 1GMO)) G WJ(O))- (5.28) 
We set 71% = (I + AL~)-~u, . By Assumption (ii) we have p(v,‘(t)) < p(~~‘(f)), 
a.e. t E IO, T[ while #A(~X(T)) 2 $(Uh(T)) in consequence of Lemma 1. 
Thus, from Eqs. (5.27) and (5.28) we deduce that 
for all v GL~(O, T, W). We also note that v,’ -+ ZL’ weakly in L2(0, I‘; H) 
and vn( T) + u(T) weakly in H. Since the function 
u - joT du’(tN dt + vWTN 
is lower semicontinuous in ZF2(0, T), the inequality (5.29) implies that 
j' &W)) dt < 1' cp(v(t)> d  + j' (f(t) - r(t), 11'(t) - v(t)> dt, (5.30) 
0 ‘0 0 
because 
d/dt #(u(t)) = (r(t>, Wj a.e. t C 10, T[. 
Then Eq. (5.30) im pl ies by a standard argument that 
&4>> G 9(v) + (f(t) - Y(f), a - vh a.e. t E ]O, T[ 
for any v E H. In other words, we have 
f(t) - YW E %w~>)~ a.e. t E]O, T[, 
which completes the proof. 
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COROLLARY 2. Let K be a closed convex cone of H and let A = a# sattifying 
Assumption (iii) and in addition, 
(I + hA)-lx - (I + XA)-ly E K, (5.30) 
for every h > 0 and all x, y E H such that x - y E K. 
Then for every f E H1*?$O, T) and atzy u,, E D(A) there exists a function 
u E H1*2(0, T) n L”(0, T, V) satisfying 
(du/dt(t) + Au(t) -f(t), du/dt(t) - v) < 0, a.e. t ~10, T[, Vv E K, (5.31) 
u(O) = %I 9 (5.32) 
du/dt(t) E K, a.e. t E IO, T[. (5.33) 
Proof. One uses Theorem 1 where T(U) = -$ [ u [a + IK(u). 
Remark. In applications the following equivalent form of the condition 
(3.3) is more convenient (see Ref. [5, Proposition 4.7]), 
(i3y,(u - v), A”u - AOv) 3 0 for all h > 0, Vu, v E D(A). 
6. APPLICATIONS 
EXAMPLE 1. Let j be a lower semicontinuous convex function from R 
into ]-co, + oo], and let y be a maximal monotone graph in R x R. Denote 
/3 = aj, and assume 
j(4il 24 ll+m + +m as I u I --f +a, (6.1) 
j(h) = Adj(u) for all h > 0, and u E D(j), (64 
where 01 > 0 and d > 1. 
j((1 + Xy)-lu - (1 + X,)-k) < j(u - v) for X > 0, [u, v] E H x H. (6.3) 
We are given also a lower semicontinuous convex function 1: R x R -+ 
]-co, + co] which is assumed to satisfy the following conditions 
Z(u,~)/(lrcI+I~1)~+“~+coasIzcI-t+a3andIvI~+co, (6.4) 
W + G-l@ + hh,), (1 + hP(v + h)) < l(u, v), (6-5) 
for all X > 0 and [u, v] E H x H. Here [h, , hz] is fix in H x H. We finally 
assume that there exists [u. , vo] E D(Z) such that 
u, - v. E int D(j). (6.6) 
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We observe that (6.1), (6.2), (6.3), (6.4), and (6.5) imply Hypotheses {A), 
(B), and (D) in Theorem 1 where H = R, g, = j and A = y0 Moreover, 
Condition (6.6) implies that j(d/dt(t/T z’s + (1 - t/T)%)) EU(O, T) for all w 
in a sufficiently small neighborhood of u,, . The latter clearly implies Condi- 
tion (2.6) in Hypothesis (C). 
Then, we can derive an existence result for the boundary problem 
--d/wv~ldt(t))) + YWN 3f(t>, a.e. t E]O, T[, @-7l 
lwww)), -P@+wNl 6 wm q3. @4 
More precisely, 
COROLLARY 3. Let Condition (6.1)-(6.6) be satis$ed. Then for every 
f EL”(O, T) problem (6.7), (6.8) has at least a solution u E H1*“(0, T) sati&ing 
(6.9) 
The problem (6.7), (6.8) can be regarded as the optimality condition for 
Bolza functional [13] 
where g: R ---f ]-co, +CKJ] is such that ag = y. (We recall that every 
maximal monotone graph y in R x R can be expressed as the subdifferential 
of a lower semicontinuous convex function g: R --+ ]-co, +co].) In par- 
ticular, if 
k 3 4 = 1; 
if u1 = x and uz = y, 
a3 otherwise, 
where x, y E D(y) then Condition (6.5) is satisfied with [lz, , h,] an arbitrary 
pair in y(s) x y(3)) C H x H. In this case the boundary conditions (6.8) 
can be written as U(O) = x, u(T) = y. 
We finally observe that in particular Assumptions (6.1) (6.2), (6.3), and 
(6.6) are satisfied if /3(u) = 1 u jorp% where 01 > 1. 
ExAnxnrx 2. Let Q be a bounded open subset of Rn with sufficiently 
smooth boundary &Q. We set Q = 10, T[ x Q and Z = IO, T[ x X2. 
Let p be a maximal monotone graph in R x R and let j: R -+ ] - 03, + CD] 
be such that p = aj. Assume that 
and 
i(4il u I2 3 M for j u 1 sufficiently large, (6.10) 
0 E p(O), j(b) = Xdj(u) for all X > 0, and zc E R. (6.11) 
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2 < p < co be the differential operator defined from H’$‘(Q) into W-lJ(Q) 
by 
COROLLARY 4. Let f EL2(Q) and u, E Wi*p(sZ) be such that aflat ELM 
and Au, E L2(G). Then the problem 
u(O, x) = %&4, XEQ, 
u(t, x) = 0, (t, x) E 2-T. 
has at least a solution u(t, x) satisfying 
u E C(0, T; L2(!S)) n Lrn(O, T, FV;qq>, 
au/at dyQe), Au E L2(Q). 
Proof. We apply Theorem 2 where H = L2(G), V = Wi3”(Q), 
and 
944 = s 
A+)> dx, if j(u) ELI(G), 
52 
+a, otherwise. 
(6.13) 
(6.14) 
(6.15) 
We recall (see Lions [7]) that A = a# and (+(U))(X) = P(u(x)) a.e. x ED 
(see BrCzis [3]). 
Assumptions (i) and (iii) in Theorem 2 are clearly implied by (6.10), 
(6.11) and the Sobolev imbedding theorem. On the other hand, from the 
monotonicity of /In it follows that 
s z /‘3&(x) - +))(A+) - >> dx k 0 
for all u, z, E W$P(Q). In other words we have 
(avA(u - w), Au - Av) > 0 for all u, v E D(A); (6.12) 
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equivalently, 
cp((.z + AA)-124 - (I + Aa-lo) < qTQ.4 - 7l) 
which is just Condition (5.3). 
Remark. Using Theorem 1 we could obtain under suitable assumptions 
on Z, an existence result for the elliptic boundary problem 
EXAMPLE 3. Let p be a maximal monotone graph in R x R satisfying 
(6.10) and (6.11). Besides /3 we are given another maximal monotone graph 
y C R x R which is assumed to satisfy 
(P,& - 4, 2 - w) 2 0 for all h > 0 and x E y(u), zo E y(v) (6.16) 
for all u, ZI E R x R and X > 0. 
Let #: L2(J2) -+ ]-co, + co] be the convex functions defined by 
$qu) = 
1 
; jQ I grad u I2 dx + Jan d4 da 
if 24 E F(Q), g(u) ELl(X?), 
+a otherwise. 
We note (see B&z% [2], [3]) that $5 = -A and (where y = ag), 
D(a$) = (2~ E H2(52); &/&z(x) E -y(u(x)), a.e. x E %Q). 
Let v be the convex function defined by Eq. (6.15). 
Condition (6.16) together with Green’s formula yield 
Gh(~ - 4, W(4 - W(4) 3 0, for h > 0, 24, z’ fz D(+). 
Thus the Assumptions of the Theorem are satisfied with N = La(Q), 
A = a# and v defined above. 
COROLL-ARY 5. Let p and y satisfying Eqs. (6.10), (6.1 I), and (6.16). Let 
f~ L2(Q) and u. E H2(Q) be such that i?f/,flat E L2(Q) and A,/&z E -y(uJ, 
a.e. in X?. 
Then the problem 
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has at least a solution u(t, x) satisfring 
u E C(0, T; L2(Q)) n Lm(O, T, Hl(SZ)) n L2(0, T, H2(Q)), 
and 
au/at E L”(Q). 
EXAMPLE 4. In Corollary 2 we take H = L2(lJ), 
K = {u EL2(9); u(x) > 0, a.e. x E Q}, 
and Z,!I as in Example 3, i.e., a# = -A, and 
II = {U E H2(G); au/&. E --y(u), a.e. in aQ}. 
Here y is a maximal monotone graph in R x R. 
Hypothesis (5.3) is equivalent to 
wd,(u - 9, a4(4 - a+(v)) 3 0, Vu, v E D(a#), h > 0 (6.17) 
while by definition 
wd, = ww - pd, 
where PK is the projection mapping of H onto K. Noting that PKu = 
u+ = max{u, 0), (6.17) can be written as 
s 52 (u - v)- A(u - V) dx < 0 for all u, v E D(a#), (6.18) 
where u- = min{u, O}. But this inequality follows immediately by using 
Green’s formula and the monotonicity of y. This verifies that Hypotheses 
of Corollary 2 are satisfied. Thus we can derive the following existence 
result. 
COROLLARY 6. Let u0 E H*(G) and f E L”(Q) be such that aflat E L2(Q), and 
adan E --y(~,), a.e. in ac2. (6.19) 
Then thne exists a function u E C(0, T; L2(Q) n L2(0, T; H”(G)) satisfying 
$--Au)(v--$)dx>S,f(v---$)dx foraZZ VEK, (6.20) 
am? 
--&/an E Y(U) a.e. on 2, ~(0, x) = uO(x) in Sz, 
au/at E K a.e. on IO, T[. 
(6.21) 
(6.22) 
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Moreover, 
u dm(O, T; W(Q)), au/at EL%(Q). (6.23) 
The elliptic case was considered by B&is in [2] (see also [3]). We finally 
note that the function u(t, x) in Corollary 6 can be regarded (see Lions 
[7], [S]) as a solution of the following parabolic unilateral problem 
&l/at > 0 on Q = IO, T[ x Q!, 
au/at - Au = f on {(t, ZC) EQ; aujat(t, x) > 01, 
au/at - AU > f on {(t, X) EQ; A/at(t, X) = 01, 
au/an E -+) on z = lo, T[ x aGn, 
~(0, x) = uo(x) on G. 
(6.24) 
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