We construct dense, triangle-free, chromatic-critical graphs of chromatic number k for all k ≥ 4. For k ≥ 6 our constructions have > (
Introduction
The family of graphs without triangles exhibits many similarities with that of the bipartite graphs-for example, in the number of such graphs on a given number of vertices [4] -suggesting that in some senses, the most significant barrier to being bipartite is the presence of triangles. This naturally motivates the study of the chromatic number of triangle-free graphs, which, though not apparent at first sight, can be arbitrarily large, due to the constructions (for example) of Zykov and Mycielski [22] , [15] . Both of these constructions have in common that they give graphs which are quite sparse. Mycielski's is the denser of the two constructions, with O(n log 2 3 ) edges, so well below quadratic edge density. Coupled with the observation that a triangle-free graph with the maximum number of edges is a balanced complete bipartite graph (and so 2-colorable), this suggests the chromatic number of triangle-free graphs with lots of edges as a natural area of study.
If we are not careful we encounter trivialities. Taking the disjoint union of a k-chromatic triangle-free graph with a large complete bipartite graph, we get a rather disappointing example of a k-chromatic triangle-free graph which is dense (in this case, it can have bipartite graph plays no role in either the chromatic number of the graph or the difficulty of avoiding triangles in the 'important' part of the graph, this is hardly satisfactory. The question along these lines by Erdős and Simonovits was: how large can the minimum degree be in a triangle-free graph of large chromatic number? Hajnal's construction given in [5] proceeds by pasting new vertices and edges onto a suitable Kneser graph (triangle-free and already with arbitrarily large chromatic number) and shows that one can have triangle-free graphs with minimum degree δ ≥ (1 − ε) n 3 and arbitrarily large chromatic number. They originally conjectured that δ > n 3 would force 3-colorability. Häggkvist [8] found a 4-chromatic counterexample. This problem has recently been resolved: after Thomassen proved that triangle-free graphs with minimum degree δ > 1+ε 3 n have bounded chromatic number [19] , Brandt and Thomassé have shown that graphs with δ > 1 3 n are indeed 4-colorable [2] . For 3-colorability, the threshold is 10 29 [10] . Remaining questions appear in [2] . For more about triangle-free graphs with large minimum degree, we refer to [1] .
The problem we study is of a slightly different type. We return to the basic notion of density (requiring only a quadratic number of edges, with no restrictions on the minimum degree), and use the requirement of criticality to avoid trivialities like adding a disjoint complete bipartite graph. Definition 1.1. A graph is k-critical if it has chromatic number k, and removing any edge allows it to be properly (k − 1)-colored.
Thus by requiring this of our triangle-free graphs, there will be no edges contributing to the density of the graph without playing a role in its chromatic number. Many of the classical constructions of k-chromatic triangle-free graphs in fact give critical graphs: the Mycielski construction gives k-critical graphs, and the Zykov construction can be easily modified to do the same. Lower bounds on the sparsity of triangle-free critical graphs have been given by [11] .
The main question we answer in the affirmative here (Theorem 1.3) is: does there exist a family of triangle-free critical graphs of arbitrarily large chromatic number, and each with > cn 2 edges for some fixed c > 0? Definition 1.2. The density constants c ℓ,k are each defined as the supremum of constants c such that there are families of (infinitely many) k-critical graphs of odd-girth > ℓ and with > cn 2 edges.
(The odd-girth is the length of a shortest odd-cycle.) We abbreviate c 3,k as c k .
Thus the positive answer to the above question will follow from our result that in fact c k is bounded below by a constant for all k ≥ 4 (Theorem 1.3). An easier question is to ask just for dense families of (infinitely many) triangle-free k-critical graphs for each k ≥ 4-so, just to show that all of the constants c k , k ≥ 4 are positive. For k = 4, this is demonstrated by Toft's graph ( Figure 1 ) [21] , which has > is the best known for k = 4 even without the condition 'triangle-free'). Using Toft's graph, one can repeatedly apply Mycielski's operation [15] to get families of k-critical trianglefree graphs with ≥ c k n 2 edges for each k ≥ 4. Here c k =
, which tends to 0 with k-thus this method only answers the easier question. (Mycielski's operation µ(G) on G is: create a new vertexv for each v ∈ G, join it to the neighbors of v in G, and join a new vertex x to all of the new verticesv. This operation is illustrated in Figure 2 where G is the 5-cycle.)
The weaker question is also answered directly for the particular case k = 5 by the following construction of Gyárfás [7] . Four copies T 1 , . . . , T 4 of the Toft graph are matched each with corresponding independent sets A 1 , . . . , A 4 . The pairs A i , A i+1 , 1 ≤ i ≤ 3, are each joined in complete bipartite graphs, and the sets A 1 , A 4 are both joined completely to another vertex x. This is illustrated in Figure 3 . This gives a constant c 5 ≥ 13 256 . Our construction will show that c 5 ≥ 4 31 , which is asymptotically the same density shown by Toft [21] without the triangle-free requirement, and still the best known for that problem. Our general result for the density of k-critical triangle-free graphs is the following, which we prove constructively. Theorem 1.3. There is a dense family of triangle-free critical graphs containing infinitely many k-chromatic graphs for each k ≥ 4. In particular, the density constants satisfy c 4 ≥ the Toft and Gyárfás constructions work by pasting graphs onto independent sets so that in any (k − 1)-coloring of the graph, at least two different colors occur in each of the independent sets (and the 'pasting' has suitable criticalitylike properties as well). In Section 2, we recursively define a way of 'critically' pasting graphs to independent sets so that we can be assured that in a (k − 1)-coloring of a graph, k 2 colors occur in each independent set (i.e., k 2 in one and k 2 in the other). Moreover, the independent sets will be nearly as large as the new 'pasted' parts. From this point, we simply defer back to the idea of Toft's construction, joining two such independent sets in a complete bipartite graph. (One could also use Gyárfás's graph as model for the general case, but this gives less dense graphs.)
A natural extension of the triangle-free case is of course to avoid higherorder odd-cycles. Our result for avoiding pentagons (as well as triangles) is the following: Theorem 1.4. There is a dense family of pentagon-and-triangle-free critical graphs whose members have unbounded chromatic number. In particular, the density constants satisfy c 5,4 ≥ is a consequence of the classical Erdős-Stone theorem [6] , since odd-cycles are 3-chromatic. Theorems 1.3 and 1.4 determine the exact values of c 3,k and c 5,k , respectively, for k ≥ 6 and so the triangle-free and pentagon-and-triangle-free families are perhaps the only examples of natural families of graphs where the maximum possible edge-density in k-critical graphs is now asymptotically known (k ≥ 6); moreover, in this case, the requirement of k-criticality does not affect the maximum possible edge density (asymptotically).
For higher-order odd cycles (ℓ ≥ 7), we have a quadratic density result only for k = 4: Theorem 1.5. For each ℓ ≥ 3, there is a dense family of (infinitely many) 4-critical graphs of odd-girth > ℓ. In particular,
(1) Theorem 1.5 follows from our construction in Section 4 (which uses an extension of the Mycielski operation). In terms of the constants c ℓ,k , the results of Theorems 1.3 through 1.5 are summarized in Table 1 (in Section 5).
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Avoiding triangles (constructions)
To construct critical triangle-free graphs, we will construct graphs U which have large independent sets (essentially as large as U for k ≥ 6 in fact) in which
colors must show up in a (k − 1)-coloring. (In fact, our techniques would allow us to require that all k − 1 colors show up in the independent set, but this is not the best choice from a density perspective.) The U 's will have criticalitylike properties as well (Lemma 2.5), and we will be able to join the relevant independent sets from two such U 's in a complete bipartite graph to get our construction. Let us now specify the construction of the sets U . Given graphs S 1 , S 2 , . . . S t , we construct U (S 1 , S 2 , . . . , S t ) as follows: take the (disjoint) union of the graphs S i , together with the independent set A = V (S i ), which we call the active set of vertices, and join vertices v ∈ S i to vertices u ∈ A which equal v in their i'th coordinate. This construction is illustrated for t = 2 in Figure 4 . Where r 1 , r 2 , . . . r t are positive integers, we write U (r 1 , r 2 , . . . r t ) to mean a construction U (S 1 , S 2 , . . . , S t ) where, for each i, S i is a triangle-free r i -critical graph without isolated vertices.
With just one graph S, U (S) simply consists of a matching between S and an independent set of the same size. Thus the Toft graph is two identical copies of a U (3), whose active sets are joined in a complete bipartite graph. Gyárfás's construction is now four copies C 1 , C 2 , C 3 , C 4 of a U (4), where the active sets of C i and C i+1 are joined in a complete bipartite graph for 1 ≤ i ≤ 3, and the active sets of both C 1 and C 4 are completely joined to a new vertex x. Observation 2.1. U (r 1 , r 2 , . . . , r t ) is triangle-free, and if s i = |S i |, it has s 1 · · · s t active vertices, and s i structural vertices of type i.
The structural vertices of type i are vertices from the copies of S i used in the construction of U (r 1 , r 2 , . . . r t ).
Our inductive proof of Lemma 2.5 will use the following properties of the sets U (S 1 , . . . , S t ): Observation 2.2. Let A ω ⊂ S i be the all the vertices of the active set whose tth coordinate is the vertex ω ∈ S t . Then the subgraph of
Observation 2.3. Any colorings of the graphs S 1 , S 2 , . . . S t can be extended to the rest of U (S 1 , S 2 , . . . , S t ) ( i.e., to the active vertices) so that just t + 1 different colors of our choosing appear in the active set.
Proof. This follows from observing that the degree of each active vertex in U (S 1 , S 2 , . . . , S t ) is t.
Before proceeding any further, we point out the following basic fact, which lies at the heart of all recursive constructions of critical graphs: Observation 2.4. A k-critical graph without isolated vertices can be k-colored so that color k occurs only at a single vertex of our choice.
Proof. This follows from observing that such a graph is vertex-critical ; i.e., removing any vertex decreases the chromatic number.
We are now ready to prove the main lemma, about the sets
Basically, it says that in a (k − 1)-coloring, their active sets have a set of properties similar to criticality.
can be properly (k − 1)-colored so that ≤ i different colors appear at active vertices and so that among active vertices, only one vertex of our choosing gets the ith color. 
, one for each vertex ω ∈ S i−1 , which are pairwise disjoint except at the graphs S 1 , S 2 , . . . , S i−2 (in other words, their active sets A(C ω ) are disjoint). Note that each ω ∈ S i−1 is adjacent to every vertex in A(Cω).
To prove part 1, color S i−1 with colors i − 1 through k − 1 so that color i − 1 occurs only at vertex ω 0 (we can do this by Observation 2.4). By induction, (k − 1)-color C ω0 so that its active vertices get colors from 1, 2, . . . , i − 2, i and so that color i occurs at only one vertex u of C ω0 . Now we can use Observation 2. For part 3, assume first that the removed edge came from S i : Then we can (k − i)-color what remains, and (inductively by part 1) color the C ω 's so that only the leftover i − 1 colors occur at the active vertices.
If the removed edge was one joining a vertex ω 0 in S i to a vertex v in the active set of C ω0 , we color S i with the colors i − 1 through k − 1 so that color i − 1 occurs only at vertex ω 0 (by Observation 2.4), and color C ω0 so that only colors 1, 2, . . . , i − 1 occur at its active vertices, and so that color i − 1 occurs only at v among active vertices (by part 1, inductively). Coloring the other C ω 's so that only colors 1, 2, . . . , i − 1 occur at their active vertices (again part
If instead the removed edge was from one of the copies C ω0 , we color that copy (by induction) so that only colors 1, 2, . . . , i − 2 occur at its active vertices, and S i with colors i−1 through k−1 so that i−1 occurs only at the vertex ω 0 (by Observation 2.4). Then coloring the rest of the C ω so that only colors 1 through i − 1 appear at active vertices (by part 1), we have a proper (k − 1)-coloring of U k−1 k−i+1 where only colors 1 through i − 1 appear at active vertices.
Constructing G k
We take G k to be the union of a
; the active sets are joined in a complete bipartite graph.
Otherwise the removed edge is between active vertices of C 1 , and C 2 . We can color each of the C i with colors 1, . . . , k − 1 so that only colors 1, . . . , 
Density of
To estimate the density of G k , recall that C p , p ∈ {1, 2}, will have s 
. Now so long as k ≥ 6, we have that t 1 , t 2 ≥ 2 and so by choosing s suitably large for each p ∈ {1, 2}, we assure that a 1 − ε ′ fraction of the vertices from each C p are active, giving that G k has ≥ ( 1 4 − ε)n 2 edges for all k ≥ 6, so long as we can take C 1 , C 2 to be the same size.
For the case where k is even, we can let them be identical, so if we are not interested in good constants for the case where k is odd, we have finished the proof of Theorem 1.3, since one can use the Mycielski operation to get the case 'k is odd' from the case 'k is even' (giving a density constant of 3 16 − ε for the odd k). To prove better density constants, we will want to argue that we can take C 1 , C 2 to be the same size even if k is odd. This will follow from Lemma 2.8 below.
An arithmetic progression is called homogeneous if it includes the point 0. We call a subset of Z + positive homogeneous if it contains (all) the positive terms of an infinite homogeneous arithmetic progression. We have: Observation 2.6. The sums and products of positive homogeneous sets are positive homogeneous sets.
The important property we need is this:
Observation 2.7. The intersection of two positive homogeneous sets is a positive homogeneous set.
In particular, the intersection is infinite, and so nonempty. Because of this property, the following lemma regarding the U k−1 k−i+1 implies that we can let |C 1 | = |C 2 | in the case where k is odd, finishing the proof of the density of the G k : Lemma 2.8. Let k ≥ 4, 1 ≤ i ≤ k, and fix triangle-free (k − j)-critical graphs S j of order s j for each j > 2. Then the set of natural numbers n for which there is a U k−1 k−i+1 on n points constructed using the fixed graphs S 2 , S 3 , . . . (so, we only have freedom in choosing the graph S 1 ) is positive homogeneous. The same holds for the set of natural numbers n ′ for which there exists a U
constructed from the S 2 , S 3 , . . . which has exactly n ′ active vertices.
Proof. This follows by induction from Observations 2.1, 2.6, and 2.7.
This completes the proof that the G k are dense with ( 
Density of G 5
In this section we show the bound c 5 ≥ 4 31 . In the construction of G 5 , C 1 is a U (4), and C 2 is a U (4, 3). Say C 1 consists of a copy S 1 1 of the Toft graph matched with an independent set of the same size, and C 2 is likewise constructed from the 4-and 3-critical graphs S 
For vertices instead of edges, we have
2 ) to be large, the last two summands are negligible:
We want to maximize the ratio
It is an easy optimization problem to check that our best choice is to make |A(C 2 )| larger than v(S 1 ) by a factor of 15 8 (note that we can do this by Lemma 2.8 and Observation 2.7). For this choice, and denoting now v(S (2) and (3) give:
and thus, taking the supremum (as n grows large), we do have that c 5 ≥ 4 31 .
Avoiding pentagons (existence result)
By using a partial Mycielski operation together with the constructive method used to prove Theorem 1.3 in Section 2, we will demonstrate the existence of dense k-critical graphs for k ≥ 4 whose shortest odd-cycles have length 7. In this section we prove the bounds c Figure 2. ) We say the original edges of M k−1 are the Type 1 edges ofM k−1 , the newly added edges are the Type 2 edges. We call the added verticesv the forward vertices ofM k−1 (notice that they form an independent set). One can check thatM k−1 is (k − 1)-colorable; that in any (k −1)-coloring ofM k−1 , k −1 colors appear at forward vertices; and moreover, that if one removes any edge fromM k−1 , it can be (k − 1)-colored so that ≤ k − 2 colors appear at the set of forward vertices. With respect to odd cycles, the important aspect of the doubling operation is the following: Lemma 3.1. If M is a graph of odd-girth ℓ + 2, thenM has odd-girth ℓ + 2.
Proof. Every vertex inM is either a vertex v ∈ M or its correspondingv. If we 'project' all of the verticesv onto their corresponding vertices v, this induces a map from the edges ofM to the edges of M . This map sends walks to walks and closed walks to closed walks (of the same lengths). Thus ifM contains some odd cycle of length ≤ ℓ, M contains an odd closed walk of length ≤ ℓ, and thus an odd cycle of length ≤ ℓ. Now to construct graphs M r k−1 fromM k−1 , we remove Type 2 edges one by one, discarding any forward vertices isolated by this process, until we cannot do so without allowing the result to be (k−1)-colored so that only r−1 colors appear at forward vertices. (This is the step where our argument is nonconstructive.) The result satisfies:
-colored so that just r colors appear at forward vertices. Moreover, one of those r colors can be required to appear (among forward vertices) at only a single vertex of our choosing. In spite of the fact that these are essentially the same properties enumerated for the sets U k−1 k−i+1 in Lemma 2.5 (with the terminology active vertices replaced with forward vertices), the graphs M r k−1 will not take their place in our constructions in this section. Instead, we will use the M r k−1 (actually, their forward vertices) in place of the graphs S k−r in the construction of the analogue to the U k−1 k−i+1 used here. Let us now make this precise.
Fixing the parameter k, we construct graphs W (r 1 , r 2 , . . . , r t ) as follows: take a disjoint union of graphs M ri k−1 , 1 ≤ i ≤ t, together with an 'active set' A = F (M ri k−1 ) (here F (M ) denotes the forward vertices of M ); and join, for each i, each vertexv in F (M ri k−1 ) to all the vertices u ∈ A which equalv in their ith coordinate. Similar to our convention in Section 2, we set
The next lemma is the analogue to Lemma 2.5 for the sets W
can be properly (k − 1)-colored so that ≤ i different colors appear at active vertices and so that among active vertices, only one vertex of our choosing gets the ith color. Similar to our construction in Section 2.1, we take G 5 k to be the union of a
; the active sets are joined in a complete bipartite graph. As in that section, we have (now as consequences of 3.3) that G 5 k is critically k-colorable.
We now check that G It is now straightforward to check that, for example, the (k − 1)-critical triangle-and-pentagon-free graphs G 5 k−1 given by our recursion cannot be dominated by sets of bounded size, and so we can, as desired, construct graphs M k−2 k−1 whose forward sets are arbitrarily large, and thus can construct graphs W
in which the active set occupies a (1 − ε) fraction of the vertex set.
It is easy to check that our construction gives c 5,4 ≥ follows from an argument (which we omit) similar to that in Section 2.3; the best choice here is to let the larger of the two active sets be bigger by a factor of for which v, w are adjacent in M . This is demonstrated in Figure 5 with the pentagon for q = 2. We will call all the vertices v q (v ∈ M ) the active vertices. We have an extension of Lemma 3.1:
Lemma 4.1. If M has odd-girth ℓ + 2, then µ q (M ) has odd-girth ℓ + 2.
Proof. As in the proof of Lemma 3.1, we can 'project' all the vertices v i onto their corresponding v 0 to give a function from µ q (M ) to M which preserves walks and closed walks. Thus if µ q (M ) contains an odd-cycle of length ≤ ℓ, so does M .
If we now were to join a new vertex x to the active vertices of µ q (M ), we would have what has been called a cone over the graph M [18] . To construct dense, critical graphs with large odd-girth using the µ q (M ), we would like to claim that if we start with a (k − 1)-critical graph G, then in a (k − 1)-coloring of µ q (M ), all (k − 1) colors would have to appear in the active set. From here we could use suitable deletion arguments and proceed as in previous sections to extend Theorem 1.4 to arbitrarily large odd girth (albeit with worse constants as the odd-girth increases).
For q > 1, however, it is not true in general that for a (k − 1)-critical graph M , all k − 1 colors show up at active vertices in a (k − 1) coloring of µ q (M ). In the special case where k = 4 and so M is an odd-cycle, however, we have this property. This is equivalent to the statement that cones over odd cycles are 4-chromatic. This was proved by Stiebitz [17] using topological methods. A combinatorial proof is given by Tardif [18] based on the work of El-Zahar and Sauer [3] . From this we have thus that if M is an odd cycle (say of length ≥ 2q + 5), then in any 3-coloring of µ q (M ), 3 colors appear at active vertices (and the third color can be required to appear at only one active vertex of our choice). And it is not hard to check that if any edge from µ q (M ) is deleted, we can 3-color the result so that at most 2 colors appear at active vertices. These properties imply that if we construct a graph Y from µ q (M ) by matching the set of active vertices of µ q (M ) to an (independent) set of equal cardinality, the graph Y will have the same properties under 3-colorings with respect to this independent set as does U (3) (enumerated in Lemma 2.5). Thus if we join in a complete bipartite graph these independent sets from two copies of Y , the result is a 4-critical graph. It is not hard to check (using Lemma 4.1) that it has odd-girth 2q + 5. The color classes of the bipartite graph each have size 1 2q+4 n. Thus the result has > 1 (ℓ+1) 2 n 2 edges (ℓ is 2 less than odd-girth). This proves Theorem 1.5.
Further Questions
There are many natural questions that follow from what we have presented here. Probably the most immediate is whether our constants c ℓ,k are optimal. Our current knowledge on the constants c ℓ,k , coming from the lower bounds proved in this paper and the trivial 1 4 upper bound from the Erdős-Stone theorem, are summarized in Table 1 . (The bound c 4 ≥ 1 16 comes from Toft's graph and so is not new). The big embarrassment is that we have no positive lower bounds for the constants c ℓ,k for any pairs (ℓ, k) where ℓ ≥ 7 and k ≥ 5 (i.e., we do not know that there are families of quadratic density for these parameters). For general critical graphs, on the other hand, k = 4 (the Toft graph) was the hardest case; everything else follows from it, since joining a new vertex to all previous vertices has the effect of incrementing the parameter k. Similarly, recall from the discussion in Section 1 that for triangle-free graphs (ℓ = 3), there is a recursive argument using Mycielski's construction to show that all the constants c k (k ≥ 4) are positive once it is known (from Toft's graph) that c 4 > 0-the significance of Theorem 1.3 is, in the first place, that they are bounded below by a constant (e.g., 1 16 for k ≥ 4). Mycielski's construction gives graphs with odd-girth 5, however, so for ℓ = 5 we know of no such easy argument even just to show that constants c 5,k are all positive-we know this just by Theorem 1.4, which shows as well that they are bounded below by a constant-and for ℓ ≥ 7 (and k > 4) we have not succeeded at showing this at all.
Conjecture 5.1. There are quadratic-density families of k-critical graphs of Question 5.4. How large a minimum degree forces the chromatic number of triangle-free (resp. odd-girth > ℓ) critical graphs to be bounded?
Unlike the case where we do not require criticality, we have no linear lower bound. Thomassen has shown that we cannot have a linear lower bound on the minimum degree if we avoid higher order odd-cycles, even without requiring criticality [20] .
