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Abstract
Person re-identification (ReID) is aimed at identifying
the same person across videos captured from different cam-
eras. In the view that networks extracting global features
using ordinary network architectures are difficult to extract
local features due to their weak attention mechanisms, re-
searchers have proposed a lot of elaborately designed ReID
networks, while greatly improving the accuracy, the model
size and the feature extraction latency are also soaring. We
argue that a relatively compact ordinary network extracting
globally pooled features has the capability to extract dis-
criminative local features and can achieve state-of-the-art
precision if only the models parameters are properly learnt.
In order to reduce the difficulty in learning hard identity
labels, we propose a novel knowledge distillation method:
Factorized Distillation, which factorizes both feature maps
and retrieval features of holistic ReID network to mimic rep-
resentations of multiple partial ReID models, thus transfer-
ring the knowledge from partial ReID models to the holistic
network. Experiments show that the performance of model
trained with the proposed method can outperform state-of-
the-art with relatively few network parameters.
1. Introduction
Person Re-identification is aimed at identifying the same
person across videos captured from different cameras. It
is a challenging task mainly due to factors such as back-
ground clutter, pose, illumination and camera point of view
variations. As the prosperous of deep learning, handcrafted
features are replaced by features learned from data by deep
convolutional neural networks (CNNs). With feature learn-
ing, deep network can build up attention mechanism to re-
duce interference of background clutter or occlusion, and
extract discriminative pose-invariant features.
It is generally believed that traditional networks extract-
ing globally pooled features (like IDE [37]) can only learn
Figure 1. Specification of 7 Views. Holistic: pedestrian image
resize to 256×128. Partial Group 1: Uniformly divide image
into 4 stripes to compose Partial Views: Up1(1/4-2/4), Mid1(2/4-
3/4),Dn1(3/4-4/4). Partial Group 2: Uniformly divide image into
7 stripes to compose Partial Views: Up2(1/7-3/7), Mid2(3/7-5/7),
Dn2(5/7-7/7). All partial images resize to 224×224.
to extract salient features during training, and it is hard to
extract local features due to their weak attention mecha-
nisms. In order to strengthen attention mechanisms in ReID
networks, a lot of approaches have recently been proposed.
These works commonly employ spatial partition, body parts
detection, pose estimation and so on, pushing the perfor-
mance of ReID to a new level. However, with the complex
network structures or huge models these approaches use,
ReID models are hard to be commercially used in a large
scale or deployed in mobile devices. Therefore, we want to
address the problem in a different way.
Why traditional ReID networks extracting globally
pooled features are in low performance? As the number of
identities in the training set is small relative to the number
of combinations of latent discriminative features, the com-
monly used identity classification loss prone to overfeat to
a small subset of discriminative features which are salient.
But identities in testing set are totally different from train-
ing set, as a result, the limited features that perfectly classify
training identities are not enough to distinguish testing in-
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dividuals. Even if some visual appearances of body parts in
testing images are similiar to local areas in training images,
the model still prone to ignore them if they are inconspic-
uous, because these hard features need not to be leant to
lower the loss fucntion.
If we train partial ReID models with high-resolution par-
tial images, each partial model can discover more discrim-
inative features in its restricted region than those found by
holistic model in the same area. Each partial ReID model is
an expert for a specific region, so the total amount of knowl-
edge contained in the ensemble of separately trained partial
ReID models will exceed the holistic model. We aim to
transfer the knowledge from multiple partial ReID models
to a holistic model, while avoiding feature concatenation in
order not to make the dimension of student’s retrieval fea-
tures become unacceptably large when the number of teach-
ers is keep increasing.
Our approach is: Firstly, we utilize several sepa-
rately trained teacher models (holistic or partial) to gen-
erate enhanced representation features, named Supervisory
Representations (SRs). Secondly, SR is regarded as fine-
grained high-dimensional soft attributes, and the task of at-
tributes training corresponding to each teacher is added to
the holistic student’s training system to improve the feature
maps of the student. Thirdly, SR is regarded as anchors for
each sample in different feature space of partial ReID rep-
resentation, and the role of metric learning is achieved by
factorize the student model’s representation to each of the
SR’s feature space and mimic these anchors.
The contributions of this paper are:
1) We propose a novel knowledge transfer method,
named FactorizedDistillation (FD), which can train a holis-
tic student model by distilling an ensemble of partial mod-
els, using the way of factorization instead of feature con-
catination to result in compact retrieval features even when
the number of teachers is large.
2) Trained by FD, ordinary holistic networks extracting
global features can also generate strong attention mech-
anism, and can directly extract partial features from im-
ages of high pose variation without incorporating additional
body-parts detection or pose estimation networks.
3) Extensive experiments on ReID datasets demonstrate
that the proposed method can outperform state-of-the-art
with relatively few network parameters.
2. Related Work
Person ReID consists of two major techniques: feature
engineering/learning and metric learning. Metric learning
makes feature vector to be close within the class and away
from other classes[38, 8]. Feature learning which obsolete
feature engineering is to employ deep neural networks to
build up attention mechanisms so that feature extraction is
not affected by background clutter, and can extract more
discriminative features. Previous works have adopted var-
ious methods to implement attention mechanisms. These
methods can be divided into following categories:
1) Extract local embedding features from pre-defined re-
gions on feature maps. (such as PCB[25] and MGN[29])
2) Incorporate additional network to generate attention.
The generated attention is either as one of inputs to the fea-
ture extraction network[22, 23, 32], or to fuse with feature
maps generated by other stream of network[12, 24, 31].,
3) Employ a single network both support attention mech-
anism and feature extraction, trained jointly with ID labels
and regional knowledge.(such as PCB+RPP[25])
4) Employ a single network both support attention mech-
anism and feature extraction, trained only with ID labels,
based on specially designed network structures to facilitate
the formation of attention mechanisms.[1, 14, 27, 32]
5) Add attribute labels or text descriptions as supervision
to train jointly with ID labels.[2, 15]
Among above categories, the first category of works
([25, 29]), outperform others on not-precisely-aligned im-
ages, by employing simple but effective pre-defined re-
gions, avoiding the instability of error prone attention net-
works in face of hard samples. We argue that embedding
layers after locally pooled features from pre-defined re-
gions are more prone to overfeat to dataset, because training
and testing images share same camera set in main stream
ReID datasets. But in practical surveillance scenario where
camera angle and positional distribution of detected bound-
ing box relative to body may differ greatly from training
dataset, so models extracting embedding features from pre-
defined feature map regions may be less robust.
Different from above approaches, our method trains
ReID model extracting globally pooled features by means
of knowledge distillation.
Knowledge distillation (or knowledge transfer) is a kind
of methods employed to transfer pre-digested knowledge
(softened supervision) from a teacher network or an en-
semble of teachers to student network. the path way of
knowledge transfer can be through the output side of the
networks[9] or through the internal hidden layers [21]. At
present, knowledge distillation has been widely used in
model compression [3, 10, 13, 18, 19, 20, 26, 33, 34].
A few of ReID approaches have employed knowledge
distillation, such as [4], [36] and [35]. [4] transfer the
knowledge of ranking through deep metric learning. [36]
make an ensemble of students learn collaboratively and
teach each other throughout the training process. In addition
to classification loss of each student model, [36] adopt the
Kullback Leibler (KL) Divergence between the classifica-
tion predictions of students. [35] developed [36] by adding
batched features distance loss to do metric learning. Differ-
ent from these methods, we employ an ensemble of partial
ReID models as teachers, and transfer knowledge through
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representations of these teachers with regression losses.
Face verification is a technology field similar to ReID.
One of [16]’s experiment employed concatenated features
as targets which are extracted by an ensemble of regional
face models to train the student with regression loss. the
concatenated features can be shortened thanks to neuron
selection taking use of face attributes dataset. Although
neuron selection is very effective, the feature dimension of
student is doomed to grow after adding a new teacher to
the ensemble, limiting the scalability of the training system.
Different from [16], we utilize feature enhancement to re-
duce intro-identity variance, and use feature factorization
to make student’s feature dimension do not grow with the
number of teachers.
3. Method
3.1. Training ReID Models for Each View
In this paper, the term “View” means a specific area of
image as well as the specific resolution for this area to re-
size. Views can be specified by many ways, such as crop-
and-resized images from fixed regions, images of regionally
annotated parts, or images of pixel level mask-outed parts.
In order to verify our method, we choose the first way as it’s
the simplest. As such, we define 7 Views shown in Figure
1.
Training multiple partial ReID models for different
Views has the following advantages:
1) In order to lower the loss function, partial models must
explore more discriminative image features which are not
salient in the Holistic View.
2) Crop-and-resized partial image has higher resolution
than Holistic View, which can help partial models to dis-
cover more subtle image features.
3) Firmly restrict the receptive field of each point in the
feature maps of convolutional network. Teaching the holis-
tic student network to extract features from firmly restricted
patial areas can make the student adapt to occlusion.
The model training system for a single View is illus-
trated in Figure 2. We denote a batch of training data as
B = {Ii, yi}, i ∈ [1, N ], yi ∈ [1, C], where Ii is the i-th
image and yi is its person ID label, N is batch size. With
image processing functionViewk, Ii is cropped and resized
as the specification for View k to generate Iki , and then gen-
erate I
k,a
i through data augmentation function DataAug.
fki is the feature maps extracted by backbone CNN, and it
is processed through a global pooling layer and Embedding
block to generate the output representation for ReID. The
Embedding block contains a FC (fully connected) layer and
a BN (batch normalization) layer. To train the model, a FC
layer is added behind rki to compute classification logit zi,
and cross-entropy loss is used, denoted as Lcls
Lcls = −
N∑
i=1
log
ezi,yi
∑C
c=1 e
zi,c
(1)
where zi,c is sample i’s classification logit for ID c.
3.2. Supervisory Representation for Each View
Knowledge distillation methods generally need to in-
fer teacher models online, but when the number of teach-
ers grows, the computational cost will become prohibitive.
In this paper, we generate Supervisory Representations of
teachers offline. Denote teacher model for View k as θk
and image horizontal flipping function as flip(·), Supervi-
sory Representation can be generated by
SRki = (θ
k(Viewk(Ii)) + θ
k(flip(Viewk(Ii))/2 (2)
In above formula, SR is generated by averaging features
extracted from flipped image and non-flipped image respec-
tively. This is a feature enhancement operation usually used
in test time, which can reduce intra class variance of fea-
tures for each ID. As there is no random operation, SR for
each sample in the training set can be saved beforehand, and
read them while distilling.
Fixed SR is a reasonable regularization to model train-
ing. As common image interferences (such as illumination
changes and occlusion) can be simulated in data augmenta-
tion, if student model is trained with augmented images, and
make it mimic fixed SR for each sample, thus adding tran-
scendental knowledge to the student, student’s adaptability
to interference will be significantly improved.
SR contains ID-related information (e.g. clothing style,
color, sex), while also contains none-ID-related informa-
tion (e.g. light, occlusion, posture). As the teacher model
is trained with heavily augmented data, and generate SR
through feature enhancement, the none-ID-related informa-
tion in SR extracted from teacher’s training set can be sig-
nificantly eliminated. Therefore, an ensemble of SRs has a
better feature distribution than that of the student model.
3.3. Feature Learning with FMFBs
Our experience is that when training attribute recognition
model with globally pooled features, the specific channels
in the feature maps preceding global pooling layer will be
sensitive only to some local areas, such as head or back-
pack, even though the attribute labels do not contain posi-
tional information. Taking advantage of this phenomenon,
[15] verified training globally pooled ReID model jointly
with attribute recognition losses can improve ReID preci-
sion, and result in more semantically interpretable feature
maps.
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Figure 2. Model training system for a single View. The subscript i of each sample is omitted.
Figure 3. Feature Maps Factorization Branch and Representation Factorization Branch. The subscript i of each sample is omitted
To optimize the feature maps of holistic student model,
we take SR as human attribute labels. Compared with con-
ventional attribute tags that have tens of dimension and bi-
nary values, SR is a kind of fine-grained high-dimensional
soft labels, carrying much more information.
We use Feature Maps Factorization Branch (FMFB) to
imitate an attribute recognition branch for a View (see Fig-
ure 3). FeatSel block contains a 1×1 convolutional layer, a
BN layer and ReLU. It is designed to filter View k relevant
information from feature maps fi, and output feature maps
fki . Embedding block contains a FC layer and a BN layer,
taking globally pooled fki as input and representation r
a,k
i as
output (superscript ameans attribute). We make r
a,k
i mimic
SRki
Lkattr =
1
2N
N∑
i=1
‖SRki − r
a,k
i ‖
2
2
(3)
After training, feature maps fki will sensitive to inner
area of View k. Since there is only a convolutional layer
between fi and f
k
i , the activations of specific channel in fi
will be in high correlation with some specific body parts,
thus attention mechanism is built (see Figure 4).
Figure 4. Attentions generated by FMFB. Using L1 norm along
channels to get a value on the mask corresponding to each pixel
of feature maps, and normalize the the mask to [0,1], then resize it
to the same size of original image, and multiply with the original
image. (a): original image, (b)-(d): fk corresponding to Partial
View Group 1, (e): holistic student’s f optimized by FD.
4
Figure 5. Schematic diagram of outlier.
3.4. Metric Learning with RFBs
The Embedding block in holistic student network con-
tains a FC layer, which is by far only optimized by Lcls.
This Embedding block needs metric learning to regularize
it, otherwise, it will still be overfited by classification loss.
Though conventionalmetric learning loss functions are con-
trastive loss[38] or triplet loss [8], in this paper, we propose
a new metric learning method using SRs as anchors.
We use Representation Factorization Branch (RFB) (see
Figure 3 ) to factorize the representation. The FeatSel block
in RBF contains a FC layer, a BN layer and ReLU. Its role is
to filter View k relevant information. Note, RFB for Holistic
View has no FeatSel block, since both the student and the
teacher are in the same View. The Mapping block contains
a FC layer and a BN layer. We make r
m,k
i mimic SR
k
i
Lkmetric =
1
2N
N∑
i=1
‖SRki − r
m,k
i ‖
2
2
(4)
Our method does not add a loss function directly after
the target features as other metric learning methods do. But
because there are only one or two FC layers in a RFB, the
representation ri of student will also reflect the variance and
invariance in each SR’s feature space.
One advantage of RFB over triplet loss is the adaptability
on outlier samples. Figure 5 shows a typical annotation er-
ror in ReID dataset. Outlier sample cause triplet loss gener-
ate high value and will make the model overfit to the outlier,
which is harmful to model’s robustness. But for RFB, due
to the outlier’s coordinate in SR space is close to real ID’s
sample, the annotation error is automatically eliminated to
a large extent.
3.5. Stabilized Global Max Pooling
So far, which global pooling adopted in our method has
not been introduced. Conventional global pooling methods
are Global Average Pooling (GAP) and GlobalMax Pooling
(GMP). But neither of them fit to our distillation framework.
If GAP is adopted, in FMFB for a partial View k, the
activations in feature maps fk outside the region of View k
should be suppressed to zeros as much as possible to avoid
the predicted representation for View k is interfered by sig-
nals from other Views. This regularization is too strict to
small student networks.
GMP has the inherent advantage of extracting local fea-
tures, as a output value of GMP for a specific channel is
the maximum value in the feature map. However, GMP has
serious shortcomings. For a specific channel, the output of
GMP is only relevant to a single point in the feature map,
this make it not robust to samples in testing set. In addition,
during training, the back-propagational signal of GMP for a
channel is also through a single point corresponding to the
forward-time maximum. This make parameters of the stu-
dent model prone to be trapped in the local optimal solution,
leading to unstable performance.
In order not only to retain the advantages of GMP, but
also to make training stable, and produce high signal-to-
noise ratio output during testing, we propose a trick to sta-
bilize GMP:
pi = GMP(AvgPool(fi, kernel = m, stride = 1)) (5)
where GMP(·) is conventional Global Max Pooling func-
tion, AvgPool(·) is conventional Average Pooling function
with kernel size and stride as preset parameters.
3.6. Put It Together
The overall training procedure has three steps:
Step 1: Train teacher models corresponding to each
View and holistic student model, using the training system
shown in Figure 2.
Step 2: Use all of the teacher models to extract SRs from
training set, with equation 2.
Step 3: Add FMFBs and RFBs for all the Views to
holistic student’s training system, and optimize the student
model jointly. The total loss function is
Ltotal = Lcls +
α
K
K∑
k=1
Lkattr +
β
K
K∑
k=1
Lkmetric (6)
where K denote the total number of Views, both α and β
are empirical values.
We adopt the model initialization trick in [28]. Both
weights for feature extraction and ID classification are ini-
tialized by pre-trained holistic student model.
4. Experiments
4.1. Implementation Details
Specifications of Feature Extraction Networks. We
test ResNet-101 and ResNet-152 respectively as backbone
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Short Name Network Enbedding dimension
S SqueezeNet 512
R18a ResNet-18 512
R50a ResNet-50 512
R50b ResNet-50 2048
R101a ResNet-101 512
R152a ResNet-152 512
R152b ResNet-152 2048
Table 1. Student networks to be evaluated.
CNN of teachers. The embedding dimension for Holis-
tic View is 512, and for Partial Views is 256. There are
7 student networks to be tested as listed in Tabel 1, vary-
ing in backbone CNN and embedding dimension. For
ResNet[7], we reset the stride of conv4 1 from 2 to 1, thus
the stride of backbone CNN is 16 pix, same as the stride of
SqueezeNet[11]. The size of image as input to the network
is specified in the caption of Picture 1. The resized image is
normalized by each color channel’s mean and variance val-
ues. The parameter of kernel size in formula 5 is set to 4. α
and β in formula 6 are 4 and 2 respectively.
Specifications of FMFBs and RFBs. There are 7
FMFBs and RFBs corresponding to Holistic View, Par-
tial View Group1 (Up1, Mid1 and Dn1) and Partial View
Group2 (Up2, Mid2 and Dn2) (see Figure 1). All the num-
bers of output channels of FeatSel blocks in FMFBs and
RFBs are set to 512. The parameter of kernel size in Equa-
tion 5 is also set to 4.
Model Training Settings. We use SGD for training all
the models, with batch size as 32, initial learning rate as
0.0025, momentum as 0.9 and decay as 0.0005. In training
of the 7 teachers and the initial holistic student model, the
learning rates are halved every 20 epochs, and stop train-
ing at 80 epochs. In the training of the final student model,
the weights of student and its classification vectors are ini-
tialized with pre-trained model, the learning rate is halved
every 15 epochs, and stops training at 50 epochs.
Data Augmentation Settings. Data augmentation is
very important to the final performance. Ours strategy is
to use heavier augmentation for training teacher models and
initial student model, and use lighter augmentation for train-
ing final student model. The random operations used in
each training stage are listed in Table 2. Random erasing
is described in [40]. When distilling, if the region of a View
is erased by more than 40%, the regression losses of this
sample corresponding to FMFB and RFB are ignored.
Verification Method. The features of a sample are the
averaged features extracted from flipped image and non-
flipped image. Verification score for ranking is calculated
by cosine distance between two sample’s features.
DataAug Partial Holistic Teacher Final
(Random) Teachers or Initial Student Student
Flip X X X
Erasing X X X
Crop X X
Color X
Rotation X
Table 2. Data augmentation methods.
4.2. Datasets and Protocols
We use three mainstream ReID datasets to evaluate the
proposed method. They are:
Market-1501 A total of six cameras are used, includ-
ing 5 high-resolution cameras, and one low-resolution cam-
era. This dataset contains 32,668 annotated bounding boxes
of 1,501 identities. The pedestrians are cropped with
bounding-boxes predicted by DPM detector. The whole
dataset is divided into training set with 12,936 images of
751 persons and testing set with 3,368 query images and
19,732 gallery images of 750 persons.
DukeMTMC-ReID The whole dataset is captured with
8 high-resolution cameras. Hand-drawn pedestrian bound-
ing boxes are available. There are 1,404 identities appearing
in more than two cameras and 408 identities (distractor ID)
who appear in only one camera. There are 16,522 training
images of 702 identities, 2,228 query images of the other
702 identities and 17,661 gallery images.
CUHK03 The whole dataset is captured with six surveil-
lance cameras. Each identity is observed by two disjoint
camera views. There are 13,164 images of 1360 identities
in the dataset. we adopt the protocol used in [39]. There are
7,368 training images of 767 identities, 1,400 query images
and 5,328 gallery images of 700 identities. We use detected
image in our experiments.
In order to facilitate comparisons among combinations
of teachers and students, we only evaluate CMCRank-1 and
mAP of models trained separately for each dataset.
4.3. Evaluation on Different Networks
The performances on ResNet-101 teachers are shown
in Table 3, and the performances on ResNet-152 teachers
are shown in Table 4. In each table, the number of pa-
rameters of student networks increases from less 1 million
(SqueezeNet) to more than 60 million (ResNet-152).
It can be found in the two tables that basically perfor-
mance increases with number of parameters. Although all
of the three datasets are very small, big models based on
deep residual networks do not overfit to the training IDs.
All of the students see significant improvements after FD
are utilized. For student network of ResNet-152 (R152b)
optimized by ResNet-101 teachers, although the perfor-
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Networks
Param Market-1501 DukeMTMC CUHK03
(M) Rank-1 mAP Rank-1 mAP Rank-1 mAP
S
1.0
82.45 62.40 71.18 53.4 33.71 33.60
S+FD 91.48 77.92 81.55 67.91 55.14 52.43
R18a
11.4
87.83 70.73 76.84 62.22 44.29 43.00
R18a+FD 93.11 82.50 85.14 73.28 64.50 61.38
R50a
24.6
90.86 78.68 82.41 69.27 53.36 51.70
R50a+FD 93.65 84.38 86.40 75.44 67.79 64.51
R50b
27.7
90.94 78.20 82.76 69.37 49.57 48.76
R50b+FD 93.68 85.22 86.49 76.07 67.71 65.24
R101a
43.5
91.95 81.27 84.02 71.24 59.57 57.52
R101a+FD 93.76 85.22 87.07 76.32 68.57 66.33
R152a
59.2
92.49 82.47 84.96 72.44 59.00 58.14
R152a+FD 93.76 85.62 87.12 76.80 70.79 68.37
R152b
62.3
92.55 82.32 84.02 71.52 54.50 54.23
R152b+FD 94.33 86.95 87.88 77.74 70.86 68.21
Holistic 43.5 91.95 81.27 84.02 71.24 59.57 57.52
Up1 43.0 73.93 47.23 74.24 55.44 32.57 33.50
Mid1 43.0 76.78 56.77 68.72 49.77 32.28 33.07
Dn1 43.0 71.64 52.45 64.72 45.19 32.71 30.56
Up2 43.0 69.92 43.79 71.81 52.90 31.07 31.94
Mid2 43.0 62.08 40.32 54.67 34.21 20.5 19.52
Dn2 43.0 45.37 27.42 46.59 30.46 17.57 17.78
Table 3. Performance with ResNet-101 teachers.
mance of each teacher is much lower than the student,
(Rank-1,mAP) of the stronger student are still increased by
(1.78,4.63), (3.86, 6.22) and (16.36, 13.98) respectively on
the three datasets. This verified that: Firstly, training spe-
cialized teacher models for different Views can discover
and aggregate more knowledge from dataset, though each
teacher is very weak when it is used individually. Sec-
ondly, the proposed distilling method can pumping knowl-
edge from an ensemble of specialized but weaker models,
and transfer the knowledge to a already strong model and
make it even stronger.
It can be seen from the relationship between perfor-
mance enhancements and model parameter sizes, that FD
is more effective to smaller students. For ResNet-18, the
smallest ResNet model with 11.4 M parameters, after op-
timized by ResNet-101 teachers , (Rank-1,mAP) are in-
creased by (5.28, 11.77), (8.3, 11.06) and (20.21, 18.38),
which are more significant than that of bigger student net-
works achieved. While, for SqueezeNet, whose parame-
ter quantity is 11× less than ResNet-18, achives (Rank-1,
mAP) improvements of (9.03, 15.52), (10.37, 14.51) and
(21.43, 18.83), which are the highest increasements among
all the students. The big improvement on SqueezeNet stu-
dent also indicate that the effectiveness of Factorized Distil-
lation is not limited to Residual Networks. The performance
of SqueezeNet+FD is comparable to baseline ResNet-50
Networks
Param Market-1501 DukeMTMC CUHK03
(M) Rank-1 mAP Rank-1 mAP Rank-1 mAP
S
1.0
82.45 62.4 71.18 53.40 33.71 33.60
S+FD 91.12 77.49 82.05 67.67 54.36 52.48
R18a
11.4
87.83 70.73 76.84 62.22 44.29 43.00
R18a+FD 93.14 82.27 85.23 73.09 63.07 61.02
R50a
24.6
90.86 78.68 82.41 69.27 53.36 51.70
R50a+FD 93.44 84.80 86.71 75.25 67.00 64.82
R50b
27.7
90.94 78.20 82.76 69.37 49.57 48.76
R50b+FD 94.18 85.08 87.23 76.14 66.43 64.97
R101a
43.5
91.95 81.27 84.02 71.24 59.57 57.52
R101a+FD 94.09 85.51 87.21 76.02 69.79 67.41
R152a
59.2
92.49 82.47 84.96 72.44 59.00 58.14
R152a+FD 94.12 85.76 86.80 76.51 70.07 67.85
R152b
62.3
92.55 82.32 84.02 71.52 54.50 54.23
R152b+FD 95.07 87.10 88.06 77.64 70.00 68.04
Holistic 59.2 92.49 82.47 84.96 72.44 59.00 58.14
Up1 58.7 73.19 47.77 74.06 55.19 32.86 33.66
Mid1 58.7 76.57 57.42 69.84 49.41 33.79 32.88
Dn1 58.7 74.14 54.32 65.13 45.97 32.71 30.48
Up2 58.7 69.51 43.92 74.19 54.60 32.14 33.81
Mid2 58.7 63.39 41.87 54.58 34.77 20.29 20.23
Dn2 58.7 46.50 27.94 49.24 31.70 19.21 18.67
Table 4. Performance with ResNet-152 teachers.
model, so it can be interpreted as compressing a baseline
ReID model by 25× without obvious precision losses.
In comparison of the performance improvements
achieved by different embedding dimensions (512-Dim vs
2048-Dim on ResNet-50 and on ResNet-152), we found
higher embedding dimension can result in more perfor-
mance improvements in the majority of cases. But there
are also exceptions. For CUHK03, performances of stu-
dents with 2048-Dim are generally less than that of 512-
Dim. We speculate there are two reasons: Firstly, higher
embedding dimension lead to the number of parameters of
FC layer for ID classification increases accordingly, which
needs more training samples to get rid of overfit, but the
training set of CUHK03 is much smaller than Market-
1501 and DukeMTMC-ReID. Secondly, one characteristic
of CUHK03 is that, same individual is only appears in two
cameras with large direction difference. This characteristic
may hinder discovering more discriminative features.
In comparison of the two tables, we found that big-
ger teachers (ResNet-152) can get higher performance im-
provements on bigger students or larger training datasets,
as for the improvements on student networks bigger than
ResNet-18 and datasets other than CUHK03, improvements
made by ResNet-152 teachers are higher than that made by
ResNet-101 teachers. While, ResNet-101 teachers are good
at smaller students or smaller dataset. We speculate that
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Model
ParamMarket-1501DukeMTMC CUHK03
(M) Rank-1 mAP Rank-1 mAP Rank-1mAP
Param. < 10 M
AACN[31] 8.0 85.9 66.87 76.84 59.25 − −
NIN-BN+
7.6 86.7 68.2 − − − −
DarkRank[4]
MobileNet
3.3 87.73 68.83 − − − −
+DML[36]
HA-CNN[14] 2.7 91.2 75.7 80.5 63.8 41.7 38.6
S+FD 1.0 91.48 77.92 81.55 67.91 55.14 52.43
20 M < Param. < 30 M
PSE[22] 27.0 87.7 69.0 79.8 62.0 − −
DaRe[30] 28.7 89.0 76.0 80.2 64.5 63.3 59.0
SPReID[12] 27.1 92.54 81.34 84.43 70.97 − −
SL[17] 29.8 89.43 72.58 73.58 53.2 − −
PCB+RPP[25] 26.6 93.8 81.6 83.3 69.2 63.7 57.5
Mancs[27] 27.9 93.1 82.3 84.9 71.8 65.5 60.5
R50a+FD 24.6 93.44 84.8 86.71 75.25 67.79 64.51
R50b+FD 27.7 94.18 85.08 87.23 76.14 67.71 65.24
Param. > 60 M
MGN[29] 70.3 95.7 86.9 88.7 78.4 66.8 66
R152b+FD 62.3 95.07 87.1 88.06 77.64 70.86 68.21
Table 5. Comparison with state-of-the-art. S+FD models corre-
sponding to each dataset and the models for CUHK03 are distilled
by ResNet-101 teachers, other models are distilled by ResNet-152
teachers.
Model
Market-1501 DukeMTMC
Rank-1 mAP Rank-1 mAP
PUL[6](CUHK03) 41.9 18 23 12
PUL[6](Market) − − 30.4 16.4
SPGAN[5] 51.5 22.8 41.1 22.3
R50b(CUHK03) 47.65 24.38 32.81 18.37
R50b+FD(CUHK03) 54.31 30.88 38.73 22.96
R50b+FD(Market) − − 44.75 26.97
Table 6. Cross dataset comparison. Different form listed others,
we don’t use target dataset to finetune our model.
there are two reasons for this phenomenon: Firstly, the SR
generated by ResNet-152 may be too strict for small stu-
dents to mimic and needs more samples to train, which is
not satisfied by CUHK03. Secondly, off-line saved SRmay
not include all the information of the teacher model, even
though fixed SR can introduce transcendental knowledge to
the student. From this perspective, teacher models should
not be made as big as possible.
4.4. Comparison with State-of-the-Art
In this section, we compare our performances on the
three datasets with recently proposed state-of-the-art ap-
R50b Market-1501DukeMTMC CUHK03
+LossX Rank-1 mAP Rank-1 mAP Rank-1 mAP
Lcls 90.94 78.2 82.76 69.37 49.57 48.76
Lcls + Lattr 93.32 84.69 85.77 75.47 64.43 62.37
Lcls + Lmetric 92.96 83.76 87.07 75.39 63.79 62.09
Lcls + Lattr
94.18 85.08 87.23 76.14 67.71 65.24
+Lmetric
Table 7. Analysis of losses.
R50b Market-1501DukeMTMC CUHK03
+TeacherX Rank-1 mAP Rank-1 mAP Rank-1 mAP
None 90.94 78.2 82.76 69.37 49.57 48.76
Hol 92.1 82.64 85.32 73.54 58.79 57.7
Hol+PartialG1 93.82 84.4 86.67 75.69 64.36 63.23
Hol+PartialG1
94.18 85.08 87.23 76.14 67.71 65.24
+PartialG2
Table 8. Analysis of teachers.
proaches. The comparison is divided into three groups ac-
cording to number of parameters. It makes the comparison
fair since number of parameters significantly affect perfor-
mance. The parameter quantity of other methods are either
get from their papers or inferred from their implementation
details. Although the number of parameters inferred may
has slight error, the grouping of the method is not affected.
As shown in Table 5, our method outperform state-of-
the-art in the group of Param < 10 M and 20 M < Param
< 30 M, especially in the first group, S+FD’s parame-
ter size is 2.7× less than HA-CNN[14]. In the Group of
Param > 60 M, there are only two models: MGN[29] and
our ResNet-152+FD. ResNet-152+FD outperformMGN on
CUHK03 by a large margin even though our model has 8
million less parameters.
Thanks to Stabilized GMP that inherently adapt to differ-
ent domains to some extent, the cross-dataset direct trans-
fer performances are competitive compaired with domain
adaptation methods[5, 6] recently proposed. (see Table 6)
4.5. Ablation Analysis
In this section, we analysis the effectiveness of each part
of Factorized Distillation.
It can be found from Table 7 that both FMFB and
RFB cause considerably improvements, and can comple-
ment each other when jointly used.
In Table 8, we compare effectiveness of different teach-
ers. Hol denote the teacher of Holistic View, PartialG1 de-
note teachers of Partial Group 1 (Up1,Mid1 and Dn1) and
PartialG2 denote teachers of Partial Group 2 (Up2, Mid2
and Dn2). This experiment shows the more teachers we em-
ploy, the more improvement we get.
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5. Conclusion
In this paper, we proposed Factorized Distillation, a
method of training holistic ReID model by distilling multi-
ple patial ReIDmodels. Factorized Distillation is friendly to
add on more teachers, so it is very scalable. And it is a flexi-
ble framework that can be implemented in many ways. Due
to the limitation of time and page number, this paper only il-
lustrate a special case of FD. Below are a few other variants
that may also be tried, such as: a) Add teachers that trained
with annotated regions or masks of body parts. b) Replace
the simple teacher networks in this paper with other state-
of-the-art networks. c) Generate SRs online, though this
will cost much more computing resources.
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