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Abstract
This paper provides an overview of the work done for the author's
PhD thesis. The research area of Coloured Petri Nets is introduced,
and the available analysis methods are presented. The occurrence
graph method, which is the main subject of this thesis, is described
in more detail. Summaries of the six papers which, together with
this overview, comprise the thesis are given, and the contributions are
discussed.
A large portion of this overview is dedicated to a description of
related work. The aim is twofold: First, to survey pertinent results
within the research areas of | in increasing generality | Coloured
Petri Nets, High-level Petri Nets, and formalisms for modelling and
analysis of parallel and distributed systems. Second, to put the results
obtained in this thesis in a wider perspective by comparing them with
important related work.
1 Introduction
The formalism of Petri Nets was founded in 1962 [70]. During the next
decades, Petri Nets matured into a powerful, general, graphical language
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for modelling and analysis of systems; in particular, parallel and distributed
systems.
In the sixties, and mid and late seventies, Petri Nets was primarily used
as a theoretical model for concurrency. In the late seventies, with the advent
of the class of High-level Petri Nets, Petri Nets was augmented with concepts
allowing more succinct description of models. As a consequence, the appli-
cation area was extended to modelling and analysis of much larger systems.
Two main kinds of High-level Petri Nets were published: The denition of
Predicate/Transition Nets [31, 33, 34] in 1979 presented the seminal idea of
tokens carrying data values. The denition of Coloured Petri Nets (CP-nets
or CPN ) [44, 45] in 1981 introduced a notion of elaborated data types as
known from high-level programming languages like Pascal.
In 1989, CP-nets was extended with hierarchy constructs, allowing large
models to be structured as sets of modules with well-dened relations between
them [41, 45]. At the same time, the rst computer tool to support CP-nets,
the commercially developed, graphical tool Design/CPN [48] emerged.
The tool support meant that CP-nets was now applicable for practition-
ers working with systems design and analysis. In the nineties, many CPN
projects were carried out in the industry and documented in the literature,
e.g., in the areas of communication protocols [20, 30, 42], operating systems
[12, 13], hardware designs [35, 82], embedded systems [73], software systems
designs [62, 77], and business process re-engineering [66, 71].
Alongside with denition of the basic formalisms of Petri Nets and High-
level Petri Nets, a set of verication methods was developed. A verication
method allows dynamic properties of a model to be formally proved. How-
ever, for models of real-world systems, there are practical diculties. This is
the reason why, till now, only a few Petri Nets projects applying verication
methods to anything but tiny models have been documented.
About thesis and overview
The motivation for this thesis has been to take a step closer to practical
applicability of verication of CP-nets. The work done is a study of the tool
support, practical use, and mathematical foundation of one of the verication
methods, the so-called occurrence graph method. This study has, of course,
taken place in a context, explaining why this thesis also deals with other
aspects of CP-nets such as creation and simulation of models.
The work done for this thesis is documented in six papers:
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 Design/CPN | A Computer Tool for Coloured Petri Nets. Joint work
with Sren Christensen and Lars Michael Kristensen; reference [22]; in
brief, referred to as the Design/CPN project/paper.
 Computer Aided Verication of Lamport's Fast Mutual Exclusion Al-
gorithm Using Coloured Petri Nets and Occurrence Graphs with Sym-
metries. Joint work with Lars Michael Kristensen; reference [51]; in
brief, referred to as the OS/Lamport project/paper.
 Modelling and Analysis of Distributed Program Execution in BETA Us-
ing Coloured Petri Nets. Joint work with Kjeld Hyer Mortensen; ref-
erence [54]; in brief, referred to as the DistBETA project/paper.
 Analysis of Bang and Olufsen's BeoLink Audio/Video System Using
Coloured Petri Nets. Joint work with Sren Christensen; reference [21];
in brief, referred to as the B&O project/paper.
 Verication by State Spaces with Equivalence Classes. Joint work with
Lars Michael Kristensen; reference [53]; in brief, referred to as the
Equivalence project/paper.
 Construction of Occurrence Graphs with Permutation Symmetries Ai-
ded by the Backtrack Method. Reference [49]; in brief, referred to as the
Backtrack project/paper.
The work done for this thesis was carried out under the auspices of the
Devise project, a large and long-running research project at Computer Sci-
ence Department, University of Aarhus. The headline for the Devise project
is Experimental Systems Development, and the aim is to increase productivity
and quality in the development of large, complex software systems. A major
goal is to produce theoretically well-founded computer tools of a maturity al-
lowing use, or at least experiments, outside the world of academia, i.e., in real
industrial environments. Three research areas are involved: Object-oriented
programming languages, systems development, and CP-nets. Within the set-
ting of the Devise project, two major attitudes to the research done for this
thesis came natural: It was largely based on experiments, and development
of tools had high priority.
These attitudes carry over to this overview paper: When an analysis
method is discussed and evaluated, it is important not to look at the un-
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derlying theory in isolation, but also to consider tool support and sustaining
practical experiments.
To read this overview paper, it is not required to have a detailed knowl-
edge of CP-nets. It is, though, necessary to be familiar with the basic ideas of
some kind of Petri Nets, e.g., Place/Transition Nets (PT-nets) as described
in [67].
Terminology
In the literature about CP-nets, the term occurrence graph is used. For other
kinds of Petri Nets and transition systems in general, it is more standard
to say state space or reachability graph for the same thing. These three
terms are used as synonyms in this paper, choosing the one that seems most
appropriate in the given context, e.g., respecting the terminology preferred
by the author, whose work is being discussed. Similarly, in contexts where
the term marking is applicable, the term state is sometimes used as synonym.
The term analysis is in this paper used generically to mean investigation of
the behaviour of a system, either using informal methods, formal methods, or
both. The term validation means convincing a human being that a system
behaves as expected. It is perfectly acceptable to do this informally. In
contrast, the term verication and the synonym formal analysismean proving
in the rigourous, mathematical sense of the word that a system has certain
properties.
Structure of overview
The remaining part of this overview paper is organised as follows: In Sec-
tion 2, the main analysis methods for CP-nets are presented with special
attention to the occurrence graph method. Section 3 provides summaries of
the six papers comprising this thesis, and discussions of the contributions
they spawn. Related work is covered in the next two sections. Section 4 de-
scribes a number of state space analysis methods, and compares them with
a particular method focussed on in this thesis. Section 5 sums up some
projects which applied occurrence graph analysis. These projects are subse-
quently compared with two related projects conducted as part of the work
for this thesis. The conclusions are drawn in Section 6.
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2 The Research Area
This section gives a brief presentation of the research area in which the work
for this thesis was carried out. In Section 2.1, the main analysis methods for
CP-nets are discussed. Sections 2.2 and 2.3 provide more details about the
occurrence graph method.
2.1 Analysis of Coloured Petri Nets
A number of analysis methods are available for CP-nets. The basic one
is simulation, allowing the user to examine the behaviour of a CP-net by
playing the token game. Simulation of CP-nets has been supported by the
Design/CPN tool since 1989, and been successfully applied in a large number
of projects. Simulation is indispensable to increase the understanding of a
system, to validate, to test ideas, and to nd aws and bugs. However,
simulation is inadequate to verify a system.
For verication, formal analysis methods are needed. For CP-nets, there
are two main methods: The rst is the occurrence graph method which
is described in Sections 2.2 and 2.3 below. The second is the invariant
method, whose prime constituent is place invariants. Here, the basic idea
resembles the way invariants are used in ordinary verication of computer
programs. Equations are established, which hold for all reachable markings
of a considered CP-net. These equations provide the basis for conducting
mathematical proofs to establish certain properties. Presently, preliminary
support for place invariant analysis exists for the Design/CPN tool [84].
In computer science, the approaches to verication of systems are often
divided into two distinct categories with very dierent characteristics. One
category is the state space methods, to which the occurrence graph method
belongs. The other category is often referred to as theorem-proving, and
contains the invariant method. Both categories are large, active research
areas. In this overview paper, the focus is conned to consideration of state
space methods; a general discussion of theorem-proving is outside the scope.
2.2 O-Graphs and the Occurrence Graph Method
In its simplest form, an occurrence graph for a CP-net is a directed graph
with a node for each reachable marking and an arc for each occurring bind-
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ing element1. The source of an arc is the marking in which the associated
binding element occurs, and the destination is the marking resulting from the
occurrence. This kind of graph is called a full occurrence graph (O-graph)
[46]. When it is nite, it can be used to derive an abundance of verica-
tion results, e.g., reachability, boundedness, liveness, and fairness properties.
Within computer science, the idea of occurrence graphs, or in general state
spaces for transition systems, is old.
In this overview paper, the term occurrence graph is used generically, and
includes all variants to be encountered below.
The occurrence graph method, also referred to as occurrence graph analy-
sis, prescribes the following basic approach to verication of a given CP-net:
First, generate the occurrence graph; then, run appropriate algorithms inves-
tigating the graph to get answers to the questions of interest. This sounds
deceptively simple | and indeed it is. The practical applicability of the oc-
currence graph method is hampered by a severe drawback, the well-known
state explosion problem: Even for relatively small CP-nets, the occurrence
graphs are often so large that they cannot be constructed given the avail-
able computer technology of today. Alleviation of this seemingly inherent
complexity problem is a major challenge of research. Several ingenious ap-
proaches have been proposed. One of these, OS-graphs, is a main focus of this
thesis, and is introduced in Section 2.3 below. A number of other approaches
are described and discussed in Section 4.
O-graphs for CP-nets have been supported by the Design/CPN tool since
1992. Some projects, which have applied O-graph analysis, are discussed in
Section 5.
2.3 OS-Graphs
An occurrence graph with permutation symmetries (OS-graph)2 [46, 47] is a
reduced representation of an O-graph. For a given CP-net, the OS-graph,
properly inscribed, contains the same information as the O-graph. Moreover,
1In CP-nets, there are variables for transitions, which are used to determine the occur-
rence modes. A binding assigns values to all variables of a transition. A binding element
is a pair consisting of a transition and a binding.
2In this paper, general OS-graphs, occurrence graphs with symmetries, as dened in
Chapter 3 of [46] are not considered. Therefore, without confusion, the abbreviation
OS-graphs is used for the subclass of occurrence graphs with permutation symmetries, as
dened in Chapter 4 of [46].
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a lot of useful information is easily retrievable from the OS-graph. Typically,
the OS-graph is orders of magnitude smaller than the O-graph. The original
idea of OS-graphs was published in 1986 [40].
OS-graphs are based on the notion of symmetry, which appears when a
system is composed of similar components, whose identities are immaterial
with respect to occurrence graph analysis. As an example, consider the well-
known dining philosophers system. A state of this system, in which the eating
philosophers are numbers 1 and 3, is symmetric with a state, in which the
eating philosophers are numbers 3 and 5. The rst state can be mapped to
the second by the permutation, which rotates philosopher i into philosopher
i+2 (modulo the number of philosophers). Symmetry is also present in many
real-world systems.
Denition of an OS-graph for a CP-net requires that two equivalence
relations are present | one on the set of markings and one on the set of
binding elements. The OS-graph has a node for each equivalence class of
reachable markings (for two equivalent markings, either both or none of them
are reachable). The OS-graph has an arc between two nodes, if and only if
there is a marking in the equivalence class of the source node in which a
binding element is enabled, and whose occurrence leads to a marking in the
equivalence class of the destination node. There is exactly one arc for each
equivalence class of binding elements with this property.
The equivalence relations are required to be on a certain form. They must
be induced by symmetry groups, which are algebraic groups. One symmetry
group is associated with each colour set of the considered CP-net. The sym-
metry group determines how the colours are allowed to be permuted, e.g., by
arbitrary permutations, by rotations only (for an nite, ordered colour set),
or by no permutations at all.
For the atomic colour sets, which are the colour sets dened without refer-
ence to other colour sets (e.g., booleans or enumeration types), the symmetry
groups are chosen by the user. For the other colour sets, the structured colour
set (e.g., Cartesian products or lists), the symmetry groups are inherited, i.e.,
automatically derived, from the user-chosen symmetry groups.
The symmetry groups induce a group of permutation symmetries, whose
elements are functions that can be applied to markings and binding elements.
Two markings are equivalent, also called symmetric, if and only if there exists
a permutation symmetry mapping one of the markings to the other. Similarly
for binding elements.
When the symmetry groups are chosen such that inherent symmetries of
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the considered CP-net are captured (in a well-dened way), the OS-graph
is said to be based on a consistent permutation symmetry specication. The
consistency ensures that the OS-graph in fact does contain the same infor-
mation as the corresponding O-graph.
The algorithm to generate OS-graphs is a straightforward modication of
the standard algorithm to generate O-graphs [46]. The test of equality before
a new marking is inserted, is replaced by a test of equivalence. In addition,
an equivalence test before insertion of a new arc is introduced.
For some CP-nets, e.g., those containing only atomic colour sets, the
equivalence test can be performed eciently [2]. In general though, the test
is hard. In [26], the equivalence test is proved to be at least as hard as the
graph isomorphism problem [55], and it is speculated that the test is even
NP-complete. If the group of permutation symmetries is nite, the equiva-
lence test may be performed by a brute force application of all permutation
symmetries, one by one, to see if there exists one that maps a newly generated
marking to one already represented in the graph. This works satisfactorily
for CP-nets with a small number of permutation symmetries. E.g., this is
the case if all colour sets are small. However, in general, the computational
complexity of the brute force approach is prohibitive. Often the number
of permutation symmetries is exponential in the size of the system under
consideration. Ecient heuristics to aid the equivalence test are needed.
Tool support for OS-graphs has been lacking for many years. Because
of that, until recently, the method had only been used on tiny examples,
like the dining philosophers system, for which the calculations could be done
by hand. The novel Design/CPN OS-Graph Tool (OS-tool) [50] now allows
the method to be used in practice, and a few interesting experiments have
already been carried out.
A generalisation of the concept of OS-graphs called occurrence graphs
with equivalence classes (OE-graphs) [46] exists. In OE-graphs, it is not re-
quired that the equivalence relations are on a certain form, e.g., they do not
have to be induced by algebraic groups like in OS-graphs. Any two equiva-
lence relations on markings and binding elements, respectively, satisfying a
well-dened consistency requirement may be used. OE-graphs are applicable
to systems where there is no symmetry in the sense of OS-graphs, i.e., ex-
pressed as permutations of colours, but some other kind of equivalence. The
information about a system, preserved by an OE-graph, is dependent on the
given equivalence relations. The OS-tool supports OE-graphs as well.
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3 The Projects and their Contributions
This section sums up the six papers comprising this thesis. The papers
have a common topic, but are written independently. Therefore, there are
dierences in style, terminology, and typography between some of the papers.
The Design/CPN, OS/Lamport, and Equivalence papers can be read
without prior knowledge of CP-nets. A reader, who is unfamiliar with CP-
nets, and who wants to read the entire thesis, is recommended to read the
OS/Lamport paper rst, because it informally explains and formally denes
all the necessary concepts and notation. The Design/CPN paper contains a
short informal introduction to CP-nets, which gives a sucient background
to read also the DistBETA and B&O papers. A reader, already familiar with
CP-nets, may read the papers in any order.
The ordering chosen for this section is the following: First, two papers,
whose main focus is development of tools (Design/CPN, OS/Lamport), are
summed up; then, two papers describing large, practical experiments (Dist-
BETA, B&O); and nally, two more mathematical papers proposing new
application areas and improved algorithms for the considered methods and
tools (Equivalence, Backtrack).
In addition to summaries of the papers, this section contains a discussion
of their contributions, and identication of relations between the projects.
3.1 Design/CPN
The Design/CPN paper [22] describes the Design/CPN tool [48], which was
the rst graphical computer tool supporting CP-nets. Design/CPN has been
under ongoing development since it rst emerged in 1989. The tool was
described as it appeared at the time of writing, i.e., in the beginning of 1997.
Design/CPN is developed in close cooperation between the company Meta
Software Corporation, Cambridge, Massachusetts, and the CPN group at
Computer Science Department, University of Aarhus, Denmark. Approxi-
mately 40 man-years have been invested in the development3. Design/CPN
is being used world-wide by more than 200 companies and research institu-
tions.
Design/CPN uses a language called CPN ML for declarations and net
inscriptions in CP-nets. CPN ML is Standard ML [65, 85] extended with
3Before the PhD study, this author worked two years full-time on the development,
support, and maintenance of Design/CPN.
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some syntactical sugar to ease denitions of colour sets, variables, etc. De-
sign/CPN has three basic parts | an editor, a simulator, and an O-graph
tool | plus some extensions, e.g., the libraries [50, 84].
The editor supports construction and modication of CP-nets. Sophis-
ticated and comprehensive facilities for making nice drawings are provided.
Also, the editor enforces a number of built-in syntax restrictions, e.g., it is not
possible to draw an arc between two transitions or between two places. How-
ever, it is impossible to catch all syntax errors eciently that way. Hence,
there is a syntax checker, which can be invoked, when the user wants to
ensure that a created model constitutes a legal CP-net.
The simulator supports execution of CPN models. Dierent modes of sim-
ulation are provided suitable for dierent purposes. In interactive mode, the
user is in full control, sets breakpoints, chooses between enabled transitions,
possibly changes markings, and studies the token game in detail. Typically,
a few steps per minute are executed. In automatic mode, the simulator it-
self makes random choices between enabled transitions, and the token game
is not displayed; feedback has a dierent form, e.g., graphical animation or
write to a le. Many steps are executed in a short time.
The O-graph tool supports generation, analysis, and drawing of O-graphs.
Generation control is provided, allowing the user to focus on a certain aspect
of a model, corresponding to generating only a partial O-graph, which is a
subgraph of the complete O-graph. Analysis of a generated, partial or com-
plete, O-graph is supported by query functions. Some standard queries are
relevant for many models, e.g., to give generation statistics (number of nodes
and arcs), list of dead markings, and information on liveness of transitions.
Other queries depend on the model being investigated. Design/CPN provides
a general query language implemented in Standard ML for that purpose.
Design/CPN was a cornerstone for this thesis. The tool played a ma-
jor role in all ve other projects, either focussing on further development
(OS/Lamport), practical use (DistBETA, B&O), or underlying theory and
algorithms (Equivalence, Backtrack).
The Design/CPN paper draws from experiences gained in the B&O pro-
ject that was conducted as part of the work for this thesis. Therefore, the
Design/CPN paper has some overlaps with the B&O paper.
The contribution of the Design/CPN paper was a description of an ex-
isting tool and provision of a recent important industrial example of use. In




The OS/Lamport paper [51] describes a project in which the OS-tool [50]
supporting the OS-graph method was developed, and integrated into De-
sign/CPN.
The OS-tool allowed the rst real practical experiment with OS-graphs to
be conducted. With the OS-tool, correctness of Lamport's Fast Mutual Ex-
clusion Algorithm [56] was established. A signicant increase in the number
of system states, which can be analysed using OS-graphs instead of O-graphs,
was demonstrated. It was argued that the verication was more comprehen-
sive and reliable than those that had been published previously, including
Lamport's own.
The considered algorithm is used to ensure mutual exclusion between
processes running in an environment with a single shared memory supporting
atomic read and write operations, and where a number of CPUs are connected
to a common bus.
Lamport's Fast Mutual Exclusion Algorithm, as a piece of pseudo-code,
contains a for-loop that treats the processes in increasing order according
to an associated integer identier. This, in fact, does entail an asymmetry
between otherwise symmetric processes. Therefore, to be able to apply OS-
graphs, a generalised version of the algorithm had to be considered. It was
necessary to impose a symmetry, not assumed in the original algorithm,
between the processes. The generalised version replaces the original for-loop
with a for-loop making a random selection between processes not yet treated.
The model of the generalised algorithm has a larger O-graph than the
model of the original algorithm. Thus, even though OS-graphs yield big
savings, in some cases the starting point for using them is worse than the
starting point for using O-graphs. However, it is still worthwhile to use OS-
graphs: For a xed number of processes, the O-graph for the CPN model of
the original algorithm is larger than the OS-graph for the CPN model of the
generalised algorithm.
[51] is written to be self-contained: CP-nets and OS-graphs are informally
explained and formally dened. To cater for the latter, [51] contains sections
that have a high similarity with material from [45, 46].
The main contributions of the OS/Lamport project were to make the OS-
tool available, and to provide a more comprehensive and reliable verication
of Lamport's Fast Mutual Exclusion Algorithm than previously published.
A minor contribution was an ecient algorithm to calculate the size of the
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O-graph from the OS-graph [52] plus an exhibition of the usefulness of this
algorithm to increase the condence in the results of a verication using
OS-graphs.
3.3 DistBETA
The DistBETA paper [54] describes a practical application of CP-nets and the
Design/CPN tool to investigate a communication protocol. A considerable
eort was put into modelling and simulation | a CPN model consisting of
12 modules was built. However, with respect to research in Petri Nets, the
focus was on applying O-graph analysis and place invariant analysis.
A protocol [8], which supports distributed program execution in the
object-oriented language BETA [60], was studied. An object on one com-
puter may invoke a remote object, i.e., an object on another computer. The
remote object invocation was modelled on the level of threads (lightweight
processes) with emphasis on the competition for access to critical regions and
shared resources.
The O-graph analysis established two crucial properties of the protocol
| that it can never deadlock, and that each active object always will get
a chance to do a remote object invocation. The O-graph analysis process
also revealed that the congurations that could be analysed only had a few
objects. A conguration with one sender object on one computer and one
receiver object on another computer was formally veried, i.e., the basic com-
munication scheme was proved correct. However, analysis of congurations
with three or more objects was prohibited by the state explosion problem.
An attempt was made to apply structural net reductions [36] before the
O-graph analysis, to increase the number of objects that could be analysed.
Signicant reductions in the sizes of the O-graphs were demonstrated, but
the goal of being able to analyse three threads was not achieved.
The aim of the place invariant analysis was to increase the condence
in the CPN model that was built. Throughout the modelling process, the
modellers had in mind a set of important properties that a sensible model
should satisfy. Using place invariants, it was possible to prove that the
nal model actually had these properties. Most of the properties were quite
similar. They stated that certain sets of tokens were constant. Another
property said that a monitor construction was correct.
The main contributions of the DistBETA project were demonstrations
of both the applicability and the limitations of O-graph analysis, structural
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net reductions, and place invariant analysis on a real-world model. Minor
contributions were discussions of how to create a proper model of a complex
system, and how to modify a model to make it tractable for O-graph analysis.
3.4 B&O
The B&O paper [21] describes another practical application of CP-nets and
Design/CPN, quite dierent from the DistBETA project. The latter was car-
ried out by a small group of CPN researchers alone, while the B&O project
involved engineers from a large industrial company, the renowned Danish
manufacturer of audio/video systems Bang & Olufsen A/S (B&O). B&O
wanted to investigate CP-nets as a way to improve their methods for speci-
cation, validation, and verication of communication protocols.
In the main experiment, an engineer from B&O, supervised by the author
of this thesis, built and investigated a 13-module CPN model of a communica-
tion protocol used in the so-called BeoLink (BeoLink) audio/video system.
A BeoLink system connects the audio and video devices of a home in a net-
work. This allows sharing of resources such that, e.g., a person can remotely
use a CD player located in another room. The considered protocol is used to
grant exclusive access to various services. The purpose is to prevent disorder,
e.g., that track 11 is selected on a CD, if two users simultaneously request
track 1.
The engineer validated the behaviour of the model using simulations.
He relied heavily on the new functionality of Design/CPN to give feedback
from simulations in terms of message sequence charts [18, 43], which display
the message passing between the dierent components of a distributed sys-
tem. Compared to watching the token game, the use of message sequence
charts made the work of the engineer both more pleasant and more eective.
Moreover, it enabled him to discuss results of simulations with colleagues
unfamiliar with CP-nets. The engineer formally veried crucial properties of
the model using the O-graph method, e.g., that a certain key used to ensure
mutual exclusion is always generated, when a BeoLink system starts from
scratch.
CP-nets was also used to examine important aspects of a possible future
revision of the BeoLink system, and to check compatibility between the new
and the existing version.
Based on this project, B&O concluded that CP-nets can be a useful aid
for specication, validation, and verication of communication protocols in
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the future.
After the B&O project, the process itself | as opposed to the resulting
product | was analysed [23], with participation of this author. The analysis
was based on [80], in which design is seen as a tentative interaction with
materials (here, CP-nets), instead of an algorithm-like, constantly forward-
moving, rational process. The analysis was based on a diary maintained by
this author and tape-recordings of conversations during a work session. The
perspective oered in [80] provided interesting insights on the work practices
of the engineer.
Compared to the DistBETA project, the B&O project made a new contri-
bution with respect to O-graph analysis. In the B&O project, the considered
CPN model was timed [46], which posed a new and hard challenge with re-
spect to O-graph analysis, because the O-graphs get innite. Thus, it was
necessary to focus on selected aspects, and use partial O-graphs to derive
sensible verication results.
The B&O project benetted from being a successor of the DistBETA
project. The experiences gained in the latter, e.g., with respect to how to
make a CPN model tractable for O-graph analysis, were highly valuable.
Besides the results with respect to O-graph analysis, another contribution
of the B&O project was to demonstrate that it is indeed possible, within a
reasonable time frame, to convey the ideas of CP-nets to industrial engineers,
enabling them to work independently. Finally, the power of sophisticated
graphical feedback from simulations of CP-nets was exhibited.
3.5 Equivalence
The Equivalence paper [53] describes an experiment with OE-graphs4, the
generalisation of OS-graphs presented at the end of Section 2.3.
The basic idea behind OS-graphs is to exploit symmetry. Symmetry is a
structural, statical notion, based on permutation of similar components. Use
of symmetry, in various disguises, is well-known in the research of verication
of parallel and distributed systems, e.g., described in four papers in [28]. On
the contrary, not much attention has been payed to OE-graphs in their full
generality.
OE-graphs were originally presented in [46] as a theoretical generalisation
of OS-graphs. The author of [46] noted that the experiences with practical
4In [53], OE-graphs are called state spaces with equivalence classes (SSEs).
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use of OE-graphs were rather limited, and the examples given were all equiv-
alences dened using only the structure of the systems under consideration.
The usability of OE-graphs to capture equivalences which are, in a well-
dened sense, dynamic was recognised for the rst time in this project.
The motivation to write [53] came from the work with developing the OS-
tool to support OS- and OE-graphs. The generality of OE-graphs allowed
experiments with dierent kinds of equivalence relations. During these ex-
periments, the usefulness of OE-graphs, not based on permutations as in
OS-graphs, was realised. OE-graphs allow expression of equivalences that
are dynamic, in the sense that they can capture that some information be-
comes irrelevant as the execution of a system progresses. The paper analysed
a small protocol as example. The system under consideration has a sender
and a receiver communicating over an unreliable network. The correctness of
the protocol was formally established, i.e., it was proved that if the network
looses only nitely many packets, the receiver will eventually receive, in the
right order, all packets sent by the sender.
Denition of the equivalence relations for the OE-graph was based on the
observation that during execution of the system, some packets may become
similar: The network may contain copies of packets that have already been
properly received. All packets of this kind are treated exactly the same way
by the considered protocol, and thus the actual data content of such packets
can be ignored.
The system was modelled with the capacity of the network as parame-
ter. For dierent capacities, both OE- and O-graphs were generated, and
statistics were presented to compare sizes and generation times. Use of OE-
graphs yielded signicant reductions and speed-ups; and enabled analysis of
the system for larger values of the system parameter than with O-graphs.
The main drawback of general OE-graphs is that in order to apply them,
the user must prove a consistency requirement. As demonstrated in the
Equivalence paper, this may amount to manual conduction of a complex
mathematical proof.
The contribution of the Equivalence project was to show that OE-graphs
are useful to capture a more general notion of equivalence than one based on
symmetry as in OS-graphs.
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3.6 Backtrack
The Backtrack paper [49] describes a method for more ecient construc-
tion of OS-graphs. The method is justied, both by identifying an impor-
tant general complexity property and by obtaining encouraging experimental
performance measures.
A self-symmetry for a marking is a permutation symmetry that maps
the marking to itself. Calculating the set of self-symmetries for each node
inserted in an OS-graph allows for both fewer and faster equivalence tests,
and, thus, aids more ecient construction of OS-graphs. The Backtrack
paper suggests a new method, the Backtrack Method, for calculation of self-
symmetries.
The work behind the Backtrack paper began with a literature search
within the area of computational group theory. This led to the discovery of
the existence of the Backtrack Algorithm [11], which is a general-purpose algo-
rithm to search a permutation group for members satisfying a given property.
The Backtrack Algorithm is the foundation of the Backtrack Method.
The Backtrack Method for calculation of self-symmetries treats the places
of the given CP-nets in some order. The marking of each place, which is a
multi-set, is split into a number of sets | one set for each positive coe-
cient appearing, containing all elements with that coecient. As shown in
[2], the set of self-symmetries for the marking is the intersection of the sets
of self-symmetries for these sets. For each of these sets, the Backtrack Al-
gorithm is applicable, because calculation of the set of self-symmetries for a
set is a special instance of the general problem solved by the algorithm. The
Backtrack Method for calculation of self-symmetries amounts to application
of the Backtrack Algorithm to each of the sets derived from the marking
combined with a computation of intersection.
The applicability of the Backtrack Method was tested using the general
mathematics software package GAP [81], which contains an implementation
of the Backtrack Algorithm. Encouraging experimental measures were ob-
tained on two examples. A complexity property, referred to as the fast tester
property, was discovered and proved. The fast tester property says that
when a permutation group of size less than n!, for some natural number n,
is searched for members satisfying a property which is constantly true, then
the Backtrack Algorithm tests at most n  1 permutations.
The fast tester property has a great impact on the success of the Backtrack
Method. Because of deliberate redundancy in CP-nets, it is often the case
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that after having treated only a few places, the set of self-symmetries looked
for is actually computed. However, if it is not known that this is the case,
computational resources will be wasted in trying to cut down on a search
domain that cannot be reduced further. The Backtrack Algorithm is able to
detect when no further reductions are possible very quickly, due to the fast
tester property.
The Backtrack project illustrates well the value of experiments in com-
puter science research. In the practical experiments with the Backtrack
Method, this author made observations that seemed to indicate the fast
tester property. However, it is, of course, not possible to conclude a gen-
eral complexity property from a number of concrete performance measures.
It is necessary also to study and understand the theory behind the algorithm
under investigation, and subsequently prove that the expected property actu-
ally holds. But, without the experiments, an isolated theoretical study most
likely would not have led this author to discover the fast tester property.
The contribution of the Backtrack project was the discovery of the ex-
istence of the Backtrack Algorithm, and suggestion and justication of the
Backtrack Method.
4 State Space Analysis Methods
This section sums up main results of other researchers within the area of
state space analysis methods. Sections 4.1 and 4.2 describe methods which
are particular for High-level Petri Nets. Sections 4.3 to 4.6 describe methods
which are based either in Petri Nets and/or other formalisms. This means
that the viewpoint is widened: Instead of looking narrowly at analysis of
CP-nets by the occurrence graph method, the more general area of state space
analysis of parallel and distributed systems is considered.
With respect to analysis of CP-nets in particular and High-level Petri
Nets in general, this section, together with Sections 2.2 and 2.3, do survey
the most prominent state space methods. With respect to state space analysis
of models based in other formalisms, this section does not give an overview of
the state-of-the-art; it merely presents selected, related work, considered here
because of potential, future inuence on the analysis methods for CP-nets.
This section concludes (Section 4.7) with a comparison of the OS-graph
method5, one of the main foci of this thesis, with the other methods pre-
5With respect to OE-graphs, to the knowledge of this author, no similar idea has been
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sented in this section. In particular, possible combinations are discussed.
With respect to the O-graph method, all the described methods are, when
applicable, improvements. Thus, a comparison would be trivial.
4.1 Parameterised Reachability Graphs
A parameterised or symbolic reachability graph [58] is a smaller graph con-
taining the same information as the full reachability graph. The idea was
originally proposed for Predicate/Transition Nets in [57]. Instead of hav-
ing a node for each reachable marking of a considered Predicate/Transition
Net, the nodes are assigned parameterised markings, which are symbolic ex-
pressions containing parameters or variables. A symbolic expression may be
instantiated by assignment of concrete values to the appearing variables. In
this way, each node represents a set of similar markings.
In the procedure to generate a symbolic reachability graph, occurrences of
transitions are recorded symbolically, i.e., without assigning concrete values
to the variables. The marking resulting from an occurrence is represented by
an expression containing the variables of the involved transition.
In [78], the ideas of parameterised reachability graphs were transferred to
another class of High-level Petri Nets, the Algebraic Petri Nets [75].
To the knowledge of this author, no implementation of the parameterised
reachability graph method has been published, and a conclusion of [79] is
that the technical details are quite dicult to manage.
4.2 Well-formed Coloured Nets
Well-formed Coloured Nets [15] resemble CP-nets, but have narrow syntac-
tical restrictions on arc expressions, guards, and initial markings. These
syntactical restrictions ensure that detection of symmetric markings is fully
automatic, i.e., requires no user intervention. Given a Well-formed Coloured
Net, a symbolic reachability graph can be constructed, in which symmetric
markings are automatically lumped into one node.
Well-formed Coloured Nets belong to the class of Stochastic Petri Nets
[61]. The purpose of creating a model in this class is not only to study log-
ical behaviour, but also to study performance issues. Well-formed Coloured
published in the area of Petri Nets. However, it may well be that OE-graphs and the way
they were applied in the Equivalence project, in some disguises, have been investigated
within other formalisms.
18
Nets and their symbolic reachability graph arose from pursuing more ecient
methods for Petri Net based performance evaluation: The complexity of the
method applied to derive performance results, solution of Markovian chains,
is strongly improved by using the symbolic reachability graph instead of the
often much larger full state space of the considered model.
Well-formed Coloured Nets are supported by the GreatGSPN tool [14]
from University of Turin, and have been applied successfully for analysis of
real-world systems, see, e.g., [7, 16, 17].
4.3 Stubborn Sets
The stubborn set method [87, 88, 89] is developed originally for Petri Nets
and later for process algebras6. The method eectively reduces the number
of dierent interleavings of independent events that are represented in a state
space. The basic version of the stubborn set method allows only detection of
deadlocks and the existence of innite execution sequences. More advanced
versions preserving more properties exist, but in general, the stubborn set
method throws away information.
The method is described for PT-nets in [87]: Instead of constructing
a state space containing all reachable states of a system, the stubborn set
method constructs a smaller one. In each state encountered in a state space
generation, only occurrences of a subset of the enabled transitions are inves-
tigated, i.e., only a subset of the successor states are generated. The subset
of transitions selected for occurrence is required to be stubborn, meaning, in
the basic version, that no transition outside the set can change enabling and
disabling of transitions included in the stubborn set. Stubborn sets allow
occurrences of some transitions to be postponed until a later stage.
The stubborn set method is developed for CP-nets in [88]. The approach
relies on the fact that any CP-net can be unfolded into an equivalent PT-
net, as proved in [45]. The stubborn set method for a given CP-net simply
amounts to application of the PT-net version of the method on the equivalent
PT-net. This approach to analysis of CP-nets is, in general, not desirable.
For many systems, unfolding entails a serious, if not devastating, complexity
problem.
An implementation of the basic stubborn set method is in the TORAS
6Process algebra is a category of formalisms for modelling and analysis of parallel and
distributed systems | see, e.g., [37, 64].
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tool [4] from Telecom Australia Research Laboratories. More advanced ver-
sions are supported by the Predicate/Transition Net tool PROD [74] from
Helsinki University of Technology. No tool support of stubborn sets for CP-
nets exists. Implementation of such support would require heuristics for
reasonably ecient calculation of useful stubborn sets for markings of CP-
nets. Useful in the sense that the stubborn sets yield a decent reduction in
the size of the generated state space. In general, in a given marking, many
stubborn sets exist. E.g., the set of all enabled binding elements is trivially
stubborn, but not a good choice, since obviously, it yields no reduction. On
the other hand, there is no guarantee that the best choice is to try to calcu-
late a minimal stubborn set. Heuristics for nding useful stubborn sets are
required, and [88] contains some preliminary discussions of that subject.
As noted in [89], the stubborn set method has proven to yield dramatic
reductions in the sizes of the state spaces for small regular systems, like
the dining philosophers system and the alternating bit protocol. However,
successful application of the method on real-world systems is still to come.
4.4 Compositionality and Modularity
Many systems are constructed in a modular way from smaller subsystems. It
would be immensely attractive, if analysis results could be carried over from
the subsystems to the entire system.
One proposal to do so is the compositional state space analysis method
described in [86]. The basic idea is to dene an equivalence relation on
systems, and use this equivalence to construct a smaller system. The method
has its origin in process algebra, where labelled transition systems (see, e.g.,
[64]) often are used to describe systems. In this case, there is no dierence
between a system and its state space. Thus, reduction of systems is the same
as reduction of state spaces.
The choice of a suitable equivalence is a trade-o between the amount
of reduction of the state space that can be obtained, and the information
that a user wishes to preserve as discussed in [86]. The two most extreme
cases, a system is equivalent with itself only, and all systems are equivalent,
are not useful. The former allows no reduction while the latter preserves no
information. Fortunately, there are many useful equivalences in between.
Given an equivalence relation and a system constructed from a number of
subsystems, the compositional state space analysis method substitutes each
subsystem with a smaller equivalent one. This is legal when the equivalence
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relation is a congruence with respect to all the operators available to construct
systems from subsystems. The method may be applied recursively, yielding
smaller and smaller equivalents of the original system.
A problem, often thought to be inherent to state space analysis, is the
following: If a system has a system parameter, e.g., the number of some com-
ponent, then the results gained from a state space analysis depend on that
parameter: If the parameter may take innitely many values, the system
cannot be veried fully with state space methods, because it would require
generation of innitely many state spaces. Using the compositional state
space analysis method, [91] shows that this is not always true. As one ex-
ample, the alternating bit protocol is veried for all (innitely many) values
of an integer system parameter, the maximal number of retransmissions of
messages.
The compositional state space analysis method is supported by the ARA
tool [90], developed by the Technical Research Centre of Finland in cooper-
ation with other Finnish research institutions and companies. ARA is not
a Petri Net tool. A system given as input to ARA must be described in
the textual language Basic LOTOS [6]. ARA can optionally use stubborn
sets for reduction, and has been applied successfully to verify small regular
systems.
For Petri Nets, related approaches to compositional state space analysis
are described in [68] (PT-nets) and [24] (CP-nets). In the modular state
space analysis of [24], systems are constructed from subsystems by means
of sharing of transitions. It is explained and proved how a state space for
each of the subsystems, plus a so-called synchronisation graph, contain the
same information as the ordinary state space for the entire system. No tool
support of modular state space analysis for CP-nets exists.
4.5 Supertrace
The Supertrace technique [38] is motivated by the following basic philosophy:
An approximation to verication is better than no verication at all | or
equivalent, for the aware user, unreliable results are better than no results.
The Supertrace technique, in general, does throw away information.
The idea behind the technique is the recognition that the state spaces,
which a user wants to generate, usually are too large to t the computer
available. The Supertrace technique prescribes a way to get optimal use of
memory: A hash table precisely tting the available memory is allocated.
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When a new state is encountered, a hash value is calculated. Instead of
storing the states (and state changes) themselves, a bit is set in the hash
table indicating a hit. If the hash function makes a uniform distribution of
the states, this approach provides a random traversal of the state space.
If the hash function is perfect, i.e., there are no collisions, the Supertrace
technique yields an ordinary exhaustive traversal of all reachable states. If
the hash function is not perfect, the Supertrace technique cannot be used for
verication in the rigourous sense of the word, but in this case it provides an
approximation to verication.
Because nothing but hash values are stored, the traversal must necessarily
rely on on-the-y verication: Each time a new state is generated, it is
checked if it has a certain property, e.g., if it is a deadlock. This is in
contrast to the ordinary approach, in which a full state space is generated
before it is used to derive any analysis results.
The Supertrace technique is implemented in the SPIN tool [38, 39] from
AT&T Bell Labs. SPIN is a general tool for design, validation, and veri-
cation of parallel and distributed systems, supporting both simulation, full
verication (when possible), and approximative verication exploiting the
Supertrace technique. SPIN is not a Petri Net tool. A system to be analysed
by SPIN must be given in the C-like textual language PROMELA [38], and
properties must be specied in Linear Temporal Logic (LTL) [72]. SPIN is
widely used, and [39] includes a long list of references to projects carried out
in which SPIN was successfully used, e.g., [5, 83].
4.6 Binary Decision Diagrams
Binary Decision Diagrams (BDDs) [1] have proved to be a powerful aid
for analysing systems with astronomical numbers of states. A BDD oers
a compact representation of boolean functions [9], and the state space of a
system can be encoded as a boolean function. Thus, BDDs provide a compact
representation of state spaces [10, 63]. A state space represented as a BDD
contains the same information as the full state space.
Assume that each state of a considered system can be described by a
number, say N, of boolean variables. The boolean function representing the
state space has 2N variables. The function yields true on an argument, if
and only if the rst N variables describe a state which has a state described
by the last N variables as immediate successor.
A boolean function is represented as a graph. There is a root, and each
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leaf is labelled with either true or false. Each node not being a leaf is labelled
with a function variable, and has two outgoing edges | one for each of the
two possible values of the variable. The value of the function on a given
argument is equal to the label of the leaf, reached by a traversal of the
graph, starting from the root and determined by the assignment of boolean
values to the variables in the argument.
A boolean function has many dierent representations as a graph. How-
ever, if the ordering of the variables is xed, a set of reduction rules can be
applied to yield a unique, often small, canonical form [9]. The core of the
idea is to lump and share identical subgraphs.
A software packet for manipulation of BDDs is provided by Carnegie Mel-
lon University [59]. BDDs are believed to be particular useful for verication
of very regular systems. Impressive case studies, most notably in the area of
hardware designs, have been published, e.g., [27]. It is yet unknown whether
the BDD technique can be eectively generalised to, of particular interest
here, CP-nets with their very elaborated notion of state.
A method for using BDDs to represent state spaces for bounded PT-nets
supplemented by encouraging experimental gures was published in [69]. The
idea was pursued further and sustained by more experiments in [76].
4.7 Comparisons and Combinations with OS-graphs
Below, the state space analysis methods described above are compared with
the OS-graph method. In particular, possible combinations are discussed.
A parameterised reachability graph and an OS-graph are essentially the
same. Both preserve the full information that is contained in the ordinary
full state space. The idea of having one node representing a set of similar
or symmetric markings merely has dierent incarnations. Therefore, it does
not make sense to combine the two methods.
Likewise, the ideas behind symbolic reachability graphs for Well-formed
Coloured Nets and OS-graphs are also essentially the same. However, the
former has an advantage: A meaningful application of the OS-graph method
for a CP-net requires that a consistent permutation symmetry specication
is given. It is up to the user to ensure the consistency. It can be done by
examining all the arc expressions, guards, and initial markings appearing
in the considered CP-net. [46] describes ideas for computer support to aid
this task, but for now, it must be solved manually. In contrast, detection of
symmetries in Well-formed Coloured Nets is fully automated thus eectively
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eliminating the need of conducting a consistency proof. The drawback of
Well-formed Coloured Nets compared to CP-nets is the narrow syntactical
restrictions of the former.
The stubborn set method and the OS-graph method have the same goal:
Instead of constructing a state space containing all reachable states of a
system, a smaller one is constructed. The criteria for leaving out a reachable
state in the two methods are very dierent. In fact, the criteria are believed
[45, 88] to be independent in the sense that a simultaneous use of the two
methods is possible and worthwhile in general. This claim is substantiated
by two small examples in [45] and [88], respectively. One of the examples
demonstrates how a state space of exponential size in some system parameter
drops to quadratic size when either OS-graphs or stubborn sets are applied;
and drops to linear size when the two methods are combined. Of course, a
combination of methods cannot preserve more information than the weakest
contributor: If OS-graphs, which preserve full information about a system,
are combined with the basic version of stubborn sets, which only preserve
deadlocks and the possibility of an innite execution sequence, at most the
latter properties can be preserved. Fortunately, these properties are in fact
preserved as proved in [88].
The compositional and modular state space analysis methods seem to
combine well with the idea of OS-graphs, with the intuitive argument given in
[24], that the approaches rely on independent characteristics of a considered
system.
The Supertrace technique may be combined with the idea of symmetry
of OS-graphs. If it is undesirable to use memory to record that more than
one representative of a set of symmetric states have been encountered, then a
hash function must be chosen that maps symmetric states to the same value.
BDDs together with symmetries have been exploited to design a model
checking algorithm [26] of formulas in the temporal logic CTL* [25, 29].
With respect to symmetries, the basic ideas of this approach are to a large
extent a reinvention of the ideas behind OS-graphs. The model checking
algorithm is implemented in the SMV tool [63] from Carnegie Mellon Uni-
versity. BDDs have pushed the limits on the number of system states, which
can be analysed, several magnitudes. What must be remembered, of course,
is that a state is a relative notion. It does matter whether a state can be
described with, e.g., a small number of boolean variables, or it takes a huge
number of variables with very complex data types. Any number of bits may
be required to store one state of a system in the memory of a computer. It
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takes a detailed look at a proposed method to judge its quality | impressive
experimental gures do not suce. A recent experiment [19] describing ver-
ication of a small communication protocol sustains that claim: It is shown
that the OS-tool can analyse a system with 10288 states in about twenty
minutes. This is certainly not an interesting result in itself. First of all, be-
cause a state is a relative notion as noted above. Secondly, because the 10288
states correspond to the value 600 of a system parameter, and really, if it is
possible to analyse this highly regular system for small values of the system
parameter, it is debatable what insight is gained by going far beyond that.
In other words, being able to verify, e.g., the dining philosophers system for,
say, 1000 instead of 10 philosophers, is not really interesting. What matters
is verication of truly complex systems.
5 Occurrence Graph Analysis Projects
This section discusses projects, which attempted to verify real-world systems.
In comparison with the widened viewpoint of Section 4, the perspective is
again narrowed to analysis of CP-nets by the occurrence graph method, where
the main projects, which have been documented, are considered. In the
more general area of state space analysis of parallel and distributed systems,
a plethora of projects have been carried out, and it is neither possible nor
adequate to try to provide an overview of these here.
All the projects discussed below applied CP-nets, the Design/CPN tool,
and O-graph analysis. The OS/Lamport and Equivalence projects, done as
part of the work for this thesis, are, to the knowledge of this author, the rst
projects which applied OS- and OE-graphs.
In Section 5.1, the projects are discussed in chronological order. The rst
two projects were described in papers published in 1992, the third in 1994,
and the last two in 1996.
This section concludes (Section 5.2) with a comparison of the discussed
projects with the DistBETA and B&O projects, carried out for this thesis.
5.1 Other Projects
Verication of a hardware design was described in [35]. A CPN model of a so-
called arbiter cascade was created and veried. The dependency of the initial
marking inherent to occurrence graph analysis mentioned in Section 4.4 was
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elegantly solved: The system was characterised with one single integer system
parameter d. For d = 1, the model was veried directly using an O-graph.
Mathematical induction established the proof for all values d > 1. Using
occurrence graphs in conjunction with induction is very appealing, whenever
applicable.
Analysis of an Ada programwas described in [62]. A large 30-module CPN
model was considered. Due to the state explosion problem, it was not possible
to generate a complete O-graph for the entire model. As an alternative, O-
graph analysis was used for three purposes. First, to reconrm correctness
of calculations that had been made with paper and pen prior to having
tool support. Second, to discover errors in the design, as with simulations;
and, third, to investigate much simplied versions of the considered model.
According to [62], the versions that could be analysed were not at all proper
reections of the considered system. The project was mainly a demonstration
and expected recognition of the power of tool-supported as opposed to paper-
and-pen O-graph analysis.
Analysis of control procedures at a chemical plant was described in [32].
The models in this project were created as Predicate/Transition Nets. How-
ever, with respect to modelling, Predicate/Transition Nets and CP-nets are
similar. Therefore, it was possible to create and analyse the models with the
CP-net tool Design/CPN. The main part of the paper dealt with creation
and simulation of models; O-graph analysis was briey mentioned in the
conclusion. The generation and analysis of one small O-graph was reported.
Also here, O-graphs were primarily used to nd errors in the system.
Design of an alarm system by a small Danish company was described in
[73]. Again, O-graphs were used primarily for debugging, but also to verify
a number of very small congurations of the considered system.
Design of a networks gateway for the Australian Defence Force was de-
scribed in [30]. O-graphs were used to verify selected important parts; not
to verify the entire model.
5.2 Comparisons with Thesis Projects
Below, the projects described above are compared with the DistBETA and
B&O projects.
In the hardware design project, induction was applicable because the
considered model was quite simple and very regular. It will be dicult in
general to apply induction to complex communication protocols, like the
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ones that have been considered in this thesis. The B&O paper discusses the
complications of a concrete attempt.
Both in the Ada program project, the control procedure project, and the
alarm system project, O-graphs were primarily used to debug and to discover
problems in the proposed models, i.e., to derive negative analysis results. In
contrast, in the networks gateway project, as well as the DistBETA and
B&O projects, O-graphs were primarily used for verication, i.e., to derive
positive analysis results. Even though the results were obtained for small
congurations and/or limited behaviours of the considered models, the sce-
narios considered had a size and relevance such that the condence in the
protocols as such was greatly increased by the O-graph analysis.
An important dierence between all the projects described in Section 5.1
and the B&O project was that in the latter, from some point, the O-graph
analysis was mainly carried out by industrial engineers. In the other projects,
the O-graph analysis was done by a research group alone. In fact, the B&O
project demonstrated that it is possible, within a reasonable time frame, to
successfully teach the O-graph method to engineers from the industry.
6 Conclusions
After the description and discussion of related work in the previous sections,
the focus again turns to this thesis.
When the work for this thesis started in 1993, the support for occurrence
graph analysis in the Design/CPN tool was very new. The only documented
projects, which had used it, were the rst two described in Section 5.1. In
both, quite small CP-nets were considered, only O-graphs were used, and
in one of the projects, there was a serious discrepancy between the CP-net
modelling the real system, and the CP-net that was analysed.
The status of occurrence graph analysis at the time of writing this over-
view paper, in the beginning of 1997, is that the support for occurrence
graph analysis in Design/CPN is much matured. The O-graph method is
better supported. In addition, a number of larger projects using O-graphs
have been carried out, which prove that the method, in spite of the state
explosion problem, may be really useful, if sensibly applied.
Moreover, the OS-graph method has been implemented, and, thus, made
available. It has been recognised, as expected, that OS-graphs allow analysis
of systems with orders of magnitude more states than O-graphs. On the
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other hand, some inherent obstacles for application of OS-graphs have been
identied. The problem with the for-statement in the OS/Lamport project,
discussed in Section 3.2, is more general than explicitly stated there. Consider
an algorithm, containing a standard iteration control-structure like while or
repeat, which manipulates some component in each iteration. A concrete
implementation of this algorithm, in a programming language not supporting
non-deterministic choice, will have to x a certain ordering in which to treat
the components. This may, in fact, entail an asymmetry between otherwise
symmetric components. In this case, OS-graphs are suitable for verication
of the abstract algorithm, formulated using non-deterministic choices; not
for verication of a concrete implementation of the algorithm.
Finally, the usability of OE-graphs for verication of systems possessing
a certain kind of equivalence, which is believed to appear frequently, has
been identied: OE-graphs can capture that some components of a system
become equivalent dynamically, i.e., as the execution of a system progresses
| in contrast to OS-graphs, which can only capture that components are
always, or statically, equivalent.
Possible extensions
Of course, much more eort must be put into the research of occurrence
graph analysis of CP-nets in the future. A subject of particular interest is
to test the applicability of OS- and OE-graphs on models of larger systems.
The DistBETA and B&O projects may serve as starting points.
Although signicant verication results were obtained, using O-graphs,
in both projects, the DistBETA project revealed that the state explosion
problem really is a practical hindrance. It would certainly have been valuable
to be able to verify larger congurations of the considered model, than was
actually possible. Most likely, OS-graphs had been a viable means to do so.
So, why were OS-graphs not applied in the DistBETA project? When the
project was carried out, the OS-tool did not exist. On the other hand, it
would, of course, have been possible to revisit the considered model after the
OS-tool had been developed. However, this has been postponed until the
next version of the OS-tool is available, for the reason described below.
In the current version of the OS-tool, the user must provide two predi-
cates describing the equivalence relations on markings and binding elements,
respectively. Although the OS-tool includes a number of auxiliary data struc-
tures and utility functions to help the user with this task, still, many lines of
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code must be written manually to implement the predicates. Therefore, it is
time-consuming, cumbersome, and error-prone to verify large CPN models.
In the next version of the OS-tool, the two equivalence predicates will
be compiled automatically. All the user has to do, is to attach a symmetry
group to each declaration of an atomic colour set, e.g., attach a keyword
like allperm to allow all permutations, or a keyword like noperm to allow
no permutations. A project [3] to provide such a compiler has started, co-
supervised by the author of this thesis.
In the B&O project, the CPN model analysed was timed, and, thus,
had an innite occurrence graph. In spite of that, it was possible to obtain
important verication results with partial O-graphs. On the other hand, it
would be highly valuable, if there was a way to dene equivalence relations on
markings and binding elements of a timed CP-net, such that an innite graph
was collapsed into a nite one. With the generality oered by OE-graphs,
this may turn out to be possible. However, for now it is only speculation.
Experiments are necessary to investigate the possibilities.
Summary of main contributions
A number of developments within occurrence graph analysis of CP-nets
within the last few years can be attributed to the work done for this thesis.
Steps towards practical application of the occurrence graph method, and,
thus, verication of CP-nets, were actually taken.
The contributions of the thesis were already discussed in Section 3. The
main ones are repeated below:
 Description of the Design/CPN tool as it appears in the beginning of
1997.
 Development of the OS-tool, advancing the OS-graph method from
being theoretically promising to practically applicable, with the limi-
tations regarding the current version discussed above.
 Demonstration of the applicability of the OS-graph method in provid-
ing a more comprehensive and reliable verication of Lamport's Fast
Mutual Exclusion Algorithm than previously published.
 Creation of a CPN model of the protocol supporting distributed pro-
gram execution in the BETA language.
29
 Demonstration of both the applicability and the limitations of the O-
graph method and the place invariant method on the real-world CPN
model from the DistBETA project.
 Establishment of CP-nets as a means for specication, validation, and
verication of communication protocols at Bang & Olufsen A/S.
 Demonstration of the practical applicability of O-graph analysis on the
timed real-world CPN model from the B&O project.
 Recognition of OE-graphs as a means to capture that components be-
come equivalent dynamically, i.e., as the execution of a system pro-
gresses.
 Suggestion of the new Backtrack Method for calculation of self-symme-
tries to aid more ecient construction of OS-graphs. Justication of
the suggestion. Theoretically by discovering an important complexity
property, empirically by conducting performance tests on two examples.
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