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Two methods for representing visual images by sounds were 
explored. The analytic method used a rule-based representation 
by which values of continuous auditory variables defined each 
point in space. The metaphoric method governed the association 
of a unique sound with each image. The study demonstrated the 
usefulness and potential applicability of the analytic method. 
1. INTRODUCTION 
Sonification, the use of non-speech audio to display visual 
objects, provides tools for data analysis as well as for the 
detection of shapes. Previous studies have examined the ability 
to represent data graphically via sonification. Representing 
numeric data via auditory graphs was explored in research that 
studied how effectively information about statistical parameters 
of numeric data distribution could be conveyed [1]. Another 
study [2] suggested that the information conveyed by visual and 
auditory scatterplots is used very similarly in the two 
modalities. In the field of education [3], researchers  explored 
the effectiveness of using sonified graphs of real data sets in 
disciplines to which students are exposed during academic 
courses. The effectiveness of auditory displays in science 
education was explored as well [4]. In the field of meteorology, 
a demonstration of sonification of weather records was studied 
[5].  
 
Another group of studies explored the ability of people to detect 
geometrical shapes by sound [6, 7].  
 
Regarding the detection of geometrical shapes, there has been 
no consistency in the acoustic parameters chosen to represent 
these shapes.  In the present study, the acoustic parameters were 
defined based on the theory of the unity of the senses [8]. 
According to this theory, there are common dimensions to the 
different senses. We took advantage of the similarity of the 
senses in order to make a systematic match between the 
auditory to visual dimensions. Designing a sonified tool to 
detect a visual object was only one method we used in order to 
represent a visual image. We wanted to explore another method 
that might be helpful in detecting images. The second method 
used arbitrary sounds to represent those images. The objective 
of this study was to explore and compare two different methods 
for representing visual objects via non-speech audio. 
 
2. METHOD 
Two different representation methods were developed, based on 
the dual coding theory [9]. Both methods were aimed at 
representing visual stimuli via auditory output.  The first 
method is called analytic mapping. This method is a rule-based 
mapping wherein images are systematically converted to 
sounds. A point in space is represented by a pair of acoustic 
parameters. The acoustic parameter of pitch represented 
location on the Y axis and the acoustic parameter of binaural 
time difference represented location on the X axis.  
 
The second method is dubbed metaphoric. In this method, a 
unique sound is associated with each visual image. When 
images do not have “natural” sounds, then arbitrary sounds 
were selected to represent them. This arbitrary association of 
sounds to images is not uncommon. Consider, for example, 
Microsoft’s use of sounds to announce certain events (e.g., the 
“tada” sound when the PC is turned on). The sounds used do 
not have “meaning” but, after hearing them repeatedly, users 
learn which event is associated with a specific sound.   
 
The study reported in this paper explored the learning and use 
of the two different sonification methods. During the study, 
subjects learned how to match visual stimuli to auditory stimuli. 
On a trial, eight visual stimuli were presented on the computer 
monitor. Immediately following the presentation of the visual 
stimuli, a sound was played. The subject’s task was to select the 
visual stimulus that matched the sound. The presentation of all 
eight visual stimuli and their matching sounds was defined as a 
cycle. The order of presentation (both visual and auditory 
stimuli) was random. The cycles were presented eight times. 
 
Each subject participated in three sessions separated by at least 
24 hours. At the beginning of the first session, the subject was 
given an explanation about the study and was introduced to one 
of the two mapping methods (analytic or metaphoric).  
2.1. The analytic method 
During the first session, a subject was exposed to either eight 
geometrical shapes or eight environmental objects. The task was 
to select the image that matched the sound that was played. The 
same sound was repeated until the subject made the correct 
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matching. Then a second sound was played, and the subject was 
required to match it to its image.  Trials continued until all of 
the eight sounds representing the eight images were correctly 
matched. A total of eight cycles was presented. 
During the second session, the subject was exposed to the 
same set of stimuli.  In order to test active learning, at the end of 
this session subjects were asked to draw the visual image of a 
sound that was played according to the rules of the analytic 
mapping (not one of the images presented during the session).  
During the third session, a new set of stimuli was presented. 
We examined the  extent of transfer of learning, i.e., the ability 
to apply the principles to novel images. Geometrical shapes 
were presented to subjects who had been exposed to 
environmental objects. Environmental objects were presented to 
subjects who had been exposed to geometrical shapes.  
Because the analytic method used is new, let us illustrate it 
in somewhat more detail. First, we selected “natural” auditory 
variables to represent location along the horizontal and the 
vertical axis. Thus, horizontal location and/or change in 
horizontal location was represented by subjective change in the 
interaural space. The subject perceived a right-hand point by a 
sound localized close to the right ear. A left-hand visual point 
was heard as a sound close to the left ear. Sound location was 
created by interaural time differences (in the microsecond 
range, the sound closer to the lead ear). Vertical location and/or 
change in location was   represented by change in pitch. The 
higher the point in space, the higher the pitch. The pitch of the 
tone was affected by corresponding frequency. 
Consider the sound representation of a square, ABCD, by 
the analytic method. The constant-pitch tone at starting point A 
at the lower left starts moving to the right till B, at which point 
it remains at a constant right-hand location but increases in 
pitch. At point C, pitch is held constant (at high value) but the 
sound is felt moving to the left till point D. The sound then 
remains at this left-hand location, but decreases in pitch until it 
returns to A. 
This “musical graph” represents the square ABCD and, by 
extension, any other two-dimensional figure. In the metaphoric 
method, an arbitrary sound is repeatedly paired with the square 
ABCD. 
2.2. The metaphoric method 
During the first session the subject was exposed to eight 
geometrical shapes and was asked to select the shape that 
matched the sound played. The same sound was repeated until 
the subject made the correct matching. Then a second sound 
was played, and the subject was required to match it to its 
image.  The cycle continued until all of the eight sounds 
representing the eight images were correctly matched. A total of 
eight cycles were presented. 
During the second session, the subject was exposed to the 
same set of stimuli.  In order to test active learning, at the end of 
this session subjects were asked to draw an image of a sound 
that was played according to the rules of the analytic mapping 
(not one of the images presented during the session). They were 
given a brief introduction to the method of analytic sonification, 
but not an extensive training.  The sound was played according 
to the rules of the analytic mapping.  
During the third session, the subject’s ability to transfer 
learning was examined. The subject was exposed to novel 
geometrical shapes and their arbitrary matching sounds.   
 
This paradigm allowed us to examine evidence about learning 
and generalization of the two different mapping methods. They 
included (1) the learning curves obtained for each subject 
during the first two sessions, (2) the images drawn on the basis 
of the sound stimuli showing ability to apply the rules, and (3) 
assessing transfer of learning. 
3. RESULTS 
3.1. The analytic method 
Twelve subjects (eight men and four women), paid volunteers, 
participated in the experiment. Their mean age was 16.5 years 
(SD=0.67). The participants took part in three sessions in which 
they were exposed to the analytic method. Analytic sounds were 
played in order to represent either geometrical shapes or 
environmental objects. During the first two sessions, half of the 
subjects were exposed to geometrical shapes and the other half 
were exposed to environmental objects. During the third 
session, subjects were exposed to novel images from the other 
group.  
Figure 1 shows the mean number of incorrect responses 
made by the 12 subjects for each of the eight cycles during the 
first, second and third experimental sessions. As shown in this 
figure, there was a reduction in the number of incorrect 
responses from the first (circles) to the second (squares) 
sessions. During the third session (triangles), in which novel 
images were presented, the number of incorrect responses was 
much smaller than the number recorded during the first session, 
and similar to the number of incorrect responses recorded 




































Figure 1. Mean number of incorrect responses obtained 
under the condition of the analytic method 
3.2. The metaphoric method 
Twelve subjects (six men and six women), paid volunteers, 
participated in the experiment. Their mean age was 16.4 years 
(SD=0.51). Participants took part in three sessions during which 
they were exposed to the metaphoric method. Metaphoric 
sounds were played to represent geometrical shapes. During the 
first two sessions, half of the subjects were exposed to shapes 
from set A and the other half were exposed to shapes from set 
B. During the third session, subjects were exposed to shapes 
from the other set.  
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Figure 2 shows the mean number of incorrect responses 
made by the 12 subjects for each of the eight cycles during the 
first, second and third experimental sessions.  As shown in this 
figure, there was a reduction in the number of incorrect 
responses during the first session (circles), from the first to the 
eight cycles. This phenomenon is seen more clearly during the 
second session (squares). During the third session (triangles), 
when different shapes were presented, the number of incorrect 













































Figure 2. Mean number of incorrect responses obtained 
under the condition of the metaphoric method 
 
 
The results show that learning takes occurs during both analytic 
and metaphoric mapping methods. This is demonstrated by the 
differences in the number of incorrect responses between the 
first and the second sessions, both for the analytic method 
(p<.016, Cohen’s d=2.68) and the metaphoric method (p<.016, 
Cohen’s d=2.25).  Subjects’ ability to transfer learning from one 
set of stimuli to a novel set of stimuli, on the other hand, took 
place only for the analytic method, in which there was a 
difference between the first and the last session (p< .016, 
Cohen’s d=2.69).   
4. CONCLUSIONS 
The purpose of the study was to compare between two methods 
that use non-speech audio to represent visual objects. The first 
method, the analytic mapping, was a rule-based mapping. The 
second method, the metaphoric mapping, was an association-
based mapping. The results show the potential of both methods 
in learning the language of auditory representation. Although 
this potential was demonstrated by both methods, there is a 
major difference between them. Under the condition of the 
analytic rule-based method, transfer of learning took place. 
Subjects took advantage of the principles that underlie this 
method and were able to apply them to a wholly different set of 
images. The analytic method is almost unlimited in its ability to 
represent two-dimensional visual objects.  In contrast, the 
metaphoric method is limited. The arbitrary association of 
sounds to visual images can be applied only for a pre-defined 
set of images. Once these images were replaced, subjects were 
unable to apply any learned principle to different images.  
 
The findings presented in this report were obtained from 
normally sighted subjects. As a feasibility study, we have also 
run the analytic method with a small group of subjects with 
visual impairment.  The performance of these subjects supports 
the conclusions drawn from the healthy subjects. The visual 
impaired subjects showed good learning with the analytic 
method.  We therefore anticipate that further exploration of the 
analytic method used in this study is important for sonifying 
materials for people with visual impairment.  
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