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Abstract
In this paper, we provide Mazur-Ulam type results for (not necessarily surjective) maps preserving equality of fuzzy distance
defined between two fuzzy normed spaces. Our main goal is to study the additivity of such generalizations of fuzzy isometries.
As in the classical case, the fuzzy strict convexity of the target space will play an important role. c©2017 All rights reserved.
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1. Introduction
The classical Mazur-Ulam theorem states that surjective isometries defined between normed spaces
are affine maps. It was proved by Mazur and Ulam in 1932 ([11]) in response to an issue raised by Stefan
Banach. When surjectivity is replaced by other conditions, we get a Mazur-Ulam type theorem. For
example, Baker ([3]) proved that the result remains true if we consider a (not necessarily onto) isometry
between a real normed space and a strictly convex real normed space. Another direction was provided by
Vogt ([15]), who replaced isometries by the more general notion of equality of distance preserving maps (see
also [12]). Our aim in this paper is to achieve some results of this kind for fuzzy normed spaces.
In [6], following the ideas of Vogt ([15]), who in turn was inspired by von Neumann and Schoenberg
([16]), the authors introduced a generalization of the concept of fuzzy isometry and obtained a Mazur-
Ulam type theorem in a fuzzy context by proving the additivity of surjective maps preserving equality of
fuzzy distance.
In this paper we provide Mazur-Ulam type results for such generalized fuzzy isometries defined
between two fuzzy normed spaces without assuming surjectivity. Our main goal is, therefore, to study
the additivity of (not necessarily onto) maps preserving equality of fuzzy distance. We also derive an
alternative result to the one provided by Rui ([12]) in the classical setting from our results in a fuzzy
context.
We first review some basic notions concerning fuzzy metrics and fuzzy norms.
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1.1. Fuzzy metrics and fuzzy norms
Kramosil and Michalek in 1975 introduced the notion of fuzzy metric space by generalizing the concept
of probabilistic metric space to the fuzzy situation. The idea of introducing a fuzzy norm on a vector space
was first used by Katzaras ([9]) in 1984. Eight years later, Felbin ([5]) offered an alternative definition
which induced a fuzzy metric of Kaleva-Seikkala type ([8]). Cheng and Mordeson ([4]) shortly afterwards
defined another type of fuzzy norm with associated fuzzy metric of Kramosil-Michalek type.
We shall begin with the definition of fuzzy metric space in the sense of Kramosil and Michalek ([10]).
Following [14], a continuous t-norm is a binary operation ∗ : [0, 1] × [0, 1] → [0, 1] which satisfies the
following conditions: (i) ∗ is associative and commutative, (ii) ∗ is continuous, (iii) a ∗ 1 = a for every
a ∈ [0, 1], and (iv) a ∗ b 6 c ∗ d whenever a 6 c and b 6 d, with a,b, c,d ∈ [0, 1].
The three most used continuous t-norms are the usual product a ∗ b = a · b, the Lukasiewicz t-norm
a ∗L b = max{a+ b− 1, 0}, and the minimum t-norm a∧ b = min{a,b}. It is worth noting that ∗ 6 ∧ for
every continuous t-norm.
Definition 1.1 ([10]). A fuzzy metric (in the sense of Kramosil and Michalek) on a set X is a pair (M, ∗)
such that M is a fuzzy set in X×X× [0,∞) and ∗ is a continuous t-norm satisfying for all x,y, z ∈ X and
t, s > 0:
(i) M(x,y, 0) = 0;
(ii) M(x,y, t) = 1 for all t > 0 if and only if x = y;
(iii) M(x,y, t) =M(y, x, t);
(iv) M(x,y, t) ∗M(y, z, s) 6M(x, z, t+ s); and
(v) M(x,y, ·) : [0,+∞)→ [0, 1] is a left continuous function.
By a fuzzy metric space (in the sense of Kramosil and Michalek) we mean a triple (X,M, ∗) such that X
is a set and (M, ∗) is a fuzzy metric on X. Recall that every fuzzy metric (M, ∗) on X induces a topology
τM on X, which has as a base the family of open sets of the form {BM(x, ε, t) : x ∈ X, ε ∈ (0, 1), t > 0},
where BM(x, ε, t) = {y ∈ X :M(x,y, t) > 1− ε} for all x ∈ X, ε ∈ (0, 1) and t > 0. These sets will be called
open balls for M.
We will work with the following definition of a fuzzy norm, which is just the one given by Cheng-
Mordeson, taking as t-norm ∗ = ∧.
Definition 1.2. Let X be a real linear space. A function N : X× [0,+∞) −→ [0, 1] is said to be a fuzzy norm
on X if, for all x,y ∈ X and all t, s > 0, it satisfies the following:
(N1) N(x, 0) = 0;
(N2) x = 0 if, and only if, N(x, t) = 1 for all t > 0;
(N3) N(kx, t) = N(x, t/|k|) for all k ∈ R, k 6= 0;
(N4) N(x+ y, t+ s) > min{N(x, t),N(y, s)};
(N5) N(x, ) : (0,+∞)→ [0, 1] is a left continuous function and limt→∞N(x, t) = 1.
The pair (X,N) will be called a fuzzy normed space.
To gain flexibility, some additional conditions are often imposed in the above definition. A fuzzy
normed space, for instance, is said to satisfy condition (N6), see [2], if N(x, t) > 0 for all t > 0 yields x = 0.
Also a fuzzy normed space is said to satisfy condition (N7) if for x 6= 0, N(x, ·) is a continuous function
on (0,+∞) which is strictly increasing on {t ∈ (0,+∞) : 0 < N(x, t) < 1}.
Every fuzzy norm (N,∧) over a real linear space X, induces a fuzzy metric as follows:
MN(x,y, t) = N(x− y, t), for all x,y ∈ X, t > 0,
and, then, for every x ∈ X, the countable collection of balls {BMN(x, 1/n, 1/n) : n = 2, 3, . . .} forms a
fundamental system of neighborhoods of x for the topology induced by MN (see [7]) making (X,N) into
a Hausdorff metrizable topological vector space.
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It is well-known that classical (real) normed spaces are strictly included in the class of fuzzy normed
spaces (see [1] for an example of a fuzzy normed space which is not a normable space) and that (N2) and
(N4) imply that, for a fixed x ∈ X, the function N(x, ·) is nondecreasing.
Example 1.3. Let (X, ‖ · ‖) be a real normed space.
(a) Let Ns : X× [0,+∞[→ [0, 1] be given by Ns(x, 0) = 0 for all x ∈ X and
Ns(x, t) =
t
t+ ‖x‖
for all x ∈ X and t > 0. Then, Ns is a fuzzy norm on X which is called the standard fuzzy norm induced
by ‖ · ‖.
(b) Let N01 : X× [0,+∞[→ [0, 1] given by
N01(x, t) =
{
0, if t 6 ‖x‖,
1, if t > ‖x‖.
Then, N01 is a fuzzy norm on X. This fuzzy norm will be called the discrete fuzzy norm induced by
‖ · ‖.
In both cases, the topology defined by the fuzzy norm coincides with the topology of the original norm
on X.
We point out that the standard fuzzy norm satisfies the condition (N7) but not (N6) and the discrete
fuzzy norm satisfies (N6) but not (N7).
2. Preliminaries
Definition 2.1. Let (X,N) be a fuzzy normed space. We say that (X,N) is strictly convex if whenever
N
(
x+ y
2
, t
)
= N(x, t) = N(y, t) for some t > 0, then x = y.
Let us recall here that a classical real normed space (X, ‖ · ‖) is strictly convex if given a,b ∈ X such
that ‖a+b2 ‖ = ‖a‖ = ‖b‖, then a = b.
It can be easily checked that if (X, ‖ · ‖) is a strictly convex normed space, then (X,Ns) is also a strictly
convex fuzzy normed space. However, this fact is no longer true for other fuzzy norms. For instance, let
us consider the fuzzy normed space (R,N01) induced by the strictly convex normed space (R, | · |). For
x = 1, y = −1, and t = 2, we get then that N01(x, t) = N01(y, t) = N01(
x+ y
2
, t) = 1, while x 6= y. That
means that the property of being fuzzy strictly convex is a ‘geometrical’ property rather than a topological
one.
Definition 2.2. Let (X,N) and (Y,N ′) be two fuzzy normed spaces.
1. We say that f : X −→ Y preserves equality of fuzzy distance if given x,y, x˜, y˜ ∈ X and t > 0 with
N(x− y, t) = N(x˜− y˜, t), then N ′(f(x) − f(y), t) = N ′(f(x˜) − f(y˜), t).
2. It is said that f : X −→ Y is a fuzzy isometry if N ′(f(x) − f(y), t) = N(x− y, t) for all x,y ∈ X and
t > 0.
3. It is said that f : X −→ Y is segment-preserving if, given x,y ∈ X, f([x,y]) ⊆ [f(x), f(y)] where [x,y]
stands for the segment {λx+ (1− λ)y : 0 6 λ 6 1}.
Remark 2.3. It can be checked that if f : (X,N) −→ (Y,N ′) preserves equality of fuzzy distance, then it is
associated, for each t > 0, to a function ρt : Dt ⊆ [0, 1] −→ [0, 1] such that
N ′(f(x) − f(y), t) = ρt(N(x− y, t)).
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It is then apparent that every fuzzy isometry preserves equality of fuzzy distance by taking ρ = Id.
However both concepts are different as the following example shows.
Let (X, ‖ · ‖) be a real normed space and define f : (X,Ns) → (X,Ns) by f(x) = 2x. This map is not
a fuzzy isometry but preserves equality of fuzzy distance in an even more general way. Indeed, if we
assume Ns(x− y, t) = Ns(x˜− y˜, t ′) for some x,y, x˜, y˜ ∈ X and t, t ′ > 0, then we infer ‖x−y‖t = ‖x˜−y˜‖t ′ .
Consequently,
Ns(f(x) − f(y), t) = Ns(2x− 2y, t) =
t
t+ 2‖x− y‖ =
1
1+ 2‖x−y‖t
=
1
1+ 2‖x˜−y˜‖t ′
= Ns(f(x˜) − f(y˜), t ′).
In connection with this example, it is worth noting that functions preserving equality of fuzzy distance
enjoy this extended property when they are either positively homogeneous or affine (in particular, linear).
To be precise, suppose that f is a positively homogeneous function from a fuzzy normed space (X,N)
into a fuzzy normed space (Y,N ′) which preserves equality of fuzzy distance. We show that N ′(f(x) −
f(y), t) = N ′(f(x˜) − f(y˜), t ′) whenever N(x− y, t) = N(x˜− y˜, t ′) (t, t ′ > 0). In fact, let k > 0 be such that
t = kt ′. Then N(x− y, t) = N(kx˜− ky˜,kt ′) so that N ′(f(x) − f(y), t) = N ′(f(kx˜) − f(ky˜),kt ′). Being f
positively homogeneous, we have
N ′(f(x) − f(y), t) = N ′(k(f(x˜) − f(y˜)),kt ′) = N ′(f(x˜) − f(y˜), t ′).
The case of f being affine runs along a similar pattern.
3. The results
Lemma 3.1. Let (X,N) be a fuzzy normed space. Let x,y ∈ X and t > 0.
1. If X is strictly convex, then z = x+y2 is the unique element of X satisfying
N(x− z, t) = N(z− y, t) = N(x− y, 2t).
2. If (X,N) satisfies (N7), then z = x+y2 is the unique element in the segment [x,y] satisfying
N(x− z, t) = N(z− y, t) = N(x− y, 2t).
Proof.
(1) Firstly,
N
(
x−
x+ y
2
, t
)
= N
(
x− y
2
, t
)
= N(x− y, 2t)
and
N
(
x+ y
2
− y, t
)
= N
(
x− y
2
, t
)
= N(x− y, 2t).
Let us suppose there is another z ′ ∈ X such that
N(x− z ′, t) = N(z ′ − y, t) = N(x− y, 2t).
Indeed,
N
(
x−
z+ z ′
2
, t
)
= N(2x− z− z ′, 2t) > min{N(x− z, t),N(x− z ′, t)} = N(x− y, 2t) (3.1)
and
N
(
z+ z ′
2
− y, t
)
= N(z+ z ′ − 2y, 2t) > min{N(z− y, t),N(z ′ − y, t)} = N(x− y, 2t). (3.2)
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If (3.1) and (3.2) were both strict, then
N(x− y, 2t) = N
(
x−
z+ z ′
2
+
z+ z ′
2
− y, 2t
)
> min
{
N
(
x−
z+ z ′
2
, t
)
, N
(
z+ z ′
2
− y, t
)}
> N(x− y, 2t),
which is a contradiction. Hence, we can assume, with no loss of generality, that
N((x− z) + (x− z ′), 2t) = min
{
N(x− z, t),N(x− z ′, t)
}
.
Besides, since N(x− z, t) = N(x− z ′, t), we get
N
(
(x− z) + (x− z ′)
2
, t
)
= N(x− z, t) = N(x− z ′, t)
and we infer by strictly convexity that x− z = x− z ′ and so z = z ′.
(2) Let us suppose that there is z ′ ∈ [x,y], say z ′ = λx+ (1− λ)y for some λ ∈ [0, 1], such that
N(x− (λx+ (1− λ)y), t) = N(λx+ (1− λ)y− y, t) = N(x− y, 2t).
Hence
N
(
x− y,
t
1− λ
)
= N
(
x− y,
t
λ
)
= N(x− y, 2t),
and, by (N7), we infer
1
1− λ
=
1
λ
= 2,
which yields λ = 12 as was to be proved.
Theorem 3.2. Let (X,N) and (Y,N ′) be fuzzy normed spaces and let f : X −→ Y preserve equality of fuzzy distance
and satisfy the equalities f(0) = 0 and
N ′
(
f
(x
2
)
, t
)
= N ′
(
f(x)
2
, t
)
for all x ∈ X and t > 0.
1. If (Y,N ′) is strictly convex, then f is additive.
2. If (Y,N ′) satisfies (N7) and f is segment-preserving, then f is additive.
Proof.
(1) Assume first that (Y,N ′) is strictly convex. For all x ∈ X and t > 0
ρt(N(x, 2t)) = N ′
(
f
(x
2
)
, t
)
= N ′
(
f(x)
2
, t
)
= ρ2t(N(x, 2t)).
Hence, for all x,y ∈ X and t > 0, we have
N ′
(
f
(
x+ y
2
)
− f(y), t
)
= ρt
(
N
(
x+ y
2
− y, t
))
= ρt
(
N
(
x− y
2
, t
))
= ρt (N(x− y, 2t))
= ρ2t (N(x− y, 2t))
= N ′(f(x) − f(y), 2t)
J. J. Font, J. Galindo, S. Macario, M. Sanchis, J. Nonlinear Sci. Appl., 10 (2017), 4499–4506 4504
and, similarly,
N ′
(
f(x) − f
(
x+ y
2
)
, t
)
= ρt
(
N
(
x−
x+ y
2
, t
))
= ρt
(
N
(
x− y
2
, t
))
= ρt (N(x− y, 2t))
= ρ2t (N(x− y, 2t))
= N ′(f(x) − f(y), 2t).
By Lemma 3.1 (1), we infer that f(x+y2 ) =
f(x)+f(y)
2 for every x,y ∈ X. Since f(0) = 0, we have f(x) =
f( 2x+02 ) =
f(2x)
2 . Hence, f(x+ y) = f(
2x+2y
2 ) =
f(2x)
2 +
f(2y)
2 = f(x) + f(y).
(2) Assume next that (Y,N ′) satisfies (N7) and that f is segment-preserving. As in (1), we have
N ′
(
f
(
x+ y
2
)
− f(y), t
)
= N ′
(
f(x) − f
(
x+ y
2
)
, t
)
= N ′(f(x) − f(y), 2t).
Hence, by Lemma 3.1 (2), we infer that f(x+y2 ) =
f(x)+f(y)
2 for every x,y ∈ X and the rest of the proof
follows as in (1).
Remark 3.3. The assumptions of strict convexity and segment preservation in the above theorem are not
redundant as the following example shows.
Let us consider R endowed with the standard fuzzy norm Ns induced by | · | and R2 with the standard
fuzzy norm N ′s induced by the norm ||(x,y)|| = max{|x|, |y|}. It suffices to remark that N ′s((1, 1), t) =
N ′s((−1, 1), t) = N ′s((0, 1), t) to check that the fuzzy normed space (R2,N ′s) is not strictly convex. Besides,
it satisfies (N7). It is a routine matter to verify that the map f : (R,Ns) −→ (R2,N ′s) defined as f(x) =
(x, |x|) is not segment-preserving but preserves equality of fuzzy distance, f(0) = 0 and N ′s
(
f
(
x
2
)
, t
)
=
N ′s
(
f(x)
2 , t
)
for all x ∈ R and t > 0. However f is not additive.
Corollary 3.4. Let (X,N) and (Y,N ′) be fuzzy normed spaces and let f : X −→ Y be a fuzzy isometry. Then
f(x) − f(0) is additive if either (Y,N ′) is strictly convex or (Y,N ′) satisfies (N7) and f is segment-preserving.
Proof. Let g(x) = f(x) − f(0), which is a fuzzy isometry. Furthermore, for all x ∈ X and t > 0,
N ′
(
g
(x
2
)
, t
)
= N(x, 2t) = N ′
(
g(x)
2
, t
)
and the result follows from Theorem 3.2.
Remark 3.5. In [13] and [16], Schoenberg and von Neumann generalized the concept of isometry by intro-
ducing and studying the following maps.
A map f : (X, ‖ · ‖X) −→ (Y, ‖ · ‖Y) preserves equality of distance if
‖x− y‖X = ‖x˜− y˜‖X ⇒ ‖f(x) − f(y)‖Y = ‖f(x˜) − f(y˜)‖Y
or, equivalently, there exists ρ : [0,+∞[−→ [0,+∞[ such that ‖f(x) − f(y)‖Y = ρ(‖x − y‖X). In [15],
Vogt provided a Mazur-Ulam type result for surjective maps preserving equality of distance, which was
recently extended to the context of fuzzy normed spaces in [6]. Inspired by Baker’s generalization of
Mazur-Ulam theorem to a non-surjective setting ([3]), Rui ([12]) proved the following: if f : X −→ Y, Y
being strictly convex, preserves equality of distance, satisfies f(0) = 0, and has a segment contained in its
range, then f is additive.
In the next corollary, we provide an alternative result based on Theorem 3.2, that is, we obtain a result
for classical normed spaces from the fuzzy setting.
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Corollary 3.6. Assume f : (X, ‖ · ‖X) −→ (Y, ‖ · ‖Y) preserves equality of distance, f(0) = 0, and∥∥∥f(x
2
)∥∥∥
Y
=
∥∥∥∥f(x)2
∥∥∥∥
Y
.
If either (Y, ‖ · ‖Y) is strictly convex or f is segment-preserving, then f is additive.
Proof. Let Ns (resp. N ′s) be the standard fuzzy norm induced by ‖ · ‖X (resp. ‖ · ‖Y). It is apparent that
the map f : (X,Ns) −→ (Y,N ′s) satisfies
Ns(x− y, t) = Ns(x˜− y˜, t) ⇒ N ′s(f(x) − f(y), t) = N ′s(f(x˜) − f(y˜), t)
for all x,y ∈ X and t > 0, which is to say that f preserves equality of fuzzy distance. Furthermore
N ′s
(
f
(x
2
)
, t
)
= N ′s
(
f(x)
2
, t
)
for all x ∈ X and t > 0.
If we assume the strict convexity of (Y, ‖ · ‖Y), then (Y,N ′s) is also fuzzy strictly convex (see Section 2)
and the result follows from Theorem 3.2 (1).
On the other hand, if we assume that f is segment-preserving, the result follows from Theorem 3.2 (2)
since (Y,N ′s) satisfies (N7).
Definition 3.7. Let (X,N) and (Y,N ′) be fuzzy normed spaces. We say that a map f : X −→ Y is norm-
additive if, given any finite subset {x1, . . . , xn} of X,
N ′
(
f
(
n∑
i=1
xi
)
, t
)
= N ′
(
n∑
i=1
f(xi), t
)
for all t > 0.
Theorem 3.8. Let (X,N) and (Y,N ′) be fuzzy normed spaces. Assume also that (Y,N ′) is strictly convex and let
f : X −→ Y be a norm additive map with f(0) = 0. Then f is additive.
Proof. Since, for all x ∈ X,
1 = N ′(0, t) = N ′(f(x− x), t) = N ′(f(x) + f(−x), t) for all t > 0,
we have f(−x) = −f(x) for all x ∈ X. On the other hand,
N ′
(
f(x+ y) −
1
2
f(x), t
)
= N ′(2f(x+ y) − f(x), 2t)
= N ′(f(x+ y+ y), 2t)
= N ′(f(x+ y) + f(y), 2t)
= N ′
(
f(x+ y) + f(y)
2
, t
)
.
Furthermore,
N ′
(
1
2
f(x) + f(y), t
)
= N ′(f(x) + 2f(y), 2t)
= N ′(f(x+ y+ y), 2t)
= N ′(f(x+ y) + f(y), 2t)
= N ′
(
f(x+ y) + f(y)
2
, t
)
.
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Taking u := f(x+ y) − 12f(x) and v :=
1
2f(x) + f(y), from above, it is clear that
N ′(u, t) = N ′(v, t) = N ′
(
u+ v
2
, t
)
and strictly convexity applies to get u = v, which means f(x+ y) = f(x) + f(y).
Question 3.9. In [3], Baker characterized strictly convex spaces Y among real normed spaces as those for
which any isometry f : X→ Y from a normed space X into Y with f(0) = 0 is additive.
A similar question can be raised in the fuzzy setting. Since necessity follows from Theorem 3.2, the
question here is: given a non-strictly convex fuzzy normed space Y, can we find a fuzzy normed space X
and a non-additive map preserving equality of fuzzy distance f : X −→ Y, with f(0) = 0?
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