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Abstract. In recent work, Li et al. (Comm. Math. Sci., 7:81-107, 2009) developed a diffuse-
domain method (DDM) for solving partial differential equations in complex, dynamic geometries with
Dirichlet, Neumann, and Robin boundary conditions. The diffuse-domain method uses an implicit
representation of the geometry where the sharp boundary is replaced by a diffuse layer with thickness
 that is typically proportional to the minimum grid size. The original equations are reformulated on
a larger regular domain and the boundary conditions are incorporated via singular source terms. The
resulting equations can be solved with standard finite difference and finite element software packages.
Here, we present a matched asymptotic analysis of general diffuse-domain methods for Neumann and
Robin boundary conditions. Our analysis shows that for certain choices of the boundary condition
approximations, the DDM is second-order accurate in . However, for other choices the DDM is
only first-order accurate. This helps to explain why the choice of boundary-condition approximation
is important for rapid global convergence and high accuracy. Our analysis also suggests correction
terms that may be added to yield more accurate diffuse-domain methods. Simple modifications of
first-order boundary condition approximations are proposed to achieve asymptotically second-order
accurate schemes. Our analytic results are confirmed numerically in the L2 and L∞ norms for
selected test problems.
Key words. numerical solution of partial differential equations, phase-field approximation,
implicit geometry representation, matched asymptotic analysis.
1. Introduction
There are many problems in computational physics that involve solving partial
differential equations (PDEs) in complex geometries. Examples include fluid flows in
complicated systems, vein networks in plant leaves, and tumours in human bodies.
Standard solution methods for PDEs in complex domains typically involve triangu-
lation and unstructured grids. This rules out coarse-scale discretizations and thus
efficient geometric multi-level solutions. Also, mesh generation for three-dimensional
complex geometries remains a challenge, in particular if we allow the geometry to
evolve with time.
In the past several years, there has been much effort put into the devel-
opment of numerical methods for solving partial differential equations in com-
plex domains. However, most of these methods typically require tools not fre-
quently available in standard finite element and finite difference software packages.
Examples of such approaches include the extended and composite finite element
methods (e.g., [31, 12, 23, 13, 32, 55, 7, 4]), immersed interface methods (e.g.,
[40, 43, 60, 44, 65]), virtual node methods with embedded boundary conditions (e.g.,
[3, 73, 34]), matched interface and boundary methods (e.g., [71, 68, 69, 67, 72]), mod-
ified finite volume/embedded boundary/cut-cell methods/ghost-fluid methods (e.g.,
[27, 36, 19, 25, 26, 35, 47, 70, 48, 37, 46, 64, 49, 9, 10, 52, 53, 33, 63]). In another
approach, known as the fictitious domain method (e.g., [28, 29, 56, 45]), the original
system is either augmented with equations for Lagrange multipliers to enforce the
boundary conditions, or the penalty method is used to enforce the boundary condi-
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2 Analysis of the diffuse-domain method
tions weakly. See also [24] for a review of numerical methods for solving the Poisson
equation, the diffusion equation and the Stefan problem on irregular domains.
An alternate approach for simulating PDEs in complex domains, which does not
require any modification of standard finite element or finite difference software, is the
diffuse-domain method. In this method, the domain is represented implicitly by a
phase-field function, which is an approximation of the characteristic function of the
domain. The domain boundary is replaced by a narrow diffuse interface layer such
that the phase-field function rapidly transitions from one inside the domain to zero
in the exterior of the domain. The boundary of the domain can thus be represented
as an isosurface of the phase-field function. The PDE is then reformulated on a
larger, regular domain with additional source terms that approximate the boundary
conditions. Although uniform grids can be used, local grid refinement near domain
boundaries improves efficiency and enables the use of smaller interface thicknesses
than are achievable using uniform grids. A related approach involves the level-set
method [51, 59, 50] to describe the implicitly embedded surface and to obtain the
appropriate surface operators (e.g., [30]).
The diffuse-domain method (DDM) was introduced by Kockelkoren et al. [39] to
study diffusion inside a cell with zero Neumann boundary conditions at the cell bound-
ary (a similar approach was also used in [5, 6] using spectral methods). The DDM was
later used to simulate electrical waves in the heart [20] and membrane-bound Turing
patterns [41]. More recently, diffuse-interface methods have been developed for solving
PDEs on stationary [57] and evolving [11, 14, 15, 18, 17, 16] surfaces. Diffuse-domain
methods for solving PDEs in complex evolving domains with Dirichlet, Neumann and
Robin boundary conditions were developed by Li et al. [42] and by Teigen et al. [61]
who modelled bulk-surface coupling. The DDM was also used by Aland et al. [1] to
simulate incompressible two-phase flows in complex domains in 2D and 3D, and by
Teigen et al. [62] to study two-phase flows with soluble surfactants.
Li et al. [42] showed that in the DDM there exist several approximations to
the physical boundary conditions that converge asymptotically to the correct sharp-
interface problem. Li et al. presented some numerical convergence results for a few
selected problems and observed that the choice of boundary condition can significantly
affect the accuracy of the DDM. However, Li et al. did not perform a quantitative
comparison between the different boundary-condition approximations, nor did they
estimate convergence rates. Further, Li et al. did not address the source of the different
levels of accuracy they observed for the different boundary-condition approximations.
In the context of Dirichlet boundary conditions, Franz et al. [22] recently pre-
sented a rigorous error analysis of the DDM for a reaction-diffusion equation and
found that the method converges only with first-order accuracy in the interface thick-
ness parameter , which they confirmed numerically. Similar results were obtained
numerically by Reuter et al. [58] who reformulated the DDM using an integral equa-
tion solver. Reuter et al. demonstrated that their generalized DDM, with appropriate
choices of approximate surface delta functions, converges with first-order accuracy to
solutions of the Poisson equation with Dirichlet boundary conditions.
Here, we focus on Neumann and Robin boundary conditions and we present a
matched asymptotic analysis of general diffuse-domain methods in a fixed complex
geometry, focusing on the Poisson equation for Robin boundary conditions and a
steady reaction-diffusion equation for Neumann boundary conditions. However, our
approach applies to transient problems and more general equations in the same way
as shown in [42]. Our analysis shows that for certain choices of the boundary con-
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dition approximations, the DDM is second-order accurate in , which in practice is
proportional to the smallest mesh size. However, for other choices the DDM is only
first-order accurate. This helps to explain why the choice of boundary condition
approximation is important for rapid global convergence and high accuracy.
Further, inspired by the work of Karma and Rappel [38] and Almgren [2], who
incorporated second-order corrections in their phase field models of crystal growth
and by the work of Folch et al. [21] who added second-order corrections in phase-
field models of advection, we also suggest correction terms that may be added to
yield a more accurate version of the diffuse-domain method. Simple modifications of
first-order boundary condition approximations are proposed to achieve asymptotically
second-order accurate schemes. Our analytic results are confirmed numerically for
selected test problems.
The outline of the paper is as follows. In Section 2 we introduce and present an
analysis of general diffuse-domain methods. In Section 3 the numerical methods are
described, and in Section 4 the test cases are introduced and numerical results are
presented and discussed. We finally give some concluding remarks in Section 5.
2. The diffuse-domain method
The main idea of the DDM is to extend PDEs that are defined inside complex and
possibly time-dependent domains into larger, regular domains. As a model problem,
consider the Poisson equation in a domain D,
∆u=f,
with Neumann or Robin boundary conditions. As shown in Li et al. [42], the results
for the Poisson equation can be used directly to obtain diffuse-domain methods for
more general second-order partial differential equations in evolving domains.
The DDM equation is defined in a larger, regular domain Ω⊃D as
∇ ·(φ∇u)+BC =φf, (2.1)
see Figure 2.1. Here φ approximates the characteristic function of D,
χD =
{
1 if x∈D,
0 if x /∈D,
and BC is chosen to approximate the physical boundary condition, cf. [42]. This
typically involves diffuse-interface approximations of the surface delta function. A
standard approximation of the characteristic function is the phase-field function,
χD'φ(x,t) = 1
2
(
1−tanh
(
3r(x,t)

))
. (2.2)
Here  is the interface thickness and r(x,t) is the signed-distance function with respect
to ∂D, which is taken to be negative inside D.
As Li et al. [42] described, there are a number of different choices for BC in
Eq. (2.1). For example, in the Neumann case, where n·∇u=g on ∂D, one may take:
BC =
{
BC1 =g|∇φ|, or
BC2 = g|∇φ|2.
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∂D
D
Ω
χD = 1
χD = 0
Figure 2.1: A complex domain D covered by a larger, regular domain Ω.
In the Robin case, where n·∇u=k(u−g) on ∂D, one may use analogous approxima-
tions:
BC =
{
BC1 =k(u−g)|∇φ|, or
BC2 = k(u−g)|∇φ|2. (2.3)
Note that the terms |∇φ| and |∇φ|2 approximate the surface delta function. Follow-
ing Li et al. [42] we assume that g is extended constant in the normal direction off
∂D and that f is smooth up to ∂D and is extended into the exterior of D constant in
the normal direction. We next perform an asymptotic analysis to estimate the rate
of convergence of the corresponding approximations.
2.1. Asymptotic analysis
To show asymptotic convergence, we need to consider the expansions of the
diffuse-domain variables in powers of the interface thickness  in regions close to
and far from the interface. These are called inner and outer expansions, respectively.
The two expansions are then matched in a region where both are valid, see Figure 2.2,
which provides the boundary conditions for the outer variables. We refer the reader
to [8] and [54] for more details and discussion of the general procedure.
The outer expansion for the variable u(x;) is simply
u(x;) =u(0)(x)+u(1)(x)+2u(2)(x)+ ·· · . (2.4)
The outer expansion of an equation is then found by inserting the expanded variables
into the equation.
The inner expansion is found by introducing a local coordinate system near the
interface ∂D,
x(s,z;) =X(s;)+zn(s;),
where X(s;) is a parametrization of the interface, n(s;) is the interface normal
vector that points out of D, z is the stretched variable
z=
r(x)

,
and r is the signed distance from the point x to ∂D. In the local coordinate system,
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the derivatives become
∇= 1

n∂z+
1
1+zκ
∇s,
∆=
1
2
∂zz+
1

κ
1+zκ
∂z+
1
1+zκ
∇s ·
(
1
1+zκ
∇s
)
,
where κ≡∇s ·n is the curvature of the interface. Note that n=− ∇φ|∇φ| . The inner
variable uˆ(z,s;) is now given by
uˆ(z,s;)≡u(x;) =u(X(s;)+zn(s;);),
and the inner expansion is
uˆ(z,s;) = uˆ(0)(z,s)+uˆ(1)(z,s)+2uˆ(2)(z,s)+ ·· · . (2.5)
To obtain the matching conditions, we assume that there is a region of overlap
where both the expansions are valid. In this region, the solutions have to match.
In particular, if we evaluate the outer expansion in the inner coordinates, this must
match the limits of the inner solutions away from the interface, that is
u(X+zn;)' uˆ(z,s;).
Insert the expansions into Eqs. (2.4) and (2.5) to get
u(0)(X+zn)+u(1)(X+zn)+2u(2)(X+zn)+ ·· ·
' uˆ(0)(z,s)+uˆ(1)(z,s)+2uˆ(2)(z,s)+ ·· · .
The terms on the left-hand side can be expanded as a Taylor series,
u(k)(X+zn) =u(k)(s)+zn·∇u(k)(s)+ 
2z2
2
n·∇∇u(k)(s) ·n+ ·· · ,
Ω
D
Outer region
Overlapping region
Inner region
D
Ω
∂D
Figure 2.2: A sketch of the regions used for the matched asymptotic expansions. The
inner region is marked with a light grey colour and the outer region with a slightly
darker grey colour. The overlapping region is marked with the darkest grey colour.
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where k∈N and u(k)(s)≡u(k)(X(s;)). Now we end up with the matching equation
u(0)(s)+
(
u(1)(s)+zn ·∇u(0)(s)
)
+2
(
u(2)(s)+zn ·∇u(1)(s)+ z
2
2
n·∇∇u(0)(s)·n
)
+·· ·' uˆ(0)(z,s)+uˆ(1)(z,s)+2uˆ(2)(z,s)+ ·· · ,
which must hold when the interface width is decreased, that is →0. In the matching
region it is required that z=O(1). Under this condition, if we let z→±∞, we get
the following asymptotic matching conditions:
lim
z→±∞uˆ
(0)(z,s) =u(0)(s),
and as z→±∞,
uˆ(1)(z,s) =u(1)(s)+zn·∇u(0)(s)+o(1), (2.6)
uˆ(2)(z,s) =u(2)(s)+zn·∇u(1)(s)
+
z2
2
n·∇∇u(0)(s) ·n+o(1), (2.7)
where the quantities on the right-hand side are the limits from the interior (−) and
exterior (+) of D. Here o(1) means that the expressions approach equality when
z→±∞. That is, o(1) is defined such that if some function f(z) =o(1), then we have
limz→±∞f(z) = 0.
2.2. Poisson equation with Robin boundary conditions
Now we are ready to consider the Poisson equation with Robin boundary condi-
tions,
∆u=f in D,
n·∇u=k(u−g) on ∂D, (2.8)
where k≤0. Consider a general DDM approximation,
∇· (φ∇u)+ 1
2
ψ=φf. (2.9)
where ψ represents the BC approximation in the DDM. The scaling factor 1/2 is taken
for later convenience. If we assume that ψ is local to the interface (e.g., vanishes to
all orders in  away from ∂D) and that f is independent of  (e.g., is smooth in a
neighbourhood of ∂D and is extended constant in the normal direction out of D),
which is the case for the approximations BC1 and BC2 given in Eq. (2.3), then the
outer solution to this equation when z→−∞ satisfies
∆u(0) =f,
∆u(1) = 0,
∆u(k) = 0, k= 2,3,. ...
(2.10)
Now, if u(0) satisfies Eq. (2.8) and u(1) 6= 0 then the outer expansion u≈u(0)+
u(1)+ .. . and the DDM is asymptotically first-order accurate. However, if u(1) = 0,
then u≈u(0)+2u(2)+ .. . and the DDM is asymptotically second-order accurate. De-
termining which of these is the case requires matching the outer solutions to the
solutions of the inner equations.
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2.2.1. Matching conditions
Before we analyse the inner expansions, we develop a higher-order matching con-
dition based on Eqs. (2.6) and (2.7) that matches a Robin boundary condition for
u(1). First we take the derivative of Eq. (2.7) with respect to z and subtract k times
Eq. (2.6), which gives
uˆ(2)z −kuˆ(1) =−ku(1)−kzn ·∇u(0)+n·∇u(1)+zn·∇∇u(0) ·n.
Move the terms that make up a Robin condition for u(1) to the left-hand side, and
move the rest to the right-hand side, that is
n·∇u(1)−ku(1) = uˆ(2)z −kuˆ(1)+kzn·∇u(0)−zn·∇∇u(0) ·n. (2.11)
The Laplacian can be decomposed into normal and tangential components as
∆u=n·∇∇u·n+κn·∇u+∆su, (2.12)
which can be shown by writing the gradient vector as ∇=nn·∇+∇s. We can
therefore write
n·∇∇u(0) ·n=f−κn·∇u(0)−∆su(0) = fˆ (0)−κk
(
u(0)− gˆ
)
−∆su(0),
where we have assumed that u(0) satisfies the system (2.8), as demonstrated below.
If we insert this into the matching condition (2.11), we get
n ·∇u(1)−ku(1) = uˆ(2)z −kuˆ(1)−z
(
fˆ (0)−(κ+k)k
(
u0)− gˆ
)
−∆su(0)
)
, (2.13)
as z→−∞.
2.2.2. Inner expansions
Now consider the inner expansion of Eq. (2.9),
1
2
(φuˆz)z+
1

κ
1+zκ
φuˆz+
φ
1+zκ
∇s ·
(
1
1+zκ
∇suˆ
)
+
1
2
ψˆ=φfˆ .
Expand uˆ, fˆ , ψˆ and
1
1+zκ
in powers of , to get
1
2
(
φuˆ(0)z
)
z
+
1

(
φuˆ(1)z
)
z
+
(
φuˆ(2)z
)
z
+
1

κφuˆ(0)z +κφuˆ
(1)
z −zκ2uˆ(0)z
+φ∆suˆ
(0)+
1
2
ψˆ(0)+
1

ψˆ(1)+ ψˆ(2) =φfˆ (0)+O() .
and then collect the leading order terms. Note that because f is smooth up to ∂D
and extended constantly outside D we have that fˆ (0) is independent of z. The lowest
power of  gives (
φuˆ(0)z
)
z
=−ψˆ(0).
Suppose that ψˆ(0) = 0, which is the case as we show below for BC1 and BC2, then we
obtain uˆ
(0)
z = 0. By the matching condition (2.1), this gives uˆ(0)(z,s) =u(0)(s), where
u(0)(s) is the limiting value of u(0).
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The next order terms give (
φuˆ(1)z
)
z
=−ψˆ(1). (2.14)
Integrating from −∞ to +∞ in z and using the matching condition (2.6), we get
n·∇u(0) =
∫ ∞
−∞
ψˆ(1)dz.
To obtain a Robin boundary condition for u(0), we need that∫ ∞
−∞
ψˆ(1)dz=k(u(0)−g).
Now consider the zeroth order terms,(
φuˆ(2)z
)
z
=φfˆ (0)−κφuˆ(1)z −φ∆su(0)− ψˆ(2). (2.15)
If we subtract (
φkuˆ(1)+zφ
(
fˆ (0)−(κ+k)k
(
u(0)− gˆ
)
−∆su(0)
))
z
from both sides of Eq. (2.15), we get(
φuˆ(2)z −φkuˆ(1)−zφ
(
fˆ (0)−(κ+k)k
(
u(0)− gˆ
)
−∆su(0)
))
z
=−ψˆ(2)−kφzuˆ(1)−zφz
(
fˆ (0)−(κ+k)k
(
u(0)− gˆ
)
−∆su(0)
)
−φ(κ+k)
(
uˆ(1)z −k
(
u(0)−g
))
,
where we have taken into account the cancellation of terms and used the fact that
fˆ (0) and gˆ are independent of z. The latter holds when g is extended as a constant in
the normal direction off ∂D, e.g., gˆ(z,s) =g(s) and is independent of z and . Next,
we integrate and use the matching condition (2.13) on the left-hand side,
n·∇u(1)−ku(1) =
∫ ∞
−∞
(
ψˆ(2)+kφzuˆ
(1)+φ(κ+k)
(
uˆ(1)z −k
(
u(0)−g
)))
dz
+
(
fˆ (0)−(κ+k)k
(
u(0)− gˆ
)
−∆su(0)
)∫ ∞
−∞
zφzdz. (2.16)
If the right-hand side of Eq. (2.16) vanishes, then we obtain n·∇u(1)−ku(1) = 0 from
which we can conclude that the outer solution u(1) = 0 since u(1) is harmonic: ∆u(1) =
0. Next we analyse the boundary condition approximations BC1 and BC2.
2.2.3. Analysis of BC1
The BC1 approximation corresponds to
1
2
ψ=k(u−g)|∇φ|.
Since φ= 1 in the outer region (interior part of D), we conclude that ψ vanishes in
the outer region. In the inner region, we have
1
2
ψ=−k

(uˆ−g)φz =−k

(
uˆ(0)−g
)
φz−kuˆ(1)φz+O() , (2.17)
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where we have used that gˆ(z,s) =g(s) and is independent of z and . Since ψˆ(0) = 0,
we conclude from our analysis in Section 2.2.2 that uˆ
(0)
z = 0 and hence uˆ(0) =u(0).
The next orders of Eq. (2.17) give
ψˆ(1) =−k
(
u(0)−g
)
φz, and ψˆ
(2) =−kuˆ(1)φz.
A direct calculation then shows that∫ ∞
−∞
ψˆ(1)dz=k(u(0)−g),
as desired. Thus, the leading order outer solution u(0) satisfies the problem (2.8).
To continue, we must first consider Eq. (2.14),(
φuˆ(1)z
)
z
=k
(
u(0)−g
)
φz,
from which we get
uˆ(1)(z,s) =u(1)(s)+zk
(
u(0)−g
)
,
where u(1)(s) is the limiting value of the outer solution (e.g., see Eq. (2.6)). Combining
this with Eq. (2.16), we obtain
n ·∇u(1)−ku(1) =
(
fˆ (0)−(κ+k)k
(
u(0)−g
)
−∆suˆ(0)
)∫ ∞
−∞
zφzdz. (2.18)
Further, it follows from the definition of the phase-field function (2.2) that zφz is an
odd function. Therefore the integral on the right-hand side of Eq. (2.18) is equal to
zero. Thus n·∇u(1)−ku(1) = 0 and so by our arguments below Eq. (2.10), the DDM
with BC1 is second-order accurate in .
2.2.4. Analysis of BC2
When the BC2 approximation is used, we obtain
1
2
ψ= k(u−g)|∇φ|2.
Accordingly, in the inner region, we obtain
ψˆ(0) = 0, ψˆ(1) =k
(
u(0)−g
)
φ2z, and ψˆ
(2) =kuˆ(1)φ2z.
Since
∫∞
−∞φ
2
zdz= 1, we get ∫ ∞
−∞
ψˆ(1)dz=k(u(0)− gˆ),
as desired. From Eq. (2.14) we have(
φuˆ(1)z
)
z
=−k
(
u(0)−g
)
φ2z.
Using that φz =−6φ(1−φ), this gives
uˆ(1)(z,s) =C(s)−k
(
u(0)−g
)
F (φ), (2.19)
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where
F (φ) =−1
6
log(1−φ)+ φ
3
, (2.20)
C(s) =u(1)(s)+
k
3
(
u(0)−g
)
.
Combining Eqs. (2.16), (2.19) and (2.20) we get
n·∇u(1)−ku(1) =kC(s)
∫ ∞
−∞
(
φ2z+φz
)
dz
−k2
(
u(0)− gˆ
)∫ ∞
−∞
F (φ)
(
φ2z+φz
)
dz
+(κ+k)k
(
u(0)− gˆ
)∫ ∞
−∞
φ
(
3φ−2φ2−1)dz. (2.21)
Direct calculations show that∫ ∞
−∞
(
φ2z+φz
)
dz=
∫ ∞
−∞
(
3φ2−2φ3−φ)dz= 0,
and ∫ ∞
−∞
F (φ)
(
φ2z+φz
)
dz=− 1
36
.
Using these in Eq. (2.21), we get
n·∇u(1)−ku(1) = 1
36
k2
(
u(0)−g
)
. (2.22)
This shows that the DDM with BC2 is only first-order accurate because the solution
u(1) of
∆u(1) = 0 in D,
n·∇u(1)−ku(1) = 1
36
k2
(
u(0)−g
)
on ∂D,
is in general not equal to 0, e.g., u(1) 6= 0.
2.2.5. Analysis of a second-order modification of BC2
In order to modify BC2 to achieve second-order accuracy, we introduce ψ˜ such
that
ψˆ(0) = 0, ψˆ(1) =k
(
u(0)−g
)
φ2z, and ψˆ
(2) =kuˆ(1)φ2z+
ˆ˜
ψ(0).
That is, ψ˜ perturbs only the higher order terms in the inner expansion and is chosen
to cancel the term on the right-hand side of Eq. (2.22) in order to achieve n·∇u(1)−
ku(1) = 0, which in turn implies that u(1) = 0 and the new formulation is second-order
accurate. The correction ψ˜ does not affect the O(−2) or O(−1) orders in the system.
Thus, uˆ(0) and uˆ(1) are unchanged from the previous subsection. Eq. (2.16) now
becomes
n·∇u(1)−ku(1) = 1
36
k2
(
u(0)−g
)
+
∫ ∞
−∞
ˆ˜
ψ(0)dz,
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so we wish to determine
ˆ˜
ψ(0) such that∫ ∞
−∞
ˆ˜
ψ(0)dz=− 1
36
k2
(
u(0)−g
)
.
Two simple ways of achieving this are to take
ˆ˜
ψ(0) =− 1
36
k2
(
u(0)−g
)
×
{
−φz, or
φ2z.
Putting everything together, we can obtain BC2M, a second-order version of BC2,
using
BC2M =
{
BC2M1 = k(u−g)|∇φ|(|∇φ|− k36), or
BC2M2 = k(u−g)|∇φ|2(1− k36) .
The resulting DDM is an elliptic system since k<0, as required for the Robin bound-
ary condition. In each instance, this is guaranteed if the interface thickness  is
sufficiently small.
2.2.6. Other approaches to second-order BCs
Thus far, we have taken advantage of integration to achieve second-order accuracy.
Alternatively, one may try to add correction terms to directly obtain second-order
boundary conditions without relying on integration. For example, from Eq. (2.16) to
achieve second-order accuracy we may take
ψˆ(2) =−kφzuˆ(1)−φ(κ+k)
(
uˆ(1)z −k
(
u(0)−g
))
−
(
fˆ (0)−(κ+k)k
(
u(0)− gˆ
)
−∆suˆ(0)
)
zφz, (2.23)
where uˆ(1) is a functional of ψˆ(1). This provides another prescription of how to
obtain a second-order accurate boundary condition, which could in principle lead to
faster asymptotic convergence since it directly cancels a term in the inner expansion
of the asymptotic matching. As an illustration, let us use BC1 as a starting point
even though this boundary condition is already second-order accurate. Through the
prescription in Eq. (2.23) above, we derive another second-order accurate boundary
condition. To see this, write
ψˆ(0) = 0, ψˆ(1) =−k
(
u(0)−g
)
φz, and ψˆ
(2) =−kuˆ(1)φz+ ˆ˜ψ(0),
then from Eq. (2.23) we get
ˆ˜
ψ(0) =−
(
fˆ (0)−(κ+k)k
(
u(0)− gˆ
)
−∆suˆ(0)
)
zφz.
This can be achieved by taking
1
2
ψ=k(u−g)|∇φ|(1−r(k+κ))+r|∇φ|(f−∆su) .
where r is the signed distance to ∂D as defined earlier. Note that we can also achieve
second-order accuracy by taking instead
ψˆ(2) =−kφzuˆ(1)−φ(κ+k)
(
uˆ(1)z −k
(
u(0)−g
))
−
(
fˆ (0)−(κ+k)k
(
u(0)− gˆ
))
zφz,
12 Analysis of the diffuse-domain method
where we use the fact that the integral involving ∆su
(0) vanishes in Eq. (2.16). We
refer to these choices, which are by no means exhaustive, as
BC1M =
{
BC1M1 =k(u−g)|∇φ|(1−r(k+κ))+r|∇φ|(f−∆su) , or
BC1M2 =k(u−g)|∇φ|(1−r(k+κ))+r|∇φ|f. (2.24)
We remark, however, that this prescription may not always lead to an optimal numeri-
cal method. For example, when using BC1M2, the system is guaranteed to be elliptic
when 1−r(k+κ)>0 for |r|≈ , which puts an effective restriction on the interface
thickness  depending on the values of k and κ. When BC1M1 is used, the situation
is more delicate since ellipticity cannot be guaranteed when r>0 due to the ∆su
term. Recall that r>0 outside the original domain D and so this issue is associated
with the extending the modified boundary condition outside D. In future work, we
plan to consider different extensions that automatically guarantee ellipticity.
To summarize, we have shown that the DDM
∇ · (φ∇u)+BC =φf
is a second-order accurate approximation of the system (2.8) when BC1, BC2M, and
BC1M are used. When BC2 is used, the DDM is only first-order accurate.
2.3. Reaction-diffusion equation with Neumann boundary conditions
Since the Poisson equation with Neumann boundary conditions does not have
a unique solution, we instead consider the steady reaction-diffusion equation with
Neumann boundary conditions,
∆u−u=f in D,
n ·∇u=g on ∂D. (2.25)
Again we consider a general DDM approximation,
∇· (φ∇u)−φu+ 1
2
ψ=φf. (2.26)
Under the same conditions on ψ as in the previous section, the outer solution now
satisfies
∆u(0)−u(0) =f,
∆u(k)−u(k) = 0, k= 1,2,3,. ..
As in the Robin case, if u(0) satisfies Eq. (2.25) and u(1) 6= 0 then the DDM is first-order
accurate. However, if u(1) = 0, then the DDM is second-order accurate.
To construct the boundary condition for u(1), we follow the approach from the
Robin case and combine Eqs. (2.7) and (2.12) to get
n·∇∇u(0) ·n= fˆ (0)−κgˆ−∆su(0)+u(0),
assuming that u(0) satisfies the system (2.25) as demonstrated below, and to get
n·∇u(1) = uˆ(2)z −z
(
fˆ (0)−κgˆ−∆su(0)+u(0)
)
,
as z→−∞.
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2.3.1. Inner expansions
The inner expansion of Eq. (2.26) is analogous to the Robin case derived in
Section 2.2.2. As before, if ψˆ(0) = 0 then uˆ
(0)
z = 0 and uˆ(0)(z,s) =u(0)(s), the limiting
value of the outer solution. Eq. (2.14) still holds at the next order and so to get the
desired boundary condition for u(0), we need∫ ∞
−∞
ψˆ(1)dz=g. (2.27)
Analogously to Eq. (2.15) the next order equation is(
φuˆ(2)z
)
z
+φκuˆ(1)z +φ∆suˆ
(0)−φuˆ(0)+ ψˆ(2) =φfˆ (0). (2.28)
Subtracting
−
(
zφ
(
fˆ (0)−κgˆ−∆su(0)+u(0)
))
z
from Eq. (2.28) we get(
φuˆ(2)z −zφ
(
fˆ (0)−κgˆ−∆su(0)+u(0)
))
z
=−ψˆ(2)−φκ
(
uˆ(1)z − gˆ
)
−zφz
(
fˆ (0)−κgˆ−∆su(0)+u(0)
)
,
where we have used uˆ(0) =u(0) as justified below. Integrating, we obtain
n·∇u(1) =
∫ ∞
−∞
(
ψˆ(2)+φκ
(
uˆ(1)z − gˆ
)
+zφz
(
fˆ (0)−κgˆ−∆su(0)+u(0)
))
dz. (2.29)
As in the Robin case, if the right-hand side of Eq. (2.29) vanishes then we may con-
clude that u(1) = 0 since u(1) satisfies ∆u(1)−u(1) = 0 with zero Neumann boundary
conditions. We next analyse the boundary conditions BC1 and BC2.
2.3.2. Analysis of BC1
When the BC1 approximation is used, we obtain
1
2
ψ=g|∇φ|,
and
ψˆ(0) = 0, ψˆ(1) =−gφz, and ψˆ(2) = 0. (2.30)
Accordingly, we find that uˆ(0)(z,s) =u(0)(s) and Eq. (2.27) holds. Thus u(0) satisfies
the system (2.25) as claimed above.
At the next order, from Eqs. (2.14) and (2.30) we obtain
uˆ(1)(z,s) =u(1)(s)+zgˆ. (2.31)
Thus, combining Eqs. (2.29) and (2.31) we get
n·∇u(1) =
(
fˆ (0)−κgˆ−∆suˆ(0)+u(0)
)∫ ∞
−∞
zφzdz= 0,
from which we conclude that u(1) = 0 and the DDM with BC1 is second-order accurate.
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2.3.3. Analysis of BC2
When the BC2 approximation is used, we obtain
1
2
ψ= g|∇φ|2,
and
ψˆ(0) = 0, ψˆ(1) =gφ2z, and ψˆ
(2) = 0. (2.32)
Analogously to the case when BC1 is used, uˆ(0)(z,s) =u(0)(s), Eq. (2.27) holds, and
u(0) satisfies the system (2.25). At the next order, from Eqs. (2.14) and (2.32) we
obtain
uˆ(1)(z,s) =u(1)(s)+zgˆ
(
3φ−2φ2) . (2.33)
Combining Eqs. (2.29) and (2.33) we get
n·∇u(1) =κgˆ
∫ ∞
−∞
(
3φ2−2φ3−φ)dz+(fˆ (0)−κgˆ∆suˆ(0)+u(0))∫ ∞
−∞
zφzdz= 0,
from which we conclude that u(1) = 0 and the DDM with BC2 is second-order accurate
for the Neumann problem as well, which is different from the Robin case.
2.3.4. Other approaches to second-order BCs
Analogously to the Robin case, to achieve second-order accuracy we may also take
ψˆ(2)+φκ
(
uˆ(1)z − gˆ
)
+zφz
(
fˆ (0)−κgˆ∆su(0)+u(0)
)
= 0.
Following the same reasoning, alternative boundary conditions analogous to those in
Eq. (2.24) may be derived
BC1M =
{
BC1M1 =g|∇φ|(1−r(k+κ))+r|∇φ|(f−∆su) , or
BC1M2 =g|∇φ|(1−r(k+κ))+r|∇φ|f.
Note that as in the Robin case, when BC1M1 is used ellipticity cannot be guaranteed
when r>0 due to the ∆su term.
To summarize, we have shown that the DDM
∇ · (φ∇u)−φu+BC =φf
is a second-order accurate approximation of the system (2.8) when BC1, BC2, and
BC1M are used.
3. Discretizations and numerical methods
The equations are discretized on a uniform grid with the second-order central-
difference scheme. The discrete system is solved using a multigrid method, where a
red-black Gauss-Seidel type iterative method is used to relax the solutions (see [66]).
The equations are solved in two-dimensions in a domain Ω = [−2,2]2 for all the test
cases. Periodic boundary conditions are used on the domain boundaries ∂Ω. The
iterations are considered to be converged when the residual of the current solution
has reached a tolerance of 10−9.
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Since the phase-field function quickly tends to zero outside the physical domain
D, it must be regularized in order to prevent the equations from becoming ill-posed.
We therefore use the modified phase-field function
φˆ= τ+(1−τ)φ,
where the regularization parameter is set to τ = 10−6 unless otherwise specified. In
addition, one should note that the chosen boundary condition for the computational
domain, Ω, should not interfere with the physical domain. Thus one has to make sure
that the distance from the computational wall to the diffuse interface of D is large
enough not to affect the results.
As shown in Section 2.1, the normal vector and the curvature can be calculated
from the phase-field function as
n=− ∇φ|∇φ| ,
and
κ=−∇ · ∇φ|∇φ| .
The surface Laplacian can be found from the identity
∆s≡ (I−nn)∇· (I−nn)∇,
where
(I−nn)∇≡ (δij−ninj)∂xi.
In 2D we get
∆su=
(
n1n2(n1n2)x+n1n2(n
2
1)y−(1−n21)(n21)x−(1−n22)(n1n2)y
)
ux
+
(
n1n2(n1n2)y+n1n2(n
2
2)x−(1−n22)(n22)y−(1−n21)(n1n2)x
)
uy
+
((
1−n21
)2
+n21n
2
2
)
uxx
+
((
1−n22
)2
+n21n
2
2
)
uyy
−2n1n2
((
1−n21
)
+
(
1−n22
))
uxy.
Below, we verify the accuracy of our numerical implementation on several test
problems in which we manufacture a solution to the DDM with different choices of
boundary conditions through particular choices of f . As suggested by our analysis,
we find that when we include the surface Laplacian, we are unable to solve the dis-
crete system using the multigrid method even though the correction term and the
subsequent loss of ellipticity outside D is confined to the interfacial region. As also
mentioned in Section 2.2.6, future work involves developing alternative extensions of
the boundary conditions outside D that maintain ellipticity. Nevertheless, as a proof
of principle, we still consider the effect of this term by using the surface Laplacian of
the analytic solution in the DDM equations.
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4. Results
We next investigate the performance of the DDM with different choices of bound-
ary conditions and compare the results with the exact solution of the sharp-interface
equations for the reaction-diffusion equation with Neumann boundary conditions and
the Poisson equation with Robin boundary conditions. We consider four different cases
with Neumann boundary conditions and three different cases with Robin boundary
conditions. For each case, we calculate and compare the error between the calculated
solution u and an analytic solution uan of the original PDE, which is extended from
D into Ω. The error is defined as
E=
‖φ(uan−u)‖
‖φuan‖ ,
where ‖·‖ is a norm and φ is used to restrict the error to the physical domain D. The
convergence rate in  as →0 is calculated as
k= log
(
Ei
Ei−1
)
/ log
(
i
i−1
)
,
for a decreasing sequence i. In the following results we mainly use the L
2 norm,
‖ψ‖2 =
√∑N
i=1ψ
2
i
N
,
where ψ is an array with N elements. For a couple of cases, we also present the results
with the L∞ norm,
‖ψ‖∞= Nmax
i=1
|ψi|.
For a given , the error E in both L
2 and L∞ is calculated by refining the grid
spacing until a minimum of two leading digits converge (e.g., stop changing under
refinement) in the L2 norm. In some cases for the smallest values of , the error has
not yet converged to two digits in the L∞ norm. However, due to memory limits on
our computers, we were not able to use more than n= 8192 cells in each direction.
This limited our ability to obtain grid convergence, particularly when BC2 (see below)
is used for very small values of .
4.1. Neumann boundary conditions
Consider the steady reaction-diffusion equation with Neumann boundary condi-
tions,
∆u−u=f in D,
n·∇u=g on ∂D.
In this section we solve the DDM systems
∇ · (φ∇u)−φu+BC =φf,
where BC refers to selected boundary condition approximations considered in the
previous section. In the case of BC1M1, as remarked above, the surface Laplacian
term is not solved, rather the surface Laplacian of the analytic solution is used and
is treated as a known source term.
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4.1.1. Case 1
Consider the case where D is a circle of radius R= 1 centred at (0,0), and where
the analytic solution to the reaction-diffusion equation in D is
uan(x,y) =
1
4
(
x2+y2
)
.
This corresponds to f = 1−(x2+y2)/4, g= 1/2, and ∆suan = 0. In this case, the
curvature is κ= 1.
4.1.2. Case 2
Now consider the case where D is the square D= [−1,1]2. Again let the analytic
solution in D be
uan(x,y) =
1
4
(
x2+y2
)
,
so that f = 1−(x2+y2)/4, g= 1/2, and ∆suan = 1/2. In this case the curvature is
zero almost everywhere.
To initialize the square domain D, the signed-distance function is defined as
r(x,y) =
{
|x|−1 if |x|≥ |y|,
|y|−1 else.
The phase-field function is then calculated directly from the signed-distance function
in Eq. (2.2).
4.1.3. Case 3
Again let D be the circle centred at (0,0) with radius R= 1, but now consider the
case where the analytic solution is
uan(x,y) =y
√
x2+y2,
which corresponds to
f =
3y√
x2+y2
−y
√
x2+y2,
g= 2y, and
∆suan =− y√
x2+y2
.
Note that in the DDM equations, g is extrapolated constantly in the normal direction
off of the boundary ∂D.
4.1.4. Case 4
For the final Neumann case we again let D= [−1,1]2, and we consider the case
where the analytic solution is
uan(x,y) =e
r,
where r= x
2+y2
4 . This corresponds to
f = rer.
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The boundary function g and the surface Laplacian of the analytic function along the
boundary are
g=
1
2
e
1+ξ2
4 ,
∆suan =
1
4
(
ξ2+2
)
e
1+ξ2
4 ,
where ξ≡x along the bottom and top boundaries, and ξ≡y along the left and right
boundaries.
4.1.5. Results
Figures 4.1 to 4.4 and Table 4.1 show convergence results in the L2 norm where 
is reduced for Cases 1 to 4 with BC1, BC1M1, BC1M2 and BC2. Figure 4.5 and Ta-
ble 4.2 shows the results for Case 4 where the L∞ norm is used. Although the DDM is
most efficient when adaptive meshes are used, here we consider only uniform meshes
to more easily control the discretization errors in order to focus on the errors in the
DDM. As in all diffuse-interface methods, fine grids are necessary to accurately solve
the equations when  is small. This is especially apparent for the cases with BC2
where even the finest grid spacing, n= 8192 in each direction, becomes too coarse to
obtain results for small  that have converged with respect to the grid refinements.
The results confirm the second-order accuracy of all the considered boundary
condition approximations. Note that while the difference between BC1 and BC1M1
tends to be small, BC1M1 consistently performs better than BC1. In turn, BC1
performs better than BC2. In case 2 there is a noticeable improvement of BC1M1
over BC1. Case 3 is the first case that has a nonconstant boundary condition, and
the surface Laplacian of the analytic solution along the boundary is also nonconstant.
An unexpected result for Case 3 is that BC1M2 performs the best. One possible
explanation to this is errors due to grid anisotropy. Therefore we also consider a fourth
case, which again has a nonconstant boundary condition and nonconstant surface
Laplacian of the analytic solution. Since the domain in this case is a square, the effect
of grid anisotropy is lessened. Correspondingly BC1M1 performs the best. The cases
were also calculated with the L∞ norm, which gave similar results, although at the
smallest values of , the orders of accuracy of BC1M1 and BC1M2 may deteriorate
in L∞, as seen in Figure 4.5 and Table 4.2 for case 4. This could be due to the
influence of higher order terms in the expansion, or the amplification of error when 
is small due to the condition number of the system, which should scale like −2. This
is currently under investigation.
The difference between BC1 and BC2 is noticeable, especially with regard to the
required amount of grid refinement that is needed to obtain a convergent result. This
provides practical limits for the use of BC2.
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Figure 4.1: L2 errors for the Neumann problem with respect to  for Case 1, as
labelled.
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Figure 4.2: L2 errors for the Neumann problem with respect to  for Case 2, as
labelled.
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Figure 4.3: L2 errors for the Neumann problem with respect to  for Case 3, as
labelled.
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Figure 4.4: L2 errors for the Neumann problem with respect to  for Case 4, as
labelled.
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Figure 4.5: L∞ errors for the Neumann problem with respect to  for Case 4, as
labelled.
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BC1 BC1M1 BC1M2 BC2
 E k E k E k E k
Case 1
0.800 3.39·10−1 4.77·10−1 3.09·10−1
0.400 9.94·10−2 1.8 1.12·10−1 2.1 9.52·10−2 1.7
0.200 2.57·10−2 2.0 2.68·10−2 2.1 2.57·10−2 1.9
0.100 6.43·10−3 2.0 6.51·10−3 2.0
0.050 1.61·10−3 2.0 1.59·10−3 2.0
0.025 4.15·10−4 2.0 3.87·10−4 2.0
Case 2
0.800 2.46·10−1 1.96·10−1 2.88·10−1 2.22·10−1
0.400 7.30·10−2 1.8 2.58·10−2 2.9 7.81·10−2 1.9 6.99·10−2 1.7
0.200 1.94·10−2 1.9 5.21·10−3 2.3 1.96·10−2 2.0 1.95·10−2 1.8
0.100 5.16·10−3 1.9 1.20·10−3 2.1 5.10·10−3 1.9
Case 3
0.800 1.27·10−1 8.74·10−2 3.16·10−2 1.18·10−1
0.400 3.12·10−2 2.0 2.85·10−2 1.6 1.28·10−2 1.3 2.82·10−2 2.1
0.200 7.48·10−3 2.1 7.08·10−3 2.0 3.40·10−3 1.9 8.13·10−3 1.8
0.100 1.81·10−3 2.0 1.75·10−3 2.0 8.58·10−4 2.0
0.050 4.48·10−4 2.0 4.32·10−4 2.0 2.12·10−4 2.0
0.025 1.15·10−4 2.0 1.06·10−4 2.0
Case 4
0.800 1.71·10−1 1.38·10−1 3.39·10−1 1.74·10−1
0.400 4.42·10−2 2.0 2.04·10−2 2.8 5.51·10−2 2.6 4.61·10−2 1.9
0.200 1.14·10−2 2.0 4.58·10−3 2.2 1.24·10−2 2.2 1.20·10−2 1.9
0.100 2.95·10−3 1.9 1.18·10−3 2.0 3.09·10−3 2.0
Table 4.1: The L2 error for the Neumann problem as a function of  for all cases. All
results are calculated with n= 8192 in each direction on uniform grids. Except for
the scheme BC1M2 in Case 1, which was not simulated, blank results indicate that
the solutions require even finer grids to converge.
BC1 BC1M1 BC1M2 BC2
 E k E k E k E k
0.800 1.80·10−1 1.46·10−1 3.54·10−1 1.76·10−1
0.400 5.17·10−2 1.8 2.24·10−2 2.7 6.32·10−2 2.5 5.08·10−2 1.8
0.200 1.48·10−2 1.8 1.18·10−2 0.9 1.59·10−2 2.0 1.44·10−2 1.8
0.100 4.29·10−3 1.8 5.77·10−3 1.0 4.56·10−3 1.8 4.72·10−3 1.6
0.050 2.79·10−3 1.0 2.40·10−3 0.9
Table 4.2: The L∞ error for the Neumann problem as a function of  for Case 4. All
results are calculated with n= 8192 in each direction on uniform grids. Blank results
indicate that the solutions require even finer grids to converge.
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4.2. Robin boundary conditions
Now consider the Poisson equation with Robin boundary conditions,
∆u=f in D,
n·∇u=k(u−g) on ∂D.
As in the previous section, we solve the DDM equation
∇ · (φ∇u)+BC =φf,
using BC1, BC2, BC1M and BC2M.
4.2.1. Case 1
Consider the case where D is a circle of radius R= 1 centred at (0,0), and where
the analytic solution to the Poisson equation in D is
uan(x,y) =
1
4
(
x2+y2
)
.
This corresponds to f = 1,
g=
1
2
(
1
2
− 1
k
)
,
and ∆suan = 0. We will consider the case when k=−1, thus g= 3/4.
4.2.2. Case 2
Again let D be the circle at (0,0) with radius R= 1, but now consider the case
where the analytic solution is
uan(x,y) =y
(
x2+y2
)
,
which corresponds to
f =−8y,
g=y
(
1− 3
k
)
,
and
∆suan =−y,
Again let k=−1 so that g= 4y. Similar to the Neumann case 3, g is extended con-
stantly in the normal direction in the DDM equations.
4.2.3. Case 3
For the final Robin case we let D= [−1,1]2, and we consider a case that corre-
sponds to the Neumann Case 4 where the analytic solution is
uan(x,y) =e
r,
where r= x
2+y2
4 . This corresponds to
f = (r+1)er.
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BC1 BC1M1 BC2 BC2M1 BC2M2
 E k E k E k E k E k
Case 1
0.800 2.11·10−1 1.20·10−1 1.70·10−1 1.14·10−1 1.15·10−1
0.400 4.40·10−2 2.3 2.72·10−2 2.1 5.21·10−2 1.7 2.29·10−2 2.3 2.31·10−2 2.3
0.200 8.99·10−3 2.3 6.42·10−3 2.1 2.18·10−2 1.3 6.87·10−3 1.7 6.92·10−3 1.7
0.100 1.95·10−3 2.2 1.57·10−3 2.0 1.03·10−2 1.1 2.54·10−3 1.4 2.55·10−3 1.4
0.050 4.57·10−4 2.1 3.79·10−4 2.0
0.025 1.23·10−4 1.9
Case 2
0.800 4.21·10−1 1.27·10−1 3.84·10−1 3.48·10−1 3.49·10−1
0.400 1.02·10−1 2.0 4.87·10−2 1.4 9.16·10−2 2.1 7.24·10−2 2.3 7.26·10−2 2.3
0.200 2.19·10−2 2.2 1.30·10−2 1.9 2.51·10−2 1.9 1.56·10−2 2.2 1.57·10−2 2.2
0.100 4.77·10−3 2.2 3.27·10−3 2.0 9.13·10−3 1.5 4.65·10−3 1.7 4.67·10−3 1.7
0.050 1.09·10−3 2.1 8.15·10−4 2.0
0.025 2.57·10−4 2.1 2.04·10−4 2.0
Case 3
0.800 7.89·10−2 3.60·10−2 8.23·10−2 6.75·10−2 6.80·10−2
0.400 1.64·10−2 2.3 7.38·10−3 2.3 1.89·10−2 2.2 1.27·10−2 2.3 1.28·10−2 2.4
0.200 3.70·10−3 2.2 1.71·10−3 2.1 5.90·10−3 1.7 2.78·10−3 2.2 2.81·10−3 2.2
0.100 9.04·10−4 2.0 4.28·10−4 2.0
Table 4.3: The L2 error for the Robin problem as a function of  for all cases. All
results are calculated with n= 8192 in each direction on uniform grids, except for Case
3 with BC2, where the results are calculated with n= 4096 in each direction. Blank
results indicate that the solutions require even finer grids to converge.
The boundary function g and the surface Laplacian of the analytic function along the
boundary are
g=
3
2
e
1+ξ2
4 ,
∆suan =
1
4
(
ξ2+2
)
e
1+ξ2
4 ,
where ξ≡x along the bottom and top boundaries, and ξ≡y along the left and right
boundaries.
4.2.4. Results
The convergence results calculated with the L2 norm are presented in Figures 4.6,
4.7 and 4.9 and Table 4.3. Figure 4.8 and Table 4.4 shows the results for Case 2 where
the L∞ norm is used. Again the results indicate that BC1M1 performs better than
BC1, although both methods are second-order accurate, as predicted by our analysis.
The results also show that BC1 gives better results than BC2, which is approximately
first-order accurate as also predicted by theory. Further, as in the Neumann case, BC2
is seen to require very fine grids to converge. For small , the requirement exceeds
our finest grid.
The modified BC2M1 and BC2M2 schemes are also tested. The results with
BC2M2 are almost indistinguishable from the results with BC2M1, so only the latter
results are shown in the following figures. All results are listed in Table 4.3 and
Table 4.4. The BC2M schemes are shown to perform better than the BC2 scheme,
but they also require very fine grids to converge. Further, the orders of accuracy of
BC2M1 and BC2M2 seem to deteriorate somewhat at the smallest values of . As
discussed in Section 2.2.5, this could be due to the influence of higher order terms in
the expansion, or the amplification of error and is under study.
Figure 4.10 shows a plot of the solutions of Case 1 with = 0.2 at y= 0. The
plot shows the solutions with BC1 (black dashed), BC1M1 (black doted), BC2 (blue
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Figure 4.6: L2 errors for the Robin problem with respect to  for Case 1, as labelled.
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Figure 4.7: L2 errors for the Robin problem with respect to  for Case 2, as labelled.
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Figure 4.8: L∞ errors for the Robin problem with respect to  for Case 2, as labelled.
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Figure 4.9: L2 errors for the Robin problem with respect to  for Case 3, as labelled.
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BC1 BC1M1 BC2 BC2M1 BC2M2
 E k E k E k E k E k
Case 2
0.800 3.80·10−1 1.36·10−1 3.24·10−1 3.04·10−1 3.05·10−1
0.400 9.39·10−2 2.0 4.30·10−2 1.7 7.49·10−2 2.1 6.94·10−2 2.1 6.95·10−2 2.1
0.200 2.14·10−2 2.1 1.06·10−2 2.0 1.91·10−2 2.0 1.72·10−2 2.0 1.73·10−2 2.0
0.100 4.90·10−3 2.1 2.53·10−3 2.1 6.98·10−3 1.5 6.40·10−3 1.4 6.42·10−3 1.4
0.050 1.15·10−3 2.1 6.09·10−4 2.1
0.025 2.78·10−4 2.1 1.49·10−4 2.0
Table 4.4: The L∞ error for the Robin problem as a function of  for Case 2. All
results are calculated with n= 8192 in each direction on uniform grids. Blank results
indicate that the solutions require even finer grids to converge.
dashed) and BC2M1 (blue dotted). We see that the solutions with the modified
schemes BC1M1 and BC2M1 perform better than the corresponding schemes with
BC1 and BC2.
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Figure 4.10: A plot of the solutions of Case 1 through y= 0. The solutions with
BC2M1 and BC2M2 are indistinguishable, so only BC2M1 is shown. (a) Shows the
full slice, where the domain boundary is depicted as thin vertical lines at x=±1. (b)
A zoom-in that shows the solutions near the left boundary.
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5. Conclusion
We have performed a matched asymptotic analysis of the DDM for the Poisson
equation with Robin boundary conditions and for a steady reaction-diffusion equation
with Neumann boundary conditions. Our analysis shows that for certain choices of the
boundary condition approximations, the DDM is second-order accurate in the inter-
face thickness . However, for other choices the DDM is only first-order accurate. This
is confirmed numerically and helps to explain why the choice of boundary-condition
approximation is important for rapid global convergence and high accuracy. This
helps to explain why the choice of boundary-condition approximation is important
for rapid global convergence and high accuracy. In particular, the boundary condi-
tion BC1, which arises from representing the surface delta function as |∇φ|, is seen to
give rise to a second-order approximation for both the Neumann and Robin boundary
conditions and thus is perhaps the most reliable choice. The boundary condition BC2,
which arises from approximating the surface delta function as |∇φ|2 yields a second-
order accurate approximation for the Neumann problem, but only first-order accuracy
for the Robin problem. In addition, BC2 requires very fine meshes to converge.
Our analysis also suggests correction terms that may be added to yield a more
accurate diffuse-domain method. We have presented several techniques for obtaining
second-order boundary conditions and performed numerical simulations that confirm
the predicted accuracy, although the order of accuracy may deteriorate at the smallest
values of  possibly due to amplification errors associated with conditioning of the
system or the influence of higher order terms in the asymptotic expansion. This
is currently under study. Further, the correction terms do not improve the mesh
requirements for convergence.
A common feature of the correction terms is that the interface thickness must be
sufficiently small in order for the DDM to remain an elliptic equation. In addition, one
choice of boundary condition involves the use of the surface Laplacian of the solution,
which could in principle lead to faster asymptotic convergence since it directly cancels
terms in the inner expansion of the asymptotic matching. However, the extension
of this term outside the domain of interest can cause the loss of ellipticity of the
DDM. As such, this is an intriguing but not a practical scheme. Nevertheless, as a
proof of principle, we still considered the effect of this term, however, by using the
surface Laplacian of the analytic solution in the DDM. We found that this choice
gave the smallest errors in nearly all the cases considered. By incorporating different
extensions of the boundary conditions in the exterior of the domain that automatically
guarantee ellipticity, we aim to make this method practical. This is the subject of
future investigations.
We plan to extend our analysis to the Dirichlet problem where the boundary
condition approximations considered by Li et al. [42] seem only to yield first-order
accuracy [22, 58]. Our asymptotic analysis thus has the potential to identify correction
terms that can be used to generate second-order accurate diffuse-domain methods for
the Dirichlet problem.
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