learning techniques have demonstrated the ability to perform a variety of object recognition tasks using visible imager data; however, deep learning has not been implemented as a means to autonomously detect and assess targets of interest in a physical security system. We demonstrate the use of transfer learning on a convolutional neural network (CNN) to significantly reduce training time while keeping detection accuracy of physical security relevant targets high. Unlike many detection algorithms employed by video analytics within physical security systems, this method does not rely on temporal data to construct a background scene; targets of interest can halt motion indefinitely and still be detected by the implemented CNN.
Abstract-Deep
learning techniques have demonstrated the ability to perform a variety of object recognition tasks using visible imager data; however, deep learning has not been implemented as a means to autonomously detect and assess targets of interest in a physical security system. We demonstrate the use of transfer learning on a convolutional neural network (CNN) to significantly reduce training time while keeping detection accuracy of physical security relevant targets high. Unlike many detection algorithms employed by video analytics within physical security systems, this method does not rely on temporal data to construct a background scene; targets of interest can halt motion indefinitely and still be detected by the implemented CNN.
A key advantage of using deep learning is the ability for a network to improve over time. Periodic retraining can lead to better detection and higher confidence rates. We investigate training data size versus CNN test accuracy using physical security video data.
Due to the large number of visible imagers, significant volume of data collected daily, and currently deployed human in the loop ground truth data, physical security systems present a unique environment that is well suited for analysis via CNNs. This could lead to the creation of algorithmic element that reduces human burden and decreases human analyzed nuisance alarms.
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I. INTRODUCTION
Physical security systems are utilized to protect targets of interest throughout the detection, assessment, and neutralization of an alarm. One limiting factor on the effectiveness of a physical security system lies in the "human-in-the-loop" component of assessment. Humans have been shown to lose vigilance when manning security systems [12] . This vigilance reduction limits the effectiveness of the overall system. A compounding factor in vigilance reduction is nuisance alarm rate of the system. Nuisance alarms are alarms that are appropriately triggered (i.e., not malfunctioning) but the trigger is not a true threat. A common example is a rabbit setting off a perimeter detection alarm. A more ideal physical security system would have a processing layer that eliminates the majority of nuisance alarms prior to presenting the information to an operator.
Convolutional neural networks provide a method through which this more ideal security system can be implemented.
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The data rich environment of a physical security system paired with a human capable of accurate classification, provides a well-conditioned application space for deep learning. Machine learning has not been applied to physical security systems up to this point; however, potential training data exists due to the currently deployed "human-in-the-loop" systems that encompass a large number of visible imagers. This paper will focus on a pseudo-database where real world physical security scenarios have been enacted and filmed with ground truth information associated with every frame.
This work discusses a successful implementation of a transfer learning deep convolutional neural network for classification in a physical security system. Both a two and a four state system were implemented comparing three algorithms: AlexNet, GoogLeNet and a support vector machine (SVM). An examination on how quantity of training data effects transfer learning accuracy, with a 4 state system, was also conducted.
II. BACKGROUND
In physical security, the assessment of detections is often implemented using visible imagers. The use of these imagers for assessment lends itself well to the use of deep convolutional neural network as a supervised machine learning method. A deep convolutional neural network (CNN) is a neural network with more than one hidden layer. These CNNs loosely imitate the interpretation of information processing and communication patterns in the biological nervous system and attempts to define a relationship between various stimuli and associated neuronal responses in the bran [8] . The strength of the CNN lies in the automatic feature extraction that is built into the algorithm itself. This feature extractor contains special neural networks that determine the appropriate weightings for features during the supervised training process [3] .
A. Previous Work
Convolutional neural networks have been applied to many different topics relating to image recognition including face recognition [4] , handwritten character classification [1] , and scene labeling [6] . In fact, the deep convolutional neural network using transfer learning has been examined recently for the purposes of medical imaging [7] . However, machine learning algorithms have not been applied physical security, where classification is challenging and paramount. 
B. Transfer Learning
The most important component of the CNN lies in the training and feature extraction. It is typically assumed that the training data and future data must lie within the same feature space and be as similar as possible. However, it is rare to have sufficient training data to successfully train a system in this manner. Transfer learning is the solution to this challenge in machine learning. Transfer learning takes a pre-trained convolutional neural network that was trained on a dataset that may not lie in the same feature space. Then using a smaller dataset that contains the feature space of interest, the network is fine-tuned and desired output arguments to the new dataset are generated [5] .
The expertise to build and test such a complex system takes a lot of knowledge and time, whereas transfer learning takes the system and simply reapplies it. Transfer learning allows the user to extract that pre-known knowledge, and apply it to a new domain. This will be shown to be very advantageous when labeled data is in short supply. Instead of having to label millions of images, transfer learning can create a functioning system with only a few thousand labeled images. Saving in man-hours as well as reducing overall computation time from a matter of days to hours. 1) The Dataset: ImageNet is a dataset with over 15 million labeled high-resolution images belonging to roughly 22,000 categories [10] . Starting in 2010, as part of the annual ImageNet Large-Scale Visual Recognition Challenge (ILSVRC), a subset of 1.2 million training images, 50,000 validation images, and 150,000 testing images in 1,000 categories is used in an annual competition to determine the highest performing algorithms for object localization, detection, and classification. This paper will focus on the 2012 and 2014 winners, AlexNet and GoogLeNet models. AlexNet and GoogLeNet were chosen because they showed significant performance increases at the time of their ILSVRC win.
2) AlexNet: Widely regarded as one of the most influential publications in the field of deep learning, Alex Krizhevsky, Ilya Sutskever, and Geoffrey Hinton created a "large, deep convolutional neural network" that was used to win the 2012 ILSVRC [9] . 2012 marked the first year where a CNN was able to achieve a top 5 test error rate of 15.4%. The top 5 error rate is the rate at which, given an image, the model does not output the correct label within its top 5 predictions. The next best entry in 2012 was able to only achieve an error rate of 26.2%.
AlexNet has a relatively straightforward layout. The network is make up of 5 convolution layers, max-pooling layers, dropout layers, and 3 fully connected layers [9] . AlexNet network took between five and six days to train on two GTX 580 3GB GPUs [9] . For the analysis presented in this work, transfer learning using AlexNet and the physical security relevant 20 GB dataset took a single NVIDIA Quadro K2200 GPU two to four hours.
3) GoogLeNet: GoogLeNet was the winner of ILSVRC 2014 with a top 5 error rate of 6.7%. This network was one of the first that strayed from the general architecture of stacking convolution and pooling layers. GoogLeNet has 22 layers, but not all in sequential, as in AlexNet, parts of the network are executed in parallel, mainly its Inception module. Each of its nine Inception modules is a network within the network layer leading to over 100 layers total. GoogLeNet trained on "a few high-end GPUs within a week" [11] . Performing transfer using GoogLeNet with the same 20 GB physical security relevant dataset on a single NVIDIA Quadro K2200 GPU took less than an hour to complete. Test frames misclassified by GoogLeNet III. 2 STATE CLASSIFIER As a proof of concept that transfer learning deep convolutional neural networks can be implemented in a physical security environment, a simple two state classifier was used. This test case takes two classes, "Human" and "Background". Fig. 1 shows the resulting performance metrics of three classification algorithms: AlexNet, GoogLeNet, and a support vector machine (SVM) with a quadratic kernel. Fig. 1(ac) depict the confusion matrices for a test dataset for each algorithm. On the confusion matrix plot, the rows correspond to the predicted class, and columns show the true class. The diagonal entries show the number and percentage of frames the network correctly classified. Off-diagonal cells show where the classifier misclassified. The far right column calculates the accuracy for each predicted class, while the bottom row shows the accuracy for each true class. The cell in the bottom right of the plot shows the overall accuracy. Fig. 1(c-d) plot the receiver operating characteristic (ROC) curve for each algorithm. Foe each algorithm, the "Human" and "Background" ROC curve are shown. The closer the area under the curve is to 1, the better the classifier.
From these figures, it is clear that AlexNet performed the best achieving 100% accuracy for the test data. GoogLeNet misclassified two "Human" frames as "Background", attaining a 99.5% accuracy. While, the SVM misclassified over half the "Human" frames as "Background", only reaching 76% accuracy. Fig. 2 plots the test case frames versus the classifier's confidence that a person was in the video frame, with the gray line representing the true labels. The pink line representing AlexNet is plotted directly on top since it had 100% classification accuracy. The blue line represents GoogLeNet. The confidence of the GoogLeNet classifier fluctuates, but only misclassified two frames. Investigation into the two misclassified frames, 349 and 432, Fig. 3 , reveal where the transfer learning could be improved upon. Frame 349 depicts a person leaving the field of view, Fig. 3(a) , part of the person's body had already existed the scene, and frame 432, Fig. 3(b) , the person body is partially blocked by the ladder. Neither of these cases were properly trained, leading to the misclassification. Adding more cases like these to the training set would improve future accuracy of the classifier, and improve the stability of the system. The green dotted line represent the SVM classifier, this algorithm completely misses the third person, and only partially recognizes the other three. However, it does obtain a 100% on "Background" classification, leading to 76.1% accuracy. 
IV. 4 STATE CLASSIFIER
A four state classifier was examined to include the same previous classes "Human", and "Background" as well as two new categories; a debris class, "Bag", and an animal class, "Deer" . Fig 4. shows the resulting performance metrics of three classification algorithms: AlexNet, GoogLeNet, and an SVM with a quadratic kernel. Fig. 1(a-c) depict the confusion matrices for each algorithm. Fig. 1(c-d) plot the ROC curve for each algorithm.
Similarly to the two state classifiers, AlexNet did the best, achieving 100% accuracy. GoogLeNet attained a 96.2% accuracy, misclassifying five "Human" as "Deer" and 3 as "Background". As well as five "Bag" and eleven "Deer" as "Background". The SVM misclassified 123 "Human" class, deeming the system very unreliable. Fig. 5 plots the test case frames versus the classifier's confidence that a human was in the field of view. AlexNet is plotted directly on top of the truth data because of the 100% classification accuracy achieved by this algorithm. The confidence of the GoogLeNet classifier could be improved with more post processing on the data, such as a threshold or moving average of human confidence. The quadratic SVM performed poorly, missing an entire period of human ingress.
Similar behavior between a two state and four state classifier was found if in the behavior of the "Human" class. Additional classes did not reduce test performance for human classification using AlexNet. GoogLeNet misclassified eight frames within the test data set.
V. TRAINING DATA VERSUS ACCURACY
A key advantage of using deep learning is the ability for a network to improve over time. Periodic retraining can lead to better detection and higher confidence rates. Investigation into training data size versus accuracy using physical security video data is shown in Fig. 6 . Starting with only 20 images in each of 4 categories, the three systems, AlexNet, GoogLeNet and an SVM, were trained and tested. The resulting testing accuracies are plotted in Fig. 6 . Images were incrementally added to each category in the training set for the systems to retrain and retest. The testing accuracy results for each increment were then plotted.
AlexNet and GoogLeNet shadow each other in performance, with GoogLeNet being slightly lower in accuracy. The quadratic SVM shows an anomaly of high accuracy when training samples are near 125. Accuracy then drops and begins increasing after 500 frames. This spike could be caused by the limited test cases being used in this analysis and bears further investigation in future work. Fig. 6 show that adding in more training samples leads to higher accuracy and a more stable system.
VI. CONCLUSION
AlexNet and GoogLeNet appear to be viable options to detect and assess alarms in physical security systems. AlexNet out performed all other algorithms tested in this paper. The underlying architecture appears to be better suited for transfer learning with specific type of images seen in a physical security system. Adding training images increased stability and accuracy of the classification algorithms. Nuisance alarms and background images were well classified and distinctly different than human class in both two and four class systems.
Valuable future work would include investigating; the SVM accuracy increase with limited training samples, adding more classes and additional classes relevant to physical security systems, developing a CNN that take into account temporal aspects of video, using a larger and more robust series of test cases.
