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ABSTRACT
Introduction: Bone is a complex hierarchical material that can be studied at many lev-
els. For diseases like osteoporosis, characterized by bone loss, macro-level tests like DEXA
scanning can predict an increased fracture risk, but cannot detect the driving mechanism.
As a porous, anisotropic material, one of the only ways to truly predict bone mechanics is
to model the underlying microstructure. The complexity of the porous structure of cortical
bone presents a challenge when generating computational models requiring high resolution
imaging, advanced mesh generation algorithms, and powerful computational resources for
finite element analysis.
Methods: Cortical bone samples were collected from the middle neck of a cadaver femur
(71 year old female, no history of bone disease). The neck was separated into four quadrants:
anterior, posterior, superior, and inferior then further sub-sectioned to 5 mm pieces. Micro-
computed tomography scans were collected (4 µm/voxel), processed, and used to generate
3D models of the bone and of the porous network. Effective strain in each model was
derived through finite element analysis using physiologic displacement boundary conditions
and Young’s modulus estimation using density calibrations from hydroxyapatite phantoms.
Two- and three-dimensional geometric measures were evaluated from the processed images.
Results: For all quadrants, no significant relationship was found between the three-
dimensional measures and the effective strain around pores in a two-dimensional cross sec-
tion. Effective strain increased significantly with area, shape factor, and clustering, however,
these relationships were not strong.
Discussion: Studying the microstructure of cortical bone is useful for identifying the
exact location of bone growth and repair based on mechanical stimulus. Relating microstrain
and bone formation is important in developing a stronger understanding of how bone adapts.
This knowledge could be used to develop training protocols for those susceptible to bone
loss such as postmenopausal women and astronauts.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
Significant personal and societal burden results from proximal femur fractures because of
their increasing incidence as the population ages, the lack of return to full function in 50%
of cases, and a 25% mortality rate [1]. These fractures are associated with age-related
increased intracortical porosity [2, 3] contributing to cortical thinning. More porous, thinner
bone results in increased mechanical stress during physiological and atypical fracture-related
loads [4, 5].
Dual-Energy X-ray Absorptiometry, (DEXA) is used clinically to assess bone integrity.
However, DEXA does not asses cortical thinning or porosity and is an imperfect predictor
of fracture risk thereby motivating the need for additional methods to assess cortical bone
strength. High resolution peripheral quantitative computed tomography (HRpQCT) is a
noninvasive image acquisition method that has great potential for better predicting fracture
than currently available methods [6]. However, the resolution for HRpQCT is limited to
tens of microns which is insufficient for assessing cortical microstructure [7]. Micro computed
tomography (µCT) requires ex-vivo imaging, however, it is the current standard in evaluating
the microstructure of cortical bone.
As a hierarchical structure, the strength of bone is not only determined by the material
properties. The strength is dependent on the microstructure. The The exact relationship
between the geometry and strength is not known. There is some evidence that basic features
apparent in two-dimensional analysis of bone morphology are related to bone strength,
but strain is a three-dimensional phenomenon and how three-dimensional strain relates to
strength is not known.
1.2 Current State of Knowledge
The complex physiological and mechanical requirements of bone results in a hierarchical
structure that serves many functions. Within cortical bone, blood vessels provide necessary
nutrients through a network of Haversian and Volkmann’s canals. During remodeling, a
basic multicellular unit is formed, consisting of an advancing cutting cone and closing cone
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[8]. The cutting cone is created by activated osteoclasts resorbing bone in front of centrally
growing blood vessels. The closing cone consists of osteoblasts which close the cylinder
(Haversian canal) around the vessel and become embedded in the bone matrix as osteocytes
[9]. The mechanostat theory of bone states that this process is initiated by certain ranges
of strain detected by the mechanosensory osteocyte cells [10, 11].
The localized mechanical response in bone is determined by the structure. This structure is
always changing, adapting to physiological loading when it induces sufficient localized strain.
Histology, a two-dimensional ex-vivo technique, can identify the state of remodeling within a
bone sample [12]. Strain energy density evaluated through finite element analysis has related
80% of remodeling to the mechanical microenvironment in trabecular bone [13, 14].
Disease and advanced age can interrupt the remodeling process, resorbing more bone than
is remodeled. The exact mechanism for this is not well understood, but it is known to lead
to increased intracortical porosity. As porosity increases, the cortical bone thins, known
as the trabecularization of cortical bone. [15, 16]. Specifically, average pore size increases,
often creating giant canals on the order of 350 microns [17]. The number of pores decreases
while size increases, indicating the canals may merge during remodeling. Increased porosity
reduces the tensile fracture toughness of bone [18].
Due to the restrictions of imaging, many cortical bone studies related to finite element
analysis are limited to either void volume fractions [6] or two-dimensional geometric measures
such as diameter, area, circularity, and distance from the periosteal edge [19, 12, 20]. Some
studies simplify geometry and model pores as elliptical tubes [21]. These studies have limited
success in relating the localized strain to the geometry [20].
When transitioning to 3D structural analysis, trabecular terminology and standards have
been used to develop methods for cortical bone [22, 23]. These measures (volume fraction,
canal length, thickness, angle, connectivity, etc. [24]) have been used to show the variation
in the structure of bone at different locations: periosteal vs. endosteal, anterior vs posterior,
medial vs. lateral, etc. [25, 26, 27, 28]. Studies have also explored the change in these
properties over growth [29], and several have begun to quantify the branching of Haversian
systems [30]. These methods are tedious and require further development, but open the
possibility to compare the mechanical strength of these unique structures to those found in
the porous structure of cortical bone. For example, in trabecular bone, it is known that the
removal of horizontal struts may be important in bone fragility [31].
Unlike trabecular bone, a high resolution (< 10 microns) is required for satisfactory
quantification of cortical pores [22]. Instead of only looking at changes in overall pore
area/volume, individual pores can be analyzed and compared to the total bone volume.
Canal size, intercept length, volume orientation, connectivity, and distance from other canals
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may be related to the mechanical response around the pore.
Computational methods, such as finite element analysis (FEA), provide a non-invasive
means of assessing the mechanical properties of bone at varying structural levels. Strain
energy density, SED, is a common measure used to predict bone strength and has even been
used to predict bone formation or resorption [20, 13]. Effective strain may be calculated
from SED and has been validated through experimental studies where failure was predicted
to occur at 7000 microstrain. [32, 33].
1.3 Research Aim
The effect of 3D morphology [22] on cortical strength [34] is not well understood. This study
was designed to investigate how the morphometry of cortical porosity affects the strength
of bone. Previous evidence showed little relationship between 2D geometric measures and
strain energy density [20]. We expect 3D morphometry will better predict the effective strain
around the pores. We also expect the local canal structure to predict the effective strain: As
the diameter of the canal increases, we expect the effective strain to increase. As the canal
length increases, we expect the effective strain to decrease. Finally, as the angle relative to
the primary axis increases, we expect the effective strain to increase.
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CHAPTER 2
LITERATURE REVIEW
2.1 Bone Structure and Composition
Form follows function. This popular architectural principle also rings true in biology. The
roots and leaves of trees, network of tunnels in an ant hill, and cavities beneath a volcano all
have specific shapes to assist with their function. The human skeleton consists of 206 bones,
with four categories based on their structure: long, short, flat, and irregular bones. These
bones all have unique shapes and composition for specific functions such as protecting vital
organs, allowing for articulation and movement, producing blood, and storing and releasing
minerals such as calcium and phosphate for physiological processes within the body.
The mid-section of long bones is a hollow shaft called the diaphysis, this is primarily
composed of dense cortical bone. Below the growth plate is the metaphyses, a flared, cone-
shape section of bone. On either side of the long bone there is the epiphyses, a rounded
portion above the growth plate. The metaphyses and epiphyses are composed of a mesh of
trabecular (cancellous/spong) bone surrounded by a thin shell of dense cortical (compact)
bone as shown in Figure 2.1A [35, 36].
The average adult skeleton is composed of 80% cortical and 20% trabecular bone. Tra-
becular (cancellous) bone is a lattice of plates and rods as shown in Figure 2.1B. Cortical
bone is dense, perforated by microscopic channels, providing most of the support and pro-
tective function of the skeleton. The canals along the primary axis of the bone are known
as Haversian and those interlinking canals are called Volkmanns canals as shown in Figure
2.1C. The distribution of cortical and trabecular bone differs between bones and skeletal
sites [35]. For example, the ratio in vertebra is 25:75, cortical to trabecular, while it is 50:50
in the femoral head [37].
2.1.1 Mineralization, Lamellae, Collagen
The hierarchical structure of bone lends to its unique mechanical properties, spanning from
nanoscopic minerals to macroscopic whole bone. Bone is a composite structure comprised
of inorganic mineral crystals (33-43% bone volume), organic collagen fibers (32-44% bone
volume), and water (15-25% bone volume) as shown in the microscale (∼ 1 µm) portion
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Figure 2.1: A) Diagram of the femur, an example of a long bone [38], B) Photography of
cancellous bone from the proximal tibia [39], C) Cortical bone microstructure (Source:
Copyright 2006 Pearson Education, Inc., publishing as Benjamin Cummings)
of Figure 2.2 [40]. The main mineral in bone is hydroxyapatite (HA), which is composed
of calcium and phosphate salts. These mineral crystals are interspersed with and oriented
along the long axis of the collagen fibers. The collagen fibrils are arranged in fiber arrays
creating lamellar sheets with various orientations surrounding the central canals known as
osteons [41]. These structures are called Haversian canals. Between these sheets are lacunae
in which there are osteoblasts and osteoclasts. This hierarchical, composite structure is what
makes bone one of the strongest, lightweight materials.
2.1.2 Cortical Modeling and Remodeling
The ability of bone to withstand mechanical loading depends not only on the overall struc-
ture, but also the rods and struts of trabecular bone and the pores in cortical bone. The
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Figure 2.2: Hierarchical structure of human cortical bone. Schematic at micro- (∼ 1 µm),
meso- (∼ 5 µm), and macroscale (∼ 100 µm) cortical bone structure [42]. Copyright 2011,
National Academy of Sciences
structure of bone is a result of mechanosensation, the shape adapts to mechanical loading
[10, 11]. Bone adaptation occurs through modeling and remodeling, altering both the overall
shape and internal microstructure. This process requires nutrients, delivered to the bone
cells through the blood vessels (Figure 2.3).
During remodeling, a basic multicellular unit is formed, consisting of an advancing cut-
ting cone and closing cone (Figure 2.4). The cutting cone is created by activated osteoclasts
resorbing bone in front of centrally growing blood vessels. The closing cone consists of os-
teoblasts which close the cylinder (Haversian canal) around the vessel and become embedded
in the bone matrix as osteocytes [9, 43]. Osteocyte cells are the mechanosensors, initiating
remodeling when microdamage (e.g. microcracks) are detected [11].
2.2 Cortical Porosity and Cortical Thinning
The porous structure of cortical bone occurs at multiple length scales (Figure 2.1C). Blood
vessels perforate the cortex through Haversian and Volkmann’s canals. The diameter of
these cavities is within the range of 50 to 150 microns for healthy bone [46, 47]. Bone cells
embedded in the matrix are known as osteocytes, which reside in cavities called lacunae
that are only a few microns in diameter [48, 47]. These cavities are connected by canaliculi
which are less than a micrometer in diameter. These smaller pores, formed by lacunae and
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Figure 2.3: Remodeling cycle on a trabecula [44]. Blood vessels provide the nutrients
necessary to rebuild bone. Osteoclast cells resorb the bone matrix (initiated by
microdamage, e.g. microcracks), followed by osteoblast cells that form bone by depositing
new lamellar sheets to form osteons in the cortex. The osteoblasts trapped between
lamellar sheets become osteocytes to function as mechanical sensing cells.
canaliculi, are therefore below the resolution of most regular imaging techniques [49, 50].
Young cortical bone contains more Volkmann’s canals and then develops more Haversian
canals with age [51]. This change in structure is due to a combination of factors including
increased requirements for blood flow/mineralization and stress reduction due to changes in
loading requirements during growth [52].
Overall porosity increases with age, known as the trabecularization of cortical bone (Figure
2.5) [53, 15]. This occurs because of an imbalance during the remodeling process [17, 16].
Specifically, average pore size increases, often creating giant canals on the order of 350
microns [17]. Overall pore number decreases while average pore size increases, suggesting
the canals may merge during remodeling. Despite a decrease in the number of pores, the
density of pores close to the endosteal edge increases [54].
2.3 Imaging Porosity and Strength Estimation
There are multiple imaging modalities used to view bone structure at every length-scale.
Some of the primary methods used include but are not limited to: high resolution peripheral
quantitative computed tomography (HR-pQCT), synchrotron, and micro computed tomog-
raphy (micro-CT or µCT) scanning. High resolution peripheral quantitative computed to-
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Figure 2.4: Timeline of longitudinal and cross-sectional view of the remodeling process [9].
The cutting cone is formed by osteoclast cells resorbing the bone matrix into a cylindrical
channel. After the reversal zone, the closing cone is formed by osteoblasts reforming bone
by building new osteonal lamellae. The image on the right illustrates a cross-section
through each of the zones.
mography is a noninvasive image acquisition method that has great potential for predicting
fracture [6]. However, the resolution for HRpQCT is limited to tens of microns which is in-
sufficient for fully assessing cortical microstructure [7]. Synchrotron methods produce high
resolution results but have a high cost and require ex-vivo samples [25]. Micro computed
tomography requires ex-vivo imaging as well; however, due to the low cost and accessibility,
it is the current standard in evaluating the microstructure of cortical bone [55].
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Figure 2.5: Cortical thinning as a result of remodeling events in intracortical regions. The
endosteal surface is marked by the white line A of a specimen from a 27-year-old. This is
the original delineation of the interface between cortical and trabecular bone. As the
cortical bone thins, the interface appears to recede (white line B in a 70-year-old specimen
and line C in a 90-year-old specimen). These lines erroneously define the endocortical
surface, leading to errors in porosity calculations for the cortical bone across age. [45]
2.4 Mechanical Analysis of Bone Strength
Higher porosity has been linked to increased fracture risk [2, 56, 17]. The challenge lies in
determining which aspect of these morphological changes reduces strength.
2.4.1 Micromechanics of Cortical Bone: Experimental Methods
Engineering materials are often tested in tension, compression, bending, or torsion. These
standard methods are used to determine the failure load [N], modulus of elasticity, [MPa],
yield stress [MPa], fracture toughness [MPa], and stiffness [N/mm] among other material and
mechanical properties. Performing these tests at multiple length scales, nano- to macro-scale,
is important because even uniform materials like metal may exhibit different mechanical
properties at each length scale [57].
As a multi-scale, anisotropic material, it is crucial to study bone at various length scales.
Bone is also an adaptive material that may exhibit structural differences depending on its
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location in the body. Testing is limited to ex-vivo experiments on bone biopsy samples
because it is a biological material. These samples may come from excised tissue during a
procedure, or more often, a cadaveric sample. Depending on the length scale, various tests
may be performed to mimic realistic loading scenarios. For example, a long bone may be
tested in bending or torsion to simulate heavy lifting or sports injuries [58]. At smaller scales,
however, bone is often tested in compression [59] or through nanoindentation to determine
the local mechanical properties [60].
2.4.2 Micromechanics of Cortical Bone: Computational Methods
While physical experiments provide the mechanical properties of bone, bone growth is initi-
ated by localized strain [61]. Physical experiments are also limited in that some homogeniza-
tion of the material properties and structure must be assumed. Although strain measure-
ments may be obtained from a physcial test, computational methods are much more accurate
and provide an in-depth picture of what occurs in every part of the geometry. Specifically,
the finite element method discretizes the geometry so that fewer simplifications are required.
Due to the limitations of in-vivo imaging technology, trabecular bone structure has been
studied more extensively. This focus on trabecular bone is misplaced since evidence shows
that approximately 80% of fractures occur predominantly at cortical sites [45].
A common measure used to determine the strength of bone is strain energy density (SED).
This scalar value defines the amount of energy required for deformation. Strain energy
density has been used as a predictor of formation and resorption in trabecular bone [13].
While valuable, this does not explain why certain regions within the structure experience
higher or lower SED. Cortical morphological analysis is usually restricted to two-dimensions.
The relationships between the strength of the porous structure and the shape are often
weak [20]. However, crack propagation between pores has been successfully modeled with a
simplified canal structure [62].
2.5 Quantification of Hierarchical Structure
The structure of bone is hierarchical and may be analyzed at multiple length scales: nano-
(1 nm < 0.1 µm), micro- (1 µm < 100 µm), and macro-scale (> 100 µm). The canal network
of cortical bone, at the microscale level, is vital to the health of the tissue.
10
2.5.1 2D Methods
In general, the porosity of bone is defined as the ratio of void volume to total bone volume.
However, there are multiple measurements that may be used for quantification, such as
cavity number, size, area, and location density within the bone (i.e. distance from endosteal
edge).
Due to the restrictions of imaging, many cortical bone studies related to finite element
analysis are limited to either void volume fractions [6] or 2D porosity measures such as
diameter, area, circularity, and clustering [19, 12, 20]. Some studies simplify geometry and
model pores as elliptical tubes [21]. In the previous study, area was measured as on the
number of pixels within a pore. Diameter was defined by the largest circle inscribed within
a pore. Circularity was then defined as the area of the largest inscribed circle over the area
of the pore [20].
2.5.2 3D Methods
The 3D architecture of trabecular bone has been studied extensively [24]. The methods
developed for morphology include but are not limited to: stereological methods (volume
fraction, surface density, connectivity), three-dimensional methods (anisotropy, mean inter-
cept length, volume orientation, star volume distribution), and connectivity [24].
Trabecular structural measures have been used to quantify the porous structure of cortical
bone [23]. Bouxsein et al. summarized the most common methods and acronyms for the
morphological measures used in both types of bone. These measures (volume fraction,
canal length, thickness, angle, connectivity, etc.) have been used to show the variation in
the structure of bone at different locations: periosteal vs. endosteal, anterior vs posterior,
medial vs. lateral, etc. [25, 26]. These properties have also been studied throughout growth
and aging [29].
As techniques improve, more specific measures can be generated for cortical pores. For
example, the types of branching in Haversian systems has recently been quantified [30]. These
methods are tedious and require further development, but open the possibility to compare
the localized mechanical response to the unique structure. These methods are also limited
due to the high resolution (< 10 microns/pixel) required for satisfactory quantification of
cortical pores [22].
Although a wide variety of measures exist for quantification of trabecular and cortical
bone, a few are more suitable for the analysis of cortical bone mechanics and remodeling.
Instead of only looking at changes in overall pore area/volume, individual pores can be
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analyzed and compared to the total bone volume. Canal size, intercept length, volume
orientation, connectivity and distance from other canals may be related to the mechanical
properties of the pore. Several programs may be used for 3D quantification (BoneJ, Amira,
Simpleware ScanIP), however, not all measures are evaluated through a single software.
2.6 Summary
Current studies do not connect the morphology of the pore network to the mechanics of
the porous structure of cortical bone. Developing methods for microstructural study can
help explain how bone grows and repairs as it heals in response to mechanical stimulus.
Understanding the mechanisms of bone remodeling and failure can aid in the development
of training protocols for those that are susceptible to bone loss and ultimately fracture.
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CHAPTER 3
METHODOLOGY
3.1 Overview
A procedure was developed to analyze and compare the morphometry and mechanical re-
sponse of the porous structure of cortical bone. The initial two-dimensional techniques were
developed in a previous study that included histological analysis of the pores [20]. This
pipeline involves a combination of techniques utilizing the following softwares and coding
languages: Fiji, Synopsis Simpleware, Amira, Matlab, and R. The flow chart shown in Fig-
ure 3.1 shows the fundamental aspects of this pipeline: data collection, image processing,
mechanical and structural analysis, strain analysis, and statistics. The specifics of each of
these procedures is detailed in this chapter.
3.2 Data Collection
3.2.1 Bone Specimens
The femoral neck was selected for this study because fractures are most likely to occur
in this region due to a lack of periosteal apposition [63]. The mid-femoral neck from the
right leg of a fresh-frozen human cadaver (71 year old female, no history of bone disease)
was sectioned into inferior, posterior, superior, and anterior regions (Figure 3.2A, B). These
were further subdivided into approximately 5mm sections and trabecular bone was removed.
The dissection was performed using a band saw and small hack saw. Each bone specimen
was potted in a custom fixture using epoxy (Loctite)(Figure 3.2C).
3.2.2 Micro-computed Tomography Imaging
Micro-computed tomography data was collected for all specimens (Xradia MicroXCT-400),
4x magnification, 4.2-4.7 µm voxel size, 70 kV, and 114 mAmp). Three hydroxyapatite
phantoms of densities 25, 100, and 500 mg/cm3 were scanned with the same settings (Figure
3.3). The distance between the source and detector (50 mm) in the scanner was also held
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Figure 3.1: Summary of the procedure developed for this study.
constant. All CT scans were reconstructed using a beam hardening correction of 1.0 and a
byte scaling minimum and maximum of -185.624 and 771.014, respectively.
The micro-CT phantoms (4 mm diameter) could not be scanned with the bone specimens
(5˜ mm diameter) at the desired resolution. To ensure accurate calibration, all scanning
and reconstruction settings were held constant and the intensity distribution from the bone
specimens were compared to those of the phantom scans. First, all 14 scans were compared
by averaging the intensity values of regions of air in the scans. A custom fixture was then
fitted to scan the edges of a phantom (500 mg/cm3) and a bone specimen (P4) together
(Figure 3.3). The average air intensity value from this scan was compared to the average
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Figure 3.2: Dissection of the femoral neck specimen. A) Location of the mid-femoral neck,
B) Initial quadrant sectioning, C) Posterior #1 specimen potted in custom 3D printed
fixture (Loctite).
Figure 3.3: Phantoms in scanning fixture (left) and phantom + bone fixture (right)
from the original scans. The intensity averages of the phantom and bone were also compared
to their original individual scans.
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Figure 3.4: Image processing pipeling step 1: Filtering. Original CT image (A) and image
filtered with NLMF (B).
Figure 3.5: Image processing pipeline step 2: Binarization (A), step 3: Island Removal
through interactive morphological reconstruction (B), and Step 4: Purify (C).
3.3 Image Processing
Images were filtered using a Non-Local Means Filter to remove noise (kernel = 5, window
ratio = 5)(Figure 3.4) and binarized using a Phansakar auto-local threshold algorithm [64]
(radius = 50, ImageJ, NIH)(Figure 3.5A). The MorphoLibJ plugin was used to perform
3D morphological reconstruction to isolate the largest bone section [65] (Figure 3.5B) then
Purify from the BoneJ plugin was used to eliminate or reconnect pores affected by the image
reconstruction process [66].
In thinner samples, some trabecular structures remained intact. These structures compli-
cate both the mechanical and structural analysis. Lingering trabecular bone was removed
from the images manually (Amira 6.4.0)(Figure 3.6).
Next, the images were inverted and the primary orientation of the canal structure was
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Figure 3.6: Image processing pipeline step 5: Trabecular removal in superior section
(Amira).
Figure 3.7: Image processing pipeline step 6: Alignment to fabric tensor, A− > B (BoneJ)
and Cropping to get flat surface in plane, B− > C (Amira).
calculated and used to align all image stacks (BoneJ)(Figure 3.7B). The stack was then
reconstructed again (Amira 6.4.0) and cropped to provide flat surfaces on the negative and
positive z-face (Figure 3.7C).
3.4 Structural Analysis
The central slice of each bone specimen was selected for structural analyses in two and three
dimensions. The two dimensional measures were pore area, perimeter, maximum inscribed
circle diameter, circularity, shape factor, and degree of clustering. The three dimensional
measures were intersecting point thickness, curve length, tortuosity, mean radius, volume,
17
orientation theta, and orientation phi. A pore indexing system was determined in the first
measure of the two-dimensional analysis to ensure all data was properly aligned.
3.4.1 Two-Dimensional Measures
Pore area was defined as the number of pixels making up each pore and the perimeter as the
number of pixels along the edge of the pore boundary, converted to mm using the resolution
of the image (MATLAB function regionProps)(Figure 3.8A). The circularity was calculated
as the area of the largest inscribed circle within a pore (Figure 3.8B) divided by the area
of the pore [20]. Another circularity measure, referred to as shape factor, was calculated
using the pore area and perimeter, 4piA
P 2
. Clustering was defined as the number of pores
intersecting a square centered around the pore centroid. The side length of the square was
based on average porosity in the image of interest (Figure 3.8C).
3.4.2 Three-Dimensional Measures
Three-dimensional analyses were performed using the aligned, inverted images. A skeleton
of the canal network was created for the entire volume and the 3D measures were calculated
(Amira 6.4.0). The skeleton is composed of segments, defined as a list of points between two
nodes (Figure 3.9).
For each point, there is a local thickness defined as the closest distance to the label
boundary used to generate the skeleton. The mean radius is defined as the average of this
parameter along a segment (Figure 3.8D). The chord length of a segment is the euclidean
distance between the nodes while the curve length is the sum of the distance between points
defining the segment. Tortuosity is the curved length divided by the chord length (Figure
3.8E). The volume is defined as the sum of partial volumes for all points of a segment
assuming truncated cones between paired points. Lastly, the orientation angles φ and θ are
the polar and azimuthal angle for the segments orientation respectively (Figure 3.8F).
3.4.3 Data Alignment
Each segment within the skeleton that passed through the 2D pore centroid was identified
(Figure 3.10). The measures derived from these segments were then sorted based on the
pore indexing determined in the two-dimensional analysis.
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Figure 3.8: Two- (A-C) and three-dimentional (D-F) geometric measures used in this
study. A) Pore area and numbering B) maximum inscribed circle C) clustering D) segment
diameter E) segment length F) polar and azimuthal angle.
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(a) Posterior #4 (b) Anterior #4
(c) Inferior #1 (d) Superior #1
Figure 3.9: Visualization of cortical porous structure in each bone specimen, color range is
based on the local point thickness of the segment ranging from dark blue at the smallest
thickness to red at the largest. Labeled as Quadrant #Section as defined in Appendix A.1.
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Figure 3.10: Visualization of the identification and alignment of segments from the Amira
skeleton intersecting the image of interest.
3.5 Mechanical Analysis
Micro-FE models were created to calculate the strain energy density of the bone segment
under physiological loading.
3.5.1 Mesh Generation and Material Properties
The processed images were smoothed using a 3D Gaussian filter (σ = 1 voxel) and regions of
connected bone smaller than 500 voxels were removed. Quadratic tetrahedral finite element
meshes were then generated (ScanIP, Simpleware).
Each bone segment was modeled with homogeneous material properties derived using
the hydroxyapatite phantoms. The average Hounsfield Unit (HU) per bone specimen was
calculated and then converted to hydroxyapatite mineral density (Equation 3.1).
(ρHA) in g/cm
3 : ρHA = 0.0000446 ∗ HU− 0.77675 (3.1)
The mineral density was then converted to a Young’s modulus per specimen using the method
described in Wagner et al. 2010 [67]:
log10(Et) = −8.58 + 4.05 ∗ log10(400 ∗ ρHA/(ρHA + ρ0 ∗R0)) (3.2)
where R0 = 33.8% [68] is the percent organic constituent volume and ρ0 = 1.1 [g/cm
3]
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Figure 3.11: Phantoms calibration curve
[69] is the organic constituent density. The final calibration curve is shown in Figure 3.11.
3.5.2 Micro Finite Element Models (µFE)
Displacement boundary conditions were applied to each face of the model. In each direction,
a displacement was applied on the ”positive” face (that on which the outward normal aligns
with the coordinate axis) while the ”negative” face was fixed in the direction of the applied
displacement (Figure 3.12).
The magnitude of the displacement was derived from the results of a whole femur simulated
walking model from Kersh et al. 2018 [70] (Figure C.3). Assuming linear elastic behavior:
δ = εi ∗ Li (3.3)
where median strain, εi, and average size of the specimen, Li, was calculated for each
direction i = x, y, z (Table 3.1).
A local coordinate system was defined for the walking model (Figure C.2) so that the
directional strain results could be used to calculate a displacement along each axis of the
bone specimens of this study.
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Figure 3.12: Displacement boundary conditions applied to the model. A displacement
(based on physiologic loading) was applied to the positive face along each axis. The
negative face was then fixed in the direction of the axis.
Table 3.1: Strain values [70] used to derive displacements for finite element models
Posterior #4 Anterior #4 Inferior #1 Superior #1
εx -0.00117 -0.000364 -0.00108 -0.000411
εy -0.000275 -0.000424 -0.000256 -0.000099
εz 0.000616 0.000276 0.000553 0.000201
3.6 Strain Analysis
Linear implicit analyses (Abaqus) were used to estimate the total elastic strain energy den-
sity, u, in each element:
u =
∫ ε1
0
σxdεx [J/m
3] (3.4)
Effective strain was derived from the strain energy density using the Young’s modulus,
E, of each specimen (Equation 3.5). The elements and their respective strains surrounding
each pore were identified. These values were used to calculate the median strain and the
strain at 95% of the sorted data, subsequently referred to as 95% peak effective strain.
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ε =
√
2 ∗ u
E
(3.5)
3.7 Statistical Analysis
The median and 95% peak effective strain in each pore was compared with the two and three
dimensional geometric measures. Because regression results are biased by outliers, pores with
an area greater than 3 standard deviations from the mean were excluded from the analysis.
Linear regression of effective strain on the various geometric measures was performed. Linear
regression results for the raw data including outliers is provided in Appendix D.7.
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CHAPTER 4
RESULTS
4.1 Two-Dimensional Measures
The inferior region had the largest bone area followed by the anterior, posterior, and superior
regions (Table 4.1). The anterior region had the most pores (81 pores/sample) followed
by the inferior (75 pores/sample), posterior (49 pores/sample), and superior region (22
pores/sample). This distribution of bone area and pore number resulted in a similar void
area fraction between the quadrants of approximately 0.09 for the inferior and superior
quadrants and approximately 0.07 for the anterior and inferior quadrants.
Table 4.1: Pore statistics at slice of interest
Skeleton Statistic Posterior #4 Anterior #4 Inferior #1 Superior #1
Slice Level 375 425 399 437
Number of Pores 49 81 75 22
Bone Area [mm2] 2.70 6.18 6.68 1.52
Pore Area [mm2] 0.30 0.45 0.48 0.16
Porosity [pores/mm2] 16.34 12.22 10.47 13.11
Void Area Fraction (PA/TA) 0.099 0.067 0.068 0.097
4.2 Three-Dimensional Measures
The inferior region was the thickest cortical bone section, however, the anterior region had
the most segments (4962 segments/skeleton)(Table 4.2). The porous network of the inferior
region still had the largest total volume (5.75 mm3). The superior region had the smallest
volume but had more segments (3663) and nodes (2914) than the posterior region (2037
segments and 1707 nodes). A visual inspection of the skeletons (Figure 3.9) indicates the
superior region has a smaller, more disconnected skeleton. However, for all quadrants about
33% of nodes are terminal and 67% are branching nodes. A more disconnected skeleton
would have more terminal nodes than branching nodes. The measures presented are for an
isolated ”graph” (A graph is a connected network of segments) in the anterior, posterior,
and inferior regions while the superior region contains multiple graphs. Therefore, despite
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having a similar ratio of terminal to branching nodes, the superior region is still a more
disconnected porous structure.
Table 4.2: Skeleton visualization and statistics overview for all four quadrants.*
Skeleton Statistic Posterior #4 Anterior #4 Inferior #1 Superior #1
Number of Segments Per Sample 2037 4962 4322 3663
Mean Length [mm] 0.15 0.14 0.13 0.097
Mean Radius [mm] 0.025 0.022 0.034 0.019
Total Volume [mm3] 0.75 1.79 5.75 0.98
Total Length [mm] 316.68 638.85 557.56 354.39
Number of Nodes Per Sample 1707 3996 3531 2914
Terminal Nodes Per Sample 568 1277 1150 963
Branching Nodes Per Sample 1139 2719 2381 1951
*Note: Skeletons were semi-automatically generated and may include errors
4.3 Effective Strain
4.3.1 Quadrant Variations
The 95% peak effective strain around pores in the central slice is smallest in the superior
quadrant with a median value of 530.21 and highest in the posterior quadrant with a median
value of 1618.89. In the middle are the anterior and inferior quadrants with median values
of 815.56 and 1578.71 respectively. The size of the lower and upper quartiles and whiskers
is relative to the number of pores in each quadrant (Figure 4.1).
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Table 4.3: Association of 95% peak effective strain with geometric measures. Data in the
cells are R2 values, the proportion of explained variance of strain for each measure.
2D Measures
Quadrant Area Perimeter Max.Circle.Diameter Circularity Shape.Factor Clustering
Posterior #4 0.35 *** 0.39 *** 0.33 *** 0.07 . 0.09 * 0.13 *
Anterior #4 0.17 *** 0.15 *** 0.27 *** 0.00 0.03 0.06 *
Inferior #1 0.26 *** 0.28 *** 0.22 *** 0.05 . 0.16 *** 0.01
Superior #1 0.44 ** 0.46 ** 0.38 ** 0.09 0.22 . 0.14
3D Measures
Quadrant Int.Pt.Th. Curve.Length Tortuosity Mean.Radius Volume Theta Phi
Posterior #4 0.29 *** 0.01 0.001 0.001 0.005 0.01 0.00
Anterior #4 0.20 *** 0.05 * 0.02 0.02 0.0004 0.0004 0.0001
Inferior #1 0.25 *** 0.00 0.01 0.01 0.02 0.004 0.00
Superior #1 0.00 0.01 0.17 . 0.02 0.006 0.01 0.04
Significance Codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
Figure 4.1: Mean strain per pore in the central slice stratified by quadrants. The numbers
in the legend refer to the section number.
4.3.2 Linear Regression
Two-Dimensional Measures
The strength of association between the various geometric measures and effective strain is
shown in Table 4.3. The proportion of explained variance of the effective strain accounted for
by the geometric measures is expressed as R2 values. The proportion of variance explained
by the area, perimeter, and maximum inscribed circle diameter are statistically significant
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in all four regions, however, these were relatively weak relationships. The associations for
the superior region were the greatest, followed by the posterior, inferior, and anterior region.
This order corresponds to the number of data points available in each region, the number of
pores in the central slice increased from 22, 49, 75, and 81 in the superior, posterior, inferior,
and anterior regions.
In all regions, the slope was positive for the area, perimeter, and maximum inscribed circle
diameter. The relationship for perimeter was slightly better than area and diameter for the
posterior, inferior and superior regions. The associations are similar between these area,
perimeter, and maximum inscribed circle diameter because they are co-linear (r > 0.8) in
all four regions (D.3,D.4,D.5,D.6).
The shape factor was statistically significant in the inferior region (slope = −771.75,
p = 0.0007) and significant in the posterior region (slope = −363.98, p = 0.036). This
shape factor had a negative relationship, the effective strain decreased as the shape factor
increased.
The proportion of variance explained by the clustering was statistically significant in
the posterior (slope = −73.8, p = 0.016) and anterior (slope = 88.07, p = 0.04) regions.
These associations were the opposite of one another, in the posterior region effective strain
decreased with clustering and in the anterior region it increased.
Three-Dimensional Measures
The regression of intersecting point thickness on effective strain was statistically significant
in all regions except the superior region. This measure is derived using the three-dimensional
pore network, but is localized to the point on the segment intersecting the 2D plane of the
central slice. It is co-linear (r > 0.8) with the two-dimensional measure of maximum circle
diameter in the posterior, anterior, and inferior regions. The
Curve.length was statistically significant in the anterior region (slope = −365.3, p =
0.039). No other three-dimensional measures resulted in statistically significant relationships.
Multiple Linear Regression
A correlation matrix was generated for all metrics (Tables D.3,D.4,D.5,D.6) and multiple
linear regression was performed with the best predictors according to significance, high R2
values, and lack of co-linearity, as determined by the correlation matrix. The adjusted R2
value of these analyses was lower than the single variable multiple R2 value and therefore
did not successfully improve the prediction.
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Figure 4.2: 95% peak effective strain plotted against area and the new circularity measure
with outliers removed for all quadrants. The linear fit is displayed as the blue line and the
gray region is the 95% confidence interval.
4.3.3 Prediction Visualization
The confidence interval represents the band in which 95% of the data are expected to fall.
The plots of effective strain and area show a weak positive linear fit (Figure 4.2). Most of
the data lies outside of the 95% confidence interval in all quadrants except the superior,
which has fewer data points. The confidence interval is wider at the end of the data in all
quadrants. This increase is largest in the superior quadrant where there is one large pore
that was not considered an outlier. For the shape factor, most of the data lies outside of the
95% confidence interval. The effective strain decreased with the increased shape factor, as
the pores becames more circular. The confidence interval of the superior region is large and
contains most of the data.
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CHAPTER 5
DISCUSSION
5.1 Overview
A procedure was developed to understand the relationship between the morphology of cor-
tical porous microstructure to its mechanical response to stress. This methodology spans
from high resolution imaging to solid modeling and the meshing of a complex structure.
Four representative sections from the femoral neck were used in this analysis. This study
improves upon past work and is the first to connect the localized mechanical response around
cortical bone pores to their three-dimensional structure.
Overall, the three-dimensional measures were a weak predictor of effective strain in the
two-dimensional plane. Therefore, the hypothesis that 3D measures would predict effective
strain better than 2D measures was not shown. There was no statistically significant rela-
tionship found between effective strain and canal length, diameter, or angle. The variation
of strain throughout the femoral quadrants was distributed as expected.
5.2 Micro-CT Density Calculations
The estimated modulus of elasticity (Figure A.1) fell within the expected range of values
based on experiments on the strength of cortical bone in a human femur [71, 72, 73, 60, 74,
75]. To ensure the accuracy of the density to pixel intensity calibration curve, all micro-
CT scans were collected under identical settings. The distance between the source and the
detector was kept constant, however, the location of the specimen between the two elements
shifted slightly between scans. This resulted in a different resolution in each scan and may
have affected the density and there for modulus estimation.
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5.3 Morphometric Measures
5.3.1 Two-Dimensional Methods
Previous work connecting strength to pore structure usually simplify the geometry, with
methods like modeling pores as elliptical tubes [21]. This study improved on existing methods
by modeling the exact geometry in both two and threedimensional analysis.
In two-dimensions, two new measures were introduced in this study: shape factor and
clustering. The shape factor is based on the area to perimeter ratio. A perfect circle will
have a value of 1, a square around 0.78, and a long thin object would approach 0. In the
direction and level the slices were analyzed, most pores in this study were circular. This
new measure is strongly co-linear to the previously developed circularity measure [20]. The
shape factor should be explored further to understand why it is a slightly better predictor
of effective strain than circularity.
The new clustering metric was predictive of strain in two quadrants. It only identified
the number of pores intersecting a porosity-based region of interest around a pore. An
improvement on this metric might include the void area within the region of interest to
better predict whether the clustered pores will induce stress concentrations.
5.3.2 Three-Dimensional Methods
The three-dimensional metrics used in this study have never been related to the local me-
chanical response of cortical pores. These metrics were limited to the parameters available in
Amira. Additional three-dimensional measures used for cortical bone in other studies were
not implemented.
The diameter derived from the mean radius for all quadrants is similar to the canal
diameter found in Cooper et al. (68 ±30 microns) [76] and much smaller than that of
Perilli et al. (209 ± 54 Anterior, 191 ± 50 Medial, and 192 ± 63 Lateral).
The canal number of Cooper et. al. is referred to as porosity in this study. The Cooper
metric is an order of magnitude off at 0.64±0.18 [15] compared to 16.34 pores/mm2 in the
posterior #3 region. Perilli defines canal number as 1/(spacing + diam) and is therefore not
an analogous measure to the porosity used in this study [26].
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5.4 Physiological Loading
The previous study applied a uni-axial load to each specimen [20]. The current study
introduced loading based on inverse kinematic and muscle electromyography data [70]. The
loading applied in this study is therefore physiological.
5.5 Quadrant Variations
The superior quadrant is the thinnest because it experiences the lowest strain. Similarly,
the thickness increases in the anterior and posterior quadrants leading to the inferior being
the thickest as it experiences the greatest regular physiological loading. These quadrant
variations are similar to the existing literature, however, this specimen is from an elderly
woman and therefore might not be an ideal structure.
The strain response in all four quadrants is far below the fracture limit of bone (7000
microstrain) [32, 33]. This result was expected as the physiological loading applied was
based on a standard walking gait. The study from which physiological loads were derived
includes atypical loading scenarios that could be used in future studies [70].
The lower prediction relation for the superior region for the two-dimensional measures
could be due to the lower complexity of the specimen geometry. The three-dimensional
measures in this region were less predictive than other regions because the pore network was
sparse and disconnected as shown in Table B.1.
5.6 Linear Regression
Bakalova et al. [20] dichotomized strain to high and low and then assessed pore measurement
parameters - this statistical approach is limited in that it is susceptible to the influence of
outliers. For the current study, linear regression was performed using the 95% peak effective
strain with outliers removed based on area that was 3 standard deviations from the mean.
Median effective strain was also considered but resulted in a weak relationship (R2 << 0.8)
with the perimeter and no relationship for all other measures.
This is expected as the geometric differences between each pore is likely to cause areas of
especially high or low strain. The median strain for all pores is similar. This is shown in the
strain energy density visualizations in Table C.2. The distribution of the SED around a pore
is not uniform. The peak of 95% peak effective strain is therefore a better representation of
the state of strain around a pore.
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The three-dimensional framework developed in this study can be expanded further to
create a better model of microstructure and strength. With such a complex geometry, it is
unlikely that a single geometric measure in any dimension would be sufficient to estimate
the effective strain in the canal. Multiple linear regression was attempted to improve the
prediction.
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CHAPTER 6
CONCLUSIONS
6.1 Sample Preparation
A total of 14 specimens were prepared and scanned, but only four representative sections were
used in the analysis. Therefore the results of this study may be insufficient for the analysis
of variations between quadrants. However, each sample contained a significant number of
pores in the slice of interest, providing enough data points for the main hypothesis.
Unlike trabecular bone, a high resolution (< 10 microns) is required for satisfactory quan-
tification of cortical pores [22]. The methods developed in this study are limited in that
they can only be performed with ex-vivo samples. It is well established that porosity in-
creases with age and including samples of healthy bone may provide more insight into the
exact function of the three-dimensional structure. This could be done by not only compar-
ing the microstructure across ages, but the mechanical response and how it relates to the
microstructural changes.
The image processing techniques used in this study were developed to create the best con-
nected pore network for analysis. The purify command from BoneJ was originally designed
for trabecular bone. It repairs the pores disconnected by imaging flaws and thresholding
errors the same way it re-connects trabecular rods and plates. The canal networks were ori-
ented along the fabric tensor, placing the Haversian canals along the primary loading axis.
These canals may not be oriented along the femoral neck in this way, however, this assump-
tion is physiologically accurate because these canals are typically oriented to reduce stress
concentrations [77]. Future studies should collect HRpQCT images of the whole proximal
femur before dissecting the femoral neck.
6.2 Micro-CT Scanning
The samples were kept frozen while covered in phosphate-buffered saline soaked gauze. The
samples were thawed and the gauze was removed during the CT scanning process, however,
the sample dried over the course of the scan creating a shift in the reconstruction. Fixing the
samples would resolve this issue and make transportation and handling easier. Fixed samples
could also be sectioned with more advanced tools (i.e. a fast moving diamond blade saw or a
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ceramics saw) to help isolate the cortical bone better prior to scanning. The hack saw used
for sectioning left rough edges, and the violence of the cut may have induced microcracks.
The potential issues related to hydroxyapatite density could be resolved by taking more
care with specimen location within the scanner. A filter could also be applied to remove low
energy x-rays, preventing beam hardening artifacts. Scans also did not include the entirety
of the sample (i.e. the edges were outside scanning radius) and the 4 mm phantoms barely
fit within the scan.. For the beam hardening correction to be accurate, the sample should
be fully contained within the image.
6.3 Measures
This study was limited to the three-dimensional measure calculated in Amira. There are
many measures developed for trabecular bone and applied to cortical bone that could be
explored in future studies [22]. Specifically, the connections of the canal network could be
examined more closely as branches are likely to relate to stress transfer and potentially stress
concentrations [30].
6.4 Finite Element Model
The physiological strain used was the median value over a ”pie” section which includes
cortical and trabecular bone. The affect of trabecular bone is critical and cannot be ignored
[63], future studies might limit the selected elements to the cortical shell.
The 95% peak effective strain was calculated around each pore in two-dimensions. This
measure fails to capture the distribution of strain throughout the three-dimensional canal.
Table C.2 shows the visualization of the SED in the z-plane, the one used for analysis in
this study. It also shows the y-plane which the variation along the length of the canal.
Future studies might consider using the 95% peak effective strain along an entire segment
to improve the relationship between three-dimensional measures and strain.
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APPENDIX A
IMAGE PROCESSING DETAILS
Figure A.1: Definition of sections within quadrants. Images linked to sections are a
representative CT scan and with an estimated Young’s modulus placed on top [GPa].
43
Figure A.2: Central slice of all four quadrants after initial binarization (steps 1-4).
Figure A.3: Central slice of all four quadrants after trabecular bone was removed (step 5).
44
Figure A.4: Image of all 14 specimens potted in custom fixture (Loctite).
45
Figure A.5: Visualization of solid models generated for representative sections (highlighted
in red) oriented as they would be in the femoral neck.
46
APPENDIX B
QUADRANT SKELETONIZATION
Table B.1: Visualizations of the pore network in representative sections.
Specimen Pore Network Top View
Posterior #4
Anterior #4
Inferior #1
Superior #1
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APPENDIX C
FINITE ELEMENT ANALYSIS
C.1 Mesh Generation
Figure C.1: Visualization of the mesh generated for each representative section from all
four quadrants.
Table C.1: Mesh information for all representative sections (Simpleware ScanIP).
Specimen
Realigned
Height
Quadratic
Tetrahedral
Elements
Nodes
Mesh Gen-
eration
Time
Posterior #4 750 slices 4,272,823 6,454,308 43 min
Anterior #4 850 slices 7,749,727 11,393,216 1 hr 28 min
Inferior #1 800 slices 9,080,627 13,512,817 1 hr 31 min
Superior #1 875 slices 3,185,405 4,930,223 34 min
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C.2 Physiological Loading
Figure C.2: Local coordinate system generated for exporting strains from walking finite
element model. X-axis was aligned from the subtrochantor to the proximal head, the
Z-axis along the anterior-posterior axis, and the Y-axis along the superior-inferior axis.
Figure C.3: Strain over time in each quadrant of the mid-femoral neck from the walking
finite element model.
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C.3 FEA Results
Table C.2: Strain energy density visualization for all four quadrants. All models were run
using an iterative solver on the compute server at the Beckman Visualization Laboratory
with parallelization enabled (∼ 10-14 processors and 4 GPUGPU acceleration).
Specimen Run Time Z-Cut Y-Cut
Posterior
#4
40 min
Anterior
#4
1 hr 12 min
Inferior #1 1 hr 45 min
Superior
#1
28 min
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APPENDIX D
FULL LINEAR REGRESSION RESULTS
D.1 Complete Linear Regression Results
Table D.1: Detailed linear regression results for two-dimensional measures in all 4
quadrants
Area Perimeter Max.Circle.Diameter Circularity New.Circularity Clustering
Posterior #4
slope 40785.31 1338.44 6176.85 -327.21 -363.98 -73.80
p.value 0.00002 0.000004 0.00003 0.084 0.036 0.016
r.squared 0.35 0.39 0.33 0.07 0.09 0.13
Anterior #4
slope 50398.19 1072.58 8463.23 14.77 -242.00 88.07
p.value 0.0002 0.0007 0.000003 0.95 0.18 0.04
r.squared 0.17 0.15 0.27 0.00006 0.03 0.06
Interior #1
slope 68213.49 1918.19 8768.98 -532.20 -771.75 34.06
p.value 0.000007 0.000002 0.00004 0.07 0.0007 0.44
r.squared 0.26 0.28 0.22 0.05 0.16 0.01
Superior #1
slope 21627.53 535.97 3434.85 -171.57 -214.07 51.18
p.value 0.002 0.0018 0.0067 0.22 0.05 0.12
r.squared 0.44 0.46 0.38 0.09 0.22 0.14
Table D.2: Detailed linear regression results for three-dimensional measures in all 4
quadrants
Int.Pt.Th Curve.Length Tortuosity Mean.Radius Volume Theta Phi
Posterior #4
slope 11606.82 102.41 31.86 -619.42 -35841.85 1.05 -0.014
p.value 0.0001 0.46 0.82710172 0.79 0.62 0.39 0.97
r.squared 0.29 0.01 0.001 0.002 0.01 0.02 0.00004
Anterior #4
slope 13819.23 -365.30 -447.43 1856.00 -8615.04 0.23 0.04
p.value 0.00007 0.039 0.20 0.23 0.86 0.86 0.91
r.squared 0.20 0.06 0.02 0.02 0.0004 0.0004 0.0002
Interior #1
slope 19532.22 -19.05 -181.54 -941.69 -11402.99 -0.82 0.02
p.value 0.00001 0.95 0.32 0.33 0.21 0.58 0.95
r.squared 0.25 0.00006 0.015 0.014 0.02 0.005 0.00005
Superior #1
slope -4.42 -58.71 163.32 -760.27 -4363.92 -0.48 -0.21
p.value 0.99 0.75 0.099 0.53 0.75 0.64 0.41
r.squared 0.00000029 0.006 0.17 0.03 0.01 0.01 0.04
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D.2 Correlation Matrix
Table D.3: Correlation matrix of 95% effective microstrain (EMS) and all geometric
measures for the Posterior #4 section.
95% EMS Area Per Max.Dia Circ Shp.Fact Cluster Int.Pt.Th Curve.L Tort Mn.Rad Vol Theta Phi
95% EMS 1.00 0.59 0.63 0.58 -0.26 -0.31 -0.36 0.54 0.11 -0.04 -0.08 0.13 -0.01
Area 1.00 *0.93 *0.92 -0.24 -0.38 -0.49 *0.91 0.17 -0.05 -0.07 -0.02 -0.21
Per 1.00 *0.82 -0.46 -0.64 -0.53 0.80 0.16 -0.03 -0.06 0.02 -0.27
Max.Dia 1.00 0.06 -0.16 -0.49 *0.99 0.15 -0.09 -0.03 0.07 -0.09
Circ 1.00 *0.89 0.05 0.05 -0.00 -0.06 0.10 0.01 0.26
Shp.Fact 1.00 0.24 -0.14 -0.07 -0.03 0.05 -0.05 0.31
Cluster 1.00 -0.44 0.02 0.13 0.26 -0.25 0.10
Int.Pt.Th 1.00 0.14 -0.07 -0.01 0.05 -0.06
Curve.L 1.00 -0.19 0.36 -0.50 0.09
Tort 1.00
Mn.Rad 1.00 0.55 -0.09 -0.26
Vol 1.00 -0.32 -0.21
Theta 1.00 0.04
Phi 1.00
Table D.4: Correlation matrix of 95% effective microstrain (EMS) and all geometric
measures for the Anterior #4 section.
95% EMS Area Per Max.Dia Circ Shp.Fact Cluster Int.Pt.Th Curve.L Tort Mn.Rad Vol Theta Phi
95% EMS 1.00 0.42 0.39 0.52 0.01 -0.16 0.24 0.45 -0.24 0.14 -0.02 0.02 0.01
Area 1.00 *0.95 *0.91 -0.26 -0.59 -0.07 *0.81 -0.13 0.01 -0.10 0.13 0.01
Per 1.00 0.79 -0.44 -0.77 -0.11 0.69 -0.15 -0.01 -0.12 0.20 0.01
Max.Dia 1.00 0.08 -0.34 0.06 *0.92 -0.13 0.03 -0.07 0.07 0.03
Circ 1.00 0.69 0.25 0.11 0.11 0.17 0.19 -0.22 -0.13
Shp.Fact 1.00 0.10 -0.27 0.17 -0.03 0.08 -0.28 -0.04
Cluster 1.00 0.09 -0.28 0.17 0.06 -0.09 -0.03
Int.Pt.Th 1.00 -0.13 0.23 0.15 0.05 -0.02
Curve.L 1.00 -0.12 0.27 -0.24 0.12
Tort 1.00
Mn.Rad 1.00 0.78 -0.21 -0.09
Vol 1.00 -0.35 -0.15
Theta 1.00 -0.10
Phi 1.00
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Table D.5: Correlation matrix of 95% effective microstrain (EMS) and all geometric
measures for the Inferior #1 section.
95% EMS Area Per Max.Dia Circ Shp.Fact Cluster Int.Pt.Th Curve.L Tort Mn.Rad Vol Theta Phi
95% EMS 1.00 0.51 0.53 0.47 -0.22 -0.40 0.09 0.50 -0.01 -0.12 -0.15 -0.07 0.01
Area 1.00 *0.95 *0.91 -0.24 -0.54 -0.23 *0.88 -0.11 -0.00 -0.08 0.08 0.01
Per 1.00 *0.83 -0.40 -0.72 -0.23 0.78 -0.14 0.10 -0.05 0.09 0.00
Max.Dia 1.00 0.08 -0.36 -0.17 *0.95 -0.15 -0.05 -0.15 0.17 0.00
Circ 1.00 0.76 0.07 0.01 -0.10 -0.28 -0.25 0.10 0.02
Shp.Fact 1.00 0.13 -0.35 -0.03 -0.31 -0.24 -0.05 0.03
Cluster 1.00 -0.14 0.08 0.14 0.23 0.04 -0.03
Int.Pt.Th 1.00 -0.14 -0.04 -0.13 0.16 -0.07
Curve.L 1.00 -0.09 0.43 -0.36 0.01
Tort 1.00
Mn.Rad 1.00 0.50 0.07 0.22
Vol 1.00 0.01 0.13
Theta 1.00 0.11
Phi 1.00
Table D.6: Correlation matrix of 95% effective microstrain (EMS) and all geometric
measures for the Superior #1 section.
95% EMS Area Per Max.Dia Circ Shp.Fact Cluster Int.Pt.Th Curve.L Tort Mn.Rad Vol Theta Phi
95% EMS 1.00 0.67 0.68 0.61 -0.30 -0.47 0.38 -0.00 -0.08 -0.16 -0.08 -0.12 -0.21
Area 1.00 *0.99 *0.83 -0.31 -0.65 -0.06 0.27 0.16 -0.04 -0.12 -0.14 0.04
Per 1.00 *0.81 -0.42 -0.75 -0.04 0.21 0.12 -0.06 -0.15 -0.12 0.02
Max.Dia 1.00 0.09 -0.42 -0.10 0.50 -0.06 -0.08 -0.25 -0.03 0.01
Circ 1.00 0.78 -0.07 0.24 0.02 -0.09 -0.14 -0.08 0.11
Shp.Fact 1.00 0.05 0.00 0.11 0.09 0.16 -0.02 0.03
Cluster 1.00 -0.13 0.31 0.17 0.29 -0.14 -0.21
Int.Pt.Th 1.00 0.08 0.61 0.45 0.26 0.16
Curve.L 1.00 0.26 0.36 -0.41 0.19
Tort 1.00
Mn.Rad 1.00 0.86 0.04 0.09
Vol 1.00 0.07 0.15
Theta 1.00 -0.11
Phi 1.00
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Table D.7: Multiple R2 values of 95% peak effective strain compared to geometric
measures - no outliers removed
2D Measures
Quadrant Area Perimeter Max.Circle.Diameter Circularity Shape Factor Clustering
Posterior #4 0.19 ** 0.26 *** 0.32 *** 0.14 ** 0.18 ** 0.18 **
Anterior #4 0.03 0.07 * 0.19 *** 0.007 0.05 * 0.04 .
Inferior #1 0.17 *** 0.28 *** 0.32 *** 0.07 * 0.22 *** 1.8e-07
Superior #1 0.21 * 0.44 *** 0.32 ** 0.20 * 0.45 *** 0.06
3D Measures
Quadrant Int.Pt.Th Curve.Length Tortuosity Mean.Radius Volume Theta Phi
Posterior #4 0.28 *** 0.01 1.7e-05 9.5e-05 0.002 0.006 0.0001
Anterior #4 0.17 *** 0.03 . 0.02 0.009 0.002 7.3e-05 0.001
Inferior #1 0.34 *** 0.0006 0.008 0.009 0.02 0.001 0.006
Superior #1 0.001 0.0002 0.02 0.01 0.01 0.10 0.002
Significance Codes: 0 ’***’ 0.001 ’**’ 0.01 ’*’ 0.05 ’.’ 0.1 ’ ’ 1
D.3 Raw Data
Table D.7 presents the multiple R2 values from the linear regression of 95% peak effective
strain with each geometric measure listed for the raw, un-manipulated data. Significance
codes are based on the p-value of the regression. Area, perimeter, max circle diameter,
and shape factor were statistically significant in most specimens. For three-dimensional
measures, only the intersecting point thickness was statistically significant.
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