Abstract-We consider coded transmission over a memoryless channel with some fixed capacity C and derive properties of channel coding schemes leading to the lowest bit error rate and frame error rate, respectively. The resulting overall optimum channels (including encoder, underlying channel, and decoder) behave like a binary symmetric channel and a fully bursty channel (block binary erasure channel), respectively.
I. INTRODUCTION
Coded data transmission over a memoryless channel with given capacity C for the case that the rate of the channel exceeds the channel capacity is considered. This is a typical situation for a component code in a concatenated coding scheme. The lowest possible average bit error rate (BER) can be obtained by an optimum channel coding scheme that realizes a binary symmetric channel (BSC) from encoder input to the (quantized) decoder output [1] . We extend the work presented in [1] by answering the question for a channel coding scheme that attains the lowest possible average frame error rate (FER) when again the capacity of the underlying channel is given. It will be shown that the resulting overall channel is a fully bursty channel or a block binary erasure channel (block-BEC). This channel either transmits a frame in such a way that the receiver gains no information about the source frame or transmits it completely correctly. One possible application of these findings is a lower bound on the rate when a channel capacity and a tolerated frame error rate are specified. The paper is organized as follows. Section II provides necessary definitions and describes the transmission system. In Section III and Section IV, the ideal channel coding schemes w.r.t. BER and FER are derived. Section VI concludes the paper.
II. TRANSMISSION SETUP AND MOTIVATION
We assume transmission of vectors x of n channel symbols representing k bits of information expressed by binary vectors u of length k. We tacitly assume that each channel symbol is properly mapped (e.g. to antipodal data) before being transmitted over a given memoryless channel with capacity C, cf. Figure 1 . Note that we do not assume any special properties of the channel except for being memoryless and meeting the capacity C. For reliable transmission we use a channel coding scheme of rate R = k n . In the following, we denote the j-th element of the set of possible source words by u (j) , j = 1, . . . , 2 k and u[ℓ], ℓ = 1, . . . , k denotes the ℓ-th entry in the vector u, i.e. the ℓ-th source symbol in a source word. An encoder is used to transform n binary source vectors u of length k into vectors x of channel symbols, and a corresponding channel decoder uses the received vector y to generate soft-output estimates of u, denoted by v. Binary quantization of v yieldsû. It is our intention to design the applied channel coding scheme in such a way that BER and FER, respectively, measured over the end-to-end (e-t-e) channel, are minimized. Here, the e-t-e channel corresponds to the channel transmitting u to v orû, respectively, cf. 
III. OBTAINING THE LOWEST POSSIBLE BER FOR A MEMORYLESS CHANNEL WITH GIVEN CAPACITY
If hard-output decoding is performed after channel decoding, the applied coding scheme is usually described by its average BER versus channel capacity C or equivalent measures like the signal-to-noise ratio (SNR). The average BER is given by
with
Let us now assume that an ideal coding scheme is used, and analyze the properties of coded transmission. As long as
, and I(α, β) denotes the mutual information between the random variables α and β. For R ≥ C the rate-distortion theory allows to obtain insights on the properties by providing upper and lower bounds onĪ(u; v). The latter case is assumed in the following investigations.
The data processing theorem [2] states that all information processing units can at most keep the amount of information provided in the input signal, and thus,
As memory increases mutual information [3] , the sum of symbol-wise mutual information between u[ℓ] and the corresponding soft-output value v[ℓ], ℓ = 1, . . . , k can not exceed the vector-wise one,
We yield an upper bound on the average symbol-wise mutual information,
with C/R ≤ 1 as R ≥ C was assumed.
Hard decision of received symbols leads in general to a loss of information. Hence, the symbol-wise mutual information is further decreased,Ī
Combining (4), (3) and (2) yields
Next, we apply Fano's inequality [4] for binary symbols which reads e 2 (BER ℓ ) ≥ H(u[ℓ]|û[ℓ]) for the k information symbols and concludē
) is used and e M (·)
denotes the M -ary entropy function
Thereby, Jensen's inequality E{f (x)} ≤ f (E{x}) for convex-∩ functions f (x) was used. We see that the average entropy of u having observedû is smaller or equal to the binary entropy function of the average bit error rate. The average mutual information between u andû is given bȳ
As for any integer M , e M (x) is a strictly monotonic function in the interval 0,
, the bit error rate of any coding scheme providing an e-t-e average mutual informationĪ(u;û) is lower bounded by
Combining Equation (7) and Equation (5) leads to the coherence
where the right hand side corresponds to the capacity of a BSC. Additionally, the channel coding theorem [5] together with rate-distortion-theory [6] postulates, that if an e-t-e average bit error rate BER T < 0.5 is tolerated, a code with rate R and appropriate decoding rule exists and achieves an average bit error rate BER ≤ BER T as long as R ≤ C 1−e2(BERT) and for n → ∞. We define a coding scheme (i.e. code, encoder, decoder) with rate R = C 1−e2(BERT) to be ideal in terms of the bit error rate, iff the average bit error rate does not exceed the tolerated one, BER ≤ BER T . As (5) and (6) require BER ≥ BER T , (5) converts to a chain of equalities for the ideal coding scheme,
When considering the BER as a performance measure, we state that the use of an ideal coding scheme results in an overall channel which is a memoryless BSC. This channel obtains the lowest possible BER when the channel capacity is given. The chain of equalities also implies the equationĪ(u;û) = 1 k I(u;û), which states that interleaving has no impact on the information at the decoder output. Furthermore, asĪ(u;û) = I(u; v), soft-output has no benefit over hard-output. In this section, we investigate the transmission of binary symbols in words of length k over a channel with given capacity C and find the lowest FER of the e − t − e channel, where we assume that all vectors u (j) , j = 1, . . . , 2 k are transmitted with equal probability 2 −k . This is equivalent to finding the lowest-possible mutual information when the FER is given (rate-distortion bound). We will see that a channel exists which meets this bound. We say that a frame error occurs if u =û, i.e. if the quantized estimation does not match the transmitted source words, independently of which frame u (j) , j = 1, . . . , 2 k , was transmitted. Let us begin by writing down the mutual information between u andû, I(u;û) = H(u) − H(u |û).
As H(u) = k (cf. Section II), the maximization of H(u |û) is the only way to minimize I(u;û). To this end, we introduce an auxiliary variable
and because of independent transmission of successive codewords (memoryless channel),
holds.
It is straightforward to see that H(u | (z = 0)û) = 0 and
This means that H(u | (z = 1)û) is maximized if all 2 k −1 possible outputs (i.e. incorrect data vectors) are equiprobable. To motivate this, consider a probability vector α of length k with all entries fixed, except for the two probabilities α[i] and α[j], i, j ∈ {1, . . . , k}. Then, H(α) is maximized if these two probabilities are equal. This argument holds for any pair of symbols.
From this we conclude
Using the chain rule in two different ways we obtain
and conclude
as H(z | uû) = 0. Using the fact that additional knowledge can only decrease the entropy and with Equation (10), we yield the upper bound
These derivations lead to a lower bound on the mutual information for given FER, which reads
If we define the distortion as D := z, then the average distortion reads E{D} = FER and Equation (13) is a lower bound on the e − t − e rate-distortion function,
Using the data processing theorem C/R ≥ 1 k I(u;û) we state Figure 2 shows the lower bounds on FER over k for different values of C/R. The bound in Equation (14) is only tight if the data processing theorem is fulfilled with equality. To this end, an infinitely long channel code needs to be deployed for signaling over the channel. On the one hand, if such a channel coding scheme is applied, but only frames of length k = 1 are considered to calculate the FER (= BER), then the result from Equation (14) coincides with Equation Fig. 3 . M -ary symmetric channel (8) . On the other hand, the lower bound on C/R becomes especially interesting when k approaches very large values. Then,
or equivalently,
Next, let us show that there exists a channel meeting this lower bound, namely the M -ary symmetric channel (M -SC), visualized in Figure 3 with u andû for input and output, respectively. The transition probabilities are given as 1 − FER and FER/(2 k − 1), cf. Figure 3 . It is straightforward to see that this channel has a mutual information of k − e 2 (FER) + FER log 2 (2 k − 1) = k − e 2 k (FER) when 2 k equiprobable source vectors are transmitted.
This proves that the lower bound provided in Equation (13) is tight as a distinct test channel exists which achieves the lower bound [7] . Note that Equation (16) denotes the capacity for the transmission of a whole vector. Normalized to one binary symbol it reads
and thus for k → ∞, C/R ≥ 1 − FER holds. The lower bound is met when frames of infinite length are used. In the case of an error, the 2 k -ary symmetric channel maps the input to all incorrect outputs with equal probability. For that reason and as the minimum FER can only be achieved by such a fully bursty e − t − e channel, we conclude that if a frame error happens, the BER within these frames is 0.5. Hence, the resulting e − t − e channel corresponds to a block-BEC with average erasure probability FER and infinite frame length, which meets the bound C/R ≥ 1 − FER with equality. This finding allows us to establish a coherence between the capacity and the rate, when a frame error rate FER T is tolerated, which reads
We define a coding scheme (i.e. code, encoder, decoder) with rate R = C 1−FERT to be ideal in terms of the frame error rate, iff the average frame error rate meets the tolerated frame error rate FER T with equality, FER = FER T .
Let us denote the bit error rate of the e − t − e channel obtained by a channel coding scheme optimal w.r.t the FER by BER ′ . There exists a straightforward coherence between the BER ′ and the optimal frame error rate FER which reads BER ′ = FER/2. The capacity of the fully bursty channel, where all errors are part of very long error bursts, can be written as C = 1 − 2BER
′ . This is due to the fact that all errors are concentrated within bursts and within these bursts the bit error probability is 0.5. Reliable communication is accomplished by the simple rule of erasing the error bursts at the receiver side. For error detection, additional redundancy is necessary but this cost vanishes for k → ∞. Examples for such fully bursty channels can simply be generated by renewal burst channel models, like the model of Fritchman with a single error state [8] . For given BER, the capacity of such a channel is maximized when the average burst length tends to infinity and in this limit, the capacity equals 1−2BER. This entity exactly corresponds to the situation of bit errors at the output of a coding scheme which is ideal w.r.t. minimum frame error rate.
V. POSSIBLE APPLICATION
A possible application of the presented results is introduced in this section. We assume binary antipodal signaling (BPSK) over the AWGN channel with a channel code of given rate. A lower bound on the obtainable BER is given in Equation (8), which can be rewritten to
This entity allows to generate the well-known curves depicting the BER obtainable by codes of given rate and length approaching infinity. For reference, Figure 4 shows these curves by solid lines for the rates R = 1/4, R = 1/2, R = 3/4, where the capacity of the channel is specified by the value of 10 log 10 (E b /N 0 ). Here, E b denotes the energy per transmitted bit of information and N 0 represents the one-sided spectral noise-power density.
The findings presented in Section IV allow to find corresponding curves for the case that the FER is used as the performance measure. Here, Equation (15) states the lower bound on the FER which can again be reached by code lengths approaching infinity. Figure 4 also depicts lower bounds on the FER (dash-dotted curves) for codes of rate R = 1/4, R = 1/2, and R = 3/4, where the capacity of the channel is again specified by the value of 10 log 10 (E b /N 0 ). The dashed curves in Figure 4 show the corresponding bit error rate BER ′ . These curves clearly illustrate that channel coding schemes being ideal w.r.t. minimum BER and minimum FER have to be designed in different ways. In both cases, the average mutual information of the e − t − e channel is given by min (C/R, 1). In order to obtain minimum BER, the e − t − e channel is memoryless, whereas for minimum FER, an e − t − e channel with memory (to be precise, a block BEC) results.
VI. CONCLUSIONS
We have shown that there exists an analogy when deriving an optimum channel coding scheme w.r.t. minimum BER and minimum FER, respectively. In order to obtain the minimum BER, the e-t-e channel needs to correspond to a BSC with cross-over probability BER. For minimum FER, the overall channel corresponds to a block-BEC (fully bursty channel) transmitting frames with an average erasure probability of FER. An erased frame can be considered as a frame with bit error probability 1/2. A possible application is summarized in the following. It is usual in literature to compare the BER behavior of channel coding schemes to information theoretic bounds. It is the main result of this paper that a corresponding comparison is now also possible for the FER behavior of channel coding schemes.
