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Using numerous transaction data on the number of stock trades, we conduct a fore-
casting exercise with INGARCH models, governed by various conditional distributions.
The model parameters are estimated with efficient Markov Chain Monte Carlo methods,
while forecast evaluation is done by calculating point and density forecasts.
Keywords: Count time series, INGARCH models, MCMC
JEL CODE: C5, C22, G12
1Correspondence to: Stefanos Dimitrakopoulos, s.dimitrakopoulos@leeds.ac.uk. All computations have been
performed in the Advanced Research Computing (ARC) environment at Leeds University.
1
1 Introduction
In recent years, there has been a surge of interest in integer-valued generalized autoregressive
conditional heteroscedastic (INGARCH) models (Fokianos et al., 2009; Doukhan et al., 2012;
Christou and Fokianos, 2014; Chen et al., 2016; Davis and Liu, 2016; Ahmad and Francq, 2016,
Aknouche et al., 2018). Such processes are designed to model integer-valued series that are
characterized mainly by small values and overdispersion that can not be adequately accounted
for by standard real-valued ARMA models; see also Cameron and Trivedi (2013).
In its original formulation (Grunwald et al, 2000; Rydberg and Shepard, 2000; Heinen, 2003),
the INGARCH process had a Poisson conditional distribution with a time-varying intensity
that was a linear function of its q lagged values and its p recent observations. Later, many
generalizations of the Poisson INGARCH (P -INGARCH) were put forward that differed
in their conditional distributions (Poisson, negative binomial, double Poisson, etc.,) and/or
their specifications for the conditional mean equation (linear, exponential, threshold); see, for
example, Fokianos et al., (2009).
In spite of the large number of INGARCH models that have been proposed, the relevant
literature seems to lack a unified forecasting comparison exercise, especially in a Bayesian
framework. Therefore, using numerous empirical time series on the trade intensity of stocks,
we evaluate the out-of-sample forecasting performance of various INGARCH models. Our set of
competing INGARCH models includes those with the most popular conditional distributions,
namely the Poisson, the (linear and quadratic) negative binomial and the double Poisson.
We estimate the model parameters by efficient Bayesian methods, in particular Markov
Chain Monte Carlo (MCMC). The dispersion parameters are updated using an extremely ef-
ficient universal self-tuned sampler within Gibbs sampler, proposed by Martino et al., (2015),
whilst for the GARCH parameters, the adaptive Metropolis adjusted Langevin (MALA) algo-
rithm of Atchade´ (2006) is exploited. The forecasting performance of the models is evaluated
by calculating point and density forecasts.
The structure of the paper is as follows. Section 2 describes the models in question and Sec-
tion 3 describes the calculation of point and density forecasts. Section 4 presents the empirical
results. Section 5 concludes. An Online Appendix accompanies this paper.
2
2 INGARCH specifications
A stochastic process {Yt, t ∈ Z} is said to be an INGARCH(p, q) if its conditional distribution
is given by
Yt|Ft−1 ∼ fλt (1)
and
λt = ω +
q∑
i=1
αiYt−i +
p∑
j=1
βjλt−j, (2)
where ω > 0, αi ≥ 0 and βj ≥ 0, Ft is the σ-Algebra generated by {Yt−k, k ≥ 0} and fλt (yt) :=
fYt (yt/Ft−1) is a discrete distribution with mean λt.
In this paper we consider four distributions for Yt|Ft−1:
❼ The Poisson (P-INGARCH) (Heinen, 2003; Ferland et al., 2006); Yt|Ft−1 ∼ P (λt).
❼ The double Poisson (DP-INGARCH) (Heinen, 2003); Yt|Ft−1 ∼ DP (λt, γ), with γ > 0.
❼ The Negative binomial II (NB2-INGARCH) (Zhu, 2011, Christou and Fokianos, 2014;
Davis and Liu, 2016); Yt|Ft−1 ∼ NB
(
r2,
r2
r2+λt
)
, with r2 > 0.
❼ The Negative binomial I (NB1-INGARCH) (Aknouche and Francq, 2020); Yt|Ft−1 ∼
NB
(
r1λt,
r1
r1+1
)
, with r1 > 0.
The functional forms of these distributions along with their conditional means and condi-
tional variances are given in Table 1. The parameters γ, τ , r1 and r2 are usually called the
dispersion parameters. As can be seen from Table 1, the conditional variance is linear in the
intensity parameter λt for the Poisson, and NB1 cases, is approximately linear for the DP case
and quadratic for the NB2 case. Under
q∑
i=1
αi +
p∑
j=1
βj < 1, (3)
the five models are stationary and ergodic with finite mean (Aknouche and Francq, 2020).
A brief description of the MCMC algorithms is given in the Online Appendix along with
simulation studies.
3
3 Point and density forecasts
We conduct a recursive out-of-sample forecasting exercise in order to evaluate the predictive
performance of the competing models. To this end, we compute point and density forecasts.
The conditional predictive density of the s-step ahead yt+s, given the data Yt = (y1, ..., yt)
is given by
p(yt+s|Yt) =
∫
f(yt+s|Θ, Yt)dp(Θ|Yt), (4)
where Θ denotes the model parameters.
Using Monte Carlo integration, the above expression can be approximated by
p̂(yt+s|Yt) =
1
R
R∑
i=1
f(yt+s|Θ
(i), Yt), (5)
where Θ(i) is the posterior draw of Θ at iteration i = 1, ..., R (after the burn-in period).
The conditional predictive likelihood of yt+s is the conditional predictive density of yt+s
evaluated at the observed yot+s, namely, p(yt+s = y
o
t+s|Yt). A usual metric for the evaluation of
the density forecasts is the log predictive score (LPS) (Geweke and Amisano, 2011)
LPS =
T−s∑
t=t0
log p(yt+s = y
o
t+s|Yt), (6)
where t = t0 + 1, ..., T − s is the evaluation period. The higher the LPS value, the better the
(out-of-sample) forecasting power of the model.
We also calculated s-step point forecasts. A usual metric for the evaluation of point forecasts
is the root mean squared forecast error (RMSFE)
RMSFE =
√∑T−s
t=t0
(yot+s − E(yt+s|Yt))
2
T − s− t0 + 1
. (7)
The lower the RMSFE value, the better the (out-of-sample) forecasting power of the model. In
our analysis, s = 1, 4 and 8.
4
4 Empirical analysis
4.1 Data
Our empirical data consist of four time series that record the number of trades for four stocks
(Glatfelter Company (GLT), Wausau Paper Corporation (WPP), Empire District Electric Com-
pany (EDE), Ericsson B). For the first three stocks (GLT, WPP, EDE) we monitor the number
of stock transactions in five-minute intervals between 9:45 AM and 4:00 PM. Each of these three
series has T = 2925 observations and the time period is from January 3, 2005 to February 18,
2005. For the last stock (Ericsson B) the time series is of length T = 460 and records the num-
ber of transactions per minute between 9:35 AM and 17:14 PM on 2 July 2002. Plots of the
time series and histograms are given in Figures 1 and 2. The data are strongly overdispersed.
The estimation results are presented in the Online Appendix.
4.2 Forecasting results
For our out-of-sample forecasting exercise, the evaluation period consists of the last 100 data
points. The summary of the forecasting results is presented in Tables 2 (density forecasts) and
3 (point forecasts). The detailed forecasting results are reported in the Online Appendix. From
Table 2 we can see that the NB2-INGARCH model is dominant for the first three data sets,
producing better density forecasts than completing INGARCH specifications across all forecast
horizons. The NB1-INGARCH yielded the best forecasting results for the Ericsson B data set
only. The third-best model is the DP-INGARCH (see Online Appendix).
From Table 3, the results indicate that both the NB1-INGARCH and NB2-INGARCH
models produce better point forecasts than the P-INGARCH and the DP-INGARCH models.
In most of the cases (Online Appendix), the DP-INGARCH did better than the P-INGARCH.
5 Conclusions
We conducted a Bayesian forecasting exercise using INGARCH models with various conditional
distributions. Our empirical application concerned the number of stock trades. We found that
the NB2-INGARCH model is superior, in terms of density forecasts, to other competing models
5
in predicting transaction counts, whereas the NB1-INGARCH and NB2-INGARCH models
seem to dominate in point forecasting.
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Figure 1: Empirical results: Time series plots for the four financial series.
(a) GLT. (b) EDE.
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Figure 2: Empirical results: Histograms for the four financial time series.
7
Table 1: Various conditional distributions for the INGARCH model.
Notation fYt (yt/Ft−1) E (yt|Ft−1) V ar (yt|Ft−1)
P P (λt) e
−λt λ
yt
t
yt!
λt λt
DP DP (λt, γ) γ
1/2e−γλt
e−yty
yt
t
yt!
(
eλt
yt
)γyt
λt ≃
1
γ
λt
NB1 NB
(
r1λt,
r1
r1+1
)
Γ(yt+r1λt)
yt!Γ(r1λt)
(
r1
r1+1
)r1λt (
1
r1+1
)yt
λt
(
1 + 1
r1
)
λt
NB2 NB
(
r2,
r2
r2+λt
)
Γ(yt+r2)
yt!Γ(r2)
(
r2
r2+λt
)r2 (
λt
r2+λt
)yt
λt λt +
1
r2
λ2t
Table 2: Summary table for the LPS results.
Data s = 1 s = 4 s = 8
GLT NB2-INGARCH NB2-INGARCH NB2-INGARCH
WPP NB2-INGARCH NB2-INGARCH NB2-INGARCH
EDE NB1-INGARCH NB2-INGARCH NB2-INGARCH
Ericsson B NB1-INGARCH NB1-INGARCH NB1-INGARCH
Table 3: Summary table for the RMSFE results.
Data s = 1 s = 4 s = 8
GLT NB2-INGARCH NB2-INGARCH NB2-INGARCH
WPP P-INGARCH NB1-INGARCH NB1-INGARCH
EDE NB1-INGARCH NB1-INGARCH NB1-INGARCH
Ericsson B NB2-INGARCH NB2-INGARCH NB2-INGARCH
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1 MCMC
We want to sample iteratively from the full conditional posteriors π(∆|disp, y) and π(disp|∆, y), where
∆ = (ω, α, β)′ and disp represents the dispersion parameter, depending on the model. For ∆ we used
a truncated log-normal prior
log(∆) ∼ N(µ∆,Σ∆)1(α+β<1),
that satisfies the stationarity condition that α + β < 1, whereas for the dispersion parameter we use
a gamma prior
G(kdisp,mdisp).
Both conditionals are intractable and therefore we use Metropolis-Hastings type algorithms. For
the update of the dispersion parameter we use the Fast Universal Self-Tuned Sampler (FUSS) of
Martino et al., (2015)1. It can be used to sample efficiently from univariate distributions. It consists
of four steps. In the first step, an initial set of support points of the target distribution is chosen. In the
second step, unused support points drop according to some pre-defined pruning criterion (for example,
optimal minimax pruning strategy). In the third step, we have the construction of the independent
proposal density, tailored to the shape of the target, with some appropriate pre-defined mechanism
(for example interpolation). In the final step, a Metropolis–Hastings (MH) method is used.
For the update of ∆ we use the adaptive MALA of Atchade´ (2006) with a truncated drift. Defining
the drift as
∀Xn, D(Xn) = δ
max(δ, ‖∇ log π(xn)‖)∇ log π(Xn)
1Correspondence to: Stefanos Dimitrakopoulos, s.dimitrakopoulos@leeds.ac.uk. All computations have been per-
formed in the Advanced Research Computing (ARC) environment at Leeds University.
1The FUSS algorithm has better mixing properties than alternative MCMC methods such as slice sampling, MALA
sampling, and Hamiltonian Monte Carlo sampling and is faster. The FUSS matlab function is accessible from Martino’s
webpage.
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Algorithm:  Adaptive MALA
Start with an initial point X0 ∈ U , a vector µ0 ∈ U , a positive definite matrix Γ0, ε > 0, a sequence
of positive step sizes (γn)n≥1, τ ∈]0, 1[ and σ0 > 0.
Given the current value Xn and (µn,Γn, σn), let : Λn = Γn + εId.
Generate Yn+1 ∼ N
(
Xn +
σ2n
2
ΛnD(Xn), σ
2
nΛn
)
and generate U ∼ U([0, 1]).
Define α(Xn, Yn+1) = min
(
1,
π(Yn+1)qσn,Λn(Xn | Yn+1)
π(Xn)qσn,Λn(Yn+1 | Xn)
)
. If U ≤ α(Xn, Yn+1), set Xn+1 = Yn+1.
Otherwise, set Xn+1 = Xn.
Set :
µn+1 = µn + γn
(
Xn+1 − µn
)
Γn+1 = Γn + γn
(
(Xn+1 − µn)(Xn+1 − µn)⊤ − Γn
)
σn+1 = σn + γn
(
α(Xn, Yn+1)− τ
)
.
the general algorithm is described as above, where π() represents the posterior density and qσn,Λn is
the proposal, which in our case is the normal satisfying the stationarity condition. τ¯ is set, practically
to 0.5 to achieve an acceptance rate of 50% and for numerical stability we set ε = 10−6 and δ = 1000.
The sequence (γ)n ∈ N∗ is chosen such that ∀n, γn > 0,
∑
n γn = +∞ and γn = O(n−ξ) with
1/2 < ξ ≤ 1.
2
2 Monte Carlo experiments
To assess the performance of the proposed Bayesian methodology we simulated various INSGARCH
series. Throughout our simulations, we generated n=500 and n=1000 data points from all models
with various sets of real values of the parameters. These sample sizes are similar to those used in
the empirical study. We run the samplers for 10000 iterations after discarding the initial 10000 cycles
(burn-in period).
For the INGARCH parameter ∆ = (ω, α, β)′ we used a truncated log-normal prior
log(∆) ∼ N(µ∆,Σ∆)1(α+β<1),
where µ∆ = (1, log(0.1), log(0.8))
′ and Σ∆ = diag(10, 1, 1). For the dispersion parameters, we used
the following gamma prior
G(5, 0.1).
To monitor the performance of our sampling algorithms, we estimated the inefficiency factor (IF);
see Chib (2001). To monitor any lack of convergence, we also computed the Convergence Diagnostics
(CD) statistic of Geweke (1992).
2.1 Simulation results for the P-INGARCH model
Table 1: Simulated data for the P-INGARCH (T=500)
True values Mean Stdev IF CD
ω = 1 1.018 0.193 12.865 -0.708
α = 0.7 0.641 0.041 15.541 -1.106
β = 0.2 0.248 0.046 16.795 1.026
Table 2: Simulated data for the P-INGARCH (T=1500)
True values Mean Stdev IF CD
ω = 1 1.145 0.157 13.694 -1.389
α = 0.7 0.671 0.028 13.265 -1.94
β = 0.2 0.207 0.033 13.471 1.949
Table 3: Simulated data for the P-INGARCH (T=500)
True values Mean Stdev IF CD
ω = 2 2.108 0.418 22.098 1.298
α = 0.3 0.286 0.035 21.815 1.650
β = 0.6 0.612 0.044 24.141 -1.804
Table 4: Simulated data for the P-INGARCH (T=1500)
True values Mean Stdev IF CD
ω = 2 2.333 0.382 19.613 -0.442
α = 0.3 0.271 0.027 32.791 -0.387
β = 0.6 0.614 0.036 34.447 0.443
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2.2 Simulation results for the NB1-INGARCH model
Table 5: Simulated data for the NB1-INGARCH (T=500)
True values Mean Stdev IF CD
ω = 0.1 0.070 0.016 12.073 -0.687
α = 0.7 0.664 0.068 12.626 -1.011
β = 0.2 0.225 0.061 12.15 1.375
r1 = 4 3.147 1.596 1.208 1.005
Table 6: Simulated data for the NB1-INGARCH (T=1500)
True values Mean Stdev IF CD
ω = 0.1 0.097 0.014 13.324 -0.280
α = 0.7 0.693 0.047 11.469 -0.829
β = 0.2 0.183 0.043 12.429 -0.023
r1 = 4 3.735 0.792 1.2687 -0.472
Table 7: Simulated data for the NB1-INGARCH (T=500)
True values Mean Stdev IF CD
ω = 1 1.193 0.272 22.033 0.504
α = 0.3 0.294 0.037 21.711 1.349
β = 0.6 0.549 0.054 29.378 -0.970
r1 = 8 6.574 2.090 1.030 0.361
Table 8: Simulated data for the NB1-INGARCH (T=1500)
True values Mean Stdev IF CD
ω = 1 1.292 0.215 16.301 -2.680
α = 0.3 0.303 0.027 17.708 -2.263
β = 0.6 0.522 0.043 18.519 2.818
r1 = 8 7.101 2.375 1.022 -0.147
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2.3 Simulation results for the NB2-INGARCH model
Table 9: Simulated data for the NB2-INGARCH (T=500)
True values Mean Stdev IF CD
ω = 1 0.970 0.189 13.018 -0.879
α = 0.7 0.652 0.047 15.223 -1.039
β = 0.2 0.244 0.050 16.47 0.946
r2 = 8 9.013 1.244 1 1.391
Table 10: Simulated data for the NB2-INGARCH (T=1500)
True values Mean Stdev IF CD
ω = 1 1.276 0.161 11.897 -1.524
α = 0.7 0.692 0.031 12.667 -1.624
β = 0.2 0.176 0.033 12.447 2.585
r2 = 8 8.093 0.711 1 -0.906
Table 11: Simulated data for the NB2-INGARCH (T=500)
True values Mean Stdev IF CD
ω = 2 1.959 0.414 14.726 -1.188
α = 0.4 0.422 0.047 13.091 -1.556
β = 0.4 0.392 0.062 13.63 1.896
r2 = 4 3.911 0.301 1.486 0.877
Table 12: Simulated data for the NB2-INGARCH (T=1500)
True values Mean Stdev IF CD
ω = 2 2.050 0.318 15.3 -0.411
α = 0.4 0.380 0.032 12.198 -1.050
β = 0.4 0.413 0.049 15.073 0.761
r2 = 4 4.036 0.201 3.393 0.890
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2.4 Simulation results for the DP-INGARCH model
Table 13: Simulated data for the DP-INGARCH (T=500)
True values Mean Stdev IF CD
ω = 4 4.823 0.945 68.29 0.326
α = 0.2 0.158 0.040 67.554 1.534
β = 0.5 0.343 0.105 88.009 -0.689
γ = 1 1.508 0.095 1.006 -0.678
Table 14: Simulated data for the DP-INGARCH (T=1500)
True values Mean Stdev IF CD
ω = 4 3.994 0.681 79.012 -1.254
α = 0.2 0.178 0.026 26.58 -0.866
β = 0.5 0.408 0.077 60.079 1.264
γ = 1 1.391 0.063 1.0026 -1.114
Table 15: Simulated data for the DP-INGARCH (T=500)
True values Mean Stdev IF CD
ω = 1 1.116 0.180 13.548 -1.563
α = 0.6 0.471 0.049 13.935 -1.740
β = 0.2 0.181 0.064 13.467 2.154
γ = 0.2 0.292 0.018 1 0.234
Table 16: Simulated data for the DP-INGARCH (T=1500)
True values Mean Stdev IF CD
ω = 1 1.167 0.126 11.768 -1.294
α = 0.6 0.541 0.034 12.64 -1.270
β = 0.2 0.133 0.041 11.994 1.598
γ = 0.2 0.271 0.012 1.670 -0.093
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Figure 1: Empirical results: Time series plots for the four financial series.
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Figure 2: Empirical results: Histograms for the four financial time series.
3 Empirical analysis
3.1 Descriptive plots
It is given in Figures 1 and 2.
3.2 Estimation results
The hyperparameters for the prior distributions of the models in question are similar to those used
in the simulation study. We run each algorithm for 5000 iterations after a burn-in period of 10000
cycles.
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Table 17: Empirical results for P-INGARCH model
GLT EDE WPP Ericsson B
Mean IF CD Mean IF CD Mean IF CD Mean IF CD
ω 0.517 11.793 0.369 0.530 10.24 -0.165 0.859 9.515 -0.977 1.0957 24.324 -0.718
(0.052) (0.052) (0.062) (0.217)
α 0.190 15.806 -1.365 0.224 16.537 -0.071 0.270 11.985 -1.204 0.214 17.649 -0.999
(0.010) (0.0117) (0.009) (0.021)
β 0.718 13.634 0.344 0.615 11.385 -0.036 0.624 10.43 0.964 0.677 22.354 0.825
(0.016) (0.023) (0.014) (0.036)
Standard deviation in parentheses. CD stands for Converge
Diagnostics and IF stands for Inefficiency Factor.
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Table 18: Empirical results for NB1-INGARCH model
GLT EDE WPP Ericsson B
Mean IF CD Mean IF CD Mean IF CD Mean IF CD
ω 0.529 17.129 0.020 0.482 21.237 1.406 0.881 12.884 -1.551 0.708 32.748 1.315
(0.084) (0.070) (0.118) (0.290)
α 0.180 18.272 -0.282 0.214 19.306 1.124 0.260 13.246 -0.304 0.194 29.208 0.305
(0.014) (0.017) (0.017) (0.031)
β 0.724 18.053 0.014 0.639 23.909 -1.186 0.629 13.57 0.836 0.736 34.128 -0.637
(0.025) (0.032) (0.027) (0.050)
r1 0.950 1.181 3.068 0.747 1.895 0.419 0.467 1.815 2.856 0.706 1.296 -0.314
(0.053) (0.038) (0.020) (0.085)
Standard deviation in parentheses. CD stands for Converge
Diagnostics and IF stands for Inefficiency Factor.
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Table 19: Empirical results for NB2-INGARCH model
GLT EDE WPP Ericsson B
Mean IF CD Mean IF CD Mean IF CD Mean IF CD
ω 0.518 15.815 -0.625 0.519 20.959 -0.606 0.833 12.682 1.694 0.722 79.684 -0.319
(0.081) (0.088) (0.111) (0.321)
α 0.193 18.281 0.433 0.224 15.846 -0.150 0.271 13.071 1.820 0.198 61.863 -1.165
(0.015) (0.019) (0.017) (0.030)
β 0.713 18.408 0.027 0.618 19.732 0.554 0.623 12.053 -2.036 0.730 70.747 1.129
(0.026) (0.040) (0.026) (0.049)
r2 5.042 2.937 0.729 2.529 17.432 -2.338 3.565 294.78 5.597 6.504 1.038 -0.849
(0.201) (0.208) (0.093) (0.741)
Standard deviation in parentheses. CD stands for Converge
Diagnostics and IF stands for Inefficiency Factor.
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Table 20: Empirical results for DP-INGARCH model
GLT EDE WPP Ericsson B
Mean IF CD Mean IF CD Mean IF CD Mean IF CD
ω 0.533 30.103 -0.266 0.536 19.439 -0.784 0.868 13.941 0.846 1.126 50.444 0.602
(0.093) (0.094) (0.123) (0.343)
α 0.192 15.253 -0.531 0.225 21.537 0.009 0.270 17.535 0.229 0.215 30.978 0.764
(0.016) (0.018) (0.018) (0.0347)
β 0.713 25.247 0.293 0.612 20.531 0.514 0.622 15.855 -0.634 0.673 53.553 -0.819
(0.028) (0.041) (0.029) (0.057)
γ 0.467 1.927 0.667 0.427 1.712 -0.723 0.318 1.598 0.323 0.403 1.010 -0.286
(0.012) (0.011) (0.008) (0.026)
Standard deviation in parentheses. CD stands for Converge
Diagnostics and IF stands for Inefficiency Factor.
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3.3 Forecasting results
We report the ratio of the LPS value of the baseline model to that of a given model, with the baseline
model being the P-INGARCH model. Hence, ratios greater than one indicate better density forecasts
than the baseline model. Moreover, we subtract the RMSFEs value of a given model from that of the
baseline model. So, positive values indicate better point forecasts.
We also calculated the Diebold and Mariano (1995) statistics, accounting also for the Harvey et
al. (1997) finite-sample adjustment. The Diebold and Mariano (1995) approach is a test for equal
predictive accuracy. Therefore, we tested whether the forecasting values (point and density forecasts)
produced by the models are significantly different from those produced by the baseline model. The
asterisk next to the reported density and point forecast value indicates that the respective model
shows superior forecast performance relative to the baseline model.
3.3.1 Density forecasts
Table 21: LPS results (GLT).
Model s = 1 s = 4 s = 8
P-INGARCH 1 1 1
NB1-INGARCH 0.8743 1.0871* 1.0833*
NB2-INGARCH 1.1118* 1.1110* 1.1091*
DP-INGARCH 1.0816* 1.0786* 1.0755*
Table 22: LPS results (WPP).
Model s = 1 s = 4 s = 8
P-INGARCH 1 1 1
NB1-INGARCH 0.8744 1.0533* 1.0575*
NB2-INGARCH 1.0690* 1.0619* 1.0659*
DP-INGARCH 1.0611* 1.0489* 1.0520*
Table 23: LPS results (EDE).
Model s = 1 s = 4 s = 8
P-INGARCH 1 1 1
NB1-INGARCH 1.4299* 1.1295* 1.1402*
NB2-INGARCH 1.1464* 1.1503* 1.1594*
DP-INGARCH 1.1104* 1.1136* 1.1254*
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Table 24: LPS results (Ericsson B).
Model s = 1 s = 4 s = 8
P-INGARCH 1 1 1
NB1-INGARCH 1.3312* 1.1469* 1.1854*
NB2-INGARCH 1.1294* 1.0254 * 1.169*
DP-INGARCH 1.2290* 1.0478* 1.0256*
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3.3.2 Point forecasts
Table 25: RMSFE results (GLT).
Model s = 1 s = 4 s = 8
P-INGARCH 0 0 0
NB1-INGARCH -0.5831 -0.0058 -0.0035
NB2-INGARCH 0.0151* 0.0217* 0.0237*
DP-INGARCH 0.0033* 0.0015* 0.0110*
Table 26: RMSFE results (WPP).
Model s = 1 s = 4 s = 8
P-INGARCH 0 0 0
NB1-INGARCH -0.5740 0.0231* 0.0251*
NB2-INGARCH -0.0056 -0.0075 -0.0024
DP-INGARCH -0.0003 -0.0049 0.0029*
Table 27: RMSFE results (EDE).
Model s = 1 s = 4 s = 8
P-INGARCH 0 0 0
NB1-INGARCH 0.0888* 0.0353* 0.0421*
NB2-INGARCH 0.0143* 0.0148* 0.0095*
DP-INGARCH 0.0001* 0.0017* 0.0024*
Table 28: RMSFE results (Ericsson B).
Model s = 1 s = 4 s = 8
P-INGARCH 0 0 0
NB1-INGARCH 0.1254* 0.1058* 0.0856*
NB2-INGARCH 0.1467* 0.1364* 0.1743*
DP-INGARCH 0.1224* 0.0145* 0.1346*
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