Abstract-In distributed model predictive control (DMPC), where a centralized optimization problem is solved in distributed fashion using dual decomposition, it is important to keep the number of iterations in the solution algorithm small. In this technical note, we present a stopping condition to such distributed solution algorithms that is based on a novel adaptive constraint tightening approach. The stopping condition guarantees feasibility of the optimization problem and stability and a prespecified performance of the closed-loop system.
I. INTRODUCTION
Distributed model predictive control (DMPC) can be divided into two main categories. In the first category, local optimization problems that are solved sequentially and that take neighboring interaction and solutions into account, are solved in each subsystem. This is done in [1] for linear systems and in [2] for nonlinear systems. In [3] a DMPC scheme is presented in which stability is proven by adding a constraint to the optimization problem that requires a reduction of an explicit control Lyapunov function. In [4] , [5] stability is guaranteed for systems satisfying a certain matching condition and if the coupling interaction is small enough. In the second category, to which the current technical note belongs, a centralized optimization problem with a sparse structure is solved using a distributed optimization algorithm. This approach is taken in [6] where stability is guaranteed in every algorithm iteration. A drawback to this method is that full model knowledge is assumed in each node. Other approaches in the DMPC literature rely on dual decomposition to solve the centralized problem in distributed fashion. This approach is taken in, e.g., [7] - [9] , where a (sub)gradient algorithm is used to solve the dual problem and in [10] where the algorithm is based on the smoothing technique presented in [11] . Among these, the only stability proof is given in [9] , [12] , where a terminal point constraint is set to the origin, which is very restrictive.
One reason for the lack of stability results in DMPC based on dual decomposition, is that the standard techniques to prove stability in MPC do not apply. In MPC, terminal costs and terminal constraint sets that involve all state variables are used to show stability of the closed-loop system, see [13] , [14] . This is not compatible with dual decomposition. However, results for stability in MPC without a terminal constraint set or a terminal set, which fits also the DMPC framework used here, are available [15] , [16] . In [16] , a method to quantify the minimal control horizon that guarantees stability and a prespecified performance is presented. This is based on relaxed dynamic programming [17] , [18] and a controllability assumption on the stage costs. In the current technical note, we take a similar approach to quantify the control horizon needed to guarantee stability and a prespecified performance. The advantages of our approach over the one in [16] are twofold; we can, by solving a mixed integer linear program (MILP), verify our controllability assumption, further we get an explicit expression that relates the parameter in the controllability assumption with the obtained closed-loop performance. Besides the stability result, the main contribution of this technical note is a stopping condition for DMPC controllers that use a distributed optimization algorithm based on dual decomposition. We use the distributed algorithm presented in [19] , but any duality-based distributed algorithm, such as the standard dual ascent or ADMM [20] , can be used. These duality based algorithms suffer from that primal feasibility is only guaranteed in the limit of iterations. Constraint tightening, which was originally proposed for robust MPC in [21] , can also be used to generate feasible solutions within finite number of iterations, see [22] . However, the introduction of constraint tightening complicates stability analysis since the optimal value function without constraint tightening is used to show stability, while the optimization is performed with tightened constraints. This problem is addressed in [22] by assuming that the difference between the optimal value functions with and without constraint tightening is bounded by a constant. However, to actually compute such a constant is very difficult. The stopping condition in this technical note is based on a novel adaptive constraint tightening approach that ensures feasibility w.r.t. the original constraint set with a finite number of algorithm iterations. In addition, the amount of constraint tightening is adapted until the difference between the optimal value functions with and without constraint tightening is bounded by a certain amount. This adaptation makes it possible to guarantee, besides feasibility of the optimization problem, also stability of the closed-loop system, without stating additional, unquantifiable assumptions.
This technical note is a short version its full version counterpart [23] . In [23] a section on how to verify the controllability assumption and all proofs are included.
II. PROBLEM SETUP AND PRELIMINARIES
We consider linear dynamical systems of the form (1) where and denote the state and control vectors at time and the pair is assumed controllable. We introduce the following state and control variable partitions: (2) and (3) respectively. We also introduce the following stacked local vectors:
Further, we introduce the tightened state and control constraint sets where decides the amount of relative constraint tightening. The following optimization problem, which has neither a terminal cost nor a terminal constraint set, is solved in the DMPC controller for the current state :
By stacking all decision variables into one vector (6) the optimization problem (5) can more compactly be written as (7) where and are built accordingly. Such sparse optimization problems can be solved in distributed fashion using, e.g., the classical dual ascent, the alternating direction of multipliers method (ADMM) [20] , or the recently developed algorithm in [19] . The algorithm in [19] is a dual accelerated gradient algorithm and is used in the current technical note for simplicity. Distribution of these methods are enabled by solving the dual problem to (5) .
The dual problem to (7) is created by introducing dual variables for the equality constraints and dual variables for the inequality constraints. As shown in [19] , the dual problem can explicitly be written as (8) and we define the minimand in (8) as the dual function for initial condition , i.e.,
The distributed algorithm presented in [19] that solves (7), is a dual accelerated gradient method described by the following global iterations: (10) (11) (12) (13) where is the iteration number and , which is the Lipschitz constant to the gradient of the dual function (9) . The reader is referred to [19] for details on how to distribute the algorithm(10)- (13) .
Notation
We define the set of natural numbers . The norm refers to the Euclidean norm or the induced Euclidean norm unless otherwise is specified and refers to the inner product in Euclidean space. The norm . The optimal state and control sequences to (5) for initial value and constraint tightening are denoted and respectively and the optimal solution to the equivalent problem (7) by . The state and control sequences for iteration in (10)- (13) are denoted and respectively. The initial state and constraint tightening arguments are dropped when no ambiguities can arise.
Definitions and Assumptions:
We adopt the convention that for states that result in (7) being infeasible. We define by the set for which (4) is feasible and we define the minimum of the stage-cost for fixed as Further, is the smallest scalar such that . The state sequence resulting from applying to (1) is denoted by , i.e., (14) We introduce and define the primal cost if and and (14) holds else (15) where and are the state and control constraints for the full horizon. We also introduce the shifted control sequence . We have and for every algorithm iteration . We denote by the state sequence that satisfies (14) using controls . The definition of the cost (15) implies (16) if , and .
III. STOPPING CONDITION
Rather than finding the optimal solution in each time step in the MPC controller, the most important task is to find a control action that gives desirable closed-loop properties such as stability, feasibility, and a desired performance. Such properties can sometimes be ensured well before convergence to the optimal solution. To benefit from this observation, a stopping condition is developed that allows the iterations to stop when the desired performance, stability, and feasibility can be guaranteed. Before the stopping condition is introduced, we briefly go through the main ideas below.
A. Main Ideas
The distributed nature of the optimization algorithm makes it unsuitable for centralized terminal costs and terminal constraints. Thus, stability and performance need to be ensured without these constructions.
We define the following infinite horizon performance for feedback control law : (17) where and . For a given performance parameter and control law , it is known (cf. [16] - [18] ) that the following decrease in the optimal value function: (18) for every gives stability and closed-loop performance according to (19) Analysis of the control horizon needed for an MPC control law without terminal cost and terminal constraints such that (18) holds, is performed in [16] , [18] and also in this technical note. Once a control horizon is known such that (18) is guaranteed, the performance result(19) relies on computation of the optimal solution to the MPC optimization problem in every time step. An exact optimal solution cannot be computed and the idea behind this technical note is to develop stopping conditions that enable early termination of the optimization algorithm with maintained feasibility, stability, and performance guarantees. The idea behind our stopping condition is to compute a lower bound to through the dual function and an upper bound to the next step value function through a feasible solution . If at iteration the following test is satisfied: (20) the performance condition (18) holds since This implies that stability and the performance result (19) can be guaranteed with finite algorithm iterations by using control action .
The test (20) includes computation of which is a feasible solution to the optimization problem in the following step. A feasible solution cannot be expected with finite number of iterations for duality-based methods since primal feasibility is only guaranteed in the limit of iterations. Therefore, we introduce tightened state and control constraint sets , with and use these in the optimization problem. By generating a state trajectory from the control trajectory that satisfies the equality constraints (14), we will see that satisfies the original inequality constraints with finite number of iterations. Thus, a primal feasible solution can be generated after a finite number of algorithm iterations . However, since the optimization now is performed over a tightened constraint set, the dual function value is not a lower bound to and cannot be used directly in the test (20) to ensure stability and the performance specified by (19) . In the following lemma, we show a relation between the dual function value when using the tightened constraint sets and the optimal value function when using the original constraint sets.
Lemma 1: For every , and we have that Proof: A proof to this Lemma is found in the full version article [23] .
The presented lemma enables computation of a lower bound to at algorithm iteration that depends on . By adapting the amount of constraint tightening to satisfy (21) for some and use this together with the following test: (22) we get from Lemma 1 and if (21) and (22) holds that This is condition (18) , which guarantees stability and performance specified by (19) if .
B. The Stopping Condition
Below we state the stopping condition, whereafter parameter settings are discussed. In Algorithm 1, four parameters need to be set. The first is the performance parameter which guarantees closed-loop performance as specified by (19) . The larger , the better performance is guaranteed but a longer control horizon will be needed to guarantee the specified performance. The second parameter is an initial constraint tightening parameter, which we denote by , from which the constraint tightening parameter will be adapted (reduced), to satisfy (21) . A generic value that always works is , i.e., initial constraint tightening. The third parameter is the relative optimality tolerance where . The must be chosen to satisfy (25). Finally, , which is the number of algorithm iterations between every stopping condition test, should be set to a positive integer, typically in the range 5 to 20.
Except for the initial condition , Algorithm 1 is always identically initialized and follows a deterministic scheme. Thus, for fixed initial condition the same control action is always computed. This implies that Algorithm 1 defines a static feedback control law, which we denote by . We get the following closed-loop dynamics:
The objective of this section is to present a theorem stating that the feedback control law function satisfies , where [23] .
Remark 1: By setting in Theorem 1 we get as in Corollary 1.
C. Feasibility, Stability and Performance
The following proposition shows one-step feasibility when using the feedback control law . Proposition 1: Suppose that satisfies (25). For every we have that . Proof: A proof to this Proposition is found in the full version article [23] .
The proposition shows that is feasible if . We define the recursively feasible set as the maximal set such that
In the following theorem we show that is the region of attraction and that the control law achieves a prespecified performance as specified by (17) .
Theorem 2: Suppose that satisfies (25). Then for every initial condition we have that as and that the closed-loop performance satisfies (27) Further, is the region of attraction. Proof: A proof to this Theorem is found in the full-version article [23] .
IV. NUMERICAL EXAMPLE
We evaluate the efficiency of the proposed distributed feedback control law by applying it to a randomly generated dynamical system with sparsity structure that is specified in [24, Supplement A.1]. The random dynamics matrix is scaled such that the magnitude of the largest eigenvalue is 1.1. The system has 3 subsystems with 5 states and 1 input each. All state variables are upper and lower bounded by random numbers in the intervals and respectively and all input variables are upper and lower bounded by random numbers in the intervals and respectively. The stage cost is chosen to be for . The suboptimality parameter is chosen . According to Theorem 1, to quantify the control horizon , the optimality tolerance must be chosen and computed, where is the smallest constant such that . We get and choose . Using (25), we get . Verification by solving the MILP in [23] , Section IV, gives that the smallest control horizon that satisfies is . Table I presents the results. The first column specifies the stopping condition used, "stop. cond." for the stopping condition presented in Algorithm 1 and "opt. cond." for a optimality conditions. The second column specifies the duality gap tolerance and the third column specifies the initial constraint tightening for the stopping condition and the relative accuracy requirement for the constraints when using optimality conditions.
Columns four, five, and six contain the simulation results. The results are obtained by simulating the system with 1000 randomly chosen initial conditions that are drawn from a uniform distribution on . Column four and five contain the mean and max numbers of iterations needed and column six presents the average constraint tightening used at termination of Algorithm 1. We see that the adaptive constraint tightening approach gives considerably less iterations for a larger initial tightening. However ,   TABLE I  EXPERIMENTAL RESULTS FOR DIFFERENT PERFORMANCE REQUIREMENTS  AND DIFFERENT INITIAL CONSTRAINT TIGHTENINGS for more than initial constraint tightening , the number of iterations is not significantly affected. It is remarkable to note that initial constraint tightening is as efficient as, e.g., considering that more reductions in the constraint tightening need to be performed. This indicates early detection of infeasibility. We also note that for a suitable choice of initial constraint tightening, the average number of iterations is reduced significantly.
V. CONCLUSIONS
We have equipped the duality-based distributed optimization algorithm in [19] , when used in a DMPC context, with a stopping condition that guarantees feasibility of the optimization problem and stability and a prespecified performance of the closed-loop system. A numerical example is provided that shows that the stopping condition can reduce significantly the number of iterations needed to achieve these properties.
