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GLOBAL SOLUTION FOR MASSIVE MAXWELL-KLEIN-GORDON
EQUATIONS WITH LARGE MAXWELL FIELD
ALLEN FANG, QIAN WANG, AND SHIWU YANG
Abstract. We derive the global dynamic properties of the mMKG system (Maxwell coupled
with a massive Klein-Gordon scalar field) with a general, unrestrictive class of data, in
particular, for Maxwell field of arbitrary size, and by a gauge independent method. Due to
the critical slow decay expected for the Maxwell field, the scalar field exhibits a loss of decay
at the causal infinities within an outgoing null cone. To overcome the difficulty caused by
such loss in the energy propagation, we uncover a hidden cancellation contributed by the
Maxwell equation, which enables us to obtain the sharp control of the Maxwell field under
a rather low regularity assumption on data. Our method can be applied to other physical
field equations, such as the Einstein equations for which a similar cancellation structure can
be observed.
1. Introduction
In this paper, we study the global dynamics of solutions for the massive Maxwell-Klein-
Gordon equations in R3+1. To define the equations, let A = Aµ dx
µ be a 1-form. The covariant
derivative associated to this 1-form is
Dµ = ∂µ +
√−1Aµ,
which can be viewed as a U(1) connection on the complex line bundle over R3+1 with the
standard Minkowski metric mµν = diag (−1, 1, 1, 1). The associated curvature 2-form F is
given by
Fµν = −i[Dµ, Dν ] = ∂µAν − ∂νAµ = (dA)µν . (1.1)
In particular F is a closed 2-form, that is, it satisfies the Bianchi identity
∂γFµν + ∂µFνγ + ∂νFγν = 0.
The massive Maxwell-Klein-Gordon equation (mMKG) system is a system for the connection
field A and the complex scalar field φ:{
∂νFµν = ℑ(φ ·Dµφ) = Jµ[φ],
DµDµφ−m2φ = ✷Aφ−m2φ = 0. (mMKG)
For simplicity we will normalize the mass to be 1, that is, m2 = 1. The system is gauge invariant
in the sense that given a solution (A, φ), (A − dχ, eiχφ) solves the same equation system for
any potential function χ.
In this paper we consider the Cauchy problem for (mMKG) with initial data 1
F0i(t0, x) = Ei(x), F
⋆
0i (t0, x) = Hi(x), φ(t0, x) = φ0, D0φ(t0, x) = φ1,
where ⋆F , the Hodge dual of the 2-form F , is defined by ⋆Fµν =
1
2ǫ
γδ
µν Fγδ,
2 with ǫ the
volume form of the Minkowski space. We say that the initial data is admissible if the following
compatibility condition is satisfied:
divE = ℑ(φ0 · φ1), divH = 0
1If a covariant component of a tensor field is contracted by ∂t, the component is denoted by 0.
2We will frequently adopt the Einstein summation convention in tensor calculus, and use the Minkowski
metric to lower and lift the indices of a tensor field, unless specified otherwise. We also fix the convention for
the range of indices in summation that the Greek letters µ, ν, γ, · · · = 0, 1, 2, 3, and A,B, C = 1, 2. As indices in
a summation i, j, k, l, ℓ = 1, 2, 3, otherwise they are considered to be nonnegative integers.
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with the divergence taken on the initial hypersurface R3. For solutions of (mMKG), the total
charge
q0 =
1
4π
∫
R3
ℑ(φ ·D0φ) dx = 1
4π
∫
R3
divE dx (1.2)
is conserved.
The global well-posedness result of (mMKG) was established by the pioneering work [5, 6] of
Eardley-Moncrief for sufficiently smooth initial data in R3+1. For the massless case of (mMKG)
(where m = 0), by introducing bilinear estimates on null forms, Klainerman-Machedon [8]
extended the global regularity result to the more general data (φ, dA) with merely bounded
energy. There has been extensive attention drawn by the asymptotic behavior of smooth
solutions to the massless MKG equations in R3+1. The global asymptotic behavior for small
data solutions was given by Lindblad-Sterbenz [10] by combining the standard commuting
vector field approach with conformal methods. The improved result of this which allows large
initial Maxwell data was established by Yang in [19] with the help of the multiplier method
due to Dafermos-Rodnianski [4]. It was further improved by Yang-Yu in [20], by adapting
the canonical conformal compactification and rekindling the trick of using Kirchhoff formula in
Eardley-Moncrief. This result gives a full depiction of the global asymptotic behavior for large
initial data in R3+1.
The key techniques leading to the result of Yang-Yu [20] are based on the important fact
that the two equations of the massless MKG equations are both scaling invariant. This feature
allows a variety of combinations of physical methods for nonlinear wave equations. With the
presence of the nontrivial mass, the scalar field equation is no longer scaling invariant, so is
the whole system. This basic fact significantly restricts the physical methods for treating the
system, compared with those for the massless case. Moreover, the Maxwell field plays the role of
the background geometry in the nonlinear analysis, with the optical decay rate merely (r+ t)−1
in the entire spacetime, similar to a free wave solution. This makes the nonlinear analysis for
the wave Klein-Gordon system much more challenging than for a pure Klein-Gordon system
(c.f. [7]).
As a consequence, the decay properties for the massive MKG (mMKG) are much less un-
derstood. By using the hyperboloidal method introduced by Klainerman in [7] 3, a set of
quantitative decay estimates was established in [13] by Psarelli in the interior of a forward
light cone with essentially compactly supported small data. This is certainly restrictive and
unsatisfactory. The restrictions were rooted in the hyperboloidal method. The method is ac-
tually a robust tool to tackle the non-scaling-invariant issue of the Klein-Gordon equations.
Nevertheless, the family of hyperboloids for carrying out the fundamental analysis can not be
constructed outside of the outgoing cone, which means it does not cover the full spacetime. To
complement this physical method, in [9] Klainerman-Wang-Yang removed the restriction to the
compactly supported data of scalar fields by developing a neat hierarchic multiplier regime, and
thus gave decay properties of solutions of (mMKG) in the exterior of the light cone, provided
that the generic data set is sufficiently small on R3 \BR.
In this paper, we consider a general class of data on the full initial slice R3, or identically
{t = t0 = 2R}, (R = 1 without loss of generality). By merely assuming smallness for the
data of scalar field in terms of the standard weighted Sobolev norm, our assumption allows the
Maxwell field to have finite weighted energy initially, without any restriction on the size. We
will give a full account of the asymptotic behavior of solutions in the entire spacetime, which is
divided by the outgoing lightcone C0 = {t− t0 = r−R, t ≥ t0} into interior and exterior parts.
1.1. The Scheme of Reduction. Based on the principle of divide and conquer, we first reduce
the large data problem to a perturbation problem, and then separate the energy estimates in
the interior of the cone C0 from the energy propagation in its exterior. We now outline the
scheme of the reduction.
3A similar result of [7] based on Fourier methods and renormalization is due to J. Shatah [16]. Note that
[16] does not require restrictions on the data.
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Step 1. Reduction from the large data problem to a perturbation problem.
One difference that makes our result stronger than a standard global nonlinear stability
result for Maxwell-Klein-Gordon equations lies in that we do not assume smallness on the
initial weighted energy of the Maxwell field. Similar to the work of [19] for the massless MKG,
to treat the Maxwell field, we start with decomposing
F = F˜ + Fˆ, (1.3)
where the linear part Fˆ and the perturbation part F˜ verify
∂νFˆµν = 0, ∂
νF˜µν = Jµ[φ] (1.4)
with initial data
Fˆ (t0, x) = E
df (x), ⋆Fˆ (t0, x) = H(x),
F˜ (t0, x) = E
cf (x), ⋆F˜ (t0, x) = 0, φ(t0, x) = φ0, D0φ(t0, x) = φ1,
where E(t0, x) is decomposed into the divergence-free part and curl-free part E = E
df + Ecf
such that
divEdf = 0, curlEcf = 0, divEcf = ℑ(φ0 · φ1).
Due to the elliptic theory of the Hodge system, Ecf is uniquely determined by φ0 and φ1. We
thus can freely assign Edf , H and φ0, φ1 as long as E
df and H are divergence free.
Let 1 < γ0 < 2 be fixed. We define the weighted energy norms
Mk,γ0 =
∑
l≤k
∫
Σt0
(1 + r)γ0+2l(|∇¯lEdf |2 + |∇¯lH |2)dx, (1.5)
Ek,γ0 =
∑
l≤k
∫
Σt0
(1 + r)γ0+2l(|D¯D¯lφ0|2 + |D¯lφ1|2 + |D¯lφ0|2)dx, (1.6)
where D¯ is the induced covariant derivative on Σt0 with respect to the connection A, and ∇¯
denotes the spatial derivative on Σt0 .
Throughout this paper, we assume
M2,γ0 ≤M20, E2,γ0 ≤ 1, (1.7)
whereM0 > 0 can be arbitrary, and the bound of E2,γ0 will be further assumed to be sufficiently
small. Without loss of generality, we may assume that M0 ≥ 1.
Goal: For any admissible data with M2,γ0 < ∞, Fˆ is uniquely determined directly due to
the linear equation. Hence we can easily obtain its asymptotic behavior. Our aim is to show
the following global nonlinear stability result of any such Fˆ ,
Theorem 1. Let 0 < δ ≪ 13 be fixed and arbitrarily small. Suppose that the admissible
data (E,H, φ, φ1) verify (1.7) on the hyperplane Σt0 := {t = t0} with t0 = 2R. There exists
ε0 > 0 sufficiently small, depending on M0, γ0 and δ, such that, if E2,γ0 ≤ ε20 then there exists
a unique (up to gauge transformation) global smooth solution of (mMKG) in (R3+1,m) for
t ≥ t0. Moreover, it satisfies the uniform decay estimates in {t− t0 ≥ r−R, t ≥ t0} with R = 1
(without loss of generality)
|φ(t, x)| . ε0〈τ+〉− 32 〈τ〉δ , |F˜ (t, x)| . ε0〈τ+〉−1〈τ−〉−1,
where τ+ = t + r, τ− = t − r, τ = (τ+τ−) 12 , and 〈f〉 = 1 + |f | for real-valued scalar functions
f . The constants 4 in the bounds depend on M0, γ0 and δ. In the exterior region {t − t0 ≤
r −R, t ≥ t0}, the chargeless part of F˜ and φ have similar decay properties as in [9].
4 A . B stands for A ≤ CB, with C > 0 a fixed constant. If A . B and B . A, we denote it as A ≈ B for
short.
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The complete statement of the main result will be given in Theorem 2 and Theorem 3 in
Section 2.3 with the linear behavior of Fˆ stated in Lemma 1 and Proposition 8.
Step 2. Control the energy propagation in the exterior region.
In [9], we proved the exterior stability result provided that the weighted Sobolev norm of
the initial data is sufficiently small, without any restriction on the size of the charge |q0| of
(mMKG). This result is completely independent of the data on {|x| ≤ R, t = t0}. In order
to prove Theorem 1, we first extend in the exterior region the global well-posedness result of
[9] for the admissible data verifying the assumption in Theorem 1, particularly incorporating
large Maxwell field. The result is given in Theorem 2 and proven in Section 5. Note that by
following the method in [9], we can immediately obtain the linear behavior in Proposition 8
for Fˆ in the exterior region. Due to the smallness assumption on the scalar field and (1.2), the
charge verifies
|q0| . ‖φ0‖H1(R3)‖φ1‖L2(R3) ≤ ε20. (1.8)
Consequently |q0| can be made sufficiently small.
With the help of the bounds on Fˆ and |q0|, in Section 5, the global asymptotic behavior of
the chargeless part of F˜ and φ in the exterior region is derived completely independent of the
propagation of the solution in the interior of the cone C0 and independent of any particular
choice of the gauge. The result in Theorem 2 supplies us with the control of the boundary
fluxes on C0 (see details in Proposition 3), which plays a fundamental role for bounding the
interior energies.
The exterior result can be adapted to allow |q0| to be arbitrary, which is not of interest for
proving Theorem 1.
Step 3. Construct the global solution in the interior of the cone C0.
As the main building block for proving Theorem 1, we control the energy propagation in the
interior of C0 in three steps, with the conclusion given in the main theorem, Theorem 3.
(1) We first derive the asymptotic behavior for Fˆ within C0 for t ≥ t0, by applying the
multiplier introduced in [10] for the massless MKG equations, τp−L+ τ
p
+L, 1 < p < 2, to obtain
the weighted energies for Fˆ , where
τ− = t− r, τ+ = t+ r, L = ∂t + ∂r, L = ∂t − ∂r. (1.9)
This result is given in Lemma 1.
(2) Let τ∗ > τ0 =
√
3R be a fixed number. To prove the main theorem, Theorem 3, in the
interior of C0 for (φ, F˜ ), we rely on the bootstrap argument in the region
Dτ∗ =
⋃
τ0≤τ ′≤τ∗
Hτ ′ , (1.10)
with the truncated hyperboloid Hτ := {(t, x) :
√
t2 − |x|2 = τ, t− t0 ≥ r − R} for τ ≥ τ0. We
will improve the set of assumptions (4.1) on energies of (φ, F˜ ).
Since the initial data is given at {t = t0 = 2R}, we need to determine the initial energies on
Hτ0 . Moreover the energies of (φ, F˜ ) are derived by using the divergence theorem in Dτ∗ , which
requires the corresponding energy fluxes of (φ, F˜ ) on the null boundary C0 ∩ {τ0 ≤ τ ≤ τ∗}.
The boundary fluxes are controlled by using Theorem 2 and the initial energy replies on a local
extension of solution and local energy estimates in {t− t0 ≥ r−R, t0 ≥ t ≥ R}. The bounds of
the initial energies and boundary energy fluxes are given in Proposition 3.
(3) The last step, which is the main step, is to improve the bootstrap assumptions by
controlling the long time energy propagation in Dτ∗ via the hyperboloidal method and using
the bounds of the boundary fluxes and initial energies derived in (2) (Proposition 3).
The global result in Theorem 3 is then proved by the continuity argument in the entire
interior region
D+ =
⋃
τ ′≥τ0
Hτ ′ .
One can refer to Figure 1 for the division of the spacetime in the reduction scheme.
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Figure 1. Illustration of the division of the spacetime
1.2. Strategy of the proof in the interior region. Next, we explain the main ingredient
of our proof for improving the bootstrap assumptions in Dτ∗ .
In the only work [13] which contained the decay properties of the solutions of (mMKG) in
the interior of C0, the method relied heavily on fixing the Cronsto¨m gauge. The disadvantages
of choosing this gauge lie in that
• This gauge is defined by a transport equation along any timelike geodesic initiated from
the origin, and hence is only well-defined in the interior of a lightcone, i.e. {t > r}.
This only works if the data of the scalar field has compact support.
• The control of the gauge relies on a transport equation. This costs one more derivative
than allowed by our initial data.
In order to cope with the general class of the initial data, we need to develop a gauge independent
method to directly take advantage of the exterior result established in Step 2.
However, the reason for using the Cronstro¨m gauge in [13] is deeply connected to the non-
scaling-invariant issue of the KG equation and the slow decay of the Maxwell field. The scaling
vector field S = xµ∂µ can not be used as the commuting vector field for the linear KG equation
which leads to the weak decay property of the solution along S compared with the directions
tangential to hyperboloids Hτ . In [13], the use of Cronstro¨m gauge, with which the Lie de-
rivative of the scalar field therein is introduced, was suggested by D. Christodoulou to cancel
the weak decay component of the scalar field in the nonlinear analysis. This was the key to
accomplish the nonlinear analysis and to give the sharp energy control on the scalar field. (See
[13, Page 6, 39].) Even using the sharp control of the scalar field, the outcome of [13] still loses
the sharp decay for the Maxwell field. Surprisingly, our gauge-independent proof obtains the
sharp decay of the Maxwell field without requiring the sharp bound on the scalar field. It is
miraculously achieved by exploiting a hidden cancellation structure contributed by the Maxwell
equations.
As explained, to treat KG equations, one usually follows the hyperboloidal method of Klain-
erman in [7], which uses the generators of the Lorentz group, Ω = {Ωµν = xµ∂ν − xν∂µ, 0 ≤
µ < ν ≤ 3},5 to derive the weighted energy on hyperboloids in the interior of the cone C0 and
5We fix the convention that x0 = t and xµ = mµνxν .
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consequently the pointwise decay of the solution by using the Sobolev inequalities on hyper-
boloids.
To illustrate our treatment for (mMKG) particularly with large Maxwell field, low regularity
data, and without fixing a gauge, we will take the estimate of the first order energy as an
example. For convenience, we denote the energy by ET0 [f ](τ) = ∫
Hτ
T [f, 0](T0, T )(Hτ )dHτ ,
with f = DΩ0aφ, a = 1, 2, 3, and with T denoting the standard stress energy tensor of
(mMKG). (See the definition of T in Section 2, and the estimation in Section 4.4.1 Step 1.) It
requires the bound on ∫∫
Dτ
|(✷A − 1)DΩ0aφ||DT0DΩ0aφ|dxdt
with Dτ similarly defined as in (1.10) for τ0 < τ ≤ τ∗. For the commutator (see Lemma 11)
Q(F, φ,Ω0a) := [✷A, DΩ0a ]φ = (✷A − 1)DΩ0aφ, a = 1, 2, 3
we can calculate that
|Q(F, φ, Z)| . |FZµDµφ|+ · · · (1.11)
6where Z is the commuting vector field Ω0a with a = 1, 2, 3 here and in the sequel.
With T = τ−1S the future directed unit normal of Hτ in (R3+1,m), the component of
Maxwell field FZT which is paired with the weak decay component DTφ, is expected to satisfy
|FZT | . τ−1,
as a result of boundedness of the weighted energy by applying S as the multiplier to the Maxwell
equation. Substituting this decay into (1.11) gives
|Q(F, φ, Z)| . |FZµDµφ| . τ−1|DTφ|+ · · · . (1.12)
To control this term we rely on the decomposition of vector fields in (2.5), the property of the
boost vector fields and r ≤ t in Dτ∗ to derive
|DTφ| . τ
t
|DT0φ|+ τ−1
3∑
a=1
|DΩ0aφ|, where T0 = ∂t. (1.13)
This implies 7∫∫
Dτ
|FZTDTφ||DT0DΩ0aφ| .
∫ τ
τ0
(s−1ET0 [φ] 12 (s)
+ s−2
3∑
b=1
ET0 [DΩ0bφ]
1
2 (s))ET0 [DΩ0aφ]
1
2 (s)ds.
(1.14)
Thus, due to the weak decay rate s−1, ET0 [DΩ0aφ](τ) can not be bounded uniformly in τ .
Thanks to the linearity, we can adopt the multiplier τ1+2ǫ− L + τ
1+2ǫ
+ L with ǫ > 0 to derive
the weighted energy for Fˆ , which implies
|FˆZT | . τ−1τ−ǫ− .
The same trick does not work for F˜ , since applying the same multiplier to the Maxwell equation
of F˜ requires more decay from the scalar field for the term L≤2Z J [φ]S 8 than the standard linear
behavior of a Klein-Gordon solution. This is one of the main differences between the massive
MKG and the massless (or linear) MKG.
In order to transform the τ−ǫ− into the stronger decay τ
−ǫ, we need the bound
‖( t
τ
)
1
2Dφ‖L2(Hτ ) ≤ ET0 [D∂φ]
1
2 (τ).
6We often hide better terms, which have no cancelation with the leading term, by using the notation “· · · ”.
7We may hide the area element of the integral in Dτ for convenience.
8L≤kZ stands for L
l
Z , 0 ≤ l ≤ k. The same interpretation applies to “≤ k” in the notations D
≤k
Z f , E
X
≤k[f,G](Σ),
etc. in later sections.
6
Thus if {∂µ, µ = 0, · · · 3} are also employed as commuting vector fields, we can gain the weight
of t
τ
on the left hand in the above inequality, which leads to∫∫
Dτ
|FˆZTDTφ||DT0DΩ0aφ| .
∫ τ
τ0
s−1−ǫ
∑
Y ∈P
ET0 [DY φ] 12 (s)ET0 [DΩ0aφ]
1
2 (s)ds, (1.15)
where P = Ω ∪ {∂µ}3µ=0 consists of the generators of Poincare´ group. Using all the elements in
P as the commuting vector fields, the above term can then be treated by Gronwall’s inequality.
This procedure does not require smallness of the initial energy of Fˆ .
Nevertheless, with ε0 the bound of the data of scalar field, by assuming the sharp decay
|F˜Ω0aT | . ε0τ−1, a = 1, 2, 3, (1.16)
the corresponding part in (1.14) still leads to a growth of ln(τ + 1) in the first order energy for
the scalar field. Such loss is unavoidable for (mMKG).
On the other hand, by using the vector field X as the multiplier for bounding the weighted
energy of LkZF˜ , with LkZ := LZ1 · · · LZk , and Z1, · · · , Zk ∈ P, the main nonlinear term is (see
(4.34) in Section 4.4.2),
I =
∫∫
Dτ
LkZJ [φ]µLkZ F˜Xµ. (1.17)
Due to the weak decay of LkZJ [φ]T , the best possible choice is to set X = S so that the
first factor can be fully evaluated by vector fields tangential to Hτ , thus having much better
asymptotic behavior than the component of T .
A rough treatment in [13] of I leads to the growth of energies for Maxwell field, this means
(1.16) was not achieved. Together with the loss due to (1.14), we encounter a double-loss
situation, that is, neither the energies for the scalar field are expected to be uniformly bounded
in τ , nor are the energies for Maxwell field if treated as in [13]. The principle of closing the
bootstrap argument is to achieve sharp decay for at least one quantity involved in the nonlinear
analysis. We need to add two more orders of derivatives to the initial data in order to improve
the decay of the scalar field by using L∞−L∞ estimates (see [12]), which exceeds the regularity
of the result in [13] by one order. Thus under our assumption, the gauge independent method
has a fundamental difficulty in closing the bootstrap argument for the energy propagation of
φ, F˜ .
The way in [13] to solve the issue of double-loss is to cancel the bad term in the energy
estimate by fixing the Cronstro¨m gauge. By considering the energy of LΩ0aφ with L the Lie
derivative in [13], the counterpart of (1.14) in the first order energy estimate for φ takes the
form ∫∫
Dτ
|LΩ0aAµDµLΩ0aφ||DT0LΩ0aφ|+ · · · .
The Cronstro¨m gauge is chosen so that AS = 0 and consequently LΩ0aAS = 0, which eliminates
the bad component DTLΩ0aφ immediately. This allows the energy of LΩ0aφ to be bounded
without loss in [13].
Our method is based on a new observation on the trilinear structure in I in (1.17). For
bounding the top (second) order weighted energy of L2Z F˜ , with Z1, Z2 ∈ P, we uncover a
structure on the following borderline term in I
I =
∫∫
Dτ
Sνℑ(φ ·DµD2Zφ)(L2Z F˜ )µν + · · · ,
where for the better terms of L2ZJµ[φ] we refer to Lemma 11. The integrand is bounded by
|Sνℑ(φ ·DµD2Zφ)(L2Z F˜ )µν | . |φ||DΩD2Zφ||L2Z F˜ |h
where the Riemannian metric hµν := mµν + 2TµT ν , and Ω represents all the elements in
{Ωµν , 0 ≤ µ < ν ≤ 3}. (See (4.35)). Even assuming the sharp bound |φ| . ε0τ−
3
2
+ , the term on
the right hand side still leads to a growth of ln(τ + 1) in the energy of the Maxwell field L2ZF .
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We observe that the term ℑ(φ · DµD2Zφ) exhibits a typical low-high interaction in terms
of the order of derivatives. Our approach is to carry out the trilinear analysis by virtue of
integration by parts, which passes the third derivative from the highest order derivative term
to the lower order ones in I. Thus bounding the top order energy for the Maxwell equations is
reduced to controlling
|I| .
∫∫
Dτ
|Sνℑ(φ ·D2Zφ)∂µ(L2Z F˜ )µν |+ |Sνℑ(Dµφ ·D2Zφ)(L2Z F˜ )µν |
+ | boundary terms |+ · · · .
In the first term on the right, ∂µ(L2Z F˜ )µν seems to have one more derivative than allowed by
the data. Fortunately the divergence form allows us to take advantage of the Maxwell equation
of F˜ to reduce it to −L2ZJ [φ]ν . Thus the integrand becomes quartic in terms of the scalar field
and its derivatives, and exhibits sufficient decay. The second term involves only the tangential
components of Dµφ to the hyperboloids, and hence can be controlled with the help of the
weighted Sobolev inequality.
This treatment gives sharp bound of energies and the decay (1.16) for the Maxwell field F˜ ,
and allows the energies for the scalar field to have a small controllable growth. 9
1.3. Remarks on the technicalities. (i) In the region Dτ∗ , the energies of the Maxwell
field induced by the multiplier of S take a homogeneous form by using the hyperboloidal
orthonormal frames. (See the definition of the frames in Section 2 and the form of energy
density in (2.12).) Thus it is much simpler to use the hyperboloidal orthonormal frames to
determine the asymptotic behavior for the Maxwell field than using the null tetrad. Moreover,
by using the hyperboloidal frames and taking advantage of the simple fact LΩT = 0, the
comparison argument, which is used to obtain the bounds in the H2 →֒ L∞ weighted Sobolev
inequality from the weighted energies, is much simpler than [13]. The latter relied only on
the null tetrad, which followed the same calculations as in [3, Chapter 7]. Since LΩ0aX with
X = L,L, exhibits various nondegenerate asymptotic behaviors, it requires involved analysis
even in the Minkowski space. (See [13, Section 4.3], which contains incompleteness and minor
error. One can actually sample the flavor of such calculation from our Lemma 2.)
Moreover, since we use T0 and S as multipliers for the energies of the scalar field and Maxwell
field respectively, and the set P as commuting vector fields, the Maxwell field involved in the
error integral is constantly evaluated by both the Cartesian frames and hyperboloidal frames.
In view of (2.3) and (2.5), each transformation between these two frames leads to a loss of the
weight of t
τ
, which is . t
1
2 in Dτ∗ . As seen in (1.15), such weight is crucial for transforming the
additional weak decay of Fˆ in τ−ǫ− to the stronger decay τ
−ǫ. Hence it is important not to lose
the weight in the analysis. This is mainly achieved by taking advantages of the null conditions,
the anti-symmetric structure of 2-forms, and the decomposition of vector fields such as (1.13).
We systematize these calculations in Lemma 7. It vastly simplifies the nonlinear analysis.
(ii) We briefly explain the strategy of the analysis in the region {t− t0 ≤ r −R, t ≥ t0}.
Recall from (1.3) that the full Maxwell field F is decomposed into the linear part Fˆ and
the perturbation part F˜ . The latter will be further decomposed into the small charge and
chargeless part in (2.14). The main result in [9] addressed the case when Fˆ = 0 but with large
charge q0.The charge part is the simplest nontrivial linear solution of Maxwell equations in the
exterior region. In this sense, both Theorem 2 and the main result in [9] are dealing with the
global exterior stability of large linear Maxwell fields. However, the charge solution has the
simplest special form, while, in Theorem 2, the large linear field Fˆ takes the general form. It
is easily seen as a direct consequence of [9] that some component of Fˆ still exhibits the typical
critical decay similar to the free wave solution. Different from the case in D+, the generic data
assumption in Theorem 1 does not give better decay properties for Fˆ than for F˜ in the exterior
9This treatment was mentioned in [17, Section 1] and plays a crucial role in [18] for Einstein equations with
massive scalar field under the maximal foliation gauge.
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region. Since Fˆ has no smallness compared with F˜ , Fˆ becomes the dominant part of F , which
makes it hard to directly treat the error integrals involved with L≤1Z F as a small perturbation.
The influence of the general large linear field Fˆ can be more obviously seen in bounding the
higher order energy fluxes for the scalar field. Our observation is that if the signature10 for
DlZφ, i.e. ζ(Z
l), 1 ≤ l ≤ 2 has a smaller value, the error integral in the corresponding energy
estimates is simpler and the fluxes are expected to decay better in |u| where 2u = τ− − t0.
Thanks to these facts, we bound the energy fluxes for DZφ inductively on the value of ζ(Z).
To control the top order energy, for the same purpose of gaining sufficient |u|-decay, we first
bound the flux for |u|−ζ(Z2)D2Zφ on the outgoing null cones Hu (see the definition in Section
2.3), which gives the necessary improvement for deriving the full set of energy fluxes for the
scalar fields in Theorem 2.
2. Set-up and Main results
This section will present the main results of this paper, while also introducing notations that
will be used throughout the paper.
2.1. Decomposition of tensor field. Our analysis in the exterior region relies on the peeling
properties of the solution in terms of the null frame {L,L, e1, e2} with {e1, e2} the orthonormal
basis of the sphere St,r = Σt ∩ {|x| = r}.11 We denote T0 = ∂t and N = ∂r. We use /D to
denote the covariant derivative associated to the connection field A on the sphere St,r, which
is defined by /Dν = Π
µ
νDµ, with Π
µ
ν = δ
µ
ν +
1
2 (L
µLν + LνL
µ). For any 2-form G, denote the
null decomposition under the above null frame by
αB [G] = GLeB , αB[G] = GLeB , ρ[G] =
1
2
GLL, σ[G] = Ge1e2 , B = 1, 2. (2.1)
Here we interpret α, α as 1-forms tangent to the spheres St,r (referred to as St,r-tangent tensors)
whereas ρ, σ are scalar functions. For convenience, αˆ = α[Fˆ ] and α˜ = α[F˜ ] and other null
components of Fˆ and F˜ are defined similarly.
For convenience, slightly different from τ− and τ+ in (1.9), we set a second pair of optical
functions, which is mainly used in the exterior region,
u =
t− t0 − r
2
, v =
t− t0 + r
2
. (2.2)
In the interior region D+, we will frequently decompose tensor fields by the hyperboloidal
frames. To define them, recall that, for τ ≥ τ0,Hτ is the truncated hyperboloid {(t, x)|
√
t2 − |x|2 =
τ, t − t0 ≥ r − R}. The future directed unit normal to the hyperboloid Hτ is computed by
Tµ = −∂µτ , consequently verifies T = τ−1S. Let Π¯µν = TµT ν +mµν which is the projection
tensor field to the tangent space of Hτ . It also gives the induced metric g on Hτ . We denote
by ∇ the Levi-Civita connection of g on Hτ .
A vector field V is Hτ -tangent if V (T ) = 0, and the same definition applies to any tensor
field if the contraction vanishes for every component. For an St,r or Sτ,r-tangent tensor field,
the norm is taken relative to the induced metric γ on the 2-spheres and the norm of an Hτ -
tangent tensor field is taken by g as our default. All such norms are denoted by | · | as long as
no confusion is possible.
We will constantly employ the orthonormal basis {ei}3i=1 on Hτ relative to the metric g.
{T , ei, i = 1, · · · 3} forms the hyperboloidal orthonormal basis in the Minkowski space.
Let N be the outward unit radial normal, which is tangent to the hyperboloid, and {e1, e2}
be an orthonormal basis of the 2-sphere Sτ,r. We refer to {T ,N, e1, e2} as the hyperboloidal
10For the definition of the signature function, we refer to Theorem 2.
11We will also employ the notations of Sτ,r, Su,v later, which are intersections of the level sets of the two
functions in the subscripts.
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(radial) tetrad although it is also orthonormal, in order to distinguish it from the aforementioned
set of frames. The relations between the vector fields (T ,N), (T0, N) and (L,L) are given below,
τT = tT0 + rN, τN = rT0 + tN, (2.3)
2τT = τ+L+ τ−L, 2τN = τ+L− τ−L, (2.4)
τT0 = tT − rN, τN = tN − rT . (2.5)
Hence we can obtain the relation between components of a 2-form G in the null tetrad and the
hyperboloidal tetrad:
GTN =
1
2
GLL, 2GTeA =
τ+
τ
αA +
τ−
τ
αA, 2GNeA =
τ+
τ
αA − τ−
τ
αA, (2.6)
where A = 1, 2, and the lefthand side of the identities are interpreted as a scalar function and
two 1-forms on spheres respectively.
A tensor field V decomposed by either of the two hyperboloidal frames is denoted by V♮
for short. The norm of V can be evaluated by the Riemannian metric hµν = mµν + 2TµT ν .
Clearly, for a 2-form G,
| G♮ | = |GTN |+ |G(T )|γ + |G(N )|γ + |σ[G]| ≈ |G(T )|g +
∑
1≤i<j≤3
|G(ei, ej)| ≈ |G|h, (2.7)
where γ denotes the induced metric on the 2-spheres Sτ,r.
We will also employ the electric-magnetic decomposition for a 2-form G by the hyperboloidal
orthonormal basis in Section 4, which in view of (2.7) is equivalent to G♮ in terms of the norm
|·|.
Finally, if a spacetime tensor field V is decomposed by the standard Cartesian frame, T =
{∂µ}3µ=0 with ∂0 = T0, |V | := |V |δ¯ where δ¯µν = 2T0µT0ν +mµν .
2.2. The basic energy identity. For any complex scalar field f and any 2-form G, define
the gauge invariant Maxwell-Klein-Gordon energy momentum 2-tensor as
T [f,G]µν = 1
2
(GµδGν
δ + G⋆ µδ G
⋆ δ
ν ) + ℜ(DµfDνf)−
1
2
mµν(D
δfDδf +m
2ff),
where mµν is the Minkowski metric and G
⋆ represents the Hodge dual of G. We may also use
T [f ] or T [G] to be shorthand for T [f, 0] or T [0, G] respectively.
We will rely on the following energy identity for the energy estimates in the region of D+.
Proposition 1. There holds the following energy identity∫
Hτ
T [f,G](X,T ) dHτ =
∫
Hτ0
T [f,G](X,T ) dHτ0 +
∫
Cτ
0
T [f,G](X,L)dµγdt
−
∫
Dτ
(
∂µT [f,G]µνXν + T [f,G]µν(πX)µν
)
dHτ ′dτ ′
(2.8)
for any smooth vector field X, scalar field f and closed 2-form G. Here πXµν =
1
2 (∂µXν+∂νXµ)
is the deformation tensor of the vector field X, Dτ has been defined in (1.10) and Cτ0 = {τ0 ≤
τ ′ ≤ τ} ∩C0. The area element on a sphere of radius r is denoted by dµγ = r2dω, ω ∈ S2.
For any complex scalar field f and closed 2-form G, define the 1-forms J [f ] and J [G] as
follows:
J [f ]µ = ℑ(f ·Dµf), J [G]µ = ∂νGµν .
We can then compute that
∂µT [f,G]µν = GµνJ [G]µ + ℜ((✷A − 1)fDνf) + FνµJµ[f ]. (2.9)
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In terms of the null decomposition of the 2-form G and the definition of T [f,G], we derive
4T [f,G](T0, T ) =τ−
τ
(|α|2 + |DLf |2) + τ+
τ
(|α|2 + |DLf |2)
+
2t
τ
(ρ2 + σ2 + | /Df |2 + |f |2), (2.10)
4T [G](S, T ) =τ
2
−
τ
|α|2 + τ
2
+
τ
|α|2 + 2τ(ρ2 + σ2), (2.11)
in which α, α, ρ and σ are null components for the 2-form G.
Using the hyperboloidal frame, we can instead write
T [G](S, T ) ≈ τ | G♮ |2. (2.12)
Recall that P, Ω denote the sets of generators of Poincare´ group and Lorentz group. For
the set of translation vector fields T, we often simply use {∂} with subindices omitted. To
distinguish the angular momentums from the boost vector fields in Ω, we denote the former by
O = {Ωij , 1 ≤ i < j ≤ 3}, the latter by B = {Ω0i, 1 ≤ i ≤ 3}.
By a slight abuse of notation, we may denote the generic elements of a set by the name of
the set. For instance, O(f) = Ωijf, ∀ 1 ≤ i < j ≤ 3, where f is any scalar function, while |Of |
means the sum
∑
Z∈O |Zf |.
For any scalar field f and 2-form G, define the k-th order energy on the hyperboloid Hτ :
EXk [f,G](τ) =
∑
Zk∈Pk
∫
Hτ
T [DkZf,LkZG](X,T ) dHτ , (2.13)
12 where in general Kk := {Z1Z2 · · ·Zk, Zi ∈ K, i = 1, · · · , k}, if K ⊂ P, and K0 = {id}.
In general, denote by EXk [f,G](Σ) the energy on a hypersurface Σ with n the surface normal
EXk [f,G](Σ) =
∑
Zk∈Pk
∫
Σ
T (DkZf,LkZG)(X,n) dµΣ.
If Zk ∈ Tk or Zk ∈ Ωk in the above definition, we denote them as EX
T,k[f,G](Σ) and EXΩ,k[f,G](Σ)
respectively.
We may use EXk [f ](Σ), EXk [G](Σ) to be shorthand for EXk [f, 0](Σ), EXk [0, G](Σ) respectively.
The same interpretation applies to the notations EX
T,k[f ](Σ) and EXΩ,k[G](Σ).
2.3. Main results. Note that in the exterior region, the charge of F˜ influences our analysis.
We denote the chargeless part of F˜ as Fˇ , and the corresponding electric part as ˇ˜E. At Σt0 ,
ˇ˜E = Eˇcf , which reads 13
Eˇcfi = E
cf
i − q0r−2χ{R
2
≤r}ωi, where ωi =
xi
r
.
We have
Fˇ := F˜ − q0r−2χ{t−t0+R2 ≤r}dt ∧ dr.
By the decomposition in (1.3)
F = Fˇ + Fˆ + q0r
−2χ{t−t0+R2 ≤r}
dt ∧ dr, (2.14)
where q0 verifies (1.8).
We will state the main theorems of the paper, which are Theorem 2 for the result in the
exterior region {0 ≤ t− t0 ≤ r−R}, Theorem 3 for the result in the entire interior region D+,
with the linear behavior of Fˆ given in Lemma 1 and Proposition 8. We first state the result in
the exterior region. For this purpose, we recall a few notations from [9].
12Here DlZ = DZl := DZ1 . . .DZl , L
l
Z = LZl := LZ1 . . .LZl , and DZ0 ,LZ0 are both the identity map.
13We define the chargeless part of the data in {r ≥ R
2
} to ensure the differentiability of Fˇ on C0.
R
2
can be
replaced by any R′ with 0 < R′ < R.
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Let Hu denote the outgoing null hypersurface {t− t0 − r = 2u, 0 ≤ t− t0 ≤ r −R} and Hv
the incoming null hypersurface {t − t0 + r = 2v, 0 ≤ t − t0 ≤ r − R}, where u, v are optical
functions defined in (2.2). We also use Hvu and Huv to denote the truncated hypersurfaces
Hvu := {(t, x) : t− t0 − |x| = 2u, −2u ≤ t− t0 + |x| ≤ 2v};
Huv := {(t, x) : t− t0 + |x| = 2v, −2v ≤ t− t0 − |x| ≤ 2u}.
On the initial hypersurface {t = t0}, define Σet0 = R3 ∩ {r ≥ R} and let Dvu be the domain
bounded by Hvu, Huv and the initial hypersurface:
Dvu := {(t, x) : t− t0 − |x| ≤ 2u, t− t0 + |x| ≤ 2v, t ≥ t0}.
We denote by E[f,G](Σ) the appropriate energy-flux of the 2-form G and complex scalar
field f along the hypersurface Σ. For the hypersurfaces of interest to us, 14
E[f,G](Σet0 ) =
∫
Σet0
(|G|2 + |Df |2 + |f |2)dx, |G|2 = ρ2 + |σ|2 + 1
2
(|α|2 + |α|2),
E[f,G](Hvu) =
∫
Hvu
(|DLf |2 + | /Df |2 + |f |2 + ρ2 + σ2 + |α|2),
E[f,G](Huv ) =
∫
Huv
(|DLf |2 + | /Df |2 + |f |2 + ρ2 + σ2 + |α|2),
(2.15)
where α, α, ρ, σ are the components of G defined in (2.1).
Throughout the paper, we assume R = 1 without loss of generality and t ≥ R.
Theorem 2. Consider the Cauchy problem for (mMKG) with the admissible initial data set
(φ0, φ1, E,H). Under the assumption of (1.7) with M0 being fixed, there exists a positive
constant ε0, depending only on 1 < γ0 < 2, M0 and the arbitrary small constant ǫ > 0 such
that if E2,γ0 ≤ ε20, the unique local solution (F, φ) of (mMKG) can be globally extended 15 in
time on the exterior region {(t, x) : t− t0 +R ≤ |x|}.
(1) The global solution verifies the following pointwise estimates,
r2| /Dφ|2 + u2+|DLφ|2 + r2|DLφ|2 ≤ CE2,γ0r−
5
2
+ǫu
1
2
−γ0
+ , |φ|2 ≤ CE2,γ0r−3u−γ0+ ;
|ρˇ|2 + |αˇ|2 + |σˇ|2 ≤ CE2,γ0r−2−γ0u−1+ , |αˇ|2 ≤ CE2,γ0r−2u−γ0−1+ ,
where u+ = |u|. Here the null components are for Fˇ , the chargeless part of F˜ defined
by the decomposition (2.14), c.f. ρˇ = ρ[Fˇ ].
(2) The following generalized energy estimates hold true
E[DkZφ,LkZ Fˇ ](H−u2u1 ) + E[DkZφ,LkZ Fˇ ](Hu1−u2) ≤ C(u1)
−γ0+2ζ(Z
k)
+ E2,γ0 ,∫
H
−u2
u1
r|DLDkZφ|2 +
∫
H
u1
−u2
r(| /DDkZφ|2 + |DkZφ|2) ≤ C(u1)1−γ0+2ζ(Z
k)
+ E2,γ0 ,∫
H
−u2
u1
rγ0 |α[LkZ Fˇ ]|2 +
∫∫
D
−u2
u1
rγ0−1|(α, ρ, σ)[LkZ Fˇ ]|2
+
∫
H
u1
−u2
rγ0 (|ρ[LkZ Fˇ ]|2 + |σ[LkZ Fˇ ]|2) ≤ C(u1)2ζ(Z
k)
+ E2,γ0
for all u2 < u1 ≤ −R2 , Zk = Z1Z2 . . . Zk with k ≤ 2 and Zi ∈ P, where P is the set
of generators of the Poincare´ group, and the signature function ζ : Pℓ → Z, ℓ ≤ 2 is
defined by
ζ(Ω) = 0, ζ(∂) = −1, ζ(Z0) = 0; ζ(Z1Z2) = ζ(Z1) + ζ(Z2).
14 We may hide the notation of the area element if it is the standard area element for the region of the
integral.
15We refer to the reader to [5, 6] for the standard global existence proof without showing the global decay
properties.
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The constant C in (1) and (2) depends only on γ0, M0 and ǫ.
The proof of Theorem 2 is presented in Section 5. We emphasize that the proof is completely
independent of propagation of the solution in {t− t0 ≥ r −R, t ≥ t0}.
Remark 1. The result can be easily adapted to the case when the size of the charge q0 is
arbitrary by separating the terms related to q0 and following the methods in [9]. We disregard
this subtlety since it is irrelevant to the result of Theorem 1.
Next, we state the behavior of the Maxwell field Fˆ .
Lemma 1. Let 0 < ǫ ≪ 1 be fixed. There hold the following estimates for the linear Maxwell
field Fˆ in the entire interior region D+ = ⋃τ ′≥τ0 Hτ ′ , in terms of the null decomposition,
τ2+ǫ+ (|αˆ|+
τ
τ+
|ρˆ|+ τ
τ+
|σˆ|) + τ+τ1+ǫ− |αˆ| . 1,
Pˆk(τ) :=
∫
Hτ
τ2+2ǫ−
τ
|α(LkZ Fˆ )|2 +
τ2+2ǫ+
τ
|α(LkZ Fˆ )|2 + ττ2ǫ+ (|ρ(LkZ Fˆ )|2 + |σ(LkZ Fˆ )|2) . 1;
(2.16)
and with Pˆk := Pˆk(τ), there hold that∫
Hτ
ττ2ǫ− | L♮ kZ Fˆ |2 . Pˆk . 1, (2.17)
τ ǫ−τ+τ | Fˆ♮ | . 1, (2.18)
where Zk ∈ Pk, k ≤ 2 and the constant bounds in all the above estimates merely depend on the
fixed numbers M0.
Remark 2. (2.17) and (2.18) are consequences of (2.16), (2.6) and (2.7). The decay properties
in the exterior region are included in Proposition 8.
We choose ǫ in Lemma 1 to be identical as in Theorem 2 for simplicity and state below the
main result in the entire interior region D+.
Theorem 3. Let 0 < δ ≤ 12 (1 − ǫ) be arbitrarily small and fixed, with ǫ the number fixed in
Lemma 1. There exists a constant ε0 > 0 such that Theorem 2 holds, which can be further
refined to be sufficiently small, depending on δ, ǫ and M0. With this bound, if E2,γ0 ≤ ε0,
the local solution (F, φ) for the admissible data can be extended uniquely for all t ≥ t0. In the
interior region D+, there hold 16 for φ and the perturbation part F˜ defined in (1.3) and (1.4)
(1) the pointwise estimates under the null tetrad
sup
Hτ
(τ2+|α˜|+ τ
3
2
+ τ
1
2
− (|ρ˜|+ |σ˜|) + τ−τ+|α˜|) . ε0,
sup
Hτ
(
τ
3
2
+ (|DLφ|+ | /Dφ|+ |φ|) + τ+τ
1
2
− |DLφ|
)
. ε0〈τ〉δ ;
(2) the energy estimates
ET0k [φ](τ) . ε20〈τ〉2δ , ET00 [φ](τ) + ESk [F˜ ](τ) . ε20, 0 ≤ k ≤ 2, τ ≥ τ0.
3. Preliminary results
We will need two types of preliminary results for proving the main results. One is to provide
the initial energies and boundary fluxes, which are given in Proposition 2 and Proposition 3.
The other is to give the weighted Sobolev inequalities on Hτ , c.f. Proposition 4 and Proposition
5, without additionally requiring the weighted trace bound on the intersection sphere with C0.
16 We regard a constant depending only on quantities among δ, ǫ,M0, γ0 as a universal constant and adopt
. to keep track of the universal constants in Section 3 and 4. The dependence on δ only occurs in Section 4.4.
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3.1. Initial energies and boundary fluxes. We first give the initial weighted energy for Fˇ
in Σet0 and for F˜ in {|x| ≤ R}.
Proposition 2.∑
l≤k
{
∫
Σt0∩{r≤R}
|∇¯lEcf |2dx+
∫
Σt0∩{r≥R}
(1 + r)γ0+2l|∇¯lEˇcf |2dx} . Ek,γ0 , k ≤ 2. (3.1)
The first part of (3.1) can follow from the standard elliptic estimate on Σt0 for the Hodge
system
divEcf = ℑ(φ0 · φ1), curlEcf = 0.
We refer the proof of the second part to [19, Lemma 11 and Corollary 10], which is based on
the result [11, Theorem 0] or [1, Theorem 5.1].
To prove Theorem 3, we need to run energy estimates on Dτ∗ with τ∗ a fixed large num-
ber. Due to the fundamental divergence theorem, we need the initial energies on Hτ0 and the
boundary fluxes on C0, which are given in the following result. They are derived with the help
of Theorem 2 and a set of local-in-time energy estimates.
Proposition 3. The following properties hold for F˜ and φ on C0 and Hτ0 ,
2∑
k=0
(ET0k [φ](τ0) + ESk [F˜ ](τ0)) . ε20, (3.2)
2∑
k=0
(ET0k [φ](C0) + ESk [F˜ ](C0)) . ε20. (3.3)
The estimate (3.2) provides the initial energies for the set of interior energy estimates. It
will be proved by a bootstrap argument shortly. The estimate (3.3) provides the control on the
boundary fluxes for the interior energy estimates.
As explained in Section 1, the sharp boundedness of the weighted energy for the Maxwell
field F˜ is crucial for proving Theorem 3. This requires the boundedness of the fluxes for F˜
on C0, which is presented in (3.3). It is derived by using the result of Theorem 2. However,
Theorem 2 only provides the derivative control on Fˇ , instead of F˜ . Since the fluxes for F˜ in
(3.3) are defined naturally by the null tetrad, in the following result we will carry out a careful
comparison between the null components of LℓZ F˜ and of LℓZ Fˇ , for Zℓ ∈ Pℓ, 0 ≤ ℓ ≤ 2.
Lemma 2. There hold on C0 for all Y ∈ P that
|α[LY (F˜ − Fˇ )]| . 〈τ−〉r−3|q0|, |ρ[LY (F˜ − Fˇ )]| . r−2+ζ(Y )|q0|,
|α[LY (F˜ − Fˇ )]| . r−2+ζ(Y )|q0|, σ[LY F˜ ] = σ[LY Fˇ ],
(3.4)
and the symbolic rough version
|LY (F˜ − Fˇ )| . r−2+ζ(Y )|q0|. (3.5)
For the second order derivatives, there hold for X,Y ∈ P that
|(α, σ)[LY LX(F˜ − Fˇ )]| . |q0|r−3〈τ−〉, |ρ[LY LX(F˜ − Fˇ )]| . |q0|r−2. (3.6)
Remark 3. This result is important to guarantee the boundedness of fluxes on C0 in the second
estimate of (3.3). Note that τ− = R on C0. In particular, if the larger quantities r or 〈τ+〉
appeared in the first inequalities in (3.6) and (3.4), instead of the smaller one 〈τ−〉 we obtained,
it would cause the loss of the sharp boundedness in (3.3). The proof of this lemma is based on
delicate calculations and the fact that r ≈ τ+ on C0.
Proof. Let {eA}2A=1 be the orthonormal basis on the 2-sphere Su,v. We can decompose the
standard cartesian frame ∂i as
∂i = ωi∂r + ω
A
i eA.
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It is easy to see that |ωAi |γ ≤ 1. It is straightforward to derive
[Ω0i, L] = ωiL− τ−
r
ωAi eA, [Ω0i, L] = −ωiL+
τ+
r
ωAi eA, i = 1, 2, 3,
[L, ∂0] = [L, ∂0] = 0, [L, ∂i] = −ω
A
i
r
eA = −[L, ∂i], i = 1, 2, 3
[L,Ωij ] = [L,Ωij ] = 0, 1 ≤ i < j ≤ 3.
(3.7)
The first derivative results in Lemma 2 are included in the following results.
(I) If Y = Ω0i, i = 1, 2, 3
(ρ, σ)[LY (F˜ − Fˇ )] = (q0Y (r−2), 0), (3.8)
α[LY (F˜ − Fˇ )]A = −q0 τ−ωiA
r3
= q0r
−2LΩ0iLµΠµνeνA, (3.9)
α[LY (F˜ − Fˇ )]A = −q0 τ+ωiA
r3
= −q0r−2LΩ0iLµΠµνeνA. (3.10)
(II) (a) If Y = O, ∂t, LY Fˇ = LY F˜ ; and LYG = /LYG holds for 2-forms G.
(b) If Y = ∂, LYG − /LYG = O(r−1)G for 2-forms G, 17 where G on the right hand
side represents symbolically any component of the 2-form. There also hold
|(α, α)[LY (F˜ − Fˇ )]| . r−3|q0|, (ρ, σ)[LY (F˜ − Fˇ )] = (q0Y (r−2), 0). (3.11)
The /LYG in (a) and (b) represents the projections of LYG on Su,v. With α, α, ρ, σ the null
components of the 2-form G, /LYG consists of two scalar functions /LY ρ := Y (ρ), /LY σ := Y (σ),
and a pair of Su,v-tangent 1-tensor fields, which are defined
18 below
/LY αA := LY (LµGµν′Πν
′
ν )e
ν
A, /LY αA := LY (LµGµν′Πν
′
ν )e
ν
A.
To compare these components with the corresponding null components of LYG, we adopt the
decompositions for Z ∈ P in [3, Page 152-154]
[Z,L] = Q
A
eA +ML, [Z,L] = QAeA +ML,
to derive
α[LZG]A = /LZαA −MαA +QAρ+ ǫABQBσ,
α[LZG]A = /LZαA −MαA −QAρ+ ǫABQBσ,
ρ[LZG] = /LZρ+
1
2
Q
A
αA − 1
2
QAαA,
σ[LZG] = /LZσ −
1
2
Q
A
⋆αA − 1
2
QA
⋆αA,
(3.12)
where ǫµν =
1
2ǫµνLL,
⋆αA = ǫABαB and
⋆α = ǫABαB are the Hodge duals on Su,v of α and α
respectively. By using (3.7), we can obtain for the nontrivial cases that
if Z = Ω0i :M = ωi = −M, QA = −τ−
r
ωiA QA =
τ+
r
ωiA; (3.13)
if Z = ∂i :M =M = 0, QA =
ωiA
r
= −Q
A
. (3.14)
Now we prove (I) and (II) by using the following facts
α[F˜ ] = α[Fˇ ], α[F˜ ] = α[Fˇ ], σ[F˜ ] = σ[Fˇ ], ρ[F˜ − Fˇ ] = q0r−2. (3.15)
17Here U = O(f) is either a scalar or an Su,v-tangent tensor field verifying |U/f | . 1.
18In general, for an Su,v-tangent vector field V µ, /LY VA = LY V
µeA
ν .
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Let Y = Ω0i, i = 1, 2, 3 in (3.12). By using (3.13) we can derive
α[LY G]A = /LY αA − ωiαA −
τ−ωiA
r
ρ− τ−
r
ǫABωiBσ, (3.16)
α[LYG]A = /LY αA + ωiαA −
τ+ωiA
r
ρ+
τ+
r
ǫABωiBσ,
ρ[LYG] = Y (ρ) + τ+
2r
ωAi αA +
τ−
2r
ωAi αA,
σ[LYG] = Y (σ) − τ+
2r
ωAi
⋆αA +
τ−
2r
ωAi
⋆αA.
Hence, in view of (3.15) and (3.7), we can obtain (3.9) and (3.10). Also there holds the symbolic
formula
(ρ, σ)[LY G]− Y (ρ, σ) = O(τ+
r
)α+O(
τ−
r
)α. (3.17)
Applying the above identity to G = F˜ and Fˇ , with the help of (3.15), we can obtain (3.8).
The result LYG = /LYG in (II) (a) holds for Y = ∂t,O, by using the fact that [Y, L] =
[Y, L] = 0 in (3.7) and (3.12). Hence, by using (3.15), LY (F˜ − Fˇ ) = 0 holds for Y = ∂t,O.
Consequently (II) (a) is proved.
If Y = ∂i, using (3.12) and (3.14), we can derive LYG− /LYG = O(r−1)G for any 2-form G,
and (ρ, σ)[LY (F˜ − Fˇ )] = Y (q0r−2, 0). For the α, α components, we note by using (3.12) and
(3.14) that
α[LY (F˜ − Fˇ )]A = q0r−2LY LνeνA = q0r−3ωiA = α[LY (F˜ − Fˇ )]A. (3.18)
Combining the results for all the components, we can obtain (3.11). Hence we completed the
proof of (I) and (II).
Next we consider the second order derivatives. By (II) (a), if X = ∂t,O, then LY LX F˜ =
LY LX Fˇ .
For other combinations of vector fields X,Y , note that Lie differentiating (3.9) and (3.18)
directly involves /L2ZωiA, which could be difficult to compute. Since for an Su,v-tangent vector
field V , |V (O)| ≈ r|V |γ , we will instead rely on the preliminary estimates
2∑
ℓ=0
∑
Zℓ∈Ωℓ
|LℓZL(O)| . 〈τ−〉,
∑
Z∈Ω
|L∂LZL(O)| . 1, (3.19)
and
|LXL∂L(O)| . rζ(X), X ∈ P, (3.20)
which will be confirmed in the end.
It is straightforward to calculate,
/LY (LXLµΠµν)eνA = LY (LXLµΠµν)eνA = LY LXLµeAµ +
1
2
LXLµLµLY LνeνA.
In view of (3.7), |LXLµLµ| ≤ 1, which vanishes if X ∈ P \B. Hence the second term on the
right is bounded by r−1|LY L(O)| and vanishes if X ∈ P \B. Consequently,
|/LY (LXLµΠµν)eνA| . r−1(|LY LXL(O)|+ |LY L(O)|) (3.21)
and the last term on the right hand side vanishes unless X ∈ B. Next we will employ this
estimate to control /LY α[LX(F˜ − Fˇ )].
With the help of (3.21), by using (3.19) and (3.9), we directly compute
|/LY α[LX(F˜ − Fˇ )]| . |q0|(1 + τζ(Y )+1− )r−3 if X ∈ Ω, Y ∈ P; (3.22)
and by using (3.20) and (3.18)
|/LY α[L∂i(F˜ − Fˇ )]| . |q0|r−3+ζ(Y ), if Y ∈ P, (3.23)
where for both we employed |Y (r−2)| . r−2+ζ(Y ) on C0.
With X = Ω0i, ∂i, 1 ≤ i ≤ 3, we now discuss the following three cases.
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Case 1. If Y = Ω0j where 1 ≤ j ≤ 3, by using (3.16), there holds
α[LY LX(F˜ − Fˇ )]A = /LY (α[LX (F˜ − Fˇ )]ν)eνA − ωjα[LX(F˜ − Fˇ )]A −
τ−ωiA
r
ρ[LX(F˜ − Fˇ )].
For (ρ, σ)[LY LX(F˜ − Fˇ )], we employ (3.17) with G = LX(F˜ − Fˇ ) to derive
(ρ, σ)[LY LX(F˜ − Fˇ )]− Y ((ρ, σ)[LX(F˜ − Fˇ )]) =
(
O(
τ+
r
)α+O(
τ−
r
)α
)
[LX(F˜ − Fˇ )].
Note that it follows by using (3.8), (II) and (3.11) that
(ρ, σ)[LX(F˜ − Fˇ )] = (X(q0r−2), 0) X ∈ P. (3.24)
By using (3.24), Y ((ρ, σ)[LX (F˜ − Fˇ )]) = Y (X(q0r−2), 0), which is bounded by |q0|r−2+ζ(X) by
direct computation. The right hand side of the above two identities of the second derivative
components can be bounded by using (3.22)-(3.23) and the estimates of α, α and ρ in (3.4). In
view of τ+ ≈ r on C0, this implies for Y ∈ B and X ∈ P that
|(α, σ)[LY LX(F˜ − Fˇ )]| . |q0|〈τ−〉r−3, |ρ[LY LX(F˜ − Fˇ )]| . |q0|r−2+ζ(X).
Case 2. If Y = ∂, by using (II)(b),
LY LX(F˜ − Fˇ )− /LY LX(F˜ − Fˇ ) = O(r−1)LX(F˜ − Fˇ ).
In view of (3.5) and (3.22)-(3.24), this implies
|(α, ρ, σ)[LY LX(F˜ − Fˇ )]| . |/LY (α, ρ, σ)[LX(F˜ − Fˇ )]|+ r−3|q0| . r−3|q0|.
Case 3. If Y = O, by using (II) (a),
LY LX(F˜ − Fˇ ) = /LY LX(F˜ − Fˇ ).
By using (3.24), Y ((ρ, σ)[LX (F˜ − Fˇ )]) =
(
q0[Y,X ](r
−2), 0
)
. Thus noting [Y,X ] ∈ P with
ζ([Y,X ]) = ζ(X), we derive
|(ρ, σ)[LY LX(F˜ − Fˇ )]| . |q0|r−2+ζ(X).
For the α component, we employ (3.22) and (3.23) to obtain
|α[LY LX(F˜ − Fˇ )]| ≤ |/LY α[LX(F˜ − Fˇ )]| . |q0|〈τ−〉r−3, X ∈ Ω
and
|α[LY L∂i(F˜ − Fˇ )]| ≤ |/LY α[L∂i (F˜ − Fˇ )]| . |q0|r−3.
Hence (3.6) holds for all the cases.
It remains to prove (3.19) and (3.20). Consider (3.19). Note that the ℓ = 0 case is trivial.
We first show that
|LXL(Z)| . 〈τ−〉1+ζ(Z), X ∈ Ω, Z ∈ P, (3.25)
which implies the ℓ = 1 case. It is straightforward to check that LOL = 0. Otherwise since for
X ∈ B, [X,O] =∑3i=1 CiΩ0i with constants |Ci| = 1,
LXL(O) = X(L(O))− L([X,O]) =
3∑
i=1
Ci(L, t∂i + x
i∂t) =
3∑
i=1
Ciτ−
xi
r
, (3.26)
where we used
(L, t∂i + x
i∂t) = τ−
xi
r
. (3.27)
In view of LXL(Ω0i) = X(L(Ω0i))− L([X,Ω0i]), due to X ∈ Ω, by using |X( τ−r )| . τ−r on C0,
[X,Ω0i] ∈ Ω and (3.27), we can obtain
|LXL(Ω0i)| .
3∑
j=1
|X≤1(τ− x
j
r
)| . 〈τ−〉.
If Z = ∂, we can directly check that (3.25) holds with the bounds . 1. Thus (3.25) is proved.
It remains to derive the second order estimates. In view of
LY LXL(O) = Y (LXL(O))− LXL([Y,O]),
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if X,Y ∈ Ω, due to [Y,O] ∈ Ω, (3.25), LOL = 0 and (3.26), we can derive that
|LY LXL(O)| .
3∑
i=1
|Y (τ− x
i
r
)|+ |LXL(Ω)| . 〈τ−〉.
Thus we have obtained the first result of (3.19). If Y = ∂ and X ∈ Ω, by repeating the above
calculation, also noting that [Y,O] ∈ {∂} and (3.25), we can obtain
|L∂LXL(O)| .
3∑
i=1
|∂(τ−x
i
r
)|+ |LXL(∂)| . 1.
Consequently the second inequality in (3.19) is proved.
Note LY L∂tL(O) = 0. To see (3.20), it suffices to consider the case where ∂ is ∂i, with
i = 1, 2, 3 fixed. We first have
LY L∂iL(O) = −Y (L([∂i,O]))− L∂iL([Y,O]).
By a straightforward calculation L([∂i,O]) =
∑3
j=1 C
i
jωj with constants |Cij | = 1. Thus
LY L∂iL(O) = −
3∑
j=1
CijY (ωj)− L∂iL([Y,O]).
Note that |LY O| ≤ rζ(Y )+1. Thus in view of (3.7), |L∂iL([Y,O])| . rζ(Y ). By direct calculation,
|Y (ωi)| . rζ(Y ). Combining the two estimates yields (3.20).
We therefore have completed the proof of Lemma 2. 
Proof of Proposition 3. We first consider (3.3). The proof of the estimate for ET0k [φ](C0) can
follow directly by Theorem 2. The estimate for the curvature fluxes requires a comparison of
the curvature flux of LkZ F˜ and LkZ Fˇ , for k ≤ 2.
By using 2S = τ+L+ τ−L in (2.4), for any smooth 2-form G,
2T [G](S,L) = 2(GSαG αL −
1
4
m(S,L)GαβG
αβ)
= G(τ+L+τ−L)αG
α
L −
1
4
m(τ+L+ τ−L,L)GαβG
αβ
= τ+|α[G]|2 + τ−(ρ[G]2 + σ[G]2).
Since τ− ≈ u+ ≈ 1 and τ+ ≈ r on the cone C0 := {t− t0 = r −R, t ≥ t0}, by using Lemma 2,
for Zk ∈ Pk, we can bound
T [LkZ F˜ ](S,L) . T [LkZ Fˇ ](S,L) + τ+〈τ−〉2r−6|q0|2 + 〈τ−〉r−4|q0|2
. T [LkZ Fˇ ](S,L) + |q0|2(r−5 + r−4).
This implies the energy estimate of ESk [F˜ ][C0] in (3.3) by direct integration on C0 with the help
of Theorem 2 (2), the facts that r ≈ t on C0, and |q0| . E0,γ0 in (1.8).
Next we prove (3.2). Let Σ˜t = Σt ∩ {t ≥ r +R}, R ≤ t ≤ 2R. The existence and uniqueness
of the solution in the region {t − t0 ≥ r − R,R ≤ t ≤ t0} follow directly from the classical
theory. We will focus on deriving the following energy bound in this region with data on Σ˜t0 .
Lemma 3. With Zk ∈ Tk in the definition (2.13) and 0 ≤ k ≤ 2, there holds
ET0
T,k[φ, F˜ ](Σ˜t) + ET0T,k[φ, F˜ ](τ0) . ε20, R ≤ t ≤ 2R. (3.28)
The estimate in (3.2) follows as a consequence of the second inequality in (3.28). Indeed, we
can derive
ET0k [φ](τ0) + ESk [F˜ ](τ0) . ET0T,≤k[φ, F˜ ](τ0)
by using the following facts:
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(1) For scalar functions f and tensor fields U there hold that
|DlZf | . |D≤l∂ f |, |LlZU | . |L≤l∂ U |, if τ+ . 1
for Z l ∈ Pl with l ∈ N;
(2) In the region of
⋃
R≤t≤2R Σ˜t, since τ+ . 1 and τ ≈ 1, there hold for 2-forms G that
T [G](S, T ) . T [G](T0, T ),
which can be directly seen by setting f = 0 in (2.10), and comparing (2.10) with (2.11).
Now we prove the first estimate in (3.28) by a bootstrap argument. It will immediately give
the second one by running the standard energy estimates.
With the initial bound for the energies of (F˜, φ) on Σ˜t0 given in the first part of Proposition
3.1 and the bound of E2,γ0 , in the region Dt∗− =
⋃
{R<t∗≤t≤2R}
Σ˜t, we assume that
ET0
T,k[φ, F˜ ](Σ˜t) ≤ 2∆20, where k = 0, 1, 2 (3.29)
with ∆0 > ε0 to be chosen later. The right hand side of (3.29) will be improved to < 2∆
2
0.
Then (3.29) will hold true for R ≤ t ≤ 2R by the continuity argument.
We will constantly employ the result in {R ≤ t ≤ 2R, t ≥ r + R} of the linear part of the
Maxwell field Fˆ ,
ET0
T,≤2[Fˆ ](Σ˜t) .M20; |Fˆ | .M0, (3.30)
where the last estimate is a consequence of the first one and the standard Sobolev embedding
on Σ˜t. Again, since the bounds are the universal constants, we will denote them as . 1.
By using the standard Sobolev inequality and (3.29), we can obtain the pointwise bounds
‖F˜‖L∞(Dt∗
−
) + ‖D≤1φ‖L∞(Dt∗
−
) . ∆0, |F | . 1, (3.31)
where the last estimate is a consequence of |Fˆ | . 1 in (3.30) and the first estimate of (3.31).
Now we give the standard energy inequalities. Let C−0 = {t − t0 = r − R,R ≤ t ≤
t0}. Recall the definition of T [f,G]µν from Section 2. The energy density on C−0 verifies
T [f,G](T0, L)(C−0 ) ≥ 0. Hence it follows by the divergence theorem and (2.9) that
ET0
T,k[φ, F˜ ](Σ˜t) ≤
∑
Zk∈Tk
|
∫∫
Dt
−
LkZ F˜µT0J [LkZ F˜ ]µ + ℜ((✷A − 1)DkZφDT0DkZφ) + FT0µJµ[DkZφ]|
+ ET0
T,k[φ, F˜ ](Σ˜t0)
. ε20 +
∑
Zk∈Tk
∫∫
Dt
−
|J [DkZφ]|+ |J [LkZF˜ ]|2 + |(✷A − 1)DkZφ|2
. ε20 +
∑
Zk∈Tk
∫∫
Dt
−
|(✷A − 1)DkZφ|2 + |LkZJ [φ]|2, k ≤ 2, (3.32)
where we used |J [DkZφ]| . |DDkZφ||DkZφ|, J [LkZ F˜ ] = LkZJ [φ] (due to the Maxwell equation in
(1.4)), (3.31), Cauchy-Schwarz inequality and Gronwall’s inequality.
In particular, if k = 0, by Gronwall’s inequality, the above estimate implies that
ET0
T,0[φ, F˜ ](Σ˜t) . ε
2
0. (3.33)
Next we show for Zk ∈ Tk, k ≤ 2
‖LkZJ [φ]‖L2(Σ˜t) . ∆
2
0. (3.34)
Indeed, by using the last inequality in Lemma 11, there holds for Zk ∈ Tk,
|LkZJ [φ]| .
∑
l1+l2≤k
|Dl1Zφ||DDl2Z φ|+
∑
l1+l2≤k−1
|Dl1Zφ||Ll2ZF ||φ|.
Note that by (3.29) and (3.30)
‖L≤1Z F‖L2(Σ˜t) . E
T0
T,≤1[F ]
1
2 (Σ˜t) . 1. (3.35)
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With 1 ≤ k ≤ 2, by using the pointwise estimate for the scalar field in (3.31),∑
l1+l2≤k
‖|Dl1Zφ||DDl2Zφ|‖L2(Σ˜t) . ∆0E
T0
T,≤k[φ]
1
2 (Σ˜t) . ∆
2
0,∑
l1+l2≤k−1
‖|Dl1Zφ||Ll2ZF ||φ|‖L2(Σ˜t) . ∆
2
0‖L≤1Z F‖L2(Σ˜t) . ∆
2
0,
where we employed (3.29) for deriving the last step in the first inequality and (3.35) for the
second inequality. This gives (3.34).
It remains to consider the second term on the right hand side in (3.32). By Lemma 11, there
hold
(✷A − 1)DXφ = Q(F, φ,X), ∀X ∈ T
and∑
X,Y ∈T
|(✷A − 1)DXDY φ| ≤
∑
X,Y ∈T
{|Q(F,DXφ, Y )|+ |Q(F,DY φ,X)|+ |Q(LXF, φ, Y )|
+ |FXµF µY φ|},
(3.36)
where, due to the definition of the quadratic form of Q in (A.1) and for Z ∈ T,
|Q(G, f, Z)| . |G||Df |+ |J [G]||f |, with J [G]ν = ∂µGνµ. (3.37)
Therefore we can obtain for all X ∈ T, with the help of the Maxwell equation in (mMKG),
that
|(✷A − 1)DXφ| . (|F |+ |φ|2)|Dφ|
and obtain from (3.36) and (3.37) by using |F | . 1 in (3.31) that∑
X,Y ∈T
|(✷A − 1)DXDY φ| .
∑
Z∈T
(|DDZφ|+ (|Dφ|2 + |J [LZF ]|+ 1)|φ|+ |LZF ||Dφ|) .
With the help of (3.31) and (3.29), the above two estimates can be summarized as
‖(✷A − 1)DkZφ‖L2(Σ˜t) . ‖DD
k−1
∂ φ‖L2(Σ˜t) + ‖|Dφ||L
≤k−1
∂ F |‖L2(Σ˜t)
+ ‖φ‖
L2(Σ˜t)
+∆30,
where we used (mMKG), J [LZF ] = LZJ [φ], and the estimate (3.34) for LZJ [φ].
Consider the second term on the right hand side. If k = 1, we can directly use |F | . 1 to
bound the curvature term; if k = 2, we employ the Sobolev embedding and an estimate similar
to (3.35). This implies with k = 1, 2,
‖|Dφ||L≤k−1∂ F |‖L2(Σ˜t) . ‖D≤k−1Dφ‖L2(Σ˜t)(‖L
≤k
∂ F‖L2(Σ˜t) + 1)
. ‖D≤k−1Dφ‖
L2(Σ˜t)
(E
1
2
T,≤k[F ](Σ˜t) + 1) . ‖D≤k−1Dφ‖L2(Σ˜t).
Substituting the above two sets of estimates and (3.35) into (3.32) gives
ET0
T,k[φ, F˜ ](Σ˜t) . ε
2
0 +
∫ t0
t
ET0
T,≤k−1[φ](Σ˜t′ )dt
′ +∆40 + sup
t≤t′≤2R
ET0
T,0[φ](Σ˜t′ )
. ε20 +∆
4
0
by using the 0-order energy estimate in (3.33) and induction. Hence, we have obtained
ET0
T,k[φ, F˜ ](Σ˜t) < C(ε
2
0 +∆
4
0), where k = 0, 1, 2,
with the universal constant C > 1. The above inequality holds with the right hand side replaced
by < 2∆20, as long as we choose
∆0 = Cε0, C∆
2
0 < 1.
Thus the first inequality in (3.28) is proved.
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The remaining inequality can be derived by repeating the energy estimate in the region
enclosed by Σ˜t0 and Hτ0 , while the nonlinear error integral can be treated by substituting the
first estimate in (3.28) directly. 
3.2. Sobolev inequalities. In this subsection, we derive in D+ various Sobolev inequalities
on hyperboloids, which will be crucial for giving decay properties of solutions. In particular,
we denote by Hiτ ,Heτ the interior and exterior parts on Hτ respectively, which read
Hiτ = {r ≤
t
3
} ∩Hτ , Heτ = {r >
t
3
}
⋂
Hτ .
Recall that Hτ denotes the set {(t, x) :
√
t2 − |x|2 = τ, t − t0 ≥ r − R} for τ ≥ τ0 and
Sτ,r = {|x| = r} ∩ Hτ . Let rmax(τ) = max{r : Sτ,r ⊂ Hτ}. Since in the exterior region,
the solution of (mMKG) is highly nontrivial, we especially need to confirm that the trace of
a given field on Sτ,rmax(τ) with a weight of r does not appear on the right hand side of the
Sobolev inequalities (which is in contrast to [13, Sections 4.1 and 4.3]). Otherwise we have to
derive additionally a set of r-weighted trace estimates whenever using the Sobolev inqualities
on Hτ , which is cumbersome and unnecessary. This is achieved mainly by Lemma 6 and its
applications. As a remark, the Sobolev inequalities here are general results in D+, where the
constants C, c and those in “.” in this subsection are general constants, independent of any
of the quantities M0, δ, ǫ, γ0 introduced in Section 2.3.
We will constantly employ the following facts, which can be derived by using LΩT = 0,
LΩµν g = 0, and direct calculations.
Lemma 4. (1) If G is Hτ -tangent, for the generator of the Lorentz group {Ωµν , 0 ≤ µ <
ν ≤ 3} in the Minkowski space, LΩµνG is Hτ -tangent and
|Ωµν |G|| ≤ |LΩµνG|,
where the norms for the tensor fields are taken by g.
(2) There holds the identity
3∑
a=1
Ωµ0aΩ
ν
0a = t
2Πµν + τ2NµNν , (3.38)
where Πµν is the projection tensor to the sphere Sτ,r defined in Section 2.1, and it gives
the induced metric γ on the sphere. As a straightforward consequence, due to τ ≤ t,
with D the covariant derivative associated to A on Hτ , i.e. Dν = Π¯µνDµ, for a complex
scalar field f ,
|Df |2 ≤ τ−2
3∑
a=1
|DΩ0af |2. (3.39)
The same estimate holds for real-valued functions f with D replaced by ∇ and DΩ0a
replaced by ∂Ω0a .
We first recall the standard Sobolev inequality on Hτ .
Lemma 5. For any Hτ -tangent, real-valued tensor field U , there hold with a Sobolev constant
C > 0 that
‖U‖Lp(Hτ ) ≤ C(‖∇U‖
3
2
− 3
p
L2(Hτ )
‖U‖
3
p
− 1
2
L2(Hτ )
+ τ−(
3
2
− 3
p
)‖U‖L2(Hτ )), 2 ≤ p ≤ 6; (3.40)
and the trace inequality
‖U‖L4(Sτ,r) ≤ C(‖∇U‖L2(Hτ ) + τ−1‖U‖L2(Hτ )). (3.41)
They also hold for complex scalar field f if ∇ is replaced by D.
We will employ the following scaling argument to derive Sobolev inequalities on Hτ . Let
(xµ)3µ=0 be the original coordinates on Hτ , τ ≥ τ0. Define the rescaled variables (yµ) on H1 as
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xµ = τyµ where µ = 0, 1, 2, 3. Then introduce a new function φ˜((yµ)) and a new connection
A˜((yµ)) on the truncated unit hyperboloid H1 by:
φ˜((yµ)) = φ((xµ)), A˜((yµ)) = τA((xµ)).
Then, partial derivatives scale as
∂yµ φ˜ =
∂φ
∂xµ
τ,
and the covariant derivatives relative to the connection A˜ scale as
D˜µφ˜ =
∂φ˜
∂yµ
+ iA˜µφ˜ = τDµφ.
For simplicity, we will not use ˜ to distinguish the quantities under the rescaled coordinates
from the original ones whenever there is no confusion. The volume elements of Hτ , H1 and dx
on Hτ are related in the following way: dHτ = τ2dH1, and dx = tτ dHτ on Hτ .
Lemma 6. (1) Let φ be a complex scalar field defined on the future directed truncated unit
hyperboloid H1 of R3+1. Then there is a constant C > 0 such that(∫
H1
(1 + r2)3|φ|6 dx
) 1
6
+ sup
S1,r⊂H1
(∫
S1,r
(1 + r2)2|φ|4 dS1,r
) 1
4
≤ C
(∫
H1
(|φ|2 +
3∑
a=1
|DΩ0aφ|2) dx
) 1
2
,
where dx = r2drdω, ω ∈ S2.
(2) The above estimate holds for real-valued scalar functions with DΩ0a replaced by Ω
µ
0a∂µ.
(3) There holds for any smooth H1-tangent tensor field G that(∫
H1
(1 + r2)3|G|6 dx
) 1
6
+ sup
S1,r⊂H1
(∫
S1,r
(1 + r2)2|G|4 dS1,r
) 1
4
≤ C
(∫
H1
(|G|2 +
3∑
a=1
|LΩ0aG|2) dx
) 1
2
.
Proof. Noting that in the region Hi1, r . 1, t ≈ 1, the area element dx ≈ dH1. We can then
apply Lemma 5, Lemma 4 (2) and the fact that t/τ ≥ 1 to obtain(∫
Hi
1
(1 + r2)3|φ|6 dx
) 1
6
+ sup
S1,r⊂Hi1
(∫
S1,r
(1 + r2)2|φ|4 dS1,r
) 1
4
.
(∫
H1
(|φ|2 +
3∑
a=1
|DΩ0aφ|2) dx
) 1
2
.
It now suffices to consider the estimate on He1. Recall the standard isoperimetric inequality for
a real-valued function f on 2-sphere S,∫
S
|f − f |2 ≤ c2
(∫
S
| /∇f |
)2
,
where /∇ denotes the Levi-Civita connection of the induced metric γ on S, c is a constant
independent of the radius of S, and f denotes the average of f over S. We first apply the above
isoperimetric inequality to f = (1 + r2)
3
2 |φ(t(r), rω)|3 , where r = |x| and ω ∈ S2. Note that in
He1, r ≈ t. Let r0 = min{|x| : x ∈ He1}. By definition, we can calculate r0 ≈ 1.
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Then integrating with respect to r, we obtain that∫
He
1
(1 + r2)3|φ|6dx .
∫
He
1
dr
 1
r2
(∫
S1,r
(1 + r2)
3
2 |φ|3
)2
+
(∫
S1,r
(1 + r2)
3
2 |φ|2 /∇|φ|
)2
. sup
S1,r⊂He1
(∫
S1,r
(1 + r2)2|φ|4
)(∫
He
1
(
1 + r2
r2
|φ|2 +
3∑
a=1
|DΩ0aφ|2)dx
)
. sup
S1,r⊂He1
(∫
S1,r
(1 + r2)2|φ|4
)(∫
He
1
(|φ|2 +
3∑
a=1
|DΩ0aφ|2)dx
)
.
The second line follows from Ho¨lder’s inequality, ∂i − ωi∂r = −t−1
∑3
j=1(Ω0i − ωiωjΩ0j), and
r ≈ t in He1.
Now, we estimate
∫
S1,r
(1 + r2)2|φ|4 on He1 in the following manner:
|
∫
S1,r
(1 + r2)2|φ|4 −
∫
S1,r0
(1 + r2)2|φ|4| .
∫ r
r0
∫
S1,λ
|φ|3(|∂λ|φ||+ 〈λ〉−1|φ|)(1 + λ2)2 dS1,λdλ
.
∫ r
r0
∫
S1,λ
|φ|3(1 + λ2) 32 |(λ∂λ)≤1|φ|| dS1,λdλ
.
(∫
H1
(1 + r2)3|φ|6dx
) 1
2
(∫
H1
3∑
a=1
|D≤1Ω0aφ|2dx
) 1
2
.
To derive the last line, we used the fact that λ∂λ = τN =
∑3
a=1
xa
r
(t∂a + xa∂0) on H1.
It follows by the standard trace inequality (3.41) and (3.39) that,
(
∫
S1,r0
|φ|4) 14 . ‖D≤1φ‖L2(H1) .
3∑
a=1
‖D≤1Ω0aφ‖L2(H1) .
(∫
H1
3∑
a=1
|D≤1Ω0aφ|2dx
) 1
2
.
Combining the above three estimates for
∫
S1,r
(1+r2)2|φ|4 and ∫
He
1
(1+r2)3|φ|6 yields (1) in the
lemma. The other two results can be derived in the same way by using Lemma 4 and Lemma
5. 
Next we give the Sobolev embedding for the decay estimates.
Proposition 4. Let B represent all the elements of {Ω0a, a = 1, 2, 3}. With a constant C > 0,
(1) There holds for any Hτ -tangent tensor field G that
sup
Hτ
(τ
3
2
+ |G|) ≤ C
(∫
Hτ
t
τ
|L≤2
B
G|2dHτ
) 1
2
; (3.42)
(2) There holds for any complex scalar field φ that
sup
Hτ
(τ
3
2
+ |φ|) ≤ C
(∫
Hτ
t
τ
|D≤2
B
φ|2dHτ
) 1
2
. (3.43)
Proof. In the region Hi1, by using the standard Sobolev embedding in Lemma 5 for an H1-
tangent tensor U and Lemma 4
‖U‖L6(Hi
1
) .
(∫
H1
(|U |2 + |LBU |2) dH1
) 1
2
. (3.44)
Note that, due to the Sobolev embedding on H1 and (2) in Lemma 4,
‖G‖L∞(Hi
1
) . ‖∇|G|‖L6(H1) + ‖G‖L6(H1) . ‖B≤1|G|‖L6(H1).
Hence by using (1) in Lemma 4 and the above two inequalities, we obtain that
‖G‖L∞(Hi
1
) . ‖L≤1B G‖L6(H1). (3.45)
23
Apply (3.44) to G and LBG , where the latter is still H1-tangent due to LΩ0aT = 0. We
conclude that
‖G‖L∞(Hi
1
) . ‖L≤2B G‖L2(H1).
Rescaling the above inequality back to Hτ and using the fact that τ+ ≈ τ in Hiτ lead to
‖τ
3
2
+G‖L∞(Hiτ ) . ‖L
≤2
B
G‖L2(Hτ ).
We can similarly prove by using the classical Sobolev inequality ||φ||L∞(Hi
1
) . ||φ||L6(H1) +
||∇|φ|||L6(H1) that
‖τ
3
2
+φ‖L∞(Hiτ ) . ‖D
≤2
B
φ‖L2(Hτ ). (3.46)
Now it remains to derive the estimate on Heτ . For brevity, we will only consider the estimate
for complex scalar fields φ.
We recall the classical Sobolev inequality on S1,r given by
sup
S1,r
r
1
2 |φ| .
(∫
S1,r
|φ|4 + r4| /∇|φ||4
) 1
4
.
Note that due to (2) in Lemma 4 and r < t in Dτ∗ , r| /∇|φ|| . ∑3a=1 |DΩ0aφ|. We then apply
Lemma 6 for D≤1Ω0aφ to obtain the following inequality for S1,r ⊂ He1
sup
S1,r⊂He1
r
1
2 (1 + r2)
1
2 |φ| .
(∫
He
1
|D≤2
B
φ|2dx
) 1
2
.
Note r ≈ t in He1. (3.43) follows by rescaling the above inequality and combining (3.46). The
estimate for an Hτ -tangent tensor field G in Heτ can be similarly derived with the help of (3)
in Lemma 6 and Lemma 4. Thus the proof is completed. 
In view of Lemma 6, we also have derived the following Lp estimates by interpolation and
the facts t ≈ τ+ and |B(tp)| . tp, p ∈ R in {t− t0 ≥ r −R, t ≥ R}.
Proposition 5. Let 2 ≤ p ≤ 6, U be an Hτ -tangent real tensor field and V be an Hτ -tangent
complex tensor field. There hold with a constant C > 0 that
‖(τ2+τ)
1
2
− 1
pU‖Lp(Hτ ) ≤ C‖L≤1B U‖
3
2
− 3
p
L2(Hτ )
‖U‖
3
p
− 1
2
L2(Hτ )
, (3.47)
‖(τ2+τ)
1
2
− 1
pV ‖Lp(Hτ ) ≤ C‖D≤1B V ‖
3
2
− 3
p
L2(Hτ )
‖V ‖
3
p
− 1
2
L2(Hτ )
. (3.48)
4. Proof of Theorem 3
4.1. Bootstrap Assumptions. Let τ∗ > τ0 be fixed, and Dτ∗ =
⋃
τ∈[τ0,τ∗]
Hτ . For pproving
Theorem 3, we make the following bootstrap assumptions for τ0 < τ ≤ τ∗,
ET00 [φ](τ) ≤ ∆20, ET0ℓ [φ](τ) ≤ ∆20〈τ〉2δ , ℓ = 1, 2
ESk [F˜ ](τ) ≤ ∆20, k = 0, 1, 2,
(4.1)
where 0 < δ ≤ 1−ǫ2 is fixed, for the small constant ǫ > 0 in Lemma 1, and ∆20 = Cε20 with the
constant C ≥ 4, greater than the implicit constant in (3.2) and to be further determined.
In Dτ∗ , τ0 ≤ τ ≤ t ≈ τ+, τ− ≥ R and τ2 = τ+τ−. These facts will be frequently employed.
Since in Dτ∗ , τ ≥ τ0, we have τ ≈ 〈τ〉.
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4.2. Pointwise Decay for the Maxwell Field. In this subsection, we prove the following
pointwise decay for the Maxwell field under the above bootstrap assumptions.
Proposition 6. Let F˜ be defined in (1.4). In Dτ∗ , under the bootstrap assumptions (4.1),
there hold the following decay estimates for F˜ :
sup
Hτ
(
τ2+|α˜|+ τ−τ+(|α˜|+ |F˜ |) + τ+τ(|ρ˜|+ |σ˜|+ | F˜♮ |)
)
. ∆0, (4.2)
where {α˜, α˜, ρ˜, σ˜} are the components of F˜ under the null tetrad {L,L, e1, e2} and F˜♮ represents
the components of F˜ decomposed by the hyperboloidal frames (see Section 2). In particular
together with the decay estimates in Lemma 1 for the Maxwell field Fˆ defined in (1.4), the full
Maxwell field F verifies
sup
Hτ
τ+τ | F♮ |+ sup
Hτ
τ2|F | . 1. (4.3)
Remark 4. Usually to derive the pointwise decay for F˜ , one may apply the Sobolev inequality
to components of F˜ relative to radial tetrads such as the null tetrad {L,L, e1, e2} (see the
Comparison theorems in [3, Chapter 7] and [13, Section 4.3]) or, alternatively, relative to
{T ,N, e1, e2}, with {eA}2A=1 the orthonormal basis on 2-spheres. These treatments involve
LBL and LBL, or LBN , etc. One can refer to [13] for a rough treatment with the null
decomposition of curvature, which is actually incomplete. Note that the energy of ESk [F˜ ](τ)
takes a rather simple form in view of the hyperboloidal orthonormal frame. This indicates that
it suffices to consider the decay property of | F˜♮ | by using the Sobolev embedding on Hτ . For this
purpose, we employ the electric-magnetic decomposition under the hyperboloidal orthonormal
frame, which decomposes F˜♮ into the electric and magnetic parts E˜ and H˜, both of which
are Hτ -tangent. The decay estimate then follows by applying (3.42) to both parts. The only
derivative on the frame involved in our proof is LΩT = 0, which leads to the vast simplification.
Proof. In view of (2.6) and (2.7), we have
|(ρ, σ)[F˜ ]| + τ+
τ
|α[F˜ ]|+ τ−
τ
|α[F˜ ]| ≈ | F˜♮ |.
Hence to prove estimate (4.2) it suffices to derive the pointwise decay estimate for | F˜♮ |. From
the comparison relation (2.12) and the definition of ESΩ,k[F˜ ](τ), we derive that
ESΩ,k[F˜ ](τ) ≈
∫
Hτ
τ | LkΩF˜♮ |2.
We define the electric and magnetic part of a 2-form G relative to the hyperboloidal or-
thonormal frame {T , ei} by
E[G]i = GT i, H [G]i =
⋆GTi,
where {ei, i = 1, · · · 3} is the orthonormal frame on Hτ ,19 and ⋆ denotes the Hodge dual of the
2-form. Let us fix the convention that
E˜i = E[F˜ ]i, H˜i = H [F˜ ]i; Eˆi = E[Fˆ ]i, Hˆi = H [Fˆ ]i.
Due to LΩT = 0 and the fact that Ω are Killing vector fields in the Minkowski space, there
hold for any 2-form G and 0 ≤ µ < ν ≤ 3 that
LΩµν (TαGαβ)eβi = TαLΩµνGαβeβi , LΩµν (ǫ γδTβ Gγδ)eβi = ǫ γδTi LΩµνGγδ.
This implies the k = 1 case in the following identity
LkZE[G] = E[LkZG], LkZH [G] = H [LkZG], ∀Zk ∈ Ωk, k ≥ 0, (4.4)
where the higher order cases can be proved by induction.
19To distinguish them from the standard Cartesian frame, we denote by Vi or V i, with i = 1, 2, 3, if the
1-tensor field V is evaluated by the orthonormal frame {ei}
3
i=1.
25
Recall the standard property of the electric-magnetic decomposition for 2-forms,
| G♮ |2 ≈ |E[G]|2 + |H [G]|2. (4.5)
By using (4.4), (4.5) and (2.12), we can write
ESΩ,k[F˜ ](τ) ≈
∫
Hτ
τ(|LkΩE˜|2 + |LkΩH˜ |2).
Since |Bl(tγ)| . tγ for γ ∈ R and l ≤ 2 in Dτ∗ , by applying Proposition 4 (1) to τt− 12 (|E˜|+|H˜ |),
we can obtain
τ2+τ
2(|E˜|2 + |H˜ |2) .
2∑
k=0
ESΩ,k[F˜ ](τ) . ∆20.
Thus (4.2) is proved. The decay estimate (4.3) for | F♮ | then follows by combining the above
estimate with (2.18) in view of F = F˜ + Fˆ . Using the first estimate in (4.3), the other estimate
can be obtained by using |F | . τ+
τ
| F♮ |. (The inequality is incorporated in (4.7) and can be
proved by using (2.5) and FT0N = FTN .) 
In a similar fashion, we can obtain
Corollary 1. Let 2 ≤ p ≤ 6. There holds for a 2-form G,
‖(τ2+τ)
1
2
− 1
p G♮ ‖Lp(Hτ ) . ‖ L♮ ≤1B G‖L2(Hτ ). (4.6)
Proof. The proof is a straightforward combination of the property of electric-magnetic decom-
position (4.5), (4.4) and (3.47). 
Next we give more relations of a 2-form contracted by different coordinates or frames in the
region Dτ∗ , especially when the 2-form appears in null structures.
Lemma 7. Let Z ∈ Ω ∪ {S} (it may be different at different places). In the region Dτ∗ , there
hold the following comparison results for any 2-form G
τ(|Gµµ|+ |G|) + |GZµ| . τ+| G♮ |, |GZZ |+ τ |GµZ | . τ2+| G♮ |, (4.7)
where Gµµ = G(∂µ, X) with X in the hyperboloidal tetrad {T,N, e1, e2}, and {eA}2A=1 the
orthonormal frame on Sτ,r. Moreover there hold
|GZµWµ| . (τ |W |+ τ+
τ
3∑
a=1
|WΩ0a |)| G♮ |, (4.8)
|GµT0Wµ| . | G♮ ||W |+ | /W ||G|, (4.9)
for any real or complex valued vector field W . Here /W
µ
= ΠµνW
ν denotes the angular part of
W . In particular we can estimate that
|FˆZµWµ| . (τ−1+ |W |+ τ−2|WΩ|)τ−ǫ− , |F˜ZµWµ| . (τ−1+ |W |+ τ−2|WΩ|)∆0, (4.10)
|FˆµT0Wµ| . τ−ǫ− τ−1+ (τ−1|W |+ τ−1− | /W |), |F˜µT0Wµ| . ∆0τ−1+ (τ−1|W |+ τ−1− | /W |). (4.11)
Proof. The estimate |GT0µ| + |GNµ| . τ+τ | G♮ | can be derived by using (2.5). It immediately
implies the estimates in (4.7) for τ |Gµµ|, and the one for |G| by using the facts that G is a
2-form and that GT0N = GTN .
The estimates on GZµ and GZZ follow by using S = τT and (3.38) in Lemma 4. Using (2.5)
again, |GZµ| . τ+τ |GZµ|. The estimate for |GZµ| can then be derived in view of the one for
|GZµ|. Thus we have completed the proof of (4.7).
For (4.8), decompose |GZµWµ| . |GZiW i| + |GZTWT | with {ei}3i=1 the orthonormal basis
on Hτ . In view of (3.38), we can obtain τ |W i| .
∑3
a=1 |WΩ0a |. Then it follows by using (2.5)
that
|WT | . τ
t
|W |+ τ−1
3∑
a=1
|WΩ0a |.
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Hence,
|GZµWµ| . | G♮ Z |(τ−1
3∑
a=1
|WΩ0a |+
τ
τ+
|W |).
(4.8) can then be proved by applying the estimate for |GZµ| in (4.7) to the factor of | G♮ Z |.
Finally for (4.9), we can carry out the radial decomposition for G:
Gµ0W
µ = GN0WN +GC0W
C .
Here {eC}2C=1 denotes the orthonormal frame on the 2-sphere Sτ,r. (4.9) then follows by using
GN0 = GNT and |GC0| ≤ |G|. (4.10) and (4.11) can be derived by using (4.8) and (4.9)
respectively, together with using (2.18) and Proposition 6. 
4.3. Pointwise Decay of the Scalar Field. In this subsection, we prove the following point-
wise decay estimates for the scalar field φ under the bootstrap assumptions (4.1).
Proposition 7. In the region Dτ∗ , under the bootstrap assumptions (4.1), there hold
sup
Hτ
{τ 32+ (|DLφ|+ | /Dφ|+ |Deaφ|+ |φ|) + τ+τ
1
2
− (|DTφ|+ |DNφ|+ |Dφ|+ |DLφ|)
+ τ
1
2
+ |DZφ|} . ∆0〈τ〉δ, (4.12)
where ea = t
−1Ω0a, a = 1, 2, 3 and Z ∈ Ω ∪ {S}.
We first give a short lemma for ease of the presentation of the proof.
Lemma 8. Let X = T or ∂. With n = 1, 2, the following inequality holds for a complex scalar
field φ
|DnΩDXφ| . |DXD≤nΩ φ|+ |L≤n−1Ω FΩX · φ|+ |FΩX ·D≤n−1Ω φ|. (4.13)
Proof. In view of (1.1),
DΩDXφ = DXDΩφ+ iFΩXφ+D[Ω,X]φ. (4.14)
With the help of the symbolic formula [Ω, X ] = X or 0, the n = 1 case in (4.13) can be proved.
For n = 2, we derive by virtue of (4.14), (1.1), and [X,Ω] = X or 0 that
D2ΩDXφ = DXD
2
Ωφ+ [DΩ, DX ]DΩφ+DΩ[DΩ, DX ]φ
=
2∑
l=1
DXD
l
Ωφ+ iFΩXDΩφ+DΩ(iFΩXφ+DXφ).
By using the symbolic formulae [Ω,Ω] = Ω and [Ω, X ] = X or 0, from the calculation
DΩ(FΩXφ) = ∂ΩFΩXφ+ FΩXDΩφ = (LΩFΩX + F[Ω,Ω]X + FΩ[Ω,X])φ+ FΩXDΩφ,
we can derive for X = T or ∂
DΩ(FΩXφ) = (LΩFΩX + FΩX)φ+ FΩXDΩφ.
Substituting the above identity and (4.14) into the calculation of D2ΩDXφ gives
D2ΩDXφ = DXD
≤2
Ω φ+ iFΩXDΩφ+ iL≤1Ω FΩXφ
as desired in (4.13). 
Proof of Proposition 7. The pointwise decay estimate for φ follows directly from the Sobolev
embedding (3.43) and the bootstrap assumption (4.1). More precisely we can estimate that
sup
Hτ
τ
3
2
+ |φ| . ‖(
t
τ
)
1
2D≤2
B
φ‖L2(Hτ ) . (ET0≤2[φ](τ))
1
2 . ∆0〈τ〉δ.
By straightforward calculations, there holds∫
Hτ
t
τ
(
3∑
a=1
|Deaψ|2 + |ψ|2) +
τ
t
|DT0ψ|2 = 2
∫
Hτ
T [ψ, 0](T0, T ). (4.15)
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By (2.4), (2.10), the bound for DT0ψ in (4.15), and L = T0 +N , we obtain∫
Hτ
τ
t
(|DTψ|2 + |DNψ|2 + |DNψ|2) + t
τ
| /Dψ|2 .
∫
Hτ
T [ψ, 0](T0, T ). (4.16)
The fact that |Bl(t−1)| . t−1 when t > r implies
3∑
a=1
|DlBDeaφ| .
3∑
a=1
|DeaD≤lBφ|.
We then apply Proposition 4 to Deaφ and use (4.15) to derive
sup
Hτ
τ3+(
3∑
a=1
|Deaφ|2) .
∫
Hτ
t
τ
(
3∑
a=1
|D≤2
B
Deaφ|2
)
.
∫
Hτ
t
τ
(
3∑
a=1
|DeaD≤2B φ|2
)
. ET0≤2[φ](τ) . ∆20〈τ〉2δ .
Consequently, also by using (3.38), |DOφ| ≈ r| /Dφ|, and r ≤ t in Dτ∗ , we can obtain
τ |DNφ|+ t| /Dφ|+ |DOφ| . τ−
1
2
+ ∆0〈τ〉δ.
Hence the estimates for DΩφ, /Dφ and DNφ have been proved.
Next we consider the estimates for DXφ with X = T , ∂. By using the Sobolev embedding
(3.43) with the help of |Bl(t−1)| . t−1 for l ≤ 2, and using (4.13), we can bound
sup
Hτ
τ2t|DXφ|2 .
∫
Hτ
τ
t
|D≤2Ω DXφ|2dµHτ
.
∫
Hτ
τ
t
{|DXD≤2Ω φ|2 + |L≤1Ω FΩXφ|2 + |FΩXD≤1Ω φ|2}dµHτ .
We next prove
|FΩX | . 1, τ−
3
2
+ (
τ
t
)
1
2 |LΩFΩX | . τ− 12 | LΩF♮ |. (4.17)
By Lemma 7, it holds for any 2-form G that
|GΩT | . τ+| G♮ |; |G∂Ω| . 〈τ〉−1τ2+| G♮ |. (4.18)
With G = F , using the decay estimates for the Maxwell field F in (4.3) and τ2 = τ−τ+,
τ |FΩT | . ττ+| F♮ | . 1; |F∂Ω| . 〈τ〉−1τ2+| F♮ | . τ+τ−2 . 1.
This gives the first estimate in (4.17). Applying G = LlΩF with l = 0, 1 to (4.18) gives
τ
− 3
2
+ (
τ
t
)
1
2 |LlΩFΩT | . τ−1+ τ
1
2 | LlΩF♮ |; τ−
3
2
+ (
τ
t
)
1
2 |LlΩFΩ∂ | . τ−
1
2 | LlΩF♮ |,
which imply the second estimate in (4.17). It follows by using (4.16), the decay property of φ
in (4.12) and using (4.17) to control the curvature terms that
sup
Hτ
τ2t|DXφ|2 .
∫
Hτ
τ
t
(|DXD≤2Ω φ|2 + |D≤1Ω φ|2) + | L≤1Ω F♮ |2∆20〈τ〉2δ−1
. ET0≤2[φ](τ) + τ−2+2δ∆20(ES≤1[F˜ ](τ) + Pˆ≤1)
. ∆20〈τ〉2δ ,
where we employed (4.1) and Lemma 1 to derive the last inequality. This gives the estimates
for |Dφ| and |DTφ| in (4.12).
Finally due to L = T0−N and the identity (t+ r)L = τ(T +N) in (2.4), we can derive that
|DLφ| . τ−1+ τ(|DTφ|+ |DNφ|) . τ−1+ ττ−1+ τ−
1
2
− ∆0〈τ〉δ . τ−
3
2
+ ∆0〈τ〉δ ,
|DLφ| ≤ |Dφ| . τ−
1
2
+ τ
−1∆0〈τ〉δ .
By using τ2 = τ+τ−, we can complete the proof for the proposition.

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4.4. Boundedness theorem of energies in Dτ∗ . The main goal of this subsection is to
prove Theorem 3, which is done by improving the bootstrap assumptions (4.1) with the help
of Proposition 3.
Theorem 4. Under the bootstrap assumptions (4.1), there hold for τ0 ≤ τ ≤ τ∗ and k = 0, 1, 2
that
ET0k [φ](τ) . (ε20 +∆30)〈τ〉kδ , (4.19)
ESk [F˜ ](τ) . ε20 +∆30. (4.20)
We divide the proof into four steps. In Step 1-Step 2, we improve the energy estimates for
ET0k [φ](τ) with 0 ≤ k ≤ 2. In Step 3-Step 4, we complete the energy estimates for F˜ .
4.4.1. Energy estimates for the scalar field φ. Apply the energy identity (2.8) for the fields
(DkZφ, 0), Z
k ∈ Pk and k ≤ 2. Since T0 is a Killing vector field, by using Proposition 3, we
derive with k ≤ 2 that∫
Hτ
T [DkZφ](T0, T ) ≤
∫
Hτ0
T [DkZφ](T0, T ) +
∫∫
Dτ
|∂µT [DkZφ]µ0|+
∫
Cτ
0
T [DkZφ](T0, L)
. ε20 +
∫∫
Dτ
|∂µT [DkZφ]µ0|, (4.21)
where the volume element in the each integral is omitted for simplicity. For the error integral
on the right hand side, we recall from identity (2.9) with (DkZφ, 0) that
∂µT [DkZφ]µν = ℜ([✷A, DkZ ]φDνDZφ) + Fνµℑ(DkZφDµDkZφ), k ≤ 2. (4.22)
Step 1. Estimate of ET0≤1[φ](τ).
By using Lemma 11 for commutators, we can show that with k = 0, 1
|∂µT [DkZφ]µ0| ≤ 2|D0DkZφ||ZνFµνDµφ+ ∂µ(ZνFµν )φ|+ |DkZφ||Fµ0DµDkZφ|. (4.23)
In particular, the first term on the right hand side vanishes if k = 0.
In view of (1.3), if k = 0,
∫∫
Dτ
|∂µT [φ]µ0| ≤ I0 with I0 =
∫∫
Dτ
(|F˜µ0Dµφ| + |Fˆµ0Dµφ|)|φ|.
By applying (4.11) to W = Dφ,
I0 .
∫∫
Dτ
(
s+
s
)
1
2 |φ| · ( s
s+
)
1
2 (s−1|Dφ| + s−1− | /Dφ|)s−1+ (s−ǫ− +∆0)
.
∫ τ
τ0
ET00 [φ](s)s−2ds,
where s−, s and s+ represent the varying parameters corresponding to τ−, τ and τ+ of a
fixed point. Substituting the estimate of I0 into (4.21) and by using Gronwall’s inequality, we
conclude
ET00 [φ](τ) . ε20. (4.24)
When k = 1 in (4.23), we bound
∫∫
Dτ |∂µT [DZφ]µ0| by the following three integrals,
I1 =
∫∫
Dτ
|D0DZφ||ZνFˆµνDµφ+ ∂µ(ZνFˆµν)φ| + |DZφ||Fˆµ0DµDZφ|,
I2 =
∫∫
Dτ
|D0DZφ||ZνF˜µνDµφ+ ∂µ(ZνF˜µν)φ|,
I3 =
∫∫
Dτ
|F˜µ0DµDZφ||DZφ|.
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Bounding I1: Note that ∂
µFˆµν = 0. We can bound
I1 ≤
∫∫
Dτ
|D0DZφ|(|ZνFˆµνDµφ|+ |∂µZν ||Fˆµν ||φ|) + |DZφ||Fˆµ0DµDZφ|.
Applying the first estimates in (4.10) and (4.11) to W = Dφ andW = DDZφ respectively, also
using |∂µZν ||Fˆµν | . s−1+ s−ǫ− due to Lemma 1, we derive by virtue of s+s− = s2 for I1 that
I1 .
∫ τ
τ0
∫
Hs
s−1+ s
−ǫ
− |D0DZφ|(|Dφ| + |DΩφ|+ |φ|) + s−1+ s−ǫ− |DZφ|(s−1|DDZφ|+ s−1− | /DDZφ|)
.
∫ τ
τ0
s−1−ǫ(
∫
Hs
s−
s
|DDZφ|2) 12 (
∫
Hs
s+
s
(
∑
Γ∈P
|DΓφ|2 + |φ|2)) 12 + s−1−ǫ
∫
Hs
s+
s
| /D≤1DZφ|2
. ε20 +
∫ τ
τ0
s−1−ǫET01 [φ](s)ds.
For deriving the last inequality we employed (4.24). The last term on the right hand side will
be treated by using Gronwall’s inequality.
Bounding I2: By using (1.4) for F˜ , we first can estimate that
I2 .
∫∫
Dτ
|F˜µZDµφ||D0DZφ|+
∫∫
Dτ
(|J [φ]Z |+ |F˜ |)|φ||D0DZφ|. (4.25)
Applying the second inequality in (4.10) to W = Dφ implies
|F˜µZDµφ| . ∆0(|Dφ|τ−1+ + |DΩφ|τ−2).
By using the bootstrap assumptions (4.1), we therefore can derive that∫∫
Dτ
|F˜µZDµφ||D0DZφ| . ∆0
∫ τ
τ0
∫
Hs
|D0DZφ|(|Dφ|s−1+ + |DΩφ|s−2)
. ∆0
∫ τ
τ0
s−1(
∫
Hs
s
s+
|D0DZφ|2) 12 (ET00 [φ]
1
2 (s) + s−1ET01 [φ]
1
2 (s))
. ∆30
∫ τ
τ0
s−1〈s〉δds . ∆30〈τ〉δ .
For the second integral on the right hand side of (4.25), using the pointwise decay estimates
for φ and the Maxwell field F˜ in (4.12) and (4.2), we have∫∫
Dτ
(|J [φ]Z ||D0DZφ|+ |F˜ ||D0DZφ|)|φ| .
∫∫
Dτ
|DZφ||φ|2|D0DZφ|+ |F˜ ||φ||D0DZφ|
. ∆0
∫∫
Dτ
s−3+2δ+ |DZφ||D0DZφ|+ s−2|φ||D0DZφ|
. ∆0
∫ τ
τ0
s−2(
∫
Hs
s−
s
|D0DZφ|2) 12 (
∫
Hs
s+
s
|D≤1Z φ|2)
1
2
. ∆30
∫ τ
τ0
s−2〈s〉2δds . ∆30.
We therefore conclude
I2 . ∆
3
0〈τ〉δ .
Bounding I3: For I3, we employ the pointwise estimate for F˜ in (4.2) and (4.1) to derive
I3 .
∫∫
Dτ
|F˜µ0DµDZφ||DZφ| .
∫∫
Dτ
|DZφ||F˜ ||DDZφ|
. ∆0
∫ τ
τ0
s−2(
∫
Hs
s−
s
|DDZφ|2) 12 (
∫
Hs
s+
s
|DZφ|2) 12
. ∆30
∫ τ
τ0
s−2〈s〉2δ . ∆30.
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Combining the estimates for I1, I2 and I3 gives
ET01 [φ](τ) . ε20 +∆30〈τ〉δ +
∫ τ
τ0
s−1−ǫET01 [φ](s)ds.
In view of Gronwall’s inequality, this leads to
ET01 [φ](τ) . ε20 +∆30〈τ〉δ .
Hence (4.19) holds for k = 1.
Step 2. Estimate of ET02 [φ](τ). The estimate for ET02 [φ](τ) is more involved since the error
integral is much more complicated. Noting that with k = 2 in (4.21), there holds for Z2 ∈ P2
that ∫
Hτ
T [D2Zφ](T0, T ) . ε20 +
∫∫
Dτ
|∂µT [D2Zφ]µ0|. (4.26)
In view of (4.22) and Lemma 11,
|∂µT [D2Zφ]µ0| . |DD2Zφ|
( ∑
Z1⊔Z2=Z2
(|Q(F,DZ1φ, Z2)|+ |Q(LZ1F, φ, Z2)|+ |FZ1µFµZ2 ||φ|)
+
∑
X∈P
|Q(F, φ,X)|)+ |Fµ0DµD2Zφ||D2Zφ|,
where the notation Z1 ⊔ Z2 = Z2 stands for the two cases that Z1Z2 = Z2 and Z2Z1 = Z2,
and we used the fact that the set P is closed under the Lie bracket [·, ·]. Combining the decay
estimates in (4.3) with (4.7) implies
|FZ1µFµZ2 | . τ+2| F♮ |2 . τ−2. (4.27)
Also by using |F | . τ−2 in (4.3) and (4.24) again, we can bound∫∫
Dτ
|DD2Zφ||φ|
∑
Z1⊔Z2=Z2
|FZ1µFµZ2 |+ |Fµ0||D2Zφ||DµD2Zφ|
.
∫ τ
τ0
s−2(
∫
Hs
s−
s
|DD2Zφ|2)
1
2 (
∫
Hs
s+
s
(|D2Zφ|2 + |φ|2))
1
2
. ε20 +
∫ τ
τ0
s−2ET02 [φ](s)ds.
The last term will be treated by using Gronwall’s inequality.
Next we move on to estimate
∫∫
Dτ |DD2Zφ||Q(F,DZ1φ, Z2)|. In view of the equation (mMKG)
for the Maxwell field F , we can bound
|Q(F,DZ1φ, Z2)| = |Zν2FµνDµDZ1φ+ ∂µ(Zν2Fµν)DZ1φ|
. |FµZ2DµDZ1φ|+ (|F |+ |DZ2φ||φ|)|DZ1φ|.
The second term is easy to bound as there is sufficient decay from |F | + |DZ2φ||φ|. We may
denote Z1 or Z2 by Z for short in the sequel. Indeed from (4.3) and Proposition 7, and using
0 < δ ≤ 1−ǫ2 , we can bound
|F |+ |DZφ||φ| . τ−2 +∆20τ−2+2δ+ . τ−2+2δ . τ−1−ǫ.
As for |FµZ2DµDZ1φ|, we employ (1.3) and (4.10) to obtain
|FµZ2DµDZ1φ| . |FˆµZ2DµDZ1φ|+ |F˜µZ2DµDZ1φ|
. τ−1−ǫ
∑
Γ∈P
|DΓDZ1φ|+∆0τ−1|DDZ1φ|.
Thus,
|Q(F,DZ1φ, Z2)| . (τ−1−ǫ +∆0τ−1)
∑
Γ∈P
|D≤1Γ DZ1φ|
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and similarly there holds for any X ∈ P,
|Q(F, φ,X)| . (τ−1−ǫ +∆0τ−1)
∑
Γ∈P
|D≤1Γ φ|.
Therefore,∫∫
Dτ
|DD2Zφ|
( ∑
Z1⊔Z2=Z2
|Q(F,DZ1φ, Z2)|+
∑
X∈P
|Q(F, φ,X)|)
.
∫ τ
τ0
(
s−1−ǫ +∆0s
−1
) ∫
Hs
|DD2Zφ|
∑
Z∈{Z1,Z2}
∑
Γ∈P
|D≤1Γ D≤1Z φ|
.
∫ τ
τ0
(s−1−ǫ +∆0s
−1)(
∫
Hs
s+
s
(
∑
Γ∈P
|DΓD≤1Z φ|2 + |D≤1Z φ|2))
1
2 · (
∫
Hs
s−
s
|DD2Zφ|2)
1
2 ds
.
∫ τ
τ0
(s−1−ǫ +∆0s
−1)(ET02 [φ](s) + ET0≤1[φ](s))ds
. (ε20 +∆
3
0)〈τ〉2δ +
∫ τ
τ0
s−1−ǫET02 [φ](s)ds,
where we employed the Cauchy-Schwarz inequality and the proven estimate for k ≤ 1 in (4.19)
in the above calculation to treat the lower order energy for φ. In the last step we also employed
the bootstrap assumption (4.1) to bound s−1∆0ET02 [φ](s). Again the last term in the last line
will be treated by using Gronwall’s inequality.
It remains to control the other quadratic term |Q(LZ1F, φ, Z2)|. We first estimate that∫∫
Dτ
|DD2Zφ|
∑
Z1⊔Z2=Z2
|Q(LZ1F, φ, Z2)|
.
∫ τ
τ0
(
∫
Hs
s−
s
|DD2Zφ|2)
1
2 (
∫
Hs
s+
s
∑
Z1⊔Z2=Z2
|Q(LZ1F, φ, Z2)|2)
1
2 ds
.
∫ τ
τ0
(ET02 [φ](s))
1
2 (
∫
Hs
s+
s
∑
Z1⊔Z2=Z2
|Q(LZ1F, φ, Z2)|2)
1
2 ds. (4.28)
Next we consider the second factor in the last line. By using the equation for the Maxwell field
in (mMKG) and the formula in Lemma 11, we derive
|Q(LZ1F, φ, Z2)| = |Z2ν(LZ1F )µνDµφ+ ∂µ(Zν2 (LZ1F )µν)φ|
. |(LZ1F )µZ2Dµφ|+ (|LZ1F |+ |Zν2 (LZ1J [φ])ν |)|φ|
. |(LZ1F )µZ2Dµφ|+ (|LZ1F |+ |DZ1φ||DZ2φ|+ |φ||D2Zφ|+ |FZ1Z2 ||φ|2)|φ|.
For the first term in the last line, applying (4.8) to Gµ = LZ1FµZ2 and W = Dφ implies
|LZ1FµZ2Dµφ| . 〈τ+〉| LZ1F♮ |(τ−1|DΩφ|+
τ
τ+
|Dφ|).
We can treat the term of FZ1Z2 by using estimates (4.7) and (4.3),
|FZ1Z2 | . 〈τ+〉2| F♮ | .
τ+
τ
, if Z1, Z2 ∈ P ∪ {S}. (4.29)
In view of the above two estimates, also by using Proposition 7, we can further derive
|Q(LZ1F, φ, Z2)| . τ+| LZ1F♮ |
(
τ−1|DΩφ|+ τ
τ+
|Dφ|)+ |LZ1F ||φ|
+ (|DZφ|+ τ−1+ |D2Zφ|+ τ−1|φ|)∆20τ−2+2δ+
.
τ+
τ
| LZ1F♮ ||DΩφ|+ τ | LZ1F♮ ||Dφ| + |LZ1F ||φ|+∆20τ−2+2δ+ |D≤2Z φ|. (4.30)
32
The last term in (4.30) is favorable due to the sufficient decay in τ+. To control the remaining
terms, recall from (2.17), (4.1) and due to (1.3) that
‖τ 12 L♮ lZF‖L2(Hτ ) . ∆0 + 1 . 1, ∀Z l ∈ Pl, l ≤ 2. (4.31)
Using the above estimate, applying (3.48) to ( t
τ
)
1
2DΩφ with p = 4, and applying Corollary 1
to L♮ Z1F , we derive
‖(τ+
τ
)
3
2 | LZ1F♮ ||DΩφ|‖L2(Hτ ) . τ−2‖τ
1
2
+ τ
3
4 LZ1F♮ ‖L4(Hτ )‖(
τ+
τ
)
1
2 τ
1
2
+ τ
1
4DΩφ‖L4(Hτ )
. τ−2‖τ 12 L♮ ≤1Ω LZ1F‖L2(Hτ )ET0≤2[φ]
1
2 (τ) . τ−2ET0≤2[φ]
1
2 (τ).
Applying Corollary 1 to ( τ
t
)
1
2 LZ1F♮ and (3.48) to ( tτ )
1
2D∂φ yields
‖τ+| LZ1F♮ ||Dφ|‖L2(Hτ ) . τ−1‖(
τ
τ+
)
1
2 τ
1
2 (τ2+τ)
1
4 LZ1F♮ ‖L4(Hτ )‖τ
1
2
+ τ
1
4 (
τ+
τ
)
1
2Dφ‖L4(Hτ )
. τ−1ET0≤2[φ]
1
2 (τ)‖( τ
τ+
)
1
2 τ
1
2 L≤1Ω LZ1F♮ ‖L2(Hτ ).
We use (4.7) to bound | τ
τ+
LZ1F | . | LZ1F♮ |. It then follows by using (3.43) and (4.31) that
‖(τ+
τ
)
1
2 |LZ1F ||φ|‖L2(Hτ ) . ‖
τ
τ+
LZ1F |‖L2(Hτ )‖(
τ+
τ
)
3
2φ‖L∞(Hτ )
. τ−2ET0≤2[φ]
1
2 (τ)‖τ 12 LZ1F♮ ‖L2(Hτ )
. τ−2ET0≤2[φ]
1
2 (τ).
We thus summarize the above three calculations in view of (4.30) and (4.1)
‖(τ+
τ
)
1
2Q(LZ1F, φ, Z2)‖L2(Hτ ) . ET0≤2[φ]
1
2 (τ)(τ−1‖( τ
τ+
)
1
2 τ
1
2 L≤1Ω LZ1F♮ ‖L2(Hτ ) + τ−2+2δ).
(4.32)
In view of (2.17), the fact that τ2 = τ+τ− and (4.1),
‖( τ
τ+
)
1
2 τ
1
2 L≤1Ω LZ1F♮ ‖L2(Hτ ) . ES≤2[F˜ ]
1
2 (τ) + τ−ǫ . τ−ǫ +∆0.
Substituting this estimate into (4.32), by using the already proven k = 0, 1 cases in (4.19),
0 < δ ≤ 12 (1 − ǫ) and (4.1), we obtain the bound of (4.28) for Z1 ⊔ Z2 = Z2∫∫
Dτ
|DD2Zφ||Q(LZ1F, φ;Z2)| .
∫ τ
τ0
ET02 [φ](s)(s−1−ǫ + s−1∆0)ds+ (ε20 +∆30)〈τ〉2δ
.
∫ τ
τ0
ET02 [φ](s)s−1−ǫds+ (ε20 +∆30)〈τ〉2δ .
Hence we conclude for the error integral that∫∫
Dτ
|∂µT [D2Zφ]µ0| .
∫ τ
τ0
ET02 [φ](s)s−1−ǫds+ (ε20 +∆30)〈τ〉2δ .
From (4.26), this implies that
ET02 [φ](τ) .
∫ τ
τ0
ET02 [φ](s)s−1−ǫds+ (ε20 +∆30)〈τ〉2δ .
(4.19) for k = 2 then follows by using Gronwall’s inequality.
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4.4.2. Energy estimates for the Maxwell fields. Note that for the scaling vector field S = t∂t +
r∂r and any 2-form G,
T [G]µν(πS)µν = T [G]µνmµν = 0.
Applying Proposition 1 with (0,LkZ F˜ ) and X = S, in view of Proposition 3, we have∫
Hτ
T [LkZ F˜ ](S, T ) ≤
∫
Hτ0
T [LkZ F˜ ](S, T ) +
∫
Cτ
0
T [LkZ F˜ ](S,L) + |
∫∫
Dτ
∂µ(T [LkZF˜ ])µνSν |
. ε20 + |
∫∫
Dτ
∂µ(T [LkZ F˜ ])µνSν |, τ0 < τ ≤ τ∗. (4.33)
It is important that the absolute value in the last integral is taken after the integration. This
term will be treated by an integration by parts when k = 2. Using (mMKG), the equation for
LkZ F˜ in Lemma 11 and applying (2.9) to (0,LkZF˜ ), we have
∂µ(T [LkZ F˜ ])µνSν = J [LkZ F˜ ]µSν(LkZ F˜ )µν = (LkZJ [φ])µSν(LkZ F˜ )µν . (4.34)
For any vector field J and 2-form G, we adopt the radial decomposition by using the radial
normal N and the orthonormal basis {eB}2B=1 of Sτ,r:
J µSνGµν = J
NGNS + J
BGBS .
By using (3.38), we derive that for any 1-tensor J
|J µSνGµν | . |J (B)|(|GTN |+ τ−1+ τ |GTB|) . |J (Ω)|| G♮ |, (4.35)
where |J (Ω)| =∑Z∈Ω |J (Z)|.
Thus we can conclude from (4.34) that
|∂µ(T [LkZ F˜ ])µνSν | . |LkZJ [φ](Ω)|| LkZ F˜♮ |, k ≤ 2. (4.36)
Step 3. Estimate of ES≤1[F˜ ](τ). Now for the case when k = 0, from (4.34), the decay property
of φ in (4.12) and (4.35), we derive by using (4.1) that
|
∫∫
Dτ
∂µ(T [F˜ ])µνSν | .
∫∫
Dτ
|J [φ]µSνF˜µν | .
∫∫
Dτ
|φ||DΩφ|| F˜♮ |
. ∆0
∫ τ
τ0
s−
3
2
+δ(
∫
Hs
s+
s
|DΩφ|2) 12 (
∫
Hs
s−
s
| F˜♮ |2) 12
. ∆30
∫ τ
τ0
s−2+2δds . ∆30.
Substituting the estimate into (4.33) yields
ES0 [F˜ ](τ) . ε20 +∆30.
Thus (4.20) holds for k = 0.
With k = 1 in (4.36), it follows by using Lemma 11 that
|∂µ(T [LkZ F˜ ])µνSν | . (
∑
l1+l2≤1
|Dl1Zφ||DΩDl2Zφ|+ |FZΩ||φ|2)| LZ F˜♮ |.
Now from (4.29) and the pointwise bounds for φ in (4.12), we can show that∑
l1+l2≤1
|Dl1Zφ||DΩDl2Zφ|+ |FZΩ||φ|2 . ∆0τ−1+δτ
− 1
2
+ |φ|+∆0τ−
3
2
+δ
+ |DΩDZφ|+ |DZφ||DΩφ|.
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Therefore by using (4.1), we can bound
|
∫∫
Dτ
∂µ(T [LZF˜ ])µνSν |
.
∫ τ
τ0
( ∫
Hs
∆20s
−3+2δ(|DΩDZφ|2 + |φ|2) + |DZφ|2|DΩφ|2
) 1
2 · (
∫
Hs
| LZ F˜♮ |2) 12
. ∆30 +∆0
∫ τ
τ0
s−
1
2 (
∫
Hs
|DZφ|2|DΩφ|2) 12 ds.
To treat the last line, the decay estimate |DZφ| . ∆0τ−
1
2
+ τ
δ in Proposition 7 is insufficient to
give the boundedness of the above integral uniformly. Since a similar term will appear again
when k = 2 in (4.33), we employ the Lp estimates of Sobolev embedding in Lemma 5 and
Proposition 5 to treat such terms in the following result.
Lemma 9. For k ≤ 2 and X ∈ P, there holds
(
∫
Hs
|DXφ|2|DkZφ|2)
1
2 . ∆20〈s〉−1+2δ, with Zk ∈ Pk, s ≥ τ0.
Proof. Note that |B(( t
s
)p)| + |s∇(( t
s
)p)| . ( t
s
)p holds for p ∈ R. By using (3.40), (3.48) and
(4.1) we have
s‖|DXφ||DkZφ|‖L2(Hs) . ‖(
s
t
)
1
2DkZφ‖L3(Hs)‖(
t
s
)
1
2 sDXφ‖L6(Hs)
. ‖(s
t
)
1
2 s−1(sD)≤1DkZφ‖L2(Hs)‖(
t
s
)
1
2D≤1Ω DXφ‖L2(Hs)
. ET0k [φ]
1
2 (s)ET0≤2[φ]
1
2 (s) . ∆20〈s〉2δ.

From this lemma, we can derive in view of (4.33) that
ES1 [F˜ ](τ) . ε20 + |
∫∫
Dτ
∂µ(T [F˜ ])µνSν | . ε20 +∆30 +∆0
∫ τ
τ0
s−
1
2 (
∫
Hs
|DZφ|2|DΩφ|2) 12 ds
. ε20 +∆
3
0 +∆
3
0
∫ τ
τ0
s−
1
2
−1+2δds . ε20 +∆
3
0.
Therefore (4.20) holds for k = 1.
Step 4. Estimate of ES2 [F˜ ](τ).
Recall from (4.33) and (4.34) that
ES2 [F˜ ](τ) . ε20 +∆30 +
∑
Z2∈P2
|
∫∫
Dτ
(L2ZJ [φ])µSν(L2Z F˜ )µν |. (4.37)
In view of Lemma 11, L2ZJ [φ] can be expanded as several nonlinear terms. Following the
treatment of (4.36) in Step 3, which worked well for estimating ES1 [F˜ ](τ), results in losing the
uniform boundedness of the top order energy ES2 [F˜ ](τ).
We observe that the obstacle lies in controlling the “low-high” interaction term Fµ = ℑ(φ ·
DµD2Zφ) in L2ZJ [φ] (see the formula in Lemma 11). By (4.36),
|SνFµL2Z F˜µν | . |F (Ω)|| L♮ 2Z F˜ |.
Note that |F (Ω)| ≤ |φ||DΩD2Zφ|. The higher order derivative reaches D3Z , Z3 ∈ P3. Meanwhile
we only expect to nicely control energies induced by two commuting vector fields for φ. By a
careful analysis, such treatment leads to a growth of τ2δ for the top order energy ES2 [F˜ ](τ).
For this term, we carry out integration by parts to pass one derivative from the highest order
term to the lower order terms. The integration by parts on
I = |
∫∫
Dτ
ℑ(φ ·DµD2Zφ)L2Z F˜µS |
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imposes a very high order derivative on Maxwell field, i.e. ∂µL2ZF˜µν . Since we only expect the
bound of ‖L≤2Z F˜µν‖L2(Hτ ), this term already exceeds the expectation by one order of derivative.
Fortunately, by using the Maxwell equation in (1.4) and the commutation property in Lemma
11, this term is actually −L2ZJ [φ]µ. The original trilinear term in the integrand of I is now
reduced to quartic terms of φ and its derivatives, which have much better asymptotic behavior.
Such a trilinear estimate for treating the last integral in (4.37) exploits the additional cancela-
tion structure supplied by the Maxwell equation. It enables us to achieve sharp control on the
Maxwell field.
More precisely, since ∂µSν =mµν is symmetric while the 2-form (L2Z F˜ )µν is antisymmetric,
we compute that
Sνℑ(φ ·DµD2Zφ)(L2Z F˜ )µν
= Sν(∂µℑ(φ ·D2Zφ)−ℑ(Dµφ ·D2Zφ))(L2Z F˜ )µν
= ∂µ(Sνℑ(φ ·D2Zφ)(L2Z F˜ )µν)− Sνℑ(Dµφ ·D2Zφ)(L2Z F˜ )µν − Sνℑ(φ ·D2Zφ)∂µ(L2Z F˜ )µν
= ∂µ(Sνℑ(φ ·D2Zφ)(L2Z F˜ )µν)− Sνℑ(Dµφ ·D2Zφ)(L2Z F˜ )µν + Sνℑ(φ ·D2Zφ)(L2ZJ [φ])ν .
For the second term we can apply (4.35) together with Lemma 9. In view of Lemma 11, the
third term mainly consists of quartic terms of scalar field and its derivatives which provides
sufficient decay to achieve the boundedness of the integral. Thus, with nµ the surface normal
of ∂Dτ , these treatments lead to
I ≤ |
∫
∂Dτ
ℑ(φ ·D2Zφ)(L2Z F˜ )nS |+
∫∫
Dτ
|DΩφ||D2Zφ|| L2ZF˜♮ |
+
∫∫
Dτ
|φ||D2Zφ|
 ∑
l1+l2≤2
|Dl1Zφ||DSDl2Zφ|+
∑
X,Y ∈P
(|(LXF )Y S ||φ|2 + |FXS ||φ||D≤1Z φ|)
 .
The second term on the right can be bounded by ∆30
∫ τ
τ0
s−
3
2
+2δds, by using Lemma 9 and (4.1).
Note that if l1 = 1 in the last line, we apply Lemma 9, (4.12) and (4.1) to bound the
corresponding quartic term of scalar fields by∫∫
Dτ
|φ||D2Zφ||DZφ||DSD≤1Z φ| . ∆0
∫∫
Dτ
s
− 3
2
+δ
+ |sDTD≤1Z φ||D2Zφ||DZφ|
. ∆20
∫ τ
τ0
s−
1
2
+2δ‖|DZφ||D2Zφ|‖L2(Hs)ds
. ∆40
∫ τ
τ0
s−
3
2
+4δ.
For other combinations of l1 + l2 ≤ 2, we rely on (2.3) to obtain |DSf | . |s+Df | for a smooth
scalar field f , and on (4.12) to bound |D≤1S φ|, which gives∫∫
Dτ
|φ||D2Zφ|
(
|φ||DSD≤2Z φ|+ |D≤2Z φ||DSφ|
)
.
∫∫
Dτ
∆20s
−2+2δ
+ |D≤1D≤2Z φ||D2Zφ|.
Moreover, the integral on the boundary ∂Dτ vanishes on hyperboloids Hτ and Hτ0 since their
surface normal is T = τ−1S and L2ZF˜ is a 2-form. Thus it is bounded merely by the terms on
the null boundary Cτ0 , controlled by using τ− = R, |φ| . ε0τ−
3
2
+ in Theorem 2 and (3.3)∫
Cτ
0
|(L2Z F˜ )LS ||ℑ(φ ·D2Zφ)| .
∫
C0
τ−|ρ[L2ZF˜ ]||ℑ(φ ·D2Zφ)|
. ε0‖ρ[L2ZF˜ ]‖L2(C0)‖D2Zφ‖L2(C0) . ε30.
Summarizing the above treatments leads to
I . ε30 +∆30 +
∫∫
Dτ
|D2Zφ|∆20s−2+2δ+
(|DD≤2Z φ|+ |D≤2Z φ|+ ∑
X∈P
| L♮ XF |∆0s−
1
2
+δ
+
)
.
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For deriving the last inequality, we employed (4.29) and the second pair of estimates in (4.7)
to treat |FXS | and |(LXF )Y S | respectively; and we also used (4.12) to bound |φ|.
It follows by using (4.1) for energies of scalar fields and (4.31) for the curvature term that,
for k ≤ 2, X ∈ P,∫∫
Dτ
s−2+2δ+ |D2Zφ|(|DDkZφ|+ |DkZφ|+ | L♮ XF |∆0s−
1
2
+δ
+ )
.
∫ τ
τ0
s−2+2δ(
∫
Hs
s+
s
|D2Zφ|2)
1
2
(∫
Hs
s−
s
(|DDkZφ|2 + |DkZφ|2 + | L♮ XF |2∆20s−1+2δ+ )
) 1
2
.
∫ τ
τ0
s−2+4δ∆20ds . ∆
2
0.
Combining the above estimates yields
I = |
∫∫
Dτ
Sνℑ(φ ·DµD2Zφ)(L2Z F˜ )µν | . ε30 +∆30 +∆40 . ε30 +∆30.
The main difficulty is thus solved. Going back to (4.37), we estimate the remaining terms in
the formula of L2ZJ [φ] in Lemma 11, which are denoted by
J +µ = L2ZJ [φ]µ −ℑ(φ ·DµD2Zφ).
In view of (4.35), we first bound J +(Ω). From Lemma 11, (4.29) and (4.12), we can derive
|J +(Ω)| . |DΓφ||D2Γφ|+ |(LZF )ZΩ||φ|2 + |FΓΩ||φ||D≤1Z φ|
. |DΓφ||D2Γφ|+ |(LZF )ZΩ||φ|2 + τ
1
2
+ τ
− 1
2
− |φ||D≤1Z φ|
. |DΓφ||D2Γφ|+∆20τ−3+2δ+ |(LZF )ZΩ|+∆0|D≤1Z φ|τ−1+δ+ τ
− 1
2
− .
Here |DlΓφ| stands for
∑
Γl∈Pl
|DlΓφ|, for l ≤ 2. By using (4.35) and (4.1), we obtain
|
∫∫
Dτ
SνJ +µ (L2Z F˜ )µν | .
∫∫
Dτ
|J +(Ω)|| L2Z F˜♮ | . ∆0
∫ τ
τ0
s−
1
2 ‖J +(Ω)‖L2(Hs)ds.
Therefore, by using Lemma 9, Proposition 7, the second pair of estimates in Lemma 7 and
(4.1), we can estimate
|
∫∫
Dτ
SνJ +µ (L2Z F˜ )µν | . ∆0
∫ τ
τ0
s−
1
2
(
s−
3
2
+δ∆0‖D≤1Γ φ‖L2(Hs) + ‖|DΓφ||D2Γφ|‖L2(Hs)
+∆20‖s−3+2δ+ (LΓF )ΓΩ‖L2(Hs)
)
. ∆30
∫ τ
τ0
s−
1
2
(
s−1+2δ + ‖s−1+2δ+ LΓF♮ ‖L2(Hs)
)
. ∆30
∫ τ
τ0
s−
1
2 (s−1+2δ + s−
3
2
+2δ)ds . ∆30,
where we have used (4.31) to bound L♮ ΓF . Combining the above estimate with the one for I
yields
|
∫∫
Dτ
Sν(L2ZJ [φ])µ(L2Z F˜ )µν | . |
∫∫
Dτ
SνJ +µ (L2Z F˜ )µν |+ |
∫∫
Dτ
Sνℑ(φ ·DµD2Zφ)(L2Z F˜ )µν |
. ∆30 + ε
3
0.
In view of (4.37), (4.20) is proved for k = 2.
37
4.5. Improving the bootstrap assumptions. Let C ≥ 1 be the maximum of the implicit
constants in Theorem 4 and (3.2), which is independent of ε0 and ∆0. Let ε0,∆0 verify the
following conditions:
Cε20 ≤
1
4
∆20, C∆0 ≤
1
4
. (4.38)
This improves the bootstrap assumptions (4.1) with each ∆20 replaced by
1
2∆
2
0. Hence Theorem
3 holds in the entire interior region D+ for all τ ≥ τ0 by the continuity argument.
5. Proof of Theorem 2
5.1. Set-up and bootstrap assumptions. Recall from (1.3) that the full Maxwell field F
is decomposed into the linear part Fˆ , and the perturbation part F˜ with its chargeless part
denoted by Fˇ (see (2.14)). This section is devoted to the proof of Theorem 2 on the solution in
the exterior region {t− t0 ≤ r − R, t ≥ t0} with various decay properties on (Fˇ, φ). The proof
will be based on controlling the propagation of energies in the exterior region, for which, up to
the second order, Proposition 2 has provided the initial weighted energy on Σet0 for Fˇ , and the
initial weighted energy of φ has been given by E2,γ0 .
The proof for Theorem 2 has a similar part which treats the terms contributed by F˜ in the
nonlinear analysis as that of the main result in [9], including the terms contributed by the slow
decaying charge. This set of calculations will be omitted to avoid repetition. We will focus on
the analysis that involves the general large linear field Fˆ when proving Theorem 2.
The control of the energy fluxes for the Maxwell field Fˇ is similar as in [9], with details
given in Proposition 10 and proved with the help of Proposition 11. The main difference lies
in controlling the higher order energy fluxes for the scalar field, which is proved in Proposition
12 with the help of the crucial Lemma 10. Note that when the signature for DlZφ, i.e. ζ(Z
l),
l ≤ 2 has a smaller value, the error integral in the corresponding energy estimates is simpler
and the fluxes are expected to decay better in u+. We control in Lemma 10 the error integral
for bounding the flux of DlZφ for l ≤ 2, and manage to show that the weak decay terms in the
bound are either of lower signature than ζ(Z l) or of lower order derivatives than DlZφ. We then
bound the energy fluxes for DZφ inductively in terms of the value of ζ(Z). For the top order
energy, we first bound the weighted flux on H−u2u for u−ζ(Z
2)
+ D
2
Zφ. This type of flux provides
an important improvement over Lemma 10, which then gives the complete set of energy fluxes
for the scalar fields in Theorem 2.
The decay properties for the linear Maxwell field in the exterior region will be important for
the proof of Theorem 2. Let 1 < γ0 < 2 be the fixed number in the assumption of Theorem
2, with the given bound M0 > 1 in (1.7). Recall that the linear Maxwell field Fˆ verifies the
following equation
∂µLkZ Fˆνµ = 0, ∀Zk ∈ Pk, k ≤ 2
by the definition in (1.4) and the commutation property. The multiplier approach in [9] directly
implies the following decay properties for Fˆ in the exterior region {r ≥ t− t0 +R} with t ≥ t0.
Proposition 8. In the exterior region, the linear Maxwell field Fˆ verifies the following energy
decay estimates
(u1)
γ0
+ E[LkZFˆ ](H−u2u1 ) + (u1)γ0+ E[LkZ Fˆ ](Hu1−u2) +
∫
H
−u2
u1
rγ0 |α[LkZ Fˆ ]|2 (5.1)
+
∫∫
D
−u2
u1
rγ0−1|(α, ρ, σ)[LkZ Fˆ ]|2 +
∫
H
u1
−u2
rγ0 (|ρ[LkZ Fˆ ]|2 + |σ[LkZ Fˆ ]|2) . (u1)2ζ(Z
k)
+ M20
as well as the pointwise decay estimates
|αˆ|2 + |ρˆ|2 + |σˆ|2 .M20r−2−γ0u−1+ , |αˆ|2 .M20r−2u−γ0−1+ (5.2)
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for all u2 < u1 ≤ −R2 , Zk ∈ Pk, k ≤ 2. Here αˆ, αˆ, ρˆ, σˆ are the null components for Fˆ . There
also hold
‖r γ02 α[LZ Fˆ ], r
γ0
2 ρ[LZ Fˆ ], r
γ0
2 σ[LZ Fˆ ], u
γ0
2
+ α[LZFˆ ]‖2L4(Su,v) .M20u
2ζ(Z)−1
+ r
−1 (5.3)
for all −v ≤ u ≤ −R2 and Z ∈ P, with the constant bounds in “.” depending merely on γ0 and
ǫ.
Proof. The energy decay and the weighted energy decay estimates in (5.1) follow by using ∂t
and rγ0L as multipliers. The estimates (5.2) and (5.3) are consequences of (5.1) together with
Sobolev embedding adapted to null hypersurfaces and spheres. For the details of the proof, we
refer to [9]. 
For convenience, we allow the constants in “.” to depend on M0, ǫ, γ0 in this section.
Recall the definition of Fˇ from (2.14). Let v∗ be a large fixed number. To prove Theorem 2,
we make the following bootstrap assumptions on (Fˇ, φ) in the exterior region,
E[DkZφ,LkZ Fˇ ](H−u2u1 ) + E[DkZφ,LkZ Fˇ ](Hu1−u2) ≤ ∆20(u1)
−γ0+2ζ(Z
k)
+ , (5.4)∫
H
−u2
u1
r|DLDkZφ|2 +
∫
H
u1
−u2
r(| /DDkZφ|2 + |DkZφ|2) ≤ ∆20(u1)1−γ0+2ζ(Z
k)
+ , (5.5)∫
H
−u2
u1
rγ0 |α[LkZ Fˇ ]|2 +
∫∫
D
−u2
u1
rγ0−1|(α, ρ, σ)[LkZ Fˇ ]|2,
+
∫
H
u1
−u2
rγ0 (|ρ[LkZ Fˇ ]|2 + |σ[LkZ Fˇ ]|2) ≤ ∆20(u1)2ζ(Z
k)
+ , (5.6)
for all −v∗ ≤ u2 < u1 ≤ −R2 , Zk ∈ Pk, k ≤ 2, where ∆0 > 0, ∆20 = C1E2,γ0 with C1 ≥ 4 to
be further determined. The local well-posedness result guarantees the above estimates hold for
some v∗ >
R
2 . Our goal is to achieve the same set of estimates with ∆
2
0 on the right hand sides
all improved to be 12∆
2
0. Then by the continuity argument, the above estimates hold for all
u2 < u1 ≤ −R2 . It follows from the above bootstrap assumptions that
Proposition 9. Under the bootstrap assumptions (5.4)-(5.6), there hold the decay estimates
for the scalar field φ and the chargeless perturbation part Fˇ of the Maxwell field in Dv∗
−R
2
,
r
1
2
+ǫu
1
2
+|φ|2 + r2| /Dφ|2 + u2+|DLφ|2 + r2|DLφ|2 + u−2ζ(Z)+ |DZφ|2 . ∆20r−
5
2
+ǫu
1
2
−γ0
+ , (5.7)
r−γ0uγ0+ |αˇ|2 + |ρˇ|2 + |αˇ|2 + |σˇ|2 . ∆20r−2−γ0u−1+ , (5.8)
where Z ∈ P and u ≤ −R2 .
Proof. See the proofs in [9, Sections 3.2 and 3.3]. 
5.2. Energy decay estimates for the chargeless perturbation part of the Maxwell
field. Now we improve the bootstrap assumptions (5.4)-(5.6). Based on Proposition 9, we first
derive the (weighted) energy estimates for Fˇ , with data on Σet0 controlled by Proposition 3.1.
Proposition 10. Under the bootstrap assumptions (5.4)-(5.6), Fˇ verifies the following energy
decay estimates
E[LkZFˇ ](H−u2u1 ) + E[LkZ Fˇ ](Hu1−u2) . (Ek,γ0 +∆40)(u1)
−γ0+2ζ(Z
k)
+ , (5.9)
as well as the r-weighted energy decay estimates∫∫
D
−u2
u1
rγ0−1(|α[LkZ Fˇ ]|2 + |ρ[LkZ Fˇ ]|2 + |σ[LkZ Fˇ ]|2) +
∫
H
−u2
u1
rγ0 |α[LkZ Fˇ ]|2 (5.10)
+
∫
H
u1
−u2
rγ0 (|ρ[LkZ Fˇ ]|2 + |σ[LkZ Fˇ ]|2) . (Ek,γ0 +∆40)(u1)2ζ(Z
k)
+
for all −v∗ ≤ u2 < u1 ≤ −R2 , Zk ∈ Pk and k ≤ 2 .
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Since LkZ Fˇ satisfies the Maxwell equation ∂µ(LkZ Fˇ )νµ = LkZJ [φ]ν , the proof for the above
proposition is the same as that for Proposition 4 in [9] once we have the following estimates for
the nonlinear terms.
Proposition 11. Under the bootstrap assumptions (5.4)-(5.6), the nonlinear term J [φ] satisfies∫∫
D
−u2
u1
rγ0u1+ǫ+ |LkZ /J |2 + rγ0+1|LkZJL|2 + u1+γ0+ǫ+ |LkZJL|2 . ∆40(u1)2ζ(Z
k)
+
for all −v∗ ≤ u2 < u1 ≤ −R2 , k ≤ 2 and Zk ∈ Pk, where LkZ /J , LkZJL and LkZJL represent the
angular, L and L components of the 1-form LkZJ [φ] respectively.
Proof. The proof is similar to [9, Section 3.4] except for treating the terms with a factor that is
the full Maxwell field F , which arise from the commutation between the covariant derivatives
D. By the decomposition F = Fˆ + F˜ , we focus on treating the part containing Fˆ , since the
rest of the calculations have been done in [9]. Note that the case of k = 0 does not involve any
commutation. Hence Proposition 11 holds as in [9].
When k = 1, recall the formula from Lemma 11
LXJµ[φ] = ℑ(DXφ ·Dµφ) + ℑ(φ ·DµDXφ)− FXµ|φ|2.
Estimates for the first two terms are the same (as that in [9]) except the last term where the
full Maxwell field F arises from commutation.
When k = 2, recall that for Z2 = XY , there holds for any vector field or the frame in the
null tetrad V ,
|V µLXLY Jµ[φ]| . |DXDY φ||DV φ|+ |DY φ||DVDXφ|+ |FXV ||φ||DY φ|+ |DXφ||DVDY φ|
+ |φ||DVDXDY φ|+ |(LXF )Y V ||φ|2 + |F[X,Y ]V ||φ|2 + |FY V ||φ||DXφ|.
Since P is closed under the commutation [·, ·], if [X,Y ] 6= 0, then ζ([X,Y ]) = ζ(XY ) for all X ,
Y ∈ P, we only need to estimate the terms |(LXF )Y V ||φ|2 and∑
ζ(X˜Zl)=ζ(Z2),X˜∈P
|FX˜V ||φ||DlZφ|, l ≤ 1. (5.11)
In view of the decomposition F = Fˆ+Fˇ+q0r
−2dt∧dr in (2.14), the part of F˜ = Fˇ+q0r−2dt∧dr
can be controlled in the same way as in [9], with a quicker treatment on the charge part due
to the smallness of |q0| in (1.8). It hence suffices to control the terms contributed by the large
linear Maxwell field Fˆ .
Consider the part |FˆX˜V ||φ||DlZφ|, l ≤ 1 in (5.11), with V a component of the null tetrad.
Firstly, according to the decay estimates in Proposition 8, we have for X ∈ P
|FˆXL| . r
−γ0
2 u
− 1
2
+ζ(X)
+ , |FˆXL| . u−
1+γ0
2
+ζ(X)
+ , |FˆXeA | . r
−γ0
2 u
− 1
2
+ζ(X)
+ , A = 1, 2.
Therefore by using the decay estimate for the scalar field φ in Proposition 9, (5.5) and ζ(X˜Z l) =
ζ(Z2), we can estimate that∫∫
D
−u2
u1
(rγ0u1+ǫ+ |FˆX˜eA |2 + rγ0+1|FˆX˜L|2 + u
1+γ0+ǫ
+ |FˆX˜L|2)|φ|2|DlZφ|2 (5.12)
.
∫∫
D
−u2
u1
u
ǫ+2ζ(X˜)−1−γ0
+ ∆
2
0r
−2|DlZφ|2
. ∆20(u1)
2ζ(X˜)+ǫ−3−γ0
+
∫ u1
u2
E[DlZφ](H−u2u )du
. ∆40(u1)
2ζ(X˜Zl)
+ = ∆
4
0(u1)
2ζ(Z2)
+ .
Note if l = 0 in (5.12), the bound of the inequality is ∆40(u1)
2ζ(X˜)
+ . This controls the term
contributed by FˆX˜µ|φ|2 in the k = 1 case.
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It now remains to understand |(LX Fˆ )Y V ||φ|2, for which using the pointwise estimate for φ
in Proposition 9 and the estimate (5.1), we can bound∫∫
D
−u2
u1
(rγ0u1+ǫ+ |(LX Fˆ )Y eA |2 + rγ0+1|(LX Fˆ )Y L|2 + u1+γ0+ǫ+ |(LX Fˆ )Y L|2)|φ|4
.
∫∫
D
−u2
u1
∆40r
−4u
ǫ−2γ0+2ζ(Y )
+ (r
γ0u+|α[LX Fˆ ]|2 + rγ0+1|(α, ρ, σ)[LX Fˆ ]|2)
. ∆40(u1)
2ζ(XY )
+ .
Combining the above two estimates leads to the estimates of Proposition 11 for k = 2. Hence
the proposition is proved. 
5.3. Energy decay estimates for the scalar field. In this subsection, we derive the follow-
ing energy decay estimates for the scalar field
Proposition 12. Under the bootstrap assumptions (5.4)-(5.6), the scalar field verifies the fol-
lowing energy decay estimates
E[DkZφ](H−u2u1 ) + E[DkZφ](Hu1−u2) . (Ek,γ0 +∆40)(u1)
−γ0+2ζ(Z
k)
+ , (5.13)∫
H
−u2
u1
r|DLDkZφ|2 +
∫
H
u1
−u2
r(| /DDkZφ|2 + |DkZφ|2) . (Ek,γ0 +∆40)(u1)1−γ0+2ζ(Z
k)
+ (5.14)
for all −v∗ ≤ u2 < u1 ≤ −R2 , Zk ∈ Pk and k ≤ 2.
Remark 5. Let C ≥ 1 be the sum of all the implicit constants in “.” in Proposition 10 and
Proposition 12. By choosing CE2,γ0 ≤ ∆
2
0
4 , C∆
2
0 ≤ 14 , the same inequalities in (5.4)-(5.6) hold
with ∆20 replaced by
1
2∆
2
0 on the right hand side. Then by using the continuity argument, we
can conclude the result of Theorem 2.
The rest of this section is devoted to proving the above proposition. Compared with the
proof of Proposition 10, the proof is more delicate due to the fact that the covariant derivative
does not commute with the Klein-Gordon operator (✷A−1). The commutation with DkZ , k ≤ 2
will generate nonlinearities involving the full Maxwell field F . These nonlinear error terms are
controlled in the following crucial result.
Lemma 10. Under the bootstrap assumptions (5.4)-(5.6), there hold for Z ∈ P∫∫
D
−u2
u1
r1+ǫu1+ǫ+ |(✷A − 1)DZφ|2
. (E1,γ0 +∆40)(u1)2ζ(Z)+1−γ0+ +
∫∫
D
−u2
u1
u
2ζ(Z)
+ |D≤1φ|2 + u2ζ(Z)−2+ (1 + ζ(Z))|DΩφ|2,
(5.15)
as well as for Z2 = Z1Z2 ∈ P2∫∫
D
−u2
u1
r1+ǫu1+ǫ+ |(✷A − 1)D2Zφ|2 (5.16)
. (E2,γ0 +∆40)(u1)2ζ(Z
2)+1−γ0
+ +
∫∫
D
−u2
u1
u
2ζ(Z2)
+ |D≤1Ω D≤1φ|2 + u2ζ(Z
2)−2
+ |D≤2Ω φ|2
+
∫∫
D
−u2
u1
∑
Z1⊔Z2=Z2
(
u
2ζ(Z1)
+ |D≤1DZ2φ|2 + u2ζ(Z1)−2+ |DΩDZ2φ|2
)
for all −v∗ ≤ u2 < u1 ≤ −R2 .
Similar to the treatment in Section 5.2, we focus on the nonlinear terms involved with
Fˆ in the decomposition for the full Maxwell field F , with the remaining terms controlled in
exactly the same way as in [9, Lemma 10 in Section 3.5]. Indeed, by substituting the bootstrap
assumptions (5.4)-(5.6) and (1.8) to [9, Lemma 10 in Section 3.5], these remaining terms can
be directly bounded by (E2,γ0 +∆40)(u1)2ζ(Z
k)+1−γ0
+ due to the smallness of the charge q0.
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Proof. According to Lemma 11, we note that (✷A−1)DZφ = Q(F, φ, Z) and (✷A−1)DZ1DZ2φ
can be written as the sum of the same quadratic forms Q(G, f, Z) and cubic terms, with the
cubic term appearing only for the second order estimate (5.16). The quadratic terms can be
classified into two categories. Let us now focus on the first type, which is∑
ζ(ZlX)=ζ(Zk),X∈P,l<k
|Q(F, φ,l, X)|
where φ,0 = φ; and when l = 1, φ,l is DZφ with Z
1 = Z ∈ {Z1, Z2}. Here for giving
the above symbolic formula we have used the fact that ζ([X,Y ]) = ζ(XY ) when [X,Y ] 6= 0
for any X,Y ∈ P. This quadratic term can be further decomposed into Q(Fˆ, φ,l, X) and
Q(F − Fˆ, φ,l, X). The latter can be estimated in the same way as that in [9, Lemma 10 in
Section 3.5]. It hence suffices to treat the former involving the large Maxwell field Fˆ . In view
of (A.3), we have for any X ∈ P
|Q(Fˆ, φ,l, X)|2 . r2ζ(X˜)+2(|αˆ|2|Dφ,l|2 + |Fˆ |2|DLφ,l|2 + |σˆ|2| /Dφ,l|2)
+ u
2ζ(X)+2
+ (|ρˆ|2|DLφ,l|2 + |αˆ|2| /Dφ,l|2) + r2ζ(X)|Fˆ |2|φ,l|2,
where Fˆ represents all the components of the 2-form Fˆ except α[Fˆ ]. Here we note that Fˆ
verifies the linear Maxwell equation, hence the current terms in the last line of (A.3) vanish.
Recall the following improved estimate for DLf :
r|DLf | . |DΩf |+ u+|Df |, (5.17)
which will be used when ζ(X) = 0. Then by using the pointwise decay estimates for Fˆ in
Proposition 8, in view of 1 + 2ǫ < γ0 < 2, we can estimate that∫∫
D
−u2
u1
|Q(Fˆ, φ,l, X)|2r1+ǫu1+ǫ+
.
∫∫
D
−u2
u1
uǫ+r
2ζ(X)+1+ǫ(r−γ0 |Dφ,l|2 + u−γ0+ |DLφ,l|2) + rǫ−1u2ζ(X)+ǫ−γ0+ (u2+| /Dφ,l|2 + |φ,l|2)
.
∫∫
D
−u2
u1
u
2ζ(X)
+ (|Dφ,l|2 + |φ,l|2) + u2ζ(X)−2+ (1 + ζ(X))|DΩφ,l|2.
In particular this gives (5.15). For k = 2, if l = 0, then X = LZ1Z2 or 0. In this case, the
bound on the right is as desired as in (5.16).
In view of (A.2) in Lemma 11, the second order estimate (5.16) involves the control of
Q(F,DZ1φ, Z2), Q(F,DZ2φ, Z1) and Q(F, φ,LZ1Z2) as given above, the estimate of the second
type of quadratic terms
Q(LZ1F, φ, Z2) = Q(LZ1 Fˆ, φ, Z2) +Q(LZ1F˜, φ, Z2) (5.18)
and the cubic term in (A.2). Note that Q(LZ1 F˜, φ, Z2) can be similarly treated as in [9,
Lemma 10 in Section 3.5], except that the current terms in the last line of (A.3) involve
the full Maxwell field as a factor. Hence, in view of the decomposition (5.18) and (A.2),
besides the leading term
∑
X⊔Y=Z2 |Q(LY Fˆ, φ,X)|, we will need to bound the two types of
cubic terms: (i)
∑
X⊔Y=Z2 |FXµFµY φ|; (ii) the current terms in the last line of (A.3) for∑
X⊔Y=Z2 |Q(LY F˜, φ,X)|.
For (i), we recall from [9, Section 2.4] that
|FY µFµX | . uζ(XY )+
(
u2+|α|2 + r2(|σ|2 + |α|2 + |ρ|2 + |α||α|)
)
.
By using the pointwise decay properties for Fˆ in Proposition 8 and the decay estimates for Fˇ
in Proposition 9, we derive that
|FY µFµX |2 . u2ζ(XY )+ r−γ0u−4+γ0+ .
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In particular we can bound∫∫
D
−u2
u1
r1+ǫu1+ǫ+ |FXµFµY |2|φ|2 .
∫∫
D
−u2
u1
u
2ζ(Z2)−2+2ǫ
+ |φ|2, (5.19)
where ζ(XY ) = ζ(Z2) since X⊔Y = Z2. Substituting the bootstrap assumption on the energy
flux of φ will not lead to any improvement as there is no additional smallness. The term is
incorporated in the lower order terms in the bound of (5.16).
For (ii), since J [LY F ] = LY J [φ], we first treat the current terms in the third line of (A.3)
with the help of the formula for LY Jµ in Lemma 11. Recall from [9, Corollary 1 in Section 3.3]
that for IY [F ] = r(|FLY | + |FAY |) + u+|FLY |, by using (5.2), (1.8) and Proposition 9, there
holds
I 2Y [F ] . (1 + r
2−γ0u−1+ )u
2ζ(Y )
+ ,
which implies ∫∫
D
−u2
u1
u
1+ǫ+2ζ(X)
+ r
1+ǫI 2Y [F ]|φ|4
.
∫∫
D
−u2
u1
∆20(1 + r
2−γ0u−1+ )u
2ζ(XY )−γ0+1+ǫ
+ r
−3+1+ǫ|φ|2
. ∆20
∫∫
D
−u2
u1
u
2ζ(XY )
+ |φ|2.
Thus, also by using Proposition 9 we can complete the estimate by∑
X⊔Y=Z2
∫∫
D
−u2
u1
r1+ǫu1+ǫ+ |φ|2
(
u
2ζ(X)+2
+ |LY JL|2 + r2ζ(X)+2(|LY JL|2 + |LY /J |2)
)
. ∆20
∑
X⊔Y=Z2
∫∫
D
−u2
u1
r2ǫ−
5
2u
2ζ(X)−2γ0−
1
2
+ǫ
+ (|DY φ|2 + u+|DDY φ|2) + u2ζ(Z
2)
+ |φ|2
. ∆20
∫∫
D
−u2
u1
∑
X⊔Y=Z2
u
2ζ(X)−2
+ |D≤1DY φ|2 + u2ζ(Z
2)
+ |φ|2 (5.20)
with the bound incorporated into the right hand side of (5.16).
Next, we consider the quadratic form Q(LY Fˆ, φ,X). Since the Maxwell field LY Fˆ is large,
substituting the pointwise decay estimates for the scalar field in Proposition 9 directly will not
give the desired result in (5.16). As LY Fˆ verifies the linear Maxwell equation, in view of (A.3)
and using (5.17) to bound DLφ, we can derive that
|Q(LY Fˆ, φ,X)|2 . r2ζ(X)+2(|α[LY Fˆ ]|2|Dφ|2 + |LY Fˆ |2|DLφ|2 + |σ[LY Fˆ ]|2| /Dφ|2)
+ u
2ζ(X)+2
+ (|ρ[LY Fˆ ]|2|DLφ|2 + |α[LY Fˆ ]|2| /Dφ|2) + r2ζ(X)|LY Fˆ |2|φ|2
. u
2ζ(X)
+ (r
2
+|LY αˆ|2 + u2+|LY Fˆ |2)|Dφ|2 + u2ζ(X)+ |LY Fˆ |2|D≤1Ω φ|2.
Then by using the following Sobolev embedding on the 2-sphere Su,v
r
1
2 ‖f‖L4(Su,v) . ‖D≤1Ω f‖L2(Su,v)
as well as the L4 estimates for the linear Maxwell fields in (5.3) and Ho¨lder’s inequality, we can
estimate that
u
−2ζ(X)
+ ‖Q(LY Fˆ, φ,X)‖2L2(Su,v)
. ‖r+|α[LY Fˆ ]|+ u+|LY Fˆ |‖2L4(Su,v)‖Dφ‖2L4(Su,v) + ‖LY Fˆ‖2L4(Su,v)‖D≤1Ω φ‖2L4(Su,v)
. u
2ζ(Y )−1
+ r
−γ0‖D≤1Ω Dφ‖2L2(Su,v) + u
2ζ(Y )−1−γ0
+ r
−2‖D≤2Ω φ‖2L4(Su,v).
Therefore∫∫
D
−u2
u1
r1+ǫu1+ǫ+ |Q(LY Fˆ, φ,X)|2 .
∫∫
D
−u2
u1
u
2ζ(XY )+2ǫ+1−γ0
+ (|D≤1Ω Dφ|2 + u−2+ |D≤2Ω φ|2).
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Here again we note that 1 + 2ǫ < γ0 < 2. Combining the above estimate with estimates (5.19)
and (5.20), we conclude that estimate (5.16) holds. 
Proof of Proposition 12. Applying the energy identity in [9, Lemma 2(2) in Section 2.2] to
(DkZφ, 0) with k ≤ 2, we have the energy estimate
E[DkZφ](H−u2u1 ) + E[DkZφ](Hu1−u2)
. Ek,γ0(u1)−γ0+2ζ(Z
k)
+ +
∫∫
D
−u2
u1
(|F0µJ [DkZφ]µ|+ |(✷A − 1)DkZφ||D0DkZφ|).
Now by using the pointwise decay estimates for the Maxwell field in Proposition 8 and Propo-
sition 9, we can estimate that∫∫
D
−u2
u1
(|F0µJ [DkZφ]µ|+ |(✷A − 1)DkZφ||D0DkZφ|)
.
∫∫
D
−u2
u1
(r−2 + r−1u
−
1+γ0
2
+ )|DkZφ||DDkZφ|+ |(✷A − 1)DkZφ||DDkZφ|
.
∫∫
D
−u2
u1
(r−3+ǫ + rǫ−1u−1−γ0+ )|DkZφ|2 + r1+ǫ|(✷A − 1)DkZφ|2 + r−1−ǫ|DDkZφ|2.
In particular we conclude that
E[DkZφ](H−u2u1 ) + E[DkZφ](Hu1−u2) . Ek,γ0(u1)
−γ0+2ζ(Z
k)
+ +
∫∫
D
−u2
u1
r1+ǫ|(✷A − 1)DkZφ|2
+
∫ u1
u2
u−1−ǫ+ E[D
k
Zφ](H−u2u )du+
∫ −u2
−u1
r−1−ǫE[DkZφ](Hu1v )dv.
By using Gronwall’s inequality, we derive that
E[DkZφ](H−u2u1 )+E[DkZφ](Hu1−u2) . Ek,γ0(u1)
−γ0+2ζ(Z
k)
+ +
∫∫
D
−u2
u1
r1+ǫ|(✷A− 1)DkZφ|2. (5.21)
In particular when k = 0, the energy decay estimate (5.13) holds for k = 0 as ✷Aφ = φ.
Next we consider the weighted energy bounds in (5.14). Recall from [9, Section 2.2 and 3.5]
the following weighted energy estimate∫
H
−u2
u1
r|DLDkZφ|2 +
∫
H
u1
−u2
r(| /DDkZφ|2 + |DkZφ|2)
. Ek,γ0(u1)1−γ0+2ζ(Z
k)
+ +
∫∫
D
−u2
u1
|DkZφ|2 + r|FLµJ [DkZφ]µ|+ |(✷A − 1)DkZφ||DL(rDkZφ)|.
Note that (5.2) and (5.8) imply that
|ρ| . r−2 + r−1− γ02 u−
1
2
+ , |α| . r−1−
γ0
2 u
− 1
2
+ .
In view of the above estimates and by using the Cauchy-Schwarz inequality we can show that,
with D♯ being either DL or /D,∫∫
D
−u2
u1
r|FLµJ [DkZφ]µ|+ |(✷A − 1)DkZφ||DL(rDkZφ)|
.
∫∫
D
−u2
u1
r−1|DkZφ||DLDkZφ|+ r−
γ0
2 u
− 1
2
+ |DkZφ||D♯DkZφ|+ |(✷A − 1)DkZφ||DL(rDkZφ)|
.
∫∫
D
−u2
u1
u−1−ǫ+ (|DkZφ|2 + | /DDkZφ|2 + r|DLDkZφ|2) + ru1+ǫ+ |(✷A − 1)DkZφ|2.
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The first two terms can be estimated by energy flux on H−u2u with u2 < u ≤ u1. The third
term can be absorbed by using Gronwall’s inequality. Therefore we conclude that∫
H
−u2
u1
r|DLDkZφ|2 +
∫
H
u1
−u2
r(| /DDkZφ|2 + |DkZφ|2) . Ek,γ0(u1)1−γ0+2ζ(Z
k)
+
+ (u1)
1−γ0
+ sup
u2≤u≤u1
uγ0+ E[D
k
Zφ](H−u2u ) +
∫∫
D
−u2
u1
r1+ǫu1+ǫ+ |(✷A − 1)DkZφ|2. (5.22)
In particular with k = 0 in (5.22), since (5.13) is already proved for k = 0, (5.14) holds for
k = 0 as ✷Aφ = φ. Therefore Proposition 12 is proved for the case when k = 0.
Next we prove Proposition 12 for the case when k = 1 by using Lemma 10. In view of (5.21)
and (5.15), we derive that
E[Dφ](H−u2u1 ) + E[Dφ](Hu1−u2) . (E1,γ0 +∆40)(u1)−γ0−2+ + (u1)−1−ǫ+
∫∫
D
−u2
u1
u−2+ |D≤1φ|2,
where we used the fact that ζ(∂) = −1. By using Gronwall’s inequality and the energy decay
estimate for φ in (5.13) with k = 0, we conclude that (5.13) holds for k = 1 and Z = ∂. (5.21)
and (5.15) also imply that
E[DΩφ](H−u2u1 ) + E[DΩφ](Hu1−u2) . (E1,γ0 +∆40)(u1)−γ0+
+ (u1)
−1−ǫ
+
∫∫
D
−u2
u1
(|D≤1φ|2 + u−2+ |DΩφ|2).
Then by using (5.13) for k = 0 and for Dφ with k = 1, together with Gronwall’s inequality,
we conclude that (5.13) holds for k ≤ 1, Z ∈ P. As a byproduct, we also have the improved
estimate for (5.15)∫∫
D
−u2
u1
r1+ǫu1+ǫ+ |(✷A − 1)DZφ|2 . (E1,γ0 +∆40)(u1)2ζ(Z)+1−γ0+ .
This estimate together with (5.22) implies that (5.14) holds for k ≤ 1.
Finally we prove Proposition 12 for k = 2 based on Lemma 10 and the proven estimates in
(5.13) and (5.14) with k ≤ 1. The idea is to consider the |u|-weighted energy fluxes along the
outgoing null hypersurface. Since u ≡ u1 along H−u2u1 , from (5.21) and (5.16), we obtain that∑
X,Y ∈P
E[u
−ζ(XY )
+ DXDY φ](H−u2u1 )
. (E2,γ0 +∆40)(u1)−γ0+ +
∑
Z∈P
∫∫
D
−u2
u1
u−2+
(|D2Ωφ|2 + |u1−ζ(Z)+ DDZφ|2 + |u−ζ(Z)+ DΩDZφ|2)
. (E2,γ0 +∆40)(u1)−γ0+ +
∑
X′,Y ′∈P
∫∫
D
−u2
u1
u−2+ |u−ζ(X
′Y ′)
+ DX′DY ′φ|2,
where the lower order terms have been estimated by using (5.13) when k ≤ 1. By using
Gronwall’s inequality, we derive that
E[DXDY φ](H−u2u1 ) . (E2,γ0 +∆40)(u1)
2ζ(XY )−γ0
+ , ∀X,Y ∈ P.
Since this estimate holds for any −v∗ ≤ u2 < u1 ≤ −R2 , this estimate improves estimate (5.16)
to ∫∫
D
−u2
u1
r1+ǫu1+ǫ+ |(✷A − 1)DXDY φ|2 . (E2,γ0 +∆40)(u1)2ζ(XY )+1−γ0+ .
By using the above estimate, the estimates (5.13) and (5.14) when k = 2 follow from (5.21)
and (5.22) respectively. We finished the proof for Proposition 12. 
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Appendix A. Commutators
In this section, we list expressions for the commutators that will be used. Calculations for
these are standard and can be found in [19, 9]. For any complex scalar field f , closed 2-form
G, and vector field Z, define the quadratic form
Q(G, f, Z) = 2iZνGµνD
µf + i∂µ(ZνGµν)f. (A.1)
We have the following commutator formulae.
Lemma 11. Let (φ, F ) be the solution of MKG equations, and let X,Y, Z ∈ P. Then the
following commutator formulae hold
(✷A − 1)DZφ = [✷A, DZ ]φ = Q(F, φ, Z),
(✷A − 1)DXDY φ = Q(F,DXφ;Y ) +Q(F,DY φ,X) +Q(LXF, φ, Y )
+Q(F, φ, [X,Y ])− 2FXµFµY φ, (A.2)
∂µ(LkZ F˜ )µν = (LkZJ [φ])ν .
Moreover we can expand the Lie derivative on the 1-form J [φ]
LZJµ[φ] = ℑ(DZφ ·Dµφ) + ℑ(φ ·DµDZφ)− FZµ|φ|2,
LXLY Jµ[φ] = ℑ(DXDY φ ·Dµφ) + ℑ(DY φ · (DµDXφ+ iFXµφ)) + ℑ(DXφ ·DµDY φ)
+ ℑ(φ · (DµDXDY φ+ iFXµDY φ))− (LXF )Y µ|φ|2 − F[X,Y ]µ|φ|2 − FY µDX |φ|2.
In particular, for any smooth vector field X, we have the bound with k ≤ 2 20
|XµLkZJµ[φ]| .
∑
l1+l2≤k
|Dl1Zφ||XµDµDl2Zφ|+ |φ|2|XµF[Zl1 ,Zl2 ]µ|
+
∑
l1+l2≤k−1,Z⊔Zl1⊔Zl2=Zk
|Xµ(Ll1ZF )Zµ||φ||Dl2Z φ|.
Lemma 12. For any 2-form G = (α, ρ, σ, α) and any complex scalar field φ, in the exterior
region {t− t0 +R ≤ r} we have
|Q(G,φ, Z)| . rζ(Z)+1(|α||Dφ| + |G||DLφ|+ |σ|| /Dφ|)
+ u
ζ(Z)+1
+ (|ρ||DLφ|+ |α|| /Dφ|)
+
(
u
ζ(Z)+1
+ |JL|+ rζ(Z)+1(|JL|+ |/J |) + rζ(Z)|G|
)
|φ|
(A.3)
for all Z ∈ P, where G denotes all the components of G except α[G]. Here (JL, JL, /J) with
/J = (Je1 , Je2) are the components of the null decomposition of the current Jν = −∂µGµν .
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