Abstract. We prove three results giving sufficient and/or necessary conditions for discreteness of the spectrum of Schrödinger operators with nonnegative matrix-valued potentials, i.e., operators acting on ψ ∈ L 2 (R n , C d ) by the formula H V ψ := −∆ψ + V ψ, where the potential V takes values in the set of non-negative Hermitian d × d matrices.
1. Introduction 1.1. Setting and main results. The object of this paper is the analysis of Schrö-dinger operators with non-negative matrix-valued potentials. Such operators act on L 2 (R n , C d ), the space of C d -valued square-integrable functions, by the formula
where V (x) is a d × d non-negative Hermitian matrix, i.e., (V (x)v, v) ≥ 0 for every v ∈ C d and x ∈ R n . Here and in the sequel we denote by (·, ·) the canonical scalar product of C d , and by |·| the associated norm. The space of d×d Hermitian matrices is denoted by H d , and H We assume that V is locally integrable, in which case, by standard functional analysis, H V defines an unbounded non-negative self-adjoint operator on L 2 (R n , C d ) (see Section 2 for the details).
Our aim is to study the problem of determining whether the spectrum of H V is a discrete subset of [0, +∞) consisting of eigenvalues of finite multiplicity. This is customarily expressed by saying that the spectrum of H V is discrete.
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Our interest in this question comes from the analysis of the weighted ∂-problem in C n and of the ∂ b -problem on polynomial models of CR manifolds. The canonical solutions of these problems turn out to be related to certain Schrödinger operators. In particular compactness of the canonical solution operator is linked to discreteness of the spectrum of Schrödinger operators. This point of view has been successfully exploited when n = 1 in [Chr91] , [Ber96] , [FS02] , [CF05] . Understanding operators of the form (1) is a first step in the study of the more complex ones appearing in the weighted ∂-problem when n ≥ 2 (see, e.g., [HH07, Section 3] ).
The problem of discreteness of the spectrum of H V has been deeply studied in the scalar case (d = 1): in 1953 Molchanov obtained in [Mol53] a necessary and sufficient condition, and Maz'ya and Shubin significantly improved it in [MS05] . See Theorem 12 below for a slightly simplified statement. These characterizations only assume that the potentials are non-negative and locally integrable, but the conditions are often hard to check. Therefore it is interesting to look also for sufficient conditions that are not necessary, but easier to verify (as in [Sim09] ), or to restrict the attention to a smaller class of potentials and obtain a simpler characterization for them.
For example, one may focus on potentials in A ∞,loc (R n ), the local Muckenhoupt class. We recall that V ∈ A ∞,loc (R n ) if and only if there exist δ, c > 0 and ℓ 0 > 0 such that the inequality
holds for every cube Q of side ℓ Q ≤ ℓ 0 . If V ∈ A ∞,loc (R n ), the scalar operator H V has discrete spectrum if and only if lim Q→∞, ℓQ=ℓ1ˆQ V = +∞, for some (hence every) ℓ 1 > 0. The limit is taken as the center of Q goes to ∞, while the side ℓ Q remains constant. This characterization follows from the improved Fefferman-Phong inequality of [ABA07, Lemma 2.1], or from Theorem 6 below.
In Section 3 we introduce a matrix-valued analogue of A ∞,loc (R n ), which we denote by A ∞,loc (R n , H d ) and consists of H ≥0 d -valued locally integrable functions satisfying (2), where the inequality between Hermitian matrices is to be interpreted in the sense of quadratic forms. Then we extend the previous characterization, proving the following theorem (see Theorem 6 for a more detailed statement). An interesting point is that the scalar A ∞,loc class admits at least two equivalent definitions, but their natural matrix-valued analogues fail to be equivalent, giving two distinct classes of potentials. In Section 3 we comment on this point, showing that the theorem above only holds for one of the two classes, and that is the reason of our choice of the definition of A ∞,loc (R n , H d ). This is not the first time a matrix-valued analogue of a Muckenhoupt class appears in the literature. In order to study the vector analogue of the boundedness in weighted L 2 spaces of the Hilbert transform, Treil and Volberg introduced in [TV97] the matrix-valued analogue of the A 2 class. In Subsection 3.2 we show that the local version of their matrix class is contained in our A ∞,loc (R n , H d ), generalizing a well-known fact in the scalar theory.
The leitmotiv of the rest of our paper is the comparison of the vector-valued operator H V = −∆ + V with the scalar operator H λ = −∆ + λ, where λ(x) is the minimal eigenvalue of V (x). The following implication is elementary (see the comments after Proposition 4):
H λ has discrete spectrum =⇒ H V has discrete spectrum.
In Section 4 we show that the reverse implication fails rather dramatically. This follows from Theorem 2 below, which provides a sufficient condition for discreteness of the spectrum that does not have any analogue in the scalar setting.
Before stating the result, we discuss the heuristics behind it. The energy of
where
Showing the discreteness of the spectrum of H V amounts to proving that if ψ has a large tail, i.e., most of its L 2 norm is concentrated on the complement of a large ball, then it must have large energy (see Proposition 4 for the formal statement). For every point x ∈ R n , we have the orthogonal decomposition
where S(x) is the direct sum of the eigenspaces of V (x) corresponding to small eigenvalues, while L(x) is the direct sum of the eigenspaces of V (x) corresponding to large eigenvalues. The problem is that the term´R n (V ψ, ψ) may be small even for a ψ with a large tail, if ψ(x) is close to S(x) in an average sense. But if S(x) oscillates rapidly enough as a function of x, this can only happen if the terḿ R n |∇ψ| 2 is large, and hence only if the energy is large. To formalize this idea, in Subsection 4.1 we introduce and study the oscillation of a measurable mapping S : R n → V(d), where V(d) is the set of non trivial subspaces of C d . Here by measurable we mean that there exists a finite collection of measurable vector fields v 1 , . . . , v k :
is the span of {v 1 (x), . . . , v k (x)}. The oscillation is defined for every cube Q by the following formula:
where the infimum is taken as v : Q → C d varies in the measurable unit sections of S, i.e., the measurable mappings satisfying |v(x)| = 1 and v(x) ∈ S(x) for almost every x ∈ Q. The quantity ω(Q, S) represents the L 2 distance of these sections from constant vector fields, and hence it is a measure of how much S oscillates on Q.
Since the discreteness of the spectrum has to do with the behavior of potentials at infinity, we introduce the following limit quantity
The lim inf is taken as the cubes go to infinity, while varying in what we call the canonical grid of step ℓ. We are finally in a position to state our sufficient condition for discreteness of the spectrum.
Theorem 2. Let V be a locally integrable non-negative matrix-valued potential.
Assume that for every x ∈ R n we have an orthogonal decomposition
such that both components are measurable in x and V (x)-invariant. If the following two properties hold:
then H V has discrete spectrum.
Notice that λ(V (x) |L(x) ) denotes the minimal eigenvalue of the restriction of V (x) to L(x), which is well-defined by the V (x)-invariance of this subspace.
The first condition expresses the fact that L(x) is a direct sum of eigenspaces corresponding to large eigenvalues of V (x), while the second tells that S should oscillate at infinity and that, when looking at smaller and smaller scales, the oscillation should not decay too fast.
In Subsection 4.3 we show how to build potentials with rank identically equal to 1 which satisfy the hypotheses of Theorem 2, giving in particular a strong counterexample to the reverse implication of (3).
Our last result is complementary to Theorem 2 and shows that the implication (3) may be reversed for 2 × 2 polynomial potentials, i.e., potentials whose matrix entries are polynomials. H V has discrete spectrum ⇐⇒ H λ has discrete spectrum.
The proof is based on a dichotomy (Lemma 14) that allows, at every scale, to deal only with the good cubes on which the two eigenvalues of V are everywhere comparable, and the bad ones on which the maximal eigenvalue is everywhere significantly larger than the smaller one. On the good cubes the operator behaves similarly to a scalar operator, and we can use the techniques of [MS05] . The bad cubes are those on which the non-scalar nature of the operator becomes more apparent. The key to the proof is the observation that we can take advantage of the incomparability of eigenvalues to prove a gradient estimate for the eigenvectors (inequality (42)). At this point we use in a crucial way the fact that d = 2. The proof relies on several rigidity properties of V , which automatically hold for polynomials. It would be interesting to know if the result may be extended to d ≥ 3, and to study the class of potentials (for general d) for which (4) holds.
We conclude the paper with Section 6, in which we explain why a natural extension of Molchanov and Maz'ya-Shubin characterization cannot hold for nonnegative matrix-valued potentials, a further evidence of the new phenomena that appear when d ≥ 2.
e., the space of integrable H d -valued functions, then the integrability amounts, by polarization, to the integrability of 
If Q is a cube, by which we always mean a closed cube, then λQ is the cube with the same center and side multiplied by the factor λ > 0. The side of Q is denoted by ℓ Q and Q(x, ℓ) is the cube of center x and sides of length ℓ parallel to the axes. We denote by G ℓ (ℓ > 0) the canonical grid of step ℓ, i.e., the family of cubes of the form ℓx + [0, ℓ] n , where x ∈ Z n . The elements of ∪ N ∈Z G 2 N are the usual dyadic cubes.
ln this paper C n and c n are positive constants depending only on the dimension n, whose exact value may change from line to line.
Definition of H V
In this section we assume that
and V ≥ 0 everywhere. We show that the Schrödinger operator H V is self-adjoint on an appropriate domain by the classical quadratic form method. Our aim is to sketch the adjustments required for matrix potentials, and to state the basic characterization of discreteness of the spectrum that will be used throughout the paper. We start with the energy space
where ∂ j is the distributional partial derivative. If ψ ∈ E V , the energy
is well-defined. The expression
. This can be seen in the following three steps.
(a) Compactly supported elements of E V are dense:
|ψ(x)| otherwise, one has ψ R → ψ in E V , by the chain rule for Sobolev spaces and dominated convergence. (c) Test functions are dense: if ψ ∈ E V is bounded and compactly supported and {ϕ ε } ε>0 is a scalar approximate identity, then ϕ ε * ψ → ψ in E V . The details are routine arguments.
We define H V := −∆ + V , where ∆ acts componentwise and distributionally, on the domain
Thanks to the facts established above, the classical arguments (cf. [FOT11] ) show that H V is self-adjoint and non-negative. Moreover, we have a classical characterization of discreteness of the spectrum, whose proof is identical to the one in the scalar case, as can be found, e.g., in [KS99] , p. 190-191.
Proposition 4. H V has discrete spectrum if and only if for every
If (5) holds, it automatically extends to every ψ ∈ E V .
Proposition 4 immediately gives the implication (3) of the Introduction. First of all, notice that if λ(x) is the minimal eigenvalue of
, where the inf can be taken over all vectors u in a countable dense subset of the unit sphere of 
A ∞ -conditions for matrix-valued functions
and discreteness of the spectrum
if it satisfies the following property: there exist ℓ 0 , δ, c > 0 such that
In the scalar theory (see, e.g., [Gra09, Ch. 9]), one defines A ∞ (R n ), requiring (6) to hold for every cube Q. Requiring it only for small cubes, one obtains the larger class A ∞,loc (R n ), which is the relevant one for our problem, as we pointed out in the Introduction.
In the scalar case, we have the equivalent characterization: W ∈ A ∞,loc (R n ) if and only if there exist α, β ∈ (0, 1) and ℓ 0 > 0 such that for every cube Q of side ℓ Q ≤ ℓ 0 the following holds:
A proof of the analogous equivalence of characterizations for A ∞ (R n ) can be found in [Gra09, Thm. 9.3.3], but the same argument works in the local case too. Condition (7) is meaningful also in the matrix-valued case, but it turns out to be weaker than condition (6) if d ≥ 2. To see this, we need the following brief discussion.
First of all, every W ∈ A ∞,loc (R n , H d ) satisfies condition (7) with α = 1 − c/2 and β = cδ/2, with c and δ as in Definition 5. In fact, the intersection of A with the set on the left of (6) has measure ≥ 
, then there are α and β such that it satisfies (7) for every cube Q, but W / ∈ A ∞,loc (R n , H d ). Let us prove the claim. Since scalar non-negative polynomials are in A ∞ (R n ) with constants depending only on the degree (see [RS87, Section 2]), we can apply (7) to the family {(W u, u)} u∈C d , thus obtaining (7) for any matrix-valued polynomial W . Next, observe that if W ∈ W n,d , then´Q W > 0 for every cube Q. In fact, if this was not the case, there would be u ∈ C d \ {0} such that´Q(W u, u) = 0. The non-negativity of W would then force (W u, u) to vanish identically on Q, and hence on R n , because it is a polynomial. This contradicts property (c) above. Since det(W ) ≡ 0 and´Q W > 0 on every cube, W cannot satisfy (6), thus proving the claim.
Before stating and proving the characterization of discreteness of the spectrum for A ∞,loc potentials, we recall a few basic properties of A ∞,loc , which continue to hold in the matrix setting. We begin with a consequence of inequality (7). Let
) be a function satisfying (7) with constants ℓ 0 , α and β. If
, we can find a sequence of nested cubes
. . , N − 1, and N depends on α ′ , α and n. Applying (7) to A = Q k and Q = Q k+1 and composing the resulting chain of inequalities, we obtain
where β ′ depends on ε, α, β and n. In other words, if W satisfies (7), one may assume α arbitrarily close to 0, at the expense of reducing the value of β.
A consequence of this is that the precise value of ℓ 0 in Definition 5 is inessential. In fact, if W satisfies the condition of Definition 5 and ℓ 1 > ℓ 0 is fixed, we can partition every cube Q of side less than ℓ 1 in N smaller cubes of side less than ℓ 0 , where N depends on n, ℓ 1 and ℓ 0 . Applying (6) to the smaller cubes and recalling (8), we see that W satisfies (6) with ℓ 0 replaced by ℓ 1 , and δ replaced by a smaller value depending on ℓ 1 . Since property (7) follows from (6), the value of ℓ 0 in property (7) may be analogously increased.
We can finally state the main result of this section.
Consider the following conditions:
be non trivial and identically 0 outside Q(0, ℓ). If x ∈ R n and u ∈ C d has norm 1, we put η x,u (y) := η (y − x) u. Fix ε > 0. By discreteness of the spectrum and Proposition 4, there is R such that (5) holds. If Q(x, ℓ) ⊆ {|y| ≥ R},
Taking the minimum as u varies on the unit sphere of C d , we get
By the arbitrariness of ε, we get the thesis.
(ii)⇒(iii): obvious.
(iii)⇒(i) under the A ∞,loc condition: Fix N 0 ∈ Z so that 2 N0 ≥ ℓ 1 . By our previous discussion we may assume that V satisfies (6) with ℓ 0 = 2 N0 . We associate to every cube Q the non-negative matrix M (Q) := ℓ 2−n Q´Q V . By inequality (8), there is D such that if Q ′ is a dyadic cube, Q is its father and ℓ Q ≤ 2 N0 , then
Given N ∈ N, by assumption there exists R such that if Q ∈ G 2 N 0 intersects {|y| ≥ R}, we have M (Q) ≥ D N I d as quadratic forms. Fix such a cube Q. By (10) we have
Let now Q ′ be one of the cubes above. We have
Using (11), the lower bound on |E(Q ′ )| and Poincaré inequalitŷ
we find
In the second line we used the non-negativity of V . Summing over Q ′ and then over all Q ∈ G 2 N 0 intersecting {|y| ≥ R}, we obtain
By the arbitrariness of N , we have the thesis.
We now show that one cannot extend the previous characterization to the alternative A ∞,loc class obtained using condition (7), instead of Definition 5. Recalling the discussion following Definition 5, it is enough to exhibit, for every n ≥ 1 and
such that H W has not discrete spectrum, but x 6 = x 4 1 x x x 2 . By Theorem 3, which will be proved in Section 5, H W1 has not discrete spectrum, because W 1 (y)dy = ℓx 6 + terms of lower degree in x.
tr(A) for every non-negative 2 × 2 matrix A, we conclude that
which is stronger than (12). If n ≥ 1 and d = 2, we consider instead the potential W n (x) = n j=1 W 1 (x j ). Notice that H Wn is the sum of the n pairwise commuting operators obtained by letting H W1 act on each variable separately. By basic spectral theory, H Wn has not discrete spectrum. To see that (12) is satisfied by W n , we use the concavity of λ:
∀A, B ≥ 0, which follows from the fact that λ is the infimum of the family of linear functionals {A → (Au, u)} |u|=1 . For every x ∈ R n and ℓ > 0, we have
By (13), we conclude that
For the remaining case
where O and I are the zero and identity matrices of the dimensions indicated by the subscripts. We omit the elementary verification that H W n,d has not discrete spectrum, and that W n,d satisfies (12). 
where Q varies over all cubes of side ℓ Q ≤ ℓ 0 .
Proof. We estimate the measure of the complement of the set appearing in (6). If A and B are two non-negative matrices, A B is not equivalent to A < B (except in the case d = 1), but we can use the fact that when A is invertible, A ≥ B if and only if ||B
). Since W (x) > 0 almost everywhere, this allows to write (for Q any cube of side ℓ Q ≤ ℓ 0 )
where the last equality follows from the identity ||A * A|| op = ||A|| 2 which holds for any matrix A. Since´Q ||U || op ≤ d||´Q U || op for any integrable U :
|Q|.
Putting everything together, we conclude that
When δ is small enough, this is inequality (6).
It is worth noticing that matrix-valued A p classes for p / ∈ {2, ∞} were introduced in [Vol97] . The definition is rather different from the one of A 2 and it may be interesting to know how they are related to A ∞,loc (R n , H d ).
4.
A sufficient condition for discreteness of the spectrum and degenerate potentials 4.1. A notion of oscillation for subspace-valued mappings. Recall that we denote by V(d) the set of non trivial linear subspaces of C d . Let
be a fixed measurable mapping. We recall that by measurable we mean that there exist k measurable vector fields v 1 , . . . , v k :
n is a cube, the set of unit sections of S on Q is Γ(Q, S) := {v : Q → C d meas. : v(x) ∈ S(x) and |v(x)| = 1 a.e. x ∈ Q}.
Non-triviality and measurability in x of S(x) guarantee that there are plenty of unit sections. We are ready to give our key definition.
Definition 9. The oscillation of S on a cube Q is the following quantity:
Notice that
and hence ω(Q, S) is the distance in L 2 (Q, C d ) between the set Γ(Q, S) and the set of constant vector fields on Q. By using the fact that |v| ≡ 1, it is also easy to verify that
It is then obvious that ω(Q, S) ∈ [0, 1]. The following lemma gives us an idea of which feature of S on Q is measured by ω(Q, S).
Lemma 10. ω(Q, S) = 0 if and only if there is a subset F ⊆ Q such that |Q\F | = 0 and
i.e., there exists u ∈ C d \ {0} such that u ∈ S(x) for almost every x ∈ Q.
Proof. The non-trivial direction is the only if. If ω(Q, S) = 0, by (15) there is a sequence {v
is contained in the unit ball of C d , passing to a subsequence we can suppose that there is u 0 in the unit sphere of C d to which it converges as fast as we like. In particular, we can assume that
where ℜ(v k , u 0 ) denotes the real part of the scalar product, which is pointwise ≤ 1 by the Cauchy-Schwarz inequality. Consider the sets
It is easy to see that (17) implies |Q \
and hence
Unravelling the notation, this means that there is a set of full measure F such that ℜ(v k (x), u 0 ) converges to 1 at every x ∈ F . Since |u 0 | = |v k | ≡ 1, the strict convexity of the sphere implies that v k (x) converges to u 0 at every x ∈ F . Since we may assume that v k (x) ∈ S(x) for every k and every x ∈ F , we conclude that u 0 ∈ ∩ x∈F S(x), as we wanted.
The following lemma states that if ∩ x∈Q S(x) = {0} in a certain quantitative sense, then ω(Q, S) has an explicit lower bound. Assume moreover that there is a δ > 0 such that the following property holds for each j: for every x ∈ A j and v ∈ S(x), there exists k = j such that
(ii) If S is constant on each A j , i.e., S ≡ S j on A j , then the property above is satisfied for some δ > 0 if and only if ∩ Fix x ∈ A j such that u(x) ∈ S(x) (almost every x has this property). By the hypothesis, there exists k such that (18) holds. Since |A k | ≥ η|Q|, we havê
where in the second line we used the Cauchy-Schwartz inequality and (18). The identity (20) then gives
Recalling (15) and the fact that u is arbitrary, we get (19).
(ii): If ∩ N j=1 S j = {0}, one can take a non-zero vector v in the intersection to see that (18) cannot be satisfied for any δ > 0. Now assume that the property does not hold for a given δ > 0. In this case there is j δ and v δ ∈ S j δ of unit norm such that for every k = j δ , there exists w δ,k ∈ S k of unit norm satisfying
If the property does not hold for any δ, extracting a subsequence δ n such that δ n → 0 we can assume that j δn ≡ j 0 , v δn converges to v, and w δn,k converges to w k for every k = j 0 . Passing to the limit in (21), we find |(v, w k )| = 1. Since |v| = |w k | = 1, the equality condition for the Cauchy-Schwarz inequality tells us that w k = e iφ k v for some φ k ∈ R. Hence v ∈ ∩ N j=1 S j , i.e., the intersection is not trivial.
The last observation about the value of δ follows by observing that in the above argument we never used the sets A j .
We proceed to give the proof of Theorem 2.
4.2. Proof of Theorem 2. We simplify a bit the notation, writing ω(Q) and ω ∞ (ℓ) in lieu of ω(Q, S) and ω ∞ (ℓ, S), respectively. Recall that, for a fixed scale ℓ > 0, we define ω ∞ (ℓ) := lim inf
By Proposition 4, our goal is to prove that for every ε > 0 there exists R < +∞ such that
First of all we decompose ψ in its radial and angular part, writing
where φ = |ψ| is scalar and u has unit norm. Notice that u = ψ |ψ| on Ω := {ψ = 0} and may be arbitrarily defined on Ω c : this ambiguity will not affect the rest of the proof. Both φ and u are smooth on Ω and there we have
The second equality follows from the orthogonality of u and ∂ j u, a consequence of the fact that |u| ≡ 1. Since ∇ψ(x) = 0 at almost every x such that ψ(x) = 0 and the same holds for φ, we can write
where V := (V u, u)+|∇u| 2 on Ω and V := 0 on Ω c . Notice that φ is not smooth, but it is Lipschitz and compactly supported, so that the identity above is meaningful. The non-negative function V is the "effective" potential to which the scalar wavefunction φ is subject. This potential is not locally integrable in general, but´ V φ 2 is finite, as a consequence of the computations above.
Fix ε > 0. By assumption (ii), we can choose ℓ > 0 such that ℓ −1 ω ∞ (ℓ) ≥ ε −1 , and by assumption (i), we can then choose R so that for every cube Q ∈ G ℓ intersecting {|y| ≥ R}, we have
Enlarging R if necessary, we can assume that for every such cube Q, we have
Fix Q ∈ G ℓ such that Q ∩ {|y| ≥ R} = 0. We are going to prove that:
Summing over Q and recalling identity (23) and our choice of ℓ, we see that this implies (22), as we wanted. We can turn to the proof of (26).
To analyze separately the contributions of the two terms on the right hand side of (26), we use the technique of Lemma 2.2 of [KMS09] : we consider the compact set
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Let c n be a small constant depending only on n and to be fixed later: we split our analysis depending on whether the capacity of F is smaller or larger than c n · ℓ n−2 ω ∞ (ℓ) 2 . We recall that, given F ⊆ Q, if n ≥ 3,
which is the capacity relative to 2Q. In the (easier) case n = 1, we put Cap(F ) := 0 if F = ∅ and Cap(F ) = ℓ −1
2 , we can apply Lemma 2.2 of [KMS09] (or rather inequality (2.7) in the proof of that Lemma) to obtain
which implies (26). If n = 1, recall that if φ is Lipschitz on a closed interval I of length ℓ and φ vanishes at a point of I, then´I |φ|
and we split the analysis into two further sub-cases, depending this time on whether the quantity
is smaller or larger than c n · ω ∞ (ℓ) 2 . The integral (29) measures in L 2 average and on Q \ F how far u is from the distribution of subspaces S. Notice that if n = 1, taking c n ≤ 1/2, we have F = ∅ and part of what follows becomes more elementary.
If (29) ≥ c n · ω ∞ (ℓ) 2 , we write
By the invariance under V of S and L and the non-negativity of V , we have
The last inequality follows from (24). The elementary inequality
In the first line we used the fact that F contains the zero set of ψ, and hence
2 . The remaining case to be analyzed is: (29) ≤ c n · ω ∞ (ℓ) 2 . We are going to prove that if c n is small enough, then
, this concludes the proof of Theorem 2.
By the measurability of S and the hypothesis on (29), we can find v ∈ Γ(Q, S) such that
Moreover, since we are under the assumption that F has small capacity, there exists
By Hölder inequality and Sobolev embedding, we have
Recalling (25), we have
In the last line we used the fact that w → w − 1 |Q|´Q w is a projection operator. Applying (33) and choosing c n small enough, we can absorb the last term on the left. We can then proceed to estimate
In the last line we used the fact that η = 1 on F and Poincaré inequality. To justify its application, one can notice that u is in the Sobolev space
. Using (31) and Leibnitz rule,
where in the last inequality we used (32). If c n is appropriately small, we finally obtain (30). The proof is concluded.
4.3.
Examples of potentials satisfying the hypotheses of Theorem 2. In this subsection we explicitly describe a class of potentials that satisfy the conditions of Theorem 2. We begin by describing a partition (up to sets of measure zero) Q of R n into cubes whose sides become smaller and smaller when one moves away from the origin. Fix two sequences of natural numbers {a m } m≥1 and {b m } m≥1 . Assume that a m ≥ 2 and that {b m } m≥1 is increasing. Then Q := ∪ m≥1 Q m , where
and b 0 := 0. We are partitioning the cube Q(0, 2b 1 ) using the cubes of the canonical grid of step 1/a 1 (and the factor 2 is needed to ensure that this is possible). Then we are partitioning the region between Q(0, 2b 1 ) and Q(0, 2b 2 ) using the smaller cubes of the canonical grid of step 1/(a 1 · a 2 ), and so on. The resulting family Q satisfies the following property: A j into parts of strictly positive measure. Let S 0 (x) := S j for every x ∈ A j . For every Q ∈ Q, we fix an affine transformation T Q of R n mapping Q onto [0, 1] n , and we define S Q (x) := S 0 • T Q (x) (x ∈ Q). We can now build the mapping S : R n → V(d) gluing together the various S Q 's as Q varies in Q. Notice that S is almost everywhere defined (because the Q's intersect on a set of measure 0) and it is measurable.
We can finally define our potentials. Let γ ∈ L 1 loc (R n , [0, +∞)) be such that lim x→∞ γ(x) = +∞. Let L(x) be the orthogonal in C d to S(x) and define:
It is easy to check that L is measurable and that V ∈ L 1 loc (R n , H ≥0 d ) satisfies condition (i) of Theorem 2. Moreover, by our construction
which immediately implies condition (ii). To verify this, fix m and notice that, by property (⋆) of Q, any given cube Q in the canonical grid of step 1/(a 1 · · · a m ) which is far enough from the origin is the union of a finite collection {Q k } of cubes in Q. Recalling the definition of S, we can write
It is immediate to verify that S ≡ S j on A j (Q), and that d j = |A j (Q)|/|Q| is independent of the cube Q and of m. By part (ii) of Lemma 18, we conclude that ω(Q, S) is bounded below by a constant that is independent of Q and m. Hence (34) holds and the hypotheses of Theorem 2 are verified by V . Choosing in particular S j = span{e k : k = j} (j = 1 . . . , d), where {e k } is the canonical basis of C d , one can exhibit a potential V that has everywhere rank 1 and such that H V has discrete spectrum, showing that the reverse implication of (3) does not hold in general.
5. Non-negative polynomial 2 × 2 potentials 5.1. Setting. The goal of this section is to prove Theorem 3. Let then V : R n −→ H ≥0 2 be a fixed non-negative 2 × 2 matrix-valued polynomial, i.e., (V (x)u, u) is a polynomial for every u ∈ C 2 . We assume that H V has discrete spectrum, and our task is to show that the scalar operator H λ has discrete spectrum too.
Recall that λ(x) is the minimal eigenvalue of V (x). We call the maximal eigenvalue µ(x), the trace tr(x) = λ(x) + µ(x) and the determinant det(x) = λ(x)µ(x). Notice that tr(x) and det(x) are polynomials, while λ(x) and µ(x) typically are not polynomials.
To prove the discreteness of the spectrum of H λ we resort to the characterization of [MS05] .
loc (R n ) be scalar and non-negative. Assume that there exists γ > 0 such that
where Here the capacity of a subset of Q is defined by formulas (27), (28), and the comments following them. In particular, if n = 2, it is the capacity relative to Q(x, 2ℓ), while if n = 1, for every γ < 1, N γ (Q) = {∅} and the characterization is simply in terms of the integral´Q (x,ℓ) W (y)dy.
We can now start the proof of Theorem 3.
By Proposition 4, for every ε > 0 we can fix R(ε) < +∞ such that
We are going to prove the following.
Proposition 13 entails that λ verifies condition (35) of Theorem 12, and hence it allows to conclude that H λ has discrete spectrum. We prove it by testing (36) on appropriate test functions. To define them, we exploit a dichotomy to which the next subsection is dedicated.
Good and bad cubes.
Lemma 14. There is a constant c > 0 depending only on n and the degree of tr(x) and det(x) such that for every cube Q there is a smaller cube Q ′ ⊆ Q of side ℓ Q ′ = cℓ Q such that λ(x) < µ(x) for every x ∈ Q ′ and:
If the first condition above holds we say that Q is a good cube, otherwise we say that Q is a bad cube. The further condition imposed on bad cubes is somehow technical and allows to assume µ approximately constant.
To prove Lemma 14, we need an elementary lemma expressing the fact that the zero-set of a polynomial of bounded degree cannot be too dense in a given cube. Proof. We argue by contradiction. Appropriately translating, rotating and rescaling one may find a sequence {p k } k∈N of non-zero polynomials in n variables of degree ≤ D such that Z(p k ) intersects any dyadic cube of side 2 −k contained in the unit cube [0, 1] n . Multiplying by a constant the p k 's, we can also assume that
Since a space of polynomials of bounded degree is finite-dimensional, there is a subsequence {p km } m∈N converging uniformly on [0, 1] n to a non-zero polynomial q.
n , there is a sequence x m ∈ [0, 1] n such that x m → x and p km (x m ) = 0. Then
Letting m tend to +∞, we get a contradiction.
Proof of Lemma 14. Consider the polynomial
Given a cube Q, Lemma 15 gives Q ′ with side ℓ Q ′ = cℓ Q such that p(x) = 0 on Q ′ . Notice that c depends only on n and the degrees of tr(x) and det(x). Since
For the first term of p(x) there are two options: either
(∀x ∈ Q ′ ). In the first case,
In the second case
In the latter case we pass to an even smaller cube where µ is approximately constant. This can be done observing that
≤ µ(x) ≤ tr(x) and using the fact that if q is a non-negative polynomial in n variables of degree D and Q is a cube, there is a smaller cube Q ′ ⊆ Q of side c n,D ℓ Q such that sup Q ′ q ≤ 2 inf Q ′ q. This is well-known (see, e.g., page 146 of [Fef83] ) and can be proved by a compactness-contradiction argument analogous to the proof of Lemma 15.
5.3. Proof of Proposition 13. Let Q(x, ℓ) be as in Proposition 13. Lemma 14 gives us a smaller cube Q(y, s) such that s = cℓ, with c depending only on n and the degrees of tr(x) and det(x). Modifying by an inessential factor the value of c, we can also assume that Q(y, 2s) ⊆ Q(x, ℓ). For the moment we do not distinguish between good and bad cubes, and we follow the argument in Section 3 of [MS05] . Fix F ∈ N γ (Q(x, ℓ)), where γ is to be fixed later. Let F ′ be a compact set such that:
(a) F ′ is the closure of an open set with smooth boundary, (b) F ∩ Q(y, s) ⊆ F ′ ⊆ Q(y, In fact, the outer regularity of capacity gives an open set Ω ⊇ F ∩ Q(y, s) such that Ω satisfies conditions (2) and (3), and any F ′ that is the closure of a smooth open set and lies between F ∩ Q(y, s) and Ω will do. If n = 1, this discussion becomes trivial and F ′ = ∅. If n ≥ 2, there exists A < +∞ depending only on c (and hence on V ) such that (37) Cap(F ′ ) ≤ 2Cap(F ) ≤ 2γCap(Q(x, ℓ)) ≤ 2γACap(Q(y, s)),
by the monotonicity of capacity and its behavior under scaling. We can now fix γ in such a way that (38) 2γA < 1.
If n ≥ 2, we denote by P the equilibrium potential of F ′ , i.e., the function satisfying (a) P ∈ C(R n , [0, 1]), (b) P ≡ 1 on F ′ , (c) lim y→∞ P (y) = 0 (if n ≥ 3) or P (y) ≡ 0 for every y / ∈ Q(x, 2ℓ) (if n = 2), (d) ∆P = 0 on R n \ F ′ (if n ≥ 3) or on Q(x, 2ℓ) \ F ′ (if n = 2), (e)´R n |∇P | 2 = Cap(F ′ ).
The existence of P is a classical fact of potential theory (see [Wer81] ). If n = 1, put P ≡ 0 in what follows. We now state as a lemma a useful property of P .
Lemma 16.´Q (y,s) (1 − P ) 2 ≥ c n (cℓ) n .
Proof. If n ≥ 3, Lemma 3.1 of [KMS09] , or inequality 3.11 of [MS05] , asserts that if Q is a cube, E ⊆ Since µ ≥ 2λ and 4µ ≥ ||µ|| L ∞ (Q(y,s)) on Q(y, s), this implies ||µ|| L ∞ (Q(y,s)) |∂ j v| ≤ 8||∂ j V || op .
Squaring and integrating on Q(y, s) this pointwise inequality, and applying Lemma 17, we find where we used the fact that ||V || op = µ. Simplifying and summing over j, we get (42) and hence Theorem 3.
6. A natural extension of the Maz'ya-Shubin condition is not sufficient when d ≥ 2
Our discussion until this point leaves open the possibility that a natural extension of Maz'ya-Shubin's result may hold for matrix-valued potentials. In particular, the statements of Theorem 6 and Theorem 12 may suggest the conjecture that a necessary and sufficient condition for discreteness of the spectrum of H V may be the validity of for some, and hence every, γ ∈ (0, 1). This condition is indeed necessary. This can be seen adapting the necessity argument of [MS05] , in the same spirit of our proof of the implication (i)⇒(ii) of Theorem 6. More precisely, one can take the argument of page 931 of [MS05] and replace the scalar test function χ δ (1 − P F ) with the vector-valued test function χ δ (1 − P F )v, where v ∈ C d has norm 1 and is otherwise arbitrary. Carrying out their computations and minimizing in v at the end as in the aforementioned proof of Theorem 6, one sees that if the vector-valued operator H V has discrete spectrum, then V satisfies condition (44).
Nevertheless, the converse does not hold. In Section 3 we have seen that for every n ≥ 1 and d ≥ 2, there is a non-negative d × d polynomial potential W n,d on R n such that H W n,d has not discrete spectrum, W n,d satisfies condition (7), and lim x→∞ λ ´Q U = +∞, as we wanted. We omit the elementary observations needed to cover also the cases n = 1 and n = 2.
