We consider a new inverse probability weighted estimator for the local average treatment effect parameter where the instrument propensity score is estimated by local polynomial regression. We derive its asymptotics and provide a higher order expansion of its asymptotic MSE.
Introduction
We consider a nonparametric treatment effect model with a binary instrumental variable (IV) that is valid conditional on a vector of covariates. The original setup, without covariates, is due to Imbens and Angrist (1994) , later augmented by Abadie (2003) and Frölich (2007) . The parameter of interest is the local average treatment effect (LATE).
We make two contributions to the literature. First, we propose an inverse probability weighted (IPW) estimator for LATE where the instrument propensity score function is estimated by a local polynomial regression estimator. Under suitable conditions, we establish the first order asymptotic equivalence of our estimator, Frölich's (2007) imputation/matching-based estimators and Donald, Hsu and Lieli's (2014; DHL hereafter) IPW estimator. This last estimator differs from the one considered here in that it employs a series logit estimate of the instrument propensity score as originally suggested by Hirano, Imbens and Ridder (2003) . One advantage of the new estimator over the series-based DHL estimator is that the smoothness condition for the instrument score function is less strict. To be specific, the new estimator only requires that the instrument propensity score function is at least r + 1 times continuously differentiable, but the DHL estimator requires that it is at least 7r times continuously differentiable, where r is the number of the continuous covariates.
Our second, theoretically more substantial, contribution consists of providing a higher order mean squared error expansion for the proposed estimator in the special case when the set of covariates used in identifying LATE is one dimensional. This expansion follows from the higher order properties of local polynomial regression; as of now, we have not been able to provide an analogous expansion for the series-based DHL estimator. The expansion builds on and extends previous work by Ichimura and Linton (2005; IL hereafter) , and can be employed to guide bandwidth selection in finite samples.
The result is specific to the use of the local polynomial regression estimator and the case in which the instrument is valid conditional on a single covariate.
The rest of the paper is organized as follows. In Section 2, we present a framework for defining and identifying LATE nonparametrically. In Section 3, we introduce our IPW estimator and describe its first and second order asymptotic properties. Section 4 concludes. Proofs are collected in the Appendix.
The basic framework and identification results
The following IV framework is standard in the treatment effect literature; see, e.g., Abadie (2003) , Frölich (2007) 
Assumption 2.1 Let
Assumption 2.1, taken from DHL, describes the relationships between the variables defined above and justifies Z being referred to as an instrument. Assumption 2.1(i) ensures the existence of the moments we will work with. Part (ii) states that, conditional on X, the instrument assignment is exogenous with respect to the first and second moments of the potential outcome and treatment status variables, while part (iii) requires that the effect of the instrument on potential outcomes be mediated by actual treatment status (i.e., there is no direct effect). Part (iv) postulates that Z is positively related to the probability of being treated and implies that the distributions X|Z = 0 and The exclusion restriction in part (iii) allows us to redefine potential outcomes as
which is the average treatment effect in the complier subpopulation. LATE can also be interpreted
Under Assumption 2.1, DHL also show that the numerator and denominator of (2.1) are nonparametrically identified as
where q(X) = P (Z = 1 | X) denotes the instrument propensity score function.
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denote a random sample of observations on (Y, D, Z, X). The inverse probability weighted (IPW) estimator for τ we propose is similar to DHL'ŝ
except thatq(·) here is the local polynomial regression estimator as in IL.
The local polynomial regression estimator of a conditional mean function solves a weighted least squares problem at each point of evaluation. For example, if X is a scalar, then for any given point x in the support of X, q(x) can be estimated by the constant termβ 0 in a regression of the form
where K(·) is a kernel function and h is the bandwidth. The parameter p is referred to as the order of the estimator. If X is higher dimensional then all powers of all components of X − x up to order p, as well as all unique cross-products up to order p, are included in (3.1) as regressors.
Following IL, we use the leave-one-out version of the estimator, i.e. the sum in (3.1) runs over all observations except the ith one when we estimateq(X i ). A minor disadvantage of local polynomial regression is thatq(X i ) is not necessarily bounded between 0 and 1. As far as asymptotic theory is concerned, we will handle this issue by assuming that the propensity score is bounded away from 0 and 1. However, a trimmed estimate might be preferred in practice. To be specific, for some
otherwise. An alternative way to deal with the problem is to drop the observations with instrument propensity score estimates outside the interval [α, 1 − α] as in Crump, Hotz, Imbens and Mitnik (2009) . For both methods, we suggest using Corollary 1 of Crump, Hotz, Imbens and Mitnik (2009) to determine α in practice.
First order asymptotic results
We state regularity conditions that are similar to those in IL. 
Assumption 3.2 (Instrument Propensity Score): (i) q(x) is continuously differentiable of order q > r; (ii) q(x) is bounded away from zero and one on X .
We define the following conditional moments:
has moments of order 1 through r equal to zero. 
equal to the semiparametric efficiency bound for LATE without the knowledge of q(x).
We sketch the proof of Theorem 3.1. 1 Let
} so thatτ = ∆/ Γ. By a similar argument as in IL, we can show that
Then Theorem 3.1(a) is obtained by applying the delta method to ∆/ Γ. Theorem 3.1(b) shows that our estimator of LATE is semiparametrically efficient and is first order asymptotically equivalent to the matching/imputation based estimators in Frölich (2007) and the IPW estimator in DHL.
Second order asymptotic results and bandwidth selection
We now derive a higher order approximation to the asymptotic mean squared error (AMSE) of a bias-corrected version ofτ . Since this is a tedious and notation-heavy exercise, we focus exclusively on the case where X is a scalar as in IL. Based on the results, we suggest a data-driven procedure to pick the bandwidth for our estimator in finite samples.
Let∆ b (resp.Γ b ) denote∆ (resp.Γ) minus a bias correction term suggested by IL. The exact formulas are stated in Appendix. The bias-corrected estimators are asymptotically linear with influence functions:
where
For α = 0, these representations are based on IL. We extend this result by showing that (3.3) holds even for α = 1/10. Our AMSE expansion relies on this faster rate of convergence.
The bias-corrected LATE estimator is of the form∆ b /Γ b . Taking the second order Taylor expansion of this ratio around the point ∆/Γ yieldŝ
Grouping the terms on the rhs in a specific way, we take the square of both sides and rescale by n:
To approximate the AMSE of∆ b /Γ b , we consider the expectation of the terms (3.6) and (3.7).
We show that for suitable choices of h, consistent with Assumption 3.5, these expectations can be further expanded as a sum of terms of order O(1), O(n −3/5 ) and o(n −3/5
). Our AMSE approximation consists of retaining the terms O(n −3/5 ) or larger and ignoring those o(n −3/5 ), which of course includes the expectation of (3.8). More specifically, the expectation of (3.6) can be approximated
where F 0 , F 1 and F 2 are non-negative constants. This expansion follows from Theorem 2 in IL. The expectation of the term (3.7) can be evaluated by substituting in the influence function representations of ∆ and Γ given in (3.3). Straightforward calculations (shown in Appendix) yield:
Suppose that h ∝ n −2/5 . (As will be argued shortly, this choice is not only consistent with Assumption 3.5, but is also optimal in the sense of minimizing MSE.) For this rate choice, the second and third terms in 
The expansions given in Theorem 3.2 can be used to guide finite sample bandwidth selection.
We look for an optimal bandwidth sequence of the form h = c · n α . Ignoring the remainder terms in (3.11), the optimal rate must equalize n −1 h −1 and nh 4 , yielding h ∝ n −2/5 . To pin down the constant of proportionality, one solves
. Using a pilot bandwidth, one can consistently estimate c * b based on the sample analog principle, as explained in more detail below.
Three comments about the bandwidth selection procedure are in order. First, the argument given might seem somewhat circular in that Theorem 3.2 directly assumes h ∝ n −2/5 . Nevertheless, one can formally expand the AMSE of our estimator as
for the range of bandwidths given in Assumption 3.5. For h not proportional to n −2/5 , it is however not generally possible to argue that the remainder term is of order o(n −1 h −1 +nh 4 ); hence, dropping the remainder in choosing the optimal bandwidth is not justified. If one assumes that the remainder term can be dropped, it is clear that the optimal tradeoff between the remaining two terms that depend on h occurs when h ∝ n −2/5 . What Theorem 3.2 shows is that this assumption is selfconfirming, i.e. the remainder term is indeed negligible when h ∝ n −2/5 . Second, the optimal bandwidth selection rule stated in (3.12) is not feasible because the constants F 1 and F 2 are unknown. However, it is possible to estimate these quantities consistently using a pilot bandwidth, which can be chosen based on Silverman's rule of thumb as in IL. To be specific, the Silverman's rule of thumb bandwidth is 2.34σ x n −1/5 for Epanechnikov kernel, 2.78σ x n −1/5 for Biweight kernel, 3.15σ x n −1/5 for Triweight kernel, and 1.06σ x n −1/5 for Gaussian kernel whereσ x is the sample standard deviation of X. is a constant function.) Ifm 1 (x)/q(x) +m 0 (x)/(1 − q(x)) = 0 for all x, then F 2 = 0, too. In these cases, the bias-variance tradeoff stated in (3.11) disappears, and we would need to look at further higher order terms.
Conclusion
We propose a new IPW estimator for the LATE parameter where the instrument propensity score function is estimated by local polynomial regression. The estimator is shown to be asymptotically normal and semiparametrically efficent. We also provide a higher order AMSE expansion for the proposed estimator when X is a scalar. This assumption is of course restrictive in practice, but the case of multidimensional X is considerably more complicated and is beyond the scope of this paper.
For now we can only provide a brief outline of how we think the general case could be approached.
First, one could follow the arguments of Theorem 1 of IL to derive the higher order expansions of √ n( ∆ − ∆) and √ n( Γ − Γ) and determine the rate of each term in the expansions. In the second step, one may follow our Section 3.3 to derive a result similar to (3.3) and then and then check if the MSE expansion of (3.5) equals (3.6) or not. Note that one might need bias-corrected estimators ∆ b and Γ b to achieve the second step. In this case, one may follow the arguments of Theorem 2 of IL to derive the higher order expansions of √ n( ∆ b − ∆) and √ n( Γ b − Γ). We expect the derivations involved in the general case not to be straightforward and leave the problem for future research.
Appendix
Inverse probability weighted estimators of ∆ and Γ with bias correction: Following IL, gives
Consider the expectation of the first two terms:
where, by random sampling, all cross product terms have zero expectations. Similarly,
Combining the two results above with the expectation of the remainder term gives equation (3.10).
The proof of Theorem 3.2: As shown by Lemma 4.1 below, one can take α = 1/10 in (3.10).
Then following the arguments in the main text, we can complete the proof by arguing that a mean square expansion of the form (3.9) is valid for our estimator and verifying the expressions for the constants F 0 , F 1 and F 2 given in Theorem 3.2.
To derive equation (3.9), we write Proof: Let∆ denote the inverse probability weighted estimator of ∆ without bias correction (i.e., ∆ is the numerator ofτ ). For h ∝ n −2/5 , the expansion of √ n(∆ − ∆) given in equation (17) of IL is almost sufficient to show √ n(∆ − ∆) = n −1/2 ∑ n i=1 δ i + o p (n −1/10 ) except that the last term is O p (n −1/10 ) instead of o p (n −1/10 ). This term can be further expanded as: 
