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1. Introduccio´n
En 1807, Jean Baptiste Joseph Fourier, afirmo´ que cualquier funcio´n perio´dica se puede
expresar como una suma infinita de ondas sinusoidales y cosinusoidales de distintas fre-
cuencias. En el espacio L2([0, 1]), uno de los sistemas cla´sicos de bases ortonormales es{
e2piikx : k ∈ Z}. Dada una funcio´n f ∈ L2([0, 1]), se definen sus coeficientes de Fourier
como:
fˆ(k) =
∫ 1
0
f(x)e−2piikxdx, k ∈ Z.
Adema´s, la funcio´n f viene representada a trave´s de su serie de Fourier:
S[f ](x) =
∑
k∈Z
fˆ(k)e2piikx.
Las series de Fourier son una herramienta ideal para analizar ondas sonoras y de luz. Sin
embargo, no son igual de eficaces para el estudio de feno´menos transitorios.
El ana´logo de estas bases para L2([α, β)), −∞ < α < β <∞ , se obtiene a trave´s de tras-
laciones y dilataciones. Para encontrar una base ortonormal de L2(R) podemos recubrir
R con una unio´n disjunta de intervalos
[αj, αj+1) con j ∈ Z y −∞ < . . . < αj < αj+1 < . . . <∞
y considerar una de estas bases para cada espacio L2([αj, αj+1)), multiplicando el elemen-
to de la base por la funcio´n caracter´ıstica de [αj, αj+1), y cogiendo la totalidad de las
funciones as´ı obtenidas. Esta base ortonormal, sin embargo, produce efectos no deseados
en los extremos αj cuando intentamos representar una funcio´n en te´rminos de esta.
Al querer remediar esta situacio´n consideramos funciones regulares que reemplacen las
funciones caracter´ısticas de [αj, αj+1) para j ∈ Z. En el caso de exponenciales complejas
y de particiones simples como
R =
⋃
n∈Z
[n, n+ 1)
estudiamos sistemas de la forma{
gm,n(x) = e
2piimxg(x− n) : m,n ∈ Z} .
Un sistema de este tipo, a menudo, es llamado base de Gabor. Como veremos en la
siguiente seccio´n, para que dicho sistema sea una base ortonormal de L2(R), g no puede
ser demasiado regular o ”muy localizada”.
La teor´ıa de wavelets se puede definir como una alternativa a la cla´sica teor´ıa de Fourier
y tiene como objetivo construir una base ortonormal de L2(R) a partir de una u´nica
funcio´n mediante dilataciones y traslaciones. Una wavelet ortonormal de R es una funcio´n
ψ ∈ L2(R) tal que {ψj,k : j, k ∈ Z} es una base ortonormal de L2(R) donde
ψj,k = 2
j/2ψ(2jx− k) con j, k ∈ Z.
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En 1909, Alfred Haar descubrio´ la siguiente base de funciones:
ψ(x) =

1, si 0 ≤ x < 1
2
,
−1, si 1
2
≤ x < 1,
0, en otro caso.
Figura 1: Wavelet de Haar.
Actualmente, se reconoce como la primera wavelet y por ello recibe el nombre de wavelet
de Haar. En la seccio´n “Ejemplos de wavelets” esta´ completamente desarrollada.
Las wavelets han tenido una historia cient´ıfica inusual, marcada por muchos descubrimien-
tos y redescubrimientos independientes. Han sido introducidas recientemente, a principios
de la de´cada de 1980, cuando surgio´ una teor´ıa matema´tica coherente sobre ellas que hizo
que hubiera un progreso ma´s ra´pido. En 1984, un art´ıculo publicado conjuntamente por
Morlet y Grossmann introdujo por primera vez el te´rmino “wavelet” en el lenguaje ma-
tema´tico. Yves Meyer, en 1985, descubrio´ las primeras wavelets ortogonales suaves. En
1988, Ingrid Daubechies, construyo´ las primeras wavelets ortogonales con soporte com-
pacto. Sus wavelets convirtieron la teor´ıa en una herramienta pra´ctica.
El intere´s de los matema´ticos y de los expertos de muchas otras disciplinas en las wavelets
es debido a la variedad de aplicaciones que tienen en diferentes a´mbitos. Prueba de ello
es la gran cantidad de libros y de art´ıculos de investigacio´n que hay sobre ellas (ver, por
ejemplo, [1] y [5]).
David Donoho e Iain Johnstone, en 1990, utilizaron las wavelets para “eliminar el ruido”
de las ima´genes. Dos an˜os despue´s, el FBI escogio´ un me´todo de wavelets para comprimir
su enorme base de datos de huellas dactilares. En 1999, la Organizacio´n Internacional de
Esta´ndares (International Standards Organization) aprobo´ un nuevo me´todo de compre-
sio´n de ima´genes digital el cual utiliza wavelets para comprimir archivos de ima´genes en
una proporcio´n de 1:200, sin pe´rdidas apreciables en la calidad de la imagen. Actualmen-
te, las wavelets se utilizan en el procesamiento, compresio´n y eliminacio´n del ruido de
ima´genes y sen˜ales, en la computacio´n de ciertos operadores integrales, en la estimacio´n
estad´ıstica, en la solucio´n nume´rica de E.D.P., etc (ver [3]).
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Como dijo Dana Mackenzie: “Una forma de pensar en las wavelets es plantear co´mo miran
nuestros ojos al mundo. Desde un avio´n un bosque se ve como una cubierta verde. Desde
un carro se ven los a´rboles individualmente. Si nos acercamos vemos las ramas y las hojas.
A medida que nos acercamos a escalas ma´s pequen˜as, podemos encontrar detalles que no
hab´ıamos visto antes”.
El objetivo de este trabajo es introducir la teor´ıa de las wavelets, ma´s concretamente,
conocer que´ es una wavelet, en que´ consiste el ana´lisis de multiresolucio´n, co´mo podemos
construir wavelets a partir de e´l, que´ caracterizaciones hay sobre ellas y cua´les son algu-
nas de las wavelets ma´s conocidas. El trabajo se divide en dos grandes secciones que son:
“Teorema de Balian Low” e “Introduccio´n a la teor´ıa de wavelets”.
En la primera seccio´n, la finalidad es demostrar el Teorema de Balian Low. Dicho teorema
dice que si tenemos una funcio´n g ∈ L2(R) y {gm,n = e2piimxg(x− n) : m,n ∈ Z} es una
base ortonormal de L2(R), entonces g estara´ necesariamente muy mal localizada en tiempo
o en frecuencia, es decir,
∫∞
−∞ x
2|g(x)|2dx =∞ o ∫∞−∞ ξ2|gˆ(ξ)|2dξ =∞.
Por lo tanto, si escogemos una funcio´n suficientemente regular con un decrecimiento ra´pi-
do en el infinito, entonces al trasladarla por enteros y modularla no producira´ una base
ortonormal de L2(R). Para poder entender la demostracio´n del Teorema de Balian Low,
he tenido que conocer primero el espacio de las distribuciones temperadas ya que su de-
mostracio´n utiliza unos operadores definidos en este espacio. As´ı, he estudiado la clase
de Schwartz, Sn, para llegar a trabajar con su espacio dual, que son las distribuciones
temperadas.
En la segunda seccio´n se presenta un me´todo de construccio´n de wavelets ortonormales
basado en la existencia de una familia de subespacios de L2(R) satisfaciendo unas ciertas
propiedades. Tal familia es llamada un ana´lisis de multiresolucio´n o MRA.
Adema´s de conocer dicho me´todo tambie´n conoceremos los pasos para construir wavelets a
partir de e´l junto con algunos ejemplos conocidos y propiedades que satisfacen las wavelets.
Por otro lado, en los anexos encontraremos resultados vistos en las asignaturas optativas
del grado de “Ana´lisis Real y Funcional” y de “Ana´lisis Armo´nico y Teor´ıa de la Sen˜al”.
Son resultados que se utilizan constantemente a lo largo del trabajo.
El trabajo esta´ basado principalmente en el libro de E. Herna´ndez y G. Weiss, “A First
Course on Wavelets” (ver [4]), y el libro de W. Rudin, “Ana´lisis Funcional” (ver [6]). El
resto de bibliograf´ıa ha servido para aportar, complementar, comparar,... los diferentes
resultados y sus demostraciones de tal manera que el resultado final fuera lo ma´s completo
y claro posible.
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2. Teorema de Balian Low
Una manera de construir bases ortonormales a partir de una u´nica funcio´n consiste en
trasladarla y modularla. Por ejemplo, sea g = χ[0,1] entonces una base de L
2(R) es:
gm,n(x) = e
2piimxg(x− n), m,n ∈ Z.
Tal y como hemos comentado en la introduccio´n, el objetivo de este cap´ıtulo es demostrar
el Teorema de Balian Low, el cual nos da la condicio´n que debe satisfacer g ∈ L2(R) si
el sistema {gm,n : m,n ∈ Z} es una base ortonormal. Este resultado afirma es que si una
funcio´n g ∈ L2(R) genera una base ortonormal a trave´s de traslaciones y modulaciones,
entonces g estara´ muy mal localizada en tiempo o en frecuencia.
Para poder llegar a demostrar este resultado y ver sus consecuencias, necesitamos conocer
el espacio de las distribuciones temperadas debido que en la demostracio´n del teorema se
introducen dos operadores definidos en tal espacio.
La seccio´n 2.1 introduce la clase de Schwartz y algunas de sus propiedades para as´ı llegar a
estudiar su espacio dual que son las distribuciones temperadas como veremos en la seccio´n
2.2. Por u´ltimo, en la seccio´n 2.3 se presenta y se demuestra el Teorema de Balian Low.
2.1. Clase de Schwartz
Definicio´n 2.1. Sea D(Rn) = {φ ∈ C∞(Rn) : φ tiene soporte compacto}.
Sea Sn =
{
f ∈ C∞(Rn) : supx |xαDβf(x)| = ρα,β(f) <∞,∀α, β ∈ Nn
}
.
Al conjunto Sn se le conoce como la Clase de Schwartz. Una definicio´n equivalente que
tambie´n se da de la clase de Schwartz es la siguiente:
Sn =
{
f ∈ C∞(Rn) : supx |(1 + |x|2)αDβf(x)| = ρα,β(f) <∞, ∀α, β ∈ Nn
}
.
Proposicio´n 2.2. D(Rn) ⊂ Sn.
Demostracio´n:
Sea φ ∈ D(Rn) y sea K su soporte. Por lo tanto:
sup
x
|xαDβφ(x)| = sup
x∈K
|xαDβφ(x)| ≤M sup
x∈K
|Dβφ(x)| <∞.

Proposicio´n 2.3. Sn ⊂ L1.
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Demostracio´n:
Sea f ∈ Sn. Entonces:∫
Rn
|f(x)|dx =
∫
Rn
∣∣∣∣f(x)(1 + |x|2)M(1 + |x|2)M
∣∣∣∣ dx ≤ ρM,0(f)∫
Rn
(1 + |x|2)−Mdx.
Si vemos que
∫
Rn(1 + |x|2)−Mdx < ∞ entonces tendremos que f ∈ L1. Por lo tanto,
Sn ⊂ L1.
Veamos para queM se satisface
∫
Rn(1+|x|2)−Mdx <∞. Haciendo el cambio a coordenadas
polares obtenemos:∫
Rn
(1 + |x|2)−Mdx =
∫ ∞
0
ρn−1(1 + ρ2)−Mdρ
∫
Sn−1
dθ = Cn
∫ ∞
0
ρn−1(1 + ρ2)−Mdρ =
= Cn
[∫ 1
0
ρn−1(1 + ρ2)−Mdρ+
∫ ∞
1
ρn−1(1 + ρ2)−Mdρ
]
.
Como ρ
n−1
(1+ρ2)M
es una funcio´n continua en [0, 1] y adema´s esta´ acotada, entonces:∫ 1
0
ρn−1
(1 + ρ2)M
dρ ≤
∫ 1
0
1
(1 + 0)M
dρ = 1 <∞.
De la integral
∫∞
1
ρn−1(1 + ρ2)−Mdρ la u´nica singularidad es en el ∞. Por lo tanto,
l´ım
ρ−→∞
ρn−1ρ2M
ρn−1(1 + ρ2)M
= 1 6= 0;∫ ∞
1
ρn−1
ρ2M
dρ =
∫ ∞
1
1
ρ2M−n+1
dρ <∞⇐⇒ 2M − n+ 1 > 1.
Es decir, si M > n
2
, por criterios de comparacio´n,
∫∞
1
ρn−1(1 + ρ2)−Mdρ <∞.

Definicio´n 2.4. Una seminorma en un espacio vectorial X es una funcio´n ρ sobre X
con valores reales tal que:
ρ(x+ y) ≤ ρ(x) + ρ(y)
ρ(αx) = |α|ρ(x)
∀x, y ∈ X y ∀α ∈ Rn
Observacio´n 2.5. El conjunto {ρα,β} forma una familia numerable de seminormas en
Sn, ya que:
ρα,β(f + g) ≤ sup
x
|xαDβf(x)|+ sup
x
|xαDβg(x)| = ρα,β(f) + ρα,β(g).
ρα,β(λf) = sup
x
|xαDβ(λf)(x)| = |λ| sup
x
|xαDβ(f)(x)| = |λ|ρα,β(f).
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Definicio´n 2.6. Una familia P de seminormas de un espacio vectorial topolo´gico X se
dice que separa puntos si para cada x 6= 0 existe una p ∈ P tal que p(x) 6= 0.
Observacio´n 2.7. El conjunto {ρα,β} forma una familia numerable de seminormas en
Sn que separa puntos.
Definicio´n 2.8. Sea X un espacio vectorial topolo´gico. Diremos que X es F-espacio si
su topolog´ıa τ esta´ inducida por una me´trica d invariante y completa.
Teorema 2.9. La Clase de Schwartz, Sn, es un F-espacio.
Demostracio´n:
Como el conjunto {ρα,β} forma una familia numerable de seminormas en Sn que separa
puntos, podemos asociar a cada ρα,β una ρk con k ∈ N.
As´ı, definimos la siguiente funcio´n:
d(f, g) =
∞∑
k=0
2−kρk(f − g)
1 + ρk(f − g) .
Veamos que d es una distancia invariante en Sn con respecto a la cual la clase de Schwartz
es un espacio me´trico completo.
Comenzaremos viendo que d es distancia.
La serie
∑∞
k=0
2−kρk(f−g)
1+ρk(f−g) converge ya que
ρk(f−g)
1+ρk(f−g) < 1 y
∑∞
k=0 2
−k es una serie
convergente.
Claramente d(f, g) = d(g, f) debido que ρk(f − g) = ρk(g − f).
¿d(f, g) = 0⇐⇒ f = g?
Como 2
−kρk(f−g)
1+ρk(f−g) ≥ 0 para toda k ∈ N ya que ρk ≥ 0 para toda k ∈ N y adema´s
{ρk} es una familia que separa puntos, entonces:
d(f, g) = 0⇐⇒ ρk(f − g) = 0,∀k ∈ N⇐⇒ f − g = 0.
¿d(f, g) ≤ d(f, h) + d(h, g), ∀f, g, h ∈ Sn?
Comenzaremos probando la siguiente desigualdad:
ρk(f − h)
1 + ρk(f − h) +
ρk(h− g)
1 + ρk(h− g) =
ρk(f − h) (1 + ρk(h− g))
(1 + ρk(f − h)) (1 + ρk(h− g))+
+
ρk(h− g) (1 + ρk(f − h))
(1 + ρk(f − h)) (1 + ρk(h− g)) ≥
ρk(f − g)
1 + ρk(f − g) .
Esto equivale a ver:
[ρk(f − h) (1 + ρk(h− g)) + ρk(h− g) (1 + ρk(f − h))] (1 + ρk(f − g)) ≥
≥ (1 + ρk(f − h)) (1 + ρk(h− g)) ρk(f − g).
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Como {ρk}k forman una familia de seminormas, entonces ρk(f + g) ≤ ρk(f) + ρk(g)
para cualquier f, g ∈ Sn y k ∈ N. De esta manera,
ρk(f − g) = ρk(f − h+ h− g) ≤ ρk(f − h) + ρk(h− g) ≤
≤ ρk(f − h) + ρk(h− g) + 2ρk(f − h)ρk(h− g).
debido que ρk ≥ 0 para toda k ∈ N. Por lo tanto,
(1 + ρk(f − h)) (1 + ρk(h− g)) ρk(f − g) =
= ρk(f − g) + [ρk(f − h) + ρk(h− g) + ρk(f − h)ρk(h− g)] ρk(f − g) ≤
≤ [ρk(f − h) + ρk(h− g) + 2ρk(f − h)ρk(h− g)] (1 + ρk(f − g)) =
= [ρk(f − h) (1 + ρk(h− g)) + ρk(h− g) (1 + ρk(f − h))] (1 + ρk(f − g)) .
De esta manera, partiendo de la primera desigualdad, al multiplicarla por 2−k y
sumando en k ∈ N obtenemos el resultado que buscabamos.
As´ı, d es una distancia y adema´s, como podemos observar, es invariante por traslaciones.
Falta ver la completitud. Sea {fi}i∈N una sucesio´n de Cauchy en Sn. Entonces:
sup
x
|xβDαfi(x)− xβDαfj(x)| = sup
x
|xβDα(fi − fj)(x)| i,j→∞−→ 0.
Por lo tanto, para todo α, β tenemos que xβDαfi(x) converge uniformemente en Rn hacia
una funcio´n acotada gα,β cuando i −→∞.
Como {fi}i∈N es una sucesio´n de funciones derivables en Rn y xβDαfi(x) converge unifor-
memente en Rn a gα,β entonces, por el Teorema de la Convergencia Uniforme y De-
rivacio´n, tenemos que existe una funcio´n g0,0 derivable tal que fi −→ g0,0 en Sn y
xβDαfi(x) −→ xβDαg0,0(x).
Por lo tanto, gα,β(x) = x
βDαg0,0(x). As´ı, Sn es un espacio completo.

El siguiente teorema es un resultado que necesitaremos para demostrar la continuidad de
algunas aplicaciones:
Teorema del Grafo Cerrado 2.10. Sean X e Y dos F-espacios, entonces todo operador
Λ : X −→ Y lineal con G = {(f,Λf) : f ∈ X} cerrado en el espacio topolo´gico producto
X × Y es continuo.
Fo´rmula de Leibnitz:
Dα(fg) =
∑
β≤α
cαβ(D
α−βf)(Dβg)
para cualquier f, g ∈ C∞(Ω) y α multi´ındice.
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Teorema 2.11. Sea P un polinomio, g ∈ Sn y α un multi´ındice. Entonces, cada una de
las aplicaciones:
f 7−→ Pf , f 7−→ fg , f 7−→ Dαf
es una transformacio´n lineal continua de Sn en Sn.
Demostracio´n:
Vamos a demostrarlo para la aplicacio´n f 7−→ fg y las otras dos son ana´logas.
Entonces, utilizando la fo´rmula de Leibnitz:
sup
x
|xαDβ(fg)(x)| = sup
x
|xα
∑
γ≤β
cβγ(D
β−γf)(x)(Dγg)(x)| ≤
≤ sup
x
∑
γ≤β
|cβγ(Dβ−γf)(x)|ρα,γ(g) ≤
∑
γ≤β
sup
x
|cβγ(Dβ−γf)(x)|ρα,γ(g) =
=
∑
γ≤β
|cβγ|ρ0,β−γ(f)ρα,γ(g) <∞.
Por lo tanto, fg ∈ Sn.
Falta ver que la aplicacio´n es continua. Sea G = {(f,Φf)|f ∈ Sn} donde Φ(f) = fg y
(h,w) ∈ G¯. Sea {hi} una sucesio´n de G tal que:
hi −→ h en Sn y Φ(hi) = hig −→ w en Sn.
Veamos que Φ(hi) = hig −→ hg en Sn utilizando la fo´rmula de Leibnitz.
sup
x
|xγDα(hig − hg)| = sup
x
|xγDα(hig)− xγDα(hg)| =
= sup
x
|xγ
∑
β≤α
cαβ(D
α−βhi)(Dβg)− xγ
∑
β≤α
dαβ(D
α−βh)(Dβg)| ≤
≤ sup
x
|xγ
∑
β≤α
kαβ(D
α−β(hi − h))(Dβg)| ≤
∑
β≤α
|kαβ|ρ0,α−β(hi − h)ργ,β(g).
donde kαβ = max {cαβ, dαβ}. As´ı,
l´ım
i→∞
sup
x
|xγDα(hig − hg)| = 0.
Por lo tanto, Φ(hi) = hig −→ hg en Sn y as´ı, w = hg = Φ(h). Esto implica que (h,w) =
(h,Φ(h)) ∈ G, es decir, que G es cerrado. Por el Teorema del Grafo Cerrado, Φ es continua.

Definicio´n 2.12. Sea P un polinomio de n variables, P (ξ) =
∑
cαξ
α =
∑
cαξ
α1
1 · · · ξαnn .
Se definen los operadores diferenciales P (D) y P (−D) por:
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P (D) =
∑
cαDα , P (−D) =
∑
(−1)|α|cαDα;
donde Dα = (i)
−|α|Dα =
(
1
i
∂
∂x1
)α1 · · ·(1
i
∂
∂xn
)αn
.
Teorema 2.13. Sean f ∈ Sn y P un polinomio. Entonces ̂(P (D)f) = P fˆ y (̂Pf) =
P (−D)fˆ .
Demostracio´n:
Demostremos primero que (̂Pf) = P (−D)fˆ .
Sea t=(t1,· · · ,tn) y t′=(t1 + ,· · · ,tn) con  6= 0. Entonces:
fˆ(t′)− fˆ(t)
i
=
∫
Rn
f(x)
e−ix(t
′−t) − 1
i
e−ixtdx =
∫
Rn
x1f(x)
e−ix1 − 1
x1i
e−ixtdx.
Sea ϕ(x1, ) =
e−ix1−1

y veamos que |ϕ(x1, )| ≤ |2x1|. Por el Teorema del Valor Medio
tenemos:
e−ix1 − 1

=
cos(x1)− cos(x10)

− isin(x1)− isin(x10)

= x1(−sin(ξ)− icos(ζ)).
As´ı, |ϕ(x1, )| = |x1(−sin(ξ)− icos(ζ))| ≤ |2x1|.
Por lo tanto, como |x1f(x) e−ix1−1x1i e−ixt| ≤ |2x1f(x)| y x1f ∈ L1 entonces podemos aplicar
el Teorema de la Convergencia Dominada (A.3) y obtenemos:
l´ım
−→0
fˆ(t′)− fˆ(t)
i
=
∫
Rn
l´ım
−→0
x1f(x)
e−ix1 − 1
x1i
e−ixtdx.
Entonces,
1
i
∂
∂t1
fˆ(t) = −
∫
Rn
x1f(x)e
−ixtdx
Esto equivale a que (̂Pf) = P (−D)fˆ tomando P (x) = x1. El caso general se prueba por
iteracio´n.
Demostremos ahora que ̂(P (D)f) = P fˆ .
Observamos que si f ∈ Sn entonces P (D)f ∈ Sn. Sea et(x) = eitx, entonces se satisface:
(f ∗ et)(0) =
∫
Rn f(−y)eitydy =
∫
Rn f(y)e
−itydy = fˆ(t).
Dαet = (i)
−|α|(it1)α1 · · · (itn)αneixt = (i)−|α|(i)|α|(tα11 · · · tαnn )eixt = tαet.
P (D)et =
∑
cαDαet =
∑
cαt
αet = P (t)et.
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Adema´s, utilizando integracio´n por partes tenemos:
((P (D)f) ∗ et)(x) =
∫
Rn
∑
|α|≤N
cαDαf(x− y)et(y)dy =
∑
|α|≤N
cα
∫
Rn
Dαf(x− y)et(y)dy =
=
∑
|α|≤N
cα
∫
Rn
f(x− y)Dαet(y)dy =
∫
Rn
f(x− y)
∑
|α|≤N
cαDαet(y)dy = (f ∗ P (D)et)(x);
(f ∗ P (t)et)(x) =
∫
Rn
f(x− y)
∑
|α|≤N
cαt
αeitydy =
=
∑
|α|≤N
cαt
α
∫
Rn
f(x− y)eitydy = P (t) [(f ∗ et)(x)] .
Por lo tanto,
(P (D)f) ∗ et = f ∗ P (D)et = f ∗ P (t)et = P (t)[f ∗ et].
Evaluando en el 0 y utilizando las igualdades que acabamos de demostrar, obtenemos:
P (t)fˆ(t) = P (t)[(f ∗ et)(0)] = ((P (D)f) ∗ et)(0) = ̂(P (D)f)(t).

Proposicio´n 2.14. La convergencia en L∞ es ma´s de´bil que la convergencia en Sn.
Demostracio´n:
Sea {fn}n una sucesio´n tal que fn −→ g en Sn.
Esto equivale a decir que:
∀ > 0, ∃n0 tal que ∀n ≥ n0 se cumple que supx |xαDβ(fn − g)(x)| < .
En particular, si α = β = 0 tenemos:
∀ > 0, ∃n0 tal que ∀n ≥ n0 se cumple que supx |(fn − g)(x)| < .
As´ı, fn −→ g en L∞.

Teorema 2.15. La transformacio´n de Fourier es una aplicacio´n lineal, continua, biyec-
tiva, de periodo 4 de Sn en Sn, cuya inversa tambie´n es continua.
Demostracio´n:
Sea f ∈ Sn y g(x) = (−1)|α|xαf(x). Veamos que g ∈ Sn.
sup
x
|xγDβ((−1)|α|xαf(x))| = sup
x
|xγ(−1)|α|[(Dβxα)f(x) + xα(Dβf(x))]| ≤
≤ sup
x
|xγ(−1)|α|(Dβxα)f(x)|+ sup
x
|xγ(−1)|α|(Dβf(x))| <∞.
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Por lo tanto, por (2.13) tenemos que gˆ = Dαfˆ y PDαfˆ = P gˆ = ̂(P (D)(g)).
Adema´s, por (2.11) tenemos que P (D)(g) ∈ Sn ya que g ∈ Sn. Como Sn ⊂ L1 entonces
P (D)(g) ∈ L1.
Puesto que la transformada de Fourier de una funcio´n integrable es una funcio´n acotada,
entonces ̂(P (D)(g)) esta´ acotada. As´ı:
sup
x
|PDαfˆ | = sup
x
| ̂(P (D)(g))| <∞
Por lo tanto, fˆ ∈ Sn. Ahora veamos que es continua.
Sea G = {(g, gˆ)|g ∈ Sn} y (h, f) ∈ G¯. Sea {hi} una sucesio´n tal que:
hi −→ h en Sn
hˆi −→ f en Sn
Como la transformada de Fourier de una funcio´n integrable es una funcio´n acotada y
Sn ⊂ L1 entonces:
hˆi −→ hˆ en L∞
Como hˆi −→ f en L∞ debido a la Proposicio´n 2.14, entonces hˆ = f . Por lo tanto, G es
cerrado.
Por el Teorema del Grafo Cerrado, la transformacio´n de Fourier es continua.
Sea φ(g) = gˆ. La fo´rmula de inversio´n de la transformada de Fourier nos muestra que φ
es biyectiva en Sn. Adema´s,
φ2g(z) = φgˆ(z) =
∫
Rn
gˆ(z)e−ixz = g(−x)
Por lo tanto, φ4g = g. De esta manera, φ3 = φ−1 y como φ es continua entonces φ−1 es
continua ya que es composicio´n de funciones continuas.

Teorema 2.16. El espacio D(Rn) es denso en Sn.
Demostracio´n:
Sea f ∈ Sn y ϕ ∈ D(Rn) con ϕ = 1 sobre la bola unidad de Rn. Definimos:
fr(x) = f(x)ϕ(rx), x ∈ Rn, r > 0.
12
As´ı, fr ∈ D(Rn). Adema´s, utilizando la fo´rmula de Leibnitz, para todo polinomio P y
todo multi´ındice α tenemos:
P (x)Dα(f − fr)(x) = P (x)Dα(f(x)(1− ϕ(rx))) =
= P (x)
∑
β≤α
cαβ(D
α−βf)(x)r|β|(Dβ(1− ϕ(rx))). (2.17)
Para todo multi´ındice β, Dβ(1 − ϕ(rx)) = 0 cuando |x| ≤ 1
r
ya que ϕ(rx) = 1. Como
f ∈ Sn, entonces PDα−βf ∈ Sn, para todo β ≤ α por el Teorema 2.11.
De esta manera, (2.17) converge uniformemente a 0 cuando r −→ 0. As´ı pues,
fr −→ f en Sn.

Teorema 2.18. El espacio Sn es denso en L
2(R).
Demostracio´n:
Claramente debido a la densidad de D(R) en L2(R) y el Teorema 2.16.

2.2. Distribuciones Temperadas
Definicio´n 2.19. Una distribucio´n en Ω es una forma lineal definida en D(Ω) que sea
continua.
D′(Ω) = {φ : D(Rn) −→ K : φ es lineal y continua};
S ′n = {f : Sn −→ K : f es lineal y continua}.
Teorema 2.20. Sea u una forma lineal en D(Ω). Las dos condiciones siguientes son
equivalentes:
u ∈ D′(Ω);
Para todo compacto k ⊂ Ω, existe un entero no negativo N y una constante C <∞
tales que para toda funcio´n φ ∈ Dk se verifica que |uφ| ≤ C ‖φ‖N ;
donde Dk = {f ∈ C∞(Ω) : soporte de f ⊂ K}.
Distribuciones definidas por funciones y medidas:
Sea f una funcio´n compleja localmente integrable definida en Ω. Esto significa que f es me-
dible en sentido Lebesgue y que en todo compacto K ⊂ Ω se verifica que ∫
K
|f(x)|dx <∞.
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Definimos la distribucio´n asociada a la funcio´n f como uf (φ) =
∫
Ω
φ(x)f(x)dx donde
φ ∈ D(Ω). Como,
|uf (φ)| =
∣∣∣∣∫
Ω
φ(x)f(x)dx
∣∣∣∣ ≤ ‖φ‖0 ∫
K
|f(x)|dx = C ‖φ‖0
donde ‖φ‖N = sup {|Dαφ(x)| : x ∈ Ω, |α| ≤ N}, entonces por el teorema 2.20, tenemos
que uf ∈ D′(Ω).
Definicio´n 2.21. Las distribuciones temperadas son aquellas u ∈ D′(Rn) que admiten
extensio´n continua a todo el espacio Sn.
Las distribuciones temperadas en Rn son los elementos de S ′n.
Proposicio´n 2.22. Sea 1 ≤ p <∞, N ≥ 0 y g funcio´n medible en Rn tal que:∫
Rn
|(1 + |x|2)−Ng(x)|pdx = C <∞.
Entonces g es una distribucio´n temperada.
Demostracio´n:
Definimos Λf =
∫
Rn f(x)g(x)dx. Supongamos p > 1 ya que el caso p = 1 es todav´ıa ma´s
sencillo y sea q el exponente conjugado. Por lo tanto, aplicando Holder:
|Λf | ≤
∫
Rn
|f(x)||g(x)|dx =
∫
Rn
|f(x)(1 + |x|2)N ||g(x)(1 + |x|2)−N |dx ≤
≤
(∫
Rn
|f(x)(1 + |x|2)N |qdx
)1/q (∫
Rn
|g(x)(1 + |x|2)−N |pdx
)1/p
=
= C1/p
(∫
Rn
|(1 + |x|2)N−M(1 + |x|2)Mf(x)|q
)1/q
≤
≤ C1/p
(
sup
x
|(1 + |x|2)Mf(x)|
)(∫
Rn
|(1 + |x|2)N−M |q
)1/q
=
= C1/p
(
sup
x
|(1 + |x|2)Mf(x)|
)
B1/q
donde B <∞ para M suficientemente grande.
Si f ∈ Sn, entonces |Λf | ≤ C1/p
(
supx |(1 + |x|2)Mf(x)|
)
B1/q < ∞ y por lo tanto
Λf ∈ Sn.
Sea {fi} una sucesio´n tal que fi −→ 0. Entonces Λfi −→ 0. Por lo tanto, Λ es continua.
Todo esto implica que g es una distribucio´n temperada.

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Teorema 2.23. Sean α multi´ındice, P un polinomio, g ∈ Sn y u una distribucio´n tem-
perada. Entonces las distribuciones Dαu, Pu y gu son tambie´n temperadas.
Demostracio´n:
Es una consecuencia immediata a partir del teorema 2.11 y de las siguientes definiciones:
(Dαu)(f) = (−1)|α|u(Dαf)
(Pu)(f) = u(Pf)
(gu)(f) = u(gf)

Definicio´n 2.24. Dada u ∈ S ′n, definimos uˆ(φ) = u(φˆ) con φ ∈ Sn.
Puesto que la transformacio´n de Fourier es una aplicacio´n lineal continua de Sn en Sn y
puesto que u es continua en Sn, resulta que uˆ ∈ S ′n.
De esta forma asociamos a cada distribucio´n temperada u su transformada de Fourier uˆ
que es una distribucio´n temperada.
Si f ∈ L1(Rn), entonces f puede considerarse tambie´n como una distribucio´n temperada,
uf , por lo que son aplicables dos definiciones de transformada de Fourier. Vamos a ver
que las dos definiciones coinciden, es decir, si la distribucio´n asociada a fˆ es (̂uf ).
(̂uf )(φ) = uf (φˆ) =
∫
Rn
f(x)φˆ(x)dx =
∫
Rn
fˆ(x)φ(x)dx = (ufˆ )(φ)
para cualquier φ ∈ Sn.
Puesto que L2(Rn) ⊂ S ′n, tambie´n nos podr´ıamos plantear si las dos definiciones para
la transformacio´n de Fourier coinciden. El resultado es afirmativo, y lo podemos obtener
siguiendo los mismos pasos que hemos hecho para una funcio´n de L1(Rn).
Definicio´n 2.25. Diremos que un −→ u en S ′n si, y so´lo si, para cualquier ϕ ∈ Sn
tenemos que un(ϕ) −→ u(ϕ).
Teorema 2.26. La transformacio´n de Fourier es una aplicacio´n lineal continua y biyec-
tiva, de periodo 4, de S ′n sobre S
′
n, cuya inversa tambie´n es continua.
Demostracio´n:
Sea {un} una sucesio´n tal que:
un −→ u en S ′n =⇒ un(ϕ) −→ u(ϕ), ∀ϕ ∈ Sn;
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uˆn −→ v en S ′n =⇒ uˆn(ϕ) −→ v(ϕ), ∀ϕ ∈ Sn.
Por lo tanto,
un(ϕˆ) −→ v(ϕ);
un(ϕˆ) −→ u(ϕˆ) = uˆ(ϕ).
Entonces, v(ϕ) = uˆ(ϕ) para cualquier ϕ ∈ Sn. Esto implica que v = uˆ.
Utilizando el Teorema del Grafo Cerrado, tenemos que la transformacio´n de Fourier es
continua.
El resto de propiedades se obtienen immediatamente del teorema 2.15.

Teorema 2.27. Sean u ∈ S ′n y P un polinomio. Entonces ̂(P (D)u) = Puˆ y (̂Pu) =
P (−D)uˆ.
Demostracio´n:
Es consecuencia immediata de las siguientes definiciones y propiedades:
(Dαu)(f) = (−1)|α|u(Dαf)
(Pu)(f) = u(Pf)
(gu)(f) = u(gf)
̂(P (D)f) = P fˆ
(̂Pf) = P (−D)fˆ
donde f ∈ Sn.

Proposicio´n 2.28. Sean f, g ∈ L2(R) y sean hf , hg ∈ L2(R) las derivadas de f y g
respectivamente en el sentido de las distribuciones, es decir:
< hf , φ >= − < f, φ′ >, para toda φ ∈ Sn,
< hg, φ >= − < g, φ′ >, para toda φ ∈ Sn.
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Entonces: ∫ +∞
−∞
hf (x)g(x)dx = −
∫ +∞
−∞
f(x)hg(x)dx,
y ∫ +∞
−∞
xf(x)hg(x)dx = −
∫ +∞
−∞
[f(x) + xhf (x)] g(x)dx.
Demostracio´n:
Por la Proposicio´n 2.18, existen sucesiones:
{gk}k ⊂ Sn tal que gk −→ g en L2(R),
{fm}m ⊂ Sn tal que fm −→ f en L2(R).
Entonces:∫ +∞
−∞
hf (x)g(x)dx = l´ım
k
∫ +∞
−∞
hf (x)gk(x)dx = − l´ım
k
∫ +∞
−∞
f(x)g′k(x)dx =
= − l´ım
k
l´ım
m
∫ +∞
−∞
fm(x)g
′
k(x)dx = l´ım
k
l´ım
m
∫ +∞
−∞
f ′m(x)gk(x)dx =
= l´ım
m
∫ +∞
−∞
f ′m(x)g(x)dx = − l´ım
m
∫ +∞
−∞
fm(x)hg(x)dx = −
∫ +∞
−∞
f(x)hg(x)dx.
Ana´logamente se demuestra la segunda igualdad.

2.3. Teorema de Balian Low
Teorema 2.29. Sea g ∈ L2(R) y gm,n(x) = e2piimxg(x− n) para cualquier m,n ∈ Z.
Si {gm,n : m,n ∈ Z} es una base ortonormal de L2(R), entonces:∫∞
−∞ x
2|g(x)|2dx =∞ o ∫∞−∞ ξ2|gˆ(ξ)|2dξ =∞.
Demostracio´n:
Durante la demostracio´n, f ′ y g′ corresponden a las funciones hf y hg respectivamente de
la Proposicio´n 2.28. Es decir, f ′ y g′ son las derivadas de las funciones f y g respectiva-
mente en el sentido distribucional.
Sean Q y P dos operadores definidos en el espacio S ′n de las distribuciones temperadas,
dados por:
(Qf)(x) = xf(x) y (Pf)(x) = −if ′(x).
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Hemos visto que L2(R) ⊂ S ′n y adema´s, por el Teorema 2.23, estos operadores tienen
sentido y esta´n bien definidos.
Como podemos observar, ∫ ∞
−∞
|Qg(x)|2dx =
∫ ∞
−∞
x2|g(x)|2dx,
y ∫ ∞
−∞
|Pg(x)|2dx = 1
2pi
∫ ∞
−∞
| ̂(Pg(x))(ξ)|2dξ = 1
2pi
∫ ∞
−∞
ξ2|gˆ(ξ)|2dξ.
As´ı, tenemos que demostrar que (Qg) y (Pg) no pueden converger en L2(R) a la vez.
Supongamos que tanto (Qg) como (Pg) convergen en L2(R) y veremos que llegamos a
contradiccio´n. En este caso, se cumple que:
< Qg, Pg >=
∑
m,n∈Z
< Qg, gm,n >< gm,n, Pg > , (2.30)
< Qg, gm,n >=< g−m,−n, Qg > para cualquier m,n ∈ Z, (2.31)
< Pg, gm,n >=< g−m,−n, Pg > para cualquier m,n ∈ Z. (2.32)
Si las igualdades (2.30), (2.31) y (2.32) son ciertas, entonces implican que:
< Qg, Pg >=< Pg,Qg > , (2.33)
ya que,
< Qg, Pg >=
∑
m,n∈Z
< Qg, gm,n >< gm,n, Pg >=
∑
m,n∈Z
< g−m,−n, Qg >< Pg, g−m,−n >=
=
∑
m,n∈Z
< Pg, g−m,−n >< g−m,−n, Qg >=< Pg,Qg > .
Por otro lado, veamos que (2.33) no puede suceder si (Pg) y (Qg) convergen en L2(R) a
la vez. En el caso que convergieran, aplicando la Proposicio´n 2.28 obtendr´ıamos:
< Qg, Pg >=
∫ ∞
−∞
xg(x)
{
−ig′(x)
}
dx = −i
∫ ∞
−∞
{g(x) + xg′(x)} g(x)dx =
= −i < g, g > + < Pg,Qg >= −i+ < Pg,Qg > .
debido a que < g, g >= ‖g‖22 = ‖g0,0‖22 = 1.
Y por lo tanto, llegamos a contradiccio´n, es decir, (Pg) y (Qg) no pueden converger en
L2(R) a la vez.
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Ahora solo nos falta demostrar las igualdades (2.30), (2.31) y (2.32).
Veamos que (2.30) es cierta.
Como Qg y Pg ∈ L2(R) y {gm,n;m,n ∈ Z} es una base ortonormal, entonces tenemos:
< Qg, Pg >=<
∑
m,n∈Z
< Qg, gm,n > gm,n, Pg >=
∑
m,n∈Z
< Qg, gm,n >< gm,n, Pg > .
Para demostrar (2.31), observamos que n < g, gm,n >= 0 para cualquier m,n∈ Z. Esto es
cierto ya que para n = 0 es obvio y para n 6=0 tenemos que g = g0,0 es ortogonal a gm,n.
Por lo tanto,
< Qg, gm,n >=< Qg, gm,n > −n < g, gm,n >=
∫ ∞
−∞
(x− n)g(x)g(x− n)e−2piimxdx =
=
∫ ∞
−∞
yg(y + n)g(y)e−2piim(y+n)dy =< g−m,−n, Qg > .
Para ver (2.32) usamos la Proposicio´n 2.28 y obtenemos:
< Pg, gm,n >= −i
∫ ∞
−∞
g′(x)g(x− n)e−2piimxdx =
= i
∫ ∞
−∞
g(x)
[
−2piimg(x− n) + g′(x− n)
]
e−2piimxdx =
= 2pim
∫ ∞
−∞
g0,0(x)gm,n(x)dx+ i
∫ ∞
−∞
g(x)g′(x− n)e−2piimxdx =
= 2pimδm,0δ0,n +
∫ ∞
−∞
g(y + n)(−ig′(y))e−2piim(y+n)dy =< g−m,−n, Pg > .

Observacio´n 2.34. En particular, si g ∈ Sn(R), entonces:∫ ∞
−∞
x2|g(x)|2dx = +
∫ M
−M
x2|g(x)|2dx ≤ +M2
∫ M
−M
|g(x)|2dx <∞
Adema´s, como g ∈ Sn(R) y la transformacio´n de Fourier va de Sn(R) a Sn(R), entonces
gˆ ∈ Sn(R). As´ı,∫ ∞
−∞
ξ2|gˆ(ξ)|2dξ = δ +
∫ N
−N
ξ2|gˆ(ξ)|2dξ ≤ δ +N2
∫ N
−N
|gˆ(ξ)|2dξ <∞
Por lo tanto, para funciones g ∈ Sn(R), por el Teorema de Balian-Low, tenemos que
{gm,n : m,n ∈ Z} no producira´ una base ortonormal de L2(R)a trave´s de traslaciones por
enteros y modulaciones de los elementos del sistema.
19
3. Introduccio´n a la teor´ıa de wavelets
En este cap´ıtulo presentaremos un me´todo para construir wavelets ortonormales que se
basa en la existencia de una familia de subespacios cerrados de L2(R) que satisfacen unas
ciertas propiedades. En nuestro caso, tendra´n que cumplir cinco propiedades. Tal familia
es llamada un ana´lisis de multiresolucio´n, o simplemente, un MRA.
En la seccio´n 3.1 mostraremos el ana´lisis de multiresolucio´n y estudiaremos la dependencia
entre las propiedades que deben satisfacer. La construccio´n de wavelets des de un MRA
se presenta en la seccio´n 3.2. Algunas de sus caracterizaciones aparecera´n en la seccio´n
3.3. Y por u´ltimo, en la seccio´n 3.4 conoceremos algunas wavelets y veremos el proceso
de construccio´n de ellas a partir de su MRA, como por ejemplo, la wavelet de Haar, la de
Shannon,...
Para ello, tres operadores de funciones definidas en R jugara´n un papel importante en
todo el desarrollo de la teor´ıa:
La traslacio´n por h, τh, definida por (τhf)(x) = f(x− h).
La dilatacio´n por r > 0, ρr, definida por (ρrf)(x) = f(rx).
La modulacio´n definida como la multiplicacio´n por eimx.
El particular intere´s de los dos primeros operadores es debido a que las bases de wavelets
vendra´n dadas aplicando dichos operadores a ciertas funciones. Es decir:
Definicio´n 3.1. Una wavelet ortonormal de R es una funcio´n ϕ ∈ L2(R) tal que
{ϕj,k : j, k ∈ Z} es una base ortonormal de L2(R) donde
ϕj,k = 2
j/2ϕ(2jx− k).
As´ı, ϕ ha sido trasladada por enteros y dilatada para generar una base ortonormal. La
multiplicacio´n por el factor 2j/2 sirve para que cada elemento tenga L2-norma igual a uno.
Observamos que ‖ϕj,k‖2 = ‖ϕ‖2 = 1.
Adema´s si calculamos la transformada de Fourier:
ϕˆj,k(ξ) = 2
−j/2e−iξ2
−jkϕˆ(2−jξ).
Como vemos, las traslaciones se han convertido en modulaciones.
3.1. Ana´lisis de multiresolucio´n
El ana´lisis de multiresolucio´n (MRA) consiste en una sucesio´n de subespacios cerrados
Vj ∈ L2(R) con j ∈ Z satisfaciendo:
Vj ⊂ Vj+1 para cualquier j ∈ Z (3.2)
20
f ∈ Vj si y so´lo si f(2·) ∈ Vj+1 para cualquier j ∈ Z (3.3)⋂
j∈Z
Vj = {0} (3.4)
⋃
j∈Z
Vj = L
2(R) (3.5)
Existe ϕ ∈ V0 tal que {ϕ(· − k) : k ∈ Z} es una base ortonormal de V0 (3.6)
La funcio´n ϕ cuya existencia es asegurada en (3.6) es llamada funcio´n escala obtenida
por MRA.
A veces la condicio´n (3.6) se rebaja asumiendo que {ϕ(· − k) : k ∈ Z} es una base de
Riesz de V0. Al final de la seccio´n, se demuestra que las dos versiones son equivalentes.
Definicio´n 3.7. {ϕ(· − k) : k ∈ Z} es una base de Riesz si para toda f ∈ V0, existe una
u´nica sucesio´n {αn}n ∈ l2(Z) tal que
f(x) =
∑
n∈Z
αnϕ(x− n)
con convergencia en L2(R) y adema´s
A
∑
n∈Z
|αn|2 ≤ ‖f‖22 ≤ B
∑
n∈Z
|αn|2
con 0 < A ≤ B <∞ constantes independientes de f ∈ V0.
Observacio´n 3.8. La condicio´n (3.6) implica que {ϕ(· − k) : k ∈ Z} es una base
de Riesz de V0 con A = B = 1.
Sea ϕj,k = 2
j/2ϕ(2jx− k), como ϕ0,k = ϕ(x− k) entonces ϕ0,k ∈ V0 para cualquier
k ∈ Z debido a (3.6).
Si j ∈ Z, la condicio´n (3.3) implica que {ϕj,n : j, n ∈ Z} es una base ortonormal de
Vj.
Teorema 3.9. La condicio´n (3.2), (3.3) y (3.6) implican (3.4). Esto es as´ı, si en la
condicio´n (3.6) so´lo asumimos que {ϕ(· − n) : n ∈ Z} es una base de Riesz.
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Demostracio´n:
Supongamos que existe f ∈ ⋂j∈Z Vj tal que f 6= {0}. Podemos asumir que ‖f‖2 = 1. En
particular, f ∈ V−j para cada j ∈ Z. Por lo tanto, si fj(x) = 2j/2f(2jx) entonces f ∈ V0,
por (3.3). Adema´s, ‖fj‖2 = ‖f‖2 = 1. Como podemos asumir que {ϕ(· − n) : n ∈ Z} es
una base de Riesz, entonces podemos escribir
fj(x) =
∑
k∈Z
αjkϕ(x− k)
con convergencia en L2(R), y adema´s
A
∑
k∈Z
|αjk|2 ≤ ‖fj‖22 = 1.
Calculando la transformada de Fourier podemos escribir
fˆ(ξ) = 2j/2mj(2
jξ)ϕˆ(2jξ) donde mj =
∑
k∈Z α
j
ke
−ikξ en L2(T).
Observamos que mj(ξ) es una funcio´n 2pi perio´dica con norma ≤
√
2pi
A
. Entonces, para
j ≥ 1, ∫ 4pi
2pi
|fˆ(ξ)|dξ ≤ 2j/2
(∫ 4pi
2pi
|ϕˆ(2jξ)|2dξ
)1/2(∫ 4pi
2pi
|mj(2jξ)|2dξ
)1/2
=
= 2−j/2
(∫ 2j+2pi
2j+1pi
|ϕˆ(µ)|2dµ
)1/2(∫ 2j+2pi
2j+1pi
|mj(µ)|2dµ
)1/2
≤
≤
(∫ ∞
2j+1pi
|ϕˆ(µ)|2dµ
)1/2(
1
2j
∫ 2j+2pi
2j+1pi
|mj(µ)|2dµ
)1/2
=
=
(∫ ∞
2j+1pi
|ϕˆ(µ)|2dµ
)1/2 1
2j
2j−1∑
l=0
∫ 2j+1pi+2(l+1)pi
2j+1pi+2lpi
|mj(µ)|2dµ
1/2 ≤
≤
(∫ ∞
2j+1pi
|ϕˆ(µ)|2dµ
)1/2(
2pi
A
)1/2
.
Haciendo j → ∞ obtenemos ∫ 4pi
2pi
|fˆ(ξ)|dξ = 0. Con esto deducimos que fˆ(ξ) = 0 casi
para cualquier ξ ∈ [2pi, 4pi]. Aplicando el mismo argumento para 2l/2fˆ(2lξ) con l ∈ Z
obtendremos fˆ(ξ) = 0 casi para cualquier ξ ∈ 2l [2pi, 4pi]. Por lo tanto, fˆ(ξ) = 0 casi
para cualquier ξ ∈ (0,∞). De manera ana´loga, aplicando el argumento con el intervalo
[−4pi,−2pi] obtendremos fˆ(ξ) = 0 casi para cualquier ξ ∈ (−∞, 0).

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Teorema 3.10. Sea {Vj : j ∈ Z} una sucesio´n de subespacios cerrados de L2(R) que sa-
tisfacen (3.2), (3.3) y (3.6). Adema´s, supongamos que la funcio´n escala ϕ de la condicio´n
(3.6) es tal que |ϕˆ| es continua en 0. Entonces, las siguientes dos condiciones son equi-
valentes:
ϕˆ(0) 6= 0.⋃
j∈Z Vj = L
2(R).
Ma´s concretamente, |ϕˆ(0)| = 1.
Demostracio´n:
Supongamos que ϕˆ(0) 6= 0. Sea W = ⋃j∈Z Vj.
Queremos ver que W es invariante por traslaciones. Para ello primero veremos que W es
invariante por traslaciones del tipo τ2−lm con l,m ∈ Z.
Sea f ∈ W , dado  > 0, existe j0 ∈ Z y h ∈ V0 tal que ‖f − h‖2 < .
Por (3.2) deducimos que h ∈ Vj si j ≥ j0. Adema´s, por (3.3) y (3.6)
h(x) =
∑
k∈Z c
j
kϕ(2
jx− k) en L2(R).
Por lo tanto,
(τ2−lmh)(x) = h(x− 2−lm) =
∑
k∈Z
cjkϕ(2
j(x− 2−lm)− k).
Si j ≥ l, entonces ϕ(2j(x− 2−lm)− k) = ϕ(2jx− 2j−lm− k) ∈ Vj ya que 2j−l ∈ Z.
Por lo tanto, (τ2−lmh)(x) ∈ Vj. Como ‖τ2−lmf − τ2−lmh‖2 = ‖f − h‖2 <  y  puede ser
tan pequen˜o como queramos, deducimos que W es invariante por traslaciones del tipo
τ2−lm.
En general, para x ∈ R podemos encontrar m, l ∈ Z tal que 2−lm sea arbitrariamente
cercano a x.
Si vemos que ‖τ2−lmf − τxf‖2 < , entonces W sera´ invariante por traslaciones del tipo
τx.
Queremos ver que ‖τ2−lmf − τxf‖2 < . Por el Teorema de Plancherel (B.14):
‖τ2−lmf − τxf‖2 =
∥∥∥τ̂2−lmf − τ̂xf∥∥∥
2
.
Adema´s,
̂τ2−lmf(ξ) = fˆ(ξ)e−iξ2
−lm y τ̂xf(ξ) = fˆ(ξ)e
−iξx.
Entonces, utilizando el Teorema de la Convergencia Dominada (A.3) vemos:
l´ım
l,m
∥∥∥τ̂2−lmf − τ̂xf∥∥∥2
2
= l´ım
l,m
∫
R
|fˆ(ξ)|2|e−iξ2−lm − e−iξx|2dξ =
=
∫
R
|fˆ(ξ)|2 l´ım
l,m
|e−iξ2−lm − e−iξx|2dξ < ||fˆ ||22.
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Por lo tanto, ‖τ2−lmf − τxf‖2 < .
Por u´ltimo, queremos ver que W⊥ = {0}.
Como ϕˆ(0) 6= 0 y |ϕˆ| es continua en 0, entonces ϕˆ(ξ) 6= 0 en (−µ, µ) con µ > 0.
Supongamos que existe g ∈ W⊥ donde g es ortogonal a cualquier f ∈ W y como W es
invariante por traslaciones:
0 =
∫
R f(x+ t)g(t)dt para cualquier x ∈ R, f ∈ W.
Como (̂τ−xf)(ξ) = fˆ(ξ)eixξ, por el Teorema de Plancherel (B.14):
0 =
∫∞
−∞ e
ixξfˆ(ξ)gˆ(ξ)dξ para cualquier x ∈ R.
Como fˆ gˆ ∈ L1(R), entonces fˆ(ξ)gˆ(ξ) = 0 en casi cualquier ξ ∈ R. En particular, si
f(x) = 2jϕ(2jx), por (3.3) f ∈ Vj ⊂ W y adema´s fˆ(ξ) = ϕˆ(2−jξ).
Por lo tanto, ϕˆ(2−jξ)gˆ(ξ) = 0 en casi cualquier ξ ∈ R. Como ϕˆ(2−jξ) 6= 0 si ξ ∈
(−2jµ, 2jµ), deducimos que gˆ(ξ) = 0 en casi cualquier ξ ∈ (−2jµ, 2jµ).
Haciendo j −→∞, vemos que gˆ(ξ) = 0 en casi cualquier ξ ∈ R. As´ı que, g = 0.
Esto implica que W⊥ = {0}, y por lo tanto, L2(R) = W ⊕W⊥ = W = ⋃j∈Z Vj.
Veamos la otra implicacio´n. Supongamos que L2(R) =
⋃
j∈Z Vj = W y sea f tal que
fˆ = χ[−1,1]. Como ||fˆ ||22 =
∫
R
∣∣χ[−1,1](x)∣∣2 dx = 2, por el Teorema de Plancherel (B.14),
‖f‖22 = 12pi
∥∥∥fˆ∥∥∥2
2
= 1
pi
.
Si Pj es la proyeccio´n ortogonal sobre Vj, entonces ‖f − Pjf‖2 −→ 0 cuando j −→ ∞.
Veamoslo:
Sea  > 0, entonces, por (3.5), ∃j0 ∈ Z y g(x) ∈ Vj0 tal que ‖f − g‖2 < /2. Por (3.2),
g(x) ∈ Vj y Pjg(x) = g(x), ∀j ≥ j0. Entonces, utilizando la desigualdad de Minkowski
(A.9):
‖f − Pjf‖2 = ‖f − g + Pjg − Pjf‖2 ≤ ‖f − g‖2 + ‖Pj(f − g)‖2 ≤ 2 ‖f − g‖2 < .
Por lo tanto, ‖f − Pjf‖2 −→ 0 si j −→∞.
Entonces, ‖Pjf‖2 −→ ‖f‖2 si j −→∞.
Si ϕj,k(x) = 2
j/2ϕ(2jx− k), tenemos que
‖Pjf‖22 =
∥∥∥∥∥∑
k∈Z
< f, ϕj,k > ϕj,k
∥∥∥∥∥
2
2
j→∞−→ 1
pi
;
ya que {ϕj,k : j, k ∈ Z} es una base ortonormal debido a (3.3) y (3.6). Por el Teorema de
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Plancherel (B.14) y sabiendo que fˆ = χ[−1,1], tenemos:
1
4pi2
∑
k∈Z
∣∣∣∣∫
R
fˆ(ξ)ϕ̂j,−k(ξ)dξ
∣∣∣∣2 = 14pi2 ∑
k∈Z
∣∣∣∣∫
R
fˆ(ξ)2−j/2e−i2
−jkξϕˆ(2−jξ)dξ
∣∣∣∣2 =
= 2j
∑
k∈Z
∣∣∣∣∣ 12pi
∫ 2−j
−2−j
ϕˆ(µ)e−ikµdµ
∣∣∣∣∣
2
.
Para j suficientemente grande, [−2−j, 2−j] ⊂ [−pi, pi] y la u´ltima expresio´n es 2j veces la
suma de los cuadrados de los valores absolutos de los coeficientes de Fourier de la funcio´n
χ[−2−j ,2−j ]ϕˆ. Por el Teorema de Plancherel (B.14) y la Identidad de Parseval (A.12):
2j
2pi
∫ 2−j
−2−j
|ϕˆ(µ)|2 dµ j→∞−→ 1
pi
.
Por otro lado, por la continuidad de |ϕˆ| en 0, tenemos:
2j
2pi
∫ 2−j
−2−j
|ϕˆ(µ)|2 dµ −→ 1
pi
|ϕˆ(0)|2
Por lo tanto, |ϕˆ(0)| = 1 6= 0.

Observacio´n 3.11. A partir de la demostracio´n de este teorema podemos deducir
la condicio´n (3.5) si suponemos (3.2), (3.3) y (3.6) y que existe una µ > 0 tal que
ϕˆ(ξ) 6= 0 en [−µ, µ]. Es decir, no hace falta suponer que |ϕˆ| sea continua en 0.
Si {Vj : j ∈ Z} es un MRA, la demostracio´n del teorema nos muestra que:
l´ım
j−→∞
1
2−j+1
∫ 2−j
−2−j
|ϕˆ(µ)|2dµ = 1
Lema 3.12. Sea ϕ ∈ L2(R) de manera que {ϕ(· − k)} con k ∈ Z forma una base de Riesz
de subespacioes cerrados de L2(R) tal que:
A
∑
k∈Z
|ck|2 ≤
∥∥∥∥∥∑
k∈Z
ckϕ(· − k)
∥∥∥∥∥
2
L2(R)
≤ B
∑
k∈Z
|ck|2 (3.13)
donde las constantes A y B son independientes de c = {ck}k∈Z y 0 < A ≤ B <∞. Sea
σϕ(ξ) =
(∑
k∈Z
|ϕˆ(ξ + 2kpi)|2
)1/2
. (3.14)
Entonces,
√
A ≤ σϕ(ξ) ≤
√
B casi para cualquier ξ ∈ R.
25
Demostracio´n:
Sea c = {ck}k∈Z ∈ l2(Z) y sea Sc =
∑
k∈Z ckϕ0,k. Entonces:
Ŝc(ξ) =
∑
k∈Z
cke
−ikξϕˆ(ξ) = ϑc(ξ)ϕˆ(ξ)
donde ϑc(ξ) =
∑
k∈Z cke
−ikξ en L2(T). Adema´s,∥∥∥Ŝc∥∥∥2
L2(R)
=
∫
R
|ϑc(ξ)ϕˆ(ξ)|2 dξ =
∑
k∈Z
∫ 2(k+1)pi
2kpi
|ϑc(ξ)ϕˆ(ξ)|2 dξ =
=
∫
T
|ϑc(ξ)|2
∑
k∈Z
|ϕˆ(ξ + 2kpi)|2 dξ =
∫
T
|ϑc(ξ)σϕ(ξ)|2 dξ.
Por el Teorema de Plancherel (B.14) tenemos:
‖Sc‖2L2(R) =
1
2pi
∫
T
|ϑc(ξ)σϕ(ξ)|2 dξ.
Por lo tanto, utilizando la identidad de Parseval (A.12), podemos reescribir la propiedad
(3.13) de la forma:
A ‖ϑc‖2L2(T) ≤ ‖ϑcσϕ‖2L2(T) ≤ B ‖ϑc‖2L2(T) . (3.15)
Fijando η ∈ T y escogiendo ϑc(ξ) = 1√2mpi
∑m−1
k=0 e
ik(ξ−η), entonces:
|ϑc(ξ)|2 = 1
2mpi
sin
(
m(ξ−η)
2
)
sin
(
ξ−η
2
)
2 = Km(η − ξ)
donde Km es el nu´cleo de Feje´r. Esto es cierto ya que:
m−1∑
k=0
eik(ξ−η) =
1− eim(ξ−η)
1− ei(ξ−η) =
sin
(
m(ξ−η)
2
)
sin
(
ξ−η
2
) ei(ξ−η)m−12
En este caso, utilizando la identidad de Parseval (A.12), tenemos que ‖ϑc‖L2(T) = 1.
Adema´s, ‖ϑcσϕ‖2L2(T) = (Km ∗ σ2ϕ)(η). Por lo tanto, por (3.15) obtenemos:
A ≤ (Km ∗ σ2ϕ)(η) ≤ B casi para cualquier η ∈ T. (3.16)
Como (Km ∗ σ2ϕ)(η) −→ σ2ϕ(η) cuando m −→ ∞ casi para cualquier η ∈ T, entonces
haciendo m −→∞ en (3.16) obtenemos el resultado del Lema 3.12.

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Observacio´n 3.17. Observemos que la funcio´n σϕ definida en el Lema 3.12 siempre
esta´ bien definida cuando ϕ ∈ L2(R). De hecho, por el Teorema de Plancherel (B.14)
tenemos:
‖σϕ‖2L2(T) =
∫
T
|σϕ(ξ)|2dξ =
∑
k∈Z
∫ 2(k+1)pi
2kpi
|ϕˆ(ξ)|2dξ =
∫
R
|ϕˆ(ξ)|2dξ = 2pi ‖ϕ‖2L2(R) .
Esto, implica que σϕ(ξ) <∞ casi para cualquier ξ ∈ T.
Proposicio´n 3.18. Sea g ∈ L2(R), entonces son equivalentes:
{g(· − k) : k ∈ Z} es un sistema ortonormal.∑
k∈Z |gˆ(ξ + 2kpi)|2 = 1 c.p.t. ξ ∈ R.
Demostracio´n:
Utilizando el Teorema de Plancherel (B.14), el Teorema de la Convergencia Mono´tona
(A.1) y sabiendo que τ̂xf(t) = fˆ(t)e
−ixt, tenemos:∫
R
g(x)g(x− k)dx = 1
2pi
∫
R
|gˆ(ξ)|2eikξdξ = 1
2pi
∞∑
l=−∞
∫ 2(l+1)pi
2lpi
|gˆ(ξ)|2eikξdξ =
=
1
2pi
∞∑
l=−∞
∫ 2pi
0
|gˆ(µ+ 2lpi)|2eikµdµ = 1
2pi
∫ 2pi
0
(∑
l∈Z
|gˆ(µ+ 2lpi)|2
)
eikµdµ.
Si
∑
l∈Z |gˆ(µ+ 2lpi)|2 = 1, entonces
∫
R g(x)g(x− k)dx = 12pi
∫ 2pi
0
eikµdµ.
Como 1
2pi
∫ 2pi
0
eikµdµ vale 1 si k = 0 y vale 0 si k 6= 0, esto implica que {g(· − k) : k ∈ Z}
es una sistema ortonormal.
Si {g(· − k) : k ∈ Z} es una sistema ortonormal, entonces 1
2pi
∫ 2pi
0
(∑
l∈Z |gˆ(µ+ 2lpi)|2
)
eikµdµ
son los coeficientes de Fourier de la funcio´n
∑
l∈Z |gˆ(µ+ 2lpi)|2 y valen 0 para cualquier
k 6= 0 y 1 para k = 0. Por lo tanto,∑
l∈Z |gˆ(µ+ 2lpi)|2 = 1 c.p.t. µ ∈ R

Proposicio´n 3.19. Sea {ϕ(· − k) : k ∈ Z} una base de Riesz de V0, entonces podemos
encontrar una funcio´n γ ∈ V0 tal que {γ(· − k) : k ∈ Z} sea una base ortonormal de V0.
Desmostracio´n:
Este resultado es una consecuencia del Lema 3.12. Sea γ tal que γˆ = ϕˆ
σϕ
. Sabemos que 1
σϕ
esta´ acotada ya que:
0 < 1√
B
≤ 1
σϕ(ξ)
≤ 1√
A
casi para cualquier ξ ∈ R.
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Por lo tanto, por el Teorema de Plancherel (B.14) tenemos que γ converge en L2(R).
Como σϕ es 2pi perio´dica, entonces podemos encontrar dos sucesiones {ak}k∈Z y {bk}k∈Z
de l2(Z) tal que:
1
σϕ(ξ)
=
∑
k∈Z ake
−ikξ y σϕ(ξ) =
∑
k∈Z bke
−ikξ en L2(T).
Entonces,
γˆ(ξ) = ϕˆ(ξ)
∑
k∈Z ake
−ikξ y ϕˆ(ξ) = γˆ(ξ)
∑
k∈Z bke
−ikξ.
Calculando las transformadas de Fourier de estas igualdades obtenemos
γ(x) =
∑
k∈Z akϕ0,k(x) y ϕ(x) =
∑
k∈Z bkγ0,k(x)
en L2(R). Por lo tanto,
γ ∈ span {ϕ0,k : k ∈ Z} y ϕ ∈ span {γ0,k : k ∈ Z}.
Entonces, por la definicio´n de γˆ y la 2pi periocidad de σϕ:∑
k∈Z |γˆ(ξ + 2kpi)|2 = 1σ2ϕ(ξ)
∑
k∈Z |ϕˆ(ξ + 2kpi)|2 = 1 c.p.t. ξ ∈ R
Por la Proposicio´n 3.18, tenemos que {γ(· − k) : k ∈ Z} es una base ortonormal de V0.

3.2. Construccio´n de wavelets desde un MRA
Sea W0 el complementario ortogonal de V0 en V1, es decir, V1 = V0⊕W0. El Teorema de la
Proyeccio´n (A.13) nos asegura que dicho W0 existe. Por lo tanto, si dilatamos los elementos
de W0 por 2
j, obtendremos el subespacio cerrado Wj de Vj+1 tal que Vj+1 = Vj ⊕Wj,
∀j ∈ Z. Esto sera´ cierto, si los Wj satisfacen la siguiente propiedad:
f ∈ W0 ⇐⇒ f(2j·) ∈ Wj.
Veamoslo:
Sea f ∈ W0 y queremos ver que f(2j·) ∈ Vj+1 y que (f(2j·), g) = 0, ∀g ∈ Vj.
Como f ∈ W0, entonces f ∈ V1. Por (3.3), f(2j·) ∈ Vj+1.
Adema´s,
(f(2j·), g) =
∫
R
f(2jx)g(x)dx = 2−j
∫
R
f(t)g(2−jt)dt = 2−j(f, g(2−j·)) = 0
ya que f ∈ W0 y g(2−j·) ∈ V0.
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Sea f(2j·) ∈ Wj y queremos ver que f ∈ V1 y que (f, g) = 0, para toda g ∈ V0.
Como f(2j·) ∈ Wj, entonces f(2j·) ∈ Vj+1 y, por (3.3), f ∈ V1.
Adema´s,
(f, g) =
∫
R
f(x)g(x)dx = 2j
∫
R
f(2jt)g(2jt)dt = 2j(f(2j·), g(2j·)) = 0
ya que f(2j·) ∈ Wj y g(2j·) ∈ Vj.
Adema´s, los subespacios Wj satisfacen que:
Vj+1 = ⊕jl=−∞Wl; (3.20)
L2(R) = ⊕∞l=−∞Wl (3.21)
Veamos primero que Vj+1 = ⊕jl=−∞Wl. Podemos reescribir los Vj+1 de la siguiente manera:
Vj+1 = Vj ⊕Wj = . . . = Vn ⊕
(⊕jl=nWl) .
Sea f ∈ Vj+1, entonces:
f = fn +
∑j
l=n fl con fl ∈ Wl.
Por el Teorema de la Proyeccio´n (A.13) tenemos que fn = Pn(f).
Si demostramos que l´ımn→−∞ ‖Pnf‖2 = 0, entonces podremos afirmar que Vj+1 = ⊕jl=−∞Wl.
Primero demostraremos esto para funciones continuas con soporte compacto y luego gene-
ralizaremos el resultado, por un argumento de densidad, para funciones del espacio L2(R).
Sea g ∈ C[−A,A] y  > 0. Entonces, utilizando la desigualdad de Cauchy-Schwartz (A.8)
tenemos:
‖Png‖22 =
∥∥∥∥∥∑
k
(g, ϕn,k)ϕn,k
∥∥∥∥∥
2
2
=
∑
k
|(g, ϕn,k)|2 =
∑
k
∣∣∣∣∫ A−A g(x)2n/2ϕ(2nx− k)dx
∣∣∣∣2 ≤
≤
∑
k
(∫ A
−A
|g(x)|2 dx
)
2n
(∫ A
−A
|ϕ(2nx− k)|2 dx
)
= ‖g‖22
∑
k
∫ 2nA−k
−2nA−k
|ϕ(x)|2 dx.
Necesitamos ver que:
l´ım
n→−∞
∑
k
∫ 2nA−k
−2nA−k
|ϕ(x)|2 dx = 0.
Como ‖ϕ‖2 = 1, entonces existe N tal que:∑
|k|≥N
∫ 1
2
−k
−1
2
−k
|ϕ(x)|2 dx =
∫
|x|≥N− 1
2
|ϕ(x)|2 dx < .
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Por lo tanto, si 2nA < 1
2
:
∑
|k|≥N
∫ 2nA−k
−2nA−k
|ϕ(x)|2 dx ≤
∑
|k|≥N
∫ 1
2
−k
−1
2
−k
|ϕ(x)|2 dx < .
Como para todo k ∈ Z tenemos que l´ımn→−∞
∫ 2nA−k
−2nA−k |ϕ(x)|2 dx = 0, entonces:
l´ım
n→−∞
‖Png‖22 ≤ ‖g‖22 l´ımn→−∞
∑
k
∫ 2nA−k
−2nA−k
|ϕ(x)|2 dx =
= ‖g‖22 l´ımn→−∞
∑
|k|<N
∫ 2nA−k
−2nA−k
|ϕ(x)|2 dx+
∑
|k|≥N
∫ 2nA−k
−2nA−k
|ϕ(x)|2 dx
 =  ‖g‖22 .
Por lo tanto, l´ımn→−∞ ‖Png‖2 = 0, ∀g ∈ C[−A,A].
Como el espacio de las funciones continuas con soporte compacto es denso en L2(R), esto
implica que para toda f ∈ L2(R), existe g ∈ C[−A,A] tal que ‖f − g‖2 < .
As´ı,
l´ım
n→−∞
‖Pnf‖2 ≤ l´ımn→−∞ (‖Pn(f − g)‖2 + ‖Png‖2) ≤ l´ımn→−∞ ‖f − g‖2 + l´ımn→−∞ ‖Png‖2 < .
Por lo tanto, l´ımn→−∞ ‖Pnf‖2 < .
Con esto queda demostrado que Vj+1 = ⊕jl=−∞Wl.
Falta ver que L2(R) = ⊕∞l=−∞Wl. Sea f ∈ L2(R) y fj+1 = Pj+1f .
Como fj+1 ∈ Vj+1, por lo que acabamos de demostrar:
fj+1 =
∑j
l=−∞ fl con fl ∈ Wl.
Adema´s, ya hemos visto anteriormente que ‖Pj+1f‖2 −→ ‖f‖2.
Por lo tanto, haciendo j −→∞ tenemos:
f =
∑∞
l=−∞ fl con fl ∈ Wl.
Con esto queda demostrado que L2(R) = ⊕∞l=−∞Wl.
Para encontrar un wavelet ortonormal, primero necesitamos encontrar una funcio´n ψ ∈ W0
tal que {ψ(· − k) : k ∈ Z} sea base ortonormal deW0. En este caso,
{
2j/2ψ(2j · −k) : k ∈ Z}
es una base ortonormal de Wj debido a (3.3) y la definicio´n de Wj.
Por lo tanto, {ψj,k : j, k ∈ Z} es base ortonormal de L2(R), lo cual muestra que ψ es un
wavelet ortonormal en R.
Vamos a intentar encontrar dicha funcio´n ψ.
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Consideremos V0 = W−1 ⊕ V−1 y observemos que 12ϕ( ·2) ∈ V−1 ⊂ V0. Por, (3.6) podemos
expresar esta funcio´n en te´rminos de la base {ϕ(·+ k) : k ∈ Z}, de manera que:
1
2
ϕ
(
1
2
x
)
=
∑
k∈Z
αkϕ(x+ k) en L
2(R) (3.22)
donde αk =
1
2
∫
R ϕ
(
1
2
x
)
ϕ(x+ k)dx y
∑
k |αk|2 <∞.
Calculando la transformada de Fourier obtenemos:
ϕˆ(2ξ) = ϕˆ(ξ)m0(ξ) (3.23)
donde m0(ξ) =
∑
k∈Z αke
ikξ es una funcio´n 2pi perio´dica de L2(T).
A esta funcio´n se le llama filtro de paso bajo asociado con la funcio´n escala ϕ.
Corolario 3.24. Sea m0(ξ) =
∑
k∈Z αke
ikξ con αk =
1
2
∫
R ϕ
(
1
2
x
)
ϕ(x+ k)dx el filtro de
paso bajo asociado con la funcio´n escala ϕ.
Entonces, casi para cualquier ξ ∈ R tenemos:
|m0(ξ)|2 + |m0(ξ + pi)|2 = 1. (3.25)
Demostracio´n:
Por (3.23), la Proposicio´n 3.2 y la 2pi periocidad de m0 tenemos:
1 =
∑
k∈Z
|ϕˆ(2ξ + 2kpi)|2 =
∑
k∈Z
|ϕˆ(ξ + kpi)|2|m0(ξ + kpi)|2 =
=
∑
k=2l
|ϕˆ(ξ + 2lpi)|2|m0(ξ + 2lpi)|2 +
∑
k=2l+1
|ϕˆ(ξ + 2lpi + pi)|2|m0(ξ + 2lpi + pi)|2 =
= |m0(ξ)|2
∑
k=2l
|ϕˆ(ξ + 2lpi)|2 + |m0(ξ + pi)|2
∑
k=2l+1
|ϕˆ(ξ + 2lpi + pi)|2 =
= |m0(ξ)|2 + |m0(ξ + pi)|2
casi para cualquier ξ ∈ R.

Lema 3.26. Sea ϕ la funcio´n escala de un ana´lisis de multiresolucio´n {Vj}j∈Z, y m0 el
filtro de paso bajo asociado. Entonces:
V−1 =
{
f : fˆ(ξ) = m(2ξ)m0(ξ)ϕˆ(ξ) para alguna m ∈ L2(T) 2pi perio´dica
}
;
V0 =
{
f : fˆ(ξ) = l(ξ)ϕˆ(ξ) para alguna l ∈ L2(T) 2pi perio´dica
}
.
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Desmostracio´n:
Veamos que V−1 =
{
f : fˆ(ξ) = m(2ξ)m0(ξ)ϕˆ(ξ) para alguna m ∈ L2(T) 2pi perio´dica
}
.
Sea f ∈ V−1, entonces f(x) = 1√2
∑
k∈Z ckϕ(
1
2
x− k) con ∑k∈Z |ck|2 <∞.
Calculando la transformada de Fourier y usando (3.23) tenemos:
fˆ(ξ) =
√
2ϕˆ(2ξ)
∑
k∈Z
cke
−2ikξ = m(2ξ)ϕˆ(2ξ) = m(2ξ)m0(ξ)ϕˆ(ξ)
donde m(ξ) =
∑
k∈Z cke
−ikξ es una funcio´n 2pi perio´dica de L2(T).
Rec´ıprocamente, sea m ∈ L2(T) y 2pi perio´dica y veamos que una funcio´n f definida tal
que fˆ(ξ) = m(2ξ)m0(ξ)ϕˆ(ξ) pertenece a V−1.
Observamos que para toda h ∈ L2(T) 2pi perio´dica tenemos que h(ξ)ϕˆ(ξ) ∈ L2(R). Esto
es cierto debido a la ortonormalidad de {ϕ(· − k) : k ∈ Z}, a la Proposicio´n 3.18 y al
Teorema de la Convergencia Mono´tona (A.1), ya que:
‖hϕˆ‖2L2(R) =
∫
R
|h(ξ)|2|ϕˆ(ξ)|2dξ =
∑
k
∫ 2(k+1)pi
2kpi
|h(ξ)|2|ϕˆ(ξ)|2dξ =
=
∑
k
∫ 2pi
0
|h(µ)|2|ϕˆ(µ+ 2kpi)|2dµ =
∫ 2pi
0
|h(µ)|2
∑
k
|ϕˆ(µ+ 2kpi)|2dµ = ‖h‖2L2(T) <∞.
Como |m0(ξ)| ≤ 1, debido a (3.25), y m ∈ L2(T) entonces h(ξ) = m(2ξ)m0(ξ) ∈ L2(T).
Por lo tanto, como fˆ(ξ) = m(2ξ)ϕˆ(2ξ) y f ∈ L2(R) entonces, por unicidad de la transfor-
mada de Fourier, f ∈ V−1.
Argumentando de manera ana´loga se demuestra la caracterizacio´n del subespacio V0.

Sigamos con la construccio´n del wavelet ψ. Los elementos de W−1 son funciones f ∈ L2(R),
tal que f ∈ V0 y son ortogonales a V−1.
Identidad de Polarizacio´n 3.27. Sean u, v elementos de una espacio de Banach real.
Entonces satisfacen:
(u, v) =
1
4
(‖u+ v‖2 − ‖u− v‖2)
Demostracio´n:
‖u+ v‖2 − ‖u− v‖2 = (u+ v, u+ v)− (u− v, u− v) =
= (u, u) + (u, v) + (v, u) + (v, v)− (u, u)− (u,−v)− (−v, u)− (−v,−v) = 4(u, v).

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Sea U : V0 −→ L2(T) definida por U(f) = l, donde l es una funcio´n como la del Lema
3.26. Observar que ϕˆ(ξ) 6= 0 ya que si existiera un ξ0 tal que ϕˆ(ξ0) = 0 entonces fˆ(ξ0) = 0
para cualquier f ∈ L2(R) y esto no tiene sentido. Adema´s, como la transformada de Fou-
rier es u´nica para cada funcio´n, esto implica que la funcio´n l es u´nica para cada f ∈ L2(R).
Es fa´cil ver que U es lineal y que satisface:
‖Uf‖2L2(T) = ‖l‖2L2(T) =
∫ 2pi
0
∣∣∣∣∣∑
k
dke
−ikξ
∣∣∣∣∣
2
dξ = 2pi
∑
k
|dk|2 = 2pi ‖f‖2L2(R) .
Por la identidad de polarizacio´n, para cualquier f, g ∈ V0, obtenemos:
< Uf, Ug >L2(T)=
1
4
(
‖U(f + g)‖2L2(T) − ‖U(f − g)‖2L2(T)
)
=
=
1
4
(
2pi ‖f + g‖2L2(R) − 2pi ‖f − g‖2L2(R)
)
= 2pi < f, g >L2(R) .
Sea g ∈ V−1. Si f es ortogonal a V−1, utilizando esta igualdad, la 2pi periocidad de m y el
Lema 3.26 tenemos:
0 =< f, g >L2(R)=
1
2pi
< Uf, Ug >L2(T)=
1
2pi
< l(ξ),m(2ξ)m0(ξ) >L2(T)=
=
1
2pi
∫ 2pi
0
l(ξ)m(2ξ)m0(ξ)dξ =
1
2pi
∫ 2pi
0
m(2ξ)
[
l(ξ)m0(ξ) + l(ξ + pi)m0(ξ + pi)
]
dξ.
para cualquier m ∈ L2(T) 2pi perio´dica. Por lo tanto, obtenemos:
l(ξ)m0(ξ) + l(ξ + pi)m0(ξ + pi) = 0 para casi cualquier ξ ∈ T
Esto implica que:
(l(ξ), l(ξ + pi)) = −λ(ξ + pi)(m0(ξ + pi),−m0(ξ)) (3.28)
para casi cualquier ξ y un apropiado λ(ξ). Haciendo el cambio ξ = µ+ pi obtenemos:
(l(µ+ pi), l(µ)) = −λ(µ+ 2pi)(m0(µ),−m0(µ+ pi))
por la 2pi periocidad de m0 y l. Esta igualdad equivale a:
(l(ξ), l(ξ + pi)) = λ(ξ + 2pi)(m0(ξ + pi),−m0(ξ)) (3.29)
para casi cualquier ξ. Sabemos de (3.25) que el vector (m0(ξ + pi),−m0(ξ)) tiene norma
1 para casi cualquier ξ. Por (3.28) y (3.29) tenemos:
λ(ξ + pi) = −λ(ξ + 2pi)⇐⇒ λ(ξ) = −λ(ξ + pi).
Por lo tanto, λ es una funcio´n 2pi perio´dica de L2(T) satisfaciendo,
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λ(ξ) = −λ(ξ + pi) casi para cualquier ξ ∈ T. (3.30)
Sea s(2ξ) = λ(ξ)
e−iξ donde s ∈ L2(T) y 2pi perio´dica, entonces por (3.28) y (3.30) obtenemos:
l(ξ) = eiξs(2ξ)m0(ξ + pi). (3.31)
Esto nos da una caracterizacio´n del subespacio W−1:
W−1 =
{
f : fˆ(ξ) = eiξs(2ξ)m0(ξ + pi)ϕˆ(ξ) con s ∈ L2(T)2pi perio´dica
}
.
Lema 3.32. Sea ϕ una funcio´n escala de un ana´lisis de multiresolucio´n {Vj}j∈Z, y m0 el
filtro de paso bajo asociado, entonces:
W0 =
{
f : fˆ(2ξ) = eiξs(2ξ)m0(ξ + pi)ϕˆ(ξ) con s ∈ L2(T)2pi perio´dica
}
.
De manera similar tenemos:
Wj =
{
f : fˆ(2j+1ξ) = eiξs(2ξ)m0(ξ + pi)ϕˆ(ξ) con s ∈ L2(T)2pi perio´dica
}
.
Proposicio´n 3.33. Sea ϕ una funcio´n escala de un ana´lisis de multiresolucio´n {Vj}j∈Z, y
m0 el filtro de paso bajo asociado, entonces una funcio´n ψ ∈ W0 es un wavelet ortonormal
de L2(R), si y so´lo si,
ψˆ(2ξ) = eiξv(2ξ)m0(ξ + pi)ϕˆ(ξ) (3.34)
casi para cualquier ξ ∈ R, para alguna funcio´n medible 2pi perio´dica v tal que |v(ξ)| = 1
para casi cualquier ξ ∈ T.
Demostracio´n:
Sea ψˆ(2ξ) = eiξv(2ξ)m0(ξ + pi)ϕˆ(ξ) casi para cualquier ξ ∈ R, para alguna funcio´n medible
2pi perio´dica v tal que |v(ξ)| = 1 para casi cualquier ξ ∈ T.
Debido a que v ∈ L2(T) y a (3.32), obtenemos que ψ ∈ W0.
Sea g ∈ W0 entonces, por la caracterizacio´n de W0, gˆ(2ξ) = eiξs(2ξ)m0(ξ + pi)ϕˆ(ξ) con
s ∈ L2(T).
De esta manera,
gˆ(ξ) =
v(ξ)
v(ξ)
ei
ξ
2 s(ξ)m0(
ξ
2
+ pi)ϕˆ(
ξ
2
) =
s(ξ)
v(ξ)
ψˆ(ξ) = s(ξ)v(ξ)ψˆ(ξ).
Como sv ∈ L2(T), podemos escribir s(ξ)v(ξ) = ∑k∈Z cke−ikξ donde {ck}k∈Z ∈ l2(Z) y
as´ı obtener:
gˆ(ξ) =
∑
k∈Z
cke
−ikξψˆ(ξ).
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Lo que implica que:
g(x) =
∑
k∈Z
ckψ(x− k).
As´ı, hemos probado que {ψ(· − k) : k ∈ Z} genera W0.
La ortonormalidad de este sistema la vamos a ver mostrando que ψˆ satisface la igualdad
de la Proposicio´n 3.18. Por (3.25), la 2pi periocidad de m0 y usando la Proposicio´n 3.18
para ϕ, tenemos:∑
k∈Z
|ψˆ(ξ + 2kpi)|2 =
∑
k∈Z
|ϕˆ(ξ
2
+ kpi)|2|m0(ξ
2
+ kpi + pi)|2 =
=
∑
l∈Z
|ϕˆ(ξ
2
+ 2lpi)|2|m0(ξ
2
+ 2lpi + pi)|2 +
∑
l∈Z
|ϕˆ(ξ
2
+ 2lpi + pi)|2|m0(ξ
2
+ 2lpi + 2pi)|2 =
= |m0(ξ
2
+ pi)|2 + |m0(ξ
2
)|2 = 1.
Por lo tanto, {ψ(· − k) : k ∈ Z} es base ortonomal de W0.
Si {ψ(· − k) : k ∈ Z} es base ortonomal de W0, entonces
{
2j/2ψ(2j · −k) : k ∈ Z} es base
ortonomal de Wj.
Por (3.21), dada f ∈ L2(R) tenemos:
f =
∑∞
l=−∞ fl y fl =
∑
k ak2
l/2ψ(2l · −k)
donde fl ∈ Wl. As´ı, f =
∑∞
l=−∞
∑
k ak2
l/2ψ(2l · −k).
Por lo tanto, obtenemos que ψ es wavelet ortonormal de L2(R).
Rec´ıprocamente, supongamos que ψ ∈ W0 es un wavelet ortonormal de L2(R).
Como ψ ∈ W0 entonces, por el Lema 3.32, ψˆ(ξ) = ei ξ2v(ξ)m0( ξ2 + pi)ϕˆ( ξ2).
Si vemos que |v(ξ)| = 1 casi para cualquier ξ ∈ T, acabaremos la demostracio´n. Por lo
tanto, utilizando un argumento ana´logo al que acabamos de hacer, tenemos:
1 =
∑
k∈Z
|ψˆ(ξ + 2kpi)|2 =
∑
k∈Z
|v(ξ)|2|ϕˆ(ξ
2
+ kpi)|2|m0(ξ
2
+ kpi + pi)|2 =
= |v(ξ)|2
∑
l∈Z
|ϕˆ(ξ
2
+ 2lpi)|2|m0(ξ
2
+ 2lpi + pi)|2+
+ |v(ξ)|2
∑
l∈Z
|ϕˆ(ξ
2
+ 2lpi + pi)|2|m0(ξ
2
+ 2lpi + 2pi)|2 =
= |v(ξ)|2
[
|m0(ξ
2
+ pi)|2 + |m0(ξ
2
)|2
]
= |v(ξ)|2.

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Con esta proposicio´n completamos la construccio´n de un wavelet construido a trave´s de
un ana´lisis de multiresolucio´n.
Por simplicidad, podemos suponer que v(ξ) = 1. As´ı, por (3.34) y (3.23), obtenemos:
ψˆ(2ξ) =
(∑
k∈Z
(−1)kαke−i(k−1)ξ
)
ϕˆ(ξ).
Por lo tanto,
ψˆ(ξ) =
(∑
k∈Z
(−1)kαke−i(k−1)
ξ
2
)
ϕˆ(
ξ
2
).
Y calculando la inversa de la transformada de Fourier obtenemos:
ψ(x) = 2
∑
k∈Z
(−1)kαkϕ(2x− (k − 1)). (3.35)
3.3. Caracterizaciones
Definicio´n 3.36. Una funcio´n f ∈ L2(R) se dice que es de banda limitada si el soporte
de fˆ es un compacto de R.
Proposicio´n 3.37. El conjunto de las funciones de banda limitada es denso en L2(R).
Demostracio´n:
Sea D el conjunto de las funciones de banda limitada. Por el Teorema de la Proyeccio´n
(A.13) sabemos que:
L2(R) = D ⊕D⊥.
Adema´s, la Proposicio´n A.14 nos dice que basta ver queD⊥ = {0} para probar la densidad.
Sea f ∈ D⊥ ⊂ L2(R) tal que 0 =< f, g > para cualquier g ∈ D.
Por el Teorema de Plancherel (B.14),
0 =< f, g >=
∫
R
fˆ(ξ)gˆ(ξ)dξ.
En particular, sea g tal que gˆ = χA con A compacto medible de R.
Entonces, g ∈ D y adema´s,
0 =
∫
R
fˆ(ξ)gˆ(ξ)dξ =
∫
A
fˆ(ξ)dξ.
Por lo tanto, fˆ(ξ) = 0 casi para cualquier ξ ∈ R. Esto implica que f = 0.
As´ı, D⊥ = {0} =⇒ D es denso en L2(R).

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Teorema 3.38. ϕ ∈ L2(R) es una funcio´n escala de un MRA si y so´lo si se satisfacen
las tres condiciones siguientes:∑
k∈Z
|ϕˆ(ξ + 2kpi)|2 = 1 c.p.t. ξ ∈ T; (3.39)
l´ım
j−→∞
∣∣ϕˆ(2−jξ)∣∣ = 1 c.p.t. ξ ∈ R; (3.40)
Existe m0 funcio´n 2pi perio´dica tal que ϕˆ(2ξ) = m0(ξ)ϕˆ(ξ), c.p.t. ξ ∈ R. (3.41)
Demostracio´n:
Supongamos que ϕ es una funcio´n escala de un MRA. Por la Proposicio´n 3.18 se satisface
la condicio´n (3.39) y la igualdad (3.23) equivale a la condicio´n (3.41).
Falta ver que se satisface la condicio´n (3.40).
Como {Vj : j ∈ Z} es una MRA de L2(R), entonces L2(R) =
⋃
j Vj y por las observaciones
del Teorema 3.10 tenemos:
l´ım
j−→∞
1
2−j+1
∫ 2−j
−2−j
|ϕˆ(µ)|2 dµ = l´ım
j−→∞
1
2
∫ 1
−1
∣∣ϕˆ(2−jξ)∣∣2 dξ = 1.
Por (3.39) tenemos que |ϕˆ(2−jξ)| ≤ 1. Adema´s, como |m0(ξ)| ≤ 1 c.p.t. ξ ∈ R y ϕˆ(2ξ) =
m0(ξ)ϕˆ(ξ), entonces |ϕˆ(2ξ)| ≤ |ϕˆ(ξ)|. Por lo tanto, |ϕˆ(2−jξ)| es mono´tona.
As´ı, 0 ≤ l´ımj−→∞ |ϕˆ(2−jξ)| ≤ 1. Utilizando el Teorema de la Convergencia Dominada
(A.3),
1 = l´ım
j−→∞
1
2
∫ 1
−1
∣∣ϕˆ(2−jξ)∣∣2 dξ = 1
2
∫ 1
−1
l´ım
j−→∞
∣∣ϕˆ(2−jξ)∣∣2 dξ.
Suponiendo que 0 ≤ l´ımj−→∞ |ϕˆ(2−jξ)| < 1 llegamos a contradiccio´n. Por lo tanto,
l´ımj−→∞ |ϕˆ(2−jξ)| = 1.
Supongamos ahora que se satisfacen las condiciones (3.39), (3.40) y (3.41).
Sean {Vj : j ∈ Z} subespacios cerrados de L2(R) tal que:
Vj =
{
span {ϕ(· − k) : k ∈ Z}, si j = 0;
{f : f(2−j·) ∈ V0} , si j 6= 0.
Entonces, ϕ ∈ L2(R) sera´ funcio´n escala si {Vj : j ∈ Z} forman un MRA de L2(R) con
{ϕ(· − k) : k ∈ Z} base ortonormal de V0.
Claramente los {Vj} satisfacen que f ∈ Vj ⇐⇒ f(2·) ∈ Vj+1 para cualquier j ∈ Z. Como
ϕ ∈ L2(R) cumple la condicio´n (3.39), por la Proposicio´n 3.18 tenemos {ϕ(· − k) : k ∈ Z}
es base ortonormal de V0.
Adema´s, para cada j ∈ Z tenemos que:
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Vj =
{
f |fˆ(2jξ) = µj(ξ)ϕˆ(ξ) para alguna µj ∈ L2(T)2pi perio´dica
}
. (3.42)
Veamos que dicha caracterizacio´n de los subespacios {Vj} es cierta:
Sea f ∈ Vj. As´ı, f ∈ Vj =⇒ f(2−j·) ∈ V0 =⇒ f(2−jx) =
∑
k a
j
kϕ(x− k).
Calculando la transformada de Fourier obtenemos:
fˆ(2jξ) =
∑
k
2−jajke
−ikξϕˆ(ξ)
donde µj(ξ) =
∑
k 2
−jajke
−ikξ ∈ L2(T) y es 2pi perio´dica.
Sea f tal que fˆ(2jξ) = µj(ξ)ϕˆ(ξ) para alguna µj ∈ L2(T) 2pi perio´dica.
Como µj ∈ L2(T), entonces µj(ξ) =
∑
k a
j
ke
−ikξ. As´ı,
fˆ(2jξ) =
∑
k
ajke
−ikξϕˆ(ξ) =
∑
k
ajk (ϕ(· − k))ˆ (ξ).
Por lo tanto, calculando la inversa de la transformada de Fourier obtenemos que
f(x) =
∑
k a
j
k2
jϕ(2jx− k). As´ı, f ∈ Vj.
Viendo que V0 ⊂ V1 entonces los {Vj} satisfara´n que Vj ⊂ Vj+1, ya que:
f ∈ Vj =⇒ f(2−j·) ∈ V0 ⊂ V1 =⇒ f(2−j−1·) ∈ V0 =⇒ f ∈ Vj+1
Por lo tanto, dada f ∈ V0 por (3.42) tenemos que fˆ(ξ) = µ0(ξ)ϕˆ(ξ) con µ0 ∈ L2(T)
2pi perio´dica. Por (3.41), fˆ(2ξ) = µ0(2ξ)ϕˆ(2ξ) = µ0(2ξ)m0(ξ)ϕˆ(ξ), y junto con la 2pi
periocidad de m0 y (3.39) tenemos:
1 =
∑
k
|ϕˆ(2ξ + 2kpi)|2 =
∑
k
|m0(ξ + kpi)|2 |ϕˆ(ξ + kpi)|2 =
= |m0(ξ)|2
∑
l
|ϕˆ(ξ + 2lpi)|2 + |m0(ξ + pi)|2
∑
l
|ϕˆ(ξ + (2l + 1)pi)|2 =
= |m0(ξ)|2 + |m0(ξ + pi)|2 = 1.
Lo que muestra que |m0(ξ)| ≤ 1 casi para cualquier ξ ∈ T. Entonces, µ0(2ξ)m0(ξ) ∈ L2(T)
y es 2pi perio´dica. As´ı, por (3.42), f ∈ V1 =⇒ V0 ⊂ V1.
Por u´ltimo, nos falta ver que los {Vj} satisfacen que
⋃
j Vj = L
2(R).
Sea Pj la proyeccio´n en Vj. Nos es suficiente ver que:
l´ım
j→∞
‖f − Pjf‖22 = 0
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Si es cierto, esto equivale a decir:
∀ > 0,∃j0 ∈ Z tal que ∀j ≥ j0 tenemos que ‖f − Pjf‖22 <  =⇒
⋃
j
Vj = L
2(R).
Por lo tanto, por el Teorema de la Proyeccio´n (A.13) sabemos que < Pjf, f − Pjf >= 0
y utilizando el Teorema de Pita´goras (A.10) tenemos que:
‖Pjf‖22 + ‖f − Pjf‖22 = ‖f‖22 ⇐⇒ ‖f − Pjf‖22 = ‖f‖22 − ‖Pjf‖22
Viendo que l´ımj→∞ ‖Pjf‖22 = ‖f‖22 acabar´ıamos la demostracio´n del teorema.
Supongamos que f ∈ L2(R) es tal que fˆ tiene soporte compacto.
Como
{
2j/2ϕ(2j · −k)} es una base ortonormal de Vj y para un j positivo suficientemente
grande fˆ(2j·) tiene soporte en [−pi, pi], entonces:
‖Pjf‖22 =
∥∥∥∥∥∑
k
(f, ϕj,k)ϕj,k(x)
∥∥∥∥∥
2
2
=
∑
k
|(f, ϕj,k)|2 =
∑
k
∣∣∣∣∫
R
f(t)2j/2ϕ(2jt− k)dt
∣∣∣∣2 =
=
∑
k
2−j
∣∣∣∣∫
R
f(2−jx)ϕ(x− k)dx
∣∣∣∣2 = ∑
k
2−j
∣∣∣∣ 12pi
∫
R
(f(2−jx))ˆ(ξ)
(
ϕ(x− k)
)
(ˆξ)dξ
∣∣∣∣2 =
=
2j
2pi
∑
k
∣∣∣∣∫ pi−pi fˆ(2jξ)ϕˆ(ξ)eikξdξ
∣∣∣∣2 = 2j2pi∑
k
|(fˆ(2jξ)ϕˆ(ξ), e−ikξ)|2 =
=
2j
2pi
∫ pi
−pi
|fˆ(2jξ)ϕˆ(ξ)|2dξ = 1
2pi
∫ 2jpi
−2jpi
|fˆ(η)ϕˆ(2−jη)|2dη.
Utilizando (3.40) y el Teorema de la Convergencia Dominada (A.3) obtenemos:
l´ım
j→∞
‖Pjf‖22 = ‖f‖22
para cualquier funcio´n f ∈ L2(R) de banda limitada.
Como las funciones de banda limitada son densas en L2(R), entonces:
l´ımj→∞ ‖Pjf‖22 = ‖f‖22, ∀f ∈ L2(R).

Teorema 3.43. Sea ψ ∈ L2(R) tal que ‖ψ‖2 = 1, entonces ψ es un wavelet ortonormal
si, y so´lo si se satisfacen las dos condiciones siguientes:∑
j∈Z |ψˆ(2jξ)|2 = 1 c.p.t. ξ ∈ R;∑∞
j=0 ψˆ(2
jξ)ψˆ(2j(ξ + 2mpi)) = 0 c.p.t. ξ ∈ R, m ∈ 2Z+ 1.
Teorema 3.44. Sea ψ ∈ L2(R) wavelet, entonces ψ es un wavelet construido a trave´s de
un MRA si, y so´lo si se satisface la siguiente condicio´n:∑
k∈Z
∑∞
j=1 |ψˆ(2j(ξ + 2kpi)|2 = 1 c.p.t. ξ ∈ R.
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3.4. Ejemplos de wavelets
3.4.1. Wavelet de Haar
Sea Vj = {f ∈ L2(R) : f(x) = ck constante si x ∈ [2−jk, 2−j(k + 1)] = Ij,k con k ∈ Z}.
Veamos que {Vj} forma un MRA con funcio´n escala ϕ(x) = χ[−1,0)(x).
¿{Vj} subespacios cerrados?
Sea g ∈ Vj y queremos ver si g ∈ Vj, es decir, si g(x) = ck para x ∈ Ij,k y k ∈ Z.
Sea {fn} ⊂ Vj tal que l´ımn fn = g. Sea x ∈ Ij,k, entonces:
ck = l´ım
n
ck = l´ım
n
fn(x) = g(x) =⇒ g ∈ Vj =⇒ Vj = Vj
¿Vj ⊂ Vj+1?
Observar que Ij,k = Ij+1,2k ∪ Ij+1,2k+1.
Si f es constante en Ij,k, entonces f es constante en Ij+1,l con l ∈ Z.
Por lo tanto, f ∈ Vj+1 =⇒ Vj ⊂ Vj+1
Claramente se satisface que f ∈ Vj ⇐⇒ f(2·) ∈ Vj+1.
¿ϕ es funcio´n escala?
Tenemos ϕ(x) = χ[−1,0)(x) y V0 = {f ∈ L2(R) : f(x) = ck si x ∈ [k, k + 1] con k ∈ Z}.
Si k = −1, entonces ϕ ∈ V0. Adema´s, ϕ(x− k) = χ[−1,0)(x− k) = χ[k−1,k)(x) ∈ V0.
< ϕ(x− k), ϕ(x− j) >=
∫
R
χ[k−1,k)(x)χ[j−1,j)(x)dx =
{
1, si j = k;
0, si j 6= k;
ya que [k − 1, k) ∩ [j − 1, j) = ∅ si j 6= k.
As´ı, {ϕ(x− k) : k ∈ Z} es un sistema ortonormal.
Si f ∈ V0, entonces f(x) =
∑
k ckχ[k−1,k)(x) =
∑
k ckϕ(x − k). Por lo tanto,
{ϕ(x− k) : k ∈ Z} es base ortonormal de V0.
¿L2(R) =
⋃
j Vj?
ϕˆ(ξ) =
∫ 0
−1 e
−iξxdx = e
iξ−1
iξ
y l´ımξ−→0 ϕˆ(ξ) = 1 6= 0.
Por lo tanto, ϕˆ es continua en R. Utilizando el Teorema 3.10 obtenemos lo que
quer´ıamos.
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Por lo tanto, {Vj}j forman un MRA con funcio´n escala ϕ(x) = χ[−1,0)(x). As´ı,
1
2
ϕ
(
1
2
x
)
=
1
2
χ[−2,0)(x) =
1
2
χ[−2,−1)(x) +
1
2
χ[−1,0)(x) =
1
2
ϕ(x+ 1) +
1
2
ϕ(x).
Entonces, m0(ξ) =
1
2
(
1 + eiξ
)
. Por (3.35) tenemos:
ψ(x) = ϕ(2x+ 1)− ϕ(2x) = χ[−1,−1/2)(x)− χ[−1/2,0)(x).
Falta ver que ψ es una wavelet ortonormal. Entonces:
ϕˆ(ξ) =
(
eiξ − 1
iξ
)(
e−iξ/2
e−iξ/2
)
= eiξ/2
sin(ξ/2)
ξ/2
;
ψˆ(2ξ) =
(
1
2
eiξ − 1
2
)
eiξ − 1
iξ
= eiξ
(
1 + e−i(ξ+pi)
2
)(
eiξ − 1
iξ
)
;
ψˆ(ξ) = eiξ/2
(
1− e−iξ/2) (eiξ/2 − 1)
iξ
= ieiξ/2
1− cos(ξ/2)
ξ/2
= ieiξ/2
sin2(ξ/4)
ξ/4
.
Calculando la transformada de Fourier de ψ podemos ver que coincide con esta u´ltima
expresio´n.
Por lo tanto, por la Proposicio´n 3.33 tenemos que ψ es una wavelet ortonormal y es la
llamada Wavelet de Haar.
Figura 2: Wavelet de Haar.
3.4.2. Wavelet de Shannon
Sea ϕ tal que ϕˆ(ξ) = χ[−pi,pi](ξ) y Vj = span {ϕj,k = 2j/2ϕ(2j · −k) con k ∈ Z}.
Veamos que {Vj} es un MRA con ϕ funcio´n escala.
Claramente se satisface que f ∈ Vj ⇐⇒ f(2·) ∈ Vj+1 donde {Vj}j son subespacios
cerrados.
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¿Vj ⊂ Vj+1?
Veamos que V0 =
{
f ∈ L2(R) : suppfˆ ⊂ [−pi, pi]
}
.
• Sea f ∈ V0, entonces f(x) =
∑
k akϕ(x− k). As´ı,
fˆ(ξ) =
∑
k
ake
−ikξϕˆ(ξ) =
∑
k
ake
−ikξχ[−pi,pi](ξ).
Por lo tanto, supp fˆ ⊂ [−pi, pi].
• Sea f ∈ L2(R) tal que supp fˆ ⊂ [−pi, pi].
Por el Teorema de Plancherel (B.14) tenemos que fˆ ∈ L2(R), y por lo tanto,
fˆ ∈ L2(T). As´ı, sea ξ ∈ [−pi, pi]:
fˆ =
∑
k
ake
−ikξχ[−pi,pi](ξ) =
∑
k
ake
−ikξϕˆ(ξ).
Por unicidad de la transformada de Fourier obtenemos:
f(x) =
∑
k
akϕ(x− k).
Por lo tanto, f ∈ V0.
Como f ∈ Vj ⇐⇒ f(2·) ∈ Vj+1, entonces:
Vj =
{
f ∈ L2(R) : suppfˆ ⊂ [−2jpi, 2jpi]} .
De esta manera, si f ∈ V−1 como supp fˆ ⊂
[−pi
2
, pi
2
] ⊂ [−pi, pi], entonces f ∈ V0.
As´ı, V−1 ⊂ V0 y falta ver que Vj ⊂ Vj+1. Por lo tanto,
f ∈ Vj =⇒ f(x) =
∑
k
ak2
j/2ϕ(2jx− k)⇐⇒ f(2−j−1x) =
∑
k
ak2
j/2ϕ(2−1x− k) =⇒
=⇒ f(2−j−1x) =
∑
k
ak2
j/2ϕ(x− k) =⇒ f(x) =
∑
k
ak2
j/2ϕ(2j+1x− k) =⇒ f ∈ Vj+1.
¿ϕ es funcio´n escala? ¿L2(R) =
⋃
j Vj?
Como ϕˆ(ξ) = χ[−pi,pi](ξ) es continua en el 0 y ϕˆ(0) = 1, entonces por el Teorema
3.10 si vemos que ϕ es funcio´n escala tendremos que L2(R) =
⋃
j Vj.
Como ϕˆ ∈ L2(R), entonces ϕ ∈ L2(R). Adema´s,∑
k∈Z
|ϕˆ(ξ + 2kpi)|2 =
∑
k∈Z
∣∣χ[−pi,pi](ξ + 2kpi)∣∣2 = 1
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ya que para cada ξ existe una u´nica k tal que ξ + 2kpi ∈ [−pi, pi].
As´ı, por la Proposicio´n 3.18 tenemos que {ϕ(· − k) : k ∈ Z} es un sistema ortonor-
mal. Como V0 = span {ϕ0,k = ϕ(· − k)}, entonces {ϕ(· − k) : k ∈ Z} es base orto-
normal de V0.
Ver que 1
2
ϕ
(
1
2
x
) ∈ V−1 ⊂ V0 equivale a encontrar el filtro de paso bajo asociado m0
que satisfaga (3.23).
Si 2ξ ∈ [−pi, pi)⇐⇒ ξ ∈ [−pi/2, pi/2) =⇒ 1 = ϕˆ(2ξ) = ϕˆ(ξ)m0(ξ) = m0(ξ).
Si ξ ∈ [−pi,−pi/2) ∪ [pi/2, pi) ⇐⇒ 2ξ ∈ [−2pi,−pi) ∪ [pi, 2pi) =⇒ 0 = ϕˆ(2ξ) =
ϕˆ(ξ)m0(ξ) = m0(ξ).
As´ı, por (3.23) hemos encontrado que:
m0(ξ) =
{
1, si −pi
2
≤ ξ < pi
2
;
0, si − pi ≤ ξ < −pi
2
o pi
2
≤ ξ < pi;
la cual la podemos extender perio´dicamente desde [−pi, pi] a R.
Por lo tanto, ϕ es funcio´n escala.
De esta manera, {Vj}j forman un MRA con funcio´n escala ϕ. As´ı, por (3.34) tenemos:
ψˆ(2ξ) = eiξχ[−pi/2,pi/2](ξ + pi)χ[−pi,pi](ξ) = eiξχ[−pi,−pi/2]∪[pi/2,pi](ξ).
Es decir, ψˆ(ξ) = eiξ/2χ[−2pi,−pi]∪[pi,2pi](ξ). Por lo tanto, la funcio´n ψ tal que:
ψˆ(ξ) = eiξ/2χ[−2pi,−pi]∪[pi,2pi](ξ)
es llamada la Wavelet de Shannon.
Figura 3: Wavelet de Shannon.
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3.4.3. Wavelet de Franklin
Sea ψ ∈ L2(R) tal que:
ψˆ(ξ) = ei
ξ
2
(
sin4(1
4
ξ)
(1
4
ξ)2
)(
1− 2
3
cos2(1
4
ξ)
(1− 2
3
sin2(1
2
ξ))(1− 2
3
sin2(1
4
ξ))
) 1
2
.
Tal funcio´n ψ se conoce como la wavelet de Franklin.
Figura 4: Wavelet de Franklin.
Su funcio´n escala es una funcio´n ϕ ∈ L2(R) tal que:
ϕˆ(ξ) =
(
sin2(1
2
ξ)
(1
2
ξ)2
)(
1− 2
3
sin2
(
1
2
ξ
))−1
2
.
Figura 5: Funcio´n escala de la wavelet de Franklin.
3.4.4. Wavelet de Lemarie´
Sea ψ ∈ L2(R) tal que ψˆ = χK con K =
[−4
7
, −2
7
] ∪ [2
7
, 3
7
] ∪ [12
7
, 16
7
]
.
Tal funcio´n ψ se conoce como la wavelet de Lemarie´.
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3.4.5. Wavelet de Lemarie´-Meyer
Sea ψ ∈ L2(R) tal que ψˆ(ξ) = b(ξ)ei ξ2 con
b(ξ) =

sin(3
4
(|ξ| − 2
3
pi)), si 2
3
pi < |ξ| ≤ 4
3
pi,
sin(3
8
(8
3
pi − |ξ|)), si 4
3
pi < |ξ| ≤ 8
3
pi,
0, en otro caso.
Tal funcio´n ψ se conoce como la wavelet de Lemarie´-Meyer.
Figura 6: Wavelet de Lemarie´ - Meyer.
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4. Conclusio´n
En un primer momento, antes de empezar el trabajo final de grado, entre mi tutora y yo
estructuramos los diferentes cap´ıtulos que formar´ıan este proyecto. A medida que fueron
pasando las semanas, vimos que por mi situacio´n no iba a ser viable por tiempo estudiar
todo lo pensado, as´ı que fuimos concretando y seleccionando el temario.
Adema´s de los diferentes cap´ıtulos en los que esta´ dividido este trabajo, nuestra intencio´n
era estudiar las wavelets con soporte compacto, profundizar mucho ma´s en las aplicaciones
que tienen hoy en d´ıa e incluso entender algu´n articulo publicado sobre ellas.
Comence´ el trabajo final de grado estudiando el Teorema de Balian Low. Debido a las
herramientas que utiliza su demostracio´n tuve que estudiar por mı´ cuenta la transformada
de Fourier en L1(R) y en L2(R), temario que he dado al final de la asignatura de “Ana´lisis
Armo´nico y Teor´ıa de la Sen˜al”, y el espacio de las distribuciones temperadas, ya que era
algo que no hab´ıa visto a lo largo del grado de matema´ticas. Una vez visto, pude entender
y demostrar el teorema y empezar con la teor´ıa de wavelets.
El haber realizado este trabajo me ha aportado rigurosidad a la hora de escribir y ex-
presarme matema´ticamente, he sido consciente de mis capacidades y limitaciones y he
conocido un a´mbito de las matema´ticas muy amplio el cual esta´ en crecimiento actual-
mente gracias a sus mu´ltiples aplicaciones y en el que au´n hay mucho por hacer.
Me hubiera gustado cumplir las expectativas iniciales y haber estudiado todo aquello que
por tiempo no forma parte del trabajo final de grado. Pero a la vez, me satisface ver los
frutos de todo un semestre dedicado a este proyecto ya que era un reto para mi realizar
un trabajo de ana´lisis.
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A. Resultados de Ana´lisis Real y Funcional
Teorema de la Convergencia Mono´tona A.1. Dada f ≥ 0 una funcio´n medible tal
que f = l´ımn fn casi para todo x ∈ X con {fn}n una sucesio´n de funciones medibles tales
que fn ≤ fn+1 casi para todo x ∈ X, entonces:
l´ım
n
∫
X
fndµ =
∫
X
l´ım
n
fndµ =
∫
X
fdµ.
Lema de Fatou A.2. Sea {fn}n una sucesio´n de funciones medibles positivas, entonces:∫
X
l´ımnfndµ ≤ l´ımn
∫
X
fndµ.
Teorema de la Convergencia Dominada A.3. Dada {fn}n una sucesio´n de funciones
medibles tales que fn −→ f casi para todo x ∈ X con f funcio´n medible y |fn(x)| ≤ g(x)
casi para todo x ∈ X con g ∈ L1(µ), entonces:
l´ım
n
∫
X
fndµ =
∫
X
l´ım
n
fndµ =
∫
X
fdµ.
Definicio´n A.4. Sea H un espacio vectorial.
Un espacio normado H se dice de Banach si es completo, es decir, si toda sucesio´n
de Cauchy es convergente.
Un espacio H se dice pre-Hilbertiano si esta´ dotado de un producto escalar.
Un espacio H se dice de Hilbert si es pre-Hilbertiano y completo.
Definicio´n A.5. Sea 1 ≤ p ≤ ∞. Se definen los espacios de Lebesgue Lp(µ) con 1 ≤ p <
∞ como:
Lp(µ) =
{
[f ] : ‖f‖p =
(∫
X
|f(x)|pdµ
) 1
p
< +∞
}
,
Si p =∞, entonces:
L∞(µ) = {[f ] : supess |f(x)| < +∞}
donde supess |f(x)| = inf {M > 0 : |f(x)| ≤M casi para todo x ∈ X}.
Teorema A.6. Sea 1 ≤ p ≤ ∞, entonces Lp(µ) es un espacio de Banach.
En particular, L2(R) es un espacio de Hilbert con producto escalar:
< f, g >=
∫
fg
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Desigualdad de Holder A.7. Sea 1 ≤ p ≤ ∞, entonces:∫
X
|f(x)||g(x)|dµ ≤
(∫
X
|f(x)|pdµ
) 1
p
(∫
X
|g(x)|qdµ
) 1
q
,
donde 1
p
+ 1
q
= 1.
Sea ‖f‖2 =< f, f >
1
2 , entonces:
Desigualdad de Cauchy-Schwartz A.8. Sea H un espacio pre-Hilbertiano y f, g ∈ H,
entonces:
| < f, g > | ≤ ‖f‖2 ‖g‖2 .
Desigualdad de Minkowski A.9. Sea H un espacio pre-Hilbertiano y sean f, g ∈ H,
entonces:
‖f + g‖2 ≤ ‖f‖2 + ‖g‖2 .
Teorema de Pita´goras A.10. Sea H un espacio pre-Hilbertiano y sean f, g ∈ H.
Si < f, g >= 0 entonces ‖f + g‖2 = ‖f‖2 + ‖g‖2.
Desigualdad de Bessel A.11. Sea {ek}k un sistema ortonormal y H espacio de Hilbert,
entonces para toda f ∈ H tenemos que:∑
k∈Z
|fˆ(k)|2 ≤ ‖f‖2 .
Identidad de Parseval A.12. Sea {ek}k un sistema ortonormal completo y H espacio
de Hilbert, entonces para toda f ∈ H tenemos que:∑
k∈Z
|fˆ(k)|2 = ‖f‖2 .
Teorema de la Proyeccio´n A.13. Sea F un subespacio cerrado de un espacio de Hilbert
H. Entonces:
Para todo x ∈ H existe un u´nico y ∈ F tal que ‖x− y‖ = d(x, F ) = ı´nfz∈F d(x, z) =
ı´nfz∈F ‖x− z‖ y decimos que y = PF (x).
Si F⊥ = {z ∈ H : (x, z) = 0,∀x ∈ F} entonces:
H = F ⊕ F⊥ = {x = y + z : y ∈ F, z ∈ F⊥, F ∩ F⊥ = {0}} .
Adema´s, si x = y + z e y = PF (x) entonces z = PF⊥(x).
Proposicio´n A.14. Sea M un subespacio de un espacio de Hilbert H. Entonces D⊥ =
D
⊥
.
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B. Resultados de Ana´lisis Armo´nico y Teor´ıa de la
Sen˜al
Definicio´n B.1. Sea f ∈ L1(R). Se define la transformada de Fourier de f como:
fˆ(ξ) =
∫
R
f(x)e−2piixξdx.
Proposicio´n B.2. La transformada de Fourier esta´ bien definida y es un operador lineal
acotado.
Teorema de Rieman-Lebesgue B.3. Si f ∈ L1(R), entonces fˆ ∈ C0(R) donde
C0(R) = { funciones continuas en R que se anulan en el infinito}.
En particular, fˆ es uniformemente continua.
Definicio´n B.4. Sea f ∈ L1(R) y g ∈ Lp(R) con 1 ≤ p ≤ ∞.
Se define la convolucio´n como:
(f ∗ g)(x) =
∫
R
f(x− y)g(y)dy.
Propiedades B.5. Sea f ∈ L1(R). Entonces:
(̂f ∗ g) = fˆ gˆ.
(̂τxf)(t) = fˆ e
−2piixt.
τxfˆ(t) = ̂(fe2piixt).
Si λ > 0 entonces ̂(f(x/λ))(t) = λfˆ(λt).
Si xf(x) ∈ L1(R) entonces existe (fˆ)′(t) y ̂(−2piixf(x))(t) = (fˆ)′(t).
Teorema del cambio de gorros B.6. Si f, g ∈ L1(R), entonces:∫
R
fˆ(ξ)g(ξ)dξ =
∫
R
f(ξ)gˆ(ξ)dξ
Definicio´n B.7. Sea f ∈ L1(R). Se define la inversa de la transformada de Fourier de
f como:
fˇ(x) =
∫
R
f(ξ)e2piixξdξ.
Teorema de Inversio´n B.8. Si f, fˆ ∈ L1(R), entonces f(x) = ∫R fˆ(ξ)e2piixξdξ casi para
todo x ∈ R.
Adema´s, existe g ∈ C0(R) ∩ L1(R) tal que f(x) = g(x) casi para todo x ∈ R.
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Lema B.9. Si f, g ∈ L2(R), entonces (f ∗ g) ∈ C0(R).
Teorema B.10. Si f ∈ L1(R) ∩ L2(R), entonces fˆ ∈ L2(R) y ‖f‖2 = ||fˆ ||2.
Observacio´n B.11. Como L1(R)∩L2(R) es denso en L2(R) y la transformada de Fourier
es continua en L1(R) ∩ L2(R), entonces existe una u´nica extensio´n continua
F : L2(R) −→ L2(R)
tal que F (f) = fˆ con f ∈ L1(R) ∩ L2(R).
Definicio´n B.12. F : L2(R) −→ L2(R) se denomina transformada de Fourier en L2(R).
Observacio´n B.13. Si f ∈ L2(R) y fk ∈ L1(R)∩L2(R) con fk −→ f en L2(R), entonces:
||fˆk − fˆj||2 = ‖fk − fj‖2
j,k→∞−→ 0
Por lo tanto, {fk}k es una sucesio´n de Cauchy en L2(R).
Lo que implica que fˆk −→ F (f) en L2(R).
Teorema de Plancherel B.14. F : L2(R) −→ L2(R) es un isomorfismo isome´trico.
Adema´s, F−1f(x) = Ff(−x).
Ca´lculo de la transformada de Fourier de una funcio´n de L2(R):
Sea f ∈ L2(R). Definimos fk(x) = f(x)χB(0,k)(x) con k ∈ N.
Observamos que fk ∈ L1(R) ∩ L2(R) y adema´s fk −→ f en L2(R).
As´ı,
fˆk(ξ) =
∫
B(0,k)
f(x)e−2piixξdx −→ Ff(ξ) en L2(R).
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