We show how the input-output formalism for cascaded quantum systems combined with the quantum trajectory approach yields a compact and physically intuitive description of single photons propagating through a coupled cavity array. As a new application we obtain the time-dependent spectrum of such a single photon, which directly reflects the fact that only certain frequency components of single-photon wavepackets are trapped inside the cavities and hence are delayed in time. We include in our description the actual generation of the single photon, by assuming we have a single emitter in one of the resonators.
I. INTRODUCTION
There has been a substantial effort in the last decade or so to find means of storing and/or delaying light by making use of arrays of coupled microcavities [1] [2] [3] [4] [5] [6] . The main effort has been aimed at storing and delaying classical light pulses for classical communication purposes, but in principle the same ideas extend down to the singlephoton level (for theory, see [7] [8] [9] [10] ), so that quantum communication protocols may benefit as well from these efforts.
We focus here on the single-photon case. Single photons are not so easy to produce, but one possible technique of producing single photons on demand fits very well with the system under consideration here, namely, to use a single emitter (an atom or a quantum dot or an NV center in diamond) inside a cavity [11] [12] [13] [14] [15] . We include the production of the single photon in our description by assuming we have a single atom inside one of the resonators. We study then the photon's properties when it is propagating through one or more additional (empty) cavities. This study will thereby be relevant to the development of deterministic single photon sources, for, e.g., quantum key distribution.
We will describe our quantum system by means of the input-output formalism for cascaded systems [16, 17] . This formalism is eminently suited for describing coupled cavity arrays, as it is designed to describe cases where the output of one quantum system serves as the input of the next. It has the further technical advantage that it makes two standard approximations at an early stage, so that the concomitant simplifications appear right from the start. One approximation is equivalent to the Wigner-Weisskopf approximation for spontaneous decay of an atom and yields a simple decay rate for each cavity field. The other approximation assumes an isolated discrete cavity mode with a well-defined resonance frequency [cf. the two Eqs. (2) and (3)].
In addition, we will use the quantum trajectory method [18] [19] [20] [21] [22] [23] , which is well suited to describe open quantum systems. Thus, both dissipation due to spontaneous emission of an atom or losses inside the cavity, and detection by photo detectors are easily incorporated. The quantum evolution of the open system consists of two parts in this picture: there are discrete quantum jumps at random times (occurring with certain probabilities), corresponding to the detection of single photons or spontaneous emission events, and a jump-free evolution where no detection or emission event takes place. On average the combined evolution is identical to that obtained from a Master equation for the density matrix of the same system.
The quantum-optics literature and the classical optics literature use different descriptions of the coupled cavity systems. In fact, the input-output formalism leads to different equations than those used in the classical theory. (This difference is due to the approximations used in the input-output theory, rather than due to a difference between quantum and classical physics. The latter difference shows up in the photon statistics and could be revealed by measuring higher-order correlation functions, such as g (2) [24] or time correlations [25] ). It is useful to state here the relation between the two descriptions. For this it suffices to consider the simplest case of one mode inside a lossless ring resonator, with a single input and a single output field ( see FIG. 1 ). The classical theory gives this relation between input and output at some fixed frequency ω in the steady state:
in terms of a roundtrip phase difference φ and real reflection and transmission coefficients r, t which satisfy r 2 + t 2 = 1. Input-output theory gives, instead, in the same situation
with ω c the cavity resonance frequency, and with κ the cavity decay rate for energy. The expression (2) can, alternatively, be found from (1) in the regime where r 1 and φ 1, by approximating t
Classical description of an empty lossless ring resonator coupled to an optical fiber. Analogous to a beam splitter configuration it is assumed that part of the input field transmits to the ring resonator and the rest reflects back into the fiber. This process is described by transmission and reflection coefficients t and r, respectively, and leads to the relations a 1 = ta 2 + ira in , and a out = ira 2 + ta in . Moreover, upon one roundtrip the field amplitude gains a phase φ, that is, a 2 = e iφ a 1 . Eliminating the cavity modes yields the relation between output and input field amplitudes as given in Eq. (1), up to an irrelevant overall minus sign. For the quantum description one writes down an approximate Hamiltonian that couples a single cavity mode (this is one approximation) with resonance frequency ω c to a continuum of fiber modes with a coupling rate that is assumed constant over the relevant range of continuum frequencies around resonance (this is a second approximation). After elimination of the fiber modes, one obtains an approximation to Eq. (1) valid quantum mechanically, viz. (2). e iφ ≈ 1 + iφ, and identifying
where τ is the roundtrip time of a photon in the ring cavity and a is the radius of the ring cavity. From r 1 it follows that τ 1/κ, and we can translate this to the statement that input-output theory is valid only on time scales long compared to the cavity round-trip time. Similarly, the approximation φ 1 implies frequencies should not be too far from resonance, as compared to the inverse cavity round-trip time.
Our main aim is to use the final expression for a out to display the trapping and delaying effects of the cavity array in a direct way: we will obtain the timedependent probabilities of detecting photons at the output, as well as their time-dependent spectrum, i.e., the time-dependent probabilities of detecting photons after the output field has traversed a frequency filter [26] .
The rest of the paper is organized as follows. We first consider a single two-level atom, assumed to start off in the excited state, in a single ring resonator. This Section (II) is meant mainly to establish notation, and to present the input-output formalism and the quantum trajectory method in a relatively simple case.
Even in this simple case, by introducing detectors with a finite bandwidth, we enter in principle the territory of cascaded quantum systems, since the output of the atomcavity system serves as the input of the detector, part of which can itself be modelled as a cavity. This will allow us to calculate the time-dependent spectrum of the single photon produced by the initially excited atom in Sec. II.C.
Then, in the next Section, III, we consider the case of an empty cavity driven by the atom-cavity system. The presence of this second cavity opens the possibility of trapping and delaying the photon produced by the atom inside the first cavity. More precisely, the frequency component resonant with the second cavity will be delayed. This will show up in the time-dependent spectrum of that photon.
The two-cavity case can be easily generalized to any number of empty cavities. We still are able to obtain analytical solutions for this case, and we display results for two, three, four and five cavities in Section IV.
In the final results section, Section V, we treat the atom more realistically, pertaining to a situation closer to what one would experimentally implement: a three-level Λ system, with an additional laser driving a Raman transition between two (hyperfine) ground states through an off-resonant intermediate excited state. This allows one to deterministically produce a cavity photon, with some control over the lineshape produced, while avoiding spontaneous emission. We did not find analytical solutions for this case, but the equations allow for straightforward numerical solutions, which in turn yield time-dependent spectra, among other quantities of interest.
II. SINGLE TWO LEVEL ATOM COUPLED TO
A LOSSY RING RESONATOR
A. Model and Hamiltonian
We start with the system depicted in FIG. 2 . We have a ring resonator with decay rate κ 1 coupled to an initially excited two level atom (with resonance frequency ω eg ) with complex coupling rate g. We neglect spontaneous emission because we have in mind ultimately applying the formalism to a three-level atom in a configuration where spontaneous emission can indeed be ignored, see Section V. Thus, when the atom de-excites it will excite one of two counter propagating modes in the resonator described by the annihilation operatorsâ 1 andb, respectively. Modeâ 1 couples to the atom with the coupling rate g andb couples with the coupling rate g * , where the phase of g describes the atomic location on the circumference of the resonator as in [27] [37] . Light from the ring cavity couples to an optical fiber, which is modelled to have a continuum of modes. The cavity interaction FIG. 2: An initially excited two-level atom can emit a photon into one of two counterpropagating modes of a lossy ring resonator. The photon leaks out at a rate κ and is detected by one of two frequency-selective detectors with spectral width Γ.
with the continuum of modes in the fiber can be incorporated simply through input field operatorsâ in andb in (as introduced in [18] ). We take the system Hamiltonian to have the form
We have assumed here the usual rotating wave approximation. In addition, for simplicity we assumed there is no direct coupling between the two intra-cavity modes (there is the indirect coupling through the atom). We also assumed a single resonance frequency ω c1 for both cavity modes. Non vanishing commutation relations are:
The input field operators are not dimensionless and satisfy different commutation relations, namely [â in (t),â † in (t )] = δ(t − t ) and the analogous relation forb in . Corresponding to the input operators there are two output field operators then, denoted byâ out andb out which are related to the input fields and intra-cavity modes through the input-output relations (obtained by formally solving the Heisenberg equations for the fiber modes) as:
These output fields physically correspond to the electric fields at the point where the fiber couples to the two cavity modes. If we denote by |Ψ the initial state of the global system (atom, cavity and fiber) we havê a in |Ψ = 0 andb in |Ψ = 0, as initially there is no photon in the fiber. For this reason we will sometimes suppress terms containing the input fields in normally ordered expressions, since those terms do not contribute to expectation values.
B. Quantum trajectory analysis
Coupling of the cavity to the output fields in the fiber makes the system open as soon as we have eliminated the continuum modes via Eqs. (5) . In order to describe such a dissipative system we apply the quantum trajectory (or quantum jump) method [18] [19] [20] [21] [22] [23] .
Occurrence of a Jump
In this method we can think of two (fictitious or actual) detectors D a and D b , one placed at the right end and the other at the left end of the fiber as shown in Fig.[2] . D a detectsâ out and D b detectsb out . We assume the detectors to be perfectly efficient so that if a photon leaks out of the cavity one of the detectors will detect it by making a click.
In a given small time interval around a time t, there are two possibilities then, either one of the detectors clicks or none does. We consider the case of a detector clicking first, indicating that a jump has occurred. In our case we have two detectors and hence also two jump operators. We denote these byĴ a andĴ b , and we haveĴ a =â out andĴ b =b out . The state of the system of cavity modes and atom before the jump, , |ψ , is reset after a jump of type j = a, b by the transformation
The normalization factor Π j appearing here is in fact a probability density per time, defined as follows: The probability for a jump occurring during the infinitesimal time interval [t, t + dt] is given by:
for j = a, b.
System dynamics if no jump occurs and the density operator
According to the Quantum Jump Theory, when no detector click occurs, the system dynamics follows a nonunitary evolution. The non-Hermitian "Hamiltonian" H N H that drives this evolution can be written as the sum of the standard (Hermitian) Hamiltonian of (4) and terms describing decay constructed from the jump operators,Ĥ
The system dynamics during the time of no jump is governed by the following non-unitary Schrödinger equation:
Here, ψ (t) is a pure state, but it is not normalized (its norm decays in time). In our case it can be written as a linear combination of the different possibilities of finding the photon in the system before being detected as:
where we are using the notational conventions that the first slot in the ket denotes the state of the atom, and the second and third slots give the number of photons in the intra-cavity modes, a 1 and b, respectively. Note there is no term corresponding to a photon inside the fiber (the fiber modes were effectively eliminated when we solved the Heisenberg equations for the fiber-mode operators, see Eq. (5)).
Using (8) and (10) in (9) we get three coupled differential equation describing the time evolution of the probability amplitudes which can be easily solved using the Laplace transform. In Laplace space the equations for the amplitudes are algebraic and appear as
with ∆ = ω c1 − ω eg . C j (s) is the Laplace transform of c j (t) with j = 1, 2, e and we have used the initial conditions c e (t = 0) = 1 and c i (t = 0) = 0 for i = 1, 2. Solving these equations and then taking the inverse Laplace transform we arrive at the following analytic results for the amplitudes c e (t) = 2e
where
Note that α is a complex number so the amplitudes calculated above in Eqs. (12a)-(12c) are not purely decaying functions but may show oscillations, as we will confirm explicitly later. In our case, since we start with just one excitation in the system, and no external driving, there can be at most a single quantum jump. After recording that jump the system's previous (unnormalized) state|ψ will collapse toĴ a,b| ψ → |g, 0, 0 . In our special case, the state after the jump is independent of what the old state was, and independent of which of the two possible types of jump occurred. Following the quantum trajectory method we can, therefore, construct the total density operatorρ(t) describing the state of the system for all times, by performing an ensemble average over the two different types density operators, one indicating that a jump has occurred and the other with no jump, i.e., ρ(t) = ψ (t) ψ (t) + P (t) |g, 0, 0 g, 0, 0| .
Here P (t) = P a (t) + P b (t) is the probability of the occurrence of a jump (of either type) at time t. From the density operator defined above we can work out the time evolution of the probabilities of finding the initial excitation in the atom (P e (t)), in the cavity modes (P 1 (t), P 2 (t)) and in the left and right fiber continua (P k1 (t), P k2 (t)),
In Fig. 3 we have plotted these probabilities in the strong (g > κ 1 ) and weak (g < κ 1 ) coupling regimes. In the strong coupling regime our results agree with the Wigner-Weisskopf approach discussed in [28] , where the various probabilities display the well-known singlephoton Rabi oscillations, indicating the (almost) reversible energy excitation exchange between emitter and cavity. The amplitude of the oscillations decays due to the lossy nature of the cavity.
In the weak coupling case we arrive at the usual irreversible decaying behaviour as found out in [29] where the cavity behaves as the relaxation channel for the excited atom.
C. Emission spectrum
The quantum trajectory method for cascaded quantum systems can be used to obtain the (time-dependent) light spectrum emitted by the system of interest [30, 31] . Here we calculate this spectrum with the help of a method discussed in great detail in [32] . We are going to think about taking measurements on the output fields through first coupling the output light into a frequency filter, and only then counting photons. The atom-cavity system and the frequency filter comprise the cascaded system Here we see the non-oscillatory, monotonically decaying behaviour for the atomic probability. Note that after sufficiently long times, κ 1 t 10, the probability of finding the photon in the left and right fiber modes approaches 0.5, while all other probabilities die out.
as depicted in FIG. 2 . This approach [32] leads us, in fact, to the standard results for the classical optical spectrum, introduced by Eberly and Wodkiewicz [26] , except that the classical field amplitudes are replaced by quantum annihilation and creation operators. We arrive at the following expression for the spectrum emitted by our atom-cavity system:
As before, the outputâ out from the atom-cavity system is given by √ κ 1â1 . This expression (15) defines the spectrum, with N being the counting rate of the detector after having frequency filtered the light with a filter with bandwidth Γ and detuning ∆ k = ω k − ω eg from the atomic transition frequency. In order to connect to previous work (which used different methods, see below), we can also integrate Eq. (15) over time to obtain the "synthesized" spectrum,
In the limit of t → ∞ this quantity would equal the spectrum for a stationary process as obtained from the Wiener-Khinchine theorem, P Da (∆ k ), which turns out to be
(In the next Sections, covering multiple coupled cavities, we will present time-dependent spectra, as defined by (15), as well as its time-integrated version.) In Fig. 4 we have plotted the synthesized spectrum emitted by the lossy cavity. It is a doublet having two resonances one around ω = ω eg and the other at ω = ω c1 , both shifted from the bare resonance by an amount depending on the value of |g| 2 . This separation in frequency space is the one-photon Rabi splitting whose value is given by 2 √ 2|g|. Our results are consistent with those of Refs. [9, 29, 33] where the emitted spectrum was calculated using different methods, viz., real-space quantization [9] , the Wiener-Khinchine theorem [29] , and the quantum regression theorem [33] .
III. EMPTY RING RESONATOR DRIVEN BY AN ATOM-CAVITY SYSTEM
We consider now the system displayed in Fig. [5] . The system of the previous Section, a single two level atom coupled to a lossy ring cavity (with parameters as before) is coupled to a second ring cavity that is empty. The latter may have a different resonance frequency ω c2 than the first cavity, and a different decay rate κ 2 , as shown in Fig. 5 . The cavities are separated by a distance d which causes a time delay τ d = d/c for the light to propagate from one cavity to the other, c here being the group velocity of the light in the fiber, assumed constant around both cavity resonance frequencies. This delay can be eliminated simply by defining "time delayed" operators. For instance, we defineâ 2 (t) :=â 2 (t − τ d ) etcetera [34] . We can do this so simply because we assume the first cavity is not driven by fields from the second cavity.
Following the quantum trajectory approach for cascaded systems, the crucial ingredient is that the output of the first cavity is serving as the input of the second cavity. That is, we havê a (2) in (t) =â
where the same time arguments appear on the left and right-hand sides thanks to the elimination of the time delay τ d .
A. Jump operators
We have again two jump operators,Ĵ a andĴ b , describing quantum jumps corresponding to clicks in detectors D a and D b , respectively. Like before, we havê
out is now the output field from the second resonator. From input-output theory this output field has the form
Substitutingâ (2) in =â
in yieldŝ
in .
Now our jump operatorĴ a has three parts, reflecting the fact that the detector D a cannot distinguish photons emitted by cavity 1 or by 2 or by the input field (in our case, the latter type of photons is absent, of course). The evolution of the system's state due to quantum jumps is essentially the same as before, as a jump can only take the system to its ground state, with the atom in state |g and no photons. We thus focus now on the jump-free evolution.
B. Hamiltonian
With this, the Hamiltonian of the system can then be divided into two parts. The first part is Hermitian and given bŷ
where the last term arises fromâ (2) in driving the second cavity, andĤ A is given by Eq. (4), and
The second part of the non-Hermitian Hamiltonian is anti-Hermitian and is given, as before, by −i j=a,bĴ † jĴ j /2, which here amounts tô
We note that some of the terms in Eqs. (21) and (23) cancel out (in particular, the counter-intuitive term describing the process in which a photon is created in cavity 1 upon destruction of a photon in cavity 2 cancels) and what remains is a non-Hermitian Hamiltonian given by:
The above Hamiltonian describes a unidirectional coupling between source and target such that a photon can be created in the second cavity by annihilating a photon in the first cavity but not the other way round.
Including the second cavity in our system of interest increases the dimension of our truncated Hilbert space by one. During any time interval where no photon is detected, the unnormalized state of the discrete systems now be written as ψ (t) = c e (t) |e, 0, 0, 0 + c 1 (t) |g, 1, 0, 0 + c 2 (t) |g, 0, 1, 0 + c 3 (t) |g, 0, 0, 1 .
(25)
As we did for operators, in the probability amplitudes we have absorbed the time delay, so that for instance c 2 (t) := c 2 (t − τ d ) and so forth. These amplitudes can be worked out by the same procedure as discussed before. Analytic expressions for c e (t), c 1 (t) and c 2 (t) are exactly the same as in Eqs. (12a), (12b) and (12c) respectively, and c 3 (t) (where we display only the simpler case of ω c1 = ω c2 ≡ ω c , κ 1 = κ 2 ≡ κ) is given by:
and ∆ = ω c − ω eg . Constructing the density operator as before, we can calculate the probabilities of finding the single excitation in different parts of our system as functions of time. In  Fig[6] we have plotted these probabilities as a function of time in both strong and weak coupling regimes. Like before, the single-photon Rabi oscillations and purely decaying behavior are clearly visible in the strong and weak coupling regimes, respectively. The new feature is a delayed probability of finding the photon in the second cavity as compared to the first cavity. This delay is now purely coming from the time the photon remains trapped in the cavities, as we have already eliminated the (trivial) delay between the cavities. How much that delay is, and how the delay can be manipulated (increased, in particular) is discussed in the next subsection.
C. Trapping of Photon and Time Dependent Spectra
The simple cascaded system of two cavities can be used for slowing down the photon by trapping it in the second cavity [35, 36] . Looking at the maximum heights of the cavity probabilities in Fig. (6b) already indicates that in the strong coupling regime, the photon is delayed by a time of ∼ 0.24κ
1 before reaching the second cavity. In the weak coupling regime this delay increases and approaches ∼ 1.5κ −1
1 . Moreover, we can increase the photon trapping time in the second cavity by setting the resonant frequency of the second cavity equal to one of the resonances visible in the spectrum emitted by the first atom-cavity system. Analogous to Fig. 6(a) we can plot the probabilities of finding the photon in the case ∆ 2 /κ 2 = 7.32 corresponding to the right peak of the spectrum emitted by the first cavity (see Fig.[4-(a)]) . By making that plot we can see that the strong coupling between the photon and the second cavity causes an extra delay time of about ∼ 10κ −1 1 , as if the photon is circulating many times before being reemitted into the fiber.
This delay can be further verified by looking at the time dependent spectrum [26] detected by detector D a , as well as the synthesized version (i.e., the timeintegrated version). In Figs. [7-(a) ] we compare both types of time dependent spectra at time κt = 5.5. We can see that the effect of the time integration is mainly to average out ripples, but apart from that the physical features we are interested in (which are discussed below) remain the same. From now on, we focus on the timeintegrated spectrum as defined in (16) .
In Fig. 7-(b) we have plotted the time dependent spectra recorded by detector D a at κt = 1.8, 3.6, 5.5. We can see that at these times the left peak of the wave packet emitted by first cavity starts growing while the second peak is not considerably emitted until κt = 3.6. Even after that there is a small probability of finding a photon recorded by the detector at ∆ k t = 7.32 which is due to the fact that photon remains trapped in the second cavity for a longer time before being emitted at this frequency. In the limit t → ∞ we recover the single atom-cavity spectrum as plotted in Fig.[4] : the second cavity being linear does not change that spectrum.
IV. ARRAY OF RING RESONATORS DRIVEN BY ONE ATOM-CAVITY SYSTEM
Our calculation can easily be generalized now to many cavities coupled to a single atom-cavity system. In the present section we are going to take the example of four empty ring resonators driven by a single two-level excited atom coupled to a cavity, as shown in Fig. [8] . Generalizing the procedure introduced in Section II to four cavities, the non-Hermitian Hamiltonian in this example turns out to bê
Like before, the jump operator corresponding to detections by detector D b isĴ b =b out = √ κ 1b , and forĴ a we simply generalize our previous result and obtain
Like before, we have absorbed spatial delays between cavities in the time arguments of the operators. Notice that now, from the above Hamiltonian (and in all cases of more than 2 cavities in array) the unidirectional coupling is such that a photon can be created in the last cavity by destroying a photon in any of the previous cavities.
In Fig[9-(a) ] we have plotted the probabilities of finding the excitation in the various cavities, in both strong and weak coupling regimes. The resonant frequency of all empty cavities in the array is chosen to be one of the peak frequencies of the spectrum emitted by the atomcavity system so that the photon will remain trapped in each of the remaining four cavities, thus leading to a substantial delay. We see that by making this choice and taking κ i ≡ κ with i = 1, 2, ..., 5 we can trap the photon in cavities for more than a time 15κ −1 in both the strong and weak coupling regimes.
This trapping was further confirmed by looking at the time dependent spectra emitted by two, three, four and five cavities at κt = 6 as shown in Fig[9-(b) ]. We can see that the probability of the photon being detected at κt = 6 is five times reduced in the case of five cavities compared to double cavity case. This indicates that, for the present case of five cavities, the photon remains In fact, we also see a "hole-burning" effect at earlier times for positive ∆ k : there is one peak, but with the center frequencies removed (delayed).
trapped in the cavities for five times longer than in comparison to the two-cavities case discussed in Section II, which is consistent with our time evolution probability plot Fig[9-(a) ].
V. REPLACING THE TWO-LEVEL TRANSITION WITH RAMAN Λ TRANSITION
In practice, quantum information processing using atoms is often performed with a Raman transition between two ground states through a virtual intermediate excited state. This avoids spontaneous emission and guarantees long lifetimes of the two relevant ground states that store the quantum information. In this section we will consider how the results of preceding sections are modified by replacing the two-level transition with a Raman transition.
We examine, then, the system displayed in Fig.[10] , a three level atom in a Λ configuration, with a ground state |g , a target/excited state |e and an intermediate state |i with energies ω g , ω e and ω i respectively. Due to absence of direct coupling between ground and excited state, the far detuned intermediate state is used as a coupling route between these state. The transition from the ground to intermediate state is driven by a laser field with frequency ω L and Rabi frequency Ω while the detuning is δ = ω i − ω g − ω L . The transition from the intermediate state to the target state is carried out through the coupling of the atom to the cavity mode, described by a coupling constant g. The Hamiltonian of such a laser-atom-cavity system is expressed aŝ
where ω e − ω g ≡ ω eg , ω i − ω g ≡ ω ig and the Rabi frequency Ω(t) can generally be time dependent. Going to a frame rotating with the laser frequency and adiabatically eliminating the intermediate state, the above described three-level system becomes an effective two-level system with Hamiltonian
where ∆ ci ≡ ω ci − ω L for i = 1, 2, and
can be thought as an effective coupling between the two-level atom and the cavity mode. This time-dependent coupling rate, appearing instead of the constant rate g, is one important difference with the case discussed in previous Sections. The other differences are the presence in the Hamiltonian of energy shifts (AC-Stark shifts) of both states |e and |g . Consequences of these differences are highlighted below.
The derivation of the results follows the same lines, except that we did not obtain analytical results; instead we plot in the remaining 4 figures numerical results, both in the weak and strong coupling, and both time-dependent populations and time-dependent spectra. We assumed here a Gaussian function of time for the effective coupling rate, and one empty cavity driven by the three-level atom/cavity system (the extension to the case of multiple empty cavities is straightforward).
For the populations we see essentially the same sort of behaviour as we saw earlier, except that now the probabilities of finding the excitation in the various modes or the atom do not add up to unity because the laser does not necessarily succeed in creating an excitation.
For the time-dependent spectra, too, we see more or less the same sort of behavior, except that the locations of the peaks are shifted thanks to the above-mentioned AC-Stark shifts.
VI. CONCLUSIONS
The main novelty in our paper is the calculation of time-dependent spectra of single photons propagating through coupled cavity arrays. Our calculations take into account how the single photon is produced (by an atom or a quantum dot or a NV center in diamond inside one resonator), and how it subsequently travels through the remaining empty cavities before being detected. We found that the delay of frequency components resonant with one or more empty cavities is nicely represented in the time-dependent spectrum. We see, for example, "holeburning" effects where at earlier times a broad peak appears with a hole at those frequencies that are delayed (and which show up in the later spectra). The successive delays in finding the photon in the different cavities are clearly visible. These delays are caused by the photon being trapped in each of the cavities for some time, and is in addition to the trivial delays caused by the propagation time between the cavities. In both regimes the photon can be trapped for times ∼ 15κ −1 1 in total. (b) Time-integrated spectra (recorded at κ 1 t = 6 with a detector with spectral width Γ = 0.25κ 1 ) detected by D a detector in the strong coupling regime |g|/κ 1 = ... = |g|/κ 5 = 5, ∆ 1 /κ 1 = 0.5, ∆ 2 /κ 2 = ... = ∆ 5 /κ 5 = 7.32. Emission spectra are shown for two, three, four and five cavities. Note the "hole-burning" effect in the right peak in the spectrum. It is caused by the delay of the central frequency components of that peak.
FIG. 10: Raman type transition driven by laser and cavity. The atom starts in the state |g , and may be (with some probability between 0 and 1) transferred to the state |e by absorbing a laser photon and emitting a photon into the cavity. Integrated time-dependent spectra in the strong coupling regime, for the same parameters, with Γ = 0.25κ. We note that changing the detunings (∆ c1 , δ) from positive to negative values would shift the graph towards the left; moreover, the heights of left and right peaks would be interchanged.
