Let X be a random variable having the extreme value density of the form
f(x;0) 0 , otherwise where r is assumed to be a positive Lebesgue measurable function of x and the function q is defined by *>o 1/^(0) = r (x) dx < oo Jo for all 6 in O=(0, oo). It is further assumed that q(d) approaches zero as 6~>co.
In this note we are concerned with estimating parametric functions g(d) of the form [llq (6)] a , a any real number. The loss function is assumed to be squared error and the estimators are assumed to be functions of a single observation X. The case of estimators based on a sample of size n>\ is discussed in Remark 1.
In our search for a 'good' estimator for g(0) if/> -1 and =00 if /<-l, it follows easily that for any à K in A a , Proof. Assume a>-|. Let T be any estimator satisfying the inadmissibility inequality for T a :
Writing m (6) for E(T) and m*(0) for E(T a ) we have the following equivalent inequalities :
from which we get the bounds for the function m as
Since l/#(0) tends to zero as 0 tends to zero, it is clear from (7) that rn{6)j[q(Q)f~* a --+ 0 for every ô > 0. Now the hypothesis a>-| guarantees some (5>0 such that a = (d/2)-(i) i.e., 2a+l = <5, i.e., a+l = e$-a. Thus it follows that
The rest of the proof consists in showing that the only solution of the inadmissibility inequality (6) is ra=m*. For this it is enough to show that m=m* is the only solution to the inequality
which is relaxation of (6) obtained after replacing its LHS by something smaller. But (9) still has T in it. To express it in terms of m we use the identity m(d)= q(0)$lT(x)r(x) dx to provide us the relation
Substituting this value of Tin (9) and performing the expectation of the expression therein, we obtain the inequality 
Introducing u (6) in (11) we have the inequality , corresponding to m=m*, is the unique solution of (13). For convenience we write
The proof now consists in showing that v(6)=Q is the only solution of (14). This is done by using typical Hodges-Lehmann argument as follows : Hence the assertion for ~^<a<0 follows. The conclusion for a>0 follows likewise. (2)) is finite for each such a. REMARKS 1. If X l9 . . . , X n are independent random variables each having density (1) then the sufficient statistic jT=max X i has density given by
which is a density of the form (1) 
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is an admissible estimator of [q(0)]~n^ if and only if /?>-\. That is, writing a for njl, we conclude that
is an admissible estimator of [q(0)]~a if and only if <x> -n/2. So for a given a we have admissibility for all sufficiently large sample sizes n. 2. Proof of Theorem 1 parallels the Blyth-Roberts [2] proof of the special case of the density (1) 4. An attempt was made in [6] to extend Karlin's Theorem 2 to all values of a but this was successful only for some special extreme value densities such as (15). The approach there is the limiting Bayes method, used by Blyth [1] and Karlin [5] .
5. The following theorem extends Theorem 3 of Karlin [5] to all other values of a. 
The estimator {oL+l)[ljq(X)]
a is the uniformly minimum variance unbiased estimator of [ljq (6) T for all oc>-|. This estimator, however, is inadmissible for it is uniformly improved upon by the estimator T a .
8. In addition to the example of the density (15), Theorems 1 and 2 have the following applications : ACKNOWLEDGEMENT. The author is extremely grateful to the referee for his many valuable comments and suggestions. The proof of the assertion '#(0) is bounded' (near the end of the proof of Theorem 1) is the one suggested by him. It is shorter and neater than the one given by the author.
