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ABSTRACT 
 
One of the principal goals of seismology is to infer the nature of an earthquake 
source from observations of seismic ground motion. This work shall discuss the 
seismic source both in the 2D finite-fault and in the point-source 
approximation. 
By inverting 3-component accelerograms the rupture history and the slip 
distribution for the Mw 6.3 earthquake occurred in central Italy on April 6, 
2009 are determined. The method of linear programming is used for the 
inversion and the simplex method is applied to solve the linear programming 
problem (Das and Kostrov, 1994). All known parameters, such as crustal 
structure and station distribution are kept fixed and a large-enough fault area is 
considered. Physical constraints such as the positivity of the slip rates on the 
fault and a pre-assigned seismic moment are used to stabilize the solution. 
Using synthetic data with a checkerboard slip distribution shows that the 
obtainable spatial resolution is around 2 km. Observed records acquired from 
local stations of the national strong-motion network are inverted. Only data 
from rock stations distributed uniformly around the fault at epicentral distances 
less than 80 km are used. The accelerograms are filtered at 1 Hz and about 15 
seconds of the signals are modelled. The obtained slip distribution shows a 
single major asperity and is in agreement with other similar studies of the 
L’Aquila earthquake. 
The main event of L’Aquila is used to validate a stable and automatic procedure 
implemented by SeiSRaM group (Dep. of Mathematics and Geosciences, 
University of Trieste) for the SE Alps transfrontier network to estimate in real 
time the seismic moment, moment magnitude and corner frequency of events 
recorded by broad-band velocimeters and accelerometers. The procedure has 
two steps: the first one consists in an interface with the Antelope system (a 
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software that manages the network) from which pre-processed waveforms are 
retrieved. The second step consists in estimating the seismic moment and the 
corner frequency by spectral analysis. The S-wave train is identified through an 
automatic picking procedure of Antelope software or, if that procedure fails, 
through the estimates arrival times based on the travel-time. The transversal 
component of motion is used to minimize conversion effects. The analyzed 
frequency window is selected on the basis of the signal-to-noise ratio (SNR). 
The source spectrum is obtained by correcting the signals for geometrical 
spreading and intrinsic attenuation. For the latter, different relationships are 
tested for frequency-dependent Q value in order to characterize the anelastic 
proprieties of the seismic region. Source spectra for both velocity and 
displacement are computed and, following Andrews (1986), the seismic 
moment and the corner frequency are estimated. The procedure is successfully 
validated using the recordings of some recent strong earthquakes like Carnia 
2002 (Mw=4.9), Bovec 2004 (Mw =5.1), Parma 2008 (Mw =5.4) and Aquila 
2009 (Mw =6.3) and the recording of some minor events in the SE Alps area for 
which independent seismic moment and Mw estimates are available. Since one 
year the procedure is applied to events recorded by the National Accelerometric 
Network (RAN). The agreement between moment magnitudes estimated by the 
SeiSRaM procedure and the INGV local magnitudes is very good. 
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INTRODUCTION 
 
The earthquake is a very complex physical phenomenon and it can be 
considered a source of information whose acquisition is the subject of 
seismological research. The earthquake is the result of a sudden release of 
elastic energy, accumulated in the Earth’s crust due to the motion of tectonic 
plates, that is partly transmitted by seismic waves. The physical process that 
occurs during the energy release is quite difficult to determine. The information 
carried by seismic waves is of two kinds: the first is created during the 
excitation of the waves at the source of the earthquake; the second is produced 
by the structure of the medium during the propagation of the waves from the 
source to the receiver. In few words, recorded waveforms carry virtually all the 
available spatial and temporal information from an earthquake source and the 
medium between the source and receiver. 
This thesis aims to study the physical processes of earthquakes. Our study is 
based on ‘deciphering’ observed ground motion due to earthquakes employing 
both physical theories and mathematical models.  
We analyze seismic waveforms and other geophysical data to investigate the 
kinematics of the seismic source both in the finite-fault and point-source 
approximations.  
The core issue of this study concerns the understanding and the kinematic 
modeling of the rupture process of an earthquake on a finite fault, through the 
inversion of accelerometric data. The kinematic approach allows us to interpret 
the observable motions that radiate from the source region in terms of particle 
motions on a fault plane (slip history). Much of the available information about 
the space-time behavior of the seismic source rupture process comes from 
inverting ground motion data. With the development of the seismic 
observational networks and the improvement of contemporary computational 
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tools, seismologists show a growing interest on the inversion of seismic and 
geodetic records for the earthquake source rupture process. The inferred rupture 
history is the solution of an inverse geophysical problem, which is inherently 
not unique. This means that the source rupture model cannot be uniquely 
determined by observations, i.e. there are many models, which explain the data 
equally well. Another cause of complexity is that real data contain noise (either 
random or systematic), which affects the information contained in the model. 
Also, the inverse problem is unstable, even in the imaginary case of a 
continuous distribution of seismic stations over the surface of the Earth, and its 
instability and uniqueness properties have been discussed in Kostrov and Das 
(1988). From the computational point of view, this instability is equivalent to 
the non-uniqueness of the solution. The real situation is even worse because the 
number of stations with appropriate records is very limited. Consequently, to 
obtain a definite solution of such a problem, one needs some physical 
constraints on the source process, in addition to the requirement of fitting the 
observed seismograms. In the following paragraphs we describe these subjects 
as well as the goals of this thesis in detail.  
In the first chapter we give a brief review of the fundamentals for the 
mathematical description of the earthquake process. The study of earthquake 
sources has encountered more serious difficulties in its theoretical aspects. The 
theory of elasticity constitutes the theoretical basis of the seismic source 
description. By the representation theory it is possible to obtain an expression 
of the displacement field and the simplicity of this representation led to the 
development of a large variety of source models. We describe the seismic 
source representation theory, devoting major attention to the kinematic source 
model. The most widely used models are dislocation models in which the 
earthquake is conceived as a displacement discontinuity along a fault plane. The 
deformations within the Earth are derived from a given slip vector that 
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represents the inelastic displacement of the two sides of a fault. The kinematic 
approach is very useful to estimate source parameters and to interpret the 
observables, because it is generally consistent with the point-source double-
couple model. We describe two simple source models used in earthquake 
source seismology and used in this study: the Haskell model and the Brune 
model.  
In the second chapter we present an overview of the inversion theory. We start 
with a basic description of the geophysical inverse problem. Then we formulate 
the inverse problem of earthquake source theory. In particular, we concentrate 
our interest on the study by Das and Kostrov (1994) and Das and Suhadolc, 
(1996). The inverse kinematic problem is formulated as a retrieval of space-
time slip distribution along the fault. To solve the inverse problem, we use the 
method of linear programming developed and applied to the earthquake-faulting 
problem by Das and Kostrov (1990,1994) and we stabilize the solution by using 
physical constraints. The constraints of the positivity of the slip rates on the 
fault are used in all cases in this study. Additional physical constraints, such us 
pre-assigning the final moment, are also used. For source-receiver distances of 
the same order of fault length, the finite fault is discretized into a series of point 
sources. This approximation is widely used in seismology and many 
earthquakes have been simulated with a grid of point sources. 
In this thesis we solve the inverse problem with linear programming (LP) and as 
we just said, include additional constraints on the solution to make it more 
stable. We use the simplex method to solve the LP problem. This is described in 
the third chapter, where we describe the fundamental rules of the LP and we 
give a numerical example of the simplex method.  
In the fourth chapter we apply the inversion procedure on the main event 
occurred at L’Aquila city on April 6, 2009. After a geological description of the 
area under study, we check the resolution and robustness of our procedure. By 
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different synthetic tests and comparisons with models found in literature we 
have chosen the best source model for our process. We fix known parameters 
such as fault geometry, crustal structure and stations distribution and we 
consider a large-enough fault area. We use the positivity of the slip rates on the 
fault and total seismic moment to stabilize the solution.  
We apply our inversion procedure on 3-component accelerograms recorded by 
the Italian national strong-motion network RAN. We use only rock stations 
uniformly distributed around the fault at epicentral distances less than 80 km.  
We resample and filter the accelerograms at 1Hz. This is described in the fifth 
chapter where we show the results obtained and the different cases that we have 
studied to improve our slip distribution result. 
In order to obtain a complete description of an earthquake also in the point-
source approximation we estimate its moment magnitude that is based on the 
basic physical parameter of the earthquake source: the seismic moment.  
In the sixth chapter we give the basic concept of earthquake magnitude. The 
determination of the magnitude of an earthquake is still an open question. There 
are various scales of magnitude and different methods of calculation, that lead 
to different values for the same event, obtained by the various Institutions and 
Agencies that determine them. We describe the magnitude scales in use and, in 
particular, the moment magnitude. Finally, we explain two methods to calculate 
the moment magnitude. In particular, we describe the Andrews (1986) method 
used in the experimental phase of this work, applied to the procedure 
implemented by the SeisRaM group.  
We show the results in the seventh chapter, where we successfully validate 
SeisRaM procedure using the recordings of some recent strong earthquakes 
occurred in Italy and Slovenia and the recordings of some minor events in the 
SE Alps area for which independent seismic moment and moment magnitude 
are available. 
INTRODUCTION !
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Actually, the procedure estimates the moment magnitude of small events 
recorded by the Transfrontier network occurred in SE Alps in real time. Starting 
from an Interreg project between Italy, Austria and Slovenia, there was an 
integration into the Transfrontier network of the three country stations. The 
software used to collect and analyse the data is the software Antelope® (BRTT, 
Boulder). We have optimized this software by creating new tables in the 
database in order to interface it to our algorithm to estimate the seismic moment 
and the corner frequency in real time. Since one year, our procedure is applied 
to events recorded by the Italian National Accelerometric Network (RAN), 
management by the Department of Civil Protection of Rome (DPC). 
Finally, the thesis ends summarizing the main conclusions. 
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CHAPTER 1 
SEISMIC SOURCE: THEORY !
1.1 INTRODUCTION 
 
One of the main goals of seismology is to understand and parametrize the 
seismic source from the observation of seismic ground motion. 
A seismic event results from the sudden release of some form of potential 
energy within the Earth or at its surface. For earthquakes the stored energy is 
usually elastic and associated with the strain accumulating across a fault zone 
by continuing deformations. The rocks on the opposite sides of a surface (fault 
plane) slip suddenly, producing a displacement discontinuity across the fault 
surface. The rupture starts on a small nucleation zone and then, when the 
friction at the rupture front drops from static to dynamic levels, it develops into 
an unstable phase over the fault plane. Only a part of the original energy is 
removed from the ‘hypocentre’ in the form of seismic waves.  The wave 
radiation starts at a point when it is reached by the rupture front and its 
characteristics depend on the geometrical and mechanics features of the 
faulting. The geometrical features are the size, shape, depth of the fault area and 
the amount, direction and complexity of slip. The mechanical characteristics 
include the nucleation point (hypocenter), the rupture velocity, the rise time 
(how fast the slip takes place at each point on the fault) and the slip direction.  
Fracturing can be approached in two different ways. The dynamic simulation 
considers the complete fracture process relating the fault slip to stress acting in 
the focal region. A complete dynamic description must be able to describe 
fracturing from the properties of the material of the local region and the stress 
conditions. Such models present great difficulties and their solutions, in many 
cases, can be found only by numerical methods.  
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The second approach is through a kinematic modeling of the source. It 
considers the slip of the fault without relating it to the stress that causes it. 
Fracturing is described purely in terms of the slip vector as a function of the 
coordinates on the fault plane and time (slip history). From models of this type, 
it is relatively simple to determine the corresponding elastic displacement field. 
The kinematics process is often represented with a simplified force system that 
results in an equivalent seismic wave equation. 
This approximation is valid for seismic waves with periods longer than the 
duration of rupture and wavelengths that are large relative to the fault 
dimension: the complex faulting is replaced by a single dislocation 
representation simulated by a double-couple force system applied within an 
elastic medium (fig.1.1). 
 
 
Fig.1.1 For period longer than the duration of rupture the kinematic process is represented with 
a simplified force system. The complex faulting is replace by a single dislocation representation 
simulated by a double-couple force system within elastic medium (modif. after Lay and 
Wallace, 1995). 
 
 
 
!
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If the displacement discontinuity across the fault is known as a time function of 
the position on the fault, the motions are completely determined (Aki and 
Richards, 1980).  
In this chapter we give a brief review of the seismic source theory that provides 
the tools we need to quantify and characterize the processes of seismic events. 
 
1.2 THE FAULTING SOURCE 
 
A shear dislocation on a planar surface approximates a faulting event. The 
amplitude and sense of the initial motion distributed over the P and S 
wavefronts near the source, determine a radiation pattern that provides insight 
into the fault plane orientation, allowing the detailed study of the fault 
mechanism. 
The shearing motion on the area occurs when the elastic strain accumulation 
overcomes the static frictional stress that resists motion. During an earthquake, 
sliding motion starts from the hypocenter and the slip front expands over the 
fault, separating regions that are slipped from regions that are not yet slipped. 
The expansion of the rupture area is a function of space and time, A(x,t), as the 
corresponding slip function D(x,t), that gives the sliding motion on the fault 
(fig.1.2). 
 
 
Fig1.2 Sketch of a rupture spreading from the hypocenter over a fault plane. 
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Planar faulting is defined as a slippage between two blocks. The orientation of 
the fault plane in geographic coordinates is defined with two angular 
parameters: the strike,!, defined as the azimuth of the fault projection on the 
surface measured clockwise from north; the dip, !!!defined as the angle 
measured downward from the surface to the fault plane. The direction of the 
slip vector is defined by the angle of the slip, called rake !, measured on the 
fault plane from the strike direction to the slip vector (fig.1.3).  
 
 
 
Fig.1.3 Fault orientation parameters (strike ! and dip !), and direction of slip vector (rake !).  
 
 
The variation of these parameters defines three different types of fault: thrust 
faulting, normal faulting, strike slip faulting (fig.1.4). 
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Fig. 1.4 The basic style of faulting for different slip vector. A normal fault is a dip-slip fault in 
which the block above the fault has moved downward relative to the block below. This type of 
faulting occurs in response to extension. A thrust fault is a dip-slip fault in which the upper 
block, above the fault plane, moves up and over the lower block. This type of faulting is 
common in areas of compression. A strike-slip fault is a fault on which the two block side past 
one another.  
 
 
1.2.1 A POINT SEISMIC SOURCE: GREEN’S FUNCTION AND 
REPRESENTATION THEOREM 
 
Earthquakes are produced by fractures in the Earth’s crust. In Reid’s model of 
elastic rebound, faulting is caused by sudden release of accumulated elastic 
strain when the strength of the material is overcome. This implies that the stress 
in the medium depends only on strain (Hooke’s law); an earthquake source can 
thus be defined as a displacement discontinuity due to shear stress accumulated 
during the process of tectonic deformation. 
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The theory of elasticity constitutes the theoretical basis of the seismic source 
description. The solution of the elasto-dynamic equation gives us the 
opportunity to relate forces in the medium to measurable displacements. 
The fundamental equations that rule the mechanical behavior of an elastic 
medium are those of continuity and motion. The first is a consequence of the 
conservation of mass and energy principle and the second is a consequence of 
Newton’s second law. Starting from these two equations, we have the 
fundamental equation of motion: 
 
                                   !!! ! !! ! !!"!!                                              (1.1) 
                                           
                                   !! ! !!"!!                                                    (1.2)             
 
where ! is the density of medium, !! is the second time derivate of the 
displacement field that describes the body deformation, !! is the n-th 
component of the external body force density acting per unit volume. The 
traction components !! are related to the stress tensor by the equation (1.2). The 
term !!"!!  is the divergenze of the stress tensor !!" representing the elastic 
force of the medium 
For an isotropic medium, following the constitutive linear relation: 
 
                                       !!" ! !!!!!!" ! !!!!!"                                       (1.3) 
 
where ! and ! are the Lame constants describing the elastic proprieties of an 
isotropic medium, !!" is the Kronecker function and !!" is the component of 
elastic strain tensor. Substituting into 1.1 and using the vector notation, we 
obtain: 
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            !! !! ! ! ! ! ! ! ! ! ! !! ! ! !!!! !! ! ! ! !! !         (1.4) 
 
This is the equation of motion in terms of displacements for a continuous, 
homogeneous, isotropic, infinite, elastic medium. It is very important in 
seismology, since many problems can be solved using this approximation.  
A type of body forces of great importance in the solution of many problems of 
elastodynamics is that formed by a unit impulsive force in space and time with 
arbitrary direction. This force let it be oriented along the n-th coordinate axis 
and have unit amplitude, may be represented mathematically by means of 
Dirac’s delta function:     
 
                                !! !! ! ! ! !! ! ! ! ! ! !!"                               (1.5) 
 
The force is applied at the point of coordinates ! and the time ! and is null 
outside this point and time. If we substitute this force in the equation of motion, 
its solutions are the elastic displacements for every point of coordinates ! for 
every time t, in a certain volume V surrounded by a surface S. The displacement 
field from such a simple source is the elastodynamic Green function. It is a 
tensor !!" !! !! !! !  function of the coordinates and time !! !  of each point in 
V and of the coordinates and time !! !  of the point of application of the force. 
The form of the Green function depends on the characteristics of the medium 
and how it reacts mechanically to an impulsive excitation force, on its elastic 
coefficients and its density. The Green function satisfies the equation: 
   
                         !!!" ! !!"#$!!"!!" ! ! !! ! ! ! ! ! !!"                      (1.6) 
 
where !!"#$ is the tensor of elasticity coefficients.  
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The solution of the equation (1.6), and in general the displacement as a function 
of space and time resulting from a displacement discontinuity in a general 
elastic medium, is expressed by the representation theorem. Also this theorem 
relates an observable quantity, like ground motion, to the parameters of an 
idealized model of the seismic source.  
Let us take the surface of volume V consisting of an external surface S and two 
adjacent internal surfaces, !! and !! which are opposite faces of the fault. This 
is following the work of Reid that stated earthquake motion is due to waves 
radiated from spontaneous slippage on active geological fault. If slip on ! 
occurs, the displacement field is discontinuous but the equation of motion is 
still satisfied throughout the interior of the surface ! ! !! ! !! and we can 
apply the representation theorem. We can assume that both u and G satisfy the 
homogeneous boundary condition on S because the surface S could be the 
Earth’s surface so that it is no longer of direct interest. Under this assumptions, 
the n-th component of elastic displacement, caused by the dislocation on the 
fault, at observation position x and time t is given by the following equation 
(see section 2 of Aki and Richards, 1980): 
 
!! ! !" !!" !! ! ! !!!! ! !! !! ! !"!!!!! !  
 ! !" !! !! ! !!"#$!!!!!" !! ! ! !! !! ! !!!!!!!!! ! 
 
                             ! !!" !! ! ! !! !! ! !! ! !! ! !! !!                            (1.7) 
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where !!" !! ! ! !! !! !  is the n-th component of displacement at position x 
and time ! ! !!caused by an unit impulsive force applied in p direction at 
position !!and time t=0; ! is the general position within V,  !! the body force 
applied on the studied medium, !! the traction due to displacement  ! on the 
surface ! with normal !, !!!"#$ is the tensor of elasticity coefficients. Square 
brackets are used to indicate the difference in dislocation between the positive 
and negative side of the fault surface !, ! !! ! ! ! !!! ! ! ! !!! !  where ! 
is a point on the surface !. The representation theorem defines the 
displacements composed of three terms: the contribution from the body forces 
acting on V, the contributions due to tractions and the contributions from the 
displacement itself. The simplest and most commonly used way of establishing 
a defining property of G on ! is to take ! as an artificial surface across which G 
and its derivates are continuous on ! so that G satisfies the equation of motion 
(1.6). Considering, also, as boundary condition, the discontinuity of 
displacement and the continuity of traction on the fault surface (! !!! ! !) 
and absence of body forces for u we obtain: 
  !! !! ! ! !" !! !! !!!!!! !!"#$!!!!!!" !! ! ! !! !! ! !!!!!! 
 (1.8) 
The changed sign depends on the orientation of the normal ! and definition of !. 
Using the convolution symbol, we have: 
                                 !!!! !! ! ! !! !!"#$!! ! !"!"!!! !!! ! 
                         (1.9) 
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where !! !!"#$!! can be thought as the equivalent of a single couple on ! at !, 
with the arm in the !! direction. Equation 1.9 implies that each displacement 
component at x is equivalent to the effect of a sum of couples distributed on the 
fault surface. 
Defining the moment density tensor: !!" ! !! !!"#$!!, the representation 
theorem for displacement at x due to general displacement discontinuity !! !! !  across ! is: 
    !! !! ! ! !!" ! !!"!!!!! ! !!!" ! !!"!! 
 (1.10) 
where  !!" ! !!"!!!  is the seismic moment tensor. 
Then the source process from a pure shear dislocation can be represented by a 
system of force couples perpendicular to each other and giving zero net 
moment, the so called double couple, distributed over the fault plane.  !
 
1.2.2 DISPLACEMENT FIELD: FAR-FIELD AND NEAR-FIELD 
RADIATION 
 
The representation theorem expresses the elastic displacement as a function of 
space and time resulting from a displacement discontinuity in a general elastic 
medium. Without going into all the detailed derivations, using the Helmholtz 
potentials for the body force and an initial value of the displacement that 
satisfies equation (1.4), and using the direction cosines !! !for the vector x, we 
find the displacement field ! !! !  due to a body force !! !  applied in the  !! 
direction at the origin of Cartesian coordinates system (see section 4 of Aki and 
Richards, 1980): 
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 !! !! ! ! !! ! ! !!" ! 
 ! !!!" !!!!! ! !!" !!! !!! ! ! ! !" !! !! !  ! !!!"!! !!!! !! !! ! ! !! ! ! !!!"!! !!!! ! !!" !! !! ! ! !!  
(1.11) 
where ! ! ! ! !! ! and ! ! ! ! are the P-wave and S-wave velocities, 
respectively. Equation (1.11) is an important solution in elastic wave radiation. 
It is composed by three different terms that depend upon the source-receiver 
distance r. The first term including !!! !!! ! ! ! !"! !! !  is called the near-field 
term, that dominates as ! ! !. The second and the third ones are called far-field 
terms. They behave like !!! and become dominant as ! ! !. The second term 
expresses the far-field P wave, whereas the third the far-field S wave. Thus, in 
the far field P waves propagate the radial component of the point force, whereas 
the S waves propagate information about the transverse components. The first 
term representing the near field contains both aspects of P and S waves. Note 
that the expressions involving the direction cosines define the radiation pattern. 
Much of the practical work in seismology is done in the far field, therefor we 
now consider only far field terms.  
After appropriate mathematical manipulations that we omit here, we can write: 
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!! !! ! ! !!"#$!!"!!! !!!! !! !! ! ! !! !! !"!!! !!!!  ! !!"#$!!"!!! !!!! ! !!" !! !! ! ! !! !! !"!!! !!!  
(1.12) 
where the terms of P-waves and S-waves radiation are observable. In the far 
field the source-receiver distance and direction cosines are constant with respect 
to !!. Then the far-field radiation of each point source, i, located on the fault 
can be written as: 
 
                                               !! ! !!! ! !!!                                         (1.13) 
 
Following Aki and Richards (1980) and Lay and Wallace (1995), these terms 
can be expressed as: 
 !! !! ! ! !!!"#!!!! !!"! ! ! !!  
(1.14)    
                                                                                                                         !!" !! ! ! !!!"#!!!!" !!"! ! ! !!  
(1.15) ! !!" !! ! ! !!!"#!!!!" !!"! ! ! !!  
(1.16) 
where !! !!!"and  !!" are the radiation terms of P, SV and SH waves. !" !" 
called moment rate function, is the time derivative of the seismic moment 
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function: ! ! ! !" ! ! !  with ! !  the source area and ! !  the slip 
function on the fault plane.  
Assuming the displacement discontinuity has the same direction, !! !!at each 
point of the fault surface, we have:  
   
                                         !! !! ! ! !!!! !! !                                     (1.17) 
 
where !! !! !  is the source function. Determining the source time function of 
an earthquake allows the mapping of the spatio-temporal history of the fault 
slip. 
 
1.2.3 THE SOURCE TIME FUNCTION 
 
The source time function (STF) !! !! ! , represents the slip’s dependence on 
time. The simplest STF is the step function, but there are other proposals such 
as: 
 
                                           !! ! ! !!" !                                         (1.18) 
 
       !! ! ! ! !! !! !!!!!!!!!!! ! ! ! !!!!!!! ! ! !!!!!!!!!!!!!!!!!!!                              (1.19) 
                               
      !! ! ! !!" ! !! !!! !                                 (1.20) 
 
In all cases the slip starts at t=0 and, once it has reached its maximum value !!, 
it stays constant. The fault does not return to its initial state. In the first case !! !  has the form of a step or Heaviside function such that the slip reaches its 
maximum value instantaneously at time t=0. The second equation states that 
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!! !  increases linearly from t=0 to t=!! and at this time reaches its maximum 
value. This STF introduces the source parameter ! called rise time that is the 
time taken for the slip to reach its maximum value. In the third equation !! !  
is a continuous function for t>0, exponentially approaching the maximum 
value. 
These models of STF represent the simple sources consisting of a single event.  
 
1.3 FINITE SOURCE MODEL 
 
The point-source model we have just discussed provides a simple approach to 
the simulation of seismic radiation. For larger earthquakes and especially for 
earthquakes observed at distances close to the source, this model is not 
sufficient and one has to take into account the geometry of the source and the 
propagation of the rupture across the fault. A more complete representation of 
the seismic source must include its dimensions and consider their effect on 
wave radiation. The use of finite models is recent and has been more 
extensively developed as the need to understand rupture in detail. The finite 
fault can be discretized into a series of point sources whose displacement 
histories are delayed in time as the rupture front expands. The summation of the  
contribution of all point sources, accounting for the time delay, gives the 
complete slip function for the earthquake by linear superposition.  
The first models of a finite fault were developed by Maruyama (1963), Burridge 
and Knopoff (1964) and by Haskell (1964, 1966), who provided a very simple 
solution for the far field of a rectangular fault.  
The most widely used models are dislocation models in which the earthquake is 
conceived as a displacement discontinuity along a fault plane. This 
representation defines a kinematic source model, in which the deformations 
within the earth are derived from a given/known/assumed slip vector that 
represents the inelastic displacement of the two sides of a fault. Equation (1.8) 
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defines a kinematic source model in which assigning the slip vector is sufficient 
to determine displacements everywhere in the medium. In a kinematic model 
the slip !!! is therefore assumed to be known. The kinematic approach is very 
useful to estimate source parameters and to interpret the observables, because it 
is generally consistent with the point-source double-couple model. The set of 
kinematic source parameters are: seismic moment, fault dimensions, 
displacement, rise time and rupture velocity on the fault plane. Anyway, this 
approach is inadequate for understanding the physical processes actually 
occurring in the source region. 
On the other hand, the dynamic source model describes the seismic source as a 
propagating shear fracture due to an initial stress field. In the dynamic approach 
the dislocation is the consequence of the stress conditions and the strength of 
rocks in the seismogenic earth crust. Therefore, when the strength of the 
material is exceeded, one can study the way in which the frecture nucleates and 
rapidly spreads out. The dynamic fault model is usually used for the crack 
model. At first Griffith (1921) studied the energy balance on the fracture edge 
and introduced the formal criterion for the fracture extension. To describe the 
fracture at an earthquake source as a crack, it is necessary to know the initial  
distribution of stress on the fracture surface before the earthquake and the laws 
governing the fracture propagation and interaction of the two fault planes. Then, 
the distribution is found, solving for other quantities reduces to the use of 
Green’s formula, as in the afore mentioned dislocation model. Thus, the 
difference between modeling faults as crack and as dislocations is not as drastic 
as it might seem. Since they have been introduced in seismology, both 
kinematics and dynamic models have developed considerably. However, only 
kinematic models were directly used in interpreting seismic data for a long 
time, because dynamics models were based mainly on sophisticated numerical 
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solutions. As the computer power increased also the dynamic models started to 
be further developed. 
 
1.3.1 HASKELL’S MODEL 
 
One of the most common and simplest used dislocation models was introduced 
by Haskell. It consists of a rectangular fault plane of width W and length L. A 
uniform displacement discontinuity spreads unilaterally at constant rupture 
velocity. The starting point in the derivation of this model is to subdivide the 
fault into small segments with width W and length dx, hence effectively 
considering a line source of length L (fig.1.4).  !
         
Fig. 1.4 Haskell’s kinematic model, one of the simplest possible earthquake models. The fault 
has a rectangular shape and a linear front propagates from one end of the fault to the other at 
constant rupture velocity (Modif. after Aki and Richards, 1980). 
 
At low frequencies, or wavelengths much longer than the size of the fault, this 
model is a reasonable approximation to a simple seismic rupture propagating 
along a strike slip fault.  
At time t=0 a dislocation starts to propagate along the fault length at a constant 
rupture velocity. As the dislocation moves, it leaves behind a zone of constant 
slip D. Assuming that the fault lies on a plane of coordinates !!! !!  the slip 
function can be written as: 
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for  ! ! !! !! !    
                                                                          
where H is the Heaviside step function and ! !  is the slip-rate time function 
that, in the Haskell’s model, is invariant with the position on the fault. The most 
important feature of this model is the propagation of rupture implicit in the time 
delay of rupture !! !!. The rupture velocity,!!, is the velocity with which the 
rupture front propagates on the fault in the !!direction. Haskell’s model gives 
an easy first-order approximation to the seismic slip, fault finiteness and finite 
rupture velocity. Also it captures some of the most important features of an 
earthquake and has been used to invert for seismic source parameters both in 
the near and far field from seismic data. 
 
1.3.2 THE CIRCULAR FAULT MODEL 
 
The other simple source model used in earthquake source seismology is a 
circular crack model. Several authors introduced this model (e.g. Savage, 1966, 
Brune, 1970) to quantify a simple source model that was mechanically 
acceptable and to relate slip on the fault to a stress change. The Haskell’s model 
says that on the fault borders slip suddenly jumps from the average slip D to 
zero. This violates material continuity and for this reason produces non-
integrable stress changes. The circular fault model assumes that the earthquake 
fault is circular from the beginning, with rupture starting from a point and then 
the propagating self-similarly until it finally stops at a certain source radius.   
Now we focus on Brune model, starting from the assumption of a circular fault 
on which an instantaneous shear stress wave propagates through the medium. 
As the stress pulse is applied instantaneously, no effects of rupture propagation 
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are considered. The far-field displacement in this model is given by (Brune, 
1970): 
 !! ! ! !!" !! !!! !! ! ! !!! !!!!!! !! !!!  
(1.22) 
where ! ! corresponds to a geometrical attenuation term, r is the fault radius 
and R, !! and ! are the source-receiver distance, dynamic stress drop and shear  
modulus, respectively. !!"is the radiation pattern. Applying the Fourier 
transform the displacement spectrum is: 
                                  ! ! ! !!" !!!!! !!! !! !!! ! !!! 
        
(1.23) 
with  !! ! !!!"!! !!!   the corner frequency related to the source radius.  
Brune model is commonly used to obtain fault dimension from spectra of S 
waves for small-to-moderate size events, for which the circular fault is a good 
approximation.  
 
1.3.3 APPROXIMATION OF FINITE FAULTS WITH POINT SOURCES 
SUMMATION 
 
For source-receiver distances of the same order of the fault length, the finite 
fault is discretized with a grid of point sources. This approximation is widely 
used in seismology. The discutized grid has steps !!. This step must be such 
that the temporal separation between adjacent sources is smaller than the 
Nyquist period. The interval !! depends also on the rupture velocity and the 
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minimum phase velocity. The choice of !!!is fundamental for source modeling 
theory. 
The dislocation recorded by a station at a point x on the Earth surface can be 
expressed following the representation theorem as: 
 !! !!! !! ! !" !!" !!! !!!!! ! !! !! ! !!!!!!  
(1.24) 
where i,k =1,2,3,  !! !!! !!  are the components of displacement at point x, !! !! !  are the components of dislocation upon the fault surface and !!" !!! !!!!! !  are the components of medium response (Green function) at !!! !!  due to an impulse at point x and time t.  
Taking in account also the instrumental response and moving the time 
derivative from the kernel to the slip term, and assuming a constant slip 
direction, we obtain: 
                           !! !! ! !" !! !! !! ! ! !!!!! !! ! !! 
(1.25) 
where j identifies the station and the related seismogram is !! !! , !! !! !! ! !  
is the response due to an impulse at !! !  and ! !! !  is the slip velocity. The 
vector ! is the position of the fault relative ad reference point as hypocenter and 
t is the origin time of the earthquake. To solve equation (1.25) we must 
discretized it.   
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CHAPTER 2 
INVERSE THEORY !
2.1 INTRODUCTION 
 
An earthquake can be considered a source of information, the acquisition of 
which is the subject of seismology. The information carried by observed data 
consists of two fundamentally different parts: the first created during the 
excitation of waves at a source; the second is produced by the conditions of 
wave propagation from the source to station, that is by the structure of medium. 
Then the interpretation of seismic observations requires the solution of two 
main problems: the determination of the velocity structure and the 
determination of the earthquake source parameters. These problems are 
essentially problems of data inversion.  
The inverse problem of earthquake source has been formulated to determine the 
spatio-temporal evolution of the slip or slip rate, on the fault plane. To extract 
information about faulting processes by seismic wave radiated from the source 
is necessary to establish how the seismic radiation is related to the 
characteristics of the source. The concept of fracture mechanism presented in 
Chapter 1 provides some understanding of the physical meaning of the fracture 
at the source and permits certain conclusions to be drawn about the specific 
feature of the process. The kinematic description in terms of the displacement 
jump vector on the fracture surface as a function of position and time is more 
advantageous than the dynamic one because the most general solution of 
radiation exists, permitting the inverse problem formulation.  
Since the early 1980’s, much works has been done to determine the source time 
function and the spatial moment release of earthquake using a constant rupture 
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velocity. Also the inverse problem for the static case, that is the determination 
of the final slip distribution on the fault using geodetic data, has been studied.  
The solutions of these problems are far from being trivial. It is known that the 
inverse problem is unstable. The stability and uniqueness proprieties have been 
discussed extensively by Kostrov and Das (1988).  From the computational 
point of view, the instability is equivalent to non-uniqueness of the solution. 
The limited number of stations with suitable records makes the situation even 
more complicated. Consequently, to obtain a robust solution of such problem 
one needs some physical constraints on the source process.   
In this chapter and in the next one we give a basic description of the 
geophysical inverse problem, of its solution and of a procedure to solve it. 
 
2.2 THE INVERSE PROBLEM: THEORETICAL OVERVIEW 
 
An important aspect of physical sciences is to make inferences about physical 
parameters from data. In general, the laws of physics provide the means for 
computing the theoretical counterpart of the data values, predicted data, given a 
model. This is called forward problem (fig. 2.1). For the inverse problem the 
aim is to reconstruct the model from a set of measurements. Hence the term 
inverse theory is used in contrast to forward theory, which is defined as the 
process of predicting the result of measurements on the basis of some general 
principle or model and a set of specific conditions relevant to the problem.  
 
Fig. 2.1 Objectives of forward modeling and inverse problem. 
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So the inverse theory addresses the reverse problem: starting with data and a 
given model it determines the estimates of the model parameters. However, 
there is a big difference between these two problems: the forward problem is 
well-posed one, i.e., that means the solution has the properties of uniqueness, 
existence and stability. If any of these properties is not satisfied, the problem is 
called ill posed. Usually all geophysical inverse problems are ill posed, because 
their solutions are either non unique or unstable.   
In other words, there are three many questions that arise when we try to solve 
the inverse problem: 
1. The existence of the solution: at least one model must exist that explains 
the data. 
2. The uniqueness of the solution: each model must be able to generate a 
single set of data. 
3. The instability of the solution: geophysical data are always 
contaminated by some errors. Small errors made in measuring data may 
lead to indefinitely large errors in the solution. 
The main problems that arise in solving inverse problems are the following: 
I. Parameterization of a model; 
II. Comparison of the observations with synthetic data for a given model; 
III. Choice of a criterion that the solution should satisfy when the problem 
has an infinite number of solutions; 
IV. Narrow the domain of solutions in the case of instability. 
The existing inversion methods should be classified from the standpoint on 
which is their approach to the solution of the above problems. As we just said, 
the inverse problem is ill posed, so the objective of the procedure is to find a 
solution (or solutions) and to represent the degree of non uniqueness in a 
quantitative way. 
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2.2.1 THE LINEAR INVERSE PROBLEM 
 
The simplest and best understood inverse problems are those that can be 
represented with the explicit linear equation 
        
                                                 !" ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(2.1) !
where G is a matrix called data kernel, m contains model parameters and d 
contains the data. Solving an inverse problem means to retrieve information, 
that we are able to determine about the problem under consideration. The 
simplest kind of solution to an inverse problem is an estimate !!"#of the model 
parameters, that is simply a set of numerical values for the model parameters. 
Estimates are generally the most useful kind of solution to an inverse problem. 
In many problems, many solutions might exist. To single out arbitrarily only 
one of these solutions and call it !!"# gives the false impression that a unique 
solution has been obtained. One problem is to decide the quality of the estimate.  
A remedy is to state additionally some bounds that define its certainty. These 
bounds can be either absolute or probabilistic. When they exist, bounding 
values can often provide the supplementary information needed to interpret 
properly the solution to an inverse problem. They are, however, many instances 
in which bounding values do not exist. 
 
2.2.2 SIMPLEST SOLUTION OF THE LINEAR INVERSE PROBLEM: 
THE LEAST SQUARES SOLUTION 
 
The simplest of methods for solving the linear inverse problem is based on 
measures of the size or length of the estimated model parameters and of the 
predicted data. One of these methods is the least squares method: one tries to 
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pick the model parameters so that the predicted data are as close as possible to 
the observed data. For each observation one defines a prediction error, or misfit: ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! ! !!!"# ! !!!"#                                           (2.2) 
                                                         
The method of least squares estimates the solution of an inverse problem by 
finding the model parameters that minimize a particular measure of the length 
of the predicted data, namely, its Euclidean distance from the observations. The 
concept of norm is used to refer to some measure of the length or size. The 
method of least squares uses the 2L norm to quantify length and this norm obeys 
Gaussian statistics. Least squares can be extended to the general linear inverse 
problem in a very simple manner. One computes the derivative of the error with 
respect to one of the model parameters and sets the result to zero as 
 
! ! !!! ! !!! ! ! ! !" ! ! ! !"!!!!
! !! ! !!"!!!! !! ! !!"!!!!!!  
(2.3) 
Multiplying out the terms and reversing the order of the summations leads to 
 
! ! !!!! !!"!!" ! ! !! !!"!! ! !!!!!!!!!!!!!!!!  
                                                                                              (2.4)
 
The derivates qmE !! are computed next. Performing this differentiation term 
by term gives 
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                     (2.5)
 
for the first term. Note that derivates of the form ji mm !! are just the 
Kronecker delta ij! . Since both im and jm are independent variables, their 
derivative is zero unless ji = . The second term gives 
 
 
!! !!!! !! !!"!!!!!! ! !! !!" !!"!! ! !! !!"!!!!!!!!  
                                                              (2.6)
 
Since the third term doesn’t contain any m’s term, it is zero as  
 
 !!!! !!!!!! ! ! 
(2.7) 
Combining the three terms gives 
 !"!!! ! ! ! ! !! !!"!!" ! ! !!"!!!!!!!!  
                                                                                          (2.8)
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Writing this equation in matrix notation yields 
 
                                              !!!" ! !!! ! !                                      (2.9) 
 
The quantity !!! is a square MxM matrix and it multiplies a vector m of length 
M. The quantity !!! !!! is also a vector of length M. This equation is, 
therefore, a square matrix equation for the unknown model parameters !. 
Presuming that [ ] 1!GGT exist, we have the following solution: 
 
                                           !!"# ! !!! !!!!!                                    (2.10) 
 
which is the least squares solution to the inverse problem !!" ! !.   
We know that the inverse problem has no exact solution. Therefore, we 
estimate the solution by those values of the model parameters that gave the best 
approximate solution, where best means the minimum !!-norm prediction error.  
Least squares fail if the number of solutions that gives the same minimum 
prediction error is greater than one, that is, they fail for problems with no 
unique solutions. The question of the whether the equation !" ! ! provides 
enough information to specify uniquely the model parameters, serves as a basis 
for classifying inverse problems.  
When the equation !" ! !!does not provide enough information to determine 
uniquely all the model parameters, the problem is said to be underdetermined. It 
occurs when there are more unknowns than data, that is, when M>N. To obtain 
a solution !!"# to the inverse problem, we must have some means of 
distinguishing precisely one of the infinite numbers of solutions with zero 
prediction error. To do this, we must add to the problem some information not 
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contained in the equation !" ! !. We do not necessarily known where this 
information comes from and how it looks like. The importance of the a priori 
information depends greatly on how one plans to use the estimated model 
parameters. 
In the case there is only one solution and it has zero prediction error, the 
problem is said even-determined. 
When there is too much information contained in the equation !" ! !!for it to 
possess an exact solution, we speak of it as overdetermined. This is the case in 
which we can employ least squares to select a best approximate solution. 
Overdetermined problems typically have more data than unknowns, that is, 
N>M. 
The method of least squares estimates the model parameters with the smallest 
prediction length. The method of minimum length estimates the simplest model 
parameters and it is simple and easily understood. Nevertheless, we must not 
neglect an important aspect of inverse problems: the nature of inverse problems 
depends more on the relationship between the data and model parameters than 
on the data or model parameters themselves. 
 
2.2.3 GENERALIZED INVERSES 
 
Above we derived a method of solving the linear inverse problem !" ! ! that 
was based on examining two properties of its solution: prediction error and 
solution simplicity (or length). Most of these solutions had a form that was 
linear in the data: !!"# ! !" ! ! where M is some matrix and ! some vector, 
both of which are independent of the data !. This equation indicates that the 
estimate of the model parameters is controlled by some matrix M operating on 
the data. Since the matrix M solves, or inverts, the inverse problem !" ! !, it 
is often called the generalized inverse and given the symbol !!!. The 
generalized inverse of the overdetermined least squares problem is !!! !
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!!! !!!!,whereas for the minimum length underdetermined solution it is !!! ! !! !!! !!.  
Now suppose we a generalized inverse that in some sense solves the general 
inverse problem !" ! !, yielding an estimate of the model parameters !!"# ! !!!!. We can then ask how well does this estimate fit the data. By 
including this estimate in the equation !" ! ! we conclude: 
 
            !!"# ! !!!"# ! ! !!!!!"# ! !!!! !!"# ! !!!"#        (2.11) 
 
The NxN square matrix gGGN != is called the data resolution matrix. This 
matrix describes how well the predictions match the data. If N=I, the unit 
matrix, then !!"# ! !!"#, and the prediction error is zero. If the matrix is not 
identity one, the prediction error is non-zero. Because the diagonal elements of 
the data resolution matrix indicate how much weight a datum has in its own 
prediction, these diagonal elements are often singled out and called the 
importance n of the data: ! ! !"#$ ! . The data resolution matrix is not 
function of the data, but depends only on the data kernel G and an any a priori 
information applied to the problem. The data resolution matrix indicates 
whether the data can be independently predicted, or resolved.  
The same question can be asked about the model parameters. To answer this 
question we imagine that there is a true, but unknown set of model parameters !!"#$, that solves !!!"#$ ! !!"#. We then inquire how closely a particular 
estimate of the model parameters is to this true solution. Plugging the 
expression for the observed data !!!"#$ ! !!"# into the expression for the 
estimated model !!"# ! !!!!!"# gives: 
 !!"# ! !!!!!"# ! !!! !!!"#$ ! !!!! !!"#$ ! !!!"#$ (2.12) 
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R is the MxM model resolution matrix. If R=I, then each model parameter is 
uniquely determined. If R isn’t an identity matrix, then the estimates of the 
model parameters are really weighted averages of the true model parameters. If 
the model parameters have a natural ordering, then plots of the rows of the 
resolution matrix can be useful in determining to what scale features in the 
model can actually be resolved. Like the data resolution matrix, the model 
resolution is a function only of the data kernel and of the a priori information 
added to the problem.  
The covariance of the model parameters depends on the covariance of the data 
and the way in which error is mapped from data to model parameters. This 
mapping is a function of the data kernel and the generalized inverse only, not of 
the data itself. It is therefore useful to define a unit covariance matrix that 
characterizes the degree of error amplification that occurs in the mapping. If the 
data are assumed to be uncorrelated and to have all equal variance !!, the unit 
model covariance matrix is given by 
 
                           !"#!! ! !!!!!! !"#!! !!!" ! !!!!!!"           (2.13) 
 
Even if the data are correlated, one can often find some normalization of the 
data covariance matrix, so that one can define a unit data covariance matrix !"#!! , related to the unit model covariance matrix by 
 
                                         !"#!! ! !!! !"#!!! !!!"                           (2.14) 
 
The data and model resolution and unit covariance matrices describe many 
interesting proprieties of the solution to inverse problems. We therefore 
calculate these quantities for some of the simpler generalized inverses, with 
[ ] Idu =cov   
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There are techniques that quantify a goodness of the data and model resolution 
matrices and unit covariance matrices. Because the resolution is best when the 
resolution matrices are identity matrices, one possible measure of resolution 
measure is based on the size, or spread of the off-diagonal elements. 
  
!"#$%& ! ! ! ! ! !! ! !!" ! !!" !!!!!!!!!  
(2.15) 
!"#$%& ! ! ! ! ! !! ! !!" ! !!" !!!!!!!!!  
          (2.16) 
These measures are sometimes called the Dirichlet spread function. They are 
based on the 2L norm of the difference between the resolution matrix and 
identity matrix. The unit standard deviation can be used to estimate the size of 
the unit covariance matrix as 
 
!"#$ !"#!! ! !"#!! ! ! !! ! !"#!! !!!!!!  
                                                                                 (2.17)
 
where the square root is interpreted component by component. Note that this 
measure of covariance size does not take into account the size of the off-
diagonal elements in the unit covariance matrix. This is a way to measure 
quantitatively the goodness of the resolution and the covariance of a generalized 
inverse. 
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2.3 GENERAL SOLUTION TO THE KINEMATIC DISLOCATION 
PROBLEM; FORMULATION OF THE INVERSE PROBLEM 
 
The general solution of (1.8), i.e., of the dislocation problem, makes it possible 
to formulate the inverse problem of earthquake source theory in the following 
general way. 
At each point of the Earth’s surface !! let the displacement !! !! !  due to the 
earthquake be known. Next let the area !! where slip has occurred during the 
earthquake also be known. Since ! !  lies in !! and outside ! !  the slip is 
zero, integration (1.8) can be extended to the entire surface !!. Following the 
representation theorem, the dislocation recorded at a station located at a point x 
on the Earth’s surface can be expressed as: 
 !! !!! !! ! !" !!" !!!!! !!! ! !! !! ! !!!!!!! !
(2.18) 
where i,k =1,2,3,  !! !!! !!  are the components of displacement vector at point 
x, !! !! !  are the component of the slip upon the fault surface and !!" !!!!! !!! !  are the components of the impulse response of the medium at !!! !!  due to a dislocation point source at point x and time t :  !!" ! !!"#$!!!!!" !!!!! !!! ! !!!!                                
The inverse problem consists of solving equations (2.18) for the slip 
distribution !! !! !  at each point of !! for each instant t.  
Imagine that the system of equations (2.18) is already solved and !! !! !  is 
known on !!. Then ! !  determines the part of !! on which !! is nonzero at 
time t. So, substituting !! !! !  in (1.8) we would obtain the displacement !! at 
every point outside the dislocation and for every instant of time. Following 
Hooke’s law, we can find the stress !!" !!! !!  at every point !! outside the 
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dislocation. Furthermore, by tending !! toward the dislocation surface ! ! , we 
can find the stress drop history at every point along the fracture. A complete 
mechanical description of the process at the earthquake source is then obtained.  
Hence the inverse problem of the earthquake source theory, in general, consists 
in solving equations (2.18).  The source models considered in seismology, in 
which the slip history !! !! !  is assigned a priori, represent essentially a trial-
and-error approach. For this it is necessary to investigate the solvability of the 
inverse problem, that is the existence, the uniqueness and the stability of the 
solution. To do this one should have the expressions of the kernel or of the 
Green’s tensor, but this is too complicated. For this investigation we must use 
the seismograms.  
 
2.4 CONSTRAINTS ON THE INVERSE PROBLEM  
 
To solve the inverse problem to determine the slip rate and the slip itself on the 
fault area is far from being simple. It is well known that the inverse problem in 
unstable and its instability is equivalent to non uniqueness of solutions. The use 
of well-defined constraints can stabilize the solutions of the inverse problem 
and the use of physical constraints is necessary to obtain a solution that is not 
only based on a good waveform fit (Saraò, 1996). 
The problem for inversion for spatial and temporal distribution of seismic slip 
was first solved by Olson and Apsel (1982). Quote from their work: 
“in order for a particular slip distribution to be  an acceptable solution to the 
inverse problem it must satisfy the following three conditions: 
1. The solution must explain the data. 
2. The solution must be physically reasonable (consistent with indipendent 
constraints). 
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3. If more than one solution fit the data equally well, additional 
information must be supplied to uniquely define which solution is being 
obtained.” 
The third condition means that the physical constraints may be insufficient to 
specify a unique solution so Olson and Apsel (1982) proposed to include some 
additional non-physical assumptions to make the solution unique. Their 
additional constraint was that the solution has the minimum norm. 
Physical constraints should be defined by the physics of the process on the fault 
during an earthquake, i.e., by fracture analysis. The limited knowledge about 
the earthquake physical process means that the only well-defined constraint is 
the limit on the fracture propagation speed. This is a weak constraint because 
the duration of the earthquake process is greater than the seismic wave 
propagation time across the fault, whereas the limiting fracture speed is 
comparable to the seismic wave velocity. To implement this constraint 
numerically, requires very fine spatial gridding on the fault. However, the 
choice of a very fine discretization increases the number of unknowns making 
the problem more unstable than the one that uses a coarser gridding. In fact, in 
the last case with a coarse grid the number of unknowns can be reduced so 
much as to make the corresponding numerical problem stable, that is, well-
conditioned, without additional physical constraints.  
A less physically founded constraint would be the requirement that the slip rate 
vector be directed in accordance with the average stress drop direction. This is 
means that the projection of the slip rate vector in the stress drop direction is 
positive. While in principle, slip in the opposite direction is possible due to 
interference of waves on the fault, it does not seem likely for a three-
dimensional forward model which shows that the slip direction almost 
coincides with the stress drop direction (Das, 1981). This suggests that it 
possible to assume the slip direction to be constant over the fault during the 
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process and coincident with the stress drop direction and the single component 
of the slip rate vector to be nonnegative.  
Another physical constraint is the requirement that the solution is in agreement 
with the seismic moment obtained from the centroid moment tensor solution or 
that derived from geodetic measurements. Alternatively, one may require the 
maximum slip rate on the fault to be limited by some considerations from 
fracture mechanics. Hartzell and Heaton (1983) minimized the seismic moment; 
Olson and Apsel (1982) use the no-back-slip constraint and the limit on the 
rupture speed. Additionally they require slipping to be confined to grids 
intersecting the rupture front and limited the number of times each grid could 
slip. 
In this work we determine the slip time slip history for each cells used to model 
the fault. For this we discretized the fault surface using the approximation of a 
set of point sources.   
 
 2.5 FORMULATION OF THE DISCRETE PROBLEM AND ITS 
SOLUTION 
 
As we just said in the first chapter a more complete representation of the 
seismic source must include its dimensions and consider its effect on wave 
radiation.  All exiting faults have finite dimensions.  
For source-receiver distances of the same order of fault length, the finite fault is 
discretized into series of point sources. This approximation is widely used in 
seismology and many earthquakes have been simulated with a grid of point 
sources. 
The finite fault is modeled by a series of point sources located on a grid with 
spacing steps !!. This step must be such that the temporal separation between 
the single sources is smaller than the Nyquist period. Because the time interval  
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between two energy releases of two neighboring points must be smaller or 
equal to the sampling time of the seismograms, !! depends on the rupture 
velocity. The choice of !!!is fundamental for source modeling theory. 
Considering the system of equations (2.18) and taking into account also the 
instrumental response (the seismograms are the ground motion filtered by 
instruments) for a given station and assuming a constant slip direction, we 
obtain, after some transformation: 
 !! !! ! !" !! !! !! ! ! !
!
!!! !! ! !!!
(2.19) 
where j identifies the station, !! !!  is related seismogram, !! !! !! ! !  is the 
response due to an impulse at !! !  and ! !! !  is the slip velocity. The vector ! 
is the position on the fault with respect to a reference point, e.g., hypocenter, 
and t is the time measured from the origin time of the earthquake. Equations 
such as (2.19) are known be unstable. To obtain a single solution one needs 
some physically constraints on the source process, in addition to the 
requirement of fitting the observed seismograms. The need for additional 
constraints is extensively discussed by Das and Kostrov (1990). They 
considered the effect of the following constraints: 
 ! !! ! ! ! for all !! !  
(2.20) ! !! ! ! !!for ! ! ! !  
(2.21) 
 
where ! ! ! !  gives the boundary of the area where slip is permitted at time t, 
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(2.22)                                              
where !! is the seismic moment.  Equation (2.20) represents the “no-backslip” 
constraint that is it assumes the slip direction to be constant over the fault 
during the process and coincident with the stress drop direction and the single 
component of the slip rate vector to be nonnegative. Equation (2.21) is the 
“causality” constraint whereas equation (2.22) is the “seismic moment” 
constraint. 
To be solved numerically equation (2.18) must be discretized. The fault 
rectangular area is divided into rectangular cells by equally spaced straight lines 
parallel to the strike and dip of the fault, one cell centre coincident with the 
hypocenter. Denote the dimensions of the cell !! and !! in strike and dip 
direction, respectively. For each cell the synthetic seismogram are computed for 
all stations with unit slip rate uniform within the cell and with a time step !! 
which is taken as the sampling interval of the slip history. Let the number of 
cells in the strike direction be !!, those in slip direction !! and the number of 
time steps in the dip history be !!. The synthetics are sampled with the same 
sampling interval as the records used for the inversion !! . Denote the 
synthetics ! !! ! !! ! !!! !!!! , !! ! !! being the cell numbers along strike and dip, !! the number of the corresponding seismogram sample at the station !!. Let ! !! ! !! ! !!  be the unknown slip rate at the cell !! ! !!  at the time !!!!. Then 
the seismograms will be modeled as: 
 
! !! ! !! ! !!! !!!! ! !!!! ! !! ! !! ! !!!!!!!!
!!
!!!!
!!
!!!!  
(2.23) 
CHAPTER 2: INVERSE THEORY 
! #(!
and the problem consists in finding ! !! ! !! ! !!  that must approximate with 
this expression the real records at the selected stations. We renumber the 
remaining slip rate values sequentially from 1 to !!, !! ! !!!!!! . Let ! !! ! !! ! !!  be an integer valued array, containing zeros for the slip rate 
values excluded due to causality condition and the sequential numbers of  the 
remaining ! !! ! !! ! !! . Denote so renumbered slip rate values !! ! ! ! !!! !!!. 
Similarly, we renumber the record samples ! !!! !!  sequentially from 1 to !! 
and denote them !! ! ! ! !!! !!!. Let the correspondingly numbered values of ! !! ! !! ! !!! !!!! ! !!!!  be denoted !!" !!!" comprising a !!!!!  matrix A. 
Thus the integral equation to be solved is discretized and leads to approximated 
problem with takes the form: 
                                                          !" ! !                                                (2.24) 
                                                 
Each column of A is a set of synthetic seismograms for all stations 
corresponding to different cells and time instants of the source duration, ordered 
in the same way as the observed seismograms.  
The constraints become: ! ! !  “no-backslip constraint” where the inequality means that every 
component of x is nonnegative; !! ! !  “causality constraint” for those i corresponding to cells and time 
samples outside the rupture front; !!!!! ! !!  “seismic moment constraint” where !! is time-independent and for 
each cell is equal to the product of the average rigidity times the area of the cell. 
So the inverse problem has been reduced to the solution of a linear system. 
For the numerical solution we follow the approach developed by Das and 
Kostrov (1990). Equation (2.24) together with the constraints does not yield a 
complete mathematical problem. We must formulate what the “best fit” to 
observation means. Denote ! ! !" by a residual r. 
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We will minimize the absolute misfit function !: 
 
! ! !!!!!!!  
(2.25)                                                                    
Representing r as !! ! !! where !! !0 and !! !0, the function f will be linear 
 
! ! !!! ! !!!!!!!!  
(2.26)                                                          
So we obtain the following linear programming (LP) problem: 
Minimize  
! ! !!! ! !!!!!!!!  
(2.27) 
under the constraints: 
 ! ! !" ! !! ! !! ! ! 
(2.28) 
!! ! !!!! ! !!!!!!  
(2.29)                                                                                                                   !! ! !! !!!! ! !! !!! ! !          
(2.30)                                                                                                        
The first step to solve this problem consists in finding a feasible solution like a 
set of positive unknowns satisfying the constraints. The moment equation can 
be solved for one of the !! , for example !!, to give: 
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!! ! !! !! ! !! !! !!!!!!!  
(2.31) 
Substituting into the last set of equations (2.28): 
 
!! ! !!!!! !! ! !!" ! !!! !! !! !! ! !!! ! !!! ! !!!!!!  
(2.32) 
Let  !! ! !"# !! ! !!!!! !!  
And !!!! ! !!! !! ! !!!! !! ! !!!!!!!!!!
(2.33)                                                                                                                !!!!! ! !!! !! ! !!!! !! ! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! 
(2.34) 
Now the equations can be solved for !!!! to obtain 
 
 
!!!! ! !! !! ! !!!!! !! ! !! !!" ! !!! !! !! !! ! !!!!!!!!!! !
(2.35)                   
!! ! !! !! ! !! !! !!!!!!!  
(2.36) 
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! ! !! !!!!!!! !! !!!!!! !! !!" ! !!! !! !!
!!
!!! !! ! !!!!!!
!!
!!!
!!
!!!  
(2.37) 
The linear programming is used in this work to solve the inverse problem and 
we include additional constraints on the solution to make it more stable. We 
also use the simplex method to solve the linear programming problem. !!!!!!!!!!!!!!!!!!!!!
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CHAPTER 3 
THE SIMPLEX METHOD 
3.1 INTRODUCTION: LINEAR PROGRAMMING 
 
Linear programming, (LP), sometimes called linear optimization, is a 
mathematical method for determining a way to achieve the best outcome (such 
as maximum profit or lowest cost) in a given mathematical model for some list 
of requirements represented as linear relationships. More formally, LP is a 
technique for the optimization of a linear objective function, subject to linear 
equality and linear inequality constraints. Its feasible region is a convex 
polyhedron, which is a set defined as the intersection of finitely many half 
spaces, each of which is defined by a linear inequality. Its objective function is 
a real-valued affine function defined on this polyhedron. An LP algorithm finds 
a point in the polyhedron where this function has the smallest (or largest) value, 
if such point exists. The function to be maximized or minimized is called the 
objective function. A vector, x for the standard maximum problem or y for the 
standard minimum problem, is said to be feasible if it satisfies the 
corresponding constraints. The set of feasible vectors is called the constraint set. 
An LP problem is said to be feasible if the constraint set is not empty; otherwise 
it is said to be infeasible. A feasible maximum (minimum) problem is said to be 
unbounded if the objective function can assume arbitrarily large positive 
(negative) values at feasible vectors; otherwise, it is said to be bounded. Thus, 
there are three possibilities for an LP problem. It may be bounded feasible, it 
may be unbounded feasible, and it may be infeasible. The value of a bounded 
feasible maximum (minimum) problem is the maximum (minimum) value of 
the objective function as the variables range over the constraint set. A feasible 
vector at which the objective function achieves the maximum (minimum) value 
is called optimal. 
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Linear programs are problems that can be expressed in the canonical form: 
 !"#$!$%&!!!! !"#$%&'!!! ! ! !"#!! ! ! 
 
where x represents the vector of variables (to be determined), c and b are 
vectors of (known) coefficients and A is a (known) matrix of coefficients. The 
expression cTx is the objective function. The equations Ax ! b are the 
constraints which specify the convex polytope over which the objective 
function is to be optimized. Linear programming can be applied to various 
fields of study. It is used most extensively in business and economics, but can 
also be utilized for some engineering problems. 
The LP is so important because of the following reasons. At first, 
“nonnegativity” is the usual constraint on any variable !! that represents that 
tangible amount of some physical commodity. At second, because one is often 
interested in additive (linear) limitations or bounds imposed by man or nature. 
At third, the function that one wants to optimize may be linear or else may at 
least be approximated by a linear function, since that is the problem that linear 
programming can solve.  
The classical tool for solving the LP problem is the class of simplex algorithms 
proposed and developed by George Dantzig (1948). The method is based on 
generating a sequence of bases. A basis is a non-singular matrix of A of order 
mxm. The fundamental characteristic of the method is that at some point a basis 
is reached which provides a solution to the problem. 
The simplex is a geometrical N-dimensional figure with N+1 vertex. The 
method is connected with linear or optimization programming so that for N 
indipendent variables !!!! ! !! the objective function: 
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                                           ! ! !!"!! ! !!"!! !! !!!!!                           (3.1)                                             
is maximized (or minimized) when is subject to N constraints: 
                                              !! ! !! !! ! !!! ! !! ! !                                (3.2)                                                                                                 
and to additional ! ! !! !!! !!! constraints: !!!!! ! !!!!! !!! !!"!!! ! !!       !! ! !              ! ! !!! !!!    (3.3) !!!!! ! !!!!! !!! !!"!!! ! !! ! !      
 ! ! !! ! !!! !!! !!!   (3.4) !!!!! ! !!!!! !!! !!"!!! ! !! ! !  ! ! !! !!! ! !!! !!! !!! !!!   (3.5)                    
Consider now an example of a linear programming problem. Suppose that a 
farmer has a piece of farmland, say A square kilometers large, to be planted 
with either wheat or barley or some combination of the two. The farmer has a 
limited permissible amount F of fertilizer and P of insecticide which can be 
used, each of which is required in different amounts per unit area for wheat !!!!!  and barley !!!!! . Let !! be the selling price of the wheat, and !! the 
prize of barley. If we denote the area planted with wheat and barley with !! and !! respectively, then the optimal number of square kilometers to plant with 
wheat vs. barley can be expressed as a linear programming problem:  
!"#$%$&'!!!!!! ! !!!!   (objective function)                                              (3.6) 
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!"#$%&'!!"!!!! ! !! ! !    (limit on total area)                                             (3.7) !!!! ! !!!! ! !    (limit on fertilizer) !!!! ! !!!! ! !    (limit on insecticide)         !! ! !!! !!! ! !     (cannot plant a negative area) 
Geometrically, the linear constraints define a convex polyhedron, which is the 
feasible region (fig.3.1). The optimum is always attained at the vertex of the 
polyhedron. However the optimum is not necessarily unique: it is possible to 
have a set of optimal solutions covering an edge or face of the polyhedron.  
 
 
Fig. 3.1 Solvable problems will have a feasible region in the shape of a simple polyhedron. 
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3.2 FUNDAMENTAL THEOREM OF LINEAR OPTIMIZATION 
 
Consider a full N-dimensional space of candidate vectors. Then exclude the 
regions that are eliminated in turn by each imposed constraints. Since 
constraints are linear, every boundary introduce by the process is a plane or 
rather a hyperplane. Equality constraints of the form (3.5) force the feasible 
region into hyperplanes of smaller dimension, while inequalities divide the 
feasible region in allowed and not-allowed zones. When all the constraints are 
imposed, either we are left with some feasible region or else there are no 
feasible vectors. Since the feasible region is bounded by hyperplanes, it is 
geometrically a kind of convex polyhedron or simplex. The optimal feasible 
vectors cannot be in interior of feasible region, away from the boundaries. It is 
due to the linearity of the objective function. This means it always has a 
nonzero vector gradient. That is we could always increase the objective 
function by running up the gradient until we hit a boundary wall. The boundary 
of any geometrical region has one less dimension than its interior. Therefore we 
can run up the gradient projected into the boundary wall until we reach an edge 
of the wall. When this limit is reached we can iterate the procedure, until we 
finally arrive at a point, a vertex of the original simplex. Since this point has all 
N of its coordinates defined, it must be the solution of N simultaneous equalities 
drawn from the original set of N equalities and M inequalities.  
Points that are feasible vectors and that satisfy N of the original constraints as 
equalities, as we just said, are called feasible basic vectors. If N>M, then a 
feasible basic vector has at least N-M of its component equal to zero, since that 
many of the constraints will be needed to make up the total of N. Said in the 
other way, at most M components of the feasible vector are nonzero.  From the 
above, derives the Fundamental Theorem of Linear optimization: if an 
optimal feasible vector exists, then there is a feasible basic vector that is  
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optimal. The importance of the fundamental theorem is that it reduces the 
optimization problem to a combinatorial problem, that of determining which N 
constraints, out of the M+N pre-defined constraints, should be satisfied by the 
optimal feasible vector. We have only to keep trying different combinations and 
computing the objective function for each trial, until we find the best. The 
simplex method is a way of organizing the procedure so that: 
• a series of combinations is tried for which the objective function 
increase at each step; 
• the optimal feasible vector is reached after a number of iterations that is 
almost always no larger than of order M or N, whichever is larger.  
From a mathematical point of view, it is interesting to note that the second 
property, although known empirically, was not proved be true until the 1982 
work of Stephen Smale. 
3.3 THE IDEA OF THE SIMPLEX METHOD 
 
A system of linear inequalities by trivial substitution and augmentation of the 
variables can be replaced by an equivalent system of linear equations in non-
negative variables, with no loss of generality. The simplex method is a 
remarkably simple and elegant algorithmic engine for solving linear programs. 
The procedure is a finite iterative method: a series of combinations is tried for 
which the objective function increases at each step and the optimal feasible 
vector is reached after a number of iterations that is almost always no larger 
than the order M or N, whichever is larger.   
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3.3.1 SIMPLEX METHOD FOR A RESTRICTED NORMAL FORM 
 
A linear programming problem is said to be in a normal form if it has no 
constraints in the form (3.3) or (3.4), but rather only equality constraints of the 
form (3.5) and non-negativity constraints of the form (3.2).  
For our purpose it will be useful to consider an even more restricted set of 
cases, with this additional property: each equality constraint of the form (3.5) 
must have at least one variable that has a positive coefficient and that appears 
uniquely in that one constraint only. We can then choose one such variable in 
each constraint equation, and solve that constraint equation for it. The variables 
thus chosen are called left-hand variable or basic variables, and there are 
exactly M (=m3) of them. The remaining N-M variables are called right-hand 
variables or non-basic variables. Obviously, this restricted normal form can be 
achieved only in the case M ! N, so that is the case that we will consider. 
Any LP problem can be transformed into restricted normal form; there exist a 
couple of clever tricks that render trivial the task. First we need to get rid of the 
inequalities of the form (3.3) or (3.4). We do this by adding to the problem so-
called slack variables, which, when their non-negativity is required, convert 
inequalities in equalities. We denote slack variables as !!. Once they are 
introduced, we treat them on an equal footing with the original variables !!; 
then, at the very end, we simply ignore them.  
For example, introducing slack variables leaves (3.6) unchanged but turns (3.7) 
into: 
                                            !! ! !! ! !! ! !                                           (3.8)  !!!! ! !!!! ! !! ! ! !!!! ! !!!! ! !! ! ! 
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Second, we need to ensure that there is a set of M left-hand vectors, so that we 
can set up a starting tableau in restricted normal form. In other word, we need to 
find a “feasible basic starting vector”. The trick is again to invent new variables. 
There are M of these, and they are called artificial variables; we denote them by !!. We put exactly one artificial variable into each constraint equation on the 
following model for the example (3.8): 
                                        !! ! ! ! !! ! !! ! !!                                         (3.9)                                        !! ! ! ! !!!! ! !!!! ! !! !! ! ! ! !!!! ! !!!! ! !! 
Our example is now in restricted normal form. 
Now one may object that (3.9) is not the same problem as (3.8) or (3.6) unless 
all the  !!’s are zero. We must proceed to solve our problem in two phases. First 
phase: we replace our objective function (3.6) by a so-called auxiliary objective 
function 
 
                                              !! ! !!! ! !! ! !!                                       (3.10) 
We perform the simplex method on the auxiliary objective function (3.10) with 
the constraints (3.9). Obviously, the auxiliary objective function will be 
maximized for non-negative !!’s if all the !!’s are zero. We therefore expect the 
simplex method in this first phase to produce a set of left-hand variables drawn 
from !!’s and !!’s only, with all !!’s being right-hand variables. We then cross 
out the !!’s, leaving a problem involving only !!’s and !!’s in restricted normal 
form. In the other words, the first phase produces an initial feasible basic 
vector. Second phase: solve the problem produced by the first phase, using the 
original objective function, not the auxiliary. 
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If the first phase doesn’t produce zero values for all !!’s, it is the signal that 
there is no initial feasible basic vector, i.e., that the constraints given to us are 
inconsistent among themselves.  
 
3.3.2 SOLUTION OF LINEAR PROGRAMS BY THE SIMPLEX 
METHOD 
As we have just said, the simplex method changes constraints to equations in 
linear programs, and then solves the problem by matrix manipulation. For 
simplicity we solve by hand the case where the objective function is to be 
maximized, the constraints are of the form ! , the right hand side are non-
negative and all variables are non-negative. We will explain the steps of the 
simplex method while we progress through an example. 
Solve the linear program: 
                                                  Max !! ! !!                                             (3.11) !!! ! !! ! ! !! ! !!! ! ! !! ! !,  !! ! ! 
First we convert the problem into standard form by adding slack variables !! ! !! and !! ! !! with  !! ! ! and !! ! !. 
                                                 Max !! ! !!                                               (3.12) !!! ! !! ! !! !!!!!!!!!! !! !! ! !!! !!!!!!!! !! !! !! !! ! !, !! ! !, !! ! !, !! ! ! 
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Let ! denote the objective function value. Here, ! ! !!! ! !! or, equivalently ! ! !!! ! !! ! ! 
Putting this equation together with constraints, we get the following system of 
linear equations: !!!!!!! !!! !!!! !! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !    Row 0                                           (3.13)                                                       !!!!!!!!!!!!!! !!!!! !! !!!! !! !!!!!!!!!!!!!!!!! !     Row 1 !!!!!!!!!!!!!!! !!!! !!! !!!!!!!!!!!!!!! !! !!!!! !     Row 2 
Our goal is to maximize !, while satisfying these equations and, in addition, !! ! !, !! ! !, !! ! !, !! ! !. 
The equations are solved in terms of the non-basic variables !!, !!. The basic 
variables, which appear in equation (3.13) are !!, !!. A basic solution is 
obtained from the system of equations by setting the non-basic variables to 
zero: 
      !! ! !! ! !   !! ! !       !! ! !!        ! ! ! 
Is this an optimal solution or can we increase!!? (Our goal) 
By looking at Row 0, we see that we can increase ! by increasing !! or !!. This 
is because these variables have a negative coefficient in Row 0. If all 
coefficients in Row 0 had been non-negative, we could have concluded that the 
current basic solution is optimum, since there would be no way to increase ! 
(remember that all variables !! must remain ! !). We have just discovered the 
first rule of the simplex method.  
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Rule 1 If all variable have a non-negative coefficient in Row 0, the current 
basic solution is optima. Otherwise, pick a variable !! with a negative 
coefficient in Row 0.  
The variable chosen by Rule 1 is called the entering variable. Here let us choose !! as our entering variable. It really does not matter which variable we choose 
as long as it has a negative coefficient in Row 0. The idea is to pivot in order to 
make non-basic variable !! become a basic variable. In the process, some basic 
variable will become non-basic (the leaving variable). The pivot element will be 
found using Rule 2 of the simplex method. In order to better understand the 
rationale being this second rule, let us try both possible pivots and see why only 
one is acceptable.  
First, try the pivot element in Row 1.    !!!!!!! !!! !!!! !! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !     Row 0                                          (3.14)                                                   !!!!!!!!!!!!!! !!!!! !! !!!! !! !!!!!!!!!!!!!!!!! !     Row 1 !!!!!!!!!!!!!!! !!!! !!! !!!!!!!!!!!!!!! !! !!!!! !     Row 2 
These yields (divide Row 1 by the coefficient of x1; then sum or subtract a 
multiple of the new Row 1 to the other two Rows in order to obtain a zero as 
coefficient of x1 in the other two Rows) !!!!!!!!!!!!!!!!!!!!!! !! !! ! !!! !! !!!!!!!!!!!!!!! !     Row 0                                         (3.15)                                                 !!!!!!!!!!!!!! !!!!!!! !! !! ! !! !! !!!!!!!!!!!!!!!! !     Row 1 !!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !! ! !! !! !! !! !!!!! !     Row 2 
with basic solution !! ! !! ! !   !! ! !    !! ! !     ! ! !. 
Now, try the pivot element in Row 2. 
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 !!!!!!! !!! !!!! !! !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !     Row 0                                          (3.16)                                                                   !!!!!!!!!!!!!! !!!!! !! !!!! !! !!!!!!!!!!!!!!!!! !     Row 1 !!!!!!!!!!!!!!! !!!! !!! !!!!!!!!!!!!!!! !! !!!!! !     Row 2 
This yields !!!!!!!!!!!!!!!!!!!!! !! !!!!!!!!!!!!!!!!!! !!! !!!!!!! !       Row 0                                    (3.17)                                               !!!!!!!!!!!!!!!!!!!!!! !!! !!! !! !! !!! !!!!!!!! !!     Row 1 !!!!!!!!!!!!!!! !!!! !!! !!!!!!!!!!!!!!! !!! !!!!!!!!! !       Row 2 
with basic solution !! ! !! ! !   !! ! !    !! ! !!     ! ! !. 
Which pivot should we choose? The first one, of course, since the second yields 
an infeasible basic solution. Indeed, remember that we must keep all variables ! !. With the second pivot, we get !! ! !!, which is infeasible. How could 
we have known this ahead of time, before actually performing the pivot? The 
answer is, by comparing the ratio !"#!!! "#$!!"#$!"#$%&"'!!"#$"%&'!!"#$$%&%#'(   in Row 1 and 2 
of (3.13). Here we get !! in Row 1 and !! in Row 2. If you pivot in a row with 
minimum ratio, you will end up with a feasible basic solution, whereas if you 
pivot in a row with a ratio which is not minimum, you will always end up with 
an infeasible basic solution. Just simple algebra! A negative pivot element 
would not be good either, for the same reason. We have just discovered the 
second rule of the simplex method. 
Rule 2 For each Row !! ! ! !, where there is a strictly positive “entering 
variable coefficient”, compute the ratio of the Right Hand Side to the “entering 
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variable coefficient”. Choose the pivot row as being the one with MINIMUM 
ratio. 
Once you have identified the pivot element by Rule 2, you perform a Gauss-
Jordan pivot. This gives you a new basic solution. Is it an optimal solution? 
This question is addressed by Rule 1, so we have closed the loop. The simplex 
method iterates between Rules 1, 2 and pivoting until Rule 1 guarantees that the 
current basic solution is optimal. That’s all there is to the simplex method. 
After our first pivot, we obtained the following system of equations: 
 !!!!!!!!!!!!!!!!!!!!!! !! !! ! !!! !! !!!!!!!!!!!!!!! !    Row 0                                         (3.18)                                                 !!!!!!!!!!!!!! !!!!!!! !! !! ! !! !! !!!!!!!!!!!!!!!! !     Row 1 !!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !! ! !! !! !! !! !!!!! !     Row 2 
with basic solution !! ! !! ! !   !! ! !    !! ! !     ! ! !. 
Is this solution optimal? No, Rule 1 tells us to choose !! as entering variable. 
Rule 2 tell us to pivot in Row 2, since the ratio is !! ! ! ! for Row 1, and !! ! ! !! for Row 2, and the minimum occurs in Row 2. So we pivot on  !! !! in 
the above system of equations. 
 !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !! !! ! !!! !! !!!!!!!!!!!!!!! !!     Row 0                              (3.19)                                                 !!!!!!!!!!!!!! !!!!!!!!!!!!!!!!!!!! !! !! ! !! !! !!!!!!!!!!!!!!!! !!      Row 1 !!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!! !! !! !! !! !! !!!!!!!!!!!!!!!! !!     Row 2 
with basic solution !! ! !! ! !   !! ! !!    !! ! !!     ! ! !! . 
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Now Rule 1 tells us that this basic solution is optimal, since there are no more 
negative entries in Row 0. 
All the above computations can be represented very compactly in tableau form.  
 
It is interesting to interpret the steps of the simplex method graphically (fig 3.2). 
The simplex method starts in the corner point (!! ! !, !! ! !) with ! ! !. 
Then it discovers that ! can increase by increasing !!. Since we keep !! ! !, 
this means we move along the !! axis. How far can we go? Only until we hit a 
constraint: if we went any further, the solution would become infeasible. This is 
exactly what Rule 2 of the simplex method does: the minimum ratio rule 
identifies the first constraint that will be encountered. And when the constraint 
is reached, its slack !! becomes zero. So, after the first pivot, we are at the point 
z x1  x2  x3  x4  RHS       Basic solution 
1 -1 -1 0 0 0   
 
basic x3 = 4 x4 = 3 
0 2 1 1 0 4   
 
non basic x1 = 0 x2 = 0 
0 1 2 0 1 3    z = 0     
1 0 -1/2 1/2 0 2   
 
basic x1 = 2 x4 = 1 
0 1 1/2 1/2 0 2   
 
non basic x2 = 0 x3 = 0 
0 0 3/2 -1/2 1 1    z = 2     
1 0 0 1/3 1/3 7/3   
 
basic x1 = 5/3 x2 = 2/3 
0 1 0 1/3 -1/3 5/3   
 
non basic x3 = 0 x4 = 0 
0 0 1 -1/3 2/3 2/3    z = 7/3      
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(!! ! !, !! ! !). Rule 1 discovers that ! can be increased by increasing !! 
while keeping !! ! !. This means that we move along the boundary of the 
feasible region !!! ! !! ! ! until we reach another constraint! After pivoting, 
we reach the optimal point (!! ! !! , !! ! !! ). 
 
 
Fig. 3.2 Graphical interpretation. 
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CHAPTER 4 
SOURCE MODELLING  
4.1 INTRODUCTION: GEOLOGICAL OVERVIEW 
 
The Italian geographic area is characterized by a great geologic complexity due 
to its long geodynamic history principally driven by the convergence between 
the African plate and the Eurasian one, active for at least 65 Ma and 
complicated by the spread of new oceanic crust.  
The geology of Italy is a complex and lively system that can be traced from the 
early Paleozoic Hercynian orogeny, throughout the Mesozoic opening of the 
Tethys oceans to the later closure of these oceanic embayment, during the 
Alpine and Apennine subductions. In spite of the long-standing geological and 
geophysical studies, many unsolved questions remain about its structure and 
geodynamic evolution. 
The present-day geological and geomorphological setting of the Italian 
peninsula is marked by two orogenesis, the Alps to the north and the Apennines 
along the peninsula and Sicily. 
The Alps represent a double-verging orogeny with a long lasting geological 
evolution; this orogeny shows a quite well developed lithospheric root and a 
documented overthrusting of the Adriatic plate over the European plate from 
Cretaceous to present days. The Apennines are a rather rapidly migrating thrust 
belt, developed mainly in the Neogene, during the eastward rollback of the 
subducting Adriatic plate; this orogeny is associated with a back-arc basin 
(Tyrrhenian Sea) characterized in some parts by oceanic crust and high heat 
flow.  
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4.1.1 GEOLOGICAL SETTING AND SEISMICITY OF L’AQUILA 
 
The city of L’Aquila, founded in 1245, is located in a tectonic basin bounded to 
the north by a northwest-south-east-trending active normal fault. Downtown 
L’Aquila is set on a fluvial terrace, which forms the left bank of the Aterno 
River. The elevation of the terrace reaches 900 m a.s.l. (above mean sea level) 
in the northeastern part of the city and slopes down to 675 m a.s.l. in the 
southwest direction. The terrace ends at the Aterno River, which flows 50 m 
below. The alluvial deposits that constitute the terrace are lower Quaternary in 
age, and are composed of breccias with limestone boulders and clasts in a marly 
matrix. This kind of deposit is common in the Abruzzo region and may be 
related to catastrophic alluvial events associated with landslides. The deposits 
were studied by Demageout (1965) who named them “megabrecce”. The 
megabrecce represents a well-defined geological unit with flat top and bottom 
surfaces and a thickness of some tens of meters, lying on lacustrine sediments 
composed mainly of silty and sandy layers and minor gravel beds.  
 
4.1.2 THE L’AQUILA EARTHQUAKE 
 
The !! ! !!!!!L’Aquila earthquake occurred during the night of April 6, 2009 
at 01:32 UTC. It hit a densely populated region of the Apennines and was felt 
all over Central Italy. About 300 people lost their lives and more than 60,000 
people were evacuated from the city of L’Aquila and several nearby towns. The 
earthquake caused the partial or complete collapse of a significant number of 
highly vulnerable, historical buildings. The hypocenter has been located at 
42.33° N, 13.33°E at a depth between 8 km and 9 km (INGV, 2009). 
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Fig. 4.1 Setting of L’Aquila earthquake (INGV) 
 
The main shock was preceded by a seismic swarm starting a few month before 
and was followed in the next week by 7 aftershocks with !! ! !. The 
L’Aquila main shock ruptured a normal fault striking along the Apennine axis 
and dipping at nearby 50° to the SW (INGV, 2009). Most of the aftershocks are 
also associated with normal faulting, consistent with the present-day tectonic 
setting of this sector of the Apennines characterized by horizontal extension 
(NE-trending) and a nearly vertical maximum compressive stress. 
In this study we investigate the rupture process of the L’Aquila main shock by 
inverting seismic waveforms to obtain a slip distribution on the fault plane. In 
this chapter and in the next one we illustrate the approach used, starting from 
pre-processing the data and performing source modeling to end up with the 
final slip distribution results. 
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Fig. 4.2 Geographical setting and seismicity of the L’Aquila area. The focal mechanism from 
CMT inversion for the three main events are shown, together with the aftershock distribution, 
the historical seismicity (red circles), the active faults taken from the geological maps, and the 
Paganica–S. Demetrio fault (after Atzori et al, 2009). 
 
4.2 DATA   
 
In this study we use the records obtained by the National Strong Motion 
Network RAN (Rete Accelerometrica Nazionale) managed the Seismic 
Monitoring Service of the Territory of the Seismic and Volcanic Risks Office of 
the Civil Protection Department (Gorini et al., 2010) (fig. 4.3).  
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Fig. 4.3 The Italia Strong Motion Network stations superimposed on the Italian seismic hazard 
map (ref. Ordinanza PCM del 28 aprile 2006 n. 3519, all. 1b) . 
 
The National Strong Motion Network or RAN, is the network 
of  accelerometric monitoring distributed on the national territory to record 
earthquakes of medium and high intensity.  
The National Strong Motion Network is composed by 464 digital stations 
equipped with a Gsm modem (272) or Gprs (192), connected to the RAN data 
capture Centre of Rome (last update: 20 May 2011).  
The earthquake of 6 April 2009 recorded by 57 accelerometer stations of RAN 
(fig. 4.4), some of which are located in the city of L'Aquila (AQK station) or in 
the portion of the Aterno Valley to the NW of the city (AQA, AQF, AQG, 
AQM, AQP, AQV). 
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Fig. 4.4 Map of some RAN stations used for L’Aquila events. The red star indicates the 
epicenter of the main event. 
 
For our work we choose only stations much as possible located on rock and 
with epicentral distances between 20 km and 70 km (tab. 4.1). Unfortunately, 
due to this choice, we do not have a uniform distribution of stations around the 
events, with a notable lack of stations to the east of the epicenter. We take some 
informations from the ITACA database such as the site and the EC8 site class 
of the stations (http://itaca.mi.ingv.it).  
 
Table 4.1 List of stations on rock used in this work and their epicentral distance. 
 
 
 
STATION CODE DISTANCE (km) LATITUDINE 
(deg, min, sec)
LONGITUDINE 
(deg, min, sec)
SITE EC8 
ANTRODOCO ANT 23.017 42 25 05 13 04 43 Rock A
CHIETI CHT 67.17 42 22 11 14 08 52 Rock A
CELANO CLN 31.644 42 05 07 13 31 15 Rock A
FIAMIGNANO FMG 19.319 42 16 05 13 07 02 Rock A
LEONESSA LSS 39.022 42 33 30 12 58 08 Rock A
MOMPEO MMP 49.207 42 14 55 12 44 55 Rock A
MONTEREALE MTR 49.207 42 31 26 13 14 41 Rock A
ORTUCCHIO ORC 49.346 41 57 13 13 38 32 Rock A
SUBIACO SBC 50.419 41 54 47 13 06 20 Rock A
SPOLETO SPO 65.93 42 44 01 12 44 26 Rock A
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Accelerograms are re-sampled with the same sampling step of the synthetic 
data, about 0.1 sec., and were filtered with a cutoff frequency exceeding 1 Hz. 
 
4.3 CRUSTAL VELOCITY MODEL 
 
The structural model used in this work is based on the crustal model proposed 
by Hermann et al. (2011). In their work broadband waveforms are inverted to 
derive a new regional crustal velocity model. Applying inversion tools of 
Hermann and Ammon (2002), they developed a processing procedure applied to 
181 earthquakes in the 0.02 – 0.10 Hz frequency band with !! ! ! that 
occurred in the L’Aquila region between October 1, 2008 and January 31, 2010.   
Starting from the model proposed in the work of Di Luzio et al. (2009), who 
interpreted the seismic data from a deep seismic reflection profile across the 
Apennines, they obtained the surface wave based velocity model named CIA 
(Central Italian Apennines). This result is constructed to be consistent with the 
earlier studies as well as with the measured dispersion. Knowing that 
fundamental mode surface-wave dispersion data cannot resolve sharp 
discontinuities in the velocity model, they also assembled a representative data 
set of a radial-component P-wave receiver functions for the AQU station for 9 
earthquakes. These receiver functions were inverted together with the 
dispersion data give the ACI (Appennino Centrale Italia) velocity model.  
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Fig. 4.4 Crustal model by Hermann et al. (2011). 
 
the velocity model proposed by Hermann et al. (2011), we use a 1-D structure 
velocity model (fig. 4.5) that shows high !! value (!! ! !!  in the first 
kilometers, in agreement with the extensively outcropping Mesozoic carbonate 
rocks of the central Apennines. 
 
!""#$%&'
Table A1
 Velocity models
H (km) VP (km/s) VS (km/s) Density (kg/m3)
Initial model
1.5 5.0 2.86 2515
3 6.0 3.43 2687
3 6.0 3.43 2687
7 6.3 3.57 2754
15 6.0 3.43 2687
6 6.7 3.78 2850
8 7.1 3.99 2956
- 7.9 4.40 3212
CIA (surface-wave)
1.5 3.75 2.14 2275
3 4.94 2.82 2485
3 6.01 3.43 2706
7 5.55 3.15 2609
15 5.88 3.36 2677
6 7.11 4.01 3010
8 7.10 3.99 3012
- 7.90 4.40 3276
ACI (surface-wave and receiver function)
0.5 4.03 2.30 2323
0.5 3.81 2.18 2287
0.5 3.73 2.13 2271
1 4.54 2.59 2398
1 5.16 2.95 2532
1 5.58 3.18 2616
3 5.69 3.25 2637
3 5.38 3.05 2576
4 6.05 3.43 2714
5 5.51 3.15 2602
5 6.16 3.52 2747
5 5.76 3.29 2651
6 6.42 3.62 2828
8 7.35 4.13 3090
- 7.90 4.40 3276
Herrmann/Malagnini/Munaf! 40/66 Revised October 20, 2010
"##
"#$
%#
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Fig. 4.5 Velocity model used in this work based on the crustal model proposed by Hermann et 
al. (2011). In red the S-wave velocity, in blue the P-wave velocity.  
 
4.4 SOURCE MODELLING 
 
Several studies have been made on the L’Aquila earthquake (e.g. Ameri et al. 
(2009), Anzidei et al. (2009), Atzori et al. (2009), Cirella et al. (2009), 
Chiarabba et al. (2009), Chiocchiarelli and Iervolino (2009), Walters et al. 
(2009)). The available information on the epicenter location, magnitude and 
above all on the aftershock distribution allows us to estimate the geometry of 
the fault of the main event.  
Anzidei et al. (2009) estimated the source geometry with a non linear inversion 
of the geodetic data. Their best fitting model is a 13 x 15.7 km2 rectangular 
fault, SW-dipping at 55.3 ± 1.8°, consistent with the position of the observed 
surface rupture.  
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Cirella et al. (2009) used a two-stage non-linear technique, which involves the 
joint inversion of strong motion records and geodetic data. They adopted a fault 
plane 28 km long and 17.5 km wide with the top at 0.5 km depth, with strike 
N133°E and dipping 54° to the SW. 
Atzori et al. (2009) inverted DinSAR and GPS data with a two-step approach: a 
non-linear inversion to constrain the fault geometry with uniform slip, followed 
by a linear inversion to retrieve the slip distribution on the fault plane. Their 
best solution is represented by a normal fault 16 km long and 12 km wide, 
dipping 47° SW.   
Following the Wells and Coppersmith (1994) relationship for earthquakes with 
moment magnitude equal to 6.3, the length of the fault is about 19 km. 
From bibliography (e.g. Anzidei et al. (2009), Cirella et al. (2009), Atzori et al. 
(2009)) after different synthetic tests (table 4.2) and comparing the rms error to 
quantify the goodness of a model, we select for modeling purposes a fault 20 
km length and 12 km width, dipping 50° SW and striking N127° E.  
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Table 4.2 List of some synthetic test computed in this work. The integers nx and nh represent 
the number of cells into which the fault plane is divided. The integer x-step is related to the 
dimension of the cells. IDT is the fixed time step. l1 and l2 represent the norms. The last two 
columns report the component and the station number, respectively, used for the synthetic test 
of the correspondent fault model. 
 
 
 
We computed the synthetic seismograms using the Modal Summation method 
(Panza, 1985; Panza and Suhadolc, 1987; Florsc. et al., 1991, Schawab and 
Knopoff, 1972, Schawab et al.,1984).  
The fault plane has been divided into rectangular cells of a given size (e.g., 2 
km) ordered in horizontal rows and dipping columns. The rows are counted 
from the shallowest to the deepest one, whereas the columns are counted along 
the strike direction. The origin of the reference system is defined with the 
geographic coordinates of a point on the surface in the source proximity. We 
take as reference position the upper left corner of the rectangle modeling the 
rupturing surface (fig. 4.6). In this way the length and the width of the fault’s 
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rectangular model are given by the number of grid cells in a row and in a 
column, respectively, multiplied by the cell size, and the nucleation point 
corresponds to the hypocenter position. 
 
 
 
Fig. 4.6 Our initial grid model of the fault plane. 
 
The rupturing time of a cell is calculated computing the delays corresponding to 
the arrivals at the cell of the rupture propagation front from the source element 
chosen as hypocenter, given a rupture propagation velocity in terms of a 
fraction of the S-wave velocity. We consider a constant rupture velocity equal 
to 70% of the shear-wave velocity.  
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Fig. 4.7 Rupture propagation model. 
 
The total source duration is discretized by considering a fixed time step, IDT, 
equal to 1. IDT is an integer number of the sampling interval of the 
seismograms that, in this work, we fix at 0.09765625 sec exactly (same 
sampling as for the seismogram).  
We also consider a uniform seismic moment distribution on the fault plane and 
use the only once constraint (i.e., the moment is released only once when the 
rupture front reaches cell (fig. 4.8)) 
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Fig. 4.8 The chessboard moment distribution on the fault’s surface used for synthetic tests. The 
yellow cells have a value of 1*1016 Nm, the white cells a value of a 9*1016 Nm. 
 
This is the model adopted (Chapter 2) to obtain the slip and the seismic moment 
distribution in our inversion, as discussed in the next chapter.  
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 CHAPTER 5 
L’AQUILA EARTHQUAKE: STRONG MOTION 
INVERSION !
5.1 INTRODUCTION 
 
In this chapter we show estimates of the rupture history and the spatial 
distribution of slip over the fault area for the Mw 6.3 earthquake occurred in 
central Italy on April 6, 2009, as obtained from 3-component accelerogram 
inversions. As described in Chapter 5 many available information reported in 
the literature on this main event allow us to estimate the geometry of the fault. 
According to the empirical relationship by Wells and Coppersmith (1994) we 
model our seismic source with a 20 km long and 12 km wide planar fault 
discretized with point sources and a spatial resolution of 2 km. We invert the 
observed accelerations recorded by ten rock stations at epicentral distances less 
than 80 km (see Ch. 4, tab. 4.1) (fig. 5.1). For the first time in the use of this 
source inversion package, we have the absolute time for each station and this 
gave us some problems in the testing phase, especially in the choice of stations 
and crustal velocity model. Usually, in previous studies, the initial time of the 
registration was estimated starting from the crustal velocity model and the 
source-receiver distances. After having low-pass filtered the accelerograms with 
a cut-off frequency at 1 Hz, we invert about 10-15 seconds of the selected 
signals. 
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Fig. 5.1 Map view of the fault trace used in our work with the strong motion stations.  
 
In the table 5.1 below we report the geographical coordinates and all used $%&'()*%+$!,%&%-$'$&.. 
 
Table 5.1 Earthquake parameters kept fixed in the inversion 
epicenter (lon°, lat°) 13.33, 42.33 
hypocenter depth (km) 8!h!9 
reference position (lon°, lat°) 13.35, 42.41 
moment magnitude 6.3 
 seismic moment  3*1018Nm 
strike (°) 127 
dip (°) 50 
rake (°) -90 
fault length (km) 20 
fault width (km) 12 
epicenter
Map view
12˚ 40' 13˚ 00' 13˚ 20' 13˚ 40' 14˚ 00' 14˚ 20'
41˚ 40'
42˚ 00'
42˚ 20'
42˚ 40'
43˚ 00'
ANT          
CHT          
CLN          
FMG          
LSS          
MMP          
MTR          
ORC          
SBC          
SPO          
fault trace
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As discussed in Chapter 1, using the representation theorem, the displacement 
record at a station on the earth surface can be expressed in terms of the slip 
distribution over the fault as a linear system. Discretizing and adapting the 
problem to the near-source conditions (Das and Suhadolc, 1996) we use the 
method of linear programming for the waveform inversion, and the simplex 
method is applied to solve the linear programming problem (Das and Kostrov, 
1994). According to the linear programming approach discussed in Chapter 3, 
we have to minimize the vector of residuals (! ! !! !"!. We define the fit as 
the function !"# ! !!!"#$! ! !"#$! , where !! are the inverted slip rates, !"#$! 
are the real data, !"#$! are the synthetics computed from the contributing grids. 
The misfit is defined in the !! sense as the ratio of the mean absolute error of fit 
to the mean absolute amplitude of the data (Das and Kostrov, 1990): 
 !! ! !""#" ! !!! !! ! !!!!  !
where !! are the value of the calculated synthetic seismograms and !! those of 
the real ones, !!  is the number of samples considered, i.e. the number of 
equations. Similarly, the misfit in the !! sense would be the ratio of the rms 
error of fit to the rms amplitude of the data: 
 
!! ! !""#" ! !! ! !! !!! !  
 
The misfit is the first parameter that we check to define the goodness of our 
inversions. 
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5.2 RESULTS 
 
In figure 5.2 we report the comparison, for each station and for each 
component, between the real data (in black) and the synthetics accelerograms 
(in red). We perform the inversion using the source model seen in the previous 
chapter (fig. 4.6) and all parameters in table 5.1. We consider the positivity of 
the slip rates on the fault and a pre-assigned seismic moment physical 
constraints. Also, the moment is released only once as the cell breaks. The 
misfit is not perfect, being !! ! !!! for the EW component, !! ! !!! for the NS 
component and !! ! !!! for the Z components. The waveform fit is rather good 
for several stations such as Antioco (ANT), Celano (CLN), Fiamignano (FMG), 
Leonessa (LSS), Montereale (MTR) but quite bad at others (e.g., Chieti (CHT), 
Mompeo (MMP), Ortucchio (ORC), Subiaco (SBC), Spoleto (SPO)). 
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Fig. 5.2 Comparison for each station and for each component between the real (in black) and 
the synthetics (in red) accelerograms. Seismogram components are listed in the order (from 
left): EW, NS, Z. The stations listed from top to bottom are: Antioco (ANT), Chieti (CHT), 
Celano (CLN), Fiamignano (FMG), Leonessa (LSS), Mompeo (MMP), Montereale (MTR), 
Ortucchio (ORC), Subiaco (SBC), Spoleto (SPO). 
 
Although for some stations the comparison is not satisfactory, the moment 
distribution obtained (fig. 5.3) is in agreement with other similar studies of 
L’Aquila earthquake (Cirella et al., 2009; Galli et al., 2009; Chiarabba et al., 
2009), confirming that the maximum energy during the event was released in 
the SE part of the fault and shows a single major asperity (fig. 5.4). 
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      EW-component          NS-component         Z-component 
 
       
Fig. 5.3 Total moment release for each component. 
 
 
 
Fig. 5.4 The total moment released confirms that the maximum energy during the event was 
released in the SE part of the fault and shows a single major asperity. On the right side, from the 
top the model retrieved by: Cirella et al. (2009), Galli et al. (2009), Chiarabba et al. (2009). 
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comparable with those reported for historical earthquakes
(the 1461 and the 1703 events). We infer that the repetition of
similar earthquakes on the same fault ruptured in 2009 is very
likely. DinSAR data clearly show that the creation of the
intermountain L’Aquila basin is well correlated with the
activity of the Paganica fault [Atzori et al., 2009], whose
geometry at depth is well constrained by our data. The
expression of this fault at the surface is feeble, confirming
that the present-day active extension in the Apennines is
accommodated by young and not obvious faults (as for
the Irpinia 1980 and Colfiorito 1997 cases [Pantosti and
Valensise, 1990; Chiaraluce et al., 2005]). In this scenario,
the role of the large normal faults, mainly mapped by geo-
morphologic approach, still needs to be understood. Are they
representing potential structure for M > 6.5 earthquakes, or
do they include fossil or creeping segments? The present
observation that the Paganica fault is accommodating the
extension in the central Apennines area (3–5 mm/yr accord-
ing toD’Agostino et al. [2008]) poses unambiguous evidence
that at least some of the mapped faults are no longer active.
[17] One further issue raised by the earthquake is whether
or not subsequent large shocks should be expected. The
catalogue of historical earthquakes reports several multiple
events in the Apennines, with elapsed times between events
spanning from hours to a few years [Gruppo di Lavoro CPTI,
2004]. The 2009 aftershock data allow us to define the fault
geometries and hence to infer the relationship with adjacent
fault segments ruptured during past events (the 1915 Fucino
earthquake to the south and the 1703 Upper Aterno to the
north, see Figure 2c). The space-time distribution of seismic-
ity shows a clear northward migration occurred soon after the
main event and then ceased after about one week. The
absence of seismic release in the upper 6–7 kilometers on
the northern segment (Figure 2b) could be an indication for a
future large shock. However, this area experienced a large
earthquake in 1703 and frequent microseismicity in the last
30 years (Figure 1a) that probably decrease the seismic
potential. A worst-case scenario could be a jump of activity
in the southern portion of the central Apennines fault system,
to the south of the 1915 Fucino earthquake, silent since 1349,
where the accumulated strain is remarkable [D’Agostino
et al., 2008] and could turn to a large event. The recent
seismicity in this southern portion is scarce [Chiarabba et al.,
2005; Bagh et al., 2007], similarly to what observed before
the 1997 and 2009 normal faulting events in central Italy.
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5.3 CASE WITH NEW VELOCITY STRUCTURE 
 
Since the waveform fits is not as good as we would expect we investigate how 
the velocity structural model influences the results. The use of an appropriate 
regional velocity model is important to match the waveform. So we use a new 
structure proposed by Costa et al. (1992) to compute synthetics (fig. 5.5).  
 
 
Fig. 5.5. The two velocity model structures used in this thesis. The left one is proposed by 
Hermann et al. (2011), the right one by Costa et al. (1992).   
 
The new structure is slower than the one proposed by Hermann et al. (2011) and 
shows a low-velocity channel around the depth of 40 km.  
The results (see below) do not show a strong dependence on the velocity model, 
but we obtain a small improvement both of the !!misfit (!! ! !!! for the EW 
components, !! ! !!!  for the NS components and !! ! !!!  for the Z 
components), and of the waveform fit. In figure (5.6) we show the comparison 
of errors using the two crustal velocity models, for each station and for each 
component. 
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Fig. 5.6 Comparison of the estimated errors for each component and for each station in the two 
cases treated. In blue the results obtained using the Hermann et al. (2011) velocity model, in red 
the results obtained using the Costa et al. (1992) velocity model. 
 
Below we report the waveform fit and the moment distribution obtained with 
the velocity model of Costa et al. (1992), which are not very different from the 
case (Figs. 5.2 and 5.3) in which the Hermann et al. (2011) velocity model was 
used. 
 
 
 
 
 
NS-comp. Z-comp. EW-comp. 
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Fig. 5.7 Same as caption of Fig. 5.2 (top figure) and 5.3 (bottom figure).  
 
Also in this case, the moment distribution confirms that the maximum energy 
during the event was released in the SE part of the fault. 
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5.4 INVERSION WITH FEW STATIONS ONLY 
 
To improve our results, we now invert only the accelerograms for the stations 
that have produced a small misfit in the previous inversions. So we consider the 
six stations shown in figure (5.8). 
 
 
Fig. 5.8 Map view of the fault trace used in our inversion with the strong motion stations that 
have produced a smaller misfit shown within a red circle.  !
Inverting only the Z-component for test (fig. 5.9), we have seen that the misfit 
is about the same as that obtained using ten stations (!! ! !!!), so we decide to 
test another case.  
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Fig. 5.9 Same as caption of Fig. 5.2 and 5.3 only for Z-component. 
 
We followed the suggestions of Saraò et al. (1996) on the effect of non-uniform 
station distributions on the inversion results. The number of stations counteracts 
the effect of the non-optimal azimuthal distribution. We can, therefore, try to 
use only four stations in the favorable direction relative to the rupture 
propagation, to improve the inversion results. We thus consider the four stations 
on the hanging wall of the fault because other studies of the directivity for the 
main event of L’Aquila (Chiocchiarelli and Iervolino, 2009) show that the 
directivity is along the strike direction, i.e. towards SE. Starting from the results 
previously obtained, we decide to modify the fault geometry. We consider the 
same source model discretization (cells of two km) and the same parameter of 
table 5.1, but a fault length of 24 km (12 cells) along strike direction instead of 
20 km and a new reference point (fig.5.10).  
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Fig. 5.10 Same as caption of fig. 5.1. 
 
Indeed, the results do improve a little. The misfit is smaller than in the other 
cases studied (!! ! !!! for the EW component, !! ! !!!" for the NS component 
and !! ! !!!"  for the Z components). The waveform fit is also quite 
satisfactory (fig. 5.11). This confirms the conclusions of Saraò et al. (1996), that 
the azimuthal coverage is more important than the number of stations used, 
provided they are in a favorable position, such as on the hanging wall or in the 
direction of propagation of the fracture. 
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Fig 5.11 Comparison for each station and for each component between the real (in black) and 
the synthetics (in red) accelerograms. Seismogram components are listed in the order (from 
left): EW, NS, Z. The stations listed from top to bottom are: Celano (CLN), Fiamignano 
(FMG), Ortucchio (ORC), Subiaco (SBC).  
 
 
 
Fig 5.12 Same as caption of Fig. 5.3. 
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The SE direction for maximum energy during the event is confirmed. But these 
results lead us to take into account a longer fault in strike direction. It seems 
that the length of the initial fault model was too short. So we change only the 
length considering a fault 28 km long (14 cell) (fig.5.13). These choices are in 
agreement with the conclusions of Das and Suhadolc (1996) and with those of 
Cirella et al. (2009).  
 
 
Fig 5.13 Same as caption of fig. 5.1. 
 
The misfit is smaller than in the previous case especially for the EW component  
( !! ! !!!"  for the EW component, !! ! !!!"  for the NS component and !! ! !!!" for the Z components). The waveform fit is also more satisfactory 
(fig. 5.14) except for the Subiaco station. The total moment distribution for each 
component shows the same direction for the maximum energy, in the SE part of 
the fault. 
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Fig. 5.14 Same as caption of fig. 5.11 and of fig. 5.12. 
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5.4.1 INVERSION WITH ALL THREE-COMPONENTS  
 
The results discussed up to now, have been obtained using the three 
components separately. Now we jointly invert all three components of the 
records using the last fault model (fig. 5.13). 
The obtained misfit is not much worse (!! ! !!!! although we have increased 
the number of equations (equal to the sum of the three components). Also the 
waveform fit is satisfactory (fig. 5.15-a). 
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Fig. 5.15-a Comparison for each station and for each component between the real (in black) 
and the synthetics (in red) accelerograms. The stations listed from top to bottom are: Celano 
(CLN), Fiamignano (FMG), Ortucchio (ORC), Subiaco (SBC). 
 
 
 
Fig. 5.15-b The total moment distribution. 
 
The moment slip is concentrated in the SE part of the fault with a single 
asperity, and this confirms our previous results. 
 
5.4.2 INVERSION USING COMPUTE SYNTHETIC SIGNALS 
 
 As we have just seen all results obtained confirm that the maximum energy 
during the event was released in the SE part of the fault and show a single 
major asperity. We note that we perform the inversion using the positivity of 
the slip rates on the fault and a pre-assigned seismic moment and modelling 
only the more energetic-part of the signal. This has an effect on the total 
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moment distribution. In fact, in the various total moment distribution figures, 
there is a part of the fault with seismic moment equal to zero due to the small 
signal windows being considered (as just said, only the more energetic part). 
To better constraint the moment distribution, we decide to do an inversion using 
also the P-wave part of the accelerograms. We use the total synthetic duration, 
determined from the minimum and maximum available phase velocity and 
obtained from the solution of the forward problem. 
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Fig. 5.16 Comparison for each station and for each component between the real (in black) and 
the synthetics (in red) accelerograms for total-synthetic duration. Seismogram components are 
listed in the order (from left): EW, NS, Z. The stations listed from top to bottom are: Celano 
(CLN), Fiamignano (FMG), Ortucchio (ORC), Subiaco (SBC). At bottom the total moment 
distribution.  
 
As expected, both the misfit (!! ! !!! for the EW component, !! ! !!! for the 
NS component and !! ! !!! for the Z components) and the waveform fit are 
now worse, due to the significant increase in the number of equations (about 
1200 equations for each component). The same situation was obtained for the 
joint inversion of the three components (!! ! !!!) as it can be seen in the figure 
below (fig. 5.17). 
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Fig. 5.17 Comparison for each station of three-components inversion between the real (in 
black) and the synthetics (in red) accelerograms (from left: EW component, NS component and 
Z component respectively) for the total synthetic duration case. The stations listed from top to 
bottom are: Celano (CLN), Fiamignano (FMG), Ortucchio (ORC), Subiaco (SBC). Below the 
total moment distribution. 
 
For the both cases above, the total moment distribution now represents the 
moment released over the entire fault with the highest value in the SE part 
confirm our previous results.  
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5.5 SUMMARY 
 
In this chapter we retrieve the slip history of the mail event of L’Aquila, 
occurred on April, 6th 2009 with !! ! !!!. We apply the inversion procedure 
proposed by Das and Kostrov (1994) and Das and Suhadolc (1996). Starting 
from the best model obtained by synthetic tests (Ch. 4), we subsequently 
modify the geometry of the fault and the stations around the source selected for 
the inversion. The table below contains a summary of all the inversions.  
 
Table 5.2 Summary of all the inversions shown in this Chapter 5. We report in order: the 
velocity structural model used, the dimensions of the fault, the number of stations used, the 
component, the misfit, the number of equations and the time window modelled. We relate to 
table 5.1 for the other used parameters. 
 
 
We obtained the lowest misfit for inversions number 11 and 12 that consider 
only four stations on the hanging wall of the fault 28 km long and 12 km wide 
and using horizontal components EW and NS. Also in these two best 
inversions, the Subiaco station (SBC) shows the worse waveform fit, possibly 
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due to its distance relative to the fault and propagation and attenuation effects. 
We discuss the results in the Conclusions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CHAPTER 6 
THE MAGNITUDE 
6.1. INTRODUCTION 
To quantify the severity of an earthquake was and is of great interest to 
scientists. The first scales, called “intensity scales”, expressed the variable 
effects of an earthquake. The ground shaking could be estimated from effects 
like changes in the natural environment, damage to buildings, observed shaking 
objects or other phenomena perceived by the population. 
The first attempt to classify the damage caused by an earthquake was made by 
D. Pignataro in Italy in 1783. The first widely adopted intensity scale, the 
Rossi-Forel scale, was introduced in the second half of the 19th century and 
modified by Mercalli at the beginning of 20th. This scale was first divided into 
ten degrees with each degree describing bigger and bigger effects of the 
earthquake. Later on, after a proposal of Cancani, the number of degrees 
became twelve.  
The assignment of degrees of intensity from field observations after an 
earthquake is not free from a certain amount of subjectivity. For this reason the 
need arose that measurements of the size of an earthquake must be done in 
terms of the earthquake-released energy independently of the damage caused 
and thus obtaining more objective measure. The idea of measuring the size of 
an earthquake by means of an instrumental estimation of the energy released at 
the focus led Ricther (1935) to the creation of the first scale of magnitude. The 
concept of magnitude is based on the fact that amplitudes of seismic waves 
depend on the energy released at the hypocenter after it has been corrected for 
their geometrical spreading during their propagation.  
In general, the magnitude is defined in the following way: 
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                                  ! ! !"# !! ! ! !! ! ! !! ! !!                               (6.1) 
where A is the ground motion amplitude expressed in microns, T is the wave 
period in seconds,  ! is the epicentral distance in degrees, h the focal depth in 
km; !! is the station correction, which corrects for special conditions at the 
station like  the local velocity structure; !! is the regional correction, different 
for various earthquakes areas, and depending on the earthquake mechanism and 
the wave propagation. The function ! has been determined by a combination of 
theoretical and empirical results. It corrects for the effect of distance (which 
influences the amplitude because of geometrical spreading and absorption) and 
for the effect of focal depth. ! is different for different waves and for different 
components of the same wave. Equation (6.1) shows that the magnitude has no 
upper limit, theoretically speaking.  From a practical point of view there is an 
upper limit for !, caused by the fact that the Earth rocks have a limited strength 
and cannot store energies beyond a certain upper limit and that the fault length 
is limited. On the other hand, it is also clear from equation (6.1) that negative 
magnitudes are possible for small events.  
The magnitude concept appears simple and relatively free from complications, 
but this is found to be far from the truth. In fact, the magnitude determination is 
an open question. There are different scales of magnitude and different ways to 
estimate magnitudes so that different values can be obtained for the same 
earthquake. The figure below shows the comparison of the same local 
magnitude estimates by different groups.  
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Fig. 6.1 Comparison of the same magnitude (!!) estimated by different agencies for the same 
events: Istituto Nazionale di Oceanografia e Geofisica Sperimentale (OGS), National 
Earthquake Information Center (NEIC), Centro Nazionale Terremoti (CNT), Istituto Nazionale 
di Geofisica e Vulcanologia (INGV). It can be noted that in some cases the trend differs 
significantly from the bisecting line indicating the equality (Moratto, 2006). 
 
In the following we describe the different magnitude scales and the methods 
used for magnitude estimation. One of these methods will be used in this work. 
 
6.2 MAGNITUDE SCALES 
6.2.1 LOCAL MAGNITUDE 
The local magnitude is the original magnitude introduced by Richter in 1935. It 
was defined so as to be used for local shocks in southern California. !! is 
defined as  
                                              !! ! !"# ! ! !(!)                                        (6.2) 
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where A is the maximum amplitude of the waves measured on a Wood-
Anderson torsion seismograph with specified constants and !!!! is an 
empirical calibration function depending on the distance. !(!) was developed 
by Richter as to be zero at the reference hypocentral distance of 100 km. For 
earthquakes at other distances it can be calculated from the knowledge of the 
variation of the maximum amplitude with distance. It must be said that this 
scale is limited because it is tied to the use of a particular instrument and 
referred to a specific area.  
Today Richter’s magnitude is used for local earthquakes measured by any type 
of seismograph with a period near to 1 s and with different empirical function 
but it is only a limited application.  
 
 
Fig. 6.2 The graphic scheme of the procedure for determining the Richter magnitude. It should 
be used with records of a local events made with a Wood-Anderson seismometer. The peak of 
the seismogram is measured and the distance from the source is determined (it is proportional to 
the time interval between arrivals of P and S waves). A line connecting these values intersects 
the magnitude scale and thus determines its value. The scale is logarithmic, so a variation of a 
factor of 10 in the amplitude of the seismic waves leads to a variation of one unit of magnitude 
(modif. after Lay and Wallace, 1995). 
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6.2.2 BODY-WAVE AND SURFACE-WAVE MAGNITUDES 
The extension of the definition of magnitude to earthquakes at large distances !! !""!"  was done by Gutenberg and Ricther between 1936 and 1956. 
Two scales were defined in terms of ground motion recorded at a distance !, 
one for body waves (generally P waves) and the other for surface waves 
(Rayleigh waves). The first is given by 
                                         !! ! !"# !! ! ! !! !                                       (6.3) 
where A is the amplitude of the ground motion of body waves corrected for the 
instrument’s response, T is the period and ! !! !  is a calibration term that 
depends on the distance and focal depth. This magnitude is usually used for 
deep earthquakes with a characteristic period around 1 s.  
For the surface waves, the formula has the general form 
 
                                         !! ! !"# !! ! !"#$!! !                                 (6.4)  
where A is the maximum amplitude of Rayleigh waves, T is the period 
approximately 20 s, ! is the epicentral distance and ! and ! are two calibration 
constants.  
The three scales !!, !! and !! do not agree with each other, which means that 
the same earthquake will have different magnitude values on the different 
scales. Most magnitude scales depend on the frequency of the waves used for 
their determination. For this reason it is not possible to define a single scale that 
is valid for the whole range of observed magnitudes. !!is applied in the studies 
of local or regional earthquakes, whereas !! and !! are in common use on a 
global scale. It has been observed that these two scales coincide only for a value 
of about 6.5. For smaller magnitudes !! is larger and for greater ones !! is 
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larger. The relation between the two magnitudes established by Gutenberg and 
Richter is 
      
                                               !! ! !!!"!! ! !!!                                         (6.5) 
This indicates that the size of small events ! ! !!!  is better measured by !! 
and that of large ones by !!. This is an example of saturation of the scales. The !! scale becomes saturated at about 6.5 and larger earthquakes do not yield 
greater values. The !! scale that underestimates the size of small earthquakes, 
behaves well for those in the range 6.5 – 8, but saturates for values above 8. 
This phenomenon is due to the fact that the amplitude spectrum is displaced 
towards low frequencies with increasing size of the earthquakes (fig. 6.3). The 
problem of saturation does not make magnitude scales less useful used for 
events with a magnitude below the saturation value. The saturation problem is 
solved by introducing (see next paragraph) Kanamori’s moment magnitude !!. 
  
 
 
 
 
 
Fig. 6.3 Source spectra of different-sized earthquakes and the relationship of these spectra to the 
frequency at which the magnitude !! and !! are determined (modif. after Lay and Wallace, 
1995, from Geller, 1976). 
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6.2.3 SEISMIC ENERGY AND MOMENT MAGNITUDE 
The size of an earthquake can be express by the released energy. The energy 
carried by seismic waves is proportional to the square of their amplitude and, 
thus, magnitude is proportional to the logarithm of the energy. Gutenberg and 
Richter (1956) established the first empirical relation between the magnitude 
and energy:  
                                                 !"#! ! !!!! !!!!!                                     (6.6) 
                                                 !"#! ! !!!!! !!!!!                                   (6.7) 
Obviously these relationships are affected by the problem of saturation said in 
the previous paragraph.   
Another measure of the size of an earthquake is the seismic moment !!, which 
was introduced by Aki (1966). It is based on the idea that earthquakes are 
caused by a shear fracture in the Earth’s crust and is defined as 
 !! ! !"#                                              (6.8) 
where ! is the shear modulus, D is the mean slip on the fault and A is the area 
of the ruptured fault plane. The seismic moment thus constitutes a good 
physical measure of the size of an earthquake closely linked to the source. 
Following Kostrov (1974): 
    !! ! !!!! ! ! ! !                                       (6.9) 
Using the seismic moment definition: 
!! ! !!!!!! 
 (6.10) 
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This expression relates the total energy released by an earthquake to its seismic 
moment and stress drop.  
Kanamori (1977) proposed a new scale, called moment magnitude !! that 
does not saturate even at high magnitudes. Assuming a constant value for the 
stress drop such that  !!! ! !"!! the relation (6.10) becomes: !! ! !!!!"!  
                                       (6.11) 
Substituting in (6.7) !"#!! ! !!!!! ! !"!!                                  (6.12) 
From this relationship we obtained the definition of the moment magnitude in 
terms of the seismic moment: 
!! ! !! !"#!! ! !!! ! !! !"#!! ! !!!                   (6.13) 
In conclusion the moment magnitude can be considered the best measure of the 
size of an earthquake being linked to the seismic moment (that for a tectonic 
events assumes the mechanism of shear fracture).  
 
6.3 METHODS FOR MOMENT MAGNITUDE ESTIMATION 
There are different methods to calculate the seismic magnitude. Below we give 
a description of two methods used for the automatic estimation of seismic 
moment and moment magnitude in real-time. The authors have a common 
purpose: to find a methodology that is stable, accurate and objective for 
estimating the magnitude and the seismic source parameters.  
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6.3.1 ANDREWS METHOD USED IN THIS WORK 
This method determines automatically moment magnitude and seismic source 
parameters by spectral analysis following Andrews method (1986).  
The method uses S waveS. In particular the choice to use the SH wave is due to 
several reason: the P waves have the advantages of being the first to arrive and 
have usually a clear onset, but they are soon overlapped by the subsequent 
arrivals of converted waves. This time limit affects the minimum detectable 
frequency for the P phase. Also SV waves are contaminated with converted 
phases and interfere with the vertical component of P waves. On the other hand, 
a problem associated with horizontal waves is their strong sensitivity to site 
effects.   
The displacement spectral amplitude A(f) after removal of the instrument 
response, is given by (Ottemoller and Havskov, 2003): ! ! ! ! ! !! ! ! !                                   (6.14) 
where R is the hypocentral distance, S(f) is the source term, !! !  is the 
attenuation function and G(R) is the geometrical spreading.  
The source term used is a simple !! model proposed by Brune (1970) 
described in the Chapter 1: 
 
! ! ! !!!!"#!! !! !!! ! !! 
(6.15) 
where !! is the seismic moment, ! ! ! ! !!! !! ! !!!" is a factor to correct 
for free-surface reflection (factor 2) and for displacement radiation pattern 
(factor 0.6), ! is the density, ! is the S-wave velocity at the source, and !! is the 
corner frequency. For ! ! !! the source amplitude spectrum is flat and is  
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proportional to the seismic moment and drops proportional to !!! for ! ! !!. 
In order to be more intuitive, we modify some notation: denote with ! !  the 
displacement’s spectrum and with ! !  the velocity’s spectrum. Following 
Andrews, the velocity power spectrum !! !  and the displacement power 
spectrum !! ! ! !! ! !!" ! are used to calculate the following integrals: 
!!! ! ! !! ! !"!!  
(6.16) !!! ! ! !! ! !"!!  
 (6.17) 
The values of these two integrals go from zero to infinity and the following 
deductions are true only with these limits of integration. For real signals the 
spectrum is for a limited range. Di Bona and Rovelli (1988) discuss about this 
limitation. This effect though is not significant for the spectra in this study. 
Then, these integrals are exactly solvable: 
 !!! ! !!!! !!!!                                         (6.18) !!! ! !!!! !!!! !                                      (6.19) 
and the corner frequency in terms of these integrals is 
!! ! !!! !!! !!!                                       (6.20) 
For the Brune spectrum the low-frequency spectral level is related to the 
integrals as 
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!! ! !!!!! !!!!!! !                                      (6.21) 
This value is closely tied to the seismic moment, in fact: !! ! !!"!! ! !                                       (6.22) 
For the attenuation term the following expression is used: 
!! ! ! !! !"#! !                                        (6.23) 
where T is the traveltime, f the frequency and Q the frequency-depend 
attenuation factor. 
For the geometrical spreading following the body-wave theory:  
 ! ! ! !!                                                 (6.24) 
 
6.3.2 MAYEDA MOMENT MAGNITUDE ESTIMATION 
The procedure by Mayeda et al. (2003) is an empirical calibration method for 
obtaining stable seismic source moment-rate spectra derived from regional coda 
envelopes. 
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Fig. 6.4 Example of coda-wave. It is composed by scattered waves that sample a volume that 
contains source and receiver effects and the average of path, radiation pattern and directivity 
effects.  
The resultant coda-derived moment-rate spectra are then used to provide 
traditional band-limited magnitude as well as an unbiased, unsaturated 
magnitude.  
The procedure is described in five points: 
1. Form narrowband envelopes 
2. Measure the velocity of the peak S-wave envelope 
3. Fit the observed coda envelopes with empirical synthetics 
4. Apply empirical distance corrections 
5. Tie the distance-corrected coda amplitude to independent seismic 
moment determinations using long period 
Mayeda et al. (2003) consider short-window coda amplitudes taken in what has 
traditionally been considered to be the stable part of the coda. The frequency 
range is divided into bands in which the amplitude envelopes are calculated, so 
that for each component the narrowband envelope at center frequency f is of the 
form:  
                                          ! !! ! ! ! ! ! ! ! ! !                                 (6.25)                                                  
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where t is the time from the origin, ! !  is one of the band-pass-filtered 
seismograms corrected to ground velocity and ! !  is its corresponding Hilbert 
transform. A signal-to-noise test is applied to define the end of the useful 
seismogram; it is imposed that the late coda measurements were at least three 
times larger than the pre-event noise. After forming narrowband envelopes, the 
velocity of the peak S arrival is measured for each frequency band. Assuming a 
dependence only on the distance, different functions are tried that match the 
data. The authors propose a simple hyperbola: ! ! ! !! ! !!!!!!                                           (6.26) 
where r is the epicentral distance and !!, !!and !! are constants that are 
determined using a grid-search technique. This form accounts for low velocities 
at short distances and the increases to an asymptotic level at larger distance. 
 
 
 
 
 
 
 
 
Fig. 6.5 Velocity versus distance of envelope peak S-wave arrivals from narrowband envelopes. 
The solid line represents the best fitting hyperbola (after Mayeda et al., 2003). 
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For synthetic envelopes an empirical method is used. The analytic expression 
used to fit the observed narrowband envelopes at the center frequency f as 
function of distance r for times greater than the direct S-wave arrival is 
!! !! !! ! ! !! ! ! ! ! ! ! !! ! ! ! ! !! ! ! ! !! ! !! ! !"# ! ! ! ! !! !  
        (6.27) 
where !! !  is the S-wave source amplitude, ! !  is the site response, ! !  is 
the S-to-coda transfer function, ! !! !  includes the effects of geometrical 
spreading and attenuation (both scattering and absorption), ! is the Heaviside 
step function, ! is the time in seconds from the origin, ! !  is the velocity of the 
peak arrival and ! !  and ! !  control the coda envelope shape.  
To find the coda shape parameters ! and !, rearranging equation (6.27) in 
which only the time-depend terms are considered and applying the !"#!" of 
both sides, the following relationship is obtained: 
 !"#!" !! !! !! ! ! ! !! ! !! ! ! !"#!" ! ! ! !! ! ! ! ! ! ! !! ! !"#!" !  
             (6.28) 
The terms W, S, T and P related to the source, path, site and transfer function 
effects are ignored, because the attention is only in the coda envelope shape. ! !  is determined by a grid search and ! !  is calculated after fixing !. Also for 
these two parameters, the authors try a simple form of hyperbola: 
! ! ! !! ! !!!!!!                                         (6.29) 
and ! ! ! !! ! !!!!!!                                         (6.30) 
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Once velocities and coda shape parameters as a function of frequency and 
distance are determined, we set !! to unit in (6.27), we take the !"#!" to be 
consistent with observed envelopes and then we shift the synthetic envelopes to 
fit the observed ones (fig 6.6). 
 
 
 
 
 
  
Fig. 6.6 Example of selected narrowband envelopes (black line). The blue lines represent the 
best synthetic envelope fit for the coda amplitude measurements (after Mayeda et al., 2003). 
This shift is just the non-dimensional coda amplitude. This amplitude is 
analogous to any direct wave measure in the sense that distance and site 
corrections still need to be made. Measuring the coda envelope amplitude over 
a length of time merely provides a more stable measure than using direct waves, 
which are of short duration and considerably more susceptible to random 
interference, path heterogeneity, directivity, and source radiation pattern.  
For the distance correction a source normalization of coda amplitude is 
attempted for each frequency band by subtracting the network-average duration 
magnitude from the raw coda amplitude, then plotted versus distance. Notice 
that the distance dependence for the coda is different for two stations and a 
calibration is applied for each station.  
For the attenuation the following empirical form is applied 
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! !! ! ! !! !!! !! !!                                  (6.31) 
where ! is the source-normalized coda amplitude, ! is the epicentral distance, ! 
is the center frequency and !! and !! are constants determined by a grid search 
for each station. After the determination of the velocity, the coda envelope 
shape parameters and the distance correction, the synthetic envelopes are 
generated at a distances range for a hypothetical source. This formula 
simultaneously fits the local and regional distance coda. 
To develop a transportable, unbiased magnitude one needs to tie the distance 
correction coda amplitudes to an absolute scale. Mayeda et al. (2003) propose 
to obtain a moment-rate spectra, to correct for frequency-dependent S-to-coda 
transfer function and site effects. The only assumption is that the S-wave source 
spectrum is flat below the corner frequency. It determines a moment rate 
constant to add to all amplitude for each frequency band such that the seismic 
moment agrees with the waveform modeled result. Since these are frequency 
depend corrections, independent of distance, the corrections must be uniformly 
applied to all distance-corrected amplitudes.  
An error is assigned to each coda amplitude measure based upon its frequency 
and window length.  
 
 
CHAPTER 7 
A FAST MOMENT MAGNITUDE ESTIMATION 
7.1 INTRODUCTION  
 
The seismicity of the Friuli Venezia Giulia region is associated to a complex 
system of mainly thrust faults related to the Alpine chain located within its 
territory, causing rather significant periodic earthquakes of medium/strong 
intensity. This highly complex area from the seismotectonic point of view, 
called Alpine-Dinaric Junction, is the contact between the Alpine and Dinaric 
orogenic systems. 
The seismogenic faults are located near and sometimes crossing the current 
political boundaries between Italy, Austria and Slovenia. In each of the three 
countries governmental or scientific Institutions exist that manage 
seismological networks. Such network is essential also for civil protection 
purpose, since they enable a rapid location of earthquakes, reliable estimates of 
magnitudes and identification of the areas most affected by earthquakes. 
This area focused on the borders of three countries was the scene of damaging 
events such as those in Friuli 1976, and in Bovec (1998 and 2004). The Bovec 
earthquake in 1998, however, highlighted the importance of integration and 
strengthening of networks of different neighboring countries. In particular, in 
that case, it pointed out the heterogeneity of instrumentation existing in the 
various networks, the lack of direct links between the managing seismological 
centers, even within the same country, and the lack of a system that processes 
and stores data homogeneously. 
In 2003 the European project Interreg IIIa Italy Austria "Seismological 
networks without borders in south-eastern Alps" was launched. It was based on 
a close collaboration between: the Civil Defense of the Friuli Venezia Giulia 
region, Palmanova (PCFVG); the SeisRaM group of the Department of Earth 
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Sciences [now of Mathematics and Geosciences], Trieste; the ZAMG in 
Vienna, Austria; the ARSO in Ljubljana, Slovenia; the National Institute of 
Oceanography and Experimental Geophysics (OGS) of Trieste. This project 
represented the first cross-border case of seismological data exchange in 
Europe. The aim was the integration of cross-border seismological networks in 
the three countries to meet the needs of civil protection and for purposes of 
scientific research. The creation of this integrated network proved to be very 
important, because has since allowed for quick access too many well-distributed 
data, especially around the events. This is essential also for this work, which is 
based on a large number data and helped us to obtain good statistical results. 
The Transfrontier network (fig. 7.1) consists today (January 2012) of about 50 
broadband, accelerometric and short-period stations, which cover the total area 
under study with a good station geometry, especially in Friuli Venezia Giulia 
and Slovenia.   
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Fig 7.1 The Transfrontier network. In red the Friuli Venezia Giulia Accelerometric Network 
(RAF); in yellow the Seismic Network of Republic of Slovenia; in pink the NE Italy Broadband 
Network; in blue the Seismic Network of Austria; in white the Friuli Venezia Giulia and Veneto 
Network. The area delimited by the red square represents the main zone in which Mw is 
estimated. 
 
In particular, in Friuli Venezia Giulia the Rete Accelerometrica del Friuli 
Venezia Giulia (RAF) is operated (Costa et al., 2010) by the SeisRaM group 
(fig. 7.2). The first RAF stations were installed in the period 1993 – 1995 by the 
then Department of Earth Sciences and from the beginning they were equipped 
with digital GMT time synchronized three-components instruments. In the year 
2000, the seismological instrumentation was upgraded. The newly-high 
dynamic (> 120db) instrumentation is formed by three-component digital 
broadband feedback accelerometers coupled with 18 or 24 bits acquisition 
systems. Today RAF is configured taking in account also other network stations 
operating in Italy and it is part of the Transfrontier network that records  
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accelerations at several important sites in the SE Alps Area. This allows an 
immediate estimate of peak ground acceleration as well as a first evaluation of 
possible damage (Costa et al., 2010).   
 
 
 
Fig. 7.2 The location of strong motion instruments in the FVG region. Red triangles denote the 
stations of the RAF (Rete Accelerometrica del Friuli Venezia Giulia) network, blue triangles 
denote the stations of the RAN (Rete Accelerometrica Nazionale) network, white triangles the 
stations planned to be installed (as of January 2012).  
 
The data from the stations of Transfrontier network are collected in real-time, or 
quasi real-time at the partner datacenters in the three countries. The software 
used to collect and analyze the data is the software Antelope® (BRTT, Boulder). 
The use of Antelope® software permits also to monitor and remotely manage 
the stations in order to keep the status of the network always under control.  
Within the European project Interreg IIIa Italy Austria the SeisRaM group has 
implemented a procedure to calculate the seismic moment, the moment 
magnitude and the corner frequency in real or near real time, for an independent 
CHAPTER 7 – A FAST MOMENT MAGNITUDE ESTIMATION !
! ""&!
estimate of the magnitude and a common characterization of the events 
recorded by the Transfrontier network. This procedure is divided into two steps:  
the first is an interface with Antelope system from which we get the seismic 
data, whereas the second one is the computation of the moment magnitude. 
After a brief description of the geodynamics of the SE Alps area, we describe 
the whole procedure, its validation and the obtained results. 
 
7.1.1 ALPS DINARIDES JUNCTION 
 
The area is at the border between Italy, Slovenia and Austria, characterized by a 
constant seismicity and has experienced a series of destructive earthquakes. The 
main tectonic entities are the NW Dinarides and the SE Alps, located on the 
northeastern part of the Adria microplate (e.g., Platt et al., 1989; Anderson and 
Jackson, 1987; and Carulli et al., 1990; Del Ben et al. 1991), or according to 
others (e.g., Channel and Horvath, 1976), a promontory, which could be part of 
the much bigger African plate. 
The underlying mechanism for seismicity in this area is the collision between 
the Eurasian plate and the Adria microplate. The relative movement of the two 
plates is around 5 mm per years, oriented 340 N (Aoudia, 1998). Due to the 
approximately N-S oriented stress field, there are many active faults in this 
area. Two types of source mechanisms, each specific of a particular area, can be 
distinguished.  
The Alpine area is mainly characterized by thrust mechanisms with fault planes 
in the W-E direction, while the Dinaric area is mainly characterized by strike-
slip mechanisms, oriented NW-SE (fig.7.3). 
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Fig. 7.3 Intersection between EW thrusts and NW-SE strike-slip faults in the area (Aoudia, 
1998). 
 
This region, however, is far from being simple. In detail we can identify from 
the tectonic point of view many smaller areas (Bressan et al., 2003) that make 
the transition between the two regimes softer. The two regimes, in fact, are a 
consequence of the same N-S stress field acting on differently oriented 
structures. 
The strongest earthquake historically recorded in this area is the 1511 Idrija 
earthquake, a !! ! !!! event to the NE of Trieste (e.g. Fitzko et al., 2005), 
located on one of the main transform faults. In the last ten years the main 
activated seismogenetic areas have been the Bovec area, with a transform fault 
and the nearby Friuli area, with thrust faults. Due to the relatively high seismic 
hazard, the area is extensively monitored with the Tranfrontier network. 
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7.1.2 UPDATING THE ANTELOPE SOFTWARE 
 
Antelope® is a software produced by Boulder Real Time Technologies (BRTT) 
which acquires, processes and archives data that come from seismic sensors in 
real time. Precisely, it retrieves data from seismographs and memorizes them on 
a temporary system support; it also localizes seismic events and estimates local 
magnitudes; it saves all data and processed results in a database.  
We have optimized this software by creating new tables in the database in order 
to interface it to our algorithm to estimate the seismic moment and the corner 
frequency in real time. 
From the Antelope database we retrieve the seismic signal and all parameters, 
such as azimuth, epicentral distance, signal type (acceleration or velocity), 
sampling frequency, which are necessary for the algorithm, and we convert 
them into SI units. 
In particular, we choose two temporal sequences to compute the signal-to-noise 
ratio (SNR) that we use to determine the frequency window in which the 
seismic signal is analyzed. The start and end of these signals are based on the 
arrivals of P and S waves:  (arrival_P - distance/3 - 2s; arrival_P - 2s) for the 
noise and  (arrival_S; arrival_S + distance/3) for the signal. During the 
procedure the signal frequency window limits are redefined. Antelope system 
sets the P-wave arrival automatically. The method then uses the average 
velocity structure to set S-wave arrival starting from the localization of the 
seismic event and using traveltimes. This procedure produces very good 
estimates and does not depend on signal characteristics.  
 
7.2 THE ALGORITHM DEVELOPED BY SEISRAM GROUP 
 
Our procedure estimates the seismic moment and the corner frequency by 
spectral analysis. It starts with the interface with the Antelope software from  
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which the seismic signal are retrieved. We use the S-wave part of the signal 
from which we remove the average and the instrument response and calculate 
the transversal component of motion to minimize wave conversion effects. We 
select the frequency range, in which the signal is processed, on the basis of 
signal-to-noise ratio (SNR) (fig.7.4). After some tests, we fix the minimum 
frequency value corresponding to a SNR > 2.5 and the maximum frequency 
value corresponding to SNR > 5.  We also impose that the SNR average must 
be greater than 1.5 in the selected frequency range (Ottemoller & Havskov, 
2003) in order to choose the final frequency window and to avoid processing 
only noise. It can happen, principally with accelerometer data, that the 
recordings do not have enough pre-trigger to calculate SNR. In this case the 
frequency window is fixed automatically. 
 
 
Fig. 7.4 An example of SNR to determine the frequency range in which the signal is processed. 
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We obtain velocity and displacement spectra by integrating accelerations and 
velocities and compute source spectra by applying the Fast Fourier Trasform 
(FFT) and by correcting the signal for geometrical spreading and intrinsic 
attenuation. For the first one we consider a body-wave decay. For the 
attenuation we consider a frequency-depend Q value and we use the Console 
and Rovelli (1981) relationship. Following Andrews (1986) methodology, we 
estimate the seismic moment and the corner frequency.  
Recalling Chapter 6 of this thesis, the spectrum is expressed as a function of the 
frequency, f, by means of the following formula: 
 
                                       ! ! ! ! ! ! ! ! !                                        (7.1) 
 
where R is the hypocentral distance;! !  represents the source spectrum: 
 ! ! ! !!!!"#!! !! !!! ! !! 
                          
(7.2) ! !  the intrinsic attenuation factor:  
 ! ! ! !! !"#!!!! !                                      (7.3)!
 
and ! !  the geometric attenuation factor: 
 
                                                     ! ! ! !!                                             (7.4) 
 
The two integrals (6.16) and (6.17) become:  
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(7.5)  
 
                 !!! ! ! !! ! !"!!!"#!!!"#  
 
(7.6) 
As we have just seen, they are exactly solvable and yield:  
 
                                             !!! ! !!!! !!!!                                             (7.7)                                                 
 
                                             !!! ! !!!! !!!! !                                          (7.8) 
                                      
Then we can compute !  and 0f as:   
  
                                                 !! ! !!! !!! !!!                                          (7.9)                                  
      
                                                  !! ! !!!!! !!!!!! !                                       (7.10)                               
 
Knowing that 
                                                  !! ! !!"!!! !                                       (7.11)                                         
 
where k is correction factor for radiation pattern, the moment magnitude is 
determined:     
 
                                              !! ! !! !"#!"!! ! !!!                                  (7.12)                                     
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At the end of the procedure the results are stored and shown in a database table.  
 
7.2.1 INTRINSIC ATTENUATION 
 
For the intrinsic attenuation factor, we test different relationships to estimate the 
dependence of the quality factor, Q, on frequency and thus, to characterize the 
seismic region. Many papers have been written about Q and its frequency 
dependence: Q grows with frequency proportionally as nf . In particular, we put 
our attention of two studies about Q determination in Friuli Venezia Giulia 
region. Consoli and Rovelli (1981) found the frequency dependence of the 
attenuation as  
 
                                             ! ! ! !" ! !!!!                                          (7.13) 
                                           
For their study they used body waves for distances up to about 200 km from the 
epicentral area and they confirmed this dependence of Q in the range of 
frequencies from 0.1 to 10 Hz.  
More recently, Malagnini et al., (2002) have investigated the characteristics of 
the ground motion in Northeastern Italy. In their study, based on coda waves, 
the following frequency dependent attenuation parameter has been obtained:  
 
                                            ! ! ! !"# ! !!!"# !!!!                                  (7.14)                                              
 
They considered events with moment magnitude from 1.0 to 5.6 with epicentral 
distances between 20 and 200 km. They have modeled the regional propagation 
in the 0.5 – to 14.0 Hz frequency band by using a geometrical spreading 
dependent on the distance. 
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As we have just said, in our work we consider the body-wave decay for the 
geometrical spreading because we study only regional events for which this 
assumption is well checked. For this reason, after different tests, we have 
chosen the Consoli and Rovelli relationship because it best adapts our initial 
hypothesis.  
 
7.3 VALIDATION 
 
The procedure is successfully validated using the recordings of some recent 
strong earthquakes: Carnia 2002 (Mw=4.9), Bovec 2004 (Mw=5.1), Parma 
2008 (Mw=5.4) and L’Aquila 2009 (Mw=6.3) (fig 7.5 & Tab. 7.1).  
 
 
 
Fig 7.5 Strong motion events occurred in Italy used for the validation. 
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Table 7.1. List and comparison of result of the recent main events occurred in Italy and 
Slovenia used for validation: Carnia (2002), Bovec (2004), Parma sequence (2008), L’Aquila 
sequence (2009).  
Date  
(dd/mm/yy) 
Time 
(hh.mm) 
Lat  
(°N) 
Lon  
(°E) 
Depth 
(km) 
Mw  
(SeisRaM) 
Mw  
(INGV) 
14/02/02 3.18 46.470 13.120 21.0 4.6 4.7 
07/12/04 13.04 46.200 13.420 15.0 5.4 5.2 
23/12/08 15.24 44.519 10.382 26.7 5.2 5.4 
23/12/08 21.58 44.527 10.355 31.4 5.0 4.9 
06/04/09 01.32 42.334 13.334 8.80 6.1 6.3 
07/04/09 09.26 42.342 13.388 10.2 5.2 5.0 
07/04/09 17.47 42.275 13.464 15.1 5.6 5.6 
07/04/09 21.34 42.380 13.376 7.40 4.8 4.6 
09/04/09 00.53 42.484 13.343 15.4 5.4 5.4 
09/04/09 03.14 42.338 13.437 18.0 4.2 4.4 
09/04/09 04.32 42.445 13.420 8.10 4.4 4.2 
09/04/09 19.38 42.501 13.356 17.2 5.2 5.3 
 
 
We have compared our results with the moment magnitude obtained by INGV. 
As it can be seen from both Table 7.1 and the figure 7.6 the agreement between 
these data is quite good. 
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Fig. 7.6 Comparison between our Mw and the Mw estimated by INGV. The 2002 event 
represents the Carnia earthquake; the 2004 represents the Bovec earthquake; the 2008 events 
represents the Parma sequence; the 2009 events represent the L’Aquila sequence. 
 
We have also validated our procedure with the recordings of some minor events 
in the SE Alps area for which independent seismic moment and moment 
magnitude estimates were available. In figure 7.7 the comparison between our 
estimation and the magnitude estimate as obtained by other Institutions with 
indipendent methods is reported. The data follow, with a good approximation, 
the linear trend Mw (SeisRaM) = Mw (Other Institutions).  
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Fig. 7.7. Comparison between the moment magnitude estimated by other Institutions and the 
moment magnitude estimated by the SeisRaM group. These events are used for validation.  
 
7.4 RESULTS 
 
Actually, the procedure estimates the moment magnitude of the small events 
occurred in the SE-Alps and recorded by the Transfrontier network in real time 
(fig.7.8).  
 
 
CHAPTER 7 – A FAST MOMENT MAGNITUDE ESTIMATION !
! ")'!
!
 
Fig 7.8 a) Maps of small events recorded by the Transfrontier Network from 2009 to 2010. b) 
Distribution of the number these events with moment magnitude. 
 
The results are compared with the local magnitude computed by the Antelope 
software using a regression law (fig.7.9).  
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Fig.7.9 Comparison between local magnitude estimates by Antelope software and our moment 
magnitude for small events occurred in SE Alps from 2009 to 2010. 
 
The figure 7.9 shows a great scatter, particularly for events with ML ! 3. These 
earthquakes are localized automatically and not reviewed by humans. 
Furthermore, changes in the settings of many stations of the Transfrontier 
network are not known in real time. This can lead to a wrong localization and, 
therefore, to a wrong moment magnitude estimation.  
Since one year the procedure has been also applied to events recorded by the 
Accelerometric National Network (RAN) managed by the Department of Civil 
Protection of Rome (DPC). RAN consists of the same type of instruments and 
all instrumental updates are available in real time. This complete knowledge 
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leads to improved moment magnitude estimations. The agreement between 
moment magnitude estimated by our SeisRaM procedure and the INGV local 
magnitude has a much smaller scatter and points in general to an overestimation 
of ML with respect to MW (fig.7.10).  
  
 
 
Fig. 7.10 Comparison between the local magnitude estimated by Antelope and the moment 
magnitude estimated by SeisRaM group for events with 1.0!ML!4.5 occurred in the SE-Alps 
and recorded by the RAN network.  
 
7.4.1 CORNER FREQUENCY 
 
As just we said, it is important to note that the considered events are located 
automatically and are not reviewed by human. This fact, the unknown changes 
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in the settings of the stations and the site effect at the stations are the three main 
factors that cause a scattering of the results.  
The site effects, which are not taken in account yet by the procedure, affect 
principally the seismogram spectrum and consequently the corner frequency 
estimation that thus results unstable.  
The corner frequency is a parameter connected with the size of the fault and for 
this it should be well defined. Let us here recall that: 
 !! ! !!!"!! !!!  
 
The corner frequency should decrease with increasing fault area and thus with 
moment magnitude. We can see this behaviour for !! ! !.5 earthquakes but 
not always for the ones with !! ! ! .5. In figure 7.11 we show corner 
frequency again moment magnitude for the events recorded by RAN.  There is 
a small scatter for events with low magnitude. As you can see, the stress drop 
follows the theoretical relationship and for these earthquakes, is in the range !!!"#! ! !! ! !"!!"!. 
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Fig. 7.11 Corner frequency again moment magnitude. There is a spreading probably due to site 
effects. In red theoretical curve !! !!  for three different value of stress drop. 
The earthquake source spectra follows Brune (1970) model. Its spectrum is 
characterized by a plateau for the frequencies smaller than the corner frequency, 
and whose height is related to the seismic moment, and by a decay as !!! for 
the frequencies higher than the corner frequency. We have tested a new method 
to calculate the corner frequency and to reduce its instability. 
The real spectrum is approximated by a synthetic one calculated with the 
parameters obtained by Andrews method and used in our automatic procedure. 
In particular, the synthetic spectrum is determined with two lines: one constant 
to a value of " (plateau) at low frequencies and the other one with a slope of 
!" = 30 bar 
!" = 10 bar 
!" = 3bar 
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!!!. Also the minimum variance between real and synthetic spectra is required. 
The corner frequency is represented by the intersection of these two lines. 
Generally, real spectra show a good agreement with the Brune model leading to 
an improvement of the corner frequency results. In some cases, especially for 
events with low magnitude, the spectrum shows the presence of distorting 
effects as bumps and spurious frequencies, often confined in the frequency band 
close to the corner frequency. The combined effect of the irregular shape due to 
the site effects, the lack of knowledge in real time of the Transfrontier network 
stations change in setting and the automatic localization, leads to a poor 
determination of the synthetic spectrum at low frequencies (fig. 7.12). 
 
 
 
Fig. 7.12 Example of seismic spectrum for a small event (Mw =2.8) recorded by the 
Transfrontier network. The red circle indicates a peak probably due to site effects. The black 
line represents the synthetic spectrum. 
 
!
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A possible solution is the use a different filtering for the signal, but this can 
cause the loss of information carried by recordings mainly at low frequencies. 
Sometimes it seems that the real spectrum has two corner frequencies, which 
implies the use of a different source model. The problem of site effects is more 
complicated and could be dealt with by stacking spectra of different stations. So 
the determination of a stable corner frequency is still an open question we are 
working on. 
 CHAPTER 8 
CONCLUSIONS 
 
Earthquakes are certainly one of the most important natural hazards and the 
study of seismic sources is fundamental to understand their physical process. 
Through the analysis of seismic waveforms and other geophysical data, we 
investigate the kinematics of the seismic source both in the finite-fault and in 
the point-source approximations. 
The kinematic rupture models for moderate to large earthquakes are currently 
obtained by inverting seismic and geodetic data, and they represent the starting 
point for several seismological applications. The main goal of kinematic source 
modeling is to improve the knowledge of the seismic physical processes and the 
reliability and accuracy of the kinematic rupture models are crucial issues. They 
are one of the fundamental tasks of the current scientific research. 
In this thesis we invert accelerometric data to understand the kinematic 
modeling of the rupture process of an earthquake on a finite fault. We apply our 
inversion to the 6th April 2009 L’Aquila event. To solve the inverse problem, 
we use the method of linear programming developed and applied to the 
earthquake-faulting problem by Das and Kostrov (1990,1994). To stabilize the 
solution it was crucial to use physical constraints such as the positivity of the 
slip rates on the fault area and pre-assigning the final moment. We also imposed 
that the moment is released only once as the cell breaks. These features are 
necessary and we used them in all cases in this study. 
We made several synthetic tests to evaluate the soundness of the inversion 
method and to choose the best source model for our fault. We inverte observed 
records acquired by the Italian National Accelerometric Network (RAN), using 
only the data from rock stations with epicentral distances less than 80 km. We 
model from 15 sec up to 40 sec of the signals. Fixing all known parameters 
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(fault geometry, rupture speed, crustal structure, and station distribution) we 
investigate the slip and the total moment distribution on the fault surface in 
space and time. We first considered a fault of 20 km length and 12 km wide as 
obtained from synthetic tests and and similar to that used in other studies, using 
a velocity structural model proposed by Hermann et al. (2011). The obtained 
total moment distribution confirms that the maximum energy was released in 
the SE part of the fault, but the waveform fits are not satisfactory. Knowing that 
the use of an appropriate regional velocity model is important to match the 
waveform, we analyzed how the velocity structural model influences the data. 
We used a new model proposed by Costa et al. (1992) to compute synthetics. 
We obtain a small improvement of our results but the inversion results did not 
show a strong dependence on the velocity model. 
The work of Saraò et al. (1996) suggested us to consider only four stations on 
the hanging wall of the fault. Also we tested different fault geometries. 
Comparing the obtained outcomes, the inversion obtained using four stations on 
the hanging wall of the fault 28 km long and 12 km wide is the best model and 
the results are appreciable both for the waveform fit and for the total moment 
distribution. The latter shows some similarities with the ones proposed by other 
Authors that invert geodetic data. 
These results stimulated us to model the entire time window related to synthetic 
signals to best constrain our moment distribution. Our results confirm the 
findings of previous studies that the maximum energy for the main event of 
L’Aquila is in the SE part of the fault and the moment distribution shows a 
single asperity. 
In the second part of this thesis, we focus our attention on seismic parameters in 
the point-source case. Using a procedure implemented by the SeisRaM group of 
the Department of Mathematics and Geosciences (DMG) we estimate the 
seismic moment in real time, as well as the moment magnitude and the corner 
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frequency of the events recorded by the Transfrontier network (Costa et al., 
2010) and by the RAN (Gorini et al., 2010). We consider the Brune model and 
we use the recent events occurred in Italy and Slovenia such as L’Aquila 
(2009), Parma (2008), Bovec (2004) and Carnia (2002) earthquakes to validate 
the procedure. Using spectral analysis we estimate the seismic parameters 
following Andrews (1986). The results are in a very good agreement with the 
estimations obtained by other Institutions. During the writing of this thesis, 
some events have occurred in northern Italy. Our moment magnitude 
estimations are in accordance with the local magnitudes published by INGV, 
proving once again that our procedure is robust and reliable [Verona, 24/01/12 - 
11:54 pm, !!!!"#$%&'! ! !!! , !!!!"#$! ! !!! , ! !!!"#$! ! !!! ; 
Reggio Emilia, 25/01/12 - 08:06 am, !!!!"#$%&'! ! !!!, !!!!"#$! ! !!!,  !!!!"#$! ! !!!].  
The real-time automatic procedure to estimate !! is now running as routine 
not only at DMG, but also at the Department of Civil Defence (DPC) in Rome. 
It has been also requested by ARSO and by the Romanian Seismic Survey. 
In summary, we hope that this thesis will provide useful hints to other 
researchers to further understand the earthquake source process. 
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