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INTRODUCTION
Meshfree Galerkin methods are based on the weak form where the field variables are discretized using basis functions associated with a set of scattered nodes that partition the domain of analysis. Since the inception of the element-free Galerkin method [1] , efficient and accurate numerical integration of the weak form integrals has attracted broad attention in meshfree Galerkin methods. The different numerical integration techniques that exist for meshfree Galerkin methods can be grouped into two main approaches: cell integration and nodal integration techniques. Nodal integration in meshfree methods is attractive since state variables (strains, stresses, and internal variables) can be stored at the nodes and this avoids the need for remapping algorithms in Lagrangian large deformation simulations. Towards this long-term goal, in this paper we use the virtual element decomposition [2] and follow Reference [3] to devise an accurate and stable nodally integrated meshfree method for linear elastostatics and linear elastodynamics.
The most simple cell integration technique requires the construction of nonoverlapping cells on which standard Gauss integration is performed. However, this integration scheme is inexact due to the following two properties of meshfree basis functions [4] : (1) They are nonpolynomial functions; and (2) in general, the region that is defined by the intersecting supports of two overlapping nodal basis functions does not coincide with the integration cell. These are two issues that often lead to consistency errors (patch test is not passed) and stability problems due to underintegration.
Various approaches have been put forth in meshfree Galerkin methods to address integration errors on cells. For instance, higher-order tensor-product Gauss quadrature is adopted in the element-free Galerkin method [1, 4] , whereas the support of the nodal basis functions is used as the domain of integration in the meshless local Petrov-Galerkin method [5] and also in the method of finite spheres [6] . More details on cell-based integration schemes in meshfree Galerkin methods can be found in Ortiz-Bernardin et al. [3] .
Nodal integration techniques perform the integration of the weak form integrals by sampling them at the nodes. This approach requires the construction of nodal cells that represent the volume of the integrals being sampled at the nodes. Nodal integration techniques are also prone to integration errors and require to be stabilized. A direct nodal integration (1-point) scheme leads to rank instabilities because meshfree basis functions have zero or nearly zero derivatives at the nodes. In an effort to stabilize the rank instability, Beissel and Belytschko [7] introduced a least-squares residualbased method where the second-order derivatives stabilize the rank instability. With the aim of computing nodal derivatives away from the nodes to avoid rank instabilities, Chen et al. [8] devised a strain smoothing procedure known as stabilized conforming nodal integration (SCNI) approach, which is the cornerstone of various meshfree nodal-based [9, 10, 11] and cell-based [12, 13, 14] integration methods, and even smoothed finite element methods [15] . Another method to compute derivatives away from the nodes is the stress-point method, which was first introduced in the smoothed particle hydrodynamics (SPH) meshfree method [16] . Although the SCNI approach [8] suppresses the rank instability and provides patch test satisfaction, instabilities due to nonzero lowenergy modes are still encountered [10] . Puso et al. [10] proposed a penalty stabilization to stabilize the SCNI method. Hillman and Chen [17] combined the arbitrary order variationally consistent meshfree nodal integration framework [11] with a stabilization method devised from an implicit gradient expansion of the strains at the nodes. The resulting method is first-order variationally consistent and stable, and unlike the stabilization method of Puso et al. [10] , it is devoid of tunable parameters.
Recently, the virtual element method [2, 18] (VEM) has been proposed, where an exact algebraic construction of the stiffness matrix is realized without the explicit construction of basis functions (basis functions are deemed as virtual ). In the VEM, the stiffness matrix is decomposed into two parts: a consistent term that reproduces a given polynomial space and a correction term that provides stability. Such a decomposition (herein referred to as the virtual element decomposition)
is formulated in the spirit of the Lax equivalence theorem (consistency + stability → convergence) for finite-difference schemes and is sufficient for the method to pass the patch test. In polygonal and polyhedral finite elements, Talischi and Paulino [19] , Gain et al. [20] and Manzini et al. [21] have used the virtual element decomposition to pass the patch test. The VEM can be viewed as a stabilized Galerkin method on polytopal meshes [22] . For meshfree Galerkin methods with cellbased integration, Ortiz-Bernardin et al. [3] used the virtual element decomposition to develop a method for linear elastostatics that is consistent and stable.
In this paper, on using the virtual element decomposition, a novel meshfree nodal integration technique for linear elastostatics and linear elastodynamics is presented. We use the acronym NIVED to refer to this method. Distinct from the stabilization used in the cell integration approach for meshfree methods in Reference [3] , in the development of our meshfree nodal integration scheme, the stabilization is performed without tunable parameters. We consider maximum-entropy basis functions (Section 2), although the formulation is applicable to any linear meshfree approximant.
The governing equations for linear elastostatics are described in Section 3. The main ingredients of the virtual element framework and the development of our proposed nodal integration technique are presented in Section 4. The accuracy and convergence of the devised nodal integration method are assessed in Section 5 through several examples in linear elastostatics and linear elastodynamics.
Some final remarks conclude the paper in Section 6.
MAXIMUM-ENTROPY BASIS FUNCTIONS
Consider a convex domain represented by a set of N scattered nodes and a prior (weight) function w a (x) associated with each node a. We can write down the approximation for a vector-valued function v(x) in the form:
where v a := v(x a ) are nodal coefficients, φ a (x) is the meshfree basis function associated with node a and m ≤ N represents the number of nodes whose basis functions take a nonzero value at the point x.
On using the Shannon-Jaynes (or relative) entropy functional, the maximum-entropy basis functions {φ a (x) ≥ 0} m a=1 are obtained via the solution of the following convex optimization problem [23] :
subject to the linear reproducing conditions:
where c a = x a − x are shifted nodal coordinates and IR m + is the nonnegative orthant. In this paper, we use as the prior weight function either the Gaussian radial basis function given by [24] 
where γ is a parameter that controls the support size of the basis function and h a is a characteristic nodal spacing associated with node a, or the C 2 quartic polynomials given by [25] w a (q) =
where q = c a /(γh a ).
On using the method of Lagrange multipliers, the solution to (2) is given by [23] 
where the Lagrange multiplier vector λ(x) is obtained as the minimizer of the dual optimization problem (x is fixed):
where λ * is the converged solution that gives the basis functions as φ a (x) = φ a (x, λ * ) for a = 1, . . . , m.
GOVERNING EQUATIONS

Strong form
Consider an elastic body that occupies the open domain Ω ⊂ IR 2 and is bounded by the onedimensional surface Γ whose unit outward normal is n Γ . The boundary is assumed to admit 
where σ is the Cauchy stress tensor.
Weak form
The Galerkin weak formulation, with v being the arbitrary displacement test field, gives the following expression for the bilinear form:
where σ is the Cauchy stress tensor and ∇ is the gradient operator. The gradient of the displacement test field can be decomposed into its symmetric (ε(v)) and skew-symmetric (ω(v)) parts, as follows:
where
Noting that σ(u) : ω(v) = 0 because of the symmetry of the stress tensor, results in the following simplification of the bilinear form:
which leads to the usual form of presenting the weak formulation: find u(x) ∈ U such that
where U and V are the continuous displacement trial and test spaces:
where the space [W(Ω)] 2 includes linear fields.
We consider vector-valued trial and test functions of the form (1) on a set of scattered nodes in the domain Ω and on its boundary Γ . Using these nodes, the domain Ω is partitioned into nonoverlapping nodal representative polygonal cells. This can be achieved using a Voronoi diagram (Figure 1(a) ) or a triangular mesh where the centroids of triangles surrounding a given node are connected to form a polygon (Figure 1(b) ). We denote by E a node and its associated cell. The node E has coordinates x E in the Cartesian coordinate system and the area of its associated cell is |E|. A node on Γ t is denoted by S and its coordinates in the Cartesian coordinate system by x S .
The length of influence of the node S is represented by |S|. define the following discrete local spaces:
The discrete global spaces U h ⊆ U and V h ⊆ V are built by assembling the local spaces, as follows:
where the notation u| E is introduced to indicate that the field u h is represented with meshfree basis functions whose supports intersect the nodal cell E and thus we use their restrictions to E.
Owing to the definition of the global spaces, we can evaluate the weak form (9) by sampling it locally at each node and summing through all of them, as follows:
where D is the material moduli tensor that defines the constitutive relation σ = D : ε(u);
=t(x S ) are nodal quantities. Equation (10) is the result of direct nodal integration (1-point) of the weak form integrals.
NODAL INTEGRATION USING THE VIRTUAL ELEMENT DECOMPOSITION
As discussed in Section 1, the direct nodal integration of the bilinear form as given in (10a) is not viable due to stability issues. As a remedy, nodal integration techniques add a stabilization term to the bilinear form [10] . Here, we take a different route and develop a nodal integration scheme for meshfree methods using the mathematical framework of the virtual element method. In this approach, the consistency and stability of the nodally integrated meshfree Galerkin method is ensured by construction.
Nodal integration cell
The sampling of the weak form at an integration node in the partition T h , where the partition is constructed by means of one of the methods shown in Figure 1 , is performed using 1-point
Gauss rule over the edges of its nodal cell. It is stressed that in the nodal integration scheme, the integration node and its associated nodal cell are interchangeable. This means that any quantity that is evaluated on the nodal cell is also a quantity evaluated at the node. Considering the Cartesian coordinate system, x E are the coordinates of the integration node and n is the unit outward normal to the nodal cell's boundary. A sample nodal integration cell is shown in Figure 3 . Figure 3 : Schematic representation of a nodal integration cell. The integration node and its associated nodal cell is denoted by E, and the area of the nodal cell by |E|. The coordinates of the integration node are x E and the unit outward normal to the nodal cell's boundary is n. The stands for the 1-point Gauss rule over an edge of the nodal cell.
Nodal contribution
Since the NIVED method uses meshfree basis functions for the discretization of the field variables, we have to consider the contributions from the neighbor nodes when performing Gauss integration over the edges of the nodal cell. The global nodal contribution list at an integration point is defined as the global indices of the nodes whose basis functions take a nonzero value at the integration point. We label these global indices from 1 to m and construct a local nodal contribution list with them. We always keep track of the correspondence between the local and global nodal contribution lists as this correspondence is used later in the assembly of the global stiffness matrix and global force vector. The construction of the local nodal contribution list is schematically shown in Figure 4 for the evaluation of meshfree basis functions at an integration point on the edge of a nodal cell.
Virtual element decomposition
Due to the nonpolynomial nature of the linearly precise meshfree basis functions, the approximation of the displacement field using these functions contains a linear polynomial part plus some additional nonpolynomial terms. We define [P(E)]
2 as the space of linear displacements over the nodal cell E
and [H(E)]
2 as the space of the additional nonpolynomial terms over the nodal cell E. Therefore, for the meshfree approximation of the fields, we have
Following the standard VEM literature (see for instance, Reference [26] ) the following projection operator onto the linear displacement space is defined:
which allows the splitting of the meshfree approximation of the fields into their linear polynomial part and their nonpolynomial terms, respectively, as follows:
The projection Π is required to satisfy the following orthogonality condition: Substituting (12) into the bilinear form (6), and using the orthogonality condition (13), leads to
The first term on the right-hand side of (14) is computable as it depends on the linear fields.
However, the second term is noncomputable as it depends on the nonpolynomial terms. In the framework of the VEM, the second term is approximated by a bilinear form that can be conveniently computed adopting the form of a stabilization term. We denote this stability bilinear form by s E and rewrite (14) as follows:
We refer to (15) as the virtual element decomposition.
The virtual element decomposition is endowed with the following crucial properties for establishing the convergence of the VEM [2, 18] :
• Stability: There exists two constants α * > 0 and α * > 0, independent of h and of E, such
In view of the preceding properties, it is straightforward to recognize that the first term on the right-hand side of (15) provides consistency (i.e., ensures patch test satisfaction) and the second term lends stability. The stability property (17) reveals the necessary conditions that s E must possess: it must be symmetric and positive definite on the kernel of Π so that property (17) holds without violating (16).
Projection operator
The explicit form of the projection operator Π is obtained from the orthogonality condition (13) .
To this end, observe that σ(p) and ∇Πv h are both constant fields over E since p,
Then, use the preceding observation and the bilinear form given in (6) to obtain
And since (18) is required to be exactly zero by (13) , it leads to
Note that (19) defines ∇Πv h as the average value of ∇v h over the cell E. On using (7a), (19) can be rewritten as
which on integrating yields
To determine a 0 we need a projection operator onto constants
Given that the field variables computed at the integration node become the representative field variables of the cell, we define the projection operator onto constant as
where x E are the coordinates of the integration node (see Figure 3 ).
Applying (22) to (21) gives
And solving for a 0 in (24) leads to
We now define the notations
are constant tensors over the cell and thus they can be associated with the integration node. Finally,
substituting (25) into (21) yields the projection operator onto the linear displacements, as follows:
In (26), the cell averages ε E (v h ) and ω E (v h ) are evaluated on the boundary of E by invoking the divergence theorem, which gives
and
respectively.
Projection matrix
After some algebraic manipulations, (26) can be written as
Using meshfree basis functions leads to the following discrete representation of (30):
and explicitly replacing v h in the form (1) into (31) gives
where φ E a := φ a (x E ) is the value of the a-th basis function at the integration node E. To evaluate q ia in (38), a 1-point Gauss rule is used on each edge of the nodal cell (see Figure 3) .
Finally, substituting (32) and (36) into (29) yields the following discrete version of the projection operator:
which defines the projection matrix (the matrix form of Π) as
Nodally integrated stiffness matrix
The nodally integrated local stiffness matrix is obtained by discretizing the virtual element decomposition (15) . We start by working on the consistency term (i.e., the first term on the right-hand side of (15)). On using (26) to obtain ∇Πv
Using the symmetry of tensors ε E and D, (42) can be written in Voigt notation as
where D is the constitutive matrix for an isotropic linear elastic material given by
for plane strain and plane stress conditions, respectively, where E Y is the Young's modulus and ν is the Poisson's ratio; ε E (v h ) is defined in (31) . Now, substituting the discrete version of ε E (v h ) as given in (36) into (43) leads to the following discrete local consistency bilinear form:
where d is a column vector similar to q given in (37) that contains the nodal coefficients that are associated with the displacement trial functions.
The discrete local stability bilinear form is obtained by replacing the field discretizations
where N is defined in (35), along with (40) into the second term on the right-hand side of (15). This yields
where I 2m is the identity (2m × 2m) matrix and S E = s E (N T , N ). Thus, substituting (45) and (46) into the first and second terms on the right-hand side of (15), respectively, gives
which defines the nodally integrated local stiffness matrix as the sum of the consistency stiffness matrix K c and the stability stiffness matrix K s , as follows:
Regarding the stability stiffness, we make the following choice for S E :
where 1 2m is the unit (2m × 1) column vector, γ = diag(K c ) is a column vector containing the diagonal of the matrix K c and ⊙ is the element-wise product. This means that S E is a diagonal matrix whose diagonal entries are those of the diagonal of the nodally integrated local consistency stiffness matrix, which is in the spirit of the "D-recipe" studied in References [27, 28] . The advantage in using this particular choice for S E over the one used in our earlier work [3] is that the stabilization is performed without tunable parameters.
Nodally integrated force vector
For linear fields, the simplest approximation for the body force vector is constructed by projecting both the body force vector b and the test displacements v h onto constants, as follows [2, 18, 29] :
where we have used P 0 as defined in (23) , and
where φ E a is defined below (39). Hence, the nodal body force vector is given by
which coincides with the direct integration of the body force vector at the node with coordinates
The integral that defines the traction force vector is similar to the integral that defines the body force vector, but it is one dimension lower. This means that we can simply apply a direct nodal integration on the Neumann edges. Proceeding likewise leads to the following nodal traction force vector:
with φ S a := φ a (x S ). Regarding the integration rules, the NIVED approach uses a 1-point Gauss rule per edge of the polygonal cell and at these points only the evaluation of basis functions is required. In the MEM approach, we consider 1-point, 3-point, 6-point and 12-point Gauss rules in the interior of the 3-node triangular cell. In contrast to the NIVED method, at these interior integration points the evaluation of both the basis functions and their derivatives is required.
NUMERICAL EXPERIMENTS
Regarding the evaluation of the maximum-entropy basis functions in the NIVED and MEM methods, we use γ = 2.0 in all the numerical experiments that follow.
Patch test
We solve the boundary-value problem (5) for the patch test that is schematically depicted in Tables I and II , respectively, for the MEM and NIVED approaches. Numerical results confirm that the patch test is met to machine precision only for the NIVED method.
Numerical stability
To assess the stability of the NIVED method, eigenvalue analyses are performed on a unit square three mode shapes that follow the three rigid body modes are depicted in Figure 7 for the MEM and NIVED methods using the quartic polynomials as the prior weight function. For the quartic prior, instabilities are observed for the MEM with a 1-point Gauss rule since it exhibits nonsmooth mode shapes (Figures 7(a)-(c) ) and even a 12-point Gauss rule is not sufficient for removing the instabilities (Figures 7(d)-(f) ). In stark contrast, Figures 7(g)-(i) show the smooth mode shapes that are obtained in the NIVED approach when using the quartic prior. Similarly, the three mode shapes that follow the three rigid body modes are depicted in Figure 8 for the MEM and NIVED methods using the Gaussian radial basis function as the prior weight function. For the Gaussian prior, instabilities are observed for the MEM with a 1-point Gauss rule since it exhibits nonsmooth mode shapes (Figures 8(a)-(c) ), but a 6-point Gauss rule can effectively remove the instabilities (Figures 8(d)-(f) ). The NIVED approach using the Gaussian prior is also free of instabilities as revealed by the smooth mode shapes depicted in Figures 8(g) -(i).
Cantilever beam
We conduct a convergence study for the problem of a cantilever beam of unit thickness subjected to a parabolic end load P = −1000 lbf. A schematic representation of the problem is shown in Figure 9 .
Plane strain condition is assumed with material parameters given by E Y = 10 7 psi and ν = 0.3. The essential boundary conditions on the clamped edge are applied according to the analytical solution given by Timoshenko and Goodier [30] : 
The Neumann boundary conditions are applied using the exact stress field, which givest = The convergence of the MEM and NIVED methods in the L 2 norm and the H 1 seminorm of the error are shown in Figure 11 . The MEM approach needs a 3-point Gauss rule to deliver the optimal rate in the L 2 norm. Regarding the H 1 seminorm, the convergence of the MEM method behaves erratically for 1-point and 3-point Gauss rules due to integration errors, and a 6-point Gauss rule is needed to recover the optimal rate. In contrast, the proposed NIVED method delivers the optimal rate of convergence in both the L 2 norm and the H 1 seminorm of the error.
Infinite plate with a circular hole
The rates of convergence are studied for the problem of an infinite plate with a circular hole that is loaded at infinity according to the tractions σ 11 = T and σ 22 = σ 12 = 0 (Figure 12(a) ). Due to the symmetry of the geometry and boundary conditions, we consider the domain of analysis shown in 
Figure 11: Convergence rates for the cantilever beam problem. Optimal rate of 2 in the L 2 norm is delivered by the MEM method using a 3-point Gauss rule, but its convergence in the H 1 seminorm behaves erratically for 1-point and 3-point Gauss rules due to integration errors; a 6-point Gauss rule is needed to recover the optimal rate of 1. Optimal rates of 2 and 1 in the L 2 norm and the H 1 seminorm, respectively, are delivered by the NIVED approach.
where G = E Y /(2(1 + ν)) and κ = (3 − ν)/(1 + ν). The exact stress field is: The convergence rates that are delivered by the MEM and NIVED approaches in the L 2 norm and the H 1 seminorm of the error are compared in Figure 14 . We observe that the convergence of the MEM using a 1-point Gauss rule behaves erratically in the L 2 norm and that the optimal rate of 2 is recovered using a 3-point Gauss rule. Regarding its convergence in the H 1 seminorm, we observe that it is optimal when using at least a 6-point Gauss rule. On the other hand, the NIVED approach delivers the optimal rates of 2 and 1 in the L 2 norm and the H 1 seminorm, respectively.
Manufactured elastostatic problem
In this example, the manufactured elastostatic problem found in Reference [13] is used to assess the performance of the NIVED method. The analysis is conducted on a 2 × 2 square domain. Plane stress condition is considered with E Y = 10 5 psi and ν = 0.3. The entire domain boundary is prescribed with the following Dirichlet boundary conditions: Figure 14 : Rates of convergence for the infinite plate with a circular hole problem. For the MEM approach, an erratic convergence in the L 2 norm is obtained using a 1-point Gauss rule and the optimal rate of 2 is recovered using a 3-point Gauss rule. Its convergence in the H 1 seminorm is optimal when using at least a 6-point Gauss rule. The optimal rates of 2 and 1 are obtained in the L 2 norm and the H 1 seminorm, respectively, for the NIVED method.
which correspond to the exact solutions of the linear elastostatic problem (5) manufactured with a body force given by
The exact stress field is Figure 15 depicts the background integration meshes used in the study. The Gaussian prior is used for the evaluation of the maximum-entropy basis functions. The convergence in the L 2 norm and the H 1 seminorm for the MEM and NIVED methods are compared in Figure 16 . The L 2 norm is not convergent for the MEM approach using a 1-point Gauss rule, but the optimal rate of 2 is recovered using a 3-point Gauss rule. The convergence of the MEM method in the H 1 seminorm is not good for 1-, 3-and 6-point Gauss rules, but the optimal rate of 1 is recovered when using a 12-point Gauss rule. The plots show that the NIVED approach delivers the optimal rates of 2 and 1 in the L 2 norm and the H 1 seminorm, respectively.
The computational cost of the MEM and NIVED methods are compared in Figure 17 . The methods are assessed in terms of accuracy and cell refinement using the normalized CPU time, which is defined as the ratio of the CPU time of a particular model analyzed to the maximum CPU time of any of the models analyzed. It is observed that the computational cost of the NIVED method is similar to the computational cost of the MEM method with a 3-point Gauss rule (Figure 17(c) ).
However, the MEM with a 3-point Gauss rule does not converge in the H 1 seminorm, which means that the computational cost of a convergent MEM approach is greater than the computational cost of the NIVED method. In fact, from Figure 16 we know that a 12-point Gauss rule is needed for optimal H 1 -convergence of the MEM method, but this rule is the most expensive as shown in Figure 17 (c).
Manufactured elastodynamic problem
This section concludes with a manufactured elastodynamic problem that is found in Reference [31] .
The domain of analysis is a 2 × 2 square domain and the background meshes considered are the same used for the manufactured elastostatic problem ( Figure 15 ). The material parameters are E Y = 1 × 10 5 psi, ν = 0.3 and ρ = 800 lb/in 3 , and plane stress condition is assumed. The Gaussian prior is used for the evaluation of the maximum-entropy basis functions.
The problem is manufactured with the following body force: Figure 16 : Rates of convergence for the manufactured static problem. The MEM approach does not convergence in the L 2 norm with a 1-point Gauss rule, but the optimal rate of 2 is recovered using a 3-point Gauss rule. Its convergence in the H 1 seminorm is optimal when using at least a 12-point Gauss rule. The optimal rates of 2 and 1 are obtained in the L 2 norm and the H 1 seminorm, respectively, for the NIVED method. where L is the side length of the domain of analysis and
The exact displacement field solution is
and the exact stress field is
At the initial condition t = 0 seconds, the body is at rest. The exact displacement field solution is used to impose the Dirichlet boundary conditions along the entire boundary of the domain.
The following values for the parameters are used in the computations: α = 0.001, β = 0.001. The
Newmark method with a time step ∆t = 0.01 seconds is used as the time integration algorithm.
The mass matrix for the dynamic analysis is constructed along the same lines of the stiffness matrix, that is, the mass matrix is split into a consistency part and a stability part. However, this construction is done using an
For linear and quadratic fields, the L 2 -projection coincides with the projection Π [32, 26] . This
The stability part is needed only for reaction-dominated problems [26] . Thus, generally we only work with the consistency term E Πφ a Πφ b dx. Using the latter observation yields the nodally integrated mass matrix, as follows:
where the integral has been nodally integrated at x E leading to N E as defined in (51).
The convergence of the MEM and NIVED methods in the L 2 norm and the H 1 seminorm after 100 time steps (i.e., t = 1 s) are compared in Figure 18 . The MEM approach exhibits suboptimal convergence in the L 2 norm with a 1-point Gauss rule, but the optimal rate of 2 is recovered using a 3-point Gauss rule. Its convergence in the H 1 seminorm is optimal when using at least a 12-point Gauss rule. The optimal rates of 2 and 1 are obtained in the L 2 norm and the H 1 seminorm, respectively, for the NIVED method.
Similar to the static case, Figure 18 (also obtained at t = 1 s) reveals that the computational cost of a convergent MEM approach is greater than the NIVED counterpart thereby making the NIVED approach superior in performance. Moreover, in the dynamic regime the outperformance of the NIVED over the MEM is more pronounced as the computational cost of the NIVED approach is about the same as the computational cost of the MEM using a 1-point Gauss rule (Figure 19(c) ).
CONCLUDING REMARKS
In this paper, we proposed a novel nodal integration scheme for meshfree Galerkin methods that is devised from the virtual element decomposition [2] , wherein the bilinear form is decomposed into a consistency part and a stability part that ensure that the method is consistent and stable. Linear maximum-entropy meshfree basis functions were adopted, but the formulation is applicable to any other linear meshfree approximant. We referred to this new nodal integration scheme as NIVED. As in any nodal integration method, a nodal representative cell is needed in the NIVED approach. The nodal cell can be constructed from a Voronoi diagram or a Delaunay triangulation by connecting the centroids of triangles surrounding a node.
Our focus was on solving linear elastostatic and linear elastodynamic boundary-value problems,
where the numerical tests were tailored to compare the performance of the NIVED method and the maximum-entropy meshfree method (MEM) using standard Gauss integration. In the NIVED approach, the weak form integrals are integrated by sampling them at the nodes and the integration at a node is performed using a 1-point Gauss rule over the edges of its nodal representative cell.
This task only involves the evaluation of basis functions (no derivatives are needed). In the MEM approach, the integration of the weak form integrals is performed using standard Gauss integration on the interior of triangular cells, which requires the evaluation of basis functions derivatives.
Our findings through the numerical tests performed are as follows. The NIVED scheme passes the patch test to machine precision, whereas the MEM does not achieve this level of accuracy due to integration errors. The numerical stability test showed that both the NIVED and MEM methods deliver the three normal rigid body modes, but instability is exhibited only by the MEM method as evidenced by the presence of the nonsmooth eigenmodes that follow the three normal ones. The convergence assessed through several numerical experiments, which included a cantilever beam subjected to a parabolic end load, an infinite plate with a circular hole and manufactured (elastostatic and elastodynamic) problems, revealed that the NIVED method delivers the optimal rate of convergence in the L 2 norm and the H 1 seminorm. On the other hand, the convergence of the MEM is dependent on the number of Gauss points used inside the triangular integration cell.
In the tests that were conducted, the MEM required a 3-point Gauss rule for optimal convergence in the L 2 norm and, depending on the problem, a 6-point or a 12-point Gauss rule for optimal convergence in the H 1 seminorm. In terms of computational cost, it was shown that the proposed NIVED approach outperforms the MEM method.
In closing, we mention that a desirable feature offered by the (nodally integrated) NIVED approach is that state variables such as strains and stresses can be stored at the nodes, which is attractive for Lagrangian large deformation simulations since this avoids the need for material state remapping algorithms. Hence, the extension of the NIVED method to the nonlinear regime is
