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Abstract
By explicitly identifying the transition density function, we derived the super-Poincaré and super-log-
Sobolev inequalities for the two-parameter extension of the infinitely-many-neutral-alleles diffusion, which
in particular implies the Gross log-Sobolev inequality.
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1. Introduction
The log-Sobolev inequality introduced by Gross [11] has become a powerful tool in the study
of symmetric Markov semigroups. In general, let (E ,D(E )) be a symmetric Dirichlet form
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400 S. Feng et al. / Journal of Functional Analysis 260 (2011) 399–413on L2(μ) for μ a probability measure on a Polish space. Let μ(f ) denote the integration of
a function f w.r.t. μ. Then the log-Sobolev inequality
μ
(
f 2 logf 2
)
 CE (f,f ), f ∈D(E ), μ(f 2)= 1 (1.1)
holds for some constant C > 0 if and only if the associated semigroup Pt is hypercontractive, i.e.
‖Pt‖2→4  1 holds for some t > 0, where ‖ · ‖p→q (p, q  1) stands for the operator norm from
Lp(μ) to Lq(μ). Moreover, (1.1) implies that Pt decays exponentially in entropy:
μ
(
(Ptf ) logPtf
)
 e−4t/Cμ(f logf ), f  0, μ
(
f 2
)= 1, t > 0. (1.2)
Indeed, (1.1) and (1.2) are equivalent for diffusion processes. The log-Sobolev inequality can
also be used to derive concentration, deviation and transportation-cost inequalities, see e.g. [1,3,
4,12,14,15,20] and references within for accounts on criteria and applications of the log-Sobolev
inequality.
Since the log-Sobolev inequality has sub-additivity property, it is available in many infinite-
dimensional cases. The purpose of this paper is to establish the log-Sobolev inequality for dif-
fusion processes arisen from genetic models. It was shown by Stannat [18] that the log-Sobolev
inequality holds for the Fleming–Viot process with parent independent mutation if and only if
the number of alleles or type space is finite. The invalidity of the log-Sobolev inequality indicates
the extreme singularity in the Fleming–Viot process when there is infinite number of alleles. Our
main result shows that not only a log-Sobolev inequality but a super-log-Sobolev inequality holds
for the two-parameter extension of the infinite-many-neutral-alleles diffusion (see Theorem 4.1
below).
Let
∇∞ :=
{
x = (x1, x2, . . .): x1  x2  · · · 0,
∞∑
i=1
xi = 1
}
denote the infinite-dimensional ordered simplex and
∇ :=
{
x = (x1, x2, . . .): x1  x2  · · · 0,
∞∑
i=1
xi  1
}
be the closure of ∇∞ in the product space [0,1]∞. For any 0  α < 1 and θ > −α, the
two-parameter extension of the infinitely-many-neutral-alleles diffusion (henceforth, the two-
parameter diffusion) discussed in this paper is an infinite-dimensional symmetric diffusion pro-
cess taking values in ∇ with generator
Aα,θ = 12
{ ∞∑
i,j=1
xi(δij − xj ) ∂
2
∂xi∂xj
−
∞∑
i=1
(θxi + α) ∂
∂xi
}
, (1.3)
defined on an appropriate domain specified in the next section. It was introduced in [16] and
further studied in [10]. The unique reversible measure is the two-parameter Poisson–Dirichlet
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quence of independent random variables such that Uk has Beta(1 − α, θ + kα) distribution. Set
V
α,θ
1 = U1, V α,θn = (1 − U1) · · · (1 − Un−1)Un, n 2,
and let P(α, θ) = (ρ1, ρ2, . . .) denote (V α,θ1 ,V α,θ2 , . . .) in descending order. The distribution of
(V
α,θ
1 ,V
α,θ
2 , . . .) is called the two-parameter GEM distribution. The reversible measure μα,θ is
the law of P(α, θ). The case α = 0 corresponds to the infinitely-many-neutral-alleles diffusion
constructed in [8]. The corresponding reversible measure is the one-parameter Poisson–Dirichlet
distribution first introduced by Kingman in [13]. The labeled version of the one-parameter
Poisson–Dirichlet distribution is the law of the Dirichlet process
∞∑
i=1
ρiδξi ,
where ξ1, ξ2, . . . are i.i.d. with common diffuse distribution ν and are independent of P(0, θ) =
(ρ1, . . .). Here ξi is the label or type of the allele and ρi is the corresponding relative frequency
of the allele in the population. The symmetric diffusion process associated with the Dirichlet
process is the Fleming–Viot process with parent independent mutation (cf. [5]).
Several known results in the case of α = 0 provide evidence for the dramatic change caused by
the ordering of atoms. It was shown in [6] that the complete set of eigenvalues of generator A0,θ
is {0,−λ2,−λ3, . . .}, with
λn = n(n − 1 + θ)/2, n 0. (1.4)
But the set of eigenvalues of the Fleming–Viot process has one more element −λ1 than infinitely-
many-neutral-alleles diffusion. In other words, the ordering and un-labeling increase the spectral
gap by an amount of 1 + θ/2. Also the infinitely-many-neutral-alleles diffusion has a transition
density with respect to the reversible measure while the Fleming–Viot process does not (cf. [7]).
Our result shows that the ordering also reduces the singularity through the uniform regularization
of small frequencies.
As we are not able to verify the Bakry–Emery [2] condition for the present model, the es-
tablishment of functional inequalities is achieved by estimating the transition density of the
associated semigroup. In Section 2, we first collect several results that are either known or could
be easily derived from known results. A uniform upper bound for the transition density function
is derived in Section 3 following the strategy in [6], which leads to explicit super-Poincaré/log-
Sobolev inequalities in Section 4 for the two-parameter diffusion. These inequalities are stronger
than the Gross log-Sobolev inequality, so that the associated process converges exponentially in
entropy to μα,θ .
2. Preliminaries
In this section, we collect several needed results that are known or easily derived. LetN denote
the set of positive integers. For each n 1, set
φ1(x) = 1, φn(x) =
∞∑
xni , n 2, x ∈ ∇∞.
i=1
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space of continuous functions on ∇ and D0 be the subalgebra of C(∇) generated by {φn: n 1}.
For any real number a and n in N, set
a(0) = a[0] = 1, a(n) = a(a + 1) · · · (a + n − 1),
a[n] = a(a − 1) · · · (a − n + 1), n 1.
For each l  1, Nl is the l-fold product of N with elements denoted by n, m, etc. For each
n = (n1, . . . , nl) in Nl , define
|n| =
l∑
j=1
nj ,
ai = #{nj = i: j = 1, . . . , l}, i = 1, . . . , |n|,
C(n) =
( |n|
n1, . . . , nl
)
1∏n
i=1 ai !
,
ψn(x) =
∑
distinct i1,...,il∈Nl
x
n1
i1
· · ·xnlil ,
φn(x) = C(n)ψn(x).
According to [10], the operator (Aα,θ ,D0) is symmetric on L2(μα,θ ) with
−μα,θ (fAα,θg) = E (f, g) := 12
∫
∇
{ ∞∑
i,j=1
xi(δij − xj )(∂if ∂jg)(x)
}
μα,θ (dx), f, g ∈D0,
where grad(f ) is the gradient of f and D(x) is the infinite matrix whose (i, j)-th entry is
xi(δij − xj ). Thus, (E ,D0) is closable in L2(μα,θ ) and the closure (E ,D(E )) is a symmetric
Dirichlet form with generator (Aα,θ ,D(Aα,θ )) being the Friedrich extension of (Aα,θ ,D0).
Theorem 2.1.
(1) (Aα,θ ,D(Aα,θ )) generates a ∇-valued diffusion process Xα,θ (t), the two-parameter diffu-
sion;
(2) The process Xα,θ (t) is reversible with respect to μα,θ ;
(3) For each l  1 and n in Nl , we have
PSF(n) := μα,θ (φn) = |n|!
θ(|n|)
l−1∏
i=0
(θ + iα)
|n|∏
j=1
((1 − α)(j−1))aj
(j !)aj aj ! , (2.1)
which implies that
μα,θ (ψn) =
∏l−1
i=0(θ + iα)
θ(|n|)
|n|∏
j=1
(
(1 − α)(j−1)
)aj . (2.2)
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in [10]. The formula (3) is the well-known Pitman sampling formula (cf. [17]). 
The next result characterizes the spectrum and eigenspaces of the self-adjoint operator
(Aα,θ ,D(Aα,θ )).
Theorem 2.2.
(1) For any m  2, let λm be defined as in (1.4). Then for any α  0 the spectrum of Aα,θ is
{0,−λ2,−λ3, . . .} and 0 is a simple eigenvalue and for m  2, the multiplicity of −λm is
π(m) − π(m − 1), where π(m) is the total number of partitions of integer m;
(2) For m = 0,2,3, . . . , let Wm be the eigenspace corresponding to eigenvalue −λm and ⊕
denote the direct sum. Then
L2(μα,θ ) =
∞⊕
m=0
Wm :=
{ ∞∑
m=0
fm: fm ∈ Wm,
∞∑
m=0
μα,θ
(
f 2m
)
< ∞
}
;
(3) For k  1, let Nk = { m = (m1, . . . ,mk) ∈ Nk: m1  m2  · · ·  mk  2}, and N∞ =⋃∞
i=1Ni . The space L2(μα,θ ) has an orthonormal basis {1} ∪ {g m: m ∈ N∞} such that{g m: m ∈N∞, | m| = m} is an orthonormal basis for Wm.
Proof. The spectrum in (1) is identified in [16]. The multiplicity of −λm is identified in [16] as
the number of partitions of m without singletons. Noting that each partition of m with at least
a singleton can be obtained by adding a singleton to a partition of m − 1, it follows that the
multiplicity of −λm can be written as π(m) − π(m − 1). Results in (2) and (3) can be derived
following an argument similar to that used in the proof of Theorem 2.3 in [6]. 
3. Transition density function
In this section, we derive the density function of the transition function of the two-parameter
diffusion. Since the main idea of proof is similar to that in [6], we focus here only on the
derivations of results that require additional efforts due to the introduction of the additional pa-
rameter α.
Lemma 3.1. For any x,y ∈ ∇ , and n 1, define
pn(x,y) =
∑
n∈N∞: |n|=n
φn(x)φn(y)
PSF(n) . (3.1)
Then
sup pn(x,y)
θ(n)
(1 − α)n(θn ∧ 1) , n 1.x,y∈∇
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PSF(n) = n!
n1! · · ·nl !a1! · · ·an!
l−1∏
p=0
(θ + pα)
∏n
j=1((1 − α)(j−1))aj
θ(n)
 (1 − α)
n(θn ∧ 1)
θ(n)
,
which, combined with the fact that ∑
n∈N∞: |n|=n
φn(x)φn(y) 1,
implies the result. 
The next result plays a key role in deriving the explicit form of the density function.
Lemma 3.2. For any m = (m1, . . . ,mk) in N∞ satisfying | m| = m 2, and any nm,
∫
∇
pn(x, ·)φ m(x)μα,θ (dx)− n[m]
(n + θ)(m) φ m(·) ∈
m−1⊕
n=0
Wn.
Proof. Fix m = (m1, . . . ,mk), | m| = m  2. For each n = (n1, . . . , n) ∈ N∞ satisfying n =
nm, set
J ( m, n) = μα,θ (ψ mψn)
μα,θ (ψn)
.
For any 0 j  l ∧ k, let Π(l + k − j) denote the set of permutations of {1, . . . , l + k − j}.
For each σ in Π(l + k − j), set
nσ m = (nσ(1), . . . , nσ(l+k−j)) + (m1, . . . ,ml+k−j ).
Then we have by a direct calculation that
J ( m, n) =
l∧k∑
j=0
∑
σ∈Π(l+k−j)
σ (i)l if i>k
1
(l − j)!(k − j)!
μα,θ (ψnσ m)
μα,θ (ψn)
.
It now follows from (2.2) that
J ( m, n) =
∧k∑
j=0
+k−j−1∏
p=
(θ + pα)
∑
Λ⊂{1,...,k}
|Λ|=j
∑
σ : Λ→{1,...,}
one to one
∏
i∈Λ
(nσ(i) − α)(mi)
·
∏
(1 − α)(mi−1)
1
(n + θ)(m) .
i /∈Λ
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Ω( m,Γ ) = {r = (r1, . . . , rk) ∈Nk: 1 ri mi, i ∈ Γ ; ri = 0, i /∈ Γ }.
Noting that
(nσ(i) − α)(mi) = (−α)(1 − α)(mi−1) +
mi∑
ri=1
cmiri (α)(nσ(i))[ri ],
it follows that
∏
i∈Λ
(nσ(i) − α)(mi) =
j∑
γ=0
∑
Γ ⊂Λ|Γ |=γ
(−α)j−γ
∏
i∈Λ\Γ
(1 − α)(mi−1)
∑
r∈Ω( m,Γ )
∏
i∈Γ
cmiri (α)(nσ(i))[ri ],
and
J ( m, n) =
∧k∑
j=0
+k−j−1∏
t=
(θ + tα)
∑
Λ⊂{1,...,k}
|Λ|=j
∑
σ : Λ→{1,...,}
one to one
j∑
γ=0
∑
Γ ⊂Λ|Γ |=γ
(−α)j−γ
·
∑
r∈Ω( m,Γ )
∏
i∈Γ
cmiri (α)(nσ(i))[ri ]
∏
i /∈Γ
(1 − α)(mi−1)
1
(n + θ)(m)
=
∧k∑
j=0
+k−j−1∏
t=
(θ + tα)
∑
Λ⊂{1,...,k}
|Λ|=j
j∑
γ=0
∑
Γ ⊂Λ|Γ |=γ
(−α)j−γ
∏
i /∈Γ
(1 − α)(mi−1)
·
∑
σ : Γ →{1,...,}
one to one
( − γ )!
(j − γ )!
∑
r∈Ω( m,Γ )
∏
i∈Γ
cmiri (α)(nσ(i))[ri ] ·
1
(n + θ)(m) .
Reorganizing the terms, yields
J ( m, n) =
∧k∑
j=0
+k−j−1∏
t=
(θ + tα)
j∑
γ=0
∑
Γ ⊂{1,...,k}
|Γ |=γ
(
k − γ
j − γ
)
(−α)j−γ ( − γ )!
(j − γ )!
·
∑
σ : Γ →{1,...,}
one to one
∑
r∈Ω( m,Γ )
∏
i∈Γ
cmiri (α)(nσ(i))[ri ] ·
1
(n + θ)(m)
∏
i /∈Γ
(1 − α)(mi−1)
=
∧k∑
γ=0
(
∧k∑
j=γ
+k−j−1∏
t=
(θ + tα)
(
k − γ
j − γ
)
(−α)j−γ ( − γ )!
(j − γ )!
) ∑
Γ ⊂{1,...,k}
∏
i /∈Γ
(1 − α)(mi−1)
|Γ |=γ
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∑
σ : Γ →{1,...,}
one to one
∑
r∈Ω( m,Γ )
∏
i∈Γ
cmiri (α)(nσ(i))[ri ] ·
1
(n + θ)(m) . (3.2)
The term inside the braces can be expressed as
∧k∑
j=γ
+k−j−1∏
t=
(θ + tα)
(
k − γ
j − γ
)
(−α)j−γ ( − γ )!
(j − γ )!
=
∧k∑
j=γ
(θ + α) · · · (θ + ( + k − j − 1)α)
(k − j)!
(
 − γ
j − γ
)
(−α)j−γ · (k − γ )!
=
∧k∑
j=γ
( θ
α
+ ) · · · ( θ
α
+  + k − j − 1)
(k − j)!
(
 − γ
j − γ
)
(−1)j−γ αk−γ (k − γ )!
=
(−γ )∧(k−γ )∑
j=0
( θ
α
+ ) · · · ( θ
α
+  + k − j − 1)
(k − j)!
(
 − γ
j − γ
)
(−1)j−γ αk−γ (k − γ )!. (3.3)
Next we show that
(−γ )∧(k−γ )∑
j=0
( θ
α
+  + k − j − γ − 1
k − j − γ
)(
 − γ
j
)
(−1)j =
( θ
α
+ k − 1
k − γ
)
. (3.4)
Let b =  − γ . Considering the Taylor expansion of (1 − x)−( θα +γ ), we have
(1 − x)−( θα +γ ) =
∞∑
i=0
( θ
α
+ γ + i − 1
i
)
xi.
The coefficient of xk−γ in the expansion is
( θ
α
+γ+k−γ−1
k−γ
) = ( θα +k−1
k−γ
)
. On the other hand, by
writing (1 − x)−( θα +γ ) = (1 − x)−( θα +b+γ ) · (1 − x)b, and doing the Taylor expansion separately,
we get
(1 − x)−( θα +b+γ ) =
∞∑
i=0
( θ
α
+ b + γ + i − 1
i
)
xi,
(1 − x) =
b∑
i=0
(
b
i
)
(−1)ixi,
and
(1 − x)−( θα +b+γ ) · (1 − x)b =
∞∑ b∑( θ
α
+ b + γ + i1 − 1
i1
)(
b
i2
)
(−1)i2xi1+i2 .i1=0 i2=0
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∑
i1+i2=k−γ
( θ
α
+ b + γ + i1 − 1
i1
)(
b
i2
)
(−1)i2 =
b∧(k−γ )∑
i2=0
( θ
α
+ k + b − i2 − 1
k − γ − i2
)(
b
i2
)
(−1)i2,
which leads to (3.4).
Now putting together (3.3) and (3.4) together, we obtain
∧k∑
j=γ
+k−j−1∏
t=
(θ + tα)
(
k − γ
j − γ
)
(−α)j−γ ( − γ )!
(j − γ )! = α
k−γ (k − γ )!
( θ
α
+ k − 1
k − γ
)
= (θ + γ α) · · · (θ + (k − 1)α) (3.5)
which combined with (3.2) implies that
J ( m, n) =
∧k∑
γ=0
(θ + γ α) · · · (θ + (k − 1)α) ∑
Γ ⊂{1,...,k}
|Γ |=γ
∏
i /∈Γ
(1 − α)(mi−1)
·
∑
σ : Γ →{1,...,}
one to one
∑
r∈Ω( m,Γ )
∏
i∈Γ
cmiri (α)(nσ(i))[ri ]
1
(n + θ)(m) . (3.6)
Denoting the multiplicities of m by βi , 1 i m, it follows from (3.6) and the definition of
the function pn(x,y) in (3.1) that
∫
pn(x,y)φ m(x)μα,θ (dx)
=
n∑
=1
∑
n∈N|n|=n
(
m
m1, . . . ,mk
)
1
β1! · · ·βm!J ( m, n)φn(y)
=
n∑
=1
∑
n∈N|n|=n
(
m
m1, . . . ,mk
)
1
β1! · · ·βm!
∧k∑
γ=0
(θ + γ α) · · · (θ + (k − 1)α)
·
∑
Γ ⊂{1,...,k}
|Γ |=γ
∏
i /∈Γ
(1 − α)(mi−1) ·
∑
σ : Γ →{1,...,}
one to one
∑
r∈Ω( m,Γ )
∏
i∈Γ
cmiri (α)(nσ(i))[ri ]
φn(y)
(n + θ)(m)
= n[m]
(n + θ)(m)
(
m
m1, . . . ,mk
)
1
β1! · · ·βm!
k∑
γ=0
(θ + γ α) · · · (θ + (k − 1)α)
·
∑
Γ ⊂{1,...,k}
∏
i /∈Γ
(1 − α)(mi−1)
|Γ |=γ
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∑
r∈Ω( m,Γ )
n[r]
n[m]
∏
i∈Γ
cmiri (α)
{
n∑
=γ∨1
∑
n∈I|n|=n
∑
σ : Γ →{1,...,}
one to one
∏
i∈Γ (nσ(i))[ri ]
n[r]
φn(y)
}
. (3.7)
Noting that for r = (r1, . . . , rγ ),
ψr (y) =
∑
distinct i1,...,iγ ∈Nγ
y
r1
i1
· · ·yrγiγ
is the probability of the event that a random sample of size r = |r| from a population with allele
frequencies y1, y2, . . . containing γ families and each family has ri alleles for 1 i  γ .
To calculate this probability, we can first select a random sample of size n with  types ( γ ),
one with n1 individuals, another with n2 individuals and so on. The probability of such an event
is φn(y). We then choose γ types denoted by σ out of  types from the random sample. Since
for each type one need to select ri individuals, the probability would be
∏
i∈Γ (nσ(i))[ri ]
n[r] . Following
these procedures we can see that
ψr (y) =
n∑
=γ∨1
∑
n∈I|n|=n
∑
σ : Γ →{1,...,}
one to one
∏
i∈Γ (nσ(i))[ri ]
n[r]
φn(y),
which combined with (3.7) implies the lemma. 
Let Pt denote the semigroup defined on C(∇) generated by Aα,θ , and {1, g m: m ∈ N∞} be
the orthonormal basis of L2(α, θ) in Theorem 2.2. Then for f in C(∇), the following holds
Ptf (x) = (f,1) +
∞∑
m=2
e−λmt
∑
m∈N∞: | m|=m
(f,g m)g m(x),
where (·,·) denotes the scalar product in L2(α, θ). Thus, if
∞∑
m=2
e−λmt
∑
m∈N∞: | m|=m
g2m ∈ L1(α, θ), (3.8)
then Pt has a transition density
p(t,x,y) = 1 +
∞∑
m=2
e−λmtqm(x,y)
with
qm(x,y) =
∑
g m(x)g m(y), x,y ∈ ∇.
m∈N∞: | m|=m
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m⊕
n=0
Wn = span
{
φn: n ∈ {0} ∪N∞, |n|m
}
,
and Lemma 3.2 can be applied to the orthonormal basis {g m: m ∈ N∞}, and for any m, m′ ∈
0 ∪N∞ with m = | m| | m′| n,∫
∇
∫
∇
pn(x,y)g m(x)g m′(y)μα,θ (dx)μα,θ (dy) = n[m]
(n + θ)m δ m m′ . (3.9)
Write pn(x,y) as a linear combination of {g m(x)g m′(y): | m|∨ | m′| n}. It follows from (3.9)
that the coefficient of g m(x)g m′(y) is zero if m = m′. Therefore, we get a linear expression of
pn(x,y) in terms of {qm(x,y): m n}. Solving for qm(x,y) in terms of pn(x,y), yields that for
any m 2,
qm(x,y) = 2m− 1 + θ
m!
m∑
n=0
(−1)m−n
(
m
n
)
(n + θ)(m−1)pn(x,y)
where p0(x,y) = 1. Taking the result in Lemma 3.1 into account, we obtain that for m 2, there
exist C,d > 1 such that
sup
x,y∈∇
qm(x,y) Cmmdm, (3.10)
which leads to (3.8) and the following upper bound for the transition density function.
Theorem 3.3. The transition function of the process Xα,θ (t) has a density function p(t,x,y)
with respect to μα,θ given by
p(t,x,y) = 1 +
∞∑
m=2
e−λmtqm(x,y), (3.11)
and there exists a constant c > 1 such that
p(t,x,y) ctc(log t)/t , t > 0, x,y ∈ ∇. (3.12)
Proof. It is not difficult to see that (3.11) follows from (3.10). Hence to prove the theorem it
suffices to prove (3.12). Since supx,y p(t,x,y) is decreasing in t , we only need to consider the
case that t ∈ (0,1/2]. By (3.10), (3.11) and the fact that λm = 12m(m − 1 + θ), we have
p(t,x,y) 1 +
∞∑
2−m exp
[
Ψt(m)
]
, (3.13)m=2
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Ψt(m) = −12m(m − 1 + θ)t + m log(2C) + dm logm, m 2.
Noting that
d logm mt
4
+ d log 4d
t
− d,
we conclude that
Ψt(m)−m
2t
4
+ c1m log t−1  c2(log t
−1)2
t
, t ∈ (0,1/2]
holds for some constants c1, c2 > 0 and all m > 0. The proof is then completed by combining
this with (3.13). 
4. Functional inequalities
It is well known that the uniform upper bound of the transition density (i.e. the ultracontrac-
tivity of the semigroup) is corresponding to the super-log-Sobolev inequality (see e.g. [4]). In
this section we aim to derive various functional inequalities using the heat kernel bound given
in Theorem 3.3. Following the line of [19], explicit super-Poincaré inequality, super-log-Sobolev
inequality and the F -Sobolev inequality will be obtained.
Let (E ,D(E )) be the Dirichlet form associated with the process Xα,θ introduced in Section 2.
By Theorem 3.3, we have the following result on functional inequalities.
Theorem 4.1. Let (E ,D(E )) be defined above on L2(μα,θ ). Then:
(1) There exists a constant c > 0 such that the super-Poincaré inequality
μα,θ
(
f 2
)
 rE (f,f ) + c exp[cr−1/2 log(1 + r−1)]μα,θ (|f |)2, r > 0, f ∈D(E)
holds.
(2) There exists a constant c > 0 such that the super-log-Sobolev inequality
μα,θ
(
f 2 logf 2
)
 rE (f,f ) + cr−1 log2(1 + r−1), r > 0, f ∈D(E ), μα,θ (f 2) = 1
holds. In particular, there exists a constant C > 0 such that the log-Sobolev inequality
μα,θ
(
f 2 logf 2
)
 CE (f,f ) + μα,θ
(
f 2
)
logμα,θ
(
f 2
)
, f ∈D(E )
holds.
(3) There exist two constants c1, c2 > 0 such that the F -Sobolev inequality
μα,θ
(
f 2F
(
f 2
))
 c1E (f,f ) + c2, f ∈D(E ), μα,θ
(
f 2
)= 1
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F(r) :=
(
log(r + e)
log log(4 + r)
)2
, r > 0.
Proof. (1) Since the generator has a spectral gap λ2 > 0, the Poincaré inequality
μα,θ
(
f 2
)
 1
λ2
E (f,f ) + μα,θ (f )2, f ∈D(E ) (4.1)
holds. So, it suffices to prove the desired super-Poincaré inequality for r ∈ (0,1/2). To this end,
we make use of [19, Theorem 4.5], which implies that
μα,θ
(
f 2
)
 rE (f,f ) + μα,θ
(|f |)2 inf
sr, t>0
s
t
‖Pt‖1→∞et/s−1, r > 0, f ∈D(E ), (4.2)
where and in what follows ‖ · ‖p→q stands for the operator norm from Lp(μα,θ ) to Lq(μα,θ ) for
q,p  1. By Theorem 3.3 we have ‖Pt‖1→∞  ctc(log t)/t . So, for r ∈ (0,1/2],
inf
sr, t>0
s
t
‖Pt‖1→∞et/r−1  inf
t>0
1
t
‖Pt‖1→∞et/r
 inf
t>0
c
t
exp
[
r
t
+ c(log t)
2
t
]
 c′ exp
[
c′r−1/2 log r−1
]
for some constant c′ > 0 by taking e.g. t = √r log r−1  1 in the last step. Therefore, the desired
inequality follows from (4.2).
(2) Noting that the log-Sobolev inequality follows from (4.1) and the defective log-Sobolev
inequality
μα,θ
(
f 2 logf 2
)
 C1E (f,f ) + C2, f ∈D(E ), μα,θ
(
f 2
)= 1
for some constants C1,C2 > 0, it suffices to prove the desired super-log-Sobolev inequality.
According to [4, Theorem 2.2.3], we have
μα,θ
(
f 2 logf 2
)
 rE (f,f ) + 2 log‖Pr/2‖2→∞, μα,θ
(
f 2
)= 1.
Since by the symmetry and the interpolation theorem one has ‖Pr/2‖22→∞ = ‖Pr‖1→∞, the proof
is completed by Theorem 3.3.
(3) By (1) and [19, Theorem 1.2] with ε = 12 , the F -Sobolev inequality holds for
F(t) = sup
r>0
(
1
r
− c
rt
exp
[
2cr−1 log
(
2r−1
)])
.
It remains to note that
F(t) c′
(
log(t + e)
log log(4 + t)
)2
, t > 0
holds for some constant c′ > 0. 
412 S. Feng et al. / Journal of Functional Analysis 260 (2011) 399–413Finally, we remark that since functional inequalities included in Theorem 4.1 are stable under
bounded perturbations of log-density, this result remains true if use
μVα,θ (dx) :=
eV (x) μα,θ (dx)∫
∇ eV (x) μα,θ (dx)
and
EV (f, g) = 12
∫
∇
{ ∞∑
i,j=1
xi(δij − xj )(∂if ∂jg)(x)
}
μVα,θ (dx)
to replace μα,θ and E respectively, where V is a bounded measurable function on ∇ . Since V is
bounded, (EV ,D(E )) is again a symmetric Dirichlet form. In particular, taking V = σφ2 for a
constant σ , the associated generator restricted on D0 reads
Aα,θ,σ = Aα,θ + σ
∞∑
i=1
xi
(
xi − φ2(x)
) ∂
∂xi
.
This corresponds to the two-parameter diffusion process with a special selection studied in [9].
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