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Abstract 
In industrial monitoring and control sensor networks, a control server or a sink needs to send a message or command to a group 
of nodes, or all nodes in a reliable manner to control their operations. This is done by means of a repeated rebroadcasting. This 
suffers from message collision and high energy consumption due to all nodes that have to remain active. In the tree-based TDMA 
approach, every node is assigned a unique broadcast slot within which it rebroadcasts a message toward its children in order to 
prevent collision. This limits the active time of a node to its sending and receiving slot.  However, this approach does not respond 
effectively to the dynamic change of topology and signal interference, requiring frequent tree reconstruction and slot 
rescheduling. The worse thing is that the failure of a node to receive a message affects all its descendants. To overcome this 
problem, one sharable slot is assigned to the nodes in each tree level so that the nodes at the same level compete for broadcasting. 
This approach allows a node to move to another level without causing a global slot rescheduling. Simulation results prove that 
this approach not only improves the reliability of message broadcasting, but also allows energy saving significantly. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Conference Program Chairs. 
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1. Introduction 
A network-wide broadcasting of a message is a common operation used to support various services in industrial 
wireless sensor networks (WSNs) for monitoring and control applications. A server can employ a broadcast protocol 
to send a control message or command to a group of nodes or all nodes in the network. In this case, the control 
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message needs to be delivered in a reliable and energy-efficient manner. However, it is not easy due to node 
movement or the signal interference by the signal fading and shading effects, data communications of WLAN, 
Bluetooth, and other sensor networks operating at the 2.4 GHz band1, and some communication obstacles in 
industrial fields. Furthermore, the uncontrolled transmission of a message tends to increase the loss of messages due 
to message collision. The management of energy is another hot issue in industrial wireless sensor networks because 
the frequent change of battery is often cumbersome and time-consuming in industry sites.     
Various broadcast protocols have been proposed to provide the reliable delivery of a message so far. One brute-
force approach for improving the reliability of message delivery is to use flooding in which a node rebroadcasts a 
message to its neighbors only if it has received the message for the first time. In this case, a node is required to 
remain active all the time and may receive the same message multiple times from different neighbors, thereby 
increasing energy consumption. In the location-based method2, nodes exchange their location information so that 
every node can compute a minimum set of neighbors, an optimal local cover set such that if every node within the 
set transmits a message once, all nodes within two hops can receive the message. The algorithm to compute the 
optimal cover set is known to be NP-complete3. Moreover, this is nothing but a limited flooding. In the counter-
based method4, if a node hears the same broadcast message from more than k neighbors, it discards the message. In 
the probabilistic method5, 6, a message is rebroadcasted based on the probability that is calculated using node density 
or neighbor information in a fixed manner or dynamically. In the slotted broadcast method7, a sink allocates a 
distinct slot to each node so that every node can rebroadcast a message in a contention-free manner. Nodes can save 
energy since they remain active during their respective receiving and sending slots. However, this approach suffers 
from high overhead since it requires tree reconstruction and slot rescheduling in case of link breakages. Furthermore, 
the failure of a node to receive a message by a link breakage or signal interference will cause all its descendants not 
to receive the message. As a result, this approach does not respond to the dynamic change of topology effectively 
and efficiently.  
In order to resolve these problems, we consider a broadcast method that uses the notion of slot sharing. One 
distinct sharable slot is allocated to every level and all the nodes in the level compete to rebroadcast a message 
within the sharable slot. Since one sharable slot is allocated to each level and the broadcasting of a message is 
performed level by level, starting from a node or a server at the first level, each node can determine the start time of 
its sharable slot in a distributed manner once it knows its level. The advantages of this simple protocol are several-
fold. First, it can respond well to the change of topology quickly since if a node moves to another level, all it has to 
do is to change its sharable slot to the sharable slot allocated to the changed level. Furthermore, its children can still 
receive a message as far as they have connection to other nodes residing in the same level as their parents. This 
implies that it does not need to reschedule the slots globally. Second, this approach can reduce the possibility of 
collision greatly since every node competes only with its own neighbors at the same level. Third, it enables multiple 
nodes to perform parallel transmission if they are distanced away properly. Fourth, it can achieve the relatively high 
reliability of message reception since nodes may have connections to multiple nodes at one level lower and thus 
have the chance of receiving the message multiple times.  Lastly, it enables a good energy management such that a 
node can get into sleep mode immediately after it receives a message until it wakes up at the beginning of sending 
slot, and immediately after it rebroadcasts a message until the next broadcast cycle. According to simulation, the 
proposed approach showed the highly dependable performance in terms of packet delivery ratio, packet processing 
load, and energy consumption against the different levels of interference and the change of topology. 
2. Network Model  
A wireless sensor network considered in this paper especially targets the industrial applications in which it is 
difficult to ensure the reliability of data transmission due to node movement, some obstacles, and the signal 
interferences from the other sources of data communication such as WIFI, Bluetooth, and/or other sensor networks. 
In this network, a broadcast protocol wants to achieve a high message delivery ratio against a dynamic change of 
topology while it incurs a low processing overhead for energy saving. 
The wireless sensor network consists of a number of sensor nodes with one server or sink. The nodes form a 
multi-hop tree originating from the sink node. A sink node is wall-powered and a sensor node is battery-powered. 
The transmission range of a node is limited for spectrum efficiency and energy saving. If any two nodes are located 
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within their mutual transmission range, they are said to have a link. A node may be mobile. A link may be broken 
due to node failure, node mobility, battery depletion, or the intervention of some communication obstacles, and thus 
a network topology can change dynamically. If a node belongs to the tree, it is said to be a tree-node; otherwise, it is 
an orphan-node. A link between a parent and its child is specially called a tree-link.  
3. Slotted Sense Multiple Access for Broadcasting 
In this section, we present tree construction, and then the scheduling of the sharable slots. In addition, we present 
how to set the optimal size of a sharable slot. 
3.1. Tree Construction 
A tree construction is initiated by the tree construction request (TCR) message that a sink broadcasts at the 
beginning of network operation. A simple tree construction process is given as follows. A node that receives this 
message tries to join the sink by replying with the join request (J-REQ) message. Upon receiving J-REQ, the sink 
takes the node as its child and responds with the acknowledgement (ACK) message. Then, the node becomes a tree-
node as a child of the sink when it receives ACK. Similarly, another nearby orphan-node can overhear the J-REQ 
and thus can join the tree-node that issued the J-REQ previously. This join process continues until there is no 
orphan-node that overhears J-REQ. In this process, every node can maintain its tree level and the set of its neighbors 
by receiving or overhearing J-REQ.   
The simple tree construction process can face two problems. The first one is that multiple nodes try to issue J-
REQ almost at the same time, thereby increasing the possibility of message collision. The second one is that if an 
orphan-node starts joining a member as soon as it overhears J-REQ, it may have to change its parent if it overhears 
J-REQ from another node that has the shorter hop distance later. To cope with these problems, we borrow the notion 
of the random delay function developed in the DSR protocol8 to have a join delay (jdelay) as follows.  
݆݈݀݁ܽݕ ൌ ܦuሺ݀௥ െ ሺ݀௦ǡ ͳሻ ൅ ݎሻ    (1) 
where, ݀௥ and ݀௦ are tree depths (A root is regarded as depth 0) of an overhearing node and a sending node of J-
REQ, respectively; r is a random number between 0 and 1; and D is a small constant delay to be introduced per hop. 
According to this function, 0 d ݆݈݀݁ܽݕd 2D, a node at depth 1 waits for D u r, and the other nodes wait for D u (dr   ds  r). This allows the nodes at lower depths to join a tree earlier. When a node issues J-REQ, it includes a current 
timestamp in its J-REQ message. After the expiration of jdelay, if a node has overheard multiple J-REQ messages, it 
always selects a node that provides the shortest distance to a sink as a primary parent. The ties are broken in the 
order of the timestamps. The rest of the tree-nodes with the same distance become candidate parents.   
3.2. Slot  Scheduling and Broadcasting 
 
 
Fig. 1. Protocol structure and slot scheduling Fig. 2. Example of link breakage 
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Figure 1 illustrates the protocol structure and the slot scheduling. The protocol structure consists of the initial 
contention period (ICP), and the repeating cycle that includes the broadcast period (BP) and the maintenance period 
(MP). During ICP, a tree is constructed and time synchronization is performed. During BP, all the nodes at one level 
perform the message rebroadcasting within a sharable slot allocated to that level. The nodes that do not have 
children do not rebroadcast a message. During MP, tree maintenance is performed conditionally if necessary. 
As shown in the figure, the sharable slots are of an identical size. Every node is allocated one sending slot and 
one receiving slot, and the receiving slot of a node overlaps with the sending slot of its parent completely since the 
nodes have to receive a message while their parents at one level lower broadcast the message. Accordingly, the 
receiving start time RxTime(i) and the sending start time TxTime(i) of node i can be given as follows. 
 ܴݔܶ݅݉݁ሺ݅ሻ ൌ ݏܶ݅݉݁ ൅ ሺ݈௜ െ ʹሻuݏ݈ܵ݋ݐǡ ݈௜ > 1 (2) 
ܶݔܶ݅݉݁ሺ݅ሻ ൌ ݏܶ݅݉݁ ൅ ሺ݈௜ െ ͳሻuݏ݈ܵ݋ݐ, if node i is not a leaf (3) 
where sTime is the start time of a cycle in terms of a global time, li indicates the level of node i, and sSlot indicates 
the length of a sharable slot. 
A multicasting can be implemented by exploiting the broadcasting method. Given a group of nodes, R, in which 
every node is supposed to receive a message, a selective broadcasting approach can be used to reduce the 
unnecessary transmissions of a message and power consumption such that a node rebroadcasts a message only if it 
finds at least one in R in its descendants. However, this approach may not work well with the dynamic change of 
network. Suppose that a node changes its parent, but did not update the change to its ancestors yet. Then, the node 
and all its descendants will miss the broadcast message. In Fig. 2, suppose that R = {6, 7} and node 6 loses a link to 
its parent 5. If node 3 does not know that node 6 is its descendant yet, it will not rebroadcast the message, leading to 
the failure of node 6 to receive the message.  
Thus, we need to compromise the design between the transmission redundancy and the responsiveness to the 
dynamic change of topology. The following steps briefly explain the proposed SSMAB protocol, as the abbreviation 
of a slotted sense multiple access broadcasting protocol.  
Step 1. If a node gets into a receiving slot, it sets lostFlag and waits for a message. 
Step 2. If it receives a message, it clears lostFlag and gets into sleep mode immediately. 
Step 3. If a node gets into the sending slot, it rebroadcasts a message if it has received the message; 
otherwise, it gets into sleep mode immediately. 
Step 4. If a node gets into MP and lostFlag is set, it broadcasts a parent request (PREQ) message to 
find a new parent. A node that receives PREQ, it responds with a parent reply (PREP) 
message after taking delay d. 
Step 5. As soon as a node receives PREP, it changes its parent and level and responds with the 
parent acknowledgement (PACK) message to indicate that it has received PREP. 
Step 6. The other nodes that overhear PACK clear the delay and give up sending PREP. 
In step 4, if all the nodes that receive PREQ respond with PREP simultaneously, the PREQ sender will fail to 
receive PREP due to message collision. Furthermore, it would be preferred that the PREQ sender has a node nearer 
to a server as a new parent and avoids unnecessary replies. Thus, each node i takes some delay d(i) before replying 
PREP as follows. 
 d(i) = D u (li -1+r),                (4) 
where li is the level of node i, r is a random number between 0 and 1, and D is a small constant delay to be 
introduced per hop. According to this delay, the lower the level of a node is, the shorter the response delay of the 
node is. So, the PREQ sender is more likely to join a tree member at the lower level. 
In Step 5, as soon as a node receives PREP, it changes its parent and level and sends PACK to the new parent. 
Then, the other nodes who have received PREQ previously and overhears PACK can cancel the delay and do not 
transmit PREP anymore to save unnecessary traffic as stated in Step 6. 
The above approach can respond to the movement of a node easily. A node may move to either the different 
locations at the same level or some locations at the different levels. In the former case, the node can still have a 
chance of receiving the broadcast message from some other nodes at one level lower. In the latter case, the node 
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may not receive the broadcast message until its receiving slot ends. If it does not receive the message, the node sets 
lostflag so that it can fix the broken structure of a tree during the MP (Step 4).  
3.3. Sharable Slot Size  
3.3.1. Derivation of bounded condition 
A node can have its neighbors over three tree levels. However, since a node competes only with its neighbors at 
the same level, it can have nNbrs/3 competing neighbors approximately where for a given node, nNbrs indicates the 
average number of its neighbors. This implies that a node has to wait for nNbrs/3 nodes before starting transmission 
in the worst case. Thus, the lower bound of sSlot can be given as follows: 
ݏ݈ܵ݋ݐ ൒ ௧ܶ௫ כ ൬
ܾ݊ܰݎݏ
͵ ൅ ͳ൰ 
(5) 
where, Ttx indicates the time length needed to broadcast a control packet by considering the worst case values of all 
delay factors such as processing delay, transmission delay, propagation delay, and staggering delay or small random 
delay used to avoid collisions between different transmissions. 
Given a tree depth H, the time required for all nodes at all levels to finish message transmission is equal to 
ሺ െ ͳሻ כ . Suppose that ͳ is the time constraint for the completion of broadcasting. Then, we get:  
ଵܹ ൒ ሺܪ െ ͳሻ כ ݏ݈ܵ݋ݐ (6) 
Rewriting Eq. (6) by applying Eq. (5), we get: 
ଵܹ ൒ ሺܪ െ ͳሻ כ ௧ܶ௫ כ ሺ
ܾ݊ܰݎݏ
͵ ൅ ͳሻ 
(7) 
Therefore, if we can estimate H, Ttx, and nNbrs, we can obtain the lower bound of W1. First, let us estimate tree 
depth H. We assume that a sink and all sensor nodes are uniformly distributed in a square area of a × a. Then, the 
level distribution of nodes in tree topology can be obtained using the cumulative distribution function of distance L 
between two uniformly distributed nodes, which is less than the value of l 9:  
ܲሺܮd݈ሻ ൌ 
ە
ۖۖ
ۖۖ
۔
ۖۖ
ۖۖ
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    (8) 
where lx and ly indicate the distances in x-axis and y-axis, respectively. 
  
Fig. 3. Distribution of levels according to variation of a (R = 28 m) Fig. 4. The distribution of node degree with different network 
dimensions, R = 28 m, n = 75 nodes 
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The level distribution of nodes was obtained according to variation of a when the transmission range of node 
equals to 28 m as shown in Fig. 3. We can see that the maximum level increases as a does. When a = 100, the 
probability of level = 6 is approximately 0.05 %. Thus, it is reasonable to infer that the maximum level is 6. 
Next, we also can estimate the number of neighbors, nNbrs. Given network dimension a × a, transmission range 
R, and the number of nodes n, we can calculate the distribution of the number of neighbors, nNbrs, of nodes in the 
network using the following probability mass function10. 
ܲݎሺ݀݁݃ ൌ ݇ሻ ൌ൬݊ െ ͳ݇ ൰ ൈ ቌ
ߨܴଶܽଶ ൅ ͳʹܴସ െ
ͺ
͵ܴܽଷ
ܽସ ቍ
௞
ൈ ቌͳ െ
ߨܴଶܽଶ ൅ ͳʹܴସ െ
ͺ
͵ܴܽଷ
ܽସ ቍ
௡ି௞ିଵ
 (9) 
Figure 4 shows the distribution of node degree according to variation of network dimension with R = 28 m, and 
n = 75 nodes. Since the degree of a node corresponds to the average number of neighbors that the node can have, we 
obtain nNbrs = 13 with a =100 m. 
3.3.2. Determination of slot size 
From the previous section, the maximum tree level is estimated to be 6 for the dimension of 100×100 m2. By 
applying H = 6 to Eq. (7), we can draw the graphs of the W1 values according to the variations of nNbrs and Ttx as 
shown in Fig. 5. According to the analysis, Ttx = 3.125 ms and nNbrs = 13. Thus, sSlot and W1 should be greater than 
18.75 ms and 93.75 ms, respectively. 
  
Fig. 5. W1 and sSlot values according to the variations of nNbrs (R = 28 m) 
4. Performance Evaluation 
4.1. Simulation Environment 
Table 1. Simulation parameters and values 
Parameter Value Parameter Value 
sSlot 25 ms Sensor Energy Model MicaZ 
Number of Nodes 75 sensor nodes + 1 sink Superframe Size, W1 300 ms  
Dimensions 100×100 (m2) Fading factor (K) Varying 
Transmission Range 28 m ( -24dBm) Simulation time 600 s 
Using the QualNet simulator of version 5.0.2, we compared SSMAB with the Flooding protocol and the RSBP 
protocol7 which was designed for the reliable dissemination of a broadcast message. All sensor nodes are uniformly 
distributed in a square terrain of 100×100 (m2). A sink is placed at the center of the terrain. The payload size of a 
message is of 100 bytes. Table 1 shows the key parameter values. 
We use three metrics for comparison. Packet delivery ratio (PDR) is defined as the ratio of the number of nodes 
that receive the broadcast message to the total number of nodes. Packet processing load (PPL) is defined as the 
average number of the messages that each node receives and transmits for one broadcast message. Energy 
consumption is defined as the total amount of energy consumption of all nodes during the simulation time. 
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4.2. Simulation Results 
4.2.1. Verification of Slot Size 
To verify the low bound of sSlot which is 18.75 ms from our analytical study, we ran SSMAB without fading 
effect, varying sSlot from 17 ms through 27 ms. Referring to Fig. 6, sSlot below 19 ms degrade PDR sharply. This 
implies that the lower bound of sSlot is sound. On the other hand, the increase of sSlot improves PDR since it 
relaxes the contention process. When sSlot is above 25 ms, the PDR is almost saturated to the PDR of about 99%. 
Thus, we can determine that the proper value of sSlot is 25 ms. 
 
Fig. 6. PDR vs. sSlot (nNodes = 75) 
4.2.2. Comparison of the protocols according to variation of fading effect 
In this simulation scenario, all the sensor nodes are immobile; however, the links can be broken dynamically by 
the fading effect. We employ the Ricean fading model with the driving parameter K, which is defined as the ratio of 
the receiving power in the direct path (Line-of-Sight), PLOS, to the receiving power in the other paths, Pother_paths. We 
change the value of K to reflect the impact of fading effect on the network such that the larger the value of K, the 
lower the probability of link broken is. 
We conducted simulation with K varying from 6 to 15. In Fig. 7, it is shown that Flooding and SSMAB achieve 
the higher PDR because they allow a node to have a chance of receiving the broadcast message from multiple nodes. 
Note that with Flooding, a node can have a chance of receiving a message from more neighboring nodes. Therefore, 
the PDR of Flooding is slightly higher than that of SSMAB. However, with RSBP, a node can receive a message 
from its parent only with the allocated slot.  
In Fig. 8, it is obvious that the PPL of the flooding scheme is much higher than that of the remaining two 
protocols since a node can receive a broadcast message multiple times. On the other hand, in SSMAB, if a node 
receives a message in receiving mode, it can get into sleep mode immediately. In transmitting mode, a node can get 
into sleep mode as soon as it finishes broadcasting. Thus, every node receives only one broadcast message. This is 
why the PPL of SSMAB is almost the same as that of RSBP. 
Lastly, referring to Fig. 9, RSBP consumes less energy than SSMAB overall since it strictly allows a node and its 
children to stay active for the assigned one slot. SSMAB also shows low energy consumption thanks to a good power 
management scheme such that a node is allowed to get into sleep mode as soon as it finishes message transmission 
in transmitting mode or does message reception in receiving mode. However, a node in SSMAB stays active longer 
than one in RSBP since it has to compete with its neighbors for transmission, resulting in slightly higher energy 
consumption. In case of Flooding, every node remains active all the time since it does not use time synchronization. 
   
Fig. 7. Packet Delivery Ratio according to K Fig. 8. Packet Processing Load according to K Fig. 9. Energy Consumption according to K 
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4.2.3. Comparison of the protocols with mobile nodes 
In this scenario, the K value is fixed to 12 and a few nodes are allowed to move arbitrarily within the boundaries 
of 20 meters with the maximum speed of 1 m/s. The simulation results are drawn in Figs. 10, 11, and 12. It is clearly 
seen that with the increase of number of mobile nodes, the PDR of SSMAB remains stable while that of RSBP 
decreases very sharply. The improvement of SSMAB comes from the use of sharable slot that enables nodes to 
receive a message from multiple nodes. On the contrary, in case of RSBP, if a node moves to break a link to its 
parent, it has no more chance of receiving a broadcast message since it stays active only for the assigned slot. The 
worse thing is that all its descendants cannot receive the broadcast message, either. Therefore, RSBP may not be 
suitable to the dynamic change of network topology. 
5. Conclusions 
We presented a new reliable broadcast protocol, SSMAB that exploits a sharable slot. First, the protocol can 
respond to the dynamic change of topology and the high signal interference due to the use of sharable slot. Second, 
it provides a good energy management scheme that allows a node to get into sleep mode effectively. Third, the 
protocol underlines the low control overhead since it performs tree construction only once and does not use a global 
slot scheduling. We proved that the proposed approach could not only improve the reliability of message 
broadcasting significantly, but also could reduce energy consumption greatly over the other protocols. We proved by 
simulation that SSMAB far outperforms the other two broadcast protocols under different levels of signal 
interference and the change of network topology. 
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