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Résumé 
Afin de supporter le développement durable, le skipper basque Amaiur Alfaro a porté le défi de 
participer à la Vendée Globe 2020 avec un voilier de course à zéro émission de carbone. C’est 
dans ce cadre que s’inscrit cette thèse qui consiste à concevoir un système de gestion intelligente 
d’un micro-réseau à courant continu, alimenté uniquement par des énergies renouvelables, par 
des techniques de l’intelligence artificielle. 
La première phase de notre travail a consisté à utiliser la technique des Réseaux de Neurones 
Artificiels (modèle NARX) pour la prédiction du rayonnement solaire direct sur une surface 
horizontale. Cette prédiction a pour but de prédire la puissance produite par les panneaux PV 
installés dans le voilier, et de permettre ainsi une bonne gestion de l’énergie. 
Dans une deuxième phase, un système de gestion intelligente a été conçu en utilisant la 
technique des Systèmes Multi Agents (SMA). Le système de gestion conçu a pour but de 
garantir l’équilibre entre la production et la consommation de l’énergie électrique tout en 
prenant en compte plusieurs contraintes et critères. 
Les essais de simulation effectués pour tester le système de gestion conçu ont considéré 
différentes contraintes du système électrique du voilier. De plus, ils ont été réalisés dans le cadre 
de scénarii qui décrivent différentes conditions de navigation. Les résultats, très prometteurs, 
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To support sustainable development, the Basque skipper Amaiur Alfaro has took the challenge 
to participate in the “Vendée Globe 2020” with a zero-carbon racing sailboat. The proposed 
research project fits into this context. It aims to design a smart management system for a direct 
current micro-grid, supplied exclusively by renewable sources, using the techniques of artificial 
intelligence. 
The first phase of our work has been consisted in using Artificial Neural Networks technique 
(NARX model) for the prediction of direct solar radiation on a horizontal surface. This 
prediction is intended to predict the power produced by the PV arrays installed in the sailboat, 
and thus enable good energy management. 
In a second phase, an intelligent management system has been designed using the Multi Agent 
Systems (SMA) technique. The purpose of the designed management system is to ensure a 
balance between the production and consumption of electricity taking into account several 
constraints and criteria. 
The simulation tests, carried out to test the designed management system, have considered 
various constraints of the sailboat electric system. Moreover, they have been performed in the 
context of scenarios which describe different navigation conditions. The results, very 
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A l’heure du développement durable et de l’épuisement remarquable des ressources fossiles, 
les énergies renouvelables sont de plus en plus utilisées. C’est toute une politique d’instauration 
de sources d’énergie renouvelables qui s’étale actuellement à l’échelle internationale. 
De ce fait, l’intégration des énergies renouvelables dans le réseau électrique a augmenté la 
complexité du réseau d’une part, et a changé sa structure d’autre part. En fait, vu leur dispersion 
sur différents sites, les ressources d’énergies renouvelables ont rendu possible la production 
d'énergie distribuée et la bidirectionnalité du flux d'énergie dans les réseaux électriques. Les 
mêmes lignes électriques sont utilisées pour que le réseau absorbe l'énergie renouvelable 
produite par les clients et pour approvisionner ces mêmes clients. L'intégration de cette 
production distribuée dans le réseau peut être facilitée par la mise en place de micro-réseaux 
(MR) basés sur la localisation géographique. 
Concomitamment, il existe un développement important des techniques de l’Intelligence 
Artificielle inspirées du raisonnement humain (Logique Floue), de la sélection naturelle 
(Algorithmes Génétiques), du fonctionnement du système nerveux des êtres humains (Réseaux 





L’idée directrice de ce travail est de profiter du développement et des avantages de ces 
techniques intelligentes pour assurer le fonctionnement d’un micro-réseau installé dans un 
voilier de course. En effet, le skipper basque Amaiur Alfaro a un grand défi pour le Vendée 
Globe 2020. Il aimerait être le premier skipper à terminer la course en utilisant uniquement des 
sources renouvelables comme des éoliennes, des panneaux PV, un hydro-générateur et un 
système de récupération d'énergie. 
Ce défi nécessite la conception d'un système avancé de gestion de l'énergie qui doit garantir 
l’équilibre entre la production et la consommation en tenant compte, entre autres, de l'estimation 
de l'énergie électrique journalière disponible, afin de déterminer le moment et la quantité 
d’énergie à stocker. 
Ce travail de recherche s’articule sur deux grandes phases. La première consiste à obtenir un 
prédicteur performant de l’irradiation solaire directe sur une surface horizontale en utilisant la 
technique des Réseaux de Neurones Artificiels dynamiques, dans le but d’utiliser les résultats 
pour la prédiction de la production d’énergie photovoltaïque dans le voilier. 
Le premier chapitre de la thèse présente un état de l’art sur la gestion de l’énergie dans les 
micro-réseaux et les deux autres chapitres décrivent l’ensemble des travaux de recherche menés 
et les différents résultats obtenus.  
Nous avons divisé le premier chapitre en deux parties. La première partie a été consacrée à la 
gestion de l’énergie dans les MRs. Pour cela nous avons défini le concept du MR et exposé les 
différentes problématiques qui lui sont liées en présentant les techniques de gestion utilisées 
dans la littérature. Le but était de pouvoir choisir la technique la plus adéquate pour la gestion 
du MR implémenté dans notre travail. Vu l’aspect décentralisé du MR et la grande variation 
des conditions de son fonctionnement pour notre cas, nous avons choisi d’utiliser la technique 
des Systèmes Multi Agents (SMA). Pour cela nous avons défini un SMA, un agent général, un 
agent logiciel et un agent physique. En plus, nous avons présenté les propriétés et les 
caractéristiques importantes concernant le fonctionnement d’un SMA. 
Dans la deuxième partie du premier chapitre nous nous sommes intéressés à la prédiction, une 
étape nécessaire qui doit précéder la gestion de l’énergie dans les MRs. Vu l’intermittence de 
la production PV qui constitue une partie principale de la production du MR implémenté, nous 
nous sommes focalisé sur la prédiction du rayonnement solaire, variable météorologique 





que la prédiction d’une série temporelle en général, et du rayonnement solaire en particulier 
requiert l’utilisation de techniques non linéaires. L’aspect statistique du rayonnement solaire et 
l’absence des informations suffisantes menant à sa modélisation nous a incités à opter une 
technique utilisant un modèle « boite noire », dotée d’une bonne capacité d’apprentissage : celle 
des Réseaux de Neurones Artificiels (RNA). Pour cela dans le dernier paragraphe de ce 
chapitre, nous avons développé les caractéristiques des différents modèles des RNA en mettant 
l’accent sur les principaux paramètres qui nous ont permis de les utiliser par la suite. 
 
Nous avons consacré le deuxième chapitre à la prédiction du rayonnement solaire direct sur une 
surface horizontale à moyen terme en utilisant la technique des RNA dynamiques. Le modèle 
du RNA que nous avons choisi est le modèle NARX. 
En étudiant la provenance et les transformations que subit le rayonnement solaire pour atteindre 
la surface terrestre, nous l’avons décomposé en une composante déterministe et une composante 
statistique.  
En ce qui concerne la première section du chapitre, nous avons défini les paramètres nécessaires 
pour calculer le modèle « ciel clair » du rayonnement solaire direct sur une surface horizontale, 
qui modélise la composante déterministe du rayonnement. Nous avons aussi effectué une étude 
comparative dans le but de déterminer trois paramètres constructifs du rayonnement solaire : la 
déclinaison solaire δ, l’équation du temps E et le facteur de correction de la distance terre-soleil 
KD. 
Quant à la deuxième section, elle a été consacrée à la prédiction du rayonnement solaire. Nous 
avons commencé par la définition du modèle NARX du RNA puis nous avons insisté sur les 
propriétés que nous avons exploitées dans notre travail. Par la suite, nous avons présenté la base 
de données utilisée pour la prédiction et les critères d’évaluation qui sont l'erreur quadratique 
moyenne « Mean Square Error » MSE et la moyenne journalière de l'erreur de puissance 
« Daily Mean of the Power Error » DMPE. La sortie désirée du réseau de neurones est le 
rayonnement solaire global mesurée par la station Météo d’ESTIA-Bidart, et les entrées sont le 
modèle « ciel clair » du rayonnement direct qui a été défini dans la première section et la 
couverture nuageuse que nous avons présentée ultérieurement et qui représente la composante 





prévisions espacées d’un pas de 0,25 ° en latitude et en longitude, et avec un intervalle de temps 
de 3 h, et téléchargées du site Web www.zygrib.org. Nous avons donc proposée deux 
interpolations à appliquer pour ces données de prévision, une géographique et une temporelle, 
et ce pour pouvoir construire l’entrée du réseau de neurones. 
Par la suite nous avons exposé les résultats obtenus et le modèle proposé. L’idée principale de 
notre solution est de faire un apprentissage régulier une fois par jour (à minuit), afin de prendre 
en compte plusieurs paramètres, tels que la couverture nuageuse, les caractéristiques solaires et 
la mobilité du voilier. Après avoir présenté synthétiquement les résultats des simulations, nous 
avons préparé une base de données adéquate qui consiste en une base d’apprentissage et de test 
de 10 jours, dont les données sont filtrées à un pas de temps glissant de 30 minutes étalé sur un 
intervalle d’une heure. Le réseau NARX final contient 15 neurones dans les deux couches 
cachées et un neurone dans la couche de sortie. La fonction d’activation des couches cachées 
est sigmoïde, et celle de la couche de sortie est tangente hyperbolique. La génération des poids 
initiaux est aléatoire. La MSE et la DMPE sont les critères utilisés pour le choix des paramètres 
optimaux.  
A la fin de la deuxième section du deuxième chapitre, nous avons effectué le traitement de 
données nécessaire pour appliquer l’apprentissage à bord. En effet la nébulosité et le 
rayonnement solaire global mesuré sont des données facilement récupérables même pendant la 
navigation vu que le téléchargement du fichier GRIB est fait au préalable et que la mesure du 
rayonnement global est réalisée par une station météo portable. Cependant le calcul du modèle 
« ciel clair » du rayonnement solaire direct demande la récupération de la date et heure, la 
latitude et la longitude. Un traitement des données reçues des instruments à bord par le réseau 
du voilier a permis un décodage des trames qui circulent dans ce réseau et la récupération des 
paramètres nécessaires. 
La deuxième phase de ce travail s’articule sur la gestion des MRs par les SMA. C’est le sujet 
du troisième chapitre. En fait, la complexité de la gestion des MRs varie en fonction de la 
composition de ces derniers, des conditions dans lesquelles ils fonctionnent et des contraintes 
étudiées par le gestionnaire. Les caractéristiques et spécificités du MR étudié dans ce travail de 
recherches sont particulières vu que: 





• le MR est mobile, installé dans un voilier dont le trajet est fortement dépendant des 
conditions météorologiques (vitesse et sens du vent), 
• il s’agit d’un voilier de course, ainsi la vitesse et la continuité de service sont deux 
contraintes principales dans la gestion. 
Pour cela, dans un premier temps, nous avons présenté le modèle global du MR étudié en 
décrivant sa structure. Ensuite nous avons modélisé chaque élément par un modèle dans 
l’environnement Matlab-Simulink qui se base sur les équations de l’électricité et le principe de 
fonctionnement de l’élément. 
Une fois le MR modélisé, nous sommes passé à la présentation du SMA proposé. Nous avons 
donc défini sa structure : 
• un agent a été associé à chaque producteur d’énergie, 
• le chargeur a été combiné avec l’agent qui lui est associé, 
• en ce qui concerne les charges, en se basant sur leur répartition en charges prioritaires, 
secondaires et inertielles nous leurs avons affecté un agent à chaque catégorie, 
• trois agents logiciels supplémentaires ont été implémentés pour assurer la bonne gestion 
du MR, un agent « superviseur », un agent « prédiction » et un agent « interface 
graphique ». 
Par la suite, nous avons identifié la structure et le principe de fonctionnement et d’interaction 
de chaque agent avec son environnement. A la fin nous avons présenté les résultats obtenus en 
montrant divers scénarii relatifs aux conditions de navigation du voilier et nous avons constaté 
que l’utilisation des SMA pour la gestion du MR étudié apporte un gain en termes d’efficacité 
énergétique. En effet, le caractère distribué du SMA et l’interaction entre les agents permettent 
de : 
• alimenter tous les types de charge au maximum possible, ce qui assure la continuité de 
service dans le MR, 
• contrôler la variation du SOC de la batterie en permanence et d’une façon efficace, ce 
qui contribue protéger la batterie et à augmenter sa durée de vie, 
• profiter de la disponibilité de la production PV d’une façon maximale, en minimisant le 
lancement de l’hydro-générateur dans l’eau et ainsi en améliorant la vitesse de la 





• favoriser l’utilisation des ressources renouvelables, qui malgré leur caractère 
intermittent, constituent une source sûre d’électricité même dans un cas extrême (voilier 
de course), quand leur utilisation est bien étudiée au préalable (dimensionnement des 
éléments du MR, optimisation du poids pour une bonne navigation). 
Pour conclure, les résultats obtenus durant ce travail de recherche ont montré à la fois 
l’efficacité des RNA pour la prédiction de la production PV, et celle des SMA pour la gestion 
de l’énergie. Ceci est prometteur pour l’étude des MRs en général et pour l’application des 
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A la hora del desarrollo sostenible y del notable agotamiento de los recursos fósiles, las energías 
renovables se utilizan cada vez más. Es toda una política de desarrollo de fuentes de energía 
renovables que se está difundiendo internacionalmente. 
Como resultado, la integración de las energías renovables en la red eléctrica ha aumentado la 
complejidad de la red, por un lado, y ha cambiado su estructura por el otro. De hecho, dada su 
dispersión en diferentes sitios, los recursos de energía renovable han hecho posible la 
producción de energía distribuida y la bi-direccionalidad del flujo de energía en las redes 
eléctricas. Las mismas líneas eléctricas se utilizan para que la red absorba la energía renovable 
producida por los clientes y para abastecer a estos mismos clientes. La integración de esta 
producción distribuida en la red se puede facilitar mediante el establecimiento de micro-redes 
(MR) basadas en la ubicación geográfica. 
Concomitantemente, hay un importante desarrollo de las técnicas de Inteligencia Artificial 
inspiradas en el razonamiento humano (Lógica Difusa), la selección natural (Algoritmos 
Genéticos), el funcionamiento del sistema nervioso de los seres humanos (Redes Neuronales) 
y los comportamientos sociales de ciertas especies (sistemas multiagente).  
La idea principal de este trabajo es aprovechar el desarrollo y las ventajas de estas técnicas 
inteligentes para garantizar el funcionamiento de una micro-red instalada en un barco de 





2020. Le gustaría ser el primer patrón en terminar la carrera utilizando solo fuentes renovables 
como turbinas eólicas, paneles fotovoltaicos, un hidro-generador y un sistema de recuperación 
de energía. 
Este desafío requiere el diseño de un sistema avanzado de gestión de la energía que garantice 
el equilibrio entre la producción y el consumo, teniendo en cuenta, entre otras cosas, la 
estimación de la energía eléctrica diaria disponible, a fin de determinar el momento y la cantidad 
de energía a almacenar. 
Este trabajo de investigación se estructura en dos fases principales. En la primera se busca 
obtener un predictor de alto rendimiento de la irradiación solar directa en una superficie 
horizontal utilizando la técnica de Redes Neuronales Artificiales Dinámicas, con el objetivo de 
utilizar los resultados para la predicción de la producción de energía fotovoltaica en el velero. 
 
El primer capítulo de la tesis presenta un estado del arte sobre la gestión de la energía en micro-
redes y los otros dos capítulos describen todo el trabajo de investigación realizado y los 
diferentes resultados obtenidos. 
Dividimos el primer capítulo en dos partes. La primera parte fue dedicada a la gestión de la 
energía en las MRs. Para este propósito, hemos definido el concepto de MR y hemos expuesto 
los diversos problemas relacionados con él mediante la presentación de las técnicas de gestión 
utilizadas en la literatura. El objetivo era poder elegir la técnica más adecuada para la gestión 
de la MR implementada en nuestro trabajo. Teniendo en cuenta el aspecto descentralizado de 
la MR y la gran variación de las condiciones de su funcionamiento para nuestro caso, optamos 
por utilizar la técnica de los sistemas múltiagente (SMA). Para esto, definimos un SMA, un 
agente general, un agente de software y un agente físico. Además, presentamos las propiedades 
y las características importantes relacionadas con el funcionamiento de un SMA. 
En la segunda parte del primer capítulo, nos hemos interesado a la predicción, un paso necesario 
que debe preceder la gestión de la energía en las MR. Dada la intermitencia de la producción 
fotovoltaica, que es una parte importante de la producción en la MR implementada, nos 
centramos en la predicción de la radiación solar, la variable meteorológica responsable de la 
producción fotovoltaica. Un estado del arte de lo que se ha hecho en la literatura ha demostrado 





requiere el uso de técnicas no lineales. El aspecto estadístico de la radiación solar y la falta de 
información suficiente que conduzca a su modelado nos ha llevado a optar por una técnica que 
utiliza un modelo de "caja negra", con una buena capacidad de aprendizaje: la de las Redes 
Neuronales Artificiales (RNA). Para esto, en el último párrafo de este capítulo, hemos 
desarrollado las características de los diferentes modelos de RNA enfocando en los principales 
parámetros que nos permitieron usarlos más adelante. 
 
Dedicamos el segundo capítulo a la predicción de la radiación solar directa en una superficie 
horizontal a medio plazo utilizando la técnica de RNA dinámica. El modelo de RNA que 
elegimos es el modelo NARX. 
Al estudiar la fuente y las transformaciones que sufre la radiación solar para alcanzar la 
superficie de la Tierra, la hemos descompuesto en un componente determinista y un 
componente estadístico.  
En la primera sección del capítulo, hemos definido los parámetros necesarios para calcular el 
modelo de "cielo despejado" de radiación solar directa en una superficie horizontal, que modela 
el componente determinista de la radiación. También realizamos un estudio comparativo para 
determinar tres parámetros constructivos de la radiación solar: la declinación solar, la ecuación 
del tiempo E y el factor de corrección de la distancia tierra-sol KD. 
En cuanto a la segunda sección del capítulo, se dedicó a la predicción de la radiación solar. 
Comenzamos con la definición del modelo NARX de la RNA e insistimos en las propiedades 
que explotamos en nuestro trabajo. Posteriormente, presentamos la base de datos utilizada para 
la predicción y los criterios de evaluación, que son el error cuadrático medio “Mean Square 
Error” MSE y el promedio diario del error de potencia “Daily Mean of the Power Error” DMPE. 
La salida deseada de la red neuronal es la radiación solar global medida por la estación 
meteorológica de ESTIA-Bidart, y las entradas son el modelo de "radiación de cielo despejado" 
de radiación directa que se ha definido en la primera sección y la cubierta de nubes que se 
presenta más adelante y representa el componente estadístico de la radiación solar. Los datos 
de salida de la cubierta de nubes son pronósticos espaciados con una diferencia de 0.25° en 
latitud y longitud, con un intervalo de tiempo de 3 horas, y se descargan desde el sitio web 





datos de previsión, uno geográfico y otro temporal, y esto para poder construir la entrada de la 
red neuronal. 
Posteriormente, presentamos los resultados obtenidos y el modelo propuesto. La idea principal 
de nuestra solución es realizar un aprendizaje regular una vez al día (a medianoche), para tener 
en cuenta varios parámetros, como la cubierta de nubes, las características solares y la 
movilidad del barco. Después de presentar de forma sintética los resultados de las simulaciones, 
hemos preparado una base de datos adecuada que consta de una base de datos de prueba y 
aprendizaje de 10 días, cuyos datos se filtran en un intervalo de tiempo de 30 minutos en un 
intervalo de una hora La red NARX final contiene 15 neuronas en las dos capas ocultas y una 
neurona en la capa de salida. La función de activación de las capas ocultas es sigmoidal y la de 
la capa de salida es tangente hiperbólica. La generación de los pesos iniciales es aleatoria. El 
MSE y el DMPE son los criterios utilizados para elegir los parámetros óptimos. 
Al final de la segunda sección del segundo capítulo, realizamos el procesamiento de datos 
necesario para aplicar el aprendizaje a bordo. De hecho, la nubosidad y la radiación solar global 
medida son datos fácilmente recuperables incluso durante la navegación, ya que la descarga del 
archivo GRIB se realiza de antemano y la medición de la radiación global se realiza mediante 
una estación meteorológica portátil. Sin embargo, el cálculo del modelo de "radiación de cielo 
despejado" de la radiación solar directa requiere la recuperación de la fecha y la hora, la latitud 
y la longitud. Un procesamiento de los datos recibidos de los instrumentos a bordo por la red 
de veleros permitió una decodificación de las tramas que circulan en esta red y la recuperación 
de los parámetros necesarios. 
 
La segunda fase de este trabajo se centra en la gestión de MRs mediante los SMA. Este es el 
tema del tercer capítulo. De hecho, la complejidad de la gestión de MRs varía según la 
composición de las MRs, las condiciones en las que operan y las restricciones estudiadas por el 
gerente. Las características y especificidades de la MR estudiada en este trabajo de 
investigación son particulares ya que: 
• La MR estudiada está alimentada solo con energías renovables, 
• La MR es móvil, instalada en un velero cuyo recorrido depende en gran medida de las 





• Es un yate de carreras, por lo que la velocidad y la continuidad del servicio son dos 
limitaciones principales en la gestión. 
Para eso, al principio, presentamos el modelo global de la MR estudiada describiendo su 
estructura. Luego modelamos cada elemento con un modelo en el entorno de Matlab-Simulink 
que se basa en las ecuaciones de la electricidad y el principio de funcionamiento del elemento. 
Una vez que se modeló la MR, pasamos a la presentación del SMA propuesto. Así definimos 
su estructura: 
• un agente ha sido asociado con cada productor de energía, 
• el cargador se ha combinado con el agente asociado con él, 
• con respecto a las cargas, basándose en su repartición en cargas prioritarias, secundarias 
e inerciales, les asignamos un agente para cada categoría, 
• se han implementado tres agentes de software adicionales para garantizar la gestión 
adecuada de la MR, un agente "supervisor", un agente de "predicción" y un agente de 
"interfaz gráfica". 
Posteriormente, identificamos la estructura y el principio de operación e interacción de cada 
agente con su entorno. Al final, presentamos los resultados obtenidos al mostrar varios 
escenarios relacionados con las condiciones de navegación y encontramos que el uso del SMA 
para la gestión de la MR estudiada ofrece una ganancia en términos de eficiencia energética. 
De hecho, el carácter distribuido del SMA y la interacción entre los agentes hacen posible: 
• suministrar todo tipo de carga lo más posible, lo que garantiza la continuidad del 
servicio en la MR, 
• controlar la variación del estado de carga (“state of charge”, SOC) de la batería de forma 
permanente y eficiente, lo que contribuye a proteger la batería y aumentar su vida útil, 
• maximizar la disponibilidad de la producción fotovoltaica minimizando el lanzamiento 
del hidro-generador al agua y mejorando así la velocidad de navegación del barco. 
• promover el uso de recursos renovables, que, a pesar de su naturaleza intermitente, son 
una fuente confiable de electricidad incluso en un caso extremo (yate de carreras), 
cuando su uso está bien estudiado de antemano (tamaño de los elementos de la MR, 





En conclusión, los resultados obtenidos durante este trabajo de investigación han 
demostrado tanto la efectividad de las RNA en la predicción de la producción fotovoltaica 
como la de los SMA para la gestión de la energía. Esto es prometedor para el estudio de 
MRs en general y para la aplicación de técnicas de inteligencia artificial para la gestión de 
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aod Profondeur optique concernant les aérosols et les radiations de 
longueur d’onde 700nm 
C Equation du centre (°) 
cc Différence de temps para rapport à Greenwich (h) 
e Excentricité de l’eclipse e=0.1671 
E Equation du temps (mn) 
Esc Constante solaire (=1367 W/m
2) 
GD Rayonnement solaire direct (W/m
2) 
Gdif Rayonnement solaire diffus (W/m
2) 
GG Rayonnement solaire global (W/m
2) 
GMono Rayonnement solaire direct monochromatique (W/m
2) 
G0 rayonnement solaire au sommet de l’atmosphère (W/m
2) 
𝐺0
′  Modification sur G0 
N Rang du jour (1 pour 1er Janvier 2013) 
J Rang du jour de l’année courante (1 pour le 1er Janvier) 
KD Facteur de correction de la distance terre-soleil 
L longitude écliptique du soleil (°) 
Lon Longitude (°) 
M Facteur optique de la masse 
Ma Anomalie moyenne (°) 
p Pression du lieu 
p0 Pression au niveau de la mer 
R Influence de l’obliquité (°) 
R(J) Distance moyenne Terre-soleil pour le jour J (UA) 
Rm Distance moyenne Terre-soleil (UA) 
TCF Temps local (h) 
TS Temps solaire (h) 
w Colonne de vapeur d’eau 
ϕ Latitude (°) 





ϖ Angle horaire (°) 
α Hauteur du soleil (°) 
ψ Angle de l’azimut (°) 
θz Angle du zénith solaire (°) 
τ Profondeur optique (entre 0 et 1) 
b,g,d Paramètres d’ajustement 
 
 
Résaux de Neurones Artificiels 
bi Biais de neurone 
DMPE Moyenne journalière de l'erreur de puissance (W/m2) 
Fi Fonctions d’activation 
I Potentiel de neurone 
MSE Erreur quadratique moyenne 
nx Nombre de retards d’entrées 
ny Nombre de retards de sorties 
Vi Variables d’états 
wi Poids 
xi Entrées externes du réseau 
yi Sorties désirées du réseau 
ŷ  Sortie du réseau 
 
 
Schéma électrique du micro-réseau 
Cap Capacité du condensateur (F) 
Cbat Capacité de la batterie (Ah) 
Ct Constante du temps utilisée dans le modèle de la charge (s) 
Gmax Rayonnement maximal reçu par une cellule PV dans les conditions 
standard de test = 1000 W/m2 






ibat Courant de la batterie (A) 
Ifixe Courant fixe de la charge (A) 
Iload Courant total de la charge (A) 
Ipvgen Courant généré des panneaux PV (A) 
Ivar Courant variable de la charge (A) 
Pmean Puissance moyenne caractérisant la charge (W) 
pPV Puissance crête installée des panneaux PV (Watts « crête » Wc) 
Ppvgen Puissance générée des panneaux PV (W) 
Rload Résistance fixe de la charge (Ω) 
Si Surface installée des panneaux PV (m
2) 
SOC Etat de charge de la batterie (%) 
SOCinit Etat de charge initial de la batterie (%) 
tensionvide Tension à vide de la batterie (V) 
UC Tension de la batterie (V) 
Uf Tension correspendant à un SOC de 50% de la batterie (V) 
Upvgen Tension générée des panneaux PV (V) 
ΔP variation de puissance de la charge (W) 
 
 
Système Multi Agent 
F1 Fréquence d’acquisition des capteurs des agents (Hz) 
I_BAT Courant de la batterie mesuré par le chargeur (A) 
I_IN Courant d’entrée du micro-réseau mesuré par le chargeur (A) 
I_OUT Courant de sortie du micro-réseau mesuré par le chargeur (A) 
Scc Seuil SOC de connexion du côté charges pour le chargeur (%) 
Schi Seuil tension de déconnexion des charges pour l’agent charge (V) 
Scs Seuil SOC de connexion du côté sources pour le chargeur (%) 
Sdc Seuil SOC de déconnexion du côté charges pour le chargeur (%) 
Sds Seuil SOC de déconnexion du côté sources pour le chargeur (%) 






SHdec Seuil tension de déconnexion de l’hydro-générateur pour l’agent 
hydro-générateur (V) 
Tc Temps de chargement de l’ensemble des charges inertielles (s) 
T1 Période d’acquisition des capteurs des agents (s) 
T2 Période d’envoi des messages à l’agent superviseur par les autres 
agents (s) 
V_BAT Tension de la batterie mesurée par le chargeur (V) 
V_IN Tension d’entrée du micro-réseau mesurée par le chargeur (V) 
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Selon sa provenance, l'énergie électrique peut être de différents types. C'est de là que vient 
l'opposition, couramment employée, entre énergies fossiles et énergies renouvelables. 
Les énergies renouvelables ne s'épuisent pas lorsque nous les utilisons. Elles se renouvellent 
régulièrement. Nous pouvons citer, par exemple, l'énergie éolienne, l'énergie solaire, la 
géothermie, la biomasse, l’énergie hydraulique, l'énergie marémotrice… Plus coûteuses à 
exploiter, les énergies renouvelables ont, dans le passé, été mises de côté au profit des énergies 
fossiles. 
Cependant, à l’heure du développement durable et de l’épuisement remarquable des ressources 
fossiles, les énergies renouvelables sont revenues sur le devant de la scène. C’est toute une 
politique d’instauration de sources d’énergie renouvelables qui s’étale actuellement à l’échelle 
internationale. 
De ce fait, l’intégration des énergies renouvelables dans le réseau électrique a augmenté sa 
complexité d’une part, et a changé sa structure d’autre part [Cur 14, Bou 14, Bou 17 (2)]. En 
fait, en comparaison avec les centrales électriques classiques, les parcs photovoltaïques et les 
parcs éoliens sont plus simples à mettre en place, et ils sont dispersés sur différents sites. En 
conséquence, la production d'énergie passe d'un mode centralisé à un mode distribué et le flux 
d'énergie devient bidirectionnel sur plusieurs segments du réseau, car les mêmes lignes 
électriques sont utilisées pour absorber l'énergie renouvelable produite par les clients et pour 
approvisionner ces mêmes clients. Ce caractère bidirectionnel n’existait pas dans le réseau 
électrique classique [Muz 97, Sha 03, Mos 06]. 
L'intégration de cette production distribuée dans le réseau peut être facilitée par la mise en place 
de micro-réseaux basés sur la localisation géographique [Sle 13, Ami 05]. Les micro-réseaux 
sont composés de petites centrales, de charges et de systèmes de stockage qui partagent le même 
point de connexion avec le réseau principal. Ils peuvent fonctionner sans avoir à être connectés 
à ce point de connexion. C’est le cas des sites non raccordés au réseau électrique, appelés sites 
isolés, et de certains systèmes de transport comme les véhicules, les trains ou les voiliers [Bou 
14]. 
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Concomitamment, il existe un développement important des techniques de l’Intelligence 
Artificielle que certains qualifient « intelligentes » et qui sont en fait inspirées du raisonnement 
humain (Logique Floue), de la sélection naturelle (Algorithmes Génétiques), du 
fonctionnement du système nerveux des êtres humains (Réseaux de Neurones), et des 
comportements sociaux de certaines espèces (Systèmes Multi Agents). Les domaines 
d’application de ces techniques se multiplient de plus en plus, autant en recherche que dans le 
domaine d’applications et de développements industriels. L’utilisation de ces techniques pour 
la prédiction des séries temporelles et pour la gestion de systèmes complexes a déjà fait l’objet 
d’une littérature internationale abondante [Cir 09, Naz 16, Voy 11, Xi 10, Xin 11, San 14, Bou 
14, Bou 17 (1), Bou 17 (2) Bou 18]. 
L’idée directrice de ce travail est de profiter du développement et des avantages de ces 
techniques intelligentes qui paraissent prometteuses pour assurer le fonctionnement d’un micro-
réseau installé dans un voilier de course. En effet, le skipper basque Amaiur Alfaro a un grand 
défi pour le Vendée Globe 2020. Il aimerait être le premier skipper à terminer la course en 
utilisant uniquement des sources renouvelables comme des éoliennes, des panneaux PV, un 
hydro-générateur et un système de récupération d'énergie. 
Ce défi nécessite la conception d'un système avancé de gestion de l'énergie qui doit garantir 
l’équilibre entre la production et la consommation et tenir compte, entre autres, de l'estimation 
de l'énergie électrique journalière disponible, afin de déterminer l’horaire et la quantité 
d’énergie à stocker. 
A notre connaissance, il n'existe aucun outil disponible sur le marché capable de gérer un tel 
système avec une généralité et une précision suffisante, permettant de comparer les 
performances des différentes configurations du système dans des situations particulières. 
Ce travail de recherche s’articule sur deux grandes phases. La première consiste à obtenir un 
prédicteur performant de l’irradiation solaire directe sur une surface horizontale en utilisant la 
technique des Réseaux de Neurones Artificiels dynamiques dans le but d’utiliser les résultats 
pour la prédiction de la production de l’énergie photovoltaïque du voilier. La deuxième phase 
consiste à modéliser le micro-réseau étudié, à courant continu, afin de simuler son 
comportement, et implémenter un système de gestion de l’énergie par un Système Multi Agent, 
en prenant en compte diverses contraintes et situations de navigation. 
Ce mémoire de thèse présente l’ensemble des travaux de recherche et les différents résultats 
obtenus. Il est réparti sur trois chapitres. 
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Le premier chapitre est décomposé en deux parties. La première partie sera consacrée à un état 
de l’art de la gestion d’énergie dans les micro-réseaux. Dans un premier lieu, nous définirons 
le concept du micro-réseau, sa structure et les différents éléments de base. Par la suite nous 
présenterons les problématiques associées aux micro-réseaux. Nous définirons également la 
technique utilisée dans la gestion de l’énergie dans notre travail : les Systèmes Multi Agents 
(SMA). Nous donnerons les définitions fondamentales utilisées par les spécialistes du domaine, 
en spécifiant les types d’agents, leurs diverses propriétés, et en présentant nos motivations dans 
l’utiliser de cette technique dans la gestion des micro-réseaux. 
Dans la deuxième partie du premier chapitre, nous présenterons un état de l’art de la prédiction 
du rayonnement solaire. En partant du principe que le rayonnement solaire est une série 
temporelle, nous commencerons par définir les séries temporelles, introduire le processus de 
leur prédiction et présenter la classification des modèles de prédiction pour choisir le plus 
adéquat. Afin de bien comprendre la technique choisie pour prédire le rayonnement solaire, 
nous introduirons le concept des Réseaux de Neurones Artificiels (RNA) et leurs analogies avec 
les réseaux de neurones biologiques. Nous nous intéresserons aux différentes architectures des 
RNA, à leurs propriétés fondamentales et à l’amélioration des performances obtenues grâce à 
leur utilisation. 
Dans le deuxième chapitre, nous présenterons les calculs géométriques et les choix des 
équations à utiliser pour conclure le modèle « ciel claire » du rayonnement solaire. Nous 
définirons ensuite le modèle du RNA dynamique utilisé (NARX), la base de données utilisée et 
les critères d’évaluation choisis. Nous présenterons les résultats obtenus et le modèle proposé, 
utilisé plus tard dans la gestion de l’énergie du micro-réseau. La dernière partie du deuxième 
chapitre sera consacrée au traitement de données qui circulent sur le réseau du voilier et qui 
permettra de réaliser l’apprentissage du réseau de neurones dans le voilier. 
Au début du troisième chapitre, nous présenterons le système étudié et sa composition. Ce 
dernier est un micro-réseau installé dans un voilier de course qui se trouve sur le port 
d’Hendaye. Nous proposerons donc le modèle électrique permettant de simuler chaque élément 
en expliquant les choix effectués pour la modélisation. Dans la deuxième partie du chapitre 
nous exposerons le SMA proposé en décrivant la structure et le rôle de chaque agent. La 
dernière partie résumera les différents résultats obtenus en passant par différents scénarii de 
fonctionnement du MR qui tiennent compte de la spécificité et des contraintes de navigation. 
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Dans la conclusion générale, nous résumerons notre travail en mettant l’accent sur son 
originalité ainsi que sur les différentes perspectives ouvertes suite aux diverses études réalisées 
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Ce chapitre introduira le contexte de la gestion d’énergie dans les micro-réseaux ainsi que les 
différentes approches pour y parvenir. Il sera divisé en deux sections : gestion de l’énergie dans 
les micro-réseaux et prédictions pour la gestion de l’énergie dans les micro-réseaux. 
En ce qui concerne la première section, nous l’organiserons en trois parties. Dans la première 
partie, nous introduirons le concept du micro-réseau en le définissant, décrivant sa structure de 
base et évoquant quelques paramètres de bases. Par la suite nous effectuerons un état de l’art 
concernant les problématiques liées aux micro-réseaux. Nous proposerons une classification de 
ces problématiques selon les points d’intérêts abordés et tirerons donc trois grands thèmes : 1/ 
l’optimisation de la gestion d’énergie dont les apports peuvent être divisés en deux sous-
sections qui sont la gestion d’énergie en mode îloté et celle en mode connecté , 2/ l’îlotage et la 
synchronisation qui comporte toutes les questions liées à la transition de la connexion à l’îlotage 
et les décisions nécessaires, et 3/ la sécurité des micro-réseaux qui peut être divisée en deux 
parties, l’auto-guérison et la restauration, et le diagnostic préventif. 
Dans la dernière partie de la première section nous introduirons l’approche distribuée des 
systèmes multi agents et définirons ce concept. Ensuite nous donnerons quelques définitions 
simplifiées. Pour permettre une bonne compréhension du contexte d’un agent nous présenterons 
ses propriétés. Le dernier paragraphe sera consacré à exposer les points communs du 
fonctionnement des systèmes multi agents et des micro-réseaux pour justifier leurs utilisation 
dans cette thèse. 
Quant à la deuxième section de ce chapitre, nous la consacrerons à la prédiction de l’énergie et 
particulièrement le rayonnement solaire dans les micro-réseaux. Dans la première partie nous 
définirons le formalisme des séries temporelles et nous effectuerons un état de l’art de la 
prédiction du rayonnement solaire. Différentes approches de prédiction et de classifications de 
données seront présentées. Le but du dernier paragraphe est de fournir tout d’abord une 
introduction aux lecteurs n'ayant pas une compréhension très claire de ce que sont les réseaux 
de neurones biologiques ou Artificiels. Nous étudierons ensuite les motivations sous-jacentes à 
l'utilisation des RNA, décrirons les bases des modèles de neurone et les différents modèles. 
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 GESTION DE L’ENERGIE DANS LES MICRO-RESEAUX 
Dans ce paragraphe nous présenterons un état de l’art de la gestion d’énergie dans les micro-
réseaux, en exposant les définitions nécessaires et les différentes techniques et problématiques 
abordées dans la littérature. 
1.2.1 Définition et structure 
1.2.1.1 Du réseau électrique vers le micro-réseau 
Pour définir un micro-réseau il est intéressant d’étudier sa provenance. Le Réseau Electrique 
(RE) traditionnel dispose de grandes centrales électriques qui assurent la production 
d’électricité. Cette électricité est transformée et transportée selon les besoins vers des 
consommateurs « basse tension » (par exemple des maisons d’un quartier) ou des 
consommateurs « haute tension » (par exemple des usines consommant beaucoup d’énergie). 
La Figure I.1 présente les éléments et la structure du réseau électrique classique. 
 
Figure I.1. Structure d’un réseau électrique classique 
Avec l’augmentation de l’intégration de sources d’énergies renouvelables, le réseau électrique 
doit faire  face à une production intermittente, en assurant en permanence la demande en 
électricité des consommateurs d’une façon différente à celle pratiquée jusqu’à présent. Cette 
nouvelle contrainte, ainsi que la présence dans le réseau de nouveaux types de composants (par 
exemple des véhicules électriques) entraîne une évolution du réseau : le flux de puissance 
devient bidirectionnel, et un réseau de communication également bidirectionnel prend place. 
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Les nouvelles infrastructures associées à cette évolution permettent au réseau électrique 
d’évoluer vers un réseau plus intelligent, connu sou le nom « Smart Grid » (voir Figure I.2). 
 
Figure I.2. Le concept du « Smart Grid » 
Avec le développement des sources renouvelables, la production d’électricité se décentralise 
progressivement. Nous appelons ces sources décentralisées de la génération distribuée ou des 
générateurs distribués (GD). Un consommateur peut disposer de panneaux PV et d’une éolienne 
sur le toit de son habitat, et devenir ainsi producteur d’énergie. En fournissant cette énergie au 
réseau, le flux d’énergie devient bidirectionnel, comme indiqué précédemment. 
Plusieurs GDs localisés dans le même réseau de distribution peuvent former, avec les charges 
de ce réseau et éventuellement des systèmes de stockage, un Micro-Réseau (MR). 
La Figure I.3 illustre un exemple de MRs qui peuvent être connectés au RE classique. Il s’agit 
d’un réseau à petite échelle conçu pour fournir de l'électricité à une petite communauté 
(bâtiments, écoles, industries). Les sources de ce réseau (les GDs) peuvent fonctionner avec des 
combustibles fossiles (diesel, turbine à gaz ...) ou avec des ressources renouvelables 
(photovoltaïque, éolienne ...). En plus des charges, les MRs contiennent des systèmes de 
stockage permettant d’assurer l’équilibre entre la production et la consommation. Le point de 
couplage commun (PCC) avec le réseau principal est en général unique. 




Figure I.3. Exemple de micro-réseaux reliés au réseau électrique 
Les réseaux électriques conventionnels alimentent les charges en Courant Alternatif (CA). Cela 
dit, dans la mesure où les sources renouvelables DC telles que de petites éoliennes ou des 
panneaux PV sont plus répandues dans les MRs, les MRs à Courant Continu (CC) peuvent être 
une alternative plus efficace et moins coûteuse, selon les situations. En effet, plusieurs 
dispositifs utilisés dans les MRs fonctionnent en CC basse tension : les systèmes de stockage 
(batteries, super-capacités), les piles à combustible, les panneaux PV, les sources d'énergie 
renouvelables à petite échelle (éoliennes, ...) et la grande majorité des charges. Cependant, en 
général, même si l'électricité est finalement délivrée à une charge en CC, les générateurs 
nécessitent des onduleurs/convertisseurs de puissance, car ils alimentent le réseau principal en 
CA. En plus de l'augmentation des coûts dus aux onduleurs, leur utilisation augmente les pertes 
de puissance. Les MRs à CC sont une bonne solution qui permet d’éviter ces désavantages. Un 
convertisseur bidirectionnel disposé entre le MR à CC et le réseau principal suffit à coupler les 
deux types de réseau.  
1.2.1.2 Structure d’un micro-réseau 
La structure d'un MR n'est pas toujours la même. Quoi qu'il en soit, comme indiqué ci-dessus, 
qu’il fonctionne en CC ou en CA, chaque MR comprend généralement trois types de 
composants : les générateurs distribués (GDs), les systèmes de stockage distribués et les 
charges. Les GDs forment le système de production de l'énergie. Le système de stockage 
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distribué emmagasine l'énergie lorsque la production dépasse la consommation et la fournit 
lorsque la consommation dépasse la production. La charge est le consommateur de puissance 
dans le MR [Kat 12]. La connexion électrique entre le MR et le réseau principal est faite au 
niveau du point de couplage commun (PCC) (Figure I.3). Le MR peut fonctionner soit en mode 
connecté au réseau principal, ou en mode isolé. 
1.2.1.3 Paramètres de base 
Les composants du MR appartiennent à l’une des trois catégories mentionnées ci-dessus : les 
sources d’énergie, les charges et les systèmes de stockage. D’un point de vue de la gestion de 
l’énergie dans le MR, chaque catégorie d’élément contient plusieurs paramètres qui le 
caractérisent [Cir 09]. 
a) Les sources 
Les sources d’énergie sont caractérisées par les paramètres suivants : 
La puissance : c'est la puissance nominale qu’un élément peut fournir au système 
exprimée en [W]. La puissance générée est supposée positive.  
Les conditions : pour la plupart des sources d'énergie renouvelables, la puissance 
disponible dépend des conditions météorologiques (la vitesse du vent, le rayonnement solaire, 
etc …). Ce paramètre doit être connu au préalable pour évaluer la disponibilité des sources 
utilisées. 
Le rendement : c'est le rapport entre la puissance de sortie et la puissance d'entrée de la 
source , généralement donné en % et évidemment inférieur ou égale à 100%. Le rendement peut 
dépendre de la puissance produite, et le point de puissance maximale peut être différent du point 
de rendement maximal. 
Le coût : c'est le coût de l'énergie produite. Ce coût est composé du coût d'achat, du coût 
de maintenance et du coût de fonctionnement. Le premier est le coût initial de l'achat et de 
l’installation du système de production. Le deuxième coût est très faible pour les panneaux PV 
et les petites éoliennes, et un peu plus élevé pour certaines sources telles que les piles à 
combustible. Enfin, le dernier coût est nul pour les éoliennes et les panneaux PV. Il varie pour 
d’autres types de GD. 
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b) Les charges 
Les charges sont caractérisées essentiellement par : 
La puissance : c'est la puissance nominale qu'une charge demande, en [W]. La puissance 
absorbée est supposée positive. 
La réversibilité : parfois certaines charges peuvent être actives dans le sens où elles 
peuvent fournir de l'énergie, une charge génère de l'énergie, par exemple pendant la phase de 
descente d'un ascenseur. 
La déconnectabilité : c’est la possibilité ou non de déconnecter la charge du réseau. En 
fait certaines charges dites « critiques » ne peuvent pas être déconnectées en aucun cas, et 
d’autres charges dites « non critiques » peuvent être déconnectées quand la production n’est 
pas suffisante pour fournir l’énergie à tous les consommateurs. 
c) Les systèmes de stockage 
La puissance est toujours un élément déterminant dans les différents composants d’un MR, pour 
les systèmes de stockage nous distinguons : 
La puissance de charge : c'est la puissance nominale que le système de stockage peut 
absorber pendant la phase de charge, exprimée en [W]. 
La puissance de décharge : c'est la puissance nominale que le système de stockage peut 
fournir au MR pendant la phase de décharge, exprimée en [W]. 
La capacité : c'est la quantité totale d'énergie que le système de stockage peut stocker en 
[Wh] (Watt-heure). 
L’état de charge (SOC) : c'est la quantité actuelle d’énergie stockée. Elle est 
habituellement donnée en pourcentage de la capacité. 
L’efficacité : c'est le rapport entre la quantité d'énergie fournie par le système de 
stockage au consommateur et l’énergie reçue par le système de stockage. 
1.2.2 Les problématiques associées à la gestion des micro-réseaux 
L'augmentation significative de l'intérêt pour les MRs a attiré l'attention des chercheurs sur les 
différents problèmes auxquels ils sont confrontés. Du point de vue de la gestion, l'objectif 
principal des MRs est d'assurer l’alimentation des charges en énergie électrique, tout en 
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garantissant la stabilité du MR (en fonctionnement îloté) ou participer à la stabilité du réseau 
principal (en fonctionnement connecté) et en réduisant les émissions environnementales et les 
coûts d'exploitation [Col 11]. Un autre objectif important est d'assurer un fonctionnement sain 
et sûr des MRs. En outre, compte tenu de la possibilité de connexion et de déconnexion entre 
le MR et le réseau principal, il est également important de s’intéresser au problème d’îlotage 
du MR et de la synchronisation avec le réseau principal lors de sa reconnexion. 
1.2.2.1 Optimisation de la gestion de l’énergie  
Dans la gestion de l’énergie dans les MRs (équivalent à la régulation secondaire ou tertiaire du 
réseau principal), l'objectif principal est de parvenir à un compromis optimal entre différentes 
contraintes ou paramètres tels que: le prix de l'électricité sur le marché, les coûts d'exploitation, 
les conditions météorologiques, la disponibilité du carburant, les émissions de gaz à effet de 
serre, etc. [Col 13]. L'optimisation de la gestion de l’énergie est importante dans l'exploitation 
des MRs. 
Deux modes de fonctionnement sont associés au MR : 
• le mode connecté au réseau : le MR échange de l'énergie avec le réseau principal (le 
réseau de niveau supérieur du MR). L'objectif de l'échange d'énergie est de maintenir 
l'équilibre énergétique entre l'offre et la demande dans le MR, 
• le mode îloté : dit aussi mode isolé, il n'y a pas d'échange d'énergie entre le MR et le 
réseau principal, car ils sont isolés électriquement [Kat 12], et cela est fréquent dans 
les zones isolées à faible consommation. 
La gestion de l’énergie dépend du mode de fonctionnement. 
a) Gestion de l’énergie pour un fonctionnement en mode îloté 
En mode îloté, le réseau principal n'est pas disponible. Selon [Log 10], Le maintien d'équilibre 
de puissances entre la production et la consommation dans un MR îloté à CA est assuré en 
exécutant deux tâches principales : le contrôle/la régulation de l'amplitude de tension et de la 
fréquence du MR. 
Étant donné que la production des GDs renouvelables n’est pas entièrement prévisible et est 
intermittente, les GDs, les charges et les systèmes de stockage distribués contrôlables sont 
chargés d'assurer le bilan énergétique, en fournissant la différence de puissance entre les GDs 
renouvelables et les charges locales. En cas d'excès de production, le système de gestion doit 
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stocker de l'énergie ou diminuer la puissance de sortie des GDs pour maintenir la fréquence et 
la tension du MR. En cas de demande excédentaire, la puissance disponible ne peut pas 
alimenter toutes les charges locales, le système de gestion doit donc solliciter les systèmes de 
stockage ou ne plus alimenter les charges non critiques [Col 11, Log 10]. 
b) Gestion de l’énergie pour un fonctionnement en mode connecté 
En mode connecté, il n'y a pas de déconnexion des charges non critiques car le manque de 
puissance n'est plus un problème. En effet, l’alimentation des charges en mode connecté est 
assurée grâce à l'échange de puissance avec le réseau principal. Quoi qu'il en soit, le système 
de gestion essaie généralement d’alimenter les charges locales (charges critiques et non 
critiques) par la puissance délivrée par la GD locale. Dans [Dim 05], les auteurs proposent une 
architecture simplifiée d’un SMA qui vise essentiellement à minimiser l’échange de puissance 
avec le réseau principal. Dans cet article, la priorité est donnée à la production locale : le SMA 
alimente les charges par la production locale des GDs, même si le coût d'achat d'énergie du 
réseau principal est plus faible que le coût de la production. En revanche, dans [Moh 14, Nag 
12, Log 2008, Tso 08], le coût de l'énergie produite et les prix du marché sont prioritaires pour 
le gestionnaire d’énergie du MR. 
La référence [Tso 08] propose le concept d'internet de l'énergie qui est un concept tiré de 
l’internet des objets IoE (« l’Internet of Everything »). L’IoE est un « réseau de réseaux » 
composé de nombreux éléments complémentaires ayant chacun sa propre spécificité. Le terme 
« internet des objets » est choisi pour mettre en évidence le fait que dans le futur quasiment tous 
les objets et infrastructures devraient se retrouver connectés à Internet. L’IoE est un réseau 
Intelligent capable d’ajuster la distribution des flux qui les traversent (énergie électrique, gaz 
eau), en fonction de la consommation effective et de l’état des infrastructures. Par conséquent, 
L'Internet de l'énergie est défini comme un vaste réseau qui fournit efficacement l'énergie à 
n'importe qui n'importe où. Un tel système devient décentralisé, fiable et efficace grâce à l'ère 
numérique. Dans ce concept, l'électricité est considérée comme étant une donnée à envoyer au 
MR. Comme indiqué dans [Tso 08], la limitation l’internet de l’énergie est liée à la limitation 
significative de la capacité de stockage d'énergie dans le réseau principal. 
Dans la gestion des MRs en mode connecté, certains articles tels que [Xin 11, Chu 13, Alv 12] 
incorporent des données environnementales dans le modèle mathématique utilisé dans 
l'optimisation de la gestion. Dans ces articles, les auteurs se concentrent sur la minimisation des 
émissions de CO2. Le facteur environnemental est généralement pris en compte dans la 
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littérature scientifique, bien que ce soit celui qui est le moins prioritaire dans les critères 
d'optimisation. Ce facteur est en général utilisé pour encourager l'utilisation de sources 
d'énergie renouvelables, qui sont non polluantes. 
1.2.2.2 Ilotage et synchronisation 
En plus des fonctions mentionnées ci-dessus, la détection d'îlotage et la synchronisation avec 
le réseau principal constituent également un défi dans la gestion et la conduite  des MRs.  
Le processus d'îlotage des MRs peut être la conséquence d'une déconnexion planifiée ou 
imprévue du réseau principal. Si les défauts à l’origine de la déconnexion n'ont pas pu être 
isolés ou résolus immédiatement, ou si des événements inhabituels se produisent, le MR doit 
être déconnecté. Ainsi, il fonctionne en mode îloté.  
A partir de là, c'est le rôle des GDs locaux de répondre à la demande d'électricité précédemment 
fournie par le réseau principal. Dans cette situation, dans les MRs à CA, deux variables doivent 
être maintenues dans des limites acceptables : la tension et la fréquence du MR, par le biais de 
l'équilibrage entre l'offre et la demande de puissance. La gestion de la puissance pendant la 
phase de transition du mode connecté au mode îloté nécessite une stratégie de contrôle 
soigneusement conçue [Kat 12], pour cela, des algorithmes de détection d'îlotage doivent être 
établis [Xi 10, Lla 11]. Dans [Ind 13], les auteurs ont montré que les stratégies de détection 
d'îlotage peuvent être classées en méthodes passives et actives. Les méthodes passives 
reconnaissent l'îlotage en détectant l'anomalie de tension au PCC, y compris la fréquence, le 
déphasage et les harmoniques, pour identifier l'îlotage [Wen 10]. Même si ces méthodes sont 
simples et n'ont pas d'impact sur le fonctionnement normal du système, elles ne sont pas 
toujours fiables. 
Pour améliorer la capacité de détection d'îlotage, des méthodes de détection d'îlotage actives 
sont plus pertinentes. Une méthode appropriée de détection d'îlotage active est utilisée dans 
[Ind 13]. Cette méthode est essentiellement basée sur deux actions : contrôler la tension au PCC 
et changer l'amplitude du courant injecté. En cas de défaillance du réseau, l'îlotage est détecté 
lorsque le changement de tension au PCC est supérieur à un seuil autorisé. Les méthodes de 
détection d'îlotage actives sont plus efficaces que les méthodes passives. Néanmoins, les 
algorithmes de ces méthodes doivent s’assurer que les perturbations causées n’introduisent pas 
de distorsion et n’affectent pas le passage à zéro du courant du convertisseur. 
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1.2.2.3 Sécurité du micro-réseau 
Il est important de s’intéresser à l’étude de la sureté de fonctionnement et de la fiabilité du MR, 
y compris le contrôle et l’opération de ses différents éléments, afin que les variables restent 
dans les limites de tolérance acceptables. Le problème de fiabilité est traité par deux types de 
méthodes : les méthodes préventives, basées sur les connaissances accumulées par l'expérience, 
et prédictives qui dépendent de l'acquisition et du traitement des données en temps réel. Les 
deux méthodes doivent permettre d'éviter l'apparition de problèmes potentiels. 
a) Auto-guérison et restauration 
Après une déconnexion, il est impératif d’obtenir une reconfiguration « post-défaillance » du 
MR afin d’atteindre un fonctionnement sûr et continu [Kha 11]. En général pour améliorer la 
sécurité des MRs, l'auto-guérison est la clé. Comme indiqué dans [Col 11], pour certains types 
d’événements imprévus ou défauts, le système doit être capable de les détecter et de reprendre 
son fonctionnement normal : c'est l'auto-guérison. Pour le système électrique, la définition de 
l'auto-guérison comprend trois étapes importantes : identifier rapidement les problèmes, 
minimiser les impacts négatifs des défaillances et rétablir rapidement le système dans un état 
de fonctionnement stable, si possible [Ami 05, Mos 06]. Certaines recherches traitent l'auto-
guérison comme étant un bloc unique [Kha 11]. Cependant, elle peut être divisée en deux 
étapes : l'étape de la réaction d'urgence et celle de la restauration [Col 11].  
La première étape commence par la détection de l’origine de la panne (détection + localisation 
+ origine). Ensuite, la réaction typique du MR est d’isoler la partie défaillante. Nous 
considérons ici les réactions d'urgence qui peuvent être automatiques ou prédéterminées. Le but 
de ces réactions est de placer le MR dans un état plus sûr et moins périlleux. Une fois que le 
MR a effectué la transition au-delà de la situation d'urgence initiale, l'étape de restauration peut 
commencer.  
Plusieurs reconfigurations peuvent avoir lieu pendant la restauration, pour améliorer l'état 
général du MR : délestage ou récupération, basculement des manipulations, démarrage ou arrêt 
de la génération de puissance, ou autres actions modifiant le point de consigne du système [Hon 
01]. 
L'étape réparatrice peut être la plus longue et la plus compliquée dans l'auto-guérison. Elle 
requière des décisions complexes. En fait, le problème de la restauration est considéré comme 
un problème typique d’optimisation à des contraintes non linéaires [Pen 10]. De nombreuses 
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recherches  se sont concentrées uniquement sur l’étape de restauration du MR [Kha 11, Pen 10, 
Nag 00]. Diverses approches sont proposées, et peuvent être réparties en 4 catégories : 
Programmation Mathématique (PM) [Nag 95], Systèmes Experts (SE) [Adi 92, Nag 95], 
heuristique [Sak 83, McD 99], et le « calcul souple » [Lee 98]. 
b) Fiabilité : diagnostic prédictif 
L'étude du diagnostic prédictif est le deuxième problème majeur concernant la sécurité et la 
sureté de fonctionnement des MRs. Le diagnostic prédictif permet d'améliorer significativement 
la sécurité des systèmes physiques en général et celle des MRs en particulier. Une définition du 
diagnostic prédictif, telle que présentée dans [Gui 95], est la suivante : « le diagnostic prédictif 
consiste à prévoir avec un intervalle de temps donné, l'apparition d'éventuelles failles dans le 
système lui-même avant qu'elles ne surviennent réellement ». La connaissance de toutes les 
conditions qui affectent le fonctionnement du système, lorsqu'elles sont appliquées de 
l'extérieur, est nécessaire pour réaliser des fonctions de diagnostic prédictif. Ces conditions 
contiennent : 
• des variables d'entrée : le système de diagnostic prédictif traite ces variables pour 
remplir ses fonctions et atteindre ainsi les objectifs pour lesquels il est conçu, 
• les paramètres du système : tous les attributs du système, dont les valeurs peuvent être 
définies par l'utilisateur ou l'opérateur, sont considérés comme des paramètres du 
système (par exemple, la position d'un commutateur), 
• les conditions environnementales : ce sont les conditions liées à l'environnement qui 
influencent le fonctionnement du système (exemple : irradiation pour les panneaux 
PV). 
Dans ce contexte, un diagnostic prédictif adapté est plus efficace si on utilise des techniques 
d’estimation ou d'observation d'état qui améliorent la fiabilité et l'efficacité des systèmes 
électriques [Muz 97, Bar 05]. Pour appliquer ces techniques, il est nécessaire d'identifier les 
différents états du MR qui représentent la situation de tous ses éléments. 
Il existe de nombreuses autres méthodes de diagnostic prédictif pour les MRs. Elles sont 
souvent basées sur des études répétitives avec l'application de divers scénarii de simulations 
afin de prédire l'erreur avant son apparition [Che 12]. 
Bien que la problématique de diagnostic soit importante, le problème le plus important 
concernant la fiabilité des MRs dans la littérature scientifique est celui de la restauration. 
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1.2.3 Les Systèmes Multi Agents (SMA) 
Après avoir présenté les principales caractéristiques et problématiques liées aux MRs, nous 
consacrerons cette section à la présentation de la technique que nous allons utiliser pour la 
gestion du MR à implémenter dans ce travail de recherche : les Systèmes Multi Agents (SMA). 
1.2.3.1 L’approche distribuée des Systèmes Multi Agents (SMA) 
La technique des Systèmes Multi-Agents (SMA) est issue de l’Intelligence Artificielle 
Distribuée (IAD) [Ger 99], une branche de l’Intelligence Artificielle (IA), qui se distingue des 
autres branches par deux concepts majeurs : 
• la gestion distribuée des problèmes : elle consiste à fractionner un problème en un 
ensemble de sous problèmes, dont chacun est traité par une entité distribuée, et à 
partager la connaissance du problème d’une manière qui permet de tirer une solution, 
• la technique SMA : c’est une approche décentralisée qui s’articule sur la modélisation 
des comportements intelligents des agents et sur la collaboration entre eux. 
En comparant avec l’IA qui modélise le comportement « intelligent » d’une seule unité, l’IAD 
se distingue par le fait qu’elle s’intéresse à modéliser plusieurs comportements intelligents qui 
proviennent de l’activité coopérative de plusieurs agents. Il s’agit donc d’implémenter un 
ensemble d’actions qui ont un intérêt commun. 
La technique SMA permet d’appréhender, de modéliser, de gérer, de simuler des systèmes 
complexes. Par définition un système complexe est un système composé d’un nombre important 
d’entités en interaction entre elles et avec d’autres constituants du monde extérieur. 
1.2.3.2 Définition d’un Système Multi-Agent (SMA) 
Bien qu’il n’y ait pas de définition unique pour un SAM dans la littérature, les chercheurs ont 
utilisé les mêmes concepts de base pour le définir. En fait, un SMA peut être défini comme 
étant un système constitué de plusieurs agents, qui interagissent entre eux dans un 
environnement [Fab 04, Jac 95]. Ces agents agissent sur le système avec différents buts et 
motivations. Pour interagir avec succès, ils devront avoir la capacité de coopérer, se coordonner, 
et négocier entre eux, à peu près comme les personnes le font. 
A ce stade, il est intéressant de présenter l’approche des voyelles d'Yves Demazeau, qui consiste 
à considérer que l’analyse, la conception, l’implémentation et l’évolution d’un système multi-
Etat de l’art sur la gestion de l’énergie dans les Micro-Réseaux  21 
 
 
agents peuvent être étudiés en fonction de quatre aspects radicaux : Agents, Environnement, 
Interaction et Organisation [Dem 95, Fab 04], qui peuvent être décrits comme suit : 
• Agents : structures internes des agents, 
• Environnement : le milieu dans lequel évoluent les agents, 
• Interaction : les moyens d’interaction des agents, 
• Organisation : les moyens utilisés pour structurer l’ensemble des entités. 
Ainsi Jacques Ferber a défini un SMA « S » comme étant [Jac 95] : 
• un ensemble « B » d'entités plongées dans un environnement « E » (« E » est 
caractérisé par l'ensemble des états de l'environnement « S »), 
• un ensemble « A » d'agents avec A ⊆ B, 
• un système d'action (opérations) permettant à des agents d'agir dans « E » (une 
opération est une fonction de S => S, 
• un système de communication entre Agents (envoi de messages, diffusion de 
signaux,… (« I » comme interaction), 
• une organisation « O » structurant l'ensemble des agents et définissant les fonctions 
remplies par les agents (notion de rôle et éventuellement de groupes, définis plus tard 
dans ce manuscrit), 
• éventuellement : une relation à des utilisateurs « U » qui agissent dans ce SMA via des 
agents interfaces U ⊆ A. 
1.2.3.3 Définition d’un agent 
a) Agent général 
A l’égard d’un SMA, la définition d’un agent n’est pas unique. Le terme « agent » est utilisé de 
manière très étendue dans plusieurs domaines. La notion d’un agent et d’un SMA sont illustrées 
par la Figure I.4. 




Figure I.4. Représentation d’un agent en interaction avec son environnement et les autres agents  [Jac 95] 
Yves Damazeau et Jörg P. Müller ont défini un agent comme étant « une entité qui évolue dans 
un environnement, qui est capable de percevoir cet environnement, qui est capable d’agir dans 
cet environnement, qui est capable de communiquer avec d’autres agents, et qui a un 
comportement autonome » [Dem 12]. 
Jacques Ferber, quant à lui, il a donné une définition qui reprend les mêmes concepts avec plus 
de détails [Jac 95]. Il a défini un agent comme étant « une entité physique (Hard) ou virtuelle 
(Soft) : 
A. qui est capable d’agir dans un environnement, 
B. qui peut communiquer directement avec d’autres agents, 
C. qui est mue par un ensemble de tendances (sous la forme d’objectifs individuels ou 
d’une fonction de satisfaction, voire de survie, qu’elle cherche à optimiser), 
D. qui possède des ressources propres, 
E. qui est capable de percevoir (mais de manière limitée) son environnement, 
F. qui ne dispose que d’une représentation partielle de cet environnement (et 
éventuellement aucune), 
G. qui possède des compétences et offre des services, 
H. qui peut éventuellement se reproduire, 
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I. dont le comportement tend à satisfaire ses objectifs, en tenant compte des ressources 
et des compétences dont elle dispose, et en fonction de sa perception, de ses 
représentations et des communications qu’elle reçoit ». 
En effet, un agent encapsule un état et un comportement. Ce comportement est autonome et 
est le résultat de ses communications, de ses perceptions et de ses représentations. L’autonomie 
est le point principal des agents, elle est définie par la capacité d’agir indépendamment, 
démontrant le contrôle de l’état interne. Pour pouvoir agir, un agent est donc doté d’un ensemble 
d’actions disponibles. Il doit choisir l’action appropriée pour chaque situation, ce qui implique 
que les actions ont des préconditions associées.  
Il convient de noter que dans la plupart des domaines, l’agent n’a pas le contrôle complet de 
son environnement. Son contrôle n’est que partiel, ce qui mène à deux affirmations : 
• les actions d’un agent peuvent échouer, 
• l’environnement dans lequel évolue l’agent est non déterministe. 
En se référant à la définition de Jacques Ferber, l’agent peut être une entité virtuelle ou physique 
[Jac 95]. L’entité virtuelle représente l’agent logiciel, et l’entité physique représente l’agent 
« purement situé » (ou agent physique). Chaque type de ces agents ne possède pas tous les 
points cités dans la définition de l’agent général. 
b) Agent logiciel 
Un agent logiciel ou agent purement communicant est défini par Jacques Ferber [Jac 95], 
comme étant «  une entité informatique qui : 
A. se trouve dans un système informatique ouvert (ensemble d’applications, de réseaux 
et de systèmes hétérogènes), 
B. peut communiquer avec d’autres agents, 
C. est mue par un ensemble d’objectifs propres, 
D. possède des ressources propres, 
E. ne dispose que d’une représentation partielle des autres agents, 
F. possède des compétences (services) qu’elle peut offrir aux autres agents, 
G. a un comportement tendant à satisfaire ses objectifs, en tenant compte des 
ressources et des compétences dont elle dispose et en fonction de ses 
représentations et des communications qu’elle reçoit ». 
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Un agent logiciel se différencie donc du concept de l’agent général par le fait que : 
• il ne possède pas de perception des autres agents (le point (E) n’existe plus), 
• ses tendances prennent l’aspect d’objectifs, 
• il n’agit pas dans un environnement, 
• son contexte d’évolution est naturellement celui des réseaux informatiques. 
L’émergence de ce paradigme de programmation dans le domaine du génie logiciel a donné 
lieu à l’élaboration de plusieurs outils de programmation et environnements de développement 
orientés-agents. Parmi ces outils, les plus populaires et pertinents sont : JADE, Zeus, MadKit, 
AgentBuilder, Jack, JAFMAS, AgentTool, DECAF, RMIT et Brainstorm / J [Gar 18]. 
c) Agent physique 
Un agent physique ou agent « purement situé » est défini par Jacques Ferber [Jac 95], comme 
étant « une entité physique ou informatique qui simule l’entité physique qui :  
A. se trouve située dans un environnement, 
B. est mue par une fonction de survie,  
C. possède des ressources propres, sous la forme d’´énergie et d’outils, 
D. est capable de percevoir (mais de manière limitée) son environnement, 
E. ne possède pratiquement aucune représentation de son environnement, 
F. possède des compétences, 
G. peut éventuellement se reproduire, 
H. a un comportement tendant à satisfaire sa fonction de survie, en tenant compte des 
ressources, des perceptions et des compétences dont elle dispose ». 
Les agents physiques sont donc au contraire des agents logiciels en ce qui concerne les capacités 
de représentations (qui sont pratiquement nulles) et le fait que les communications ne se 
réalisent pas directement, mais indirectement à travers des perceptions et de leurs actions dans 
l’environnement. 
Les agents physiques peuvent être simulés dans des plateformes orientées Agent, mais vu la 
possibilité qu’ils peuvent contenir des éléments physiques et agir sur des composants physiques 
une connexion entre le simulateur Multi Agent et un simulateur modélisant le phénomène 
physique est nécessaire. 
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1.2.3.4 Propriétés des agents 
Un agent, qu’il soit physique ou logiciel, est caractérisé par un ensemble de propriétés qui 
indiquent ses caractéristiques. D’après [Car 95, Fon 93, Goo 93], les propriétés les plus 
communes et les plus cités dans la littérature sont : 
• l’autonomie : un agent est capable de prendre des initiatives (capacité d’autodéfinition), 
d’exercer des contrôles sur ses actions et sur ses états (capacité d’autocontrôle), de 
percevoir les changements de son environnement et de décider quand il va agir, 
• la réactivité : un agent perçoit l’environnement dans lequel il se trouve et peut répondre 
aux changements qui s’y produisent (agir suite à des évènements extérieurs), 
• l’orienté-but (Goal-Oriented) : c’est la capacité d’un agent à décider de quelle manière 
satisfaire l’objectif qui lui est assigné. Nous parlons aussi de flexibilité dans le sens où 
les actions d’un agent ne sont pas entièrement préétablies et définies ; il est en effet 
capable de choisir ce qu’il va entreprendre et dans quel ordre, en fonction de 
l’environnement externe. Les agents peuvent recevoir des ordres (à travers l’échange 
des messages) de sources externes, mais chaque agent décide de donner suite ou non à 
ces ordres, 
• la proactivité : la capacité de l’agent à être en permanence actif, sans attendre à être 
provoqué par des évènements externes, 
• la communication : un agent est capable de s’engager dans des communications 
complexes avec d’autres agents ou d’autres entités appartenant à son environnement, 
• la coopération : un agent est capable d’établir et de maintenir des relations avec les 
autres agents ou entités afin d’accomplir ses tâches, 
• l’apprentissage et l’adaptabilité : l’agent doit être capable d’apprendre et de modifier 
son comportement suivant les expériences. L’agent apprentissage peut être aussi appelé 
agent adaptatif, 
• l’auto-déclenchement (self-starting) : contrairement aux composants de l’intelligence 
artificielle classique, et toujours selon l’environnement externe, un agent peut décider 
du moment précis pour entamer une action, 
• l’anthropomorphisme : certaines caractéristiques humaines peuvent se révéler utiles. 
Par exemple, la compréhension du langage naturel permet de spécifier les tâches à 
effectuer sans devoir apprendre un langage particulier pour spécifier des règles ou 
connaître une interface particulière à un agent. Cette propriété est liée aux agents 
logiciels, 
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• la mobilité : Cette propriété est liée aux agents logiciels. Un agent logiciel mobile est 
capable de se déplacer physiquement d’une machine à une autre et au travers de 
différentes architectures de systèmes et de plateformes pendant leur exécution. 
1.2.3.5 Intérêt de l’utilisation des SMA dans la gestion des micro-réseaux 
Le système électrique est considéré comme « l'un des plus grands et les plus complexes des 
objets fabriqués par l'homme » [Sha 03]. Par rapport au réseau électrique classique, les MRs 
sont caractérisés par leur taille variable, l'hétérogénéité de leurs éléments, leur adaptation à leur 
nature changeante et notamment par l’aspect distribué de la génération de l’énergie. Le choix 
des SMA pour le contrôle des MRs est pertinent [Cil 98] et est justifié par : 
• le nombre d'éléments qui ont un impact sur le comportement du MR est important : 
différents types de générateurs, de charges, de batteries et d'autres types d'entités et de 
composants qui ont leurs propres objectifs et modes d'interactions spécifiques. C'est 
pourquoi le comportement du MR ne peut pas être modélisé par les descriptions 
classiques seulement (comme par exemple les systèmes d'équations différentielles), 
• l'interaction entre les éléments est nécessaire. Deux types d'interactions sont nécessaires 
pour maintenir l'équilibre entre la production et la consommation : l'interaction directe 
(par la communication) et l'interaction indirecte (en consommant ou en convertissant 
l'énergie). Cependant, pour le fonctionnement d’une manière globale, le MR n'exige pas 
la connexion de tous les éléments. Par exemple, le MR doit pouvoir continuer à 
fonctionner lorsqu'une charge est déconnectée, même si cette déconnexion rend 
temporairement le réseau instable, 
• les interactions sont non linéaires, c'est-à-dire que les grands effets peuvent avoir de 
petites causes. De plus, les interactions de premier ordre peuvent influencer gravement 
le MR et les conséquences peuvent s’aggraver progressivement. Par exemple, une seule 
défaillance comme une panne de courant dans une ligne causée par la chute d’un arbre 
peut être la source d'une lacune d'électricité [Whi 03], 
• le MR interagit avec l'environnement, il est donc un système ouvert. Il peut avoir 
différents changements sur sa structure et sa taille. Les effets de ces changements 
influencent d'autres infrastructures telles que : les infrastructures de transport et d'eau. 
Dans ce contexte, les frontières entre le système et son environnement sont difficiles à 
déterminer, 
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• plusieurs états d'équilibre qui ne sont pas « naturels » doivent être maintenus dans le 
système : l'équilibre entre la production et la consommation est un exemple de ces états. 
C'est pourquoi, pour que le MR fonctionne, il a besoin de systèmes de gestion et 
conduite avancées. Le fait d’éteindre ces systèmes peut provoquer une instabilité 
immédiate, 
• les MRs ont un historique vu qu'ils évoluent avec le temps. Cette évolution n'inclut pas 
seulement l'accumulation de divers composants, mais aussi l'amélioration de leur 
architecture, par exemple l'ajout d’une anticipation des besoins futurs. Ainsi, le passé 
des MRs est, au moins partiellement, responsable de leur état actuel, 
• les éléments du MR ont une vue locale de leur environnement, et ils peuvent accéder à 
des informations limitées sur d'autres éléments et sur le comportement global du MR. 
Seuls les superviseurs du MR ont une vue globale du comportement macroscopique de 
celui-ci. 
 PREDICTIONS POUR LA GESTION DE L’ENERGIE DANS LES MICRO-
RESEAUX 
Nous avons indiqué dans l’introduction que le cas d’étude dans nos travaux de recherche est un 
voilier qui dispose d’un MR à CC à petite échelle. Bien que le voilier contienne d’autres sources 
d’énergie électriques (de petites éoliennes, un hydro-générateur, un système de récupération 
d'énergie), la source PV est celle qui a la puissance nominale la plus grande et celle qui produit 
le plus d’énergie en moyenne. C’est pourquoi nous nous intéressons ici, comme priorité d’une 
étude plus globale, à l’énergie produite par les panneaux PV. 
Le caractère intermittent des énergies renouvelables nécessite la prédiction de la puissance 
disponible dans le MR pour maintenir l'équilibre production-consommation de façon optimale. 
Pour pouvoir prédire la production PV nous sommes menés à prédire le rayonnement solaire 
direct. Ce paramètre météorologique peut changer au cours d'une journée suivant différents 
facteurs tels que les nuages filtrant les rayons du soleil, les conditions météorologiques, 
l'atmosphère polluée ou propre, etc. [Bou 07] 
La nécessité de la prévision du rayonnement solaire dans un voilier est liée à plusieurs facteurs : 
• le rayonnement solaire influence la production d'énergie photovoltaïque. En effet, ce 
rayonnement est une variable météorologique importante qui affecte la production de la 
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puissance PV. Pour une température fixe, la puissance PV augmente avec 
l'augmentation du rayonnement et vice-versa, 
• le rayonnement solaire est fortement influencé par la mobilité du voilier et les 
différentes caractéristiques du rayonnement solaire au cours de l'année, 
• comme indiqué précédemment, dans le projet qui consiste à fournir de l'électricité à un 
voilier de course en utilisant uniquement des sources renouvelables telles que des 
éoliennes, des panneaux PV, un hydro-générateur et un système de récupération 
d'énergie, l’énergie PV représente une part significative de la production totale 
d’énergie. Ainsi, la nature du système nécessite un haut niveau de précision et une prise 
en compte de plusieurs paramètres influant la production de l’éléctricité. 
Le rayonnement solaire reçu à la surface de la terre dépend non seulement de la position du 
soleil, mais aussi de l'état optique de l'atmosphère. Par conséquent, le modèle de rayonnement 
solaire comprend deux composantes : une composante déterministe et une composante 
statistique. La composante déterministe dépend uniquement de la distance entre le centre du 
soleil et le point de mesure. Elle est facilement identifiée par les lois de la mécanique céleste et 
de la physique énergétique [Iqb 83, Jak 10, Hoa 14, Duf 13, Equ 18, Ene 18, Cal 18, Heu 18, 
Ben 14, Ker 13, Yet 09]. Nous présenterons ultérieurement plus de détails sur les calculs 
nécessaires à la détérmination de la composante déterministe. La composante statistique dépend 
de différents facteurs : l'occurrence des nuages, le taux d'ozone, le taux d'humidité, etc. [Mel 
08, Voy 11, Ine 06]. Il est difficile d'identifier avec certitude la composante statistique en raison 
de la caractéristique probabiliste de ses différents sous-composants. De plus, le rayonnement 
solaire peut être considéré comme étant une série temporelle, ce qui signifie qu'il est possible 
d'ajuster le processus aléatoire et de prévoir les valeurs futures en utilisant des modèles 
mathématiques. Les séries temporelles du rayonnement solaire seront décomposées selon le 
terme de tendance et le terme aléatoire. Le terme de tendance est principalement influencé par 
la composante déterministe alors que le terme aléatoire reflète largement la composante 
statistique. 
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1.3.1 Définition d’une série temporelle 
Une série temporelle est définie comme étant une suite de mesures ou d’observations au cours 
du temps représentant un phénomène [Bou 98, Bou 08, Sim 07]. Dans notre étude, les 
observations sont : 
• les rayonnements solaires global et direct sur une surface horizontale, 
• la couverture nuageuse. 
En théorie, deux hypothèses importantes sont nécessaires pour une analyse plus précise : 
• l’intervalle de temps des observations est constant, 
• la méthode d’acquisition des signaux doit être la même durant le temps de 
l’observation/mesure. 
Cependant, le respect de ces hypothèses d’une manière stricte est généralement irréalisable. Il 
convient simplement de garantir la cohérence des mesures au cours du temps. Sinon, le modèle 
de prédiction n’étant qu’une représentation mathématique d’un phénomène, néanmoins il est 
très important d’essayer d’approximer au maximum possible les différents signaux sans une 
éventuelle modification des équipements et de la méthodologie d’acquisition. L’efficacité et la 
fiabilité des équipements est donc indispensable. En outre, la mise en conformité des séries 
temporelles brutes (issues de l’acquisition) est généralement obligatoire afin de prendre en 
considération d’éventuelles mises à jour, maintenances, pannes, etc. En utilisant le formalisme 
des séries temporelles dans la prédiction, nous devons noter que nous n’allons pas prédire la 
grandeur météorologique brute ou absolue, mais plutôt celle mesurée par un appareil physique. 
Il convient ainsi de faire converger, dans la mesure du possible, la mesure et la grandeur 
absolue. 
Pour utiliser le formalisme des séries temporelles il est obligatoire, au préalable, d’établir 
certaines définitions. Ainsi, la valeur courante en t de la série temporelle x est notée xt où t est 
le temps compris entre 1 et n, n étant le nombre total de mesures. Le nombre de valeurs à prédire 
de la série temporelle est noté k. La prédiction de la série temporelle de (n+1) à (n+k), 
connaissant l’historique de x1 à xn, porte le nom d’horizon de la prédiction (horizon 1,…, 
horizon k). En prenant un horizon 1, le modèle général de la prédiction peut être représenté par 
l’Equation I.1. 
𝑥𝑡+1 = 𝑓𝑛(𝑥𝑡 , 𝑥𝑡−1, … , 𝑥𝑡−𝑝+1) + ε(𝑡 + 1) (I.1) 
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où ε est l’erreur entre la valeur prédite et la valeur mesurée, fn est le modèle mathématique à 
estimer et t le paramètre de temps qui prend les (n-p) valeurs suivantes : n, n-1,…, p+1, p ; p 
étant le nombres d’échantillons considérés par le modèle, sous l’hypothèse que : n >> p. 
1.3.2 Prédiction des séries temporelles 
Pour pouvoir prédire les valeurs futures à partir de l’évolution antérieure d’une série temporelle, 
il est indispensable d’analyser et d’optimiser la modélisation de la série. D’une façon générale, 
cette étape est nommée « apprentissage du processus ». Les énigmes d’analyse de la série et de 
sa modélisation sont généralement le fond même du dilemme de la prédiction. A la fin de 
l’apprentissage, le modèle construit doit être capable de reproduire le plus fidèlement possible 
la dynamique de l’évolution propre à toute série temporelle. C’est la condition de pertinence de 
la prédiction.  
Il convient de noter que, comme nous allons le présenter ultérieurement, la construction du 
modèle et l’analyse de la dynamique d’évolution d’une série temporelle sont des étapes 
importantes à toute problématique de prédiction. Pour cela, les chercheurs ont proposé plusieurs 
modèles de prédiction. Ils se sont inspirés des études menées dans la finance et l’économétrie 
pour en dégager de nombreux modèles plus ou moins sophistiqués, et ils les ont repris dans le 
cadre d’autres thématiques, dont la prédiction de l’énergie électrique et des paramètres 
météorologiques comme le rayonnement solaire par modélisation des séries temporelles. Dans 
cette sous-section, la classification des approches de modélisation est brièvement présentée. Le 
but est de mieux situer le cadre général auquel appartient le modèle qui sera développé dans la 
dernière sous-section de ce chapitre et qui sera utilisé plus tard dans ce manuscrit (chapitre 3). 
Plusieurs modèles permettant de prédire des séries temporelles existent dans la littérature. Ils 
peuvent être classés en quatre grands groupes [Bro 06; Ham 94] : 
• les modèles de type «  naïf », ceux-ci sont des modèles indispensables pour la 
vérification de la pertinence des modèles complexes. Parmi les modèles naïfs nous 
pouvons citer la « persistance », la « moyenne » et les « k plus proches voisins », 
• les modèles à probabilités conditionnelles, ces modèles ne sont pas fréquemment 
utilisés dans la littérature, notamment dans le cas de la prédiction du rayonnement 
solaire. Nous pouvons citer les chaînes de Markov et les prédictions basées sur les 
inférences Bayésiennes, 
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• les modèles de référence, qui sont issus de la famille des modèles autorégressifs à 
moyenne mobile saisonniers, les « Seasonal AutoRegressive Integrated Moving 
Average » (SARIMA), 
• les modèles de type connexionnistes (réseau de neurones artificiels RNA) et plus 
particulièrement le perceptron multi couches (Multi Layer Perceptron MLP) qui est un 
type de Réseaux de Neurones Artificiels (RNA) à fort potentiel prédictif et le plus 
utilisé. Les RNA et les MLP seront décrits et détaillés à la fin du chapitre. 
Le nombre de modèles existants dans la littérature est beaucoup plus grand que celui évoqué 
ci-dessus. Dans la section suivante, nous décrirons certains travaux utilisant ces modèles pour 
la prédiction du rayonnement solaire, en insistant sur la technique des RNA. 
1.3.3 Prédiction du rayonnement solaire : état de l’art 
Plusieurs modèles de prédiction du rayonnement solaire existent dans la littérature. Ils diffèrent 
par les entrées disponibles, leur classification, l’horizon et la méthode de prédiction utilisée. 
Quatre horizons de prédiction peuvent être distingués [San 14] : 
• long terme, prédiction sur quelques jours, 
• moyen terme, prédiction journalière, 
• court terme, prédiction sur quelques heures, 
• très court terme, prédiction sur quelques minutes. 
Parmi les méthodes de prédiction utilisées dans la littérature, certaines sont basées sur des 
modèles linéaires tels que la régression linéaire (Linear Regression LR), la moyenne mobile 
autorégressive (Auto-Regressive Moving Average ARMA) et le processus autorégressif (Auto-
Regressive AR) [Zha 11, Wan 18]. Cependant, le comportement non linéaire du rayonnement 
solaire a suscité les chercheurs à proposer plusieurs autres modèles : celles basés sur le modèle 
numérique de météorologie, les ondelettes, les modèles flous, les systèmes d'inférence neuro-
flou adaptatifs (Adaptive Neural Fuzzy Inference Systems ANFIS), les forêts aléatoires 
(Random Forests RF), les k plus proches voisins (k-Nearest Neighbors kNN) ainsi que les 
Réseaux de Neurones Artificiels (RNA) [Wan 18, Voy 11, Moh 15, Ass 14, Cornaro]. 
Le modèle de la moyenne mobile autorégressive (Auto-Regressive Moving Average ARMA) 
est l'un des modèles de prédiction des séries temporelles les plus populaires. Le modèle ARMA 
est caractérisé par sa capacité à extraire des propriétés statistiques utiles et son efficacité dans 
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la prévision. Il utilise les informations contenues dans la série pour faire des prédictions. Le 
modèle ARMA est basé sur deux parties, l'autorégressive (AR) et la moyenne mobile (MA). 
Son efficacité a été prouvée dans [Hua 12] pour la prévision du rayonnement solaire à très court 
terme (une minute). 
Le modèle numérique de météorologie est une méthode de prévision basée essentiellement sur 
l'intégration numérique d'équations différentielles couplées qui décrivent la dynamique de 
l'atmosphère et les mécanismes de transport du rayonnement. Un des problèmes de cette 
méthode est la non-linéarité des équations utilisées [Cornaro]. 
Certaines recherches combinent des méthodes linéaires et non linéaires telles que celle 
proposées dans [Naz 16], où les auteurs effectuent la prédiction du rayonnement solaire à très 
court terme (une minute), en utilisant une méthode hybride basée sur les ondelettes, le modèle 
ARMA et le modèle Non linéaire Auto-Régressif avec entrées eXogènes (NARX). Dans [Naz 
16], les auteurs utilisent une seule entrée : les mesures antérieures du rayonnement solaire. 
Ainsi, la transformation en ondelettes est utilisée pour diviser les données historiques en séries 
adaptées pour la prévision. Les auteurs appliquent le concept ARMA en tant que modèle de 
prévision linéaire et le modèle NARX en tant qu'outil de reconnaissance de formes non 
linéaires, afin de réduire les erreurs de la prévision du modèle ondelettes-ARMA.  
Dans [Wan 18] également, seules les données historiques du rayonnement solaire sont utilisées 
et décomposées. Cette analyse est effectuée à travers la décomposition par moyennes locales 
(Local Mean Decomposition LMD) et la décomposition modale empirique (Empirical Mode 
Decomposition EMD). Un ensemble de sous-composants non-linéaires est ainsi obtenu. Dans 
[Wan 18], les auteurs ont combiné deux modèles non-linéaires de prédiction. Ils ont utilisé les 
machines à vecteurs supports à moindres carrés (Least Squares Support Vector Machine 
LSSVM) et les modèles de Volterra pour prédire respectivement les sous-composants haute 
fréquence et les sous-composants basse fréquence. Le résultat final est obtenu en superposant 
les résultats des deux sous-prédictions. 
Dans [Wei 17], quatre modèles d'apprentissage automatique ont été appliqués pour comparer 
les performances de chacun d’entre eux :  
• lesForêts aléatoires (Random Forests RF), 
• le RNA basé sur le Perceptron multicouche MLP, 
• la régression linéaire (Linear Regression LR), 
• la méthode des k plus proches voisins (k-Nearest Neighbors kNN). 
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L'objectif est de démontrer l'efficacité des modèles non linéaires pour la prévision à court terme 
(une heure) de deux séries temporelles : le rayonnement solaire sur une surface horizontale et 
celui reçu par des panneaux PV sur différentes surfaces inclinées. La prévision du rayonnement 
solaire est effectuée à l'aide de trois types de données : données météorologiques reçues au sol, 
données satellitaires de télédétection et calculs des paramètres identifiant la position du soleil 
(déclinaison, heure, zénith, angles d'élévation et d'azimut). 
La technique des RNA a prouvé ses performances pour la prédiction des séries temporelles 
[Voy 11 (1), Voy 11 (2), Moh 15, Ass 14, Cao 08, Mih 00]. Dans [Mih 00], le RNA est utilisé 
pour faire la prévision du rayonnement solaire à court terme (une heure) et est comparé au 
modèle autorégressif (AR). L'efficacité du réseau de neurones a été prouvée et justifiée par les 
auteurs. 
Dans [Voy 11 (1), Voy 11 (2), Moh 15, Ass 14, Cao 08], les auteurs ont effectué une prédiction 
du rayonnement solaire à moyen terme (une journée) en utilisant les RNA. Dans [Voy 11(2)], 
les auteurs utilisent les critères de corrélation pour déterminer les variables d’entrée endogènes 
et exogènes à prendre en compte. Quatre entrées endogènes sont prises pour le modèle du ciel 
clair du rayonnement solaire. A partir de plusieurs paramètres météorologiques, seuls trois sont 
considérés comme des facteurs exogènes : l'humidité relative, la durée d'ensoleillement et la 
couverture nuageuse. 
Selon la nature des données obtenues, les auteurs de [Moh 15] divisent les données 
différemment : d’une part les données statistiques et d’autre part les données de prévision. 
Ainsi, ils combinent :  
• plusieurs données statistiques comme le ratio de nuages calculé, la variation horaire 
maximale du rayonnement solaire, la variation quotidienne absolue du rayonnement 
solaire entre le jour (j) et le jour (j - 1), etc., 
• des données numériques de prévision météorologique qui contiennent la prévision du 
rayonnement cumulé avec un jour d’avance toutes les trois heures. 
Par conséquent, un ensemble de données hybrides est utilisé à l’entrée du RNA. 
Dans [Ass 14], les auteurs ne classent pas les données d'entrée. Ils conçoivent plutôt quatre 
réseaux de neurones avec quatre combinaisons d'entrées, pour analyser l’influence de plusieurs 
paramètres météorologiques sur les résultats de prédiction à moyen terme (une journée). Ils 
concluent que la meilleure performance est obtenue en utilisant les variables d’entrée 
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suivantes : le jour de l'année, le rayonnement solaire quotidien moyen au sommet de 
l'atmosphère, les heures d'ensoleillement maximales par jour, la température moyenne 
quotidienne de l'air, l'humidité relative moyenne quotidienne et la vitesse du vent. 
Dans d'autres recherches, la technique des RNA est combinée avec d'autres modèles non 
linéaires. Par exemple, dans [Cao 08], les auteurs proposent un modèle hybride fondé sur la 
combinaison du réseau d'ondelettes avec le RNA et la technique floue récurrente. La base 
d'ondelettes est implémentée comme fonction d'activation pour les neurones et la 
défuzzification est appliquée au vecteur d'entrée du RNA qui contient des données de la 
nébulosité. 
Dans [Ji. 11], un modèle hybride composé d’un modèle ARMA et d’un réseau de neurones à 
retard temporel (Time Delay Neural Network TDNN). Ce modèle est utilisé pour la prédiction 
du rayonnement solaire à court terme (une heure). Ce modèle hybride a le potentiel d'exploiter 
les avantages de ces deux techniques. Le modèle ARMA s'est avéré adapté au problème linéaire 
et le TDNN est efficace pour le problème non linéaire. Le rayonnement solaire contenant à la 
fois des caractéristiques linéaires et non linéaires, la précision de ce modèle hybride est assez 
satisfaisante. Cependant, ces différents modèles fonctionnent très bien quand le temps est clair, 
mais lorsque les conditions météorologiques sont mauvaises, la précision des modèles de 
prévision diminue. 
1.3.4 Les Réseaux de Neurones Artificiels (RNA) 
Au cours des dernières années, l'une des évolutions les plus marquantes des réseaux de neurones 
formels a été, pour les ingénieurs, l'abandon de la métaphore biologique au profit de fondements 
théoriques solides dans le domaine des statistiques. La raison qui a poussé les chercheurs vers 
cette voie est le cerveau humain, qui est la machine de traitement de l'information la plus 
sophistiquée que nous connaissions [Her 94]. Le cerveau adapte son comportement aux 
situations nouvelles, selon des processus d'adaptation rapides, automatiques (réflexe) et selon 
l'apprentissage reçu.  
L'objectif de cette section  est double : il s'agit tout d'abord de fournir une introduction aux 
lecteurs n'ayant pas une compréhension très claire de ce que sont les RN biologiques ou 
Artificiels (RNA). Nous étudions ensuite les motivations sous-jacentes à l'utilisation des RNA. 
Puis nous décrivons les bases des modèles de neurone et les différents modèles. 
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1.3.4.1 Du cerveau au réseau de neurones artificiel  
a) Le neurone biologique 
Le neurone est l’élément fonctionnel de base du système nerveux. De nombreuses variétés de 
neurones se trouvent à l’intérieur d’une même espèce, mais ils ont plusieurs points communs 
qui sont à la base du modèle de la cellule nerveuse (Figure I.5). 
 
Figure I.5. Neurone biologique 
 
Le cerveau humain contient entre 1010 et 1011 neurones qui sont reliés entre eux par 
l'intermédiaire d'axones et de dendrites [Her 94]. Ces filaments peuvent être considérés comme 
des conducteurs d’électricité qui peuvent en conséquence véhiculer des messages d’un neurone 
à un autre. Les dendrites reçoivent les informations au niveau de points de contact avec les 
autres neurones. Ces points de contact sont appelés synapses. L'information est ensuite 
acheminée vers le soma (appelé aussi corps cellulaire ou péricaryon). En plus de son rôle dans 
le métabolisme de la cellule, le soma recueille et concentre l'ensemble des informations reçues 
par les dendrites et en effectue une sommation dite « spatio-temporelle ». En fait, au niveau 
d’un neurone, il y une intégration des signaux reçus au cours du temps. En général, quand la 
somme dépasse un certain seuil, le neurone émet à son tour un signal électrique. Selon le type 
de synapse, l’activité d'un neurone peut renforcer ou diminuer l'activité des neurones 
« voisins ». Nous pouvons donc distinguer les synapses excitatrices et les synapses inhibitrices. 
b) Du neurone biologique au neurone artificiel 
Le neurone artificiel ou formel est une représentation déduite du fonctionnement du neurone 
biologique. Le soma est remplacé par une fonction non linéaire limitée ou fonction de saturation 
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appelée fonction d'activation. Les boutons synaptiques sont remplacés par les poids synaptiques 
qui pondèrent les neurones. Les excitations sont donc simulées par les poids synaptiques 
positifs, et les inhibitions par les poids synaptiques négatifs. 
Une propriété intéressante n’a pas été citée jusque-là : la plasticité du système nerveux qui 
recouvre la faculté d'évolution des cellules nerveuses et de leurs interconnexions [Her 94]. Cette 
propriété correspond à la notion d’apprentissage et de mémoire pour les neurones artificiels. 
c) Le neurone artificiel 
Le neurone artificiel est un processeur élémentaire. Il reçoit un nombre variable d'entrées xi en 
provenance de neurones appartenant à un niveau situé en amont. Un poids synaptique wi 
représentatif de la force de connexion est associé à chacune des entrées xi. Chaque neurone est 
doté d'une sortie ŷ  unique. Elle se ramifie ensuite pour alimenter un nombre variable de 
neurones appartenant à un niveau situé en aval, et un poids est associé à chaque connexion.  
La connaissance incluse dans un réseau de neurones est « mémorisée » dans les poids. Le 
neurone artificiel fait la somme pondérée des entrées, puis s'active suivant la valeur de cette 
sommation pondérée. Si cette somme dépasse un certain seuil, le neurone est activé et transmet 
une réponse dont la valeur est celle de son activation. Si le neurone n'est pas activé, il ne 
transmet rien. Le modèle du neurone artificiel est représenté dans la Figure I.6. 
 
Figure I.6. Modèle statique d'un neurone artificiel 
I étant le potentiel de neurone ayant j entrées et une sortie, il est exprimé par : 
𝐼 = 𝑥1 ∙ 𝑤1 + 𝑥2 ∙ 𝑤2 + ⋯ 𝑥𝑖 ∙ 𝑤𝑖 … + 𝑥𝑗 ∙ 𝑤𝑗 (I.2) 
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• La fonction d’activation 
La fonction d’activation permet au neurone d’être activé ou non, en fonction de son potentiel 
d’entrée. Elle est exprimée par : 
𝐼 = 𝐹(𝐼) (I.3) 
La fonction d’activation permet d’introduire la non-linéarité dans le réseau de neurones. Pour 
pouvoir appliquer certaines méthodes d’apprentissage, la fonction d’activation doit être dérivée 
pour lisser les calculs, et ce en phase d’apprentissage. C’est pour cela que la fonction à seuil de 
Heaviside est remplacée par la fonction d’activation sigmoïde.  
La fonction sigmoïde, la fonction tangente hyperbolique et les fonctions gaussiennes sont les 
plus utilisées. La fonction tangente hyperbolique qui produit des valeurs positives et négatives 
semble être plus rapide que les fonctions qui ne produisent que des valeurs positives comme la 
fonction sigmoïde, à cause des meilleures conditions numériques. Le choix de la fonction 
d’activation est lié à la nature du problème à traiter. Les fonctions à seuils par exemple sont 
utilisées pour reproduire les fonctions logiques et les fonctions radiales sont plutôt efficaces 
pour la classification. Quelques exemples de fonctions d’activation sont présentés dans la 
Figure I.7. 
 
Figure I.7. Exemples de fonctions d’activation. 
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•  Le biais 
Chaque neurone utilisé dans un réseau peut, selon la nature de l'application, être polarisé, c'est-
à-dire connecté à une valeur constante par l'une de ses entrées. Cette polarisation « b » est 
appelée offset ou biais. Le biais permet au neurone de translater son domaine d'activité et 
d'ajuster son seuil d'efficacité. L'effet de polarisation obtenu est indispensable si l'on veut 
exploiter correctement l'aptitude du réseau de neurones à reproduire n'importe quel 
comportement non linéaire [Pier 96]. Cependant les biais peuvent être appris comme les autres 
poids en leur affectant une entrée unitaire. Le neurone polarisé est désormais représenté par le 
schéma de la Figure I.8. 
 
Figure I.8. Schéma d’un neurone artificiel 
Dans la suite de ce manuscrit, le biais ne sera pas représenté pour simplifier les schémas. 
1.3.4.2 Organisation en réseaux 
Les réseaux de neurones artificiels sont un outil d'analyse statistique de données. Leur 
particularité est de dégager des relations entre des variables décrivant une situation « variables 
prédictives » et une ou plusieurs variables dites « prédites », par un mécanisme appelé 
« apprentissage ». Contrairement aux autres techniques statistiques, il n'est pas nécessaire de 
formuler des relations d'entrées/sorties. 
En jargon neuronal, les variables prédictives sont appelées « entrées du réseau », la ou les 
variables prédites sont appelées « sorties désirées du réseau » ou aussi « cibles ». Comme tous 
les réseaux connexionnistes, pour les définir, il y a trois éléments à fournir [Mil 93] : 
a. L’architecture : la façon de connecter les unités et les contraintes liant les poids, 
b. La dynamique : la manière de coupler les activités des unités entre elles, et de propager 
des signaux dans le réseau, 
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c. L’apprentissage : les règles permettant de déterminer les valeurs optimales des poids 
pour que le réseau accomplisse une certaine tâche. 
a) L’architecture 
Le neurone artificiel est relativement simple et dénué quand il est considéré seul. Ce sont les 
propriétés du réseau qui sont réellement remarquables. Il existe un certain nombre 
d'architectures de réseaux qui ont été développées depuis quelques années, et qui possèdent 
chacune des propriétés particulières. En effet, les réseaux de neurones ne sont pas forcément 
des « boîtes noires ». Bien au contraire, il est parfaitement possible, et même vivement 
recommandé, d'introduire dans le réseau, dès sa conception, toutes les connaissances physiques 
et mathématiques disponibles relatives au processus à modéliser ou à commander [Dre 98]. 
Nous pouvons classer les réseaux de neurones en deux grandes catégories, selon la dépendance 
de leur évolution en fonction explicite du temps : les réseaux statiques et les réseaux 
dynamiques. 
* Réseaux de neurones statiques 
Pour ce type de réseau, le paramètre temps n’est pas significatif, c'est-à-dire la modification de 
l’entrée n’entraîne qu’une modification stable de la sortie et n’entraîne pas de retour 
d’information vers cette entrée. Le nombre de possibilités de connexions de neurones pour 
former un réseau est infini. Nous ne présentons ici que les deux types de réseaux de neurones 
les plus fréquemment utilisés. 
* Réseaux complètement connectés   
L'organisation des neurones dans ce type de réseau imite celle des neurones du cortex cérébral. 
La Figure I.9 présente la structure du réseau complètement connecté. 
 




Figure I.9. Réseau complètement connecté 
* Réseaux complètement à couches  
Ce type de réseau est appelé MLP (Multi-Layer-Perceptron). C’est un réseau connexionniste 
ayant une architecture particulière et une règle d’apprentissage du type rétro propagation. 
Comme son nom l’indique, le MLP répartit les neurones en couches (au moins deux). Un 
neurone ne reçoit les signaux que des neurones « en amont » (couche immédiate précédente). 
Nous distinguons les unités de la première couche (entrée), de la dernière couche (sortie) et des 
couches intermédiaires (cachées). Le nombre de couches cachées est défini d’une manière 
heuristique. Il est évitable d’avoir des couches cachées moins larges (en nombre de neurones) 
que la couche d’entrée, de manière à ne pas compresser ni perdre d’informations [Pier 96]. La 
structure du réseau à couches est présentée dans la Figure I.10. 
 
Figure I.10. Réseau à couches 
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▪ Fonctions à base radiale   
Les réseaux qui utilisent des fonctions à base radiale (RBF), utilisés pour la première fois par 
Broomhead en 1988 [Jod 94], sont des cas particuliers des MLP. Ils jouent un rôle similaire, 
puisqu'ils peuvent approximer de façon arbitraire toute fonction non linéaire. Dans un réseau 
RBF, la structure est figée à deux couches : la première couche contient les paramètres des 
fonctions de base, et la deuxième effectue une combinaison linéaire des activations de ces 
fonctions [Pos 96, Bel 98]. Nous présentons dans la Figure I.11 la structure du RBF. 
 
Figure I.11. Réseau à fonction radiale 
Les poids de la première couche sont déterminés par des techniques non supervisées utilisant 
uniquement les vecteurs d'entrées. Les poids de la deuxième couche sont déterminés par des 
méthodes supervisées [Cic 93, Jod 94, Tow 99]. Si la position du centre du RBF est définie 
d'une manière non linéaire, alors le réseau peut utiliser le minimum de connexions (poids à 
calculer) [Riv 95]. 
L'utilisation de ces réseaux est souvent beaucoup moins économique et parcimonieuse (peu de 
poids) du point de vue du nombre de connexions, que celle des réseaux de neurones à sigmoïdes 
[Loo 97, Ama 95]. 
▪ Réseaux de neurones dynamiques 
Les réseaux de neurones dynamiques (dits aussi bouclés) contiennent des bouclages partiels ou 
totaux entre neurones et, donc, une évolution dépendante du temps entre les neurones. Ces 
réseaux sont utilisés pour la commande et la modélisation dynamique des processus non 
linéaires [Riv 95]. Tout réseau de neurones bouclé à temps discret d'ordre N peut être représenté 
par un réseau dont la dynamique est décrite par N équations aux différences couplées d'ordre 1, 
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mettant en jeu N variables d'états, et M entrées externes. La forme canonique du réseau bouclé 
est représentée dans la Figure I.12. 
 
Figure I.12. Forme canonique d’un réseau de neurones bouclé 
Ces réseaux ne sont pas d'origine biologique, et sont généralement utilisés comme mémoire 
associative (réseau d'Hopfield) ainsi que pour la résolution de problèmes d'optimisation. 
b) La dynamique 
La dynamique est imposée par le type de parcours des signaux de l'entrée vers la sortie, ce qu'on 
appelle propagation avant du signal dans le cas de la rétro-propagation du gradient. 
La rétro-propagation du gradient a été créée par la généralisation de la règle d'apprentissage de 
Widrow-Hoff à un réseau multicouche. L'algorithme de rétro-propagation de l'erreur est le 
modèle le plus « populaire » car il est efficace et simple à apprendre. Les réseaux de neurones 
appropriés à l'application de l'algorithme de rétro-propagation sont les réseaux multicouches à 
connexions totales qui ont les caractéristiques suivantes : 
• Il n'y a aucune connexion entre les neurones d'une même couche, 
• Les fonctions d'activation doivent être non linéaires et différentiables. 
c) L’apprentissage 
La capacité à apprendre est l'une des caractéristiques fondamentales de l'intelligence. Une 
définition précise de ce qu'est l'apprentissage est difficile à fournir. Dans le cadre des RNA,  un 
processus d'apprentissage consiste à modifier les poids de manière organisée en utilisant un 
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algorithme approprié. Pendant cette phase, un nombre spécifié d'entrées et leur sortie désirée 
(cible) sont introduites dans le réseau. Ensuite, les poids des connexions sont ajustés de sorte 
que le réseau de neurones produit une sortie proche des valeurs cibles. 
Pour que le RNA réussisse à réaliser le processus d'apprentissage, il est nécessaire de modéliser 
l'environnement dans lequel le RNA opère, c'est-à-dire qu'il faut savoir le type d'informations 
à fournir au réseau (les entrées et la sortie désirée). De plus, il faut comprendre comment le 
réseau ajuste les poids des connexions, c'est-à-dire quelles sont les règles d'apprentissage qui 
gouvernent cet ajustement, à savoir la règle de Hebb, d'Hopfield, de Kohonen, le recuit simulé, 
les algorithmes génétiques, et celle du gradient descendant, la seule règle utilisée dans ce travail. 
Un algorithme d'apprentissage est la procédure dans laquelle les règles d'apprentissage sont 
utilisées en vue de l'ajustement des poids.  
La capacité des RNA à apprendre automatiquement à partir d'exemples les rend extrêmement 
attractifs. Au lieu de suivre un ensemble de règles spécifiées par un expert humain, les RNA 
apprennent les règles sous-jacentes (telles que la relation entrée-sortie) à partir d'un exemple 
représentatif [Riv 96]. Nous présentons dans la Figure I.13 un exemple d'apprentissage du 
prédicteur associé à un processus mono-entrée/mono-sortie. 
 
Figure I.13. Principe d'apprentissage pour la modélisation d'un processus 
Nous pouvons considérer qu'il existe trois principales approches pour l'apprentissage : 
supervisé, non supervisé et hybride qui combine les notions de l’apprentissage dirigé et 
l’apprentissage semi-dirigé. 
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* Apprentissage supervisé 
Le principe est celui d'un processus de contrôle et de régulation classique : les entrées et la 
sortie désirée sont présentées au réseau, qui évalue l'erreur entre la sortie qu'il produit et la cible, 
puis calcule les poids synaptiques en amont, afin de minimiser une erreur. 
*  Apprentissage non-supervisé 
Dans le cas de l'apprentissage non-supervisé, aucune information sur la sortie désirée n'est 
fournie au réseau. Il doit donc explorer la structure sous-jacente des données ou les corrélations 
existantes entre ces données. Partant d'un état initial quelconque, le réseau se structure par lui-
même. Ces réseaux sont appelés « auto-organisateurs » ou « à apprentissage compétitif » [Nad 
93]. 
* Apprentissage hybride 
L'apprentissage hybride combine les deux approches citées précédemment, une partie des poids 
étant déterminée par un apprentissage supervisé et une autre à l'aide d'un apprentissage non 
supervisé. 
* Apprentissage dirigé 
Il est aussi appelé apprentissage non bouclé, apprentissage série ou en anglo-saxon « teacher-
forcing-training » [Con 00].  
Il s'applique à l'identification des prédicteurs non bouclés [Per 94]. Il consiste à couper les 
boucles du réseau dynamique et à réaliser l'apprentissage du réseau statique en utilisant le set 
d'apprentissage dont chaque élément est constitué : 
• des entrées externes : les entrées x(k) et les entrées d'état mesurés sur le processus Vp(k), 
• des sorties : les valeurs désirées y(k+1) et celles des sorties ŷ (k). 
Bien que le modèle soit bouclé, cet apprentissage est celui d'un réseau non bouclé. Le réseau 
apprend à calculer l'état et les sorties à l'instant (k+1) en fonction de l'état et les entrées à l'instant 
k. Cet apprentissage ne peut être réalisable si les valeurs désirées de l'état du système ne sont 
pas disponibles. La Figure I.14 présente le schéma d’un apprentissage dirigé pour un réseau 
bouclé. 




Figure I.14. Apprentissage dirigé d'un réseau bouclé avec des variables d'état mesurables  
L'apprentissage dirigé, même s'il est de bonne qualité, peut conduire à une performance 
médiocre ou même à une instabilité du modèle bouclé. Par conséquent, il est souvent nécessaire 
de continuer l'apprentissage en mode non dirigé (réseau bouclé). 
* Apprentissage non dirigé 
Il est connu aussi sous les noms d’apprentissage bouclé ou apprentissage parallèle. Il s'applique 
à l'identification des prédicteurs bouclés. Pendant cet apprentissage, le réseau est effectivement 
bouclé. Chaque élément de la séquence d'apprentissage est alors constitué : 
• des entrées : les entrées externes x(k) et les variables d'état calculés à l'instant précédent 
V(k) par le réseau, 
• des sorties : les sorties du système ŷ (k) et celles d'état V(k+1). 
L'algorithme de l’apprentissage non dirigé est représenté par le schéma de la Figure I.15. 




Figure I.15. Apprentissage semi-dirigé d'un réseau bouclé avec des variables d'état mesurables 
1.3.4.3 Propriétés fondamentales des réseaux de neurones  
Une des propriétés fondamentales des réseaux de neurones est l'approximation parcimonieuse. 
Cette propriété traduit deux notions distinctes qui sont présentées si dessous. 
a) Approximateurs universels 
L’approximation universelle a été démontrée par CYBENKO et FUNAHACHI en 1989 [Dre 
98, Mon 99]. Elle est énoncée de la façon suivante : 
« Toute fonction bornée suffisamment régulière peut être approchée uniformément, avec une 
précision arbitraire, dans un domaine fini de l'espace des variables, par un réseau de neurones 
comportant une couche de neurones cachés en nombre fini, possédant tous la même fonction 
d'activation, et un neurone de sortie linéaire ». 
Cette propriété prend un sens différent s'il s'agit d'un réseau bouclé. La définition de 
l'approximation d'un système dynamique par un réseau de neurones bouclé n'est pas globale, 
mais restreinte à un domaine des espaces d'état d'entrée, sur un intervalle de temps fini [Riv 
95]. Un tel approximateur peut ne pas refléter des caractéristiques fondamentales du processus 
qu'il est censé approcher, sa stabilité par exemple. 
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b) La parcimonie 
Cette propriété rend les réseaux de neurones plus attractifs. En effet, lorsque l'on veut modéliser 
un processus à partir des données, on cherche toujours à obtenir les résultats les plus 
satisfaisants possibles avec un nombre minimal de paramètres ajustables. Dans cette optique, 
en 1994, HORNIK a montré que [Mon 99] : 
« Si le résultat de l'approximation (c'est-à-dire la sortie du réseau de neurones) est une fonction 
non linéaire des paramètres ajustables, elle est plus parcimonieuse que si elle est fonction 
linéaire de ces paramètres. De plus, pour les réseaux de neurones à fonction d'activation 
sigmoïdale, l'erreur commise dans l'approximation varie comme l'inverse du nombre de 
neurones cachés et elle est indépendante du nombre de variables des fonctions à approcher. 
Par conséquent, pour une précision donnée, donc pour un nombre de neurones caché donné, 
le nombre de paramètres du réseau est proportionnel au nombre de variables de la fonction à 
approcher ». 
1.3.4.4 La rétro-propagation du gradient 
a) La méthode du gradient 
Cette technique est à la base des méthodes d'optimisation ou de programmation non linéaire 
[Kab 97]. Elle présente l'intérêt d'être simple à mettre en œuvre et permet de diminuer le critère 
à minimiser lorsque le point initial est situé loin du point recherché. Le gradient consiste à 
descendre sur la surface d'erreur, pas à pas, dans le sens opposé à celui du gradient, par 
modification des paramètres (algorithme itératif). Cependant, à l'approche du minimum, la 
convergence ralentit car le vecteur gradient tend vers le vecteur nul [Fai 97]. Cela provient aussi 
du fait que l'on n'utilise que des informations de premier ordre. 
b) Principe de la rétro-propagation du gradient 
La variation des poids est proportionnelle à la contribution de l'erreur de sortie dans chaque 
couche. Pour modifier ces poids, cette erreur est minimisée en utilisant la méthode du gradient. 
Cependant, si cette méthode est directement applicable pour ajuster les poids de la dernière 
couche, elle ne l'est pas pour ceux de la couche cachée dont les sorties désirées sont inconnues. 
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Le principe est donc d'exprimer l'erreur à la sortie de chaque neurone de la couche cachée à 
partir de l'erreur de la dernière couche, seule erreur directement accessible [Her 94]. 
Le terme « rétro-propagation du gradient » provient de la façon de calcul du gradient pour un 
réseau non linéaire à couches. En effet, la rétro-propagation se fait de la couche de sortie vers 
la couche d'entrée, dans le sens opposé de celui de la transmission d’information. Le point de 
départ est le calcul de la différence entre la sortie effective et celle du réseau. L'erreur résultante 
est utilisée pour modifier les poids d'une façon proportionnelle, c'est à dire que chaque poids 
est diminué ou augmenté de la même proportion que sa contribution à l'erreur. Il faut alors que 
tous les éléments impliqués à savoir la sortie désirée, la sortie réelle et l'entrée pour chaque 
neurone, seraient présents ensembles. Le calcul de l'erreur pour la couche de sortie ne pose pas 
de problème.  Pour les couches cachées, la sortie désirée est difficile à calculer. La question qui 
se pose est de savoir comment déterminer cette erreur pour un neurone sans connaître sa sortie 
désirée. Pour résoudre ce problème, l'idée n'est pas inspirée des modèles biologiques. Le 
traitement consiste en trois étapes : 
• propagation avant : calcul de la sortie totale de chaque neurone puis estimation de 
l'erreur globale. Cette étape est appelée  « relaxation du réseau » [Dav 90], 
• calcul de l'erreur : calcul de la participation de chaque neurone dans l'erreur globale, 
• propagation arrière : modification des poids pour diminuer cette erreur.  
c) La normalisation 
Les entrées et les sorties d'un réseau de neurones doivent être normalisées pour éviter une 
dispersion élevée entre les erreurs et les poids lors de l'apprentissage.  
1.3.4.5 Mesure des performances 
a) Répartition de la base de données 
La valeur de la fonction coût d'un réseau de neurones sur un set d'apprentissage n'est pas 
suffisante pour estimer le degré de confiance que l'on peut lui accorder. Pour cela, la base de 
données doit être fractionnée en deux sous-ensembles : la séquence d’apprentissage, utilisée 
pour estimer les paramètres du réseau, et la séquence de tests, utilisée pour estimer la 
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performance du réseau. Ces deux ensembles doivent donc explorer le même domaine de 
fonctionnement du réseau (espace des entrées et des sorties). 
b) Choix du nombre de neurones 
Si le nombre d'échantillons de la séquence d'apprentissage est très faible, le réseau s'adaptera 
trop bien aux valeurs d'apprentissage au point de ne plus avoir de valeur prédictive, et donc la 
performance sur le test sera très faible. Pour assurer une bonne modélisation et éviter tout risque 
d'apprentissage par cœur, il est recommandé d'avoir au moins 10 fois plus de valeurs que de 
connexions. Cette condition est souvent satisfaisante en classification, il est donc nécessaire 
d'éviter de travailler avec des réseaux surdimensionnés. 
Dans la couche cachée, chaque neurone supplémentaire permet de prendre en compte des profils 
spécifiques des neurones d'entrée. Un nombre plus important permet donc de mieux coller aux 
données présentées mais diminue la capacité de généralisation du réseau. Il n'existe pas de 
règles générales mais des règles empiriques. Pour sélectionner le nombre de neurones cachés 
optimal, l'évolution de l'erreur quadratique moyenne de l'apprentissage (EQMA) et de l'erreur 
quadratique moyenne de test (EQMT) doivent être observées en même temps. 
Plusieurs chercheurs se sont intéressés au choix du nombre de neurones dans la couche cachée. 
Certains commencent l'apprentissage du réseau de neurones avec un nombre de neurones assez 
grand et éliminent au fur et à mesure ceux ayant un effet négligeable sur le réseau. Une autre 
approche consiste à apprendre avec un nombre réduit de neurones dans la couche cachée, et dès 
que l'erreur se trouve dans un minimum local ou dans un plateau, le nombre de neurones de la 
couche cachée est augmenté. Certains chercheurs ont même opté à rajouter une autre couche 
cachée mais ceci peut, dans certains cas, entraîner une dégradation de la capacité de 
généralisation du réseau de neurones [Cic 93]. 
c) Insuffisance de la règle d’apprentissage 
Nous avons utilisé dans notre travail la règle d'apprentissage la plus répandue, qui est la rétro-
propagation du gradient et qui a donné de bons résultats. En revanche, rien ne garantit que la 
règle d'apprentissage soit capable de tirer profit du plein potentiel du réseau. 
d) Principe de la validation croisée 
Cette procédure est appelée « Early stopping » dans la littérature anglo-saxonne. Il s'agit de 
travailler simultanément sur une base d'apprentissage et une base de test (appelée aussi base de 
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généralisation). Plus le réseau apprend la base d'apprentissage plus l'EQMA diminue, puisque 
les algorithmes utilisés imposent une décroissance de l'erreur. L'EQMT diminue dans un 
premier temps jusqu'à une certaine itération Kopt. Pour des itérations supérieures à cette valeur, 
l'EQMA diminue et l'EQMT augmente, les facultés de généralisation diminuent (sur 
ajustement). Il est donc souhaitable d’arrêter l’apprentissage à l’itération Kopt [Pos 96] et ne 
garder que les poids et les biais correspondants à une EQMT minimale (Figure I.16). 
 
Figure I.16. Principe de la validation croisée 
 CONCLUSION 
Ce chapitre est un état de l’art des deux grandes problématiques abordées dans cette thèse : la 
gestion de l’énergie dans les MRs et la prédiction du rayonnement solaire. 
Nous avons consacré la première partie de ce chapitre à la gestion de l’énergie dans les MRs. 
Après avoir défini leur concept, nous avons exposé les différentes problématiques qui leurs sont 
liées en présentant les techniques utilisées dans la littérature. Cela avait comme but de pouvoir 
choisir la technique la plus adéquate pour la gestion du MR implémenté dans ce travail. Vu 
l’aspect décentralisé du MR et la grande variation des conditions de son fonctionnement pour 
notre cas, nous avons choisi d’utiliser la techniques des SMA, dont nous avons présenté les 
définitions et les caractéristiques importantes dans ce chapitre. 
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Dans la deuxième partie de ce chapitre nous nous sommes intéressés à la prédiction, une étape 
nécessaire qui doit précéder la gestion d’énergie dans les MRs. Vu l’intermittence de la 
production PV qui constitue une partie principale de la production du MR implémenté, nous 
nous sommes focalisé sur la prédiction du rayonnement solaire, variable météorologique 
responsable de la production PV. Un état de l’art de ce qui a était fait dans la littérature a montré 
que la prédiction d’une série temporelle en général, et du rayonnement solaire en particulier 
requiert l’utilisation des techniques non linéaires. L’aspect statistique du rayonnement solaire 
et l’absence des informations suffisantes menant à sa modélisation nous a incités à opter vers 
une technique utilisant un modèle « boite noire », dotée d’une bonne capacité d’apprentissage : 
les RNA. Pour cela dans le dernier paragraphe de ce chapitre, nous avons développé les 
caractéristiques des différents modèles des RNA en mettant l’accent sur les principaux 
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Une bonne gestion de l’énergie dans le MR nécessite l’estimation ou la prédiction préalable de 
la production et de la consommation. Vu le caractère intermittent des sources renouvelables, 
nous leurs avons accordé plus d’intérêt au niveau de leur prédiction. Ainsi, nous avons consacré 
ce chapitre à la prédiction du rayonnement solaire.  
La nécessité de la prédiction du rayonnement solaire est reliée à plusieurs facteurs. D’une part, 
le rayonnement solaire a une influence significative sur la production PV. D’autre part, dans le 
cas de notre travail, le rayonnement solaire est grandement influencé par la mobilité du voilier 
et variabilités du rayonnement solaire au cours de l’année. En outre, il convient de noter que 
notre travail fait partie d'un projet qui consiste à fournir de l'électricité à un voilier de course en 
utilisant uniquement des sources renouvelables telles que des éoliennes, des panneaux 
photovoltaïques, un hydro-générateur et un système de récupération d'énergie. Ainsi, la nature 
du projet nécessite un haut niveau d'exactitude. 
Ce chapitre est divisé en deux parties. Dans la première partie nous définirons le modèle du 
rayonnement solaire direct. En étudiant la provenance et les transformations que subit le 
rayonnement solaire pour atteindre la surface terrestre, nous la décomposerons en une 
composante déterministe et une composante statistique [Bat 00, Reh 99]. Dans un premier 
temps, nous présenterons les paramètres nécessaires pour identifier la composante déterministe, 
en effectuant une étude comparative des paramètres ayant plus d’une expression dans la 
littérature [Iqb 83]. Dans un deuxième temps, nous expliquerons les phénomènes se produisant 
à l’entrée du rayonnement solaire dans l’atmosphère qui ont un aspect statistique, et nous 
proposerons un modèle de la littérature à utiliser pour exprimer le rayonnement solaire direct 
reçu sur une surface terrestre horizontale [Agu 88, Mat 12, Lef 13]. Dans la dernière sous-
section de la première partie, nous définirons l’effet photovoltaïque en décrivant la génération 
de l’énergie électrique à partir du rayonnement solaire et en justifiant le choix de prédire le 
rayonnement solaire direct par la présentation de la sensibilité spectrale des cellules 
photovoltaïques. 
Dans la deuxième partie de ce chapitre nous exposerons nos travaux sur la prédiction du 
rayonnement solaire direct sur une surface horizontale à moyen terme (une journée). Nous 
commencerons par déterminer les caractéristiques du modèle de RNA que nous utiliserons : le 
modèle Non linéaire Auto-Régressif avec entrées eXogènes (NARX). Nous présenterons 
ensuite la base de données utilisée et les critères d’évaluation. La nébulosité étant considérée 
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l’entrée représentant la composante statistique du RNA dans notre travail, nous la présenterons 
en expliquant les différentes interpolations que nous avons appliquées sur l’ensemble de 
données initial de cette variable pour construire notre base de données. Par la suite nous 
présenterons les résultats obtenus en exposant le choix de la structure de la base de données et 
celui de la structure des RNA les plus adéquates Le dernier paragraphe de ce chapitre est 
consacré à présenter le traitement de données réalisé qui permettra d’appliquer la phase 
d’apprentissage du RNA dans le voilier pendant la navigation. 
 MODELISATION DU RAYONNEMENT SOLAIRE DIRECT 
Le rayonnement solaire reçu sur une surface terrestre ne dépend pas seulement de la position 
du soleil par rapport à la terre, mais aussi de l’état optique de l’atmosphère [Bat 00, Reh 99]. 
C’est pour cela que le modèle du rayonnement solaire direct peut être considéré comme étant 
la combinaison de deux composantes de natures différentes. La première est déterministe et la 
deuxième est statistique. La composante déterministe ne dépend que de la position du centre du 
soleil par rapport au point de mesure. Elle est calculée en appliquant les lois de physique 
énergétique et de mécanique céleste, que nous présentons plus en détails ultérieurement [Iqb 
83, Jak 10, Hoa 14, Duf 13, Equ 18, Ene 18, Cal 18, Heu 18, Ben 14, Ker 13, Yet 09]. La 
composante statistique dépend de différents facteurs tel que la nébulosité, le taux d’humidité, 
le taux d’ozone, etc. [Hay 78, Ine 06, Bir 81 (1) et (2), Mel 08]. Son identification est difficile 
vu l’aspect probabiliste des variables dont elle dépend. Par conséquent, nous ne considèrerons 
dans nos travaux que la composante statistique qui présente l’élément qui influence le plus le 
rayonnement : la nébulosité. 
2.2.1 La composante déterministe du rayonnement solaire  
Dans ce paragraphe nous présentons le calcul de la composante déterministe du rayonnement 
solaire direct. Nous donnons les différents paramètres qui interviennent dans le calcul du 
rayonnement ainsi que leurs définitions et les équations présentées dans la littérature. 
2.2.1.1 Calcul des paramètres géométriques 
Avant de présenter le rayonnement solaire direct par un modèle sophistiqué, il est approprié de 
définir les paramètres géométriques décrivant la position du soleil dans un point de la terre à un 
moment donné. Pour ce faire, deux systèmes de coordonnées sont utilisés : le système de 
coordonnées équatoriales horaires et le système de coordonnées locales horizontales. Le 
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système de coordonnées équatoriales horaires permet de définir la position du centre du soleil 
par rapport au centre de la terre. La localisation du soleil sur ce système est définie par deux 
coordonnées : la déclinaison solaire δ et l’angle horaire ϖ. Le système de coordonnées locales 
horizontales permet de définir la position du centre du soleil par rapport au point de mesure. Le 
soleil est localisé sur ce système par sa hauteur α et l’angle de l’azimut ψ. 
Cette section est consacrée à la définition de tous les paramètres géométriques nécessaires pour 
calculer le rayonnement solaire direct sur une surface horizontale [Ali 10, Eph 18, Inf 2018, 
Tem 18, Ast 18, Cox 02, Gui 16, Oum 09, Dan 08, Cha 78, Sle 13, Atm 18]. Etant donné que 
la littérature contient plus qu’une expression pour quelques paramètres, une étude comparative 
a été effectuée dans le but de choisir les équations les plus adéquates pour trois paramètres : la 
déclinaison solaire δ, l’équation du temps E et le facteur de correction de la distance terre-soleil 
KD. Les choix finaux ont été déterminés par la comparaison des formules de la littérature avec 
les calculs de l’Institut de Mécanique Céleste et de Calcul des Éphémérides (IMCCE) et la 
validation du résultat final avec le « National Aeronautics and Space Administration » (NASA). 
a) La déclinaison solaire  
La déclinaison solaire δ est l’angle formé par le plan de l’équateur et la direction terre-soleil 
(Figure II.1). Elle est exprimée en degré. 
 
Figure II.1. Coordonnées équatoriales horaires : Déclinaison solaire δ et angle horaire ϖ 
A l’équinoxe du printemps (vers le 20 Mars) et à celui de l’automne (vers le 22 Septembre) la 
direction terre-soleil étant incluse dans le plan de l’équateur, la déclinaison solaire est donc 
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nulle. Du fait de la rotation orbitale, la direction terre-soleil est dirigée vers le sud de l’équateur 
entre l’équinoxe de l’automne et celui du printemps. Pendant cette période la déclinaison solaire 
est négative. Entre l’équinoxe du printemps et celui de l’automne, la direction terre-soleil étant 
dirigée vers le nord de l’équateur, la déclinaison solaire est donc positive. Au solstice d’été 
(vers le 21 Juin) la déclinaison atteint son maximum, et au solstice d’hiver (vers le 21 
Décembre) elle atteint son minimum. La déclinaison solaire varie au cours de l’année entre -
23.43° et 23.43°. Son allure est exprimée par plusieurs modèles présentés dans ce qui suit. Elle 
est approximée par Cooper (1969) comme suit [Ali 10] : 




où, J est le rang du jour de l’année courante (1 pour le 1er Janvier). 
En se basant sur les calculs du bureau des longitudes pour la période 2013-2023 à IMCCE, 
l’erreur moyenne de l’équation (II.1) est comprise dans l’intervalle [-1,4°; +0,5°]. 
L’expression proposée par Chr. Perrin de Brichambaut est la suivante [Chr 78] : 




En utilisant l’équation (2), l’erreur moyenne, comparée aux calculs de l’IMCCE, appartient à 
l’intervalle [-1,9° ; 0,5°]. 
Les équations (II.1) et (II.2) sont généralement utilisées pour des calculs énergétiques qui ne 
demandent pas autant de précision. 
Une étude a montré que pour avoir plus de précision, deux autres expressions peuvent être 
utilisées en ajustant les données sur les calculs de l’IMCCE [Eph 18]. La première expression 
est la suivante : 
𝛿 = 0.38 + 23.26 × sin (
2𝜋𝑁
365.24
− 1.395) + 0.375 × sin (
4𝜋𝑁
365.24
− 1.47) (II.3) 
Le paramètre 365.24 (en jours) est l’approximation de l’année. N est le rang du jour qui 
commence le 1er Janvier 2013. 
La deuxième équation implique plus de paramètres géométriques. Elle est définie comme suit 
[Inf 2018, Tem 18, Ast 18, Cox 02] : 
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sin(𝛿) = 0.397744 × sin (𝐿) (II.4) 
L est la longitude vraie, ou longitude écliptique du soleil en degré. Son expression est la 
suivante : 
𝐿 = 280.4665 + 𝐶 + 0.98564736 × 𝑁 (II.5) 










𝑒2 × sin(2𝑀𝑎) +
13
12
𝑒3 × sin(3𝑀𝑎)] (II.6) 
e=0.1671, est l’excentricité de l’éclipse. Elle exprime l'écart de forme entre l'orbite et le cercle 
parfait dont l'excentricité est nulle, et elle varie de 0 à 1. 
Ma est l’anomalie moyenne. Elle est utilisée dans le but de prendre en compte l’influence de 
l’ellipticité de la trajectoire de la terre autour du soleil. En effet, en considérant que la terre se 
déplace sur un cercle C’, Ma est définie comme étant l’angle parcouru sur C’ par la terre par 
rapport à une position de référence. Ma est exprimée ainsi : 
𝑀𝑎 = 357.5291 + 0.98560028 × 𝑁 (II.7) 
Pour valider les Equations (II.3) et (II.4), leurs erreurs moyennes, respectivement nommées 
Erreur 1 et Erreur 2, sont calculées en se basant sur les calculs de l’IMCCE. Elles sont 
représentées dans la Figure II.2. Les deux erreurs ne dépassent pas 0.3475°. La valeur moyenne 
de l’Erreur 1 est égale à 0.1514° et celle de l’Erreur 2 est égale à 0.2270 pour l’année 2016. 
Donc l’équation considérée dans nos travaux est l’Equation (II.3). 




Figure II.2. Comparaison de la variation de δ pour les Equations (II.3) et (II.4) 
b) L’équation du temps 
La rotation sidérale de la terre a une période d’environ 23 h 56 min 04 s (=23.9344h), il s’agit 
du jour sidéral, mais le temps mis pour que le soleil revienne au plan méridien local a une 
moyenne de 24 heures, c’est le jour solaire. En effet, quand la terre tourne autour d’elle-même, 
elle se déplace de son orbite d’environ (360/365.25=0.986°). Pour une rotation de 360.986° il 
faut donc (360/365.25*23.9344=24.00) heures.  
En outre, la vitesse orbitale de la terre n’est pas constante, elle est plus accélérée en s’approchant 
du soleil. De plus, l’axe de rotation de la terre est incliné par rapport à la normale au plan de la 
trajectoire.  
L’angle, supérieur à 360°, que la terre assure pour le retour du soleil au plan méridien local 
n’est pas constant au cours de l’année, et varie d’une moyenne annuelle approximative de 1°. 
De ce fait, un écart temporel périodique existe entre le temps solaire et le temps moyen. Cet 
écart décrit l’équation du temps E, définie comme étant l’avance du temps moyen par rapport 
au temps solaire en minutes. 
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D’après [Hoa 14], E dépend d’une part de l’excentricité de l’orbite et d’autre part de 
l’inclinaison de l’axe de rotation de la terre. C’est l’origine de la formule qui additionne trois 
fonctions sinusoïdales, et qui donne l’équation du temps pour une terre non perturbée : 






L’erreur annuelle moyenne de cette équation est de 25 s, et son erreur maximale est supérieure 
à 1 minute. Pour plus de précision, les astronomes de l’IMCCE ont obtenu une équation qui 
prend en compte les perturbations planétaires pour la période 1900-2100, et qui contient douze 
termes sinusoïdaux et deux termes pseudopériodiques [Gui 16]. Deux équations simplifiées et 
ajustées sur l’équation complète de l’IMCCE sont valables pour la période 2013-2023 [Hoa 
14]. La première équation est la suivante : 
𝐸 = 7.36 × sin (
2𝜋𝑁
365.242
− 0.071) + 9.92 × sin (
4𝜋𝑁
365.242




+ 0.256) (II.10) 
La deuxième équation est basée sur l’équation du centre C et l’influence de l’obliquité R [Equ 
18, Cal 18]. Elle est exprimée par : 
𝐸 = (𝐶 + 𝑅) × 4 (II.11) 
où R est l’influence de l’obliquité en degré. 
En effet, le plan de l’écliptique et le plan de l’équateur céleste ne sont pas confondus et forment 
un angle égal à l’inclinaison de la terre, soit ε = 23.43°. Par conséquent, les angles azimutaux 
repérant le soleil dans chacun de ces deux plans (qui sont la longitude écliptique ou longitude 
vraie et l’ascension droite respectivement) ne sont pas égaux. La différence entre ces deux 
angles représente l’écart entre la position réelle du soleil et sa position moyenne qui est définie 
comme étant la position que le soleil aurait si l’axe de la terre n’était pas incliné. Cet écart est 




× (−𝑦2 × sin (2 × 𝐿) +
𝑦4
2
× sin (4 × 𝐿) −
𝑦6
3
× sin (6 × 𝐿)) (II.12) 
avec y=tan(ε/2). 
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Pour valider les deux Equations (II.10) et (II.11), les valeurs de leurs erreurs moyennes, 
respectivement Erreur 1 et Erreur 2, pour l’année 2016, sont tracées en se basant sur les calculs 
de l’IMCCE dans la Figue II.3. La valeur maximale de l’erreur 1 est égale à 14.77 s et sa valeur 
moyenne est égale à 8.16 s, alors que la valeur maximale de l’erreur 2 est égale à 5.598 s et que 
sa valeur moyenne est égale à 2.532s. Par conséquent, l’équation retenue dans nos travaux est 
l’Equation (II.11). 
 
Figure II.3. Comparaison de la variation de E pour les Equations (II.10) et (II.11) 
c) Temps local et temps solaire 
Le temps local est le temps indiqué par nos montres. Il est lié à un fuseau horaire de référence. 
Chaque territoire est associé à l’un des 24 fuseaux horaires selon les considérations 
géographiques et politiques du pays. Le fuseau 0 correspond à l’espace situé entre 7.5° Est et 
7.5° Ouest de part et d’autre du méridien Origine, appelé méridien de Greenwich (et passant 
par cette ville). En pratique, le fuseau horaire de quelques pays n’est pas lié au méridien 
géographique le plus proche pour des raisons économiques et politiques (cas de l’Espagne par 
exemple). 
Dans un point de mesure bien défini, nous pouvons être situé entre 7.5 Est +1/2 heure et 7.5 
Ouest -1/2 heure de part et d’autre du méridien central le plus proche. Cette différence horaire 
est prise en compte par le terme de correction géographique Lon/15, où Lon est la longitude du 
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lieu (voir Figure II.4). En fait, le terme Lon/15 exprime l’avance ou le retard horaire entre le 
méridien local et le méridien central du fuseau horaire (avance de 4 minutes pour chaque degré 
de longitude vers l’Est, et retard de 4 minutes pour chaque degré de latitude vers l’Ouest). 
 
Figure II.4. Localisation d’un point sur Terre : longitude Lon et latitude 𝝋 
Finalement, le temps solaire, ou temps vrai, est déduit du temps local par l’équation suivante : 







TCF est le temps local et cc est la différence horaire par rapport à GMT. Ils sont exprimés en 
seconde (s). 
Le signe de Lon/15 est considéré négatif à l’Est de Greenwich et positif à l’Ouest. 
d) L’angle horaire 
L’angle horaire ϖ est la deuxième cordonnée équatoriale horaire. Il est défini comme étant 
l’angle composé par le plan méridien local et le plan méridien du centre de soleil. Il est pris 
positif vers l’Ouest à partir du méridien local (Figure II.1). Le moment où le soleil atteint la 
position la plus élevée dans le ciel est appelé midi solaire. A ce moment ϖ est égale à zéro. 
Avant, le midi solaire ϖ est négatif et après il est positif. L’angle horaire est défini comme suit 
[Hoa 14] : 
𝜛 = 15 × (𝑇𝑆 − 12) (II.14) 
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e) La hauteur du soleil 
La hauteur du soleil α, ou son complémentaire, l’angle du zénith solaire θz, avec θz=90°-α, est 
la première coordonnée locale horizontale. α est l’angle formé par la direction point de mesure-
centre du soleil et l’horizontale de l’observateur (Figure II.5). La hauteur du soleil varie entre -
90° et 90° et est définie comme suit : 
sin (𝛼) = sin (𝛿) × sin (𝜑) + cos (𝛿) × cos (𝜑) × cos (𝜛) (II.15) 
où 𝜑 est la latitude en degré (Figure II.4). 
 
Figure II.5. Coordonnées locales horizontales : la hauteur du soleil α et l’angle de l’azimut ψ 
L’angle du zénith solaire θz est défini comme étant l’angle formé par la direction point de 
mesure-centre du soleil et la verticale de l’observateur (Figure II.5). 
f) L’angle de l’azimut 
L’angle de l’azimut ψ est la deuxième coordonnée locale horizontale. Il est composé par la 
projection de la direction point de mesure-centre du soleil et la direction Sud. ψ varie entre -
180° et 180°. Il est considéré positif dans la direction de l’Ouest et est défini comme suit : 








cos (𝛿)×cos (𝜛)×sin (𝜑)−sin (𝛿)×cos (𝜑)
cos (𝛼)
 (II.17) 
2.2.1.2 Le rayonnement solaire au sommet de l’atmosphère  
Du fait qu’il n’a pas encore traversé l’atmosphère, le rayonnement solaire, noté G0, est une 








)2 est le facteur de correction de distance Terre-soleil, et Esc est la constante solaire. 
En effet, Esc représente la quantité d’énergie solaire que devrait recevoir une surface de 1 m
2 
distante du soleil de 1 UA (Unité Astronomique, utilisée pour les distances dans le système 
solaire, valant environ 150 millions de kilomètres) et située orthogonalement par rapport aux 
rayons du soleil, en l’absence de l’atmosphère. Pour la terre, il s’agit de la densité du flux 
énergétique au sommet de l’atmosphère. La valeur de Esc a été modifiée au cours des années en 
fonction de l’accroissement de la précision des instruments de mesure astronomiques. La 
dernière valeur admise en 2016 est de 1367 W.m-2, avec une incertitude de 0.15% due à 
l’activité solaire [Oum 09]. 
Le facteur de correction de distance Terre-soleil (
𝑅𝑚
𝑅(𝐽)
)2est noté aussi KD. Rm est la distance 
moyenne Terre-soleil et R(J) est la distance moyenne Terre-soleil pour le jour J. 
En partant du fait que la déclinaison solaire et la distance Terre-soleil sont liées, KD peut être 
approximé comme suit [Cha78] : 







L’erreur relative sur KD en utilisant l’Equation (II.19) est inférieure à 1%. Les auteurs [Cha 78] 
ont également présenté une autre expression dont l’erreur relative est inférieure à 0.15%, soit : 




Dans [Dan 08], les auteurs ont présenté KD par une autre équation qui permet d’atteindre une 
erreur d’environ 0.2 %° : 
𝐾𝐷 = 1 − 0.034 × cos (
2𝜋𝐽
365
)  (II.21) 
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Une autre expression présentée dans [Sle 13] permet de déterminer KD : 




Nous avons calculé KD et son erreur moyenne pour l’année 2016 en utilisant les équations 
(II.22) et (II.23). L’erreur sur KD en utilisant l’Equation (II.22) est tracée dans la Figure II.6 
(Erreur 1). Elle ne dépasse pas 0.11%. 
Toutefois, la somme d’une constante et une fonction sinusoïdale ne peuvent pas approximer KD 
parfaitement. En effet, en s’appuyant sur le calcul de la distance Terre-soleil, KD peut être 
approché en résolvant les équations de l’orbite. D’après les données de l’IMCCE, une formule 
a été validée pour la période 2013-2023. Elle est décrite par : 
𝐾𝐷 = 1.000138 + 0.03341 cos [
2𝜋𝑁
365.2422




1.474] + 0.000062𝑠𝑖𝑛 [
12.37×2𝜋𝑁
365.2422
+ 2.2] (II.23) 
L’erreur de l’Equation (II.23) est tracée dans la Figure II.6 (Erreur2), et ne dépasse pas 0.046%. 
Par conséquent, l’Equation (II.23) est considérée pour l’approximation de KD dans cette thèse. 
 
Figure II.6. Comparaison de la variation de KD pour les Equations (II.22) et (II.23) 
En utilisant les équations adoptées pour la déclinaison solaire, l’équation du temps et le facteur 
de correction de distance Terre-soleil, G0 (Equation II.18) est validée avec les données de la 
NASA [Atm 18]. L’erreur relative moyenne obtenue en calculant G0 pour l’année 2016 est 
égale à 0.13%, quand la localisation est Biarritz-France. 
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2.2.2 La modélisation du rayonnement solaire sur la surface terrestre 
Dans ce paragraphe nous présentons les modèles trouvés dans la littérature qui permettent de 
calculer le rayonnement solaire ainsi que les phénomènes reliés à l’atmosphère et la diffusion 
du rayonnement. 
2.2.2.1 L’entrée du rayonnement solaire dans l’atmosphère  
Le rayonnement solaire hors atmosphère (appelé aussi rayonnement extraterrestre) possède une 
seule composante du fait de la faible diffusion des photons pendant leur parcours entre le soleil 
et le sommet de l’atmosphère. Une fois dans l’atmosphère cette règle n’est plus appliquée : le 
rayonnement solaire se disperse, il se fragmente alors en deux composantes, la composante 
directe et la composante diffuse. La composante directe est liée aux photons n’ayant pas interagi 
avec les particules de l’atmosphère, et la composante diffuse est liée à ceux ayant interagi au 
moins une fois. 
 
Figure II.7. Franchissement du rayonnement solaire dans l’atmosphère : Diffusion et absorption    [Lio 02] 
En effet le rayonnement traversant un milieu homogène est atténué par son interaction avec les 
particules de la matière composant le milieu traversé. Cette atténuation est expliquée par deux 
effets : la diffusion et l’absorption (Figure II.7). La diffusion est due aux phénomènes de 
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diffraction, de réfraction et de réflexion (Figure II.8). Selon la longueur d’onde du rayonnement, 
l’absorption provoque la dissociation des molécules (cas du rayonnement ultraviolet), la 
transition d’électrons entre les niveaux d’énergie correspondant aux configurations 
électroniques (domaine visible) et la transition vibrationnelle et rotationnelle des molécules ou 
atomes (infrarouge ou micro-ondes) [Lio 02]. 
 
Figure II.8. Interaction Rayonnement-Matière [Jac 00] 
L’atmosphère peut être considérée comme étant une couche concentrique contenant un 
ensemble hétérogène de particules en suspension [Mol 98, Mon 08, Not 06 (1) et (2)]. A 
l’exception de quelques constituants provenant des activités humaines ou naturelles locales, la 
composition globale de l’atmosphère est presque la même en tout point du globe (~80% de 
diazote et ~20% de dioxygène). L’intensité de l’absorption du rayonnement solaire par le gaz 
ne dépend pas seulement de la quantité des molécules dans l’atmosphère, mais aussi de leur 
absorption spécifique liée à leurs natures intrinsèques. Les profils verticaux de l’atmosphère 
montrent que 99% de sa masse est contenue dans les 70 premiers kilomètres au-dessus de la 
surface terrestre. Les principaux constituants de l’atmosphère sont d’origine nuageuse. Les 
nuages sont des accumulations de gouttelettes d'eau ou de cristaux de glace (1 à 100 microns 
de diamètre) en suspension dans l’atmosphère qui se condensent autour de particules 
microscopiques (1 µm à 100 µm de diamètre) appelées noyaux de condensation qui peuvent 
être de provenances diverses et de différentes natures (cristaux de sel marin, cristaux de sable, 
suies volcaniques, pollens, particules de poussière, produits polluants, etc.). Les nuages 
recouvrent en permanence près de 70% de la surface terrestre et jouent un rôle majeur dans le 
bilan radiatif terrestre du système Terre-atmosphère. Les aérosols y sont aussi présents. Un 
aérosol atmosphérique est une suspension de particules solides ou liquides dans l’atmosphère, 
autres que les gouttelettes d'eau et les cristaux de glace (qui constituent primordialement un 
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nuage). Les aérosols sont de dimensions comprises entre quelques fractions de nanomètres et 
une centaine de nanomètres. Ils sont de provenances naturelles (embruns marins, poussières 
désertiques, cendres volcaniques) et humaines (condensation de composants gazeux, fumées 
industrielles, particules issues de la combustion des substances fossiles, de feux agricoles ou de 
la déforestation). Par conséquent, les aérosols ont des propriétés diverses dans le temps, dans 
l’espace et en fonction des conditions météorologiques. L’interaction entre le rayonnement 
solaire et l’atmosphère est principalement influencée par les éléments qui viennent d’être 
présentés, à savoir : les nuages, les aérosols et les gaz atmosphériques (Tableau II.1). Il est à 
noter que concernant les rayons ultraviolets, l’ozone (O3) est leurs principale source 
d’interaction (absorption). Comme indiqué dans la Figure II.9, en moyenne, environ un tiers du 
rayonnement est réfléchi vers l’espace par les nuages et le sol ou rétrodiffusé par les éléments 
de l’atmosphère (26% + 4% =30%). La surface terrestre n’absorbe approximativement que la 
moitié du rayonnement incident.  
Tableau II.1. L’interaction entre le rayonnement solaire et les constituants de l’atmosphère, λ0 étant la 
longueur d’onde du rayonnement et ‘a’ un paramètre d’ajustement en fonction de la nature des aérosols [San 
03] 
Elément Diffusion Absorption 
Ozone ~0 
Très forte pour λ0<0.3 
µm 
Gaz (autre que 
l’ozone) 
Forte et croit en λ0
-4 Faible 
Vapeur d’eau ~0 Forte pour λ0>0.65 µm 
Aérosols Croit en λ0 
a avec 0<a<4 Faible 
Nuages Forte et dépend de λ0 Faible 
 




Figure II.9. L’interaction entre le rayonnement solaire et l’atmosphère, et le rayonnement solaire et la 
surface terrestre [Voy 11 (1)] 
Il existe de nombreux modèles qui se sont intéressés à la modélisation du parcours des photons 
du soleil jusqu’à la surface terrestre. Dans la section suivante, nous présentons le modèle utilisé 
dans cette étude. 
2.2.2.2 Le modèle ciel clair  
Avant de modéliser le rayonnement solaire traversant un ciel « normal », il est intéressant de 
réussir à le modéliser quand la couverture nuageuse du ciel est négligée. Ce concept est appelé 
la modélisation « ciel clair » [Agu 88, Mat 12, Lef 13]. Une bonne estimation du rayonnement 
solaire par ciel clair permet de pouvoir obtenir de bons résultats en l’absence des nuages, 
notamment en été [Ine 90, Ine 06]. En fait, Le concept ciel clair prend en compte l’effet des 
aérosols et des gaz atmosphériques mais pas de la couverture nuageuse. En revenant à ce qui a 
été expliqué dans le paragraphe précédent, le modèle ciel clair permet de quantifier la 
composante déterministe du rayonnement solaire. Le développement de ce concept a 
commencé vers la fin des années 1970 avec le premier modèle empirique de Bird et Hulstrom 
[Bir 81] qui a exprimé la transmittance du ciel clair pour différents processus d’atténuation dans 
l’atmosphère, et a conclu la modélisation du rayonnement solaire direct et diffuse sur une 
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surface horizontale. De nombreux modèles sont venus compléter le modèle de Bird et Hulstrom 
pendant les années qui ont suivi. Nous pouvons citer, par exemple, le modèle de Kasten [Kas 
96], le modèle de Molineaux [Mol 98] et le modèle SOLIS de Mueller [Mue 04]. Le modèle 
SOLIS est utilisé pour modéliser le rayonnement solaire direct dans cette étude. En effet, ce 
modèle est issu du projet européen Héliosat-3 de l’Université de l’Oldenburg et a prouvé sa 
performance en le comparant avec des mesures faites en Europe [Ine 06, Ine 90]. Le modèle 
simplifié SOLIS est une approximation des équations de transfert radiatif (Radiative Transfer 
Model, RTM) basées sur des relations de type Lambert-Beer [Ine 08]. Ces équations permettent 
de modéliser le rayonnement direct monochromatique (à une seule longueur d’onde) sur une 
surface normale au niveau du sol, présenté dans l’Equation (II.24). 
𝐺𝑀𝑜𝑛𝑜 = 𝐺0 × exp (−𝑀. 𝜏) (II.24) 
M est le facteur optique de la masse sans unité, et τ est la profondeur optique variant de 0 à 1 
(elle vaut 1 si le milieu traversé est complètement transparent et 0 s’il est complètement 
opaque). 
Dans le cas réel, le rayonnement solaire est un mélange de photons de longueurs d’onde 
différentes. Le rayonnement direct est donc polychromatique. L’Equation (II.24) n’est donc 
plus valable et est remplacée par l’Equation (II.25). b est un paramètre d’ajustement [Mue 04, 
Ine 08]. 




Pour prendre en compte les diffusions dans l’atmosphère, Mueller [Mue 04] a montré que ce 
modèle d’atténuation peut aussi être utilisé dans le cas du rayonnement diffus et global 
horizontal (Equation (II.26) et (II.27) respectivement) à condition d’appliquer quelques 
ajustements sur l’Equation (25). 
𝐺𝑑𝑖𝑓 = 𝐺0





′ × 𝑒𝑥𝑝 (−
𝜏𝑔
𝑠𝑖𝑛𝑔(𝛼)
) × sin (𝛼) (II.27) 
d et g sont des paramètres d’ajustement [Mue 04, Ine 08] et 𝐺0
′  est la modification du 
rayonnement extraterrestre pour l’adapter au interactions avec l’atmosphère. 𝐺0
′  est exprimée 
ainsi : 
𝐺0
′ = 𝐺0 × (0.12. 𝑤
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où w est la colonne de vapeur d’eau, aod est la profondeur optique concernant les aérosols et 
les radiations de 700 nm de longueur d’onde, p est la pression du lieu considéré et p0 est la 
pression au niveau de la mer. 
2.2.3 Effet photovoltaïque 
2.2.3.1 Génération de l’énergie électrique à partir du rayonnemen t solaire 
Le rayonnement solaire est induit par un apport d’énergie à la surface terrestre. Cette énergie 
surfacique peut être convertie en énergie électrique par l’effet photovoltaïque. Il s’agit d’un 
phénomène physique qui consiste à exposer certains matériaux spécifiques (appelés semi-
conducteurs) à la lumière pour produire de l’électricité. Ces semi-conducteurs constituent les 
éléments de base des cellules photovoltaïques. En effet, ces dernières sont réalisées en associant 
deux matériaux semi-conducteurs de types différents [Mat 09], l’un est dopé N et l’autre est 
dopé P, comme le montre la Figure II.10. De nombreuses technologies de cellules 
photovoltaïques existent. Les plus fréquentes sont celles en Silicium cristallin et les couches 
minces [Mat 09]. 
 
Figure II.10. L’effet photovoltaïque [Eff 18] 
Quand un photon de lumière, d’énergie suffisante, heurte un atome de la surface du matériau 
photovoltaïque, il excite un électron et l’arrache de sa structure moléculaire, créant ainsi une 
paire « électron-trou ». Les électrons et les trous sont de charges de signes opposés, et c’est  
cette opposition qui génère une différence de potentiel électrique. C’est l’effet photovoltaïque. 
L’association de deux types de matériaux pour la création de la jonction permet de récupérer 
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les charges avant la recombinaison des électrons dans le matériau (redevenu alors neutre). La 
présence de la jonction PN permet ainsi le maintien d’une circulation d’un courant électrique 
continu jusqu’à ses bornes. Ce courant est alors recueilli par des fils métalliques très fins 
connectés les uns aux autres et acheminé à la cellule suivante. Le courant s’additionne en 
passant d’une cellule à l’autre jusqu’aux bornes de connexion du panneau, et il peut ensuite 
s’additionner à celui des autres panneaux raccordés en « champs ». 
2.2.3.2 Sensibilité spectrale des cellules photovoltaïques 
La réponse spectrale est l’une des caractéristiques électriques principales de la cellule 
photovoltaïque. Elle permet de définir la capacité de la cellule à produire un photo-courant à 
partir du rayon incident, en fonction de la longueur d’onde. En effet, la cellule photovoltaïque 
n’est pas capable d’absorber la totalité du rayonnement reçu du soleil. Elle n’est sensible qu’à 
une portion du rayonnement solaire, et cette sensibilité diffère d’une technologie à une autre. 
La Figure II.11 représente les réponses spectrales d’une cellule au silicium amorphe et d’une 
cellule au silicium cristallin, comparées à celle de l’œil humain. L’étalement de la sensibilité 
du silicium cristallin sur des longueurs d’ondes allant de 300 à 1200 nm montre sa performance 
et explique sa domination sur le marché. 
 
Figure II.11. Les réponses spectrales d’une cellule au silicium amorphe et d’une cellule au silicium cristallin, 
comparées à celle de l’œil humain [Eff 18] 
En se référant à la Figure II.12, deux observations peuvent être faites. La première est que le 
rayonnement diffus a un étendu spectral faible et placé dans la zone de faible sensibilité du 
silicium cristallin et que le spectre du rayonnement direct peut être représentatif de celui du 
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rayonnement global. La deuxième observation est que la sensibilité du silicium cristallin est 
bien adaptée à l’absorption du rayonnement direct, ce qui rend négligeable l’apport énergétique 
du rayonnement diffus. Pour ces deux observations, et en prenant en compte la complexité de 
calcul de la composante diffuse, nous avons orienté nos recherches vers la prédiction de la 
composante directe du rayonnement solaire. 
 
Figure II.12. Spectre du rayonnement solaire en fonction de la longueur d’onde [Ope 18] 
 PREDICTION DU RAYONNEMENT DIRECT JOURNALIER PAR DES 
RNA-NARX 
Dans ce paragraphe nous présentons les caractéristiques du modèle de RNA utilisé pour la 
prédiction du rayonnement solaire, et nous exposons les démarches de construction de la base 
de données et les résultats obtenus. 
2.3.1 Les modèles Non linéaires Auto-Régressifs avec entrées eXogènes 
(NARX) 
Le réseau de neurones NARX a été utilisé du fait qu’il est un bon prédicteur pour les séries 
temporelles [Ass 14, San 17, Yu 12], utilisées entre autre pour le cas du rayonnement solaire. 
2.3.1.1 Le modèle Non linéaire Auto-Régressif avec entrées eXogènes  (NARX)  
Le modèle Non linéaire Auto-Régressif avec entrées eXogènes (NARX) est un modèle 
dynamique non linéaire avec bruit. Il s’agit d’une généralisation non linéaire du modèle Auto-
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Régressif avec entrées eXogènes (ARX) appelé aussi « Equation error ». Le modèle ARX est 
un instrument standard dans l'identification de systèmes de boîte noire linéaire [Fer 12]. Les 
modèles NARX peuvent être utilisés pour modéliser une grande variété de systèmes 
dynamiques non linéaires. Ils ont été appliqués dans diverses applications, y compris la 
modélisation de séries temporelles [Bui 17]. 
2.3.1.2 Le réseau de neurones NARX 
Le réseau de neurones NARX est un réseau de neurones à couches (Multi Layer Perceptron 
MLP) bouclé dont l’apprentissage se fait par la rétro-propagation du gradient de l’erreur. 
Afin d'obtenir les performances complètes du modèle NARX pour la prédiction de séries 
temporelles non linéaires, il est intéressant d’exploiter sa capacité de mémoire en utilisant soit 
les valeurs désirées passées de la série temporelle soit ses valeurs prédites passées. 
Il existe deux architectures différentes du modèle de réseau NARX, elles sont présentées dans 
la Figure II.13 : l'architecture série-parallèle (appelée aussi boucle ouverte) et l'architecture 
parallèle (appelée aussi boucle fermée) données respectivement par les Equations (II.29) et 
(II.30). TDL (Time Delay Line) représente les retards sur les variables. Dans l’architecture 
série-parallèle l’apprentissage est dirigé, d’où l’appellation série-parallèle, et dans l’architecture 
parallèle l’apprentissage est non dirigé, d’où l’appellation parallèle. 
 
Figure II.13. Architecture d’un réseau de neurones NARX 
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• F1,2(·) est la fonction d’approximation du  réseau de neurones, donnée par le MLP, 
• )1(ˆ 2,1 +ty  est la sortie du réseau NARX à l’instant t pour l’instant (t+1) (c’est la valeur 
prédite de y pour l’instant (t+1)), 
• )(ˆ 2,1 ty est la sortie courante, 
• )1(ˆ 2,1 −ty , …, 2,1ŷ  (t − ny) sont les sorties antérieures du NARX, 
• y(t) est la sortie courante désirée, 
• y(t − 1), …, y(t − ny) sont les sorties désirées antérieures du NARX, 
• x(t + 1) est l’entrée pour l’instant (t+1), 
• x(t) est l’entrée courante, 
• x(t - 1), …, x(t − ny) sont les entrées antérieures du NARX, 
• nx est le nombre de retards d’entrées, 
• ny est le nombre de retards de sorties. 
Dans l’architecture série parallèle, la valeur future de la série temporelles y(t + 1) est prédite en 
fonction de : 
• valeurs des entrées x(t) (la valeur future, courante et antérieures), 
• valeurs désirées de la série temporelle y(t) (la valeur courante et les valeurs antérieures). 
Dans l’architecture parallèle, la prédiction est effectuée en fonction de : 
• valeurs des entrées x(t) (la valeur future, courante et celles passées), 
• valeurs prédites de la série temporelle 2,1ŷ  (t) (la valeur courante et les valeurs passées). 
Le système d’apprentissage du réseau NARX doit utiliser un réseau prédicteur non bouclé afin 
d’apprendre les valeurs désirées de la série temporelle. Par conséquent, l’architecture série-
parallèle est utilisée tout au long de la phase d’apprentissage de notre travail. En effet, 
l’utilisation de l’architecture série-parallèle présente deux avantages. Le premier est que 
l'utilisation des vraies valeurs en entrée du réseau récurrent rend la prédiction plus précise. Le 
deuxième avantage est lié à l’architecture du réseau résultant qui se base uniquement sur la 
méthode de rétro-propagation du gradient. Les algorithmes classiques d’apprentissage pour les 
réseaux MLP peuvent alors être utilisés. Après la phase d'apprentissage, le réseau de neurones 
NARX est converti en architecture parallèle, ce qui est bénéfique pour la prédiction [Bui 17]. 
Il faut noter que quand l’hypothèse NARX est vraie, et quand les autres conditions d’une bonne 
étude sont réunis (une base d’apprentissage représentative de la dynamique de la série 
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temporelle, un algorithme approprié, une structure du réseau optimale), alors la fonction 
d’approximation F1,2 est une bonne approximation de la série temporelle. 
2.3.2 Présentation de la base de données utilisée et les critères d’évaluation 
2.3.2.1 Présentation de la base de données utilisée 
Comme présenté dans le chapitre 1, la prédiction d'une série temporelle utilisant des RNA 
nécessite deux types de variables pour réaliser la phase d’apprentissage : les sorties désirées du 
RNA (appelées aussi cibles) et un nombre d'entrées qui dépend du système à modéliser. La 
Figure II.14 montre la structure du modèle du RNA que nous avons utilisée pendant la phase 
d’apprentissage. Il s’agit bien de l’architecture série parallèle du NARX (pas de bouclage). 
 
Figure II.14. Entrées et sorties du modèle de réseau de neurones NARX pendant la phase d’apprentissage  
La sortie désirée est le rayonnement solaire global mesuré sur une surface horizontale. Il est 
acquis de la station météo de l'Ecole Supérieure des Technologies Industrielles Avancées 
(ESTIA) -Bidart France. Les mesures du rayonnement solaire global sont effectuées avec des 
échantillons de 5 min d’intervalle. Il doit être noté que les mesures devaient être effectuées pour 
le rayonnement solaire direct. La station météo de l'ESTIA ne mesure pas le rayonnement 
solaire diffus, donc le calcul du rayonnement solaire direct réel n'est pas possible. En effet : 
Rayonnement global = rayonnement direct + rayonnement diffus (II.31) 
C'est pour cela que le rayonnement solaire global est pris comme entrée pertinente du réseau de 
neurones NARX. 
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En admettant que le rayonnement solaire direct consiste en une composante déterministe et une 
composante statistique, le modèle de prédiction proposé utilise deux entrées : 
• la composante déterministe : c'est l'entrée endogène du modèle NARX. Elle est décrite 
mathématiquement par le modèle « ciel clair » du rayonnement solaire direct. Le modèle 
« ciel clair » est calculé sur la base de deux systèmes de coordonnées : le système de 
coordonnées équatoriales horaires et le système de coordonnées locales horizontales. Les 
calculs sont présentés dans la section 1 de ce chapitre, 
• la composante statistique : c’est l’entrée exogène du modèle NARX. Dans ce travail, elle 
contient seulement la couverture nuageuse, pour deux raisons. Premièrement, la couverture 
nuageuse est le paramètre le plus influent sur le rayonnement solaire direct. Deuxièmement, 
l'identification des autres paramètres est compliquée. La construction du vecteur de 
couverture nuageuse est présentée à la section 2.3.3 de ce chapitre. 
Une fois la phase d’apprentissage effectuée, la sortie du RNA est bouclée pour passer à 
l’architecture parallèle. La structure du modèle NARX utilisée dans la phase de prédiction est 
représentée dans la Figure II.15. 
 
Figure II.15. Entrées et sorties du modèle de réseau de neurones NARX pendant la phase de prédiction  
2.3.2.2 Critères d’évaluation 
Le but de cette partie de notre travail est d'estimer la disponibilité de l'énergie solaire en 
supposant que l'énergie est déterminée comme étant l'intégrale de la puissance. Nous pouvons 
considérer que le critère de validation le plus important est la moyenne journalière de l'erreur 
de puissance « Daily Mean of the Power Error » DMPE (en W/m2). La DMPE identifie l'excès 
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quotidien ou l’insuffisance quotidienne des résultats de prédiction par rapport aux mesures 
réelles. L'avantage de l'utilisation de la DMPE consiste au fait que son calcul est effectué d’une 
façon à ne pas annuler les erreurs ayant des signes opposés, ce qui correspond à l'objectif de 








DMPE  (II.32) 
Où, N désigne le nombre d’exemples, yi et iŷ sont les rayonnements solaires mesurés et prédits 
respectivement du iéme exemple. 
Comme la DMPE est difficile à intégrer dans la phase d’apprentissage, l'erreur quadratique 
moyenne « Mean Square Error » MSE est utilisée dans cette phase et maintenue dans la phase 









MSE  (II.33) 
Il convient de noter que la MSE de la prédiction du rayonnement est calculée pour les données 
normalisées entre 0,05 et 0,95 et que la DMPE est calculée pour les données de taille réelle qui 
varient de 0 à environ 1000 W/m2. 
2.3.3 Interpolation de la nébulosité 
La couverture nuageuse est l’entrée exogène du réseau de neurones NARX. Elle a été 
téléchargée à partir du site Web www.zygrib.org. Il s’agit de la prévision de la couverture 
nuageuse pour un nombre choisi de jours sur une surface sélectionnée comme le montre la 
Figure II.16. Les données sont espacées d’un pas de 0,25 ° en latitude et en longitude, et avec 
un intervalle de temps de 3 heures. 




Figure II.16. Surface sélectionnée de la zone de prédiction de la couverture nuageuse 
En effet le fichier téléchargé, nommé GRIb (GRidded Binary) est constitué d’un ensemble de 
matrices de même taille. Le nombre de matrices est relatif au nombre de jours choisis (9 
matrices pour couvrir une journée de minuit à minuit). La taille des matrices est relative à la 
surface choisie, les lignes correspondent à la latitude et les colonnes correspondent à la 
longitude (5 lignes/colonnes pour couvrir 1°). 
Un décodage du fichier GRIB d’extension « grb » a été réalisé en premier temps, afin de 
pouvoir récupérer les valeurs algébriques des matrices dans l’environnement Matlab, nous 
présenterons les détails du décodage et la contenance du fichier dans l’annexe. Par la suite, deux 
interpolations sont appliquées aux données téléchargées afin d'obtenir la couverture nuageuse 
à l'emplacement exact de l'ESTIA (latitude = 43,44, longitude = 1,55) avec un intervalle de 
temps de 5 min (l'intervalle de temps utilisé pour les mesures de la station météo). La première 
interpolation est une interpolation géographique à deux dimensions (la longitude et la latitude) 
et la deuxième est l'interpolation temporelle (une seule dimension). Afin d'obtenir les meilleurs 
résultats, nous avons utilisé l'interpolation polynomiale par morceaux [Aga 93, Iwa 13], dont 
trois ordres ont été étudiés (de 1 à 3). 
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2.3.3.1 Interpolation géographique 
Les premiers tests ont été effectués en utilisant l'interpolation de premier ordre, appelée aussi 
interpolation linéaire (voir Figure II.17). Le résultat est un ensemble de quadrilatères répartis 
sur 0,25 ° de longitude et de latitude. Toutes les valeurs sont situées entre 0% et 100%. 
L'inconvénient de l'interpolation linéaire est que les zones obtenues forment des arêtes, ce qui 
est défavorable à l'apprentissage du réseau de neurones. Afin d'éviter ce problème, l'ordre de 
l’interpolation est incrémenté à deux et à trois, pour utiliser l’interpolation carrée (« spline ») 
et cubique (« cubic ») et étudier leurs performances. Les résultats de ces deux interpolations 
sont présentés respectivement dans les Figures II.18 et II.19. La surface obtenue dans les deux 
cas (carrée et cubique) est lisse. L'inconvénient de l’interpolation carrée et cubique est que 
certains extrema ne sont pas situés entre 0 et 100%. Pour remédier à cette situation, la solution 
est de limiter les valeurs à l'intervalle [0,100]. Les dépassements de l'intervalle limite sont moins 
fréquents dans le cas de l'interpolation cubique. Elle a donc été utilisée. 
 
Figure II.17. Interpolation géographique de la couverture nuageuse : résultat de l'interpolation linéaire. 




Figure II.18. Interpolation géographique de la couverture nuageuse : résultat de l'interpolation carrée 
 
Figure II.19. Interpolation géographique de la couverture nuageuse : résultat de l'interpolation cubique. 
2.3.3.2  Interpolation temporelle 
Pour chaque pas de temps (3h), le résultat de l'interpolation géographique est une valeur 
correspondante à la couverture nuageuse dans la position du voilier (dans notre travail c’est 
ESTIA, site fixe). L'interpolation temporelle est utilisée pour calculer les valeurs pour un pas 
de 5 min. Lorsque l'interpolation temporelle est linéaire, le résultat est un ensemble de segments 
linéaires étalés sur des intervalles de 3 heures. Dans ce cas, la transition entre les segments est 
soudaine et ce n'est pas favorable pour l'apprentissage du réseau de neurones. 
En utilisant une interpolation carrée, la transition entre les données obtenues est harmonieuse. 
Quant aux données dépassant l'intervalle [0,100], une limitation de la sortie a été appliquée. Il 
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est à noter que ce dépassement ne se produit pas fréquemment dans le cas d'interpolations 
temporelles, donc l'ordre a été maintenu à deux (interpolation carrée). 
2.3.4 Résultats obtenus 
Plusieurs tests ont été réalisés pour sélectionner la structure de la base de données utilisée et la 
configuration du réseau de neurones. Avant de commencer les simulations, la base de données 
a été divisée en trois parties : une séquence d’apprentissage, une séquence de test et une 
séquence de validation. Les séquences d'apprentissage et de test sont utilisées par le réseau de 
neurones pour calculer les poids et les biais pendant la phase d’apprentissage. Après avoir 
terminé cette phase, la séquence de validation est utilisée pour simuler le modèle et évaluer ses 
performances. Toutes les simulations ont été effectuées en utilisant des données normalisées 
afin d’équilibrer la contribution du gradient de l’erreur de sortie du réseau sur la variation des 
poids. 
2.3.4.1 Choix de la structure de la base de données 
Les premières simulations de la prédiction ont été réalisées en utilisant une séquence 
d’apprentissage et de tests contenant plusieurs jours distribués sur l'année. Le principe était 
d'utiliser une base de données qui peut représenter toute l'année afin d'obtenir une capacité de 
généralisation suffisante et faciliter l’apprentissage du réseau de neurones. L'utilisation d’une 
base de données contenant les 365 jours de l'année n'est pas utile parce que l’utilisation d’une 
séquence d’apprentissage trop grande augmente le temps de calcul et que certains phénomènes 
extrêmes ne sont pas prévisibles même si la base de données est étendue. Le choix du nombre 
de jours utilisés pour l’apprentissage sera détaillé ultérieurement. 
La Figure II.20 présente le résultat d’apprentissage de l’une des premières simulations 
effectuées dans ce travail. La sortie de l’apprentissage montre que le réseau de neurones ne peut 
pas suivre correctement la courbe de rayonnement solaire direct, en particulier pendant la nuit 
lorsque le rayonnement solaire doit être nul. Les sauts observés dans la courbe prédite peuvent 
être expliqués par le fait que la base de données est constituée par des séquences de jours non 
successifs. En effet, l'utilisation de ces données a généré deux formes d'incohérences : 
l'incohérence de la couverture nuageuse et l'incohérence des caractéristiques solaires. 
L'incohérence de la couverture nuageuse est observée au moment de la transition entre les jours 
non successifs (à minuit) car les paramètres météorologiques sont différents. Cette transition a 
généré un problème de linéarité pour l'apprentissage du réseau de neurones. L'incohérence des 
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caractéristiques solaires est due à l'écart temporel entre les données, ce qui a entraîné des 
changements de caractéristiques entre les jours, tels que le moment du pic solaire et les heures 
d'ensoleillement journalières. Cet écart a engendré un problème de généralisation pour le réseau 
de neurones. Pour ces raisons, nous avons choisi d'utiliser une base de données constituée de 
jours consécutifs et de répéter le processus d’apprentissage une fois par jour pour prédire le 
rayonnement solaire pour la journée suivante. En utilisant cette approche, la base de données 
utilisée devient pertinente et significative car elle est constituée d’un nombre de jours qui 
précèdent directement le jour concerné par la prédiction, ce qui est logique vu qu’il s’agit de 
prédiction d’une série temporelle. 
 
Figure II.20. Résultat de l’apprentissage dans le cas de l'utilisation d’une base de données contenant des 
jours non consécutifs. 
Toutefois, un apprentissage quotidien consomme de grandes ressources de calcul et peut 
engendrer des discontinuités si le rayonnement solaire est différent de zéro au moment de 
l’apprentissage. Par conséquent, le choix de ce moment est important. Puisque le rayonnement 
solaire est nul la nuit, et que l'apprentissage doit être réalisé tous les jours, nous avons choisi de 
l'effectuer à minuit, au moment de la transition d’un jour à un autre. 
Il faut noter que l’apprentissage quotidien est très intéressant pour la prédiction du rayonnement 
solaire dans le voilier. En effet, la mobilité du voilier provoque la variation de deux paramètres 
importants : 
• les conditions météorologiques influençant les variations de la couverture nuageuse, 
• la localisation géographique influençant les variations du rayonnement solaire direct, 
d'autant plus que dans cette étude les données de localisation (longitude et latitude) sont 
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intercalées dans un calcul préalable (le modèle « ciel clair ») et non comme entrées du 
réseau de neurones. 
En partant du principe de l'apprentissage quotidien, un compromis doit être trouvé afin d'obtenir 
la taille de la base de données adéquate. En effet, les données doivent permettre l’obtention de 
bons résultats sans alourdir le processus de calcul. Plusieurs apprentissages ont été effectués et 
les meilleurs résultats sont synthétiquement présentés dans le Tableau II.2. Une base 
d’apprentissage et de test de 10 jours a permis d'obtenir l'erreur minimale. Dans ce cas, la MSE 
et la DMPE obtenues sont respectivement de 0,00695 et 41,199645 W/m2. 
Tableau II.2. Choix de la taille de la base d’apprentissage et de test  





5 jours 0.011 60.228825 
10 jours 0.00695 41.19645 
15 jours 0.009625 50.2089 
 
Le rayonnement solaire global de la station météo d’ESTIA est mesuré avec des échantillons 
décalés de 5 min. La couverture nuageuse interpolée et le modèle mathématique du 
rayonnement solaire direct doivent donc avoir la même période d’échantillonnage. En prenant 
en compte le fait que la prédiction réalisée par le réseau de neurones est basée sur des données 
ayant un pas d’échantillonnage relativement élevé (3 heures), il est pratiquement impossible de 
prévoir les variations rapides du rayonnement solaire dû au passage des nuages isolés. 
Pour que les caractéristiques statistiques du signal de rayonnement mesuré soient plus proches 
de la prévision, il est pertinent d’appliquer un filtrage. Il est donc intéressant de considérer la 
moyenne des données mesurées sur un intervalle de temps compatible avec la prédiction de la 
couverture nuageuse. Pour pouvoir choisir l’intervalle de temps le plus pertinent pour appliquer 
la moyenne, nous avons choisi une journée où les mesures du rayonnement contiennent 
beaucoup de fluctuations. 




Figure II.21. Résultat de filtrage du rayonnement mesuré : moyenne réalisée sur une heure 
 
Figure II.22. Moyenne réalisée sur une heure : fenêtre de temps et placement des échantillons filtrés 
 
Figure II.23. Résultat de filtrage du rayonnement mesuré : moyenne réalisée sur 30 minutes 




Figure II.24. Résultat de filtrage du rayonnement mesuré : moyenne réalisée sur 10 minutes 
La Figure II.21 présente le résultat de filtrage des mesures du rayonnement solaire pendant une 
journée en utilisant un pas de temps d’une heure. En fait, chaque douze valeurs mesurées sur 
l’intervalle d’une heure sont remplacées par leur moyenne placée au milieu de cet intervalle, 
comme le montre la Figure II.22. Le placement de la moyenne au milieu de l’intervalle est 
réalisable tant que les mesures sont enregistrées et pas prises en temps réel. De cette façon, le 
premier échantillon est calculé pour 00H30 et le dernier est calculé pour 23H30. Le choix de 
cet intervalle ne peut pas être pertinent à cause du grand écart temporel entre les échantillons et 
la perte de certaines variations importantes du rayonnement solaire. Nous avons donc rétréci le 
pas de temps à 30 et à 10 minutes et nous avons obtenus les signaux présentés dans les Figures 
II.23 et II.24 respectivement. Le rétrécissement d’intervalle est marqué par un avantage qui est 
le fait que le signal porte plus d’informations, et par l’inconvénient que les fluctuations sont de 
plus en plus  brusques et donc défavorables à l’apprentissage du réseau de neurones.  
Une solution est d’utiliser des moyennes à une fenêtre de temps glissante, permettant de 
récupérer plus d’information sur un intervalle de temps donné, et de lisser le signal à fin de 
réduire les fluctuations brusques. Le pas de glissement minimal que nous pouvons appliquer 
pour les mesures du rayonnement est de 5 minutes. Nous avons évité l’utilisation de ce pas pour 
ne pas saturer le processus de calcul. Nous avons donc préféré comparer l’utilisation de deux 
pas de glissement : 30 minutes (Figure II.25) et 10 minutes (Figure II.26). Pour les deux 
filtrages nous avons gardé un intervalle de temps d’une heure afin de bien lisser le signal.  
L’utilisation d’une fenêtre de temps glissante consiste à calculer la moyenne d’un nombre de 
valeurs et de reprendre certains de ces valeurs pour l’échantillon suivant. Comme le montre la 
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Figure II.27, le choix d’un pas de glissement de 30 minutes sur un intervalle d’une heure 
consiste à calculer la moyenne des 12 valeurs (mesurées sur l’intervalle d’une heure), de la 
placer au milieu de cet intervalle et de reprendre les 6 dernières valeurs avec 6 nouvelles valeurs 
pour calculer la moyenne suivante, ainsi de suite. Pour que le signal commence à 00H00 nous 
avons rajouté 6 valeurs nulles au début du vecteur contenant les valeurs des mesures. 
 
Figure II.25. Résultat de filtrage du rayonnement mesuré : moyenne à fenêtre glissante de 30 minutes sur un 
intervalle d’une heure  
 
Figure II.26. Moyenne à fenêtre glissante de 30 minutes sur un intervalle d’une heure : glissement de fenêtre 
et placement des échantillons filtrés 




Figure II.27. Résultat de filtrage du rayonnement mesuré : moyenne à fenêtre glissante de 10 minutes sur un 
intervalle d’une heure 
Les deux signaux filtrés ont été utilisés pour l’apprentissage du réseau de neurones et les 
résultats de la prédiction sont présentés dans le Tableau II.3. Puisque les erreurs obtenues sont 
presque similaires, nous avons choisi de travailler avec un pas de glissement de 30 minutes pour 
minimiser le temps de calcul pendant la phase d’apprentissage. 






10 minutes 0.00732 44.4344 
30 minutes 0.00695 41.19645 
 
2.3.4.2 Choix de la structure du réseau de neurones 
La deuxième étape de la détermination du prédicteur du rayonnement solaire direct est la 
recherche de la structure adéquate du réseau de neurones. Plusieurs simulations ont été 
effectuées afin de sélectionner les différents paramètres du modèle du réseau NARX. Vu le 
grand nombre de paramètres sur lesquels nous nous sommes focalisés au cours de notre étude, 
certains choix de paramètres sont présentés dans le Tableau II.4, et les trois paramètres les plus 
importants sont présentées avec détails : le choix de la fonction d'activation dans chaque 
couche, le choix du nombre de neurones dans chaque couche et l’initiation des poids lors du 
premier apprentissage. 
90  Chapitre 2 
 
 
Tableau II.4. Propriétés sélectionnées pour le réseau NARX  
Propriété Choix 
Nombre de couches cachées 2 
Intervalle de normalisation des 
données 
[0.05 0.95] 
Vecteurs de retard 
Entrées : [0 1] 
Sortie désirée : [1 2] 
Paramètres de l’apprentissage 
Erreur : MSE 
Algorithme d’apprentissage : 
Levenberg-Marquardt 
 
Le RNA réalisé est constitué de quatre couches : une couche d’entrée qui retransmet les entrées 
sans transformation, deux couches cachées et une couche de sortie dont la structure interne est 
expliquée dans ce qui suivra. 
Le choix de la fonction d'activation dans chaque couche du réseau de neurones est un élément 
constitutif important. Les fonctions d’activations utilisées dans cette étude sont présentées dans 
le Tableau II.5. 
Tableau II.5. Fonctions d’activation utilisées  
Fonction Définition Co-domaine 









 ]-1, 1[ 
 
La fonction d'activation utilisée dans les neurones des couches cachées est sigmoïde. Cette 
fonction est particulièrement performante lors de l’utilisation des réseaux de neurones qui 
apprennent avec l’algorithme de rétro-propagation du gradient (algorithme de Levenberg-
Marquardt). De plus, la fonction sigmoïde présente l'avantage d'être dérivable, ce qui permet 
d’utiliser la méthode du gradient pour ajuster les poids du réseau neuronal pendant la phase 
d’apprentissage.  
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La fonction d'activation utilisée dans la couche de sortie de la majorité des études est linéaire. 
Cependant, ce choix peut changer en fonction du problème traité. La Figure II.28 montre le 
résultat de l'apprentissage en utilisant une fonction linéaire dans la couche de sortie. La sortie 
du réseau est capable d’apprendre les variations aux moments des couchers et des levers du 
soleil, mais elle n'est pas fiable pour reproduire le comportement du rayonnement solaire 
pendant la journée. Lorsqu’une fonction sigmoïde ou tangente hyperbolique est utilisée, le 
réseau de neurones est capable de rapprocher sa sortie à la courbe réelle du rayonnement solaire 
pendant la journée. La fonction sigmoïde est incapable de stabiliser le signal de sortie à zéro 
pendant la nuit, car son co-domaine est ] 0, 1 [. Le co-domaine de la fonction tangente 
hyperbolique est ] -1, 1 [, et le comportement de cette fonction est similaire à celui de la fonction 
linéaire au voisinage de zéro, donc cette valeur est facilement accessible par le signal de sortie. 
En outre, la fonction tangente hyperbolique a prouvé ses performances dans les architectures 
généralisées des MLP quand elle est utilisée dans la couche de sortie [Kar 11]. Pour toutes ces 
raisons, elle a été utilisée dans la couche de sortie du réseau de neurones proposé. 
 
Figure II.28. Résultat d’apprentissage dans le cas de l'utilisation d’une function linéaire dans la souche de 
sortie. 
Afin de compléter la structure du modèle de réseau de neurones NARX, un autre paramètre 
important devait être choisi d’une manière adéquate : le nombre de neurones dans chaque 
couche. Le Tableau II.6 présente les meilleurs résultats obtenus lorsque le nombre de 
neurones a été varié dans chaque couche cachée du réseau de neurones NARX. 
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10 × 10 × 1 0.00724 59.5724 
15 × 15 × 1 0.00410 30.4164 
16 × 16 × 1 0.01438 73.4646 
20 × 20 × 1 0.00768 45.0513 
22 × 22 × 1 0.00695 41.1964 
Le Tableau II.6 montre que la structure du réseau neurones la plus performante qui a permis 
d’avoir moins d’erreur de prédiction est obtenue en utilisant 15 neurones dans chacune des 
couches cachées et un neurone dans la couche de sortie. La MSE et la DMPE obtenues avec 
cette structure sont respectivement de 0,00410 et 30,4164 W / m2. 
Un autre paramètre qui influe sur les performances du RNA concerne l'initialisation des poids 
et des biais du RNA. En fait, normalement, ils sont générés de manière aléatoire par le réseau. 
Mais étant donné que l’apprentissage est périodique, une idée peut être de sauvegarder les poids 
et les biais du premier apprentissage (qui prédit le rayonnement solaire pour le premier jour) et 
de les utiliser pour les jours suivants. Par conséquent, deux méthodes différentes de génération 
des poids et des biais ont été testées et comparées : 
• les vecteurs initiaux des poids et des biais ne sont générés aléatoirement qu'une 
seule fois, dans la première phase d'apprentissage. Ensuite, dans les phases 
d'apprentissages périodique suivantes, les mêmes valeurs de poids et de biais sont 
sauvegardés et utilisées, 
• les poids et les biais sont initialisés aléatoirement par le RNA pendant chaque phase 
d'apprentissage périodique. 
Les résultats de simulations pour les deux méthodes sont présentés dans le Tableau II.7. Les 
meilleures performances sont obtenues lorsque le réseau de neurones génère les vecteurs des 
poids et des biais de manière aléatoire pour chaque phase d'apprentissage. Ceci est expliqué par 
le fait que l’apprentissage démarre toujours à partir de 0 W/m2 (minuit). 
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Initialisé 0.00410 30.4164 
Aléatoire 0.00279 24.0584 
En conclusion, la meilleure performance est obtenue pour une MSE de 0,00279 permettant 
d’avoir une DMPE de 24,0584 W/m2. La Figure II.29 montre un exemple de prédiction du 
rayonnement solaire direct d’une journée en utilisant l’architecture optimale du réseau de 
neurones NARX. La courbe prédite ne suit pas les fluctuations rapides de la courbe réelle du 
rayonnement solaire mais elle suit son allure générale et conduit à de bons résultats, notamment 
en considérant la DMPE comme critère d’évaluation. 
 
Figure II.29. Courbe du rayonnement solaire direct prédit pendant une journée en utilisant le modèle final 
2.3.5 Traitement des données pour la prédiction du rayonnement solaire 
direct dans le voilier 
2.3.5.1 Analyse de la disponibilité des données à bord 
La phase d’apprentissage du RNA proposé nécessite d’une part deux entrées qui sont le modèle 
« ciel claire » du rayonnement solaire direct et la nébulosité, et d’autre part une sortie désirée 
qui est le rayonnement global mesuré sur une surface horizontale. 
Pour envisager l’apprentissage du RNA dans le voilier, nous avons étudié la disponibilité des 
données que nous avons utilisées dans l’étude de prédiction ci-dessus. 
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Vu que la nébulosité est traitée à partir de la prévision téléchargeable à l’avance à patir du site 
Web www.zygrib.org, cette donnée est considérée disponible. Le rayonnement solaire global 
mesuré est aussi considérée comme donnée disponible vu que la station météo de ESTIA-
BIDART est portable et peut être mise en place dans le voilier pour réaliser l’apprentissage. 
Le modèle « ciel claire » du rayonnement solaire direct, quant à lui, nécessite la disponibilité 
de trois paramètres : date et heure, latitude et longitude. Ces trois paramètres sont récupérés par 
l’assistant de navigation personnel GPS connecté sur le réseau du voilier. La communication 
dans ce réseau est assurée par le protocole NMEA, abréviation de « National Marine Electronics 
Association », association américaine de fabricants d'appareils électroniques maritimes qui 
définit et contrôle les normes du protocole décrit dans la référence [Esp 18]. Un traitement des 
données circulant sur le réseau NMEA a donc été réalisé. 
2.3.5.2 Décodage des trames NMEA 
L’ensemble d’instruments de bords connectés sur le réseau du voilier envoient en permanence 
des trames NMEA à l’ordinateur du skipper. Ces trames sont stockées et les informations utiles 
sont lues et affichées par un logiciel de navigation installé au préalable dans l’ordinateur. Pour 
pouvoir récupérer les trois paramètres date et heure, latitude et longitude dans l’environnement 
Matlab, nous avons effectué un décodage des trames NMEA Il convient de noter qu’il y a deux 
normes NMEA, une relativement ancienne mais encore beaucoup utilisée, la NMEA 0183, et 
une autre plus récente, la NMEA 2000 [Esp 18]. 
La norme NMEA utilisée dans le voilier sur lequel nous avons effectué notre étude est la NMEA 
0183 qui s’appuie sur un type de communication très simple : la norme RS 232 liée au 
fonctionnement d’un port série. 
Une trame NMEA 0183 est une série de caractères alphanumériques (ASCII) codés chacun sur 
8 bits pouvant être transmis séquentiellement sur un port série. 
Il existe plus d’une trentaine de trames NMEA 0183 relatives aux différents types de mesures 
et instruments présents à bord. Dans notre cas, huit types de trames sont traitées, et ce du fait 
que huit capteurs sont connectés sur le réseau NMEA. Les mesures que l’on peut récupérer sont 
les suivantes : 
• date et heure, 
• latitude, 
• longitude, 
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• vitesse par rapport à l’eau, 
• vitesse par rapport à la terre, 
• cap magnétique, 
• cap vrai, 
• angle du vent apparent, 
• vitesse du vent apparent, 
• angle du vent réel, 
• vitesse du vent réel, 
• profondeur de l’eau, 
• température de l’eau, 
• température de l’air, 
• pression Barométrique (de l’air). 
Bien que pour l’apprentissage du RNA nous n’avons besoin que de trois mesures, nous avons 
décodées les trames provenant de tous les capteurs pour préparer une éventuelle gestion 
d’énergie du voilier basée sur la notion d’apprentissage. 
La règle de syntaxe des trames NMEA 0183 est commune [Esp 18, Tra 18, AIS 18]. Chaque 
trame NMEA 0183 doit commencer par le caractère $ (ou par ! pour la trame reçue du AIS-
Automatic Identification System, système d’identification des navires) suivi de deux caractères 
indiquant le type d’émetteur dont voici trois exemples : 
• AI=AIS, 
• II=Instrument Intégré, 
• GP=GPS. 
Les 3 caractères suivants représentent un code mnémonique du type de la trame lié au type 
d’émetteur, comme par exemple : 
• RMC= pour données minimales exploitables spécifiques, 
• GLL= pour positionnement Géographique Longitude-Latitude. 
Suit ensuite un certain nombre de champs, contenant les valeurs relatives aux mesures, séparés 
par des virgules qui jouent le rôle de séparateurs de champs. 
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Un champ optionnel dit checksum précédé du signe * peut se trouver avant la fermeture de la 
trame. Il représente le OR exclusif de tous les caractères compris entre $ et * (sauf les bornes $ 
et *). Certaines trames exigent le checksum. 
La fermeture de la trame NMEA 0183 est marquée par les deux caractères [CR] Retour Charriot 
et [LF] Retour à la ligne. 
Une trame NMEA 0183 peut contenir au maximum 82 caractères. 
2.3.5.3 La trame RMC 
La trame RMC est la trame émise de la part du GPS qui permet de récupérer la date et heure, la 
latitude et la longitude. Nous présentons dans ce paragraphe un exemple de cette trame avec 
l’explication de chaque champ. 
$GPRMC,101544,A, 4322.30,N, 0146.41,W,000.5,054.7, 190715,020.3,E*68 
$ = début de la trame 
GP = émetteur GPS 
RMC = trame contenant des données minimales exploitables spécifiques 
101544 = Heure 10:15:44 UTC 
A = Alerte du logiciel de navigation (A = OK, V = warning (alerte)) 
4322.30,N = Latitude 43 deg. 22.30 min Nord 
0146.41,W = Longitude 1 deg. 46.41 min Ouest 
000.5 = vitesse sol, Noeuds 
054.7 = cap (vrai) 
190715 = Date 19 Juillet 2015 
020.3,E = Déclinaison Magnétique 20.3 deg Est 
*68 = checksum obligatoire 
Non représentés CR et LF. 
La trame NMEA 0183 analysée ci-dessus indique donc la date du 19 Juillet 2015 et l’heure de 
10:15:44 et une localisation de latitude 43 deg. 22.30 min Nord et de longitude 1 deg. 46.41 
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min Ouest, la localisation du port de Hendaye où se trouve le voilier étudié quand il n’est pas 
en navigation. 
 CONCLUSION 
Dans ce chapitre, nous avons utilisé la technique des réseaux de neurones pour la prédiction du 
rayonnement solaire direct sur une surface horizontale à moyen terme. Le modèle de réseaux 
de neurones que nous avons choisi est le modèle NARX. 
En ce qui concerne la première section, nous avons défini les paramètres nécessaires pour 
calculer le modèle « ciel clair » du rayonnement solaire direct sur une surface horizontale. Nous 
avons aussi effectué une étude comparative dans le but de determiner trois paramètres 
constructifs du rayonnement solaire : la déclinaison solaire δ, l’équation du temps E et le facteur 
de correction de la distance terre-soleil KD. 
Quant à la deuxième section, elle a été consacrée à la prédiction du rayonnement solaire. Nous 
avons commencé par la définition du modèle NARX et nous avons insisté sur les propriétés que 
nous avons exploitées pour le réseau de neurones. Par la suite, nous avons présenté la base de 
données utilisée pour la prédiction et les critères d’évaluation qui sont la MSE et la DMPE. La 
sortie désirée du réseau de neurones est le rayonnement solaire global mesurée par la station 
Météo d’ESTIA-Bidart, et les entrées sont le modèle « ciel clair » du rayonnement direct qui a 
été défini dans la première section et la couverture nuageuse que nous avons présentée 
ultérieurement. Les données de départ de la couverture nuageuse sont espacées d’un pas de 0,25 
° en latitude et en longitude, et avec un intervalle de temps de 3 h. Nous avons donc proposée 
deux interpolations, une géographique et une temporelle pour pouvoir construire l’entrée du 
réseau de neurones. 
Par la suite nous avons exposé les résultats obtenus et le modèle proposé. L’idée principale de 
notre solution est de faire un apprentissage régulier une fois par jour (à minuit), afin de prendre 
en compte plusieurs paramètres, tels que la couverture nuageuse, les caractéristiques solaires et 
la mobilité du voilier. Après avoir présenté synthétiquement les résultats des simulations, nous 
avons préparé une base de données adéquate qui consiste en une base d’apprentissage et de test 
de 10 jours, dont les données sont filtrées à un pas de temps glissant de 30 minutes étalé sur un 
intervalle d’une heure. Le réseau NARX final contient 15 neurones dans les deux couches 
cachées et un neurone dans la couche de sortie. La fonction d’activation des couches cachées 
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est sigmoïde, et celle de la couche de sortie est tangente hyperbolique. La génération des poids 
initiaux est aléatoire. La MSE et la DMPE sont les critères utilisés pour le choix des paramètres 
optimaux.  
A la fin de la deuxième section, nous avons effectué le traitement de données nécessaire pour 
appliquer l’apprentissage à bord. En effet la nébulosité et le rayonnement solaire global mesuré 
sont des données facilement récupérables même pendant la navigation vu que le téléchargement 
du fichier GRIB est fait au préalable et que la mesure du rayonnement global est réalisée par 
une station météo portable. Cependant le calcul du modèle « ciel clair » du rayonnement solaire 
direct demande la récupération de la date et heure, la latitude et la longitude. Un traitement des 
données reçues des instruments à bord par le réseau du voilier a permis un décodage des trames 
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La complexité de la gestion des MRs varie en fonction de la composition de ces derniers, des 
conditions dans lesquelles ils fonctionnent et des contraintes étudiées par le gestionnaire. Le 
projet dans lequel cette thèse est intégrée consiste à la gestion d’un MR ayant des 
caractéristiques et des spécificités particulières, à savoir : 
• le MR étudié est alimentée seulement en énergies renouvelables, 
• le MR est mobile, installé dans un voilier dont le trajet est fortement dépendant des 
conditions météorologiques (vitesse et sens du vent), 
• il s’agit d’un voilier de course, ainsi la vitesse et la continuité de service sont deux 
contraintes principales dans la gestion. 
Ce chapitre est consacré à la conception d’un système de gestion intelligente du MR installé 
dans le voilier par la technique SMA. Il est constitué de quatre parties. Dans une première phase 
nous effectuerons une description globale du MR en identifiant sa structure, la répartition des 
charges, les agents physiques associés à chaque élément et les agents logiciels supplémentaires 
à rajouter. Nous proposerons par la suite une modélisation pour chaque élément du MR et nous 
présenterons les schémas électriques utilisés en justifiant les choix effectués. La troisième partie 
de ce chapitre sera consacrée à la présentation du SMA proposé pour la gestion du MR. Nous 
commencerons par définir le modèle global du SMA ainsi que l’ensemble des agents. Par la 
suite nous détaillerons la structure, les interactions et le fonctionnement de chaque agent en 
mettant l’accent sur son rôle et les motivations qui l’orientent pour bien accomplir sa mission. 
A la fin de ce chapitre nous exposerons les divers scénarii simulés qui prennent en compte les 
conditions de navigations du voilier en interprétant les résultats obtenus. 
 DESCRIPTION GLOBALE DU MICRO-RESEAU ETUDIE 
En se basant sur les caractéristiques du MR installé dans le voilier nous avons simulé un micro 
réseau Courant Continu (CC), dont la structure est présentée dans la Figure III.1. 




Figure III.1. Représentation des différents éléments du MR étudié 
La simulation du MR a été réalisée sous l’environnement Matlab-Simulink (voir Figure III.2). 
La génération distribuée est assurée par des panneaux PV et un hydro-générateur. Le stockage 
d’électricité est assuré par des batteries Plomb-Acide. La protection de la batterie est assurée 
par un chargeur. Trois types de charges sont considérés : les charges prioritaires, les charges 
secondaires et les charges inertielles. A chaque élément du MR que ce soit système de 
génération, stockage ou consommation, nous avons attribué un agent. Nous avons gardé le 
chargeur en lui associant un agent. En effet nous avons sept agents différents (A_PV, A_HG, 
A_BAT, A_CHAR, A_LOAD_PR, A_LOAD_SEC et A_LOAD_IN). Nous avons en plus 
intégré dans notre modèle de simulation un agent « superviseur » (A_MAIN), un agent 
« prédiction » (A_PRED) et un agent « interface graphique » (A_INTERF) dont les rôles seront 
présentés ultérieurement. 




Figure III.2. Modélisation du MR sous Matlab-Simulink 
Il convient de noter que les modèles électriques des différents éléments du MR ont été simplifiés 
pour les raisons suivantes : 
• le but principal de ce travail de recherche est d’approuver les performances de 
l’utilisation des SMA pour la gestion de l’énergie dans le MR. Ce qui nous intéresse 
n’est donc pas d’avoir une modélisation avec des valeurs précises de chaque grandeur 
mais d’avoir un modèle qui permet de montrer le lien entre leurs différentes variations 
(montrer que la tension augmente en fonction de l’état de charge de la batterie par 
exemple) et qui représente juste une base physique sur laquelle nous grefferons les 
agents, 
• le modèle Simunlink a l’avantage d’être modulaire, donc pour avoir des modèles plus 
précis il suffit de changer les blocs propres à chaque élément, 
• complexifier le modèle nécessite l’utilisation de plus de ressources en termes de 
mémoire et de puissance, cela diminuera la vitesse de simulation sans apporter un réel 
intérêt dans la gestion de l’énergie. 
Nous proposons dans la suite de décrire les différents blocs modélisant les éléments du MR. 
 MODELISATION DES ELEMENTS DU MICRO-RESEAU 
3.3.1 Les panneaux PV 
Pour modéliser l’ensemble des panneaux PV nous nous sommes basés sur le schéma électrique 
équivalent d’une cellule PV présenté par la Figure III.3. En effet une cellule PV idéale soumise 
à un flux lumineux fonctionne comme un générateur de courant Ipv. Elle est représentée par une 
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source de courant générant un courant Iph placée en parallèle d’une diode idéale D (de courant 
Id). 
Une cellule PV comporte en réalité une résistance série (Rs) et une résistance en dérivation ou 
shunt (Rsh) : 
• la résistance série est la résistance interne de la cellule, elle dépend principalement de 
la résistance du semi-conducteur utilisé, de la résistance de contact des grilles 
collectrices et de la résistivité de ces grilles, 
• la résistance shunt est due à un courant de fuite au niveau de la jonction, elle dépend de 
la façon dont celle-ci a été réalisée [Jim 98]. 
En tenant compte des pertes générées par les deux résistances Rs et Rsh , nous obtenons le 
courant Iout à la sortie de la cellule PV. 
Dans un panneau PV, les cellules PV sont connectées en série pour augmenter la tension de 
sortie Upv, ou en parallèle pour multiplier le courant Iout Par conséquent, la modélisation d’un 
ou un ensemble de panneaux est semblable à celle de la cellule PV en multipliant les grandeurs 
courant et tension. 
 
Figure III.3. Schéma équivalent d’une cellule PV [Jim 98] 
Dans notre modélisation nous avons considéré la représentation schématique idéalisée de la 
cellule PV sans considérer la résistance série et la résistance shunt. Cette représentation 
comporte une source de courant commandée placée en parallèle d’une diode D qui a pour but 
de limiter la tension PV pour ne pas dépasser la tension du circuit ouvert même si les panneaux 
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Upv est la tension mesurée aux bornes des panneaux PV et Ppvgen est la puissance PV générée en 
fonction du rayonnement solaire. En fait pour simplifier l’expression de Ppvgen, nous avons 
considéré qu’elle est proportionnelle à la surface installée des panneaux PV Si, le rendement de 
la photopile rPV et le rayonnement solaire reçu Gmes. Les pertes n’ont donc pas été considérées. 
L’expression de Ppvgen est représentée dans l’Equation (III.2). 
𝑃𝑝𝑣𝑔𝑒𝑛 = 𝑆𝑖 × rPV × 𝐺𝑚𝑒𝑠 (III.2) 





Gmax est le rayonnement maximal reçu par une cellule dans les conditions standard de test 
(Standard Test Conditions STC), soit 1000 W/m2, et pPV est la puissance crête installée. La 
puissance crête, nommée aussi puissance nominale, est la puissance maximale qui peut être 
produite par l’installation PV en STC, soit à un rayonnement égale à Gmax et à une température 
de 25° C. 
Les paramètres rPV et pPV sont définis par le constructeur. Par conséquent, ils sont introduits 
au modèle PV à travers son interface. 
Le modèle de simulation des panneaux PV est présenté par la Figure III.4. 
 
Figure III.4. Modélisation de l’ensemble des panneaux PV avec Simulink 
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3.3.2 L’hydro générateur 
L'hydro-générateur est un dispositif permettant de générer de l'électricité au moyen d'une hélice 
immergée mise en mouvement par le déplacement du voilier [Vog 18]. 
Relié à un alternateur, l’hydro-générateur exploite le flux de l’eau pour produire de l’électricité. 
En effet, l’hélice est traînée dans le sillage du voilier et fait tourner un aimant permanent en 
suivant le même principe de l’éolien. Cette pièce peut également être remontée hors de l’eau 
lorsque le skipper n’a pas besoin d’énergie provenant de l’hydro-générateur [Vog 18, Hyd 18]. 
Les principaux inconvénients, notamment dans les conditions d’une course, sont le temps de 
mise en place et le ralentissement de vitesse que ce type d’équipement peut occasionner quand 
il est lancé dans l’eau [Hyd 18]. 
Le modèle Simulink simulant la production de l’hydro-générateur dans notre travail est 
semblable à celui d’un générateur PV. Une source de courant commandée est donc placée en 
parallèle avec une diode pour la limitation de la tension de sortie. Dans le cas de l’hydro-
générateur, en comparant avec le générateur PV, la puissance générée ne dépend pas du 
rayonnement solaire, mais des deux facteurs suivants : 
• le skipper : le lancement de l’hydro-générateur dans l’eau est manuel, sa mise en marche 
est donc dépendante du skipper, 
• la vitesse de l’eau : l’hydro-générateur peut produire de la puissance électrique tant que 
le voilier avance, mais cette puissance dépend de la vitesse de l’eau. Puisque dans notre 
cas d’étude nous ne disposons pas d’information concernant cette vitesse, elle est 
considérée constante. Par conséquent la puissance de l’hydro-générateur ne dépend que 
du skipper. 
La simulation de la puissance générée par l’hydro-générateur est donc modélisée par un 
générateur de puissance constante (pHG) placé en série avec un générateur d’impulsion 
simulant le temps pour lequel l’hydro-générateur fonctionne. Les paramètres de commande de 
l’interface de l’hydro-générateur sont la valeur de la puissance à générer, le temps de démarrage 
et la durée de fonctionnement par jour. Ces deux derniers paramètres sont proposés dans le but 
de tenir en compte le fait que l’hydro-générateur peut être soit déconnecté du MR ou remonté 
hors de l’eau carrément, il n’est donc pas en marche toute la journée. 
Le modèle de simulation de l’hydro-générateur est présenté par la Figure III.5. 




Figure III.5. Modélisation de l’hydro-générateur sous Simulink 
3.3.3 La batterie 
Comme pour tous les autres éléments, pour représenter la batterie nous allons utiliser un modèle 
simplifié. Il convient de noter que la durée de vie de la batterie est un paramètre important qui 
doit être pris en compte dans la gestion du MR. Ce paramètre est fortement lié à la charge et la 
décharge d’une batterie. En effet pour augmenter la durée de vie d’une batterie, il est 
recommandé de suivre un cycle de charge bien déterminé mais surtout d’éviter les décharges 
profondes [Bat 18]. De ce fait, l’état de charge (State Of Charge SOC) de la batterie est un 
facteur clé à prendre en compte dans la modélisation de cette dernière ainsi que dans la gestion 
du MR. 
Les phénomènes que nous allons donc mettre en évidence sont : 
• la variation de la tension à vide en fonction de l’état de charge qui sera représenté par 
une capacité, 
• le SOC initial qui sera pris en compte par la tension initiale à laquelle la capacité est 
chargée, 
• la résistance interne (résistance série) de la batterie. 
Pour s’approcher tout de même des valeurs réelles nous avons pris comme exemple un type de 
batterie largement utilisé pour les systèmes PV : le modèle AGM-VRLA dont l’acronyme AGM 
est lié à « Absorbent Glass Mat » et l’acronyme VRLA est lié à « Valve-Regulated Lead-Acid » 
[La 18]. En effet, c’est une batterie étanche dont l’électrolyte est absorbé et immobilisé dans 
des buvards en fibre de verre (boro-silicate), rangés entre les électrodes. La recombinaison des 
gaz se fait de la façon suivante : les molécules d'oxygène diffusent à travers les tissus-
séparateurs, des électrodes positives vers les électrodes négatives pour y former de l'eau. Jusqu'à 
99 % de l'hydrogène et oxygène peuvent être recombiné en eau. 
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Les alliages Pb – Ca (Plomb-Calcium) et Pb - Ca - Sn (Plomb-Calcium-Etain) sont utilisés pour 
les batteries AGM car ces alliages permettent de limiter l'électrolyse de l'eau (peu de dégazage). 
Les batteries AGM sont pressurisées et sont équipées d'une soupape : quand la pression devient 
trop importante (surcharge, température élevées...), les gaz s'échappent [La 18, Gel 18]. La 
relation entre le SOC et la tension à vide de la batterie est la fonction affine représentée dans la 
Figure III.6. Pour des SOC inférieurs à 50%, la relation n’est plus linéaire, mais pour simplifier 
le modèle nous allons considérer que c’est le cas. 
 
Figure III.6. Caractéristique tension-SOC de la batterie VRLA-AGM [Pri 18] 
Le modèle électrique de la batterie utilisé est présenté par la Figure III.7. A la base le circuit 
doit comporter une capacité C qui simule le stockage d’énergie et une résistance R en série 
(résistance interne de la batterie). La capacité C est considérée initialement chargée avec une 
tension qui dépend du SOC, les détails seront expliqués ultérieurement. Nous avons placé une 
diode D en parallèle de la capacité pour pouvoir limiter pendant la simulation la tension de la 
batterie à la valeur correspondante à un SOC de 100%. Cette diode est équivalente à une diode 
Zener avec une tension de seuil de 12.78V. Pour une tension inférieure à ce seuil, la diode est 
bloquée, donc il n’y a pas de courant qui la traverse. 




Figure III.7. Schéma Simulink de la batterie utilisée 
Deux paramètres sont à initialiser pour la batterie : sa capacité en Ah (Ampère-heure) et le SOC 
initial. 
En se basant sur la Figure III.6, il est possible de réaliser une approximation linéaire de la 
tension en fonction du SOC (Equation (III.4)). 
𝑡𝑒𝑛𝑠𝑖𝑜𝑛𝑣𝑖𝑑𝑒 = 0.0108 × SOC + 11.7 (III.4) 
Cette relation nous permettra d’obtenir la tension initiale de la batterie en fonction d’un SOC 
initialement donné. C’est avec cette tension que nous allons considérer que la capacité est 
initialement chargée. 
Le SOC peut être calculé en fonction du courant de la batterie ibat(t) par la relation présentée 







+ 𝑆𝑂𝐶(𝑡0)  (III.5) 
Cbat est la capacité de la batterie en Ah (C10 - la valeur est obtenue en effectuant une décharge 
complète sur 10 heures) et 𝑆𝑂𝐶(𝑡0) est le SOC initial en pourcentage. 
La valeur de la capacité du condensateur Cap utilisé dans le modèle doit être calculée en 
fonction de la capacité de la batterie qu’il doit représenter. Pour cela, nous allons partir de 
l’équation de la tension en fonction du courant (Equation (III.6)) en prenant en compte la valeur 
initiale de la tension uc(t0). A l’instant t0 le courant de la diode est nul, le courant du 
condensateur est donc égal à celui de la batterie ibat. 









+ 𝑢𝑐(𝑡0) (III.6) 
L’intégrale du courant ibat(t) est déduite à partir de l’Equation (III.5). 







× 𝐶𝑏𝑎𝑡 (III.7) 
En se référant à la caractéristique tension-SOC de la batterie AGM-VRLA (Figure III.6), nous 
considérons les points extrêmes : 12,24 V pour 50% (à t0) et 12,78 V pour 100% (à t1). Comme 
la capacité énergetique de la batterie est donnée en Ah, nous allons considérer le temps de 
chargement d’une heure, donc t1-t0=1h=3600s. L’expression finale de la capacité est 







× 𝐶𝑏𝑎𝑡 = 3,333 × 𝐶𝑏𝑎𝑡 (III.8) 
Par exemple pour une batterie avec une capacité de 100 Ah, la capacité équivalente sera de 
3.33x100 = 333 F. 
3.3.4 Les charges 
Parmis les éléments du MR installé dans le voilier, nous distinguons les charges qui sont 
classées en trois types, soient : 
• les charges prioritaires : ceux sont les charges critiques, qui ne doivent pas être 
déconnectées du MR, à savoir : systèmes de communication et de navigation, 
• les charges secondaires : ceux sont les charges qui peuvent être déconnectées sans 
mettre le voilier en danger et sans perturber le déroulement de la course. En fait en 
cas de pénurie d’énergie électrique ces charges sont les premières à être 
déconnectées du MR. Exemple : feux intérieurs du voilier, pilote automatique (le 
pilote automatique est considéré comme charge secondaire en partant du principe 
qu’il n’est pas utilisé à l’arrêt, et même quand le voilier est en marche le skypper 
peut prendre en charge la navigation d’une façon manuelle si nécessaire), 
• les charges inertielles : ce sont des charges qui doivent être alimentées pendant un 
temps Tc sur la journée, mais peu importe quand, car elles disposent de batteries 
internes ou autre possibilité de stockage d’énergie (stockage du froid). Ce type de 
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charges peut être déconnecté en cas de besoin. Exemple : ordinateur portable, 
téléphone mobile, frigo. 
En affectant un ordre de priorité décroissant pour chaque type de charges, les charges 
prioritaires sont d’ordre 1, les charges inertielles sont d’ordre 2 et les charges secondaires sont 
d’ordre 3. 
Les charges prioritaires, inertielles et secondaires sont modélisées par le même circuit électrique 
dont le modèle Simulink est représenté dans la Figure III.8. En fait, le modèle de charges 
prioritaires, inertielles ou secondaires, ne représente pas une charge unique mais un groupe de 
charges qui peuvent se connecter ou se déconnecter d’une façon aléatoire. Pour cela nous avons 
choisi de modéliser chaque type de charges par une résistance fixe en parallèle avec une source 
de courant qui joue le rôle de charge variable, comme présenté dans l’Equation III.9. La prise 
en compte d’une « constante de temps » nous permettra d’imposer des profils de variations 
différentes pour chaque type de charge. 
𝐼𝑙𝑜𝑎𝑑 = 𝐼𝑓𝑖𝑥𝑒+𝐼𝑣𝑎𝑟 (III.9) 
Ifixe est le courant de la résistance fixe et Ivar est celui de la charge variable. 
 
Figure III.8. Schéma Simulink de la charge 
La valeur de la résistance fixe est calculée en fonction de la puissance moyenne Pmean qui 
caractérise le groupe de charges correspondant (Equation III.10). La tension Uf est la tension 
de la batterie, tension que nous allons retrouver aux bornes de toutes les charges. Pour simplifier 
la simulation, nous avons pris en compte pour Uf  une valeur constante correspondante à un 
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La source de courant variable est commandée par une valeur aléatoire qui peut être configurée, 







Les paramètres interface communs aux trois types de charges sont Pmean, ΔP et Ct qui sont 
respectivement la puissance moyenne, la variation de puissance et la constante du temps. 
Pour les charges inertielles, un paramètre supplémentaire permet de spécifier le temps 
d’alimentation nécessaire. 
 PRESENTATION DU SMA PROPOSE ET DESCRIPTION DES AGENTS 
3.4.1 Description du SMA proposé 
Le SMA que nous avons proposé pour la gestion du MR est présenté par la Figure III.9. Un 
agent est associé à chaque élément du MR, soit :  
• Eléments de génération d’énergie 
• Agent PV 
• Agent Hydro-Générateur 
• Eléments de stockage et de gestion de stockage 
• Agent batterie 
• Agent chargeur 
• Charges 
• Agent charge prioritaire 
• Agent charge secondaire 
• Agent charge inertielle 
Nous avons proposé en plus :  
• un agent « prédiction ». Il utilise le modèle NARX de RNA pour prédire le 
rayonnement solaire journalier et estimer la production du générateur PV, 
• un agent « superviseur ». Il gère l’équilibre des puissances en temps réel, l’énergie 
sur la journée et assure la protection des éléments, 
• un agent « interface graphique ». Ce dernier représente l’interface entre le MR et 
l’utilisateur. 
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Dans la figure III.9 nous avons mis en relief la communication entre les différents agents et le 
circuit électrique qui relie les différents éléments du MR. Ces deux voies sont primordiales dans 
l’étude de tout « smart grid ».  
 
Figure III.9. Modèle du SMA proposé 
Tous les agents associés aux éléments du MR sont des agents physiques. Leur structure est 
basée essentiellement sur des capteurs (courant et tension) et des effecteurs (commutateurs). 
L’agent chargeur est un agent physique contenant seulement des effecteurs. Les agents 
« interface graphique », « prédiction » et « superviseur » sont des agents logiciels. 
Pour l’implémentation des agents, dans un premier temps nous avons contribué, dans le cadre 
de l’encadrement d’un projet de master, à tester et préparer une interface de communication 
entre Matlab-Simulink et JADE via le Middleware MACSimJX. Il s’agit d’un outil logiciel 
fourni pour un usage académique ou commercial (respectivement ouvert et sous licence) qui 
permet à MATLAB, via Simulink, d'opérer avec JADE. Après avoir avancé dans nos travaux 
nous avons décidé d’implémenter tous les agents que ceux soient logiciels ou physiques sous 
l’environnement Matlab-Simulink, et ce pour les raisons suivantes : 
• la structure des agents physiques nécessite qu’ils soient implémentés dans un 
environnement de simulation contenant certains éléments physiques comme des 
capteurs et des effecteurs, 
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• les agents physiques sont en liaison directe avec les éléments du MR. En fait les 
commutateurs doivent être placés entre l’élément physique et le reste du MR. Pour cela 
il est plus efficace de simuler l’agent physique dans le même environnement de 
l’élément auquel il est associé, 
• les agents logiciels que nous allons proposer sont des agents réactifs (agents 
« superviseur » et « interface graphique ») ou hybride ne disposant pas d’un haut degré 
d’intelligence (agent « prédiction »). Leur simulation ne nécessite donc pas forcément 
un environnement logiciel Multi Agent, 
• l’implémentation de tous les sous-systèmes du modèle proposé MR+SMA dans le même 
environnement logiciel est avantageuse car la communication entre les deux simulateurs 
Matlab-Simulink et JADE affecte la vitesse de simulation et alourdit le processus de 
gestion de l’énergie, 
• l’utilisation du Middleware MACSimJX a un inconvénient. En effet ce dernier ne 
fonctionne qu’avec une certaine version de Matlab et de Jade. L’évolution du modèle 
conçu d’une version à une autre n’est donc pas possible. 
Par définition un agent encapsule un état défini par un ensemble d’attributs et un comportement 
défini par un ensemble de méthodes et d’actions. Nous avons présenté sa structure interne sur 
cette base, en rajoutant les éléments matériels qui le constituent pour le cas des agents 
physiques. En plus de la structure interne, chaque agent est caractérisé par les interactions avec 
les autres agents, sous forme de messages envoyés et reçus, et la connexion avec des éléments 
physiques appartenant à son environnement. 
En fixant la structure des agents, nous nous sommes principalement intéressés à la sureté de 
fonctionnement du MR. Par conséquent nous avons mis l’accent sur le principe de redondance 
de données. 
Nous proposons dans ce qui suit une présentation de la structure et du fonctionnement des 
agents. Les détails sur le fonctionnement des agents physiques seront décrits dans les Tableaux 
III.1, III.3 et III.4. 
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3.4.2 Modélisation des agents production et consommation 
Le Tableau III.1 rassemble les caractéristiques communes des agents production (2 agents) et 
consommation (3 agents). Toute caractéristique supplémentaire sera traitée dans le paragraphe 
dédié à l’agent. 
Nous expliquerons, dans ce qui suit, la structure commune, les comportements et les 
interactions qui se font de la même façon pour les cinq agents. 
Ces agents disposent d’un capteur de courant et d’un capteur de tension pour mesurer ces deux 
paramètres et calculer la puissance. Ces données sont nécessaires pour la prise de décision dans 
la gestion du MR.  
Les agents disposent aussi d’un commutateur qui a pour but de permettre la connexion 
électrique de l’élément associé avec le MR. La décision de l’agent superviseur peut se 
matérialiser par un ordre de connexion ou de déconnexion de l’élément. 
Sur le système réel, la partie logicielle des agents sera implémentée sur des microcontrôleurs 
de faible consommation. En simulation, les microcontrôleurs ne seront pas intégrés, seulement 
les algorithmes seront pris en compte. 
Cinq attributs ont été déclarés pour caractériser chaque agent : le courant, la tension, la 
puissance, l’état du commutateur (« 1 » pour l’état connecté et « 0 » pour l’état déconnecté) et 
l’état de la communication avec l’agent superviseur. 
Les mesures de courant et de tension se font d’une façon périodique avec une fréquence 
d’acquisition F1=1/T1. A l’écoulement d’une période T2, multiple de T1 (voir Figure III.10), 
et à définir par le gestionnaire du MR, l’agent effectue un filtrage des mesures, il sauvegarde 
les valeurs moyennes obtenues et calcule la valeur de la puissance. Ensuite, l’agent envoie à 
l’agent superviseur les trois valeurs : courant, tension et puissance, chacune dans un message 
indépendant. L’envoi de ces trois grandeurs a pour but de créer une redondance de données et 
de garantir la disponibilité d’au moins deux variables à disposition de l’agent superviseur. 
La période T2 est également utilisée par l’agent pour récupérer l’état du commutateur et 
l’envoyer à l’agent superviseur. 




Figure III.10. Schéma explicatif des périodes T1 et T2 utilisées pour l’acquisition et la transmission des 
données dans le SMA 
Les agents doivent être capables d’identifier un problème de communication avec le 
superviseur. Dans le système réel c’est le message « Acknowledge » (ACK) qui permet de 
détecter que la communication est maintenue. Dans notre cas cette information est contenue 
dans une variable « état de communication » envoyée en même temps que la donnée et que 
nous pouvons modifier pour simuler la perte de communication. 
L’ouverture et la fermeture du commutateur peut se faire suite à un ordre reçu de la part du 
superviseur sous forme de messages ou par la décision de l’agent. Ce sont deux actions qui 
dépendent de la nature de chaque élément, et donc de chaque agent qui lui est associé. Ces deux 
actions seront détaillées plus tard avec l’explication des caractéristiques spécifiques de chaque 
agent. 
Les agents sont liés électriquement à l’agent chargeur, à la masse, et à l’élément dont ils sont 
associés. 
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Tableau III.1. Structure interne, comportement, et interaction communs avec l’environnement de l’agent PV, 




Etat du commutateur 
Etat de communication 
Comportement Mesurer le courant 
Mesurer la tension 
Calculer la puissance 
Récupérer l’état du commutateur 
Fermer le commutateur 
Ouvrir le commutateur 
Eléments physiques Capteur de courant 
Capteur de tension 
Commutateur 
Microcontrôleur 
Interaction avec les 
autres agents  
(messages) 
Envoyer vers l’agent superviseur : 
• la valeur du courant 
• la valeur de la tension 
• la valeur de la puissance 
• l’état du commutateur 
Recevoir de l’agent superviseur : 
• l’ordre de connexion de l’élément 
• l’ordre de déconnexion de l’élément 
Connexion électrique 
avec 
• le chargeur 
• la masse 
• l’élément associé 
 
Tous les messages échangés entre les agents seront représentés dans les modélisations Simulink 
par des codes que nous avons explicités dans le Tableau III.2. 
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Tableau III.2. Contenu des messages échangés entre les agents selon leurs codes sous l’nvironnement 
Matlab-Simulink 
Code du message dans le 
modèle Simulink 




mX*** Etat du commutateur 
mC*** Ordre de connexion 
mT*** Temps de chargement restant 
mE***  Energie restante par jour 
mSOC*** SOC 
mN*** Message affichage (Agent interface graphique) 
mG Rayonnement solaire 
 
3.4.2.1 Modélisation de l’agent PV 
Dans la Figure III.11, nous avons présenté les différents éléments et interactions qui 
interviennent dans la modélisation de l’agent PV. Le marquage coloré de certains blocs a la 
signification suivante : 
• rouge pour les éléments physiques de l’agent, 
• bleu pour les interactions sous forme de messages avec les autres agents, 
• jaune pour désigner les paramètres utilisés pour la configuration des agents. 
Le modèle de l’agent PV ne contient pas de paramètres de configuration, mais il convient de 
noter que ce marquage est valable pour toutes les figures représentant les autres agents plus 
tard. 




Figure III.11. Modélisation de l’agent PV 
A la fermeture du commutateur, l’agent PV connecte le générateur photovoltaïque au MR, et à 
l’ouverture du commutateur il le déconnecte. Ces deux actions ne se produisent qu’à la 
réception d’un message qui parvient de l’agent superviseur donnant l’ordre de connexion et de 
déconnexion. Ce type de fonctionnement peut être considéré satisfaisant même si l’agent PV 
ne peut pas décider lui-même la déconnexion et la connexion au MR, car cette décision doit 
normalement être prise dans le cas d’un défaut de communication avec l’agent superviseur et 
l’agent chargeur s’occupera de le faire (voir description agent chargeur). 
3.4.2.2 Modélisation de l’agent hydro-générateur 
En plus des attributs cités dans le Tableau III.1, l’agent hydro-générateur dispose de deux 
attributs seuils de tension SHcon et SHdec lui servant respectivement comme seuils de décision 
pour la connexion et de déconnexion de l’hydro-générateur. 
En fermant et ouvrant le commutateur, l’agent hydro-générateur connecte et déconnecte 
l’hydro-générateur au MR. Quand la communication avec l’agent superviseur est active, les 
actions de connexion et de déconnexion sont dépendantes de la réception d’un message de la 
part de ce dernier. Quand la communication avec l’agent superviseur est perdue, contrairement 
à l’agent PV, l’agent hydro-générateur doit protéger le système qu’il surveille ainsi que la 
batterie : il prend donc la décision d’ouvrir le commutateur dès que la tension devient supérieure 
à un seuil SHdec et de le fermer dès qu’elle devient inférieure à un seuil SHcon. Ce type d’action 
est nécessaire car la puissance de l’hydro-générateur est beaucoup plus importante que celle du 
générateur PV, donc son influence sur la batterie et sur le MR en général peut être très 
significative. 
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Il convient de rappeler que la mise en marche et l’arrêt de l’hydro-générateur sont 
principalement dépendants du skipper vu que son lancement et sa récupération de l’eau sont 
manuels. Par conséquent les deux actions de connexion et déconnexion prises par l’agent hydro-
générateur n’ont un sens que quand le dispositif est dans l’eau. 
L’agent hydro-générateur est présenté par la Figure III.12. 
 
Figure III.12. Modélisation de l’agent hydro-générateur 
3.4.2.3 Agents charges 
En plus de ce qui a été présenté dans le Tableau III.1, tout agent charge dispose d’un attribut 
seuil de tension. Ce seuil est à fixer pour chaque type de charge, soient Sch1, Sch2 et Sch3 les seuils 
liés respectivement aux charges prioritaires, inertielles et secondaires, avec Sch1 < Sch2 < Sch3. 
L’agent charge inertielle dispose d’un attribut supplémentaire : le temps de chargement (ou de 
connexion) restant par jour Tc qu’il calcule et envoie périodiquement à l’agent superviseur. En 
utilisant l’attribut Tc, l’agent charge inertielle calcule également l’énergie restante à consommer 
par jour et l’envoie périodiquement à l’agent superviseur. 
La fermeture et l’ouverture du commutateur sert à connecter et déconnecter l’ensemble des 
charges du même type (prioritaires, secondaires ou inertielles) au MR. L’agent les déconnecte 
soit à la réception d’un ordre de déconnexion de l’agent superviseur soit par une décision qu’il 
prend d’une façon individuelle sous certaines conditions. En effet, quand l’agent charge perd la 
communication avec l’agent superviseur, sa mission est de protéger l’ensemble des charges 
dont il est associé. Dans ce cas l’agent charge décide de déconnecter les charges quand la 
tension mesurée est inférieure au seuil fixé Schi. Quant à l’agent charge inertielle, en plus de ce 
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qui a été évoqué, quand la communication avec l’agent superviseur est perdue, une autre 
condition peut engendrer la déconnexion des charges : l’écoulement du temps de chargement 
Tc. 
Cependant nous avons préféré que l’agent ne connecte (ou reconnecte) les charges qu’à la 
réception d’un ordre de connexion par l’agent superviseur. En effet, pour connecter/reconnecter 
la charge, le seuil Schi ne peut pas être utilisé pour la comparaison de la tension car au moment 
de la déconnexion la tension augmente et dépasse ce seuil, ce qui engendrerait des reconnexions 
et déconnexions successives pouvant avoir comme conséquence une instabilité du MR. D’autre 
part, le taux d’augmentation de tension qui suit une déconnexion est difficile à estimer, ce qui 
écarte l’idée d’utiliser un comparateur à hystérésis. 
 
Figure III.13. Modèle de l’agent charge prioritaire et secondaire 
 
Figure III.14. Modèle de l’agent charge inertielle 
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Les modèles des agents charges sont représentés dans la Figure III.13 pour les agents charge 
prioritaire et secondaire et dans la Figure III.14 pour l’agent charge inertielle. En effet, l’agent 
charge inertielle est modélisé en prenant comme base le modèle utilisé pour les deux autres 
agents charges, mais en rajoutant le bloc encadré en vert dans la Figure III.14 et qui permet de 
rajouter la prise en compte du temps de chargement. Ce bloc calcule et envoie périodiquement 
à l’agent superviseur le temps de chargement et l’énergie restants par jour. 
3.4.3 Modélisation de l’agent batterie 
L’agent batterie est décrit dans le Tableau III.3 et modélisé dans la Figure III.15. Le principe 
de mesure du courant et de la tension, de calcul de la puissance et leur envoi à l’agent 
superviseur est le même que pour les autres agents. Le calcul et l’envoie du SOC à l’agent 
superviseur se fait avec la période T2, utilisée pour envoyer les autres grandeurs.  
L’agent batterie ne dispose pas de commutateur. En fait, nous sommes parti du principe que 
nous ne déconnectons jamais la batterie vu que nous avons la possibilité d’isoler toutes les 
sources d’un côté et toutes les charges d’un autre côté (voir description agent chargeur), ce qui 
rend inutile l’ajout d’un commutateur à l’agent batterie. Par ailleurs, pour des raisons de 
compatibilité, nous avons gardé les attributs « état de communication » et « état du 
commutateur », ce dernier n’est autre qu’une constante égale à 1 qui est envoyée 
périodiquement à l’agent superviseur.  
Dans la pratique, l’agent batterie dispose d’un microcontrôleur, support de la partie logicielle, 
et est physiquement lié au chargeur, à la masse, et à la batterie. 
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Etat du commutateur =1 
Etat de communication 
Comportement Mesurer le courant 
Mesurer la tension 
Calculer la puissance 
Calculer le SOC 
Eléments physiques Capteur de courant 
Capteur de tension 
Microcontrôleur 
Interaction avec les 
agents (messages) 
Envoyer vers l’agent superviseur : 
• la valeur du courant 
• la valeur de la tension 
• la valeur de la puissance 
• la valeur du SOC 
• l’état du commutateur (=1) 
Connexion électrique 
avec : 
• le chargeur 
• la masse 
• la batterie 
 
 
Figure III.15. Modélisation de l’agent batterie 
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3.4.4 Modélisation de l’agent chargeur 
L’agent chargeur est lié au chargeur dont le rôle principal est de protéger la batterie. Il constitue 
le point d’échange de puissances entre les sources, la batterie et les charges (voir Figure III.9 et 
Figure III.16) et joue donc rôle primordial dans la gestion du MR. 
 
Figure III.16. Schéma simplifié du chargeur 
L’agent chargeur est décrit dans le Tableau III.4. Il dispose de trois capteurs de courants et de 
trois capteurs de tension pour mesurer les grandeurs présentées dans la Figure III.16 et qui sont : 
le courant et la tension « IN » des sources, le courant et la tension « OUT » des charges, et le 
courant et la tension « BAT » de la batterie. L’agent chargeur dispose aussi de deux 
commutateurs, un commutateur IN qui sert à connecter/déconnecter toutes les sources, et un 
commutateur OUT qui sert à connecter/déconnecter toutes les charges. 
En plus des courants, tensions, puissances et états des deux commutateurs, nous avons rajouté 
l’attribut SOC que l’agent calcule indépendamment de l’agent batterie pour créer de la 
redondance dans le but de pouvoir prendre des décisions d’une façon autonome dans les 
situations particulières. Comme nous l’avons évoqué antérieurement, l’attribut « état du 
commutateur de la batterie » est rajouté pour des raisons de compatibilité, il est fixé à 1. 
L’attribut « état de communication » indique si la communication avec l’agent superviseur est 
active ou inactive. 
Concernant les mesures des courants et des tensions, les calculs des puissances et du SOC, la 
récupération des états des commutateurs et l’envoi de tous ces paramètres à l’agent superviseur, 
le principe est le même que celui des autres agents. 
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Tableau III.4. Structure interne, comportement, et interaction avec l’environnement de l’agent chargeur 
Attributs Courant IN 
Courant OUT 
Courant de la batterie 
Tension IN 
Tension OUT 
Tension de la batterie 
Puissance IN 
Puissance OUT 
Puissance de la batterie 
SOC 
Etat du commutateur IN 
Etat du commutateur OUT 
Etat du commutateur de la batterie=1 
Etat de communication 
Comportement Mesurer les courants : IN, OUT et de la batterie 
Mesurer les tensions : IN, OUT et de la batterie 
Calculer les puissances : IN, OUT et de la batterie 
Calculer le SOC 
Récupérer l’état des deux commutateurs : IN et OUT 
Fermer les deux commutateurs : IN et OUT 
Ouvrir les deux commutateurs : IN et OUT 
Eléments physiques 3 Capteurs de courant (IN, OUT et batterie) 
3 Capteurs de  tension (IN, OUT et batterie) 
2 Commutateurs (IN et OUT) 
Microcontrôleur 
Interaction avec les 
agents (messages) 
Envoyer vers l’agent superviseur : 
• les valeurs des courants IN, OUT et batterie 
• les valeurs des tensions IN, OUT et batterie  
• les valeurs des puissances IN, OUT et batterie  
• la valeur du SOC 
• les états des commutateurs IN, OUT et batterie (=1) 
Recevoir de l’agent superviseur : 
• l’ordre de connexion des commutateurs IN et OUT 
• l’ordre de déconnexion des commutateurs IN et OUT 
Connexion électrique 
avec 
• les sources 
• les charges 
• la batterie 
• la masse 
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La fermeture et l’ouverture des commutateurs sont des actions qui dépendent principalement 
des ordres de connexion et de déconnexion reçus sous forme de messages de la part de l’agent 
superviseur. Quand la connexion avec l’agent superviseur est perdue l’agent chargeur 
déconnecte et connecte le côté sources et le côté charges en fonction de l’état de charge de la 
batterie en le comparant à une tension seuil de déconnexion et une tension seuil de connexion 
fixés pour chaque commutateur, soient Sds et Scs les seuils de déconnexion et connexion du côté 
sources, et Sdc et Scc les seuils de déconnexion et connexion du côté charges. 
L’agent chargeur dispose également d’un microcontrôleur et est lié physiquement aux sources, 
charges, batterie et masse (Figure III.9). 
Dans la figure III.17, nous représentons la modélisation de l’agent chargeur par Simulink. 
 
Figure III.17. Modélisation de l’agent chargeur 
3.4.5 Modélisation de l’agent interface graphique 
L’agent interface graphique, représenté dans la Figure III.18, est un agent logiciel qui assure la 
communication entre le MR et le skipper à travers une interface graphique. Il s’agit d’un agent 
réactif qui agit sur cette interface à base de réceptions de messages. 




Figure III.18. Agent interface graphique 
Les messages reçus sont de la part de l’agent superviseur qui doit envoyer périodiquement les 
informations suivantes : 
• les états des commutateurs, 
• les états de communication avec les différents éléments, 
• la nécessité d’activer l’hydro-générateur quand c’est le cas, 
• la valeur du SOC. 
La Figure III.19 présente l’interface graphique gérée par l’agent, elle est constituée de : 
• une jauge qui indique l’état de charge de la batterie (SOC), allant de 0 à 100%, nous 
jugeons que la connaissance du SOC à tout instant est d’une importance majeure pour 
le skipper, 
• sept voyants, chacun est relatif à un commutateur, indiquant la connectivité de chaque 
élément qui lui est associé par une couleur. La signification des couleurs est définie dans 
le Tableau III.5, 
• un voyant supplémentaire qui s’allume en bleu pour indiquer au skipper qu’il faut mettre 
l’hydro-générateur en marche. 




Figure III.19. Interface graphique du SMA 
Tableau III.5. Couleurs des voyants de l’interface graphique 
Couleur Nom Signification 
Vert  ON L’élément est connecté au 
MR 
Rouge OFF L’élément n’est pas connecté 
au MR 
Jaune NO COMMUNICATION L’élément a perdu la 
communication avec l’agent 
superviseur 
Bleu TO ACTIVATE L’élément doit être activé 
(Hydro-générateur) 
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3.4.6 Modélisation de l’agent prédiction 
L’agent prédiction, présenté dans la Figure III.20, est un agent logiciel qui a pour but de fournir 
l’information concernant l’énergie PV disponible. 
La prédiction du rayonnement solaire se fait une fois par jour au début de la journée, donc pour 
alléger la simulation elle sera réalisée en temps différé. Le résultat de la prédiction journalière 
sera récupéré tout simplement dans un fichier. La mission de l’agent prédiction est de récupérer 
les données une fois par jour et d’effectuer périodiquement (en utilisant la période T2) les 
calculs nécessaires pour obtenir la valeur de l’énergie PV restante jusqu’à la prochaine 
prédiction. Il envoie périodiquement à l’agent superviseur : 
• la quantité d’énergie solaire restante qui sera reçue par les panneaux PV, 
• la quantité d’énergie électrique maximale que les panneaux PV peuvent encore produire 
sur la journée. 
L’énergie solaire est une donnée redondante dont l’envoi sert à assurer la bonne gestion du MR 
dans le cas où la donnée énergie PV n’est pas accessible par l’agent superviseur. 
 
Figure III.20. Modélisation de l’agent prédiction 
3.4.7 Modélisation de l’agent superviseur 
L’agent superviseur, est un agent logiciel doté d’un grand degré de coopération grâce à sa 
capacité de communication avec tous les agents du SMA. Il a une vue quasi-globale de 
l’environnement du système, pour cela quand la communication avec les autres agents est active 
il est le décideur principal de la connexion/déconnexion des différents éléments. 
Les attributs de l’agent superviseur sont toutes les variables qu’il récupère par réception de 
messages de la part des autres agents. Les échanges de messages, sauf pour les messages 
contenant l’ordre de connexion/déconnexion des éléments, sont illustrés dans la Figure III.21. 




Figure III.21. Agent superviseur : interaction avec les autres agents 
L’interaction avec les agents logiciels est réalisée de la manière suivante : 
• réception périodique de deux messages contenant l’énergie solaire et l’énergie PV de la 
part de l’agent prédiction (voir paragraphe 3.4.6, modélisant l’agent prédiction), 
• envoi périodique des informations nécessaires à la mise à jour de l’interface graphique 
à l’agent interface graphique (voir paragraphe 3.4.5, modélisant l’agent interface 
graphique). 
Le fonctionnement de l’agent superviseur étant assez complexe, nous l’avons structuré en 
passant par des sous-systèmes Simulink (équivalents à des procédures). Nous présentons 
l’ensemble de ces sous-systèmes dans la Figure III.22. 
Dans ce manuscrit nous nous sommes focalisés sur l’implémentation de  trois algorithmes qui 
permettent de gérer : 
• les charges secondaires, 
• l’hydro-générateur, 
• les panneaux PV. 
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La gestion du PV et de l’hydro-générateur est effectuée par hystérésis en fonction du SOC 
(déconnexion quand la batterie est complètement chargée et reconnexion à partir d’un SOC 
seuil que le gestionnaire fixe). 
 
Figure III.22. Agent superviseur : Sous-systèmes de gestion de l’énergie 
La gestion des charges secondaires est effectuée en prenant en compte le bilan d’énergie et des 
seuils fixés sur le SOC (voir Figure III.23). Le bilan d’énergie prend en compte la prédiction 
PV, le SOC et l’estimation de l’énergie nécessaire pour alimenter les charges. Nous avons choisi 
de ne pas prendre en compte la production de l’hydro-générateur car son activation dépend 
d’une intervention humaine. C’est pour pallier ce manque que nous avons rajouté le test sur le 
SOC de la batterie, donc même si le bilan d’énergie est négatif l’agent superviseur peut prendre 
la décision d’alimenter les charges secondaires si la batterie est suffisamment chargée. Comme 
nous allons le montrer dans la section 3.5, le choix des seuils fixés sur le SOC est très important : 
des seuils élevés offrent plus de sécurité mais un faible taux d’alimentation, des seuils faibles 
augmentent l’efficacité énergétique du système mais l’expose à des risques supplémentaires si 
l’hydro-générateur n’est pas activé. 
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Le choix de gérer les charges secondaires seulement est fait en se basant sur les raisons 
suivantes : 
• la gestion des charges prioritaires est réalisée en utilisant le même sous-système 
Simulink en changeant les seuils de prise de décision, 
• la gestion des charges inertielles prend le même sous-système comme base en changeant 
les seuils et en rajoutant les blocs nécessaires pour prendre en compte la contrainte de 
temps de chargement. 
 
Figure III.23. Agent superviseur : gestion de la charge secondaire 
 SCENARII DE FONCTIONNEMENT 
Le modèle Simulink a été développé pour fonctionner dans un contexte Multi Agents. 
Cependant un paramétrage approprié (comme par exemple la désactivation de la 
communication) permet de prendre en compte le fonctionnement basique du MR. Cette 
fonctionnalité sera mise à profit dans les trois scénarii avec lesquels nous avons commencé les 
simulations. Le SMA sera pleinement exploité dans le quatrième scénario. 
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3.5.1  Scénario 1 – Fonctionnement du micro-réseau géré exclusivement 
par le chargeur 
Ce scénario est basé sur la gestion classique d’un MR de faible taille. C’est le chargeur qui gère 
la connexion/déconnexion de la partie production et de la partie consommation dans le but de 
protéger la batterie et augmenter sa durée de vie. 
Les caractéristiques prises en charge pour les éléments du MR sont : 
• puissance crête PV = 2250W, cette puissance varie en fonction du rayonnement solaire, 
• puissance hydro-générateur = 200W. Pour ce scénario nous considérons que l’hydro-
générateur est mis dans l’eau en permanence et, quand il n’est pas déconnecté par le 
chargeur, il fournit une puissance constante, 
• capacité batterie = 200Ah, SOC initial = 50%, 
• puissance moyenne consommée par les charges = 450W. Les trois types des charges 
sont alimentés en permanence et le profil de consommation comporte une partie 
aléatoire. 
Le chargeur gère les sources et les charges en fonction de l’état de charge de la batterie : 
• pour les sources : déconnexion à 100% et reconnexion à 95%, 
• pour les charges : déconnexion à 20% et reconnexion à 25%. 
Les sources sont déconnectées plusieurs fois dans l’intervalle qui varie entre 15000 et 32000 
secondes (entre 4 heures et 9 heures environ) car la batterie est complètement chargée (Figure 
III.24 et III.25). Durant ces déconnexions de l’énergie solaire est perdue car les panneaux PV 
sont déconnectés donc ils ne peuvent pas fournir de l’énergie électrique au MR. L’hydro-
générateur est également déconnecté sur ces intervalles tout en restant dans l’eau, ce qui peut 
ralentir l’avancement du voilier. 
Les charges sont déconnectées également plusieurs fois dans l’intervalle qui varie entre 65000 
et 85000 secondes (entre 18 heures et minuit environ) car la batterie est trop déchargée. Toutes 
les charges sont déconnectées en même temps, même les charges prioritaires car le chargeur 
n’est pas capable de les différencier. 




Figure III.24. Variation de l’état de charge de la batterie pour le scénario 1 
 
Figure III.25. Variation des courants IN, OUT et BAT du chargeur pour le scénario 1 
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La somme de l’énergie disponible (PV + hydro-générateur, 13,584 kWh) est supérieure à 
l’énergie nécessaire pour l’alimentation des charges (10,8 kWh). Si toute l’énergie disponible 
était récupérée, les charges auraient pu être alimentées en permanence. Ce n’est pas le cas car 
la batterie se charge et se décharge trop rapidement à cause de sa faible capacité de stockage 
donc son augmentation peut être envisagée pour satisfaire complètement les besoins des 
charges. D’autre part, la connexion et la déconnexion rapide des charges est un phénomène 
dangereux qui endommagera les charges. Pour remédier à celà nous proposons le scénario 2. 
3.5.2 Scénario 2 - Fonctionnement du micro-réseau géré exclusivement par 
le chargeur avec capacité de stockage supplémentaire 
Les paramètres des composants sont identiques à ceux du scenario 1, sauf pour la capacité de 
stockage de la batterie qui a été configurée sur la valeur minimale assurant le fonctionnement 
permanent des sources et des charges : 700Ah. La taille de la batterie a donc dû être multipliée 
par 3,5 pour atteindre ce but, ce qui veut dire un poids supplémentaire autour de 145 kg car le 
poids initial de la batterie VRLA-AGM de capacité = 200Ah est de 58kg.  
 
Figure III. 26. Variation de l’état de charge de la batterie pour le scénario 2 




Figure III. 27. Variation des courants IN, OUT et BAT du chargeur pour le scénario 2 
Dans ces conditions les sources et les charges ne sont jamais déconnectées (voir Figure III.26 
et III.27). Cependant, en partant du principe que le MR étudié est installé dans un voilier de 
course, un poids supplémentaire du système n’est pas une solution arrangeante vu que dans ce 
cas la contrainte vitesse va être dégradée. Pour éviter l’augmentation du poids et prendre en 
compte la contrainte vitesse nous allons proposer le scénario 3. 
3.5.3 Scénario 3 - Système optimisé 
Pour optimiser le fonctionnement du système sans augmenter la capacité de stockage, une 
solution a été proposée qui consiste à renforcer l’alimentation des charges pendant la production 
de l’énergie PV c’est-à-dire quand il y a de l’ensoleillement et réserver le fonctionnement de 
l’hydro-générateur pendant la nuit le maximum que possible. 
Pour effectuer le changement sur les charges nous pouvons nous baser sur les diverses capacités 
de stockage associées à certaines charges que nous avons appelé auparavant « charges 
inertielles ». Nous n’allons donc considérer que ce type de charges qui doivent être alimentés 
seulement pendant 12 heures par jour. Même si elles restent connectées au MR le reste de la 
journée, elles ne consomment pas d’énergie. 
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Nous allons considérer que l’hydro-générateur est mis dans l’eau seulement pendant 12 heures 
et, pour ne pas changer les valeurs des énergies mises en jeu, sa puissance sera doublée (la 
production de 24 heures sera assurée en 12 heures pour ce scénario). Son lancement et sa 
récupération de l’eau sont deux actions qui doivent être effectuées par le skipper. 
Les caractéristiques prises en charge pour les éléments du MR pour ce scénario sont : 
• puissance crête PV = 2250W, elle varie en fonction de du rayonnement solaire, 
• puissance hydro-générateur = 400W. L’hydro-générateur est mis dans l’eau pendant 12 
heures, 
• capacité batterie = 200Ah, SOC initial = 50%, 
• puissance moyenne des consommateurs classiques = 250W (150 W pour les charges 
prioritaires et 100 W pour les charges secondaires), 
• puissance moyenne des charges inertielles = 400W. Ces charges ont besoin de 
fonctionner pendant 12 heures. 
Un choix approprié des intervalles de fonctionnement des charges inertielles et de l’hydro-
générateur permet d’éviter la déconnexion des sources et celle des charges et sans augmentation 
de la capacité de stockage (voir Figure III.28 et III.29). 
 
Figure III.28. Variation de l’état de charge de la batterie pour le scénario 3 




Figure III.29. Variation des courants IN, OUT et BAT du chargeur pour le scénario 3 
Le scénario 3 présente deux inconvénients : 
• le chargeur gère toutes les charges ensemble et toutes les sources ensemble. En cas de 
pénurie d’énergie, même s’il y a assez d’énergie pour alimenter les charges prioritaires 
seules, le chargeur les déconnecte en fermant le commutateur côté charges. Il en de 
même pour la déconnexion du côté sources en cas d’excès de production, le chargeur 
ne peut pas déconnecter un producteur et laisser l’autre en marche, 
• l’hydro-générateur n’est déconnecté du MR que si le skipper le récupère de l’eau (pas 
de commutateur propre à ce dispositif). Si par exemple le skipper navigue dans des 
conditions météorologiques défavorables (tempête), il n’aura pas le temps de le 
récupérer, cela peut endommager la batterie. 
3.5.4 Scénario 4 - Fonctionnement du micro-réseau géré par le SMA 
Ce scénario est basé sur la gestion d’un MR en utilisant le SMA. 
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Les caractéristiques prises en charge pour les éléments du MR pour ce scénario sont identiques 
à ceux du scénario 3. 
Nous avons considéré que la communication entre l’agent superviseur et tous les autres agents 
est active. Les ordres de déconnexion et de connexion des panneaux PV et de l’hydro-
générateur sont déclenchés respectivement pour des SOC = 100% et 95%. Les ordres de 
déconnexion et de connexion des charges secondaires sont déclenchés en fonction du bilan 
d’énergie complétés par des seuils fixés sur le SOC, soient 80% et 85% respectivement pour la 
déconnexion et la connexion (voir Figures III.30-32). Les charges prioritaires fonctionnent en 
permanence et les charges inertielles fonctionnent avec le même principe du scénario 3 (12 
heures par jour en période d’ensoleillement). 
 
Figure III.30. Variation de l’état de charge de la batterie pour le scénario 4 (seuils de connexion/déconnexion 
des charges secondaires à des SOC respectifs de 85%/80%) 
Le SOC final de la batterie est supérieur à celui de départ, même si toute l’énergie disponible 
n’a pas été utilisée car les charges secondaires sont déconnectées tout au long de la période où 
le SOC est inférieur à 80%, elles sont donc alimentées sur approximativement la moitié du 
temps (41613 secondes, environ 11 heures et demi) (Figure III.31). 




Figure III.31. Variation du courant des charges secondaires pour le scénario 4(seuils de 
connexion/déconnexion des charges secondaires à des SOC respectifs de 85%/80%) 
Les panneaux PV sont déconnectés à deux reprises ainsi que l’hydro-générateur (Figure III.32). 
 
Figure III.32. Variation des courants IN, OUT et BAT du chargeur pour le scénario 4(seuils de 
connexion/déconnexion des charges secondaires à des SOC respectifs de 85%/80%) 
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Pour améliorer l’efficacité énergétique du système relative à l’alimentation des charges 
secondaires, nous avons configuré l’agent superviseur pour déclencher les ordres de 
déconnexion et connexion à des SOC respectifs de 40 et 45% (Figures III.33-35). 
 
Figure III.33. Variation de l’état de charge de la batterie pour le scénario 4 (seuils de connexion/déconnexion 
des charges secondaires à des SOC respectifs de 45%/40%) 
 
Figure III.34. Variation du courant des charges secondaires pour le scénario 4 (seuils de 
connexion/déconnexion des charges secondaires à des SOC respectifs de 45%/40%) 




Figure III.35. Variation des courants IN, OUT et BAT du chargeur pour le scénario 4 (seuils de 
connexion/déconnexion des charges secondaires à des SOC respectifs de 45%/40%) 
Les charges secondaires sont alimentées pour un temps de 71523s (environ 20 heures), le SOC 
n’a atteint son maximum qu’une seule fois, ce qui a engendré une seule déconnexion des 
panneaux PV et un fonctionnement permanent de l’hydro-générateur. Dans ce cas l’énergie 
disponible était bien exploitée, et la batterie n’était pas déchargée complètement. Dans d’autres 
cas, par exemple quand l’hydro-générateur n’est pas mis à temps par le skipper pour fonctionner 
pendant les 12 heures de la nuit, la batterie risque d’être déchargée alors que les panneaux PV 
ne peuvent pas produire de l’énergie, et ce sont ces situations critiques qui nous incitent à opter 
vers les choix de seuils de SOC assez élevés pour garantir en même temps l’alimentation des 
charges prioritaires et la sécurité du MR. 
En analysant les résultats de simulations des différents scénarii, nous constatons que 
l’utilisation des SMA pour la gestion du MR étudié apporte un gain en termes d’efficacité 
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énergétique. En effet, le caractère distribué du SMA et l’interaction entre les agents permettent 
de : 
• alimenter tous les types des charges au maximum possible, ce qui assure la continuité 
de service dans le MR, 
• contrôler la variation du SOC de la batterie en permanence et d’une façon efficace, ce 
qui contribue à la protéger et augmenter sa durée de vie, 
• profiter de la disponibilité de la production PV d’une façon maximale, ce qui optimise 
le lancement de l’hydro-générateur dans l’eau et améliore donc la vitesse de la 
navigation du voilier, 
• favoriser l’utilisation des ressources renouvelables, qui malgré leur caractère 
intermittent, constituent une source sûre d’électricité même dans un cas extrême (voilier 
de course) quand leur utilisation est bien étudiée au préalable (dimensionnement des 
éléments du MR, optimisation du poids pour accélérer la navigation). 
 CONCLUSION 
Dans ce chapitre nous avons conçu un système de gestion intelligente pour un MR à CC installé 
dans un voilier de course, et ce en utilisant la technique SMA. 
Dans un premier lieu, nous avons présenté le modèle global du MR étudié en décrivant sa 
structure. Ensuite nous avons modélisé chaque élément par un modèle dans l’environnement 
Matlab-Simulink qui se base sur les équations de l’électricité et le principe de fonctionnement 
de l’élément. 
Une fois le MR modélisé, nous avons passé à la présentation du SMA proposé. Nous avons 
donc défini sa structure : 
• un agent a été associé à chaque producteur d’énergie, 
• le chargeur a été combiné avec l’agent qui lui est associé, 
• en ce qui concerne les charges, en se basant sur leur répartition en charges prioritaires, 
secondaires et inertielles nous leurs avons affecté un agent à chaque catégorie, 
• trois agents logiciels supplémentaires ont été implémentés pour assurer la bonne gestion 
du MR, un agent « superviseur », un agent « prédiction » et un agent « interface 
graphique ». 
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Par la suite, nous avons identifié la structure et le principe de fonctionnement et d’interaction 
de chaque agent avec son environnement. A la fin du chapitre nous avons présenté les résultats 
obtenus en montrant divers scénarii relatifs aux conditions de navigation du voilier, en essayant 

























Ce travail de recherche s’inscrit dans le cadre d’un projet qui consiste à alimenter un voilier de 
course à partir de ressources renouvelables uniquement. 
Notre contribution est de concevoir un système de gestion intelligente pour le MR qui assure le 
bon fonctionnement du voilier. Pour cela nous avons fixé deux objectifs : 
• la prédiction du rayonnement solaire par la technique des RNA pour pouvoir estimer 
l’énergie susceptible d’être produite par les panneaux PV, 
• la gestion de l’énergie dans le MR par les SMA. 
Le premier chapitre a été consacré à l’état de l’art de la gestion d’énergie dans le MR et de la 
prédiction du rayonnement solaire. Dans une première phase, nous avons introduit le concept 
de MR en le définissant, décrivant sa structure et évoquant quelques paramètres de base. Dans 
une deuxième phase, à partir de l’état de l’art, nous avons pu identifier les problématiques liées 
aux MRs et d’introduire les SMA en définissant leur concept et en insistant sur leur caractère 
distribué. Pour assurer une bonne compréhension du fonctionnement d’un agent nous avons 
présenté ses propriétés et ses interactions avec son environnement. Pour justifier le choix des 
SMA pour la gestion du MR, nous avons insisté principalement sur les concordances entre leur 
fonctionnement et celui des MRs. Dans la deuxième partie du chapitre 1 nous avons présenté 
des méthodes permettant la prédiction de l’énergie PV disponible, particulièrement le 
rayonnement solaire, dans un contexte micro-réseau. Nous avons commencé par introduire les 
séries temporelles qui permettent de représenter les caractéristiques du rayonnement solaire. 
Un état de l’art nous a permis d’identifier différentes approches de prédiction et de 
classifications de données. Nous avons défini la technique des RNA tout en insistant sur leurs 
propriétés et leurs caractéristiques les plus importantes afin de les exploiter au mieux dans le 
chapitre 2. 
Le deuxième chapitre a été consacré à la prédiction du rayonnement solaire direct sur une 
surface horizontale par des Réseaux de Neurones Artificiels NARX. Nous avons commencé 
par la présentation des paramètres nécessaires à la modélisation du rayonnement solaire en 
utilisant le modèle « ciel claire ». Une étude comparative nous a permis de déterminer les 
paramètres importants pour le calcul du rayonnement solaire : la déclinaison solaire, l’équation 
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du temps et le facteur de correction de la distance terre-soleil. La deuxième section du chapitre 
2 a été consacrée à la prédiction du rayonnement solaire. Nous avons commencé par la 
définition du modèle NARX en insistant sur les propriétés qui ont été exploitées dans notre 
travail. Par la suite, nous avons décrit la base de données utilisée pour la prédiction et les critères 
d’évaluation des résultats de prédiction. Nous avons ensuite exposé les résultats obtenus et le 
modèle (structure de la base de données et du RNA) le plus adéquat qui nous a permis d’avoir 
l’erreur minimale de prédiction. A la fin, nous avons présenté le traitement de données 
nécessaire qui permet de décoder les trames circulant dans le réseau de voilier, et ce dans le but 
de récupérer certains paramètres demandés pour réaliser la phase d’apprentissage du RNA. 
Le chapitre 3 a été consacré à la modélisation en vue de la gestion du MR du voilier par la 
technique SMA. Dans la première partie nous avons présenté et modélisé les différents éléments 
du MR, à savoir : 





En fonction de leurs caractéristiques les charges ont été groupées en trois catégories : 
prioritaires, secondaires et inertielles. Par la suite nous avons proposé une architecture pour le 
SMA et identifié la structure interne et le fonctionnement de chaque agent en distinguant deux 
types d’agents : physiques et logiciels. En effet nous avons associé un agent physique à chaque 
élément du micro-réseau, et nous avons rajouté des agents logiciels pour assurer la bonne 
gestion et l’interaction avec le skipper : un agent « superviseur », un agent « prédiction » et un 
agent « interface graphique ». A la fin nous avons exposé les résultats obtenus en passant par 
différents scénarii de fonctionnement du MR qui tiennent compte de la spécificité et des 
contraintes de navigation du voilier. La technique SMA a montré son efficacité dans la gestion 
du MR étudié, le système étant capable de fonctionner convenablement même dans des 
situations critiques, à savoir le cas de pénurie d’énérgie et le cas d’augmentation de la 
consommation. 
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Les résultats obtenus durant ce travail de recherche ont montré à la fois l’efficacité des RNA 
pour la prédiction de la production PV et des SMA pour la gestion de l’énergie. Nous allons 
donc profiter de ce savoir faire pour approfondir nos travaux de recherche tout en élargissant le 
spectre d’application. 
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A ce stade, la prédiction de la production PV prend en compte seulement les variations 
d’irradiation solaire, la position géographique du voilier et la couverture nuageuse. Comme 
nous nous proposons de prendre en compte l’effet de l’ombrage des panneaux PV par les voiles 
et des mouvements du voilier (roulis, tangage, cap). Notre méthode de prédiction à moyen terme 
(une journée) peut être complétée par des méthodes de prédiction à très court terme comme 
l’observation directe du ciel (quelques minutes) pour un ajustement en temps réel et une 
meilleure gestion du MR. 
Le fonctionnement de l’agent superviseur est basé à présent sur des règles que nous avons 
définies. Doter cet agent d’une capacité d’auto-apprentissage lui permettra de prendre des 
décisions d’une manière cognitive pour certaines situations répétitives  qu’il pourrait identifier 
lui-même à travers son historique. 
Nous avons testé jusqu’à présent le fonctionnement du SMA par simulation sous 
l’environnement Matlab-Simulink. C’est maintenant souhaitable de le tester sur le voilier. Pour 
cela nous envisageons l’implémentation des agents sur des maquettes expérimentales en 
intégrant la partie logicielle de chaque agent sur des systèmes embarqués à base de 
microcontrôleurs. En effet, puisque nous avons attribué un agent à chaque élément du MR, ces 
agents peuvent réagir en cas de dafaut en communiquant des informations pertinentes à l’agent 
superviseur. 
L’utilisation des SMA pourra être étendue pour la gestion de l’énergie vers d’autres types 
d’applications : bâtiment, site stationnaire isolé, système de conversion et stockage de l’énergie 
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Annexe : Contenu des fichiers « GRIB » 
et décodage sur MATLAB  
A.1. Le format GRIB (GRidded Binary) 
GRIB est un format de fichier pour le stockage et le transport de données météorologiques sur 
points de grilles, pour les sorties des modèles de Prévision Numérique du Temps (Numerical 
Weather Prediction). Il est conçu afin d'être auto-descripteur, compact, et utilisable tel quel 
d'une architecture informatique à une autre. 
Le format standard GRIB est conçu et maintenu par l'Organisation Météorologique Mondiale 
(WMO) et approuvé pour un usage opérationnel depuis 1985. Le format GRIB édition 1 est 
mondialement utilisé. Un format GRIB édition 2, enrichi et étendu, a été introduit pour répondre 
à la demande croissante de données à transmettre, et son usage se généralise progressivement, 
notamment pour les modèles de prévisions [Glo 18]. 
Le plus important producteur de fichiers météo GRIB est l’administration américaine chargée 
des océans, de la météorologie et de la climatologie (National Oceanic and Atmospheric 
Administration NOAA). D'autres organismes, dont Météo-France, produisent des fichiers 
GRIB. Cependant, ceux du NOAA sont gratuits et considérés comme excellents pour les 
prévisions marines à l'échelle mondiale [Les 18]. 
A.2. Récupération du fichier GRIB 
Le fichier GRIB peut être récupéré à partir de différentes sources : serveurs, sites Web, 
applications, etc. Dans notre travail nous avons utilisé le site Web www.zygrib.org pour 
télécharger l’outil logiciel gratuit zyGrib qui, accompagné d’une connexion internet, permet de 
fournir le fichier contenant les paramètres météorologiques souhaités dans une zone 
géographique sélectionnée et pour un nombre de jours choisi (voir Figure A.1). 




Figure A.1. Récupération du fichier GRIB 
A.3. Visualisation du fichier GRIB 
Une fois téléchargé, le fichier GRIB peut être visualisé en utilisant le même logiciel. Après 
avoir choisi la date (Figure A.2), il suffit de placer le curseur dans la localisation géographique 
souhaitée, qui doit être incluse dans la zone sélectionnée au moment du téléchargement, pour 
afficher la prédiction des paramètres météorologiques relatifs à cette localisation (Figure A.3). 




Figure A.2. Choix de la date de visualisation de la prédiction des paramètres météorologiques 
 
Figure A.3. Visualisation de la prédiction des paramètres météorologique d’une localisation géographique 
sélectionnée 
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A.4. Composition de l’enregistrement GRIB 
Chaque enregistrement GRIB contient un seul paramètre avec des valeurs situées dans un 
tableau de points de grille, ou représenté comme un ensemble de coefficients spectraux, pour 
un seul niveau (ou couche), codé sous la forme d'un flux continu. Les divisions logiques de 
l'enregistrement sont désignées comme "sections", chacune d'entre elles fournissant des 
informations de contrôle et / ou des données [For 18]. Un enregistrement GRIB se compose de 
six sections, dont deux sont facultatives : 
• (0) entête, 
• (1) section de définition du produit (Product Definition Section - PDS), 
• (2) section de description de la grille (Grid Description Section - GDS), section 
optionnelle, 
• (3) section de carte binaire (Bit Map Section - BMS), section optionnelle, 
• (4) section des données binaires (Binary Data Section - BDS), 
• (5) '7777' (Caractères ASCII). 
A.5. Grandeurs et unités 
Un fichier GRIB, quand toutes la variables météorologiques ont été cochées au moment du 
téléchargement, contient les grandeurs décrites avec leurs unités dans le Tableau A.1. 
Tableau A.1. Contenu du fichier GRIB : grandeurs et unités 
Grandeur Nom en anglais Unité 
Pression réduite au niveau 
de la mer 
Pressure reduced to Mean 
Sea Level (MSL) 
Pascal (Pa) 
Altitude géopotentielle Geopotential height Compteur géopotentiel 
(gpm) 
Température Temperature Kelvin (K) 
Température maximale Maximum temperature Kelvin (K) 
Température minimale Minimum temperature Kelvin (K) 
Composante U du vent U-component of wind mètre/seconde (m/s) 
Composante V du vent U-component of wind mètre/seconde (m/s) 
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Grandeur Nom en anglais Unité 
Humidité relative Relative hymidity pourcentage (%) 
Précipitations Precipitation kilogramme/mètre2 (kg/m2) 
Profondeur de neige Snow depth mètre (m) 
Couverture nuageuse Cloud cover pourcentage (%) 
Pluie verglaçante  Categorical freezing rain Oui=1, Non =0 
Neige Categorical snow Oui=1, Non =0 
Énergie d'inhibition de la 
convection 
Convective inhibition energy Joule par kilogramme (J/kg) 




Joule par kilogramme (J/kg) 
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