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Preface 
The lack of improved sanitation is a global crisis, with 2.5 billion people still without 
access [1].  The work presented in this dissertation seeks to advance the sustainability 
of wastewater treatment systems, taking for granted the provision of such services for 
the protection of public health.  It is not my intent for this work to be regarded as distinct 
from improving access to sanitation in developing communities, but rather to contribute 
to this effort by advancing our understanding of how to develop engineering solutions 
that match locality-specific needs, that add value to sanitation systems, and that improve 
their capacity to endure.   
In addressing these and other global concerns [2], it becomes necessary to re-envision 
the way we design engineered infrastructure to meet human needs.  In the wastewater 
field, our use of water as a carrier for human excreta dates back to Roman times, with 
modern sewerage networks born out of the mid-19th century London cholera outbreak 
and the work of Sir Joseph Bazalgette.  Following the installation of collection systems 
came recognition of the need for treatment and the observation that oxidation of sewage 
reduced its potency [3].  One of the first treatment processes of modern times was the 
use of porous earth to filter and aerobically treat sewage [4].  Finally, in the early 1900’s, 
Ardern and Lockett discovered that if you aerate sewage in a container, let it settle, and 
only replace the supernatant with fresh sewage (thereby leaving the settleable biological 
solids in the container), treatment would become much more rapid [5]:  thus, the 
Activated Sludge process was born, and has since been a cornerstone of wastewater 
treatment systems [6, 7]. 
As we consider the future of our industry, we will undoubtedly continue to take 
advantage of the discoveries and inventions that have inspired more advanced 
treatment systems over the last half-century (e.g., [8-10]).  Beyond improvements to 
treatment technology, however, we will also re-consider the design of infrastructure for 
the provision of water and sanitation services to a rapidly growing and urbanizing society 
[11, 12].  Given that many of the benefits of such redesign may not be immediately or 
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locally observed, social and economic barriers will continue to deter such innovation.  It 
is my hope that the work presented here may, in some small measure, contribute to the 
development of planning and design processes that will more accurately characterize 
sustainability trade-offs of design decisions, and that will empower decision-makers to 
achieve harmony among local, regional, and global goals for sustainability. 
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Chapter 1 
Introduction 
We are pushing the Earth’s limits in terms of sustaining a stable global environment, in 
particular through anthropogenic activities resulting in climate change, biodiversity loss, 
and alteration of the global nitrogen and phosphorus cycles [2].  Sustainability science 
and engineering is an emerging field that seeks to address these complex problems 
through interdisciplinary and collaborative efforts [13].  The field itself is about the 
dynamic interactions between nature and society [14-16], about accepting the 
complexity of social-ecological systems [17], and is defined by the challenges it seeks to 
overcome (rather than the disciplines it employs) [18].  In the context of wastewater 
engineering, the challenges we face include a lack of access to improved sanitation [1], 
lack of funding in the face of aging and deteriorating infrastructure [19], decreased 
availability of freshwater resources [20], increasingly stringent effluent permit 
requirements (e.g., [21]), increasing susceptibility of receiving environments [22], and 
emerging performance indicators not traditionally considered in design and operation 
decisions (e.g., life cycle greenhouse gas emissions) [23].  As we begin to pursue 
sustainability in the wastewater industry, it is important that we reconsider the way we 
design wastewater infrastructure, and transition from traditional cost-benefit analyses to 
design processes that address environmental, ecological, social, economic, and 
functional factors that influence system sustainability [24]. 
Sustainable design, as a discipline, is in its infancy.  Many of the developments in the 
field have emerged from Mechanical, Industrial, and Chemical Engineering, gaining 
momentum around the concept of green engineering – the design of processes or 
products to avoid waste generation [25, 26].  Just as it has been observed that the 
majority of product  or process costs are determined by the early stages of design [27], it 
is believed that the same is true for life cycle environmental impacts [28].  Within Civil 
and Environmental Engineering, the need for more sustainable urban infrastructure has 
been identified [29-31], with recent efforts including low impact development (LID) for 
stormwater management [32], the construction of low energy buildings [33], the 
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development of construction materials with lesser environmental impacts [34], and the 
recovery of resources from waste [11, 35, 36].  In comparison to engineering disciplines 
focused on products or production processes, Civil and Environmental Engineering has 
arguably made less progress in the development and application of sustainable design 
tools and concepts.  A contributing factor is society’s reliance on existing infrastructure 
and the impetus to maintain its current level of performance at all times.  To transition to 
more sustainable infrastructure, however, we must create opportunities to re-envision 
the provision of civil services to growing populations [31] and develop the tools to 
understand the implications of our design decisions. 
In the wastewater field, recent advancements in the application of sustainability-thinking 
have taken three main forms:  (i) resource recovery from wastewater [11, 35, 37], (ii) 
considering broader impacts in process or infrastructure selection (e.g., public 
acceptance, global warming potential) [24, 38-42], and (iii) expanding appropriate 
sanitation coverage globally [43, 44].  Although they often appear independent of one 
another in the literature, these three research areas are directly related:  to facilitate the 
global implementation of appropriate sanitation systems (item iii), it is vital that we 
consider what benefit these systems can provide to communities (item i) and understand 
their broader impacts (item ii) for installations to be successful (for a more thorough 
discussion of sanitation system implementation in developing world scenarios, see [45, 
46]).  Therefore, the inclusion of broader impacts in wastewater treatment plant (WWTP) 
planning and design may promote the adoption of innovative resource recovery 
technologies – a synergistic relationship that may facilitate the pursuit of more 
sustainable wastewater systems. 
Standard components of WWTP projects include performance and cost assessments.  
For performance assessments, researchers and practitioners rely on simulators (e.g., 
GPS-XTM) to better understand the likely behavior of the WWTP [47].  Recent 
advancements in the literature often focus on explicitly characterizing sources of 
uncertainty [48] to enable decision-makers to make more informed design choices.  
Economic assessments, in addition to being a cornerstone of practice, have also been 
applied in the research literature using well-established approaches such as net present 
value and life cycle costing [49].  In order to quantify the broader environmental impacts 
of a wastewater treatment system, life cycle assessment (LCA) has been widely used – 
a tool to quantify the environmental impacts of a given product or process by evaluating 
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the emissions resulting from all related processes within the system’s boundary [50].  
Due to the standardization of this methodology [51], it has been widely applied with 
reasonable consistency in the wastewater literature [38].  In contrast, social factors in 
WWTP planning and design are the least standardized, with approaches to ranging from 
the use of social metrics in developed world studies (e.g., acceptability to stakeholders 
[52]) to a focus on the process of community participation in developing world projects 
[45, 46].  Although this array of assessment tools exists, the comprehensive integration 
of these tools for WWTP design has not been demonstrated in the literature.  In addition 
to offering insight into design decisions among traditional treatment technologies, the 
integration of these tools would also enable more comprehensive evaluations of 
emerging resource recovery technologies to better understand the performance, 
economic, environmental, and social implications of their implementation. 
Resource recovery from wastewater is not a new concept (e.g., [53]).  Typically, three 
resources are identified as potentially recoverable from wastewater:  water, nutrients, 
and energy [24, 35].  Although traditional wastewater treatment strategies do not 
preclude utilities from achieving water reuse, their reliance on aerobic chemotrophic 
bacteria significantly diminish the potential for energy and nutrient recovery from 
wastewater.  Considering on-going concerns surrounding climate change and 
anthropogenic impacts on nitrogen and phosphorus cycles [2], there is a real need for 
technological and strategic developments in the areas of nutrient and energy recovery 
from wastewater.  Relevant technologies in these areas include anaerobic processes for 
methane production [54, 55], anaerobic processes for direct electricity production [56], 
nutrient recovery via precipitation as struvite (MgNH4PO4-6H2O) [57], and the use of 
phototrophic microorganisms for nutrient assimilation and energy production [58].  [Note:  
The term phototrophic microorganism is used here to include both microalgae and 
photosynthetic bacteria.  Although the term microalgae was once commonly used to 
encompass both eukaryotes and bacteria, the term is reserved here for phototrophic, 
eukaryotic microorganisms.]  Given the need for locality-specific sustainability solutions, 
each of these technologies may have circumstances under which they are the most 
sustainable alternative.  Anaerobic technologies, in particular, have been widely 
implemented across the globe, while struvite precipitation systems have been installed 
at WWTPs in recent years to recover nutrients (often) from centrate.  There is a long 
history of using phototrophic microorganisms for wastewater treatment (e.g., [59]), with 
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the most common types of phototrophic systems being ponds/lagoons or, more recently, 
high rate algal ponds.  The goals for such systems tend not to include energy or nutrient 
recovery, however, as these systems are often constructed in areas where low 
maintenance and construction costs are preferable or a necessity [60].  As a result, the 
wastewater industry has very limited experience with the use of phototrophic 
bioprocesses for simultaneous wastewater treatment and biofuel feedstock production 
(e.g., lipids for biodiesel or biogas, carbohydrates for bioethanol or biogas), and any 
future advancements in this technology will require investments from both industry and 
academia. 
To date, the full-scale implementation of phototrophic resource recovery technologies 
has been inhibited by technological barriers that prevent them from being cost-effective 
[58], not the least of which is a lack of understanding of phototroph physiology in 
engineered processes.  Promising elements of phototrophic technologies include the 
potential benefits of larger scale installations [61] (e.g., large, centralized WWTPs), and 
that their use for energy recovery in wastewater treatment does not preclude the use of 
technologies that recover energy via the biochemical oxidation of organic carbon (i.e., 
anaerobic processes).  To take advantage of these characteristics, a great deal of 
research is required.  In addition to required improvements to photobioreactor design 
[58] and downstream processing [62], a critical barrier in realizing the potential of 
phototrophs for resource recovery from wastewater is a lack of understanding of cell 
physiology in engineered bioprocesses – the central focus of the phototrophic work 
presented in this dissertation. 
To be able to design systems capable of enriching carbon-accumulating phototrophs, it 
is necessary to understand the dynamic behavior of these microorganisms and to be 
able to model their performance in an engineered process.  What we need, therefore, is 
to gain a fundamental understanding of the kinetic and stoichiometric behavior of 
phototrophic microorganisms in both lit and dark conditions before we can evaluate this 
technology with a broader set of sustainability factors.  Only with this kind of 
understanding will we be able to answer the question whether or not resource recovery 
via phototrophic microorganisms is a technology that is consistent with the sustainability 
goals of the wastewater industry. 
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The overarching goal of this dissertation is to advance the sustainability of wastewater 
systems.  Although concepts surrounding sustainable wastewater infrastructure have 
advanced in recent years (e.g., [11, 30, 31, 63, 64]), a defined methodology to develop 
designs and elucidate trade-offs across dimensions of sustainability (social, economic, 
environmental, functional), space (local, regional, global), and time (present, future) does 
not exist.  In particular, social barriers have been poorly addressed and there is a severe 
lack of integration in quantitative assessments of economic, environmental, and 
functional sustainability.  This limitation not only impacts the industry’s ability to develop 
more sustainable designs and evaluate configuration alternatives, but it also prevents 
the comparative evaluation of traditional with emerging technologies in wastewater 
management (e.g., the use of phototrophic microorganisms for energy recovery).  In 
order to address social factors, we have developed a planning and design process for 
wastewater treatment systems that is centered on a process of continuous stakeholder 
participation (Chapter 3) and that is enhanced through communication tools and lessons 
learned from the social sciences literature (Chapter 4).  To provide stakeholders with the 
best available information in the context of WWTP design, we have also integrated state 
of the art tools to assess the performance, cost, and life cycle environmental impacts of 
WWTP designs (Chapter 5).  Although these tools have been developed independent of 
one another in the literature, their integration creates opportunities to elucidate tensions 
and synergistic relationships among goals for sustainability.  Ultimately, this 
methodology and the case study used for its demonstration (Chapter 5) offer insight into 
broader themes of WWTP sustainability, improve designs in novel ways, and provide a 
framework to evaluate emerging technologies in wastewater management.  Finally, 
having identified the likely benefits of resource recovery from wastewater via 
phototrophic microorganisms but the lack of an understanding of cell physiology in 
engineered systems, we have developed a process model (Chapter 6) to enable the 
evaluation of phototrophic microorganisms as a resource recovery technology.  Through 
these efforts, this dissertation advances the sustainability of wastewater treatment 
systems by facilitating sustainable design and decision-making in the context of WWTP 
design and operation. 
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Chapter 2 
Background 
2.1. Sustainable Design 
 Pillars of Sustainability 2.1.1.
Since the publication of Our Common Future [65] by the Brundtland Commission in 
1987, the term sustainable has become the centerpiece of a broad movement across 
academic disciplines [66] and industry [67].  Although the literal meaning of the term has 
been retained (i.e., “the capacity to endure” [68]), it has grown to imply a broader 
perspective that acknowledges the interdependence of social, environmental, and 
economic systems.  Although other perspectives on sustainability science exist (e.g., 
[69]), the tripartite model (social, environmental, and economic pillars) of sustainability 
science has continued to be been a core theme in recent years [70].  Despite this fact, 
sustainability research in the natural sciences and technology fields has been plagued 
by a lack of knowledge integration across these three disciplines [71] (technology data 
not shown).  In the work presented in this dissertation we structure our discussion using 
the tripartite model of sustainability, with the explicit inclusion of performance 
characteristics as a core element in the design of engineered systems. 
 Approaches to Sustainability Evaluations 2.1.2.
The IWA Operations and Maintenance specialist group has generated a list of 
performance indicators (addressing environmental, personnel, quality of service, etc.) for 
the evaluation of WWTPs [23] which has been applied by others to better characterize 
both the impact on receiving streams and the cost of wastewater treatment [72].  
However, the methodology proposed by the specialist group was meant for the 
selection, measurement, and reporting of performance indicators at a fully-operational 
WWTP; the process of identifying or pursuing improvements at such a plant was an 
afterthought.  Apart from this IWA document, there is a body of literature that has sought 
to elucidate the sustainability of a given WWTP or treatment process through the use of 
various criteria.  In particular, life cycle impact assessment (LCA) has been widely used 
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to estimate environmental impacts [39, 41, 73, 74] and social criteria have been used for 
projects in the developing world [46, 75].  The vast majority of this work, however, has 
relied on the comparison of alternatives post-design, which limits researchers’ ability to 
elucidate tensions between WWTP design and specific environmental and social 
impacts.  In contrast, this dissertation will integrate assessment tools in such a way as to 
enable rapid environmental, cost, and performance evaluations of a given conceptual or 
detailed design, which creates opportunities to improve our understanding of how design 
and operational decisions (e.g., solids residence time) influence the various aspects of 
system sustainability. 
Distinct from the LCA and social science literature, it is not surprising that significant 
effort has been expended in the optimization of WWTP designs with the objective of 
either a minimization of effluent pollutant concentrations (e.g., NH4+) or a minimization of 
cost.  Very recently, however, some studies have pursued the minimization of 
environmental impacts [76, 77], where environmental impacts are placed in the objective 
function of a single- or multi-objective optimization problem.  Biswas and colleagues 
used a multi-objective optimization methodology for WWTP process selection that 
included an “environmental cost” constraint, but this parameter was essentially a 
treatment reliability constraint (they did not evaluate environmental impacts) [78].  To 
date, no sustainable design methodology has been published that integrates emerging 
concerns for environmental and social sustainability with traditional considerations of 
cost and performance in such a way as to create opportunities for innovation.  To do 
this, a comprehensive framework must be assembled that creates flexibility in design 
conceptualization (i.e., not impose new constraints or objective functions) while providing 
a structured framework for comparative assessments.  This is a central objective of the 
sustainable design methodology developed in this dissertation, which is presented in 
Chapters 3-5. 
 Resource Recovery from Wastewater 2.1.3.
As we pursue more sustainable wastewater systems, however, it is important to note 
that there is no single technology or process that will always be optimal:  sustainability is 
subject to locality-specific considerations [79] that may include land availability, permit 
requirements, and stakeholder acceptance of WWTP unit processes and recovered 
resources.  By first focusing on what can be recovered from wastewater (rather than 
what must be removed), wastewater infrastructure may begin to be described as 
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resource recovery systems [24].  This shift in thinking may allow wastewater 
management systems to not only mitigate environmental impacts and protect human 
health, but to also have a net benefit for the environment [80].  As we consider the need 
for locality-specific solutions to wastewater management, it should not be surprising that 
the sustainability of resource recovery from wastewater will vary from plant to plant.  
Wastewater is a renewable resource from which water [11, 81], energy [56, 82], and 
materials [37, 83-85] can be recovered [11, 35].  The most common drivers to achieve 
resource recovery include a local need for such resources (e.g., water reuse in 
Singapore [86]) or to generate revenue or offset costs (e.g., on-site energy recovery 
[87]).  Recent LCAs typically demonstrate that resource recovery also results in net 
reductions in broader environmental impacts in localities where and end use for such 
resources exists [38]. 
Although it has been speculated that the use of wastewater would reduce the broader 
environmental impacts of phototroph-to-biodiesel production processes [88], it is 
unknown how phototrophic bioprocesses would influence the life cycle environmental 
impacts of wastewater treatment systems.  Although phototrophic microorganisms may 
appear to have enormous potential for energy and nutrient recovery from wastewater 
[89], we must develop a much more thorough understanding of the performance of 
bioprocesses designed for this purpose before we can actually estimate the net 
environmental impacts of the use of phototrophs for resource recovery from wastewater.  
The work presented in Chapter 6 of this dissertation will help fill this knowledge gap and 
contribute to future assessments of the relative sustainability of this emerging 
technology.  
2.2. Bioprocess Modeling 
2.2.1. Current Approaches to Wastewater Bioprocess Modeling 
The first presentation of the widely adopted International Water Association (IWA) 
Activated Sludge Model No. 1 (ASM1) was in 1987 [90].  Since that time the ASM series 
has grown to include ASM2 [91] and ASM2d [92] for the modeling of enhanced biological 
phosphorus removal (EBPR), and ASM3 [93] to include organic carbon storage by all 
heterotrophs.  The ASMs are pseudo-mechanistic, deterministic models that simulate 
biological wastewater treatment through the characterization of specific processes (e.g., 
aerobic heterotrophic growth) using a set of state variables (e.g., readily biodegradable 
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substrate, SS).  In general, the wastewater industry relies heavily on the ASMs and they 
are widely applied by researchers, consultants, and utility personnel to improve 
treatment efficiency, design new WWTPs, and simulate process changes and upsets.  A 
pseudo-mechanistic model for anaerobic digestion (Anaerobic Digestion Model 1, 
ADM1) has also been developed [94, 95] and is increasingly used.  The ASMs cannot 
directly link with ADM1, however, because they use different state variables.  A fact that 
presents a challenge for plant-wide modeling and that must be overcome for any new 
bioprocess models. 
To develop plant-wide models that include both activated sludge and anaerobic 
digestion processes, integration techniques for ASMs and ADM1 have been developed.  
At present, there are three main approaches to plant-wide dynamic WWTP modeling:  
(1) the interfaces approach [96-99], (2) the standard supermodel approach [100, 101], 
and (3) the tailored supermodel approach [102].  A summary of these approaches can 
be found in Grau et al. [103].  A number of software packages are commercially 
available for whole-plant simulations (e.g., GPS-X™, BioWin, WEST®), taking 
advantage of both the interfaces (e.g., GPS-X™) and supermodel (e.g., BioWin) 
approaches for whole-plant modeling.  Although the supermodel approach is sometimes 
used in practice, there are two key benefits in the use of interfaces:  (i) modelers can use 
well-established models like the ASMs and ADM1, and (ii) new models for innovative 
unit processes can simply be added to an existing WWTP model with transformers 
(rather than having to develop an entirely new supermodel).  Although developing state 
variable transformers (to interface between one model and another) may present 
challenges [103], supermodel approaches require the development of new state 
variables and processes which can be a significant barrier to the adoption of new 
models.  The interfaces approach, therefore, is particularly useful in the development of 
new models (e.g., for phototrophic microorganisms) and their coupling with existing 
activated sludge and digestion models for whole-plant modeling.  As such, this approach 
was used for the development of the phototrophic process model for stored lipids (XTAG, 
which may be converted to XLI in ADM1) and carbohydrates (XPG, which may be 
converted to XSU in ADM1) in Chapter 6 of this dissertation. 
2.2.2. Lumped Sum Metabolic Models 
As we consider where to begin in the development of new bioprocess models, one of the 
areas identified as having not received sufficient attention in wastewater modeling is the 
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use of lumped sum metabolic models [104].  Lumped sum metabolic models are distinct 
from metabolic flux models in that the latter are developed for in silico modeling of gene 
expression across an organism’s genome while the former focus on inputs and outputs 
of metabolisms to enhance bioprocess understanding [104, 105].  In the field of 
wastewater treatment, lumped sum metabolic models have been particularly helpful in 
understanding experimental observations of competition between polyphosphate 
accumulating organisms (PAOs) [106-109] and glycogen accumulating organisms 
(GAOs) [110, 111], and in the modeling of other organisms subjected to feast/famine 
conditions [112, 113].  To date, however, metabolic models of phototrophic metabolisms 
have been limited to flux models [114, 115], with the intent of evaluating metabolic 
engineering strategies for biofuel development.  In contrast, Chapter 6 of this 
dissertation introduces a lumped sum metabolic model for phototrophic unit processes 
that is consistent with current wastewater bioprocess modeling approaches.  In addition 
to enabling its incorporation into existing WWTP simulators, this approach also enables 
users to add well-established chemotrophic models (e.g., ASM2d) to better understand 
competition and synergies among microorganisms that would likely be present in a 
WWTP setting. 
2.2.3. Modeling Uncertainty 
There are a number of sources of uncertainty in WWTP modeling that include the 
context (or boundary identification), inputs, parameters, and both the structure and 
implementation of the model itself [116].  Commonly discussed sources include influent 
characteristics and fractionation [117], biomass kinetic parameters [118, 119], and even 
biomass stoichiometry [120-122].  In an effort to account for these uncertainties, 
researchers commonly use methods such as Monte Carlo to determine model outputs 
based on a range and distribution of model inputs [48, 117, 123-126].  Among other 
advantages of including uncertainty analysis in design refinement is the ability to perform 
risk-based probabilistic design which may offer economic advantages to WWTPs by 
reducing capital investments while considering trade-offs such as risk of non-compliance 
with permit requirements [123, 125, 127].  At the very least, however, performing 
uncertainty analyses enables designers to more robustly characterize the likely 
performance of a process or treatment plant and more explicitly address specific sources 
of uncertainty in design [48]. 
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Beyond process modeling and predictions of effluent quality and costs, uncertainty 
assessments have been limited in wastewater literature.  In particular, published 
wastewater LCAs have seemed to rely exclusively on either (i) real data from a WWTP 
(e.g., [73, 128]) or (ii) a single set steady-state simulation (e.g., [129, 130]).  Although 
sensitivity analysis is a key component of LCA, it is typically only applied to the inventory 
and impact assessment stages in wastewater LCAs.  The application of uncertainty 
assessment to account for WWTP modeling uncertainties, therefore, has been severely 
lacking in the wastewater literature.  In contrast to past wastewater LCAs, this 
dissertation will introduce a framework that combines state-of-the-art approaches for 
wastewater uncertainty assessment with LCA (Chapter 5) to better understand the 
broader environmental impacts of design and operations decisions.  
2.3. Phototrophs as an Emerging Technology 
2.3.1. A Role for Phototrophic Microorganisms in Resource Recovery 
The role of phototrophic microorganisms as a resource recovery technology in 
wastewater management dates back to the 1950’s in published literature by Oswald and 
colleagues [131] at the University of California, Berkeley.  These researchers 
recommended the harvesting of phototrophic microorganisms from stabilization lagoons 
for anaerobic digestion [131, 132], and even experimentally investigated the coupling of 
phototroph production with anaerobic digestion in a completely closed system (except 
for light transmission into the reactor) [133].  Although these studies achieved their 
intended result, there was little follow-up in the academic literature in the 1960’s and 
1970’s, and researchers were skeptical about the benefit of using phototrophic 
microorganisms for the generation of renewable energy (in the form of methane) 
because of nutrient, water, and land requirements [134].  It was clear at the time, 
however, that phototrophs did have the potential to provide agriculture with an 
appreciable supply of fertilizer, and it was hypothesized that lipid accumulation might 
improve the feasibility of energy recovery [135]. 
Advances since the work of Oswald and colleagues include (i) further investigation of 
algal biomass in anaerobic digesters [136-140], (ii) the use of algae in MFCs [141-143], 
(iii) the “revival” of the closed system concept tested by Oswald and Golueke [133] but 
with the inclusion of a MFC [144], and (iv) the accumulation of lipids in phototrophic 
microorganisms for the production of biodiesel [58, 62].  In particular, research into lipid 
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accumulation [145-148] and processing to biodiesel [58, 61, 62, 149] has exploded in 
recent years because of its potential implications for transportation-based fuels [150].  
Although the production of biodiesel from phototrophic microorganisms results in life 
cycle environmental impacts throughout the production chain [61], the potential use of 
wastewater as a source of nutrients and water has been identified as an opportunity to 
reduce the life cycle environmental impacts of the production process [88].  
Experimentation and modeling of phototrophs in this context, however, has been 
severely limited. 
2.3.2. Organic Carbon Storage in Phototrophic Microorganisms 
The key to energy recovery via phototrophic microorganisms is their ability to convert 
light energy and carbon dioxide (CO2) into organic carbon.  Organic carbon in a cell is 
largely associated with macromolecules including proteins, polysaccharides, lipids, and 
nucleic acids.  Of particular relevance to energy recovery is the ability of phototrophic 
microorganisms to accumulate both lipids [146, 151] and polysaccharides [152, 153] for 
intracellular energy storage.  Despite the advantages of polysaccharide accumulation 
coupled with anaerobic digestion [136], the vast majority of energy-recovery research 
has focused on lipid accumulation [62, 154, 155].  Among lipid-accumulation studies, 
most have used pure cultures of phototrophic microorganisms and synthetic algal media 
[145, 148, 156, 157] which have little relevance to wastewater.  More recent studies 
have used actual wastewaters for cultivation [158], with researchers using both pure 
cultures (e.g., [159]) and mixed consortia (e.g., [160]) in experimentation.  One of the 
key challenges in trying to predict the life cycle environmental impacts, performance, and 
cost of this technology, however, is that the vast majority of published work in this field is 
limited to data collection on the timescale of days (e.g., once per day [159-161] or even 
less frequent [162-164]).  Despite the fact that researchers regularly draw conclusions 
about the kinetics of growth and carbon storage from such experiments – ultimately 
leading to speculation about the full-scale design of such processes (see examples 
summarized in [158]) – the lack of regard for diurnal cycles and the dynamics of growth, 
organic carbon storage, and organic carbon mobilization result in a severely limited 
understanding of the performance (and potential) of such systems. [Note:  The term 
dynamic is used here to characterize a process or behavior that changes in response to 
changing environmental conditions (e.g., a change in growth rate as nutrients are 
depleted).]  It is important to note that WWTPs have their own range of wastewater 
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compositions and (justifiably) operate using enriched rather than pure cultures.  As a 
result, phototrophic microorganisms grown in wastewater will have to compete with 
heterotrophic bacteria, ammonia and nitrite oxidizing bacteria, and predators in a non-
ideal nutrient stream.  These complicating factors will undoubtedly impact the 
performance of phototrophic microorganisms and their potential for energy recovery in 
wastewater management – a key driver for the phototrophic process model developed 
as part of this dissertation (Chapter 6).  
Much of the earliest research on macromolecule content in phototrophic microorganisms 
stems from its use as a dietary supplement in mariculture [165], the cultivation of marine 
organisms for food and other products.  In comparisons of phytoplankton species for 
their nutritional value, researchers in the 1980’s recognized that the dynamics of organic 
polymer storage in phototrophic microorganisms were both a function of species and 
growth phase (stationary versus exponential growth) [152].  Although the vast majority of 
research since that time has focused on lipid accumulation, some observations have 
also been related to polysaccharide accumulation.  In particular, intracellular 
polysaccharide accumulation has been linked to nutrient-rich growth under light 
conditions [166] with a positive correlation with light intensity [167], and in nitrogen-
deplete, lit conditions [152, 153].  Under dark conditions stored polysaccharides fuel 
protein synthesis and cell division [168], and their degradation has also been observed 
in light under nitrogen and sulfate limited conditions in cyanobacteria [166].  Beyond 
these observations, however, there is little known about mechanisms for enhanced 
polysaccharide accumulation in phototrophic microorganisms.  
Courchesne and colleagues [155] classify ongoing research strategies for enhanced lipid 
production by phototrophic microorganisms into three categories:  (i) biochemical 
engineering – manipulating environmental conditions to create physiological stress such 
as nutrient starvation or high salinity to channel metabolic fluxes to lipid accumulation, 
(ii) genetic engineering of metabolic genes – modifying a cell’s genome to overexpress 
one or more key enzymes (especially rate-limiting enzymes) to channel metabolites to 
lipid biosynthesis in recombinant microalgal strains, or (iii) genetic engineering of 
regulatory elements – modifying a cell’s genome to overexpress transcription factors 
regulating the metabolic pathways involved in the accumulation of target metabolites.  
The challenges associated with genetic engineering include the need for axenic cultures 
[169], the expense of gene modification, and the lack of public acceptance [170] 
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associated with genetically modified organisms.  Biochemical engineering, on the other 
hand, merely takes advantage of natural characteristics of a given set of microorganisms 
– an approach relied upon in chemotrophic wastewater bioprocesses. 
The design of wastewater treatment processes is based on the fundamental principle 
that we can create the physiological conditions that select for the microorganism function 
we desire.  An example of this concept can be seen in the selection for polyphosphate 
accumulating organisms (PAOs) at enhanced biological phosphorus removal (EBPR) 
WWTPs.  By first exposing mixed liquor (a solution of suspended WWTP biomass) to 
anaerobic, simple carbon-rich conditions and then to aerobic, carbon-limited conditions, 
a treatment system will enrich for PAOs because their metabolism will give them a 
competitive advantage over most other microorganisms (assuming appropriate solids 
retention time, pH, etc.).  This process of enrichment allows for the cultivation of diverse 
communities of microorganisms that will perform a desired function and offer a level of 
functional redundancy that may enhance performance stability [171].  Therefore, as we 
consider how best to pursue enhanced intracellular carbon storage as a tool to achieve 
resource recovery from wastewater, it seems logical to begin with the biochemical 
engineering approach. 
In the application of this approach to phototrophic microorganisms, there are three 
environmental conditions that are particularly relevant:  (i) lit, nutrient-replete conditions 
under which cells grow and multiply, (ii) lit, nutrient-deplete conditions under which cells 
reduce their rate of division and accumulate intracellular organic carbon, and (iii) dark 
conditions under which cells switch to aerobic, chemoheterotrophic growth and degrade 
intracellular storage products.  Although nitrogen limitation is the most commonly 
reported trigger for lipid-accumulation in phototrophic microorganisms, phosphorus and 
other nutrient deficiencies have also been reported to induce lipid accumulation (as have 
temperature, light, and salinity) [146, 154, 172].  The trade-off in subjecting cells to 
nutrient-limited conditions, however, is that cells decrease their rate of division (and 
possibly polysaccharide accumulation) which will have implications for total energy 
recovery and nutrient uptake [155].  As we continue to investigate the potential for 
phototrophic microorganisms as a resource recovery technology in wastewater 
treatment, it is vital that we consider the role cell physiology will play in intracellular lipid 
and polysaccharide storage and nitrogen and phosphorus assimilation. 
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2.3.3. Modeling Phototrophic Microorganisms 
The study of phototrophic microorganisms has a long history that has stemmed from 
concerns of harmful blooms in marine [173] and freshwater [174] aquatic environments.  
In particular, there has been extensive research surrounding the environmental 
conditions that promote harmful blooms (e.g., [175, 176]).  Seemingly separate from 
these studies has been the pursuit of engineered systems that use phototrophs.  In the 
wastewater industry, the use of phototrophic microorganisms has principally been in 
waste stabilization lagoons – facultative systems (containing both aerobic and anaerobic 
zones) that have been traditionally designed based on empirical considerations [59].  In 
addition to the treatment of raw sewage and primary effluent, phototrophs have also 
been used in tertiary treatment to either inactivate pathogenic organisms (e.g., in 
maturation ponds) [177] or to achieve nutrient polishing (often, but not exclusively, using 
biofilm-based systems) [178-180].  One barrier to innovation in these systems, however, 
has been their apparent simplicity.  Lagoons and ponds are often presented as low-cost, 
low-tech, low-maintenance options (as compared to activated sludge systems) – so why 
add complexity to a system whose advantage is simplicity?  Additional challenges to the 
development of wastewater treatment models for lagoon- and pond-based systems are 
that (i) they are often unmixed and (ii) light presents a unique challenge because it 
cannot be mixed.  As a result, spatial differences in nutrient concentrations, temperature, 
light intensity, etc., add enough complexity and variability from locality-to-locality to deter 
modeling efforts.  Therefore, one challenge we face in developing innovative phototroph-
based wastewater treatment systems is a lack of well-proven, widely-adopted 
phototrophic wastewater process models to predict system performance. 
Recent advances in the modeling of phototroph-bacterial wastewater treatment systems 
include the development of mechanistic models for high rate algal ponds (which have a 
shallow raceway design) [181], for chemostats treating inhibitory pollutants [182], and for 
biofilms achieving secondary effluent polishing [183].  Of particular interest are the 
models of Wolf et al. [183] and Jupsin et al. [181] which have been developed for 
wastewater-related systems and calibrated using experimental data with mixed-microbial 
communities.  In particular, the Wolf kinetic and metabolic model (termed PHOBIA) is of 
interest because it includes processes for the production of extracellular polymeric 
substance (EPS) and internally stored polyglucose by phototrophs [184].  Much like 
ASM3 [93] for heterotrophs, the PHOBIA model assumes that phototrophs grow on 
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stored polyglucose.  Divergent from the ASM3, however, is the assumption that this only 
occurs in the dark.  Due to the absence of information on the kinetics of polyglucose 
storage, Wolf and colleagues assumed the rate of storage was directly coupled to 
growth rate.  This was handled by multiplying growth rate by a fixed factor to get the rate 
of polyglucose storage or EPS production.  The justification for this assumption was 
attributed to work by Neu and Lawrence [185], who microscopically identified EPS 
formation in a biofilm with river water inocula, and the work of Horn et al. [186], who 
examined only EPS dynamics in a heterotrophic bacterial community.  Neither of these 
studies, however, investigated the dynamics of intracellular carbon storage or the 
formation of EPS by phototrophic microorganisms.  Wolf and colleagues acknowledged 
that the lack of data related to internal carbon storage and EPS formation was a 
challenge for phototrophic models, and took the approach of using ranges of factors to 
better understand the sensitivity of the PHOBIA model to rates of EPS and polyglucose 
formation [183].  The selected range for EPS was not justified, and the range for internal 
carbon storage was based on a phototrophic bacterial reference [187] and a study on 
poly-beta-hydroxybutyrate storage by WWTP mixed liquors [188]. 
As we consider the use of phototrophic microorganisms as an energy recovery 
technology (in addition to a unit process for wastewater treatment), intracellular organic 
carbon storage (as lipids or polysaccharides) will be an important factor that must be 
considered.  This preliminary inclusion of the organic polymers EPS and polyglucose in 
the PHOBIA mechanistic model, therefore, provides an excellent starting point, as does 
experience with PAO storage polymers in ASM2d [92].  What we still lack, however, is a 
wastewater process model that includes independent processes for intracellular carbon 
storage as lipids and polysaccharides such that the potential use of phototrophic 
microorganisms as an energy feedstock for biodiesel or methane can be evaluated; a 
need we seek to address in this dissertation (Chapter 6). 
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Chapter 3 
A New Planning and Design Paradigm to Achieve Sustainable 
Resource Recovery from Wastewater 
Reprinted with permission from (Guest, J. S.; Skerlos, S. J.; Barnard, J. L.; Beck, M. B.; 
Daigger, G. T.; Hilger, H.; Jackson, S. J.; Karvazy, K.; Kelly, L.; Macpherson, L.; 
Mihelcic, J. R.; Pramanik, A.; Raskin, L.; van Loosdrecht, M. C. M.; Yeh, D.; Love, N. G., 
A new planning and design paradigm to achieve sustainable resource recovery from 
wastewater. Environ. Sci. Technol. 2009, 43, (16), 6126-6130).  Copyright (2009) 
American Chemical Society. 
3.1 Introduction 
Water and wastewater system decisions have been traditionally driven by considerations 
of function, safety, and cost-benefit analysis.  The emphasis on costs and benefits would 
be acceptable if all relevant factors could be included in the analysis, but unfortunately 
many relevant factors are routinely excluded.  Coupled with failures to fully engage the 
public in decision-making processes, this can impede progress toward achieving 
sustainable solutions.  Ignoring broader social issues that impact the adoption of 
sustainable solutions prolongs not only global environmental and ecological problems, 
but also unjust public health and social conditions in the developing world. 
Within the water and wastewater management industry, discussions of sustainable 
development have often focused on water stress [20, 189]:  a hazard that is exacerbated 
by other global stressors such as climate change, demographic and land use changes, 
increasing population, and urbanization [20].  In addition to water stress, water and 
wastewater management practices contribute to nutrient imbalances and a host of 
environmental detriments such as eutrophication [190], discharge of pharmaceuticals 
and other emerging contaminants [191], and a loss of biodiversity in receiving streams 
[192].  Efforts to address these issues across regional and global scales are hindered by 
the historical disconnect between the water quality and water quantity factions of the 
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water profession.  Although our understanding of sustainability is constantly evolving, the 
water and wastewater design process retains its foundation in engineering traditions 
established in the early 20th century [11].  As we chart a path in the 21st century, we 
contend that wastewater contains resources worthy of recovering and that the 
development of technologies, practices, and policies that enable cost effective recovery 
will have broad geopolitical implications. 
The primary problem we face is not the availability of technology for resource recovery, 
but the lack of a socio-technological design methodology to identify and deploy the most 
sustainable solution in a given geographic and cultural context.  We acknowledge that 
the most sustainable solution may not result in maximum, or any, recovery of resources 
from wastewater.  Instead a sustainable water and wastewater decision-making process 
considers environmental, economic, and social ramifications of decisions across spatial 
and temporal scales to achieve the best balance identified by the project stakeholders.  
A central element of sustainability is that stakeholders are defined broadly to include 
utility managers, operators, regulators, local government officials, end-users, public 
interest groups, and other parties impacted by the project.  The objective of this paper is 
to identify elements of such a decision-making methodology that can provide all 
stakeholders with the tools needed to advance sustainability, as well as to suggest a set 
of guiding principles for resource recovery systems in the water industry. 
3.2 Wastewater as a Renewable Resource 
Sustainability demands that we acknowledge wastewater as a renewable resource from 
which water [193], materials (e.g., fertilizers [37], bioplastics [84]), and energy [193]) can 
be recovered.  By shifting away from today’s paradigm, which focuses on what must be 
removed from wastewater, to a new paradigm focusing on what can be recovered, 
sanitation systems may begin to be described as resource recovery systems (RRS) – a 
conceptual transformation that could allow the perceived impact of wastewater on 
communities to become a net positive [192]. 
Water recovery.  Water reclamation and reuse (or water recycling) can provide 
additional water resources in water stressed areas.  Successful examples include the 
Orange County Water District (California, U.S.) and the Upper Occoquan Sewage 
Authority (Virginia, U.S.), which have each been achieving indirect potable reuse for over 
19 
 
30 years.  A large “systems-level” example of reuse can be seen in Singapore’s “four 
national taps” strategy.  That island nation has a diverse water portfolio which includes 
1) imported water from Malaysia, 2) local water supplies, 3) desalination, and 4) indirect 
potable reuse of reclaimed water (NEWater).  In fact, with the opening of the Changi 
plant in 2010, NEWater will meet 30% of Singapore’s drinking water demand [194].  A 
successful example of direct potable reuse is found in Windhoek, Namibia, where water 
resources are particularly sparse [195]. 
Energy recovery.  The most common form of energy recovery from wastewater is 
methane (CH4)-containing biogas produced during the anaerobic treatment of 
wastewater and the digestion of solids collected and generated.  Anaerobic reactors are 
in use throughout the world, producing CH4 that can 1) be combusted on-site for heat or 
electricity generation, 2) be cleaned and sold to a local natural gas provider, or 3) be 
cleaned and used as fuel for vehicles.  Other examples of wastewater energy recovery 
include microbial fuel cells [196] and the extraction of latent heat for buildings’ heating 
and cooling [82]. 
Material recovery.  The use of biosolids as a fertilizer is a well-documented application 
that is becoming increasingly common in the U.S. [197] and U.K. [198].  There have also 
been recent developments in the harvesting of struvite (MgNH4PO4) from solids 
treatment processes [199] as well as the recovery of nutrients from source-separated 
urine [37].  For instance a significant portion of the vegetables consumed in Kampala, 
Uganda, are produced in backyard gardens using storage-sterilized, source-separated 
urine [200]. 
Resource recovery systems (RRS).  Water, energy, and materials recovery from 
wastewater can all be achieved with existing technologies, and new technological 
approaches are on the horizon [11].  Despite such advances, our observation is that 
wastewater systems contribute to a greater proportion of negative impact on regional 
hydrological cycles than on energy and materials consumption.  Indeed, is the recent, 
heavy focus by the water industry on energy sustainability causing us to miss the major 
point of water sustainability?  We propose a reorientation of (stakeholders’) thinking 
towards addressing the impact of wastewater technologies on regional and global 
hydrological cycles first, then assess whether these approaches are negatively 
impacting global energy, climate, and/or material(s) sustainability.  By utilizing this 
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approach, our planning and design processes will evolve toward applying available 
technologies that have the maximal benefit for regional and global goals for water 
resource quality and availability, while simultaneously reducing negative impacts on 
other aspects of sustainability when possible.  Note that although an RRS may not 
include energy or material recovery in a specific instance, what matters most is that 
decisions in the water industry do not significantly impede regional or global action plans 
for energy and/or material sustainability (which are unlikely to include the water industry 
to a significant degree in the foreseeable future).  Once we understand which 
technologies best contribute to sustainability from this regional and global perspective, 
we must strive to learn how best to implement these technologies in a manner that is 
socially acceptable from the local perspective. 
Barriers to the successful implementation of RRS.  Given the availability of 
technologies to recover resources from wastewater, why don’t we use them more often?  
Reasons include a lack of agreed upon sustainability goals and targets (see [201]) and 
the absence of a holistic design methodology capable of including sociological factors.  
The importance of sociological factors is illustrated by San Diego (U.S.) [202], a coastal 
city with a semi-arid climate and population >1.3 million.  The city relies on the 
importation of water a distance of 390 and 715 km from the Colorado River and 
Sacramento-San Joaquin Delta, respectively.  In recent years, imported water 
(containing discharge from over 200 wastewater treatment plants) has constituted up to 
90% of San Diego’s water supply.  To provide more water from local sources, two 
reclamation plants were constructed with the capacity to recycle just over 25% of the 
local water demand.  In an attempt to encourage reuse, the U.S. EPA mandated that 
one of the plants would operate at 75% capacity and produce water for non-potable 
reuse.  However, public rejection of the plan has resulted in returning 73% of the water 
produced by this plant to the sewer for treatment at the local wastewater treatment plant 
before discharge to the ocean.  Despite having technology in place to recover a major 
fraction of wastewater, the failure to simply use it demonstrates the need to include 
social sustainability factors in the planning and design process.  
The San Diego example teaches us that there is more to sustainability than economics 
and process performance.  Public and political pressures coupled with opposition from 
the media have significantly restricted the use of reclaimed water [203] and not just in 
San Diego: also Toowoomba, Australia [40], and the California locales of San Ramon-
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Dublin [204] and Los Angeles [204].  The reclamation of water is a volatile issue that 
challenges cultural and historical notions of water, resulting in perceived risks that 
engineers and scientists often believe to be unjustified [40, 205].  In order to engage 
successfully with the public it is important that engineers and decision makers 
understand the socio-political context of stakeholders’ existence [206] including: forms of 
relevant experience, past relations with expert and decision-making bodies, and the 
distinctive forms and styles through which diverse publics make sense of expert 
knowledge – concerns nicely captured by Jasanoff’s notion of civic epistemology [207].  
Beyond the challenge of understanding civic epistemology, additional barriers to the 
advancement of water and wastewater systems may include the lack of political will [44, 
208] and the absence of an enabling environment (policies, legislative frameworks, 
financing, and modes of public discourse) [44, 206, 209]. 
To date, the water industry has been poorly equipped to address factors outside of the 
traditional engineering scope.  We believe that this can be traced to the long standing 
and narrowly defined approaches that are used to train water industry professionals.  
This shortcoming – as well as the institutional compartmentalization that impedes 
integrated water resource management [11, 210] – must be remedied to make progress 
in developing and deploying sustainable water management strategies. 
3.3 The Pursuit of Sustainability in Water Management 
Since sustainability does not exist at a single project level, our overall goal must be to 
harmonize RRS design at the local level with the goal of global sustainability.  Guiding 
principles at the local level that impact the global sustainability goals of the water 
industry are provided in Table A1 in Appendix A.  Following all these principles 
simultaneously is usually impossible in a given project and therefore we require context-
specific assessment techniques to evaluate alternatives and a means to resolve 
tradeoffs among them.  Representative methods to evaluate project alternatives from the 
sustainability perspective are described in the following paragraphs. 
Environmental and ecological assessment.  Life cycle assessment (LCA) is a tool 
traditionally used to elucidate the environmental and ecological impacts of products or 
processes throughout their life cycle.  For instance, Sydney Water (Australia) in 
collaboration with the University of New South Wales produced a comprehensive LCA of 
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their integrated water and wastewater infrastructure to forecast environmental and 
ecological impacts through the year 2021 [73].  While this approach provides guidance 
on the impact of specific emissions expected from design choices, it can only serve as 
an input to a broader stakeholder decision-making process which must resolve the 
tradeoffs that inevitably emerge:  1) between different environmental and ecological 
impacts, 2) across spatial and temporal scales, and 3) across the categories of guiding 
principles listed in Table A1 that also include considerations of economics, societal 
acceptance and equity, and functional performance. 
Economic assessment.  Life cycle costing (LCC) can start to address the economic 
dimension of sustainability by estimating capital, operational, and maintenance costs, as 
well as costs from upstream and downstream processes [49].  The absence of LCC 
approaches has led to implementation failures in both industrialized [211] and 
developing countries [212].  Although LCC could improve the economic sustainability of 
a given project, neither it nor other economic assessment techniques are appropriate for 
the evaluation of other sustainability dimensions.  Recent progress has been made in 
the use of environmental valuation – a tool that monetizes environmental and ecological 
impacts – but the monetization of externalities (including social impacts such as 
morbidity and mortality effects) has met with a number of criticisms (see [213]).  
Ultimately, if the objective of the assessment is to evaluate a project’s sustainability 
characteristics, the monetization of nonmarket impacts is inappropriate since it forces a 
value mapping by the decision makers which, even if it could be done ‘correctly’, 
eliminates the independence of environmental and social dimension bases; an outcome 
that is contrary to the sustainable development principle of balancing considerations 
across all three categories [214].  Instead LCC should be used along with other 
assessment tools such as LCA for the environmental and ecological dimensions, and 
new tools should be developed to help assess the social dimension(s) [215]. 
Social assessment.  Ideally social dimensions could be included in an LCA framework 
but this has proven difficult [214].  One of the great challenges associated with social life 
cycle evaluations is the existence of several hundred indicators [216].  Although risk 
assessments have been used to quantify potential impacts on public health, few 
methods have been developed for the water industry to incorporate a broader set of 
social indicators into the planning and design process (e.g., those listed in Table A1).  
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Recent work includes that of Hunkeler [216] using employment as a mid-point variable 
and Ashley et al. evaluating stakeholder perception and understanding [52]. 
Resolving tradeoffs in decision-making.  After the assessment of project alternatives 
in each dimension of sustainability, decision makers must resolve the tradeoffs that will 
inevitably exist.  One tool that can provide a framework for comparative sustainability 
assessments is multi-criteria decision analysis (MCDA):  a class of formal approaches to 
decision-making that allow stakeholders to take explicit account of multiple criteria [217].  
Of particular value to sustainability decision-making is MCDA’s ability to resolve 
tradeoffs among qualitative and quantitative metrics, and for the process to evolve as 
stakeholder preferences are articulated [217]. 
Stakeholder participation is a vital component of sustainability that has not been 
universally applied in the planning and design of water systems [218].  The importance 
of appropriately-timed stakeholder participation in decision-making is not unique to the 
water industry and has been acknowledged as a key component of socio-technological 
planning and design methodologies in natural resource management [217] and 
sustainability projects [70]. 
Box 1: Decision-making in a developing world context   
In a development setting, beneficiaries are often poor and reside in under-developed 
communities.  The word project encompasses more than the physical structure that is 
designed and constructed.  Projects must account for the local social and cultural setting 
and include input from the people who will ultimately operate, manage, and benefit from 
the whole endeavor [219].  Therefore project designers must establish the appropriate 
ownership, skills, and management capacity to support the effort while at the same time 
designing the physical structure.  In addition to environmental and economic 
sustainability elements, designers should consider the following social factors:  socio-
cultural respect, community participation, gender roles, and political cohesion [46]. 
3.4 Challenges and the Path Forward 
As we pursue a more sustainable water industry, management strategies must evolve to 
address the broad set of challenges listed in Table A2 in Appendix A.  Our water 
systems must become integrated RRS that 1) match water supply with demand (both in 
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location and level of treatment), 2) enable the efficient recovery of resources, and 3) 
acknowledge the significance of environmental, economic, and social aspects of 
sustainability throughout the planning and design process. 
Stakeholder participation in planning and design.  The successful implementation of 
more sustainable solutions requires that the social dimension of technology be 
acknowledged via both assessment techniques [52, 70] and participatory planning [40, 
52, 70, 218].  Through the respectful inclusion of stakeholders in the decision-making 
process, project managers can facilitate positive social learning, minimize and resolve 
conflicts, elicit and use local knowledge, and achieve greater public and stakeholder 
acceptance of water management decisions [218].  The sustained participation of 
stakeholders can be achieved through regular workshops that are designed to facilitate 
meaningful contributions and build trust among participants (Figure 3.1). 
A more thorough discussion of stakeholder participation in water industry projects may 
be found elsewhere [52, 206, 217, 218].  These articles discuss the importance of 
community values and mechanisms for their inclusion in planning and design.  The next 
step is for these approaches to be extended to RRS in pursuit of sustainable water 
systems as a critical element of global sustainability. 
25 
 
 
Figure 3.1.  A recommended planning and design process that connects 
engineering (outer loop) with sustained stakeholder participation (inner loop).  
Double-headed arrows connecting the technical design process with stakeholder 
participation represent workshops held throughout the planning and design of a 
water system.  This depiction bears resemblance to the Framework for 
Environmental Health Risk Management [220] in that the technical decision-
making process relies on stakeholder participation throughout. 
The transition toward sustainability.  For over 100 years, drinking water and 
wastewater treatment have existed for the protection of human health.  Although 
successful, we now rely on infrastructure and management strategies that are not 
sustainable in the 21st century.  Envisioning wastewater as a renewable resource offers 
exciting opportunities for the water industry to contribute to global sustainability through 
the recovery of water, energy, and materials.  Achieving this objective will require 
coordination and cooperation among the different sectors of water and wastewater 
management to set achievable sustainability targets for the water industry. 
After the identification of industry-wide targets, a research and implementation strategy 
will be necessary to identify and support their pursuit, recognizing that water recovery 
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may be the most important strategic focus due to the disproportionate impact of water 
and wastewater systems on the sustainability of water resources (as compared to 
energy and materials resources).  Next, place-based definitions of sustainability will 
need to be developed using a socio-technological planning and design methodology.  
Finally, through both industry-wide leadership and locality-based initiatives, it will then 
become possible to identify the best practices that promote sustainable resource 
recovery systems in water and wastewater management. 
This will not be a “one size fits all” endeavor.  Methods for evaluating the sustainability of 
alternatives in a local (or place-based) context are needed, along with an inherently 
subjective process for resolving tradeoffs across spatial scales, temporal scales, and 
sustainability dimensions (social, environmental, and economic).  Furthermore, the 
pursuit of sustainable systems must not take place in a vacuum between only experts.  
The planning and design process will require collaboration across stakeholder sectors 
building on the expertise of a broad set of disciplines.   The importance of undertaking 
this challenge cannot be understated.  As the water industry discovers new technological 
solutions contributing to environmental protection, public health, and global 
sustainability, it must recognize that these solutions will not be adopted unless greater 
attention is given to stakeholder interests as a central element of a sustainable planning 
and design paradigm. 
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Chapter 4 
The Use of Qualitative System Dynamics to Identify 
Sustainability Characteristics of Decentralized Wastewater 
Management Alternatives 
Reprinted from Guest, J. S.; Skerlos, S. J.; Daigger, G. T.; Corbett, J. R. E.; Love, N. G., 
The use of qualitative system dynamics to identify sustainability characteristics of 
decentralized wastewater management alternatives. Water Sci. Technol. 2010, 61, (6), 
1637-1644., with permission from the copyright holders, IWA Publishing. 
4.1. Introduction 
With an aging infrastructure and increasingly stringent nutrient removal requirements, 
decentralized wastewater treatment systems have the potential to be cost-effective 
solutions in the 21st century [221].  Beyond simple economics, however, it has been 
widely recognized that decentralized systems have the potential to be a more efficient 
and sustainable approach to wastewater treatment [222].  A key advantage of 
decentralized treatment is the potential for the source-separation of waste streams – a 
management strategy that offers exciting opportunities for the recovery of resources 
from wastewater including nutrients, energy, and water [37, 222]. 
Although technologies and processes for decentralized treatment and the recovery of 
resources from wastewater are available, the lack of a comprehensive planning and 
design methodology incorporating sociological factors has left innovative wastewater 
projects susceptible to failure (e.g., water reuse in San Diego as discussed elsewhere 
[24]).  In order to facilitate the implementation of decentralized wastewater treatment 
systems, we must develop planning and design tools that can address a broader set of 
factors (e.g., social and institutional barriers [223]) and account for the dynamic 
interactions among the many variables influencing system sustainability.  To this end, we 
will discuss the use of qualitative system dynamics and complementary quantitative tools 
for practitioners to identify and better understand interactions among different aspects of 
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sustainability during the planning and design of decentralized wastewater treatment 
systems.  This paper will discuss the hypothetical application of these qualitative tools in 
the context of an ongoing sanitation infrastructure upgrade in the Capital Regional 
District, Canada. 
4.2. Sustainability Metrics in Wastewater Management 
To facilitate the adoption of more sustainable wastewater management strategies, a set 
of guiding principles for water and wastewater systems has been proposed (see Guest 
et al. [24] for a discussion in the context of a broad body of literature).  These guiding 
principles are general and do not apply contextually at the functional level of wastewater 
management decisions: the project-level.  This is important since a locality’s set of 
physical and social considerations may be unique and therefore there is always a need 
to contextualize and balance global sustainability objectives so that they are tangible to 
the stakeholders.  Furthermore, a need to balance competing sustainability objectives 
(e.g., economic, environmental, social) always exists at a project-level. 
4.2.1. The Triple Bottom Line 
Often, the incorporation of sustainability in engineering decision-making has taken the 
form of the Triple Bottom Line (TBL).  The TBL identifies three categories of criteria that 
must be considered in decision-making: economic, environmental, and social.  The TBL 
may also be known as profit/planet/people or economy/ecology/equity.  No matter how it 
is referred to, it simply suggests that criteria from each of the three categories have been 
identified and considered in the final decision.  These criteria may be in the form of 
qualitative or quantitative metrics and are discussed in the following paragraphs. 
Economic Metrics.  Economic metrics are typically the easiest to quantify.  Standard to 
every project are capital, operational, and maintenance costs.  Life cycle costing (LCC) 
is a methodology that seeks to further develop decision makers’ understanding of cost 
comparisons among alternatives by elucidating cost drivers and identifying cost tradeoffs 
in the life cycle of a project [49].  When considering infrastructure upgrades, it has also 
been recommended that comparisons be made not in terms of average costs, but in 
terms of incremental costs [11].  Incremental costs, in this context, have been defined as 
the cost difference between the alternative under consideration and the cost that will be 
avoided if the alternative is selected. 
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Economists may also contend that methods such as contingent valuation (a survey-
based method for the monetization of externalities) are appropriate for evaluating 
environmental or ecological impacts and may provide insight for policy makers [224].  
However, the elimination of independent evaluation tools for the environmental or social 
dimensions of sustainability is contrary to the sustainable development principle of 
balancing considerations across all three categories and the monetization of ecological 
and certain social externalities has received significant criticism (e.g., [225]). 
Environmental/Ecological Metrics.  A number of environmental and ecological metrics 
have been developed to compare one product or process to another.  The terms 
environmental and ecological are often used interchangeably to include consideration of 
air, soil, water, and non-human life.  Although a distinction between the two will be made 
in the causal loop diagram below (ecology will specifically include criteria related to the 
interaction of non-human organisms and their environment), combined they form one 
category of the traditional TBL.  Environmental/ecological metrics have benefited greatly 
from the development of life cycle assessment (LCA), a methodology to determine the 
environmental impacts of a product or process across its life cycle. 
LCA metrics utilized in the wastewater literature (e.g., [73]) may fall into one of two 
categories:  inventory-based or impact-based.  Inventory is one of the steps of LCA, and 
is essentially an accounting process to quantify the inputs to (e.g., energy and natural 
resources) and outputs from (e.g., emissions to air and water) a process across its life 
cycle.  Impact-based metrics, on the other hand, predict an environmental or ecological 
impact that would result (based on characterization factors) from the inputs or outputs 
identified during the inventory stage (e.g., global warming potential).  Although inventory-
based metrics offer the advantage of source-number transparency and the removal of 
characterization-based biases, their repercussions may be more difficult to understand 
(e.g., what does 1 kg of aquatic cadmium emissions really mean?).  Impact-based 
metrics, however, may present data in more relatable terms (e.g., potential human 
health impacts), but they lack the transparency of inventory-based metrics and their 
uncertainties are much larger.  Both types are acceptable, but users should be aware of 
the advantages and disadvantages of the metrics they use. 
Social Metrics.  Although metrics related to human safety and health (e.g., risk 
assessments) are relatively well-developed, other human aspects of engineering 
31 
 
projects are often overlooked.  Social considerations related to institutional governance 
(e.g., permitting structure, utility structure) may be included in the decision-making 
process [223], but less common is the incorporation of cognitive or normative aspects of 
the human dimension [226].  Examples of social metrics include political cohesion, 
employment, and public awareness and understanding.  These types of metrics are 
more commonly applied in the developing world [75], and may lack explicit definition in 
developed world projects. 
Directly related to social metrics is the process by which they are incorporated into the 
planning and design of a wastewater system.  In order to earnestly pursue social 
sustainability, it is vital that appropriately timed stakeholder participation be achieved 
[223].  Although this participatory planning process is a means rather than an end, it is a 
component of planning and design that must be considered in evaluating the 
sustainability of a wastewater management strategy [24, 52]. 
4.2.2. Beyond the Triple Bottom Line 
Functional Metrics.  The need for a broader set of functional metrics is becoming 
increasingly apparent as we try to design systems that are able to manage changing 
human (e.g., population, settlement patterns), environmental (e.g., water availability, 
climate stability), and engineered (e.g., mixed versus source-separated waste streams) 
parameters without having to completely replace infrastructure [227].  Examples of 
functional metrics include adaptability, flexibility, robustness, resilience, reliability, and 
manageability:  concepts which have been discussed thoroughly in the context of socio-
ecological systems [228].  Some of these metrics may also be included in other 
categories of the TBL.  For instance, metrics such as adaptability or flexibility of a 
wastewater management alternative may also be classified as economic concerns (by 
projecting the likelihood of potential expenses to adapt the system), but including a 
fourth category may help direct attention to functional metrics that can identify 
differences among alternatives that may be obscured if only metrics that fit into the TBL 
are utilized. 
4.3. Qualitative Tools for Planning and Design 
In order to comparatively evaluate wastewater management alternatives using the 
sustainability metrics identified above, decision makers must understand the 
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interconnectedness of various criteria and have a means to predict how a given decision 
will influence each aspect of sustainability (economic, environmental/ecological, social, 
functional).  Decision makers must also gain an understanding of stakeholder 
preferences through a participatory planning process designed to elucidate stakeholder 
values.  Challenges associated with these tasks include the need to cope with subjective 
information and uncertainty in the decision-making process.  We begin here with a 
description of tools that can help elucidate stakeholder values and find ways to plan, 
design, and implement projects that simultaneously meet broader sustainability 
objectives. 
4.3.1. Force Field Diagrams 
A force field diagram is a simple, graphical way to characterize the factors influencing a 
decision.  It does not offer specific solutions, but it identifies a list of items that must be 
considered [11].  This representation has been used to help stakeholders identify 
potential barriers to project success (i.e., restraining forces), and provides a foundation 
for more complex and dynamic diagrams.  It also provides some direction for addressing 
implementation barriers, as it is usually expected that removing restraining forces is a 
more effective approach than bolstering advancing forces (i.e., factors that are pushing 
the project forward). 
To demonstrate the concept of a force field diagram, here we interpret an on-going 
project in the Capital Regional District (CRD), Canada.  The CRD is transitioning from 
the discharge of screened wastewater to the marine environment to a comprehensive 
wastewater management process – including secondary treatment, biosolids 
management, and resource recovery– and is considering a range of alternatives in the 
continuum between “centralized” and “decentralized” infrastructure.  The layout in Figure 
4.1 is a preliminary example of a force field diagram for the identification of forces 
influencing the decision of whether or not to implement decentralized wastewater 
management. 
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Figure 4.1.  A hypothetical force field diagram with advancing and restraining 
forces related to the selection of decentralized wastewater management as part of 
the CRD planning and design process for liquid stream management.  This 
diagram was generated by the authors based on personal observations and 
reports collected from the project website [229]. 
One shortcoming of force field diagrams is that they do not illustrate the interactions 
among restraining and advancing forces, and instead give the impression that if each 
restraining force is removed the proposed system will be successful.  Another 
shortcoming is that force field diagrams do not on their own advance sustainability 
factors but rather consider advancing and restraining factors with respect to proposed 
project decisions – regardless of their sustainability.  In other words, if the question being 
asked is tangential to sustainability, or biased towards a specific aspect of the TBL or 
beyond, then the approach itself does not necessarily promote sustainable solutions. 
4.3.2. Causal Loop Diagrams 
The forces or factors influencing a project can be viewed in the context of the broader, 
non-linear system through the use of qualitative system dynamics.  Qualitative system 
dynamics uses causal loop diagrams (CLDs) for the visualization of feedback thinking, 
providing users with the ability to identify potential unintended consequences of their 
decisions [230].  CLDs are a core tool in systems thinking [231] and may facilitate 
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participatory diagramming – a valuable component in the growing application of systems 
thinking to water management [232].  To demonstrate this tool, a hypothetical CLD has 
been created (Figure 4.2) based on our interpretation of the CRD project.  Although the 
relationships identified in Figure 4.2 may be intuitive, there are many complex 
interactions that are easily overlooked without the development of a diagram that 
specifically illustrates the dynamic relationships among factors.   
 
Figure 4.2.  A hypothetical CLD illustrating the impact on each sustainability stock 
for a utility switching from the marine discharge of screened wastewater to a 
decentralized wastewater management system.  A “+” at the head of an arrow 
indicates that the variable at the tail end causes a change in the variable at the 
arrow head in the same direction.  A “-” indicates a change in the opposite 
direction.  The arrows in this figure are not comprehensive, but represent a 
preliminary set of relationships worthy of discussion.  Arrows discussed in the 
text are bold.  This diagram was generated by the authors based on personal 
observations and reports collected from the project website [229]. 
In Figure 4.2, the four sustainability categories (economic, environmental/ecological, 
social, and functional) are represented as five qualitative stock variables – entities that 
may improve or diminish depending upon the factors influencing them (environmental 
and ecological stocks have been separated to distinguish between the two).  By 
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evaluating infrastructure alternatives in this way, decision makers can track the impact of 
a given wastewater management strategy through the loops and improve their 
understanding of how it will influence each category of sustainability.  For example, how 
will the decision to implement decentralized wastewater management impact economic 
sustainability?  The capital costs and projected operation and maintenance costs will 
always be quantified, but greenhouse gas (GHG) emissions may only be thought of as a 
criterion for environmental sustainability.  As Figure 4.2 illustrates, however, GHG 
emissions may influence the life cycle costs of the project, particularly if these emissions 
become taxed or capped.  Beyond this however, Figure 4.2 reminds us that the emission 
of GHGs may contribute to changes in the local water cycle that include the reduced 
availability of quality water or increased sensitivity of receiving waters.  The selection of 
a management strategy that reduces GHG emissions, therefore, would reduce the 
likelihood that a utility would incur these additional costs.  Further, recognizing that 
climate change might alter the assumptions driving the design, an emphasis on 
infrastructure resilience and adaptability may support solutions that simultaneously 
improve ecological sustainability as well as functional sustainability. 
The CLD also highlights other considerations that are of contemporary interest beyond 
economic and environmental sustainability.  For instance, the importance of stakeholder 
participation and public understanding are aspects of social sustainability that are clearly 
related to functional sustainability (Figure 4.2).  Specifically, the influence of system 
reliability and resilience on public acceptance is unique in that the impact of the former 
on the latter transcends the specific project and may be tied to public awareness of past 
successes or failures.  To draw a parallel, we can consider the implementation of 
decentralized “package” wastewater treatment plants in the 1970’s designed to enable 
high-density lot development.  These systems often failed due to a lack of an operational 
and maintenance support system, contributing to the negative impression many 
designers had of decentralized wastewater management.  Although it is clear from 
Figure 4.2 that many aspects of decentralized wastewater management will move 
sustainability stocks in the right direction, it is important to note that system performance 
will influence stocks beyond functional sustainability.  Projects implemented in a less 
than perfect manner can negatively influence social sustainability because of their 
impact on cognitive [233] and affective [234] aspects of decision-making – factors that 
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have been identified by others to play a significant role in social learning and both 
individual and collective decision-making [226]. 
4.4. The Pursuit of Sustainability By Way of Transparency 
With over one hundred definitions of sustainability having been proposed, it is clear that 
the concept can be challenging to articulate.  In order to orchestrate an inclusive and 
successful planning and design process, it is vital that both qualitative and quantitative 
tools be used to enhance the transparency of comparisons being made.  In particular, 
stakeholders must understand the metrics used and how they fit into the context of 
sustainability as it pertains to their wastewater infrastructure project. 
4.4.1. The Use of Qualitative Tools to Understand the Broader Context 
As discussed above, examples of quantitative tools include LCA, LCC, and risk 
assessment.  By using qualitative tools to put quantitative outputs into a broader context, 
practitioners can greatly enhance the transparency of the decision-making process.  By 
developing a project-specific CLD, stakeholders can identify causal loops that are of 
particular importance to them and can identify barriers to project success.  This method 
of interactive modeling has had success in increasing public understanding of the value 
of water conservation in Las Vegas (United States), where a CLD and quantitative model 
were used to illustrate the system dynamics of residential water consumption to a public 
audience [235].  This model only quantified factors influencing water consumption (e.g., 
per capita water use and population), but was found to stimulate discussion among 
stakeholders and “help build the consensus and support resource managers need[ed] to 
implement their decisions” [235].  The benefits of interactive modeling is not unique to 
water projects, and similar results have been observed with the use of interactive 
“dialogue mapping” as discussed by Conklin [236]. 
Although there are many relationships among sustainability system variables that we, at 
present, have no means of quantifying (e.g., the impact of stakeholder participation on 
the demand for reuse water), merely understanding and diagrammatically representing 
their connections may have a significant impact on the transparency of decision-making.  
Even without quantifiable parameters, qualitative models may:  (1) bring added 
transparency to the planning and design process, (2) inspire new thinking, (3) expose 
potential unintended consequences and project barriers, and (4) identify metrics that are 
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measurable that will provide insight into the CLD loops of interest.  Such uses of 
qualitative system dynamics have been found to be effective in natural resource 
management [217] and in automotive policy design [237], and may be equally influential 
in the management of wastewater resources. 
4.4.2. Combining Qualitative and Quantitative Tools in Decision-Making 
After the identification of alternatives, the development of project-specific CLDs, and the 
selection of a comprehensive set of metrics, decision makers must undertake the task of 
resolving the inevitable tradeoffs between and among sustainability aspects.  One 
analytical tool that can provide a framework for comparative sustainability assessments 
is multi-criteria decision analysis (MCDA).  MCDA is a class of formal approaches to 
decision-making that allow individuals or groups to explore decisions while taking explicit 
account of multiple criteria [238].  Some of the advantages of MCDA identified by Belton 
and Stewart [238] include its ability to:  (1) provide structure for the problem, (2) account 
for multiple, conflicting criteria, (3) add transparency to the decision-making process, and 
(4) help decision makers learn about their own and others’ values and judgments.  
MCDA has been widely utilized as a decision aid in a number of resource management 
fields (e.g., energy [239]), as well as water resource [240] and wastewater management 
projects [64, 241]. 
In order for MCDA to be effective for the wastewater planning and design process, it 
must provide a means to resolve tradeoffs among qualitative (e.g., public understanding) 
and quantitative (e.g., energy consumption) metrics and evolve as stakeholder 
preferences are articulated.  Using global and local targets for sustainability (e.g., “our 
wastewater management system should be GHG-neutral”), stakeholders can develop a 
CLD, identify loops of interest, and apply weightings based on their value judgments.  
Weighting the criteria is one of the most important and challenging aspects of applying 
MCDA [242].  Eliciting people’s preferences may lead to inconsistent data [243] resulting 
in criteria weightings that may have large uncertainties [242, 244].  Even if stakeholder 
preferences are elicited through a participatory planning process, cognitive biases may 
arise from the participation process itself – leading to skewed weightings of criteria [245].  
In addition to the complexities of eliciting stakeholder values, there are also uncertainties 
associated with the decision-making process itself that must be included in the 
comparative analysis (e.g., selection of the appropriate goals and objectives) [246]. 
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Although there are a number of processes to elucidate stakeholder preferences and 
minimize epistemic uncertainty [244, 247], there exists a level of uncertainty from human 
input that may be irreducible because of the inherent variability of socio-political systems 
[246].  Despite these challenges with MCDA and other participatory decision-making 
tools, it is important to note that stakeholder participation can improve the public 
acceptance of a decision and provide valuable insight to the planning and design 
process through local knowledge and creative thought; especially in the case of 
complex, poorly structured problems [244, 247].  For this reason we must continue to 
use and develop tools that will facilitate stakeholder participation in the pursuit of more 
sustainable wastewater systems. 
4.5. Conclusion 
In the simplest of terms, our pursuit of sustainability should involve solving problems 
without creating new ones.  Unfortunately, it is highly unlikely that an improvement in 
one aspect of sustainability will not have tradeoffs with other aspects.  Through the use 
of force field diagrams and CLDs in a participatory planning and design process, 
individual metrics can be placed in the broader context of sustainability so that 
stakeholders may better understand the impacts of their decision.  Ultimately, these tools 
will help qualitatively assess whether the alternative being considered would be a shift 
toward or away from a more sustainable wastewater management system.  In other 
words, stakeholders can simply ask themselves:  “if our goal is sustainability, are we 
moving in the right direction?” 
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5.1. Introduction  
With aging infrastructure [19] and increasingly stringent effluent quality requirements, 
utilities across the United States are making large investments toward the replacement 
and upgrade of existing wastewater treatment plants (WWTPs).  Such upgrades often 
result in the construction and operation of more advanced treatment processes, 
processes which have been observed to achieve net reductions in effluent nutrients but 
at the expense of other life cycle impacts and higher operational costs [248].  Although 
environmental or economic burdens may be partially reduced by use of design 
optimization [47, 249, 250], a holistic sustainable design methodology for the wastewater 
industry is still lacking. 
In the literature, a number of sustainability assessment frameworks have been proposed 
(e.g., the Human Hierarchy [251], Social-Ecological Systems [228]), but these 
frameworks can be difficult to employ in practice.  As a result, industry has commonly 
used the concept of the triple bottom line (TBL), which simply means that environmental/ 
ecological, social, and economic factors have been considered.  The lack of 
standardization in TBL analysis, however, can lead to its misuse and the erosion of the 
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TBL as a guiding principle in design.  Along these same lines, the application of 
sustainable design in the wastewater industry has suffered from a lack of transparency 
in decision-making and the absence of a standardized methodology. 
In the pursuit of more sustainable WWTPs, decision-making processes should address 
performance, economic, environmental, and social factors [24], and do so in a way that 
incorporates locality-specific elements.  A reasonable goal for such a process is to 
balance local sustainability (which may have local water quality, cost, and stakeholder 
preferences as primary concerns) with the pursuit of regional and global sustainability 
(which may have more of an emphasis on non-traditional emissions and life cycle 
environmental impacts).  Although social factors can be addressed (to a degree) through 
a participatory planning process [24, 252], a process is still needed by which designs 
can be quantitatively compared to elucidate the performance, environmental, and 
economic trade-offs.  It may not always be possible to achieve designs that 
simultaneously improve local and global sustainability efforts, but such a process could 
elucidate trade-offs that may inform decision-making processes at the local level. 
Although much recent effort has focused on performing comparative evaluations of the 
life cycle environmental impacts (using life cycle assessment, LCA) of configuration 
alternatives (e.g., [41, 128, 253, 254]), fewer published studies have included cost 
assessments in their comparative evaluations (e.g., [248, 255]).  More recent 
advancements toward the integration of economic and environmental assessments 
includes the work of Wang and colleagues [256], who evaluated the reduction of N2O 
emissions as a financing mechanism (via their sale as carbon credits) to upgrade 
WWTPs for nitrogen removal.  Independent of these advancements toward integrating 
environmental and economic considerations has been the development of more rigorous 
simulation approaches to better predict the likely performance of a specific WWTP 
design [48, 124, 126].  Simulation-based uncertainty assessments have been limited in 
their application to cost analysis in the literature [125], and have not been applied in 
connection with LCA.  In particular, it has recently been shown that influent composition 
may play an important role in WWTP greenhouse gas emissions [257], but such factors 
are generally not addressed in WWTP LCAs.  Also missing is the use of diurnal 
simulation to predict life cycle and economic performance in a holistic way, as the bulk of 
LCA and economic studies rely on steady-state data despite observations that steady-
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state simulations may result in artificial performance differences between compared 
designs [47]. 
To develop more sustainable WWTP designs, what is needed is a methodology by 
which performance (specifically in terms of diurnal effluent quality), life cycle 
environmental impacts, and costs can be quantified together under uncertainty to 
elucidate trade-offs between design decisions.  Here we present a quantitative 
sustainable design methodology that addresses social, performance, environmental, and 
economic factors, and apply it to refine the design of a WWTP upgrade.  Designs were 
developed through coordination with utility and consultant stakeholders, and were 
assessed by way of Monte Carlo, diurnal simulations, LCA, and cost analysis.  This 
quantitative process is the backbone of a larger planning and design process [24] that 
has an overarching goal to advance both local and global sustainability efforts. 
5.2. Quantitative Sustainable Design Methodology 
5.2.1. Case Study 
The Chesapeake-Elizabeth Wastewater Treatment Plant (WWTP) is located in Virginia 
Beach, Virginia (USA) and has a design capacity of 24 million gallons per day (MGD).  
Although the Chesapeake-Elizabeth WWTP currently uses a high rate activated sludge 
(HRAS) process for secondary treatment, pending nutrient limits will require an upgrade 
to an enhanced biological phosphorus removal (EBPR) process.  In addition to HRAS, 
existing unit processes at the plant include secondary clarification with ferric chloride 
addition for phosphorus removal, disinfection via sodium hypochlorite, gravity thickening 
of waste activated sludge (WAS), centrifugation of thickened sludge, and on-site 
incineration of centrifuge cake. 
As part of the Chesapeake Bay initiative, Chesapeake-Elizabeth will have a waste load 
allocation of 3-8 mg-(N)·L-1 total nitrogen (TN) and 0.7 mg-(P)·L-1 total phosphorus (TP) 
at design flow on an annual average basis.  In preparation for this permit change, the 
Hampton Roads Sanitation District (HRSD) is planning an upgrade of the Chesapeake-
Elizabeth WWTP to achieve biological nitrogen and phosphorus removal.  The 
centerpiece of this upgrade is the construction of a 5-stage Bardenpho process followed 
by denitrification filters, where a 5-stage Bardenpho process consists of five sequential 
zones (anaerobic-anoxic-aerobic-anoxic-aerobic) with an internal recycle between the 
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first aerobic and anoxic zones.  In general, processes are sized such that the minimum 
anaerobic, anoxic, and aerobic SRTs are achieved under both winter and summer 
conditions (with winter controlling).  In the case of Chesapeake-Elizabeth, the selected 
total SRT of the system is proportional to the reactor volume required – this is due to 
existing secondary clarifiers that cannot be easily (or cheaply) replaced.  Likewise, 
anaerobic, anoxic, and aerobic volumes are proportional to their respective design 
SRTs.  Although nitrifiers are highly sensitive to low temperatures (making winter aerobic 
SRT a key design parameter), anaerobic and anoxic growth rates are less sensitive to 
temperature changes.  Therefore, if a process is designed for minimum anaerobic, 
anoxic, and aerobic SRTs under winter conditions, the ability of operators to decrease 
the total system SRT under summer conditions will be limited by minimum anaerobic 
and/or anoxic SRTs (with aerobic summer SRT typically in excess of what is required to 
maintain nitrification).  The prospect of superfluous aerobic SRT under summer 
conditions raises the question of whether or not an alternative design can be developed 
to meet performance goals while reducing life cycle costs and environmental impacts. 
Although the 5-stage Bardenpho process is capable of achieving high levels of biological 
nutrient removal year round, the prospect of an annual average permit offers the plant 
the opportunity to offset higher effluent nitrogen levels in the winter with lower levels in 
the summer.  Rather than relying on high levels of BNR at all times, there is the 
opportunity to shift to a BNR process with higher effluent TN in the winter months if it 
offers other benefits (e.g., in terms of lower costs or environmental impacts).  The 
relative sustainability of operational flexibility in the form of a full-scale seasonal process 
change at the Chesapeake-Elizabeth WWTP, however, is unknown. 
5.2.2. Alternative Design – Seasonal Process Change 
As an alternative to the Standard Design defined by a year-round 5-stage Bardenpho 
process, we have developed a Seasonal Design that enables operation as a 5-stage 
Bardenpho under summer months and operation as an Anaerobic-Anoxic-Oxic (A2O) 
process in the winter months.  This process transformation may be achieved by making 
the second anoxic zone (ANX2) a swing zone, capable of being aerated during winter 
months.  A key difference between the 5-stage Bardenpho and A2O processes is that 
the A2O process consolidates anoxic conditions into a single stretch of the reactor 
basins.  This change reduces the capacity (all else equal) of the secondary treatment 
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process to denitrify as it relies exclusively on internal recycle pumping to deliver nitrate 
to the anoxic zone. 
For this case study, conceptual designs of two alternative upgrades are studied here:  
(1) the Standard Design, which consists of a year-round 5-stage Bardenpho process, 
and (2) the Seasonal Design, which consists of a secondary treatment process that can 
be operated as a 5-stage Bardenpho in the summer and as an A2O process in the 
winter.  Both design alternatives include the construction of new primary clarifiers, 
denitrification filters, an acetic acid (HAc) delivery system (to provide HAc as an electron 
donor for denitrification), an incinerator scrubber blowdown treatment system (to treat 
wastewater generated by on-site incinerators), and gravity belt thickeners, as well as 
capacity increases to secondary sludge pumping systems.  Based on the site layout, 
both designs would use existing HRAS tankage by converting it to aerobic and anoxic 
tankage toward the end of the biological process, and secondary clarifiers would be 
unchanged.  All unit processes were designed based on annual average flow (24 MGD) 
with the largest, most critical unit operation out of service.  The key factors in reactor 
sizing were (i) maximum mixed liquor suspended solids (MLSS) concentration (dictated 
by existing clarifiers) and (ii) winter design SRTs.  A maximum MLSS of 3,100 mg-
(TSS)·L-1 based on acceptable solids loading rates to existing secondary clarifiers under 
annual average (largest unit out of service) and maximum month (all units in service) 
conditions.  As a result of the fixed design MLSS, any increase in design SRT resulted in 
increased reactor volume. 
Anaerobic (ANA), anoxic (ANX), and aerobic (AER) SRTs for design were selected 
based on utility and consultant input.  Under winter conditions, the design values for the 
Standard Design were 1.0 (ANA), 2.0 (ANX), and 10 (AER) days.  The Standard Design 
volume ratio of ANX1:ANX2 was designed at 1.0:1.5 to take advantage of endogenous 
respiration in the second anoxic zone.  Design values for the Seasonal Design were 1.0 
(ANA), 1.5 (ANX), and 10 (AER) days.  This reduction in ANX SRT of 0.5 days was 
deemed reasonable because it provided a sufficient safety factor for reliable 
performance (equivalent to the reliability of an ANX SRT of 2.0 days in the Standard 
Design) given that the whole of the ANX zone would be consolidated and less dissolved 
oxygen would enter the zone.  Additionally, the ANX1:ANX2 volume ratio was reduced to 
1.0:1.0 to maintain sufficient anoxic volume during A2O operation.  Target total SRTs 
under summer conditions were selected to be 70% of winter design values, resulting in 
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anaerobic/anoxic/aerobic SRTs of 0.7/1.4/7.0 days and 0.7/2.1/6.0 days for the Standard 
and Seasonal Designs, respectively.  By switching the second anoxic zone from anoxic 
conditions (in summer) to aerobic conditions (in winter), the Seasonal Design allows the 
utility to partially uncouple winter AER SRT from summer AER and ANX SRTs, 
achieving the necessary minimum aerobic SRT in winter conditions while 
disproportionally increasing the anoxic volume fraction in summer. 
Another key difference between the Standard and Seasonal designs is the sizing of 
denitrification filters.  Based on existing design standards, denitrification filters were 
sized to meet hydraulic loadings of 4.0 gal·min-1·ft-2 for the Standard Design and 3.5 
gal·min-1·ft-2 for the Seasonal Design assuming 2 of 12 units are out of service at any 
time and annual average flow.  Other than different design parameters for the secondary 
treatment process (different anoxic SRTs and ANX1:ANX2 ratios) and denitrification filter 
loadings (4.0 vs. 3.5 gal·min-1·ft-2), all other unit processes and pieces of equipment 
were designed using consistent design standards [6, 7] (see Appendix B). 
 
Figure 5.1.  System boundary for LCA and cost assessment. 
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5.2.3. Performance Assessment 
Performance of the WWTP designs was simulated using GPS-X™ (Hydromantis 
Environmental Software Solutions, Inc.; Hamilton, Canada).  All processes within the 
system boundary (Figure 5.1) except disinfection, incineration, and ash hauling and 
landfilling were explicitly modeled in GPS-XTM, using the Mantis2 model for biological 
process modeling.  A weekday and a weekend dry weather diurnal flow pattern were 
modeled from hour-by-hour data, and a characteristic hydrograph was established for 
infiltration and inflow resulting from rain events.  Each simulation was run to steady 
state, followed by a dynamic simulation period of 10 days.  The first 3 days of each 
dynamic simulation was a dry weather, weekday diurnal.  It was observed that every 
model parameter used for the performance, life cycle impact, and cost assessments 
(except effluent nitrite) was within 0.3% of the previous day’s value after 3 days of 
dynamic simulation; nitrite was within 1.3% (data not shown).  Data was collected from 
simulation results from days 4 through 10, which were simulated as a Wednesday 
morning through Tuesday night and included random rain events consistent with the 
frequency and intensity of rain events recorded by HRSD from 2005-2010. 
5.2.4. Cost Assessment 
Cost estimates of unit processes within the system boundary (Figure 5.1) were achieved 
using equations derived from CAPDET [258] and CapdetWorksTM (v2.5e; Hydromantis 
Environmental Software Solutions, Inc.; Hamilton, Canada).  For each unit process, the 
following costs were quantified:  construction and equipment cost ($), operational labor 
cost ($·yr-1), maintenance labor cost ($·yr-1), material and supply cost ($·yr-1), chemical 
cost ($·yr-1), and energy cost ($·yr-1).  These values were then used to determine the 
present worth of a given design and simulation scenario assuming a discount rate of 8%. 
5.2.5. Life Cycle Impact Assessment 
Goal Scope and Definition.  The functional unit for this study was the treatment of HRSD 
influent wastewater (as characterized by the probability density functions in Table 5.1) 
over 40 years, with effluent TP less than or equal to 0.7 mg-(P)·L-1, effluent TN less than 
or equal to 5.5 mg-(N)·L-1, and residual solids disposed of at a municipal solid waste 
landfill.  The system boundary excluded sources of impact from utility infrastructure 
upstream of the wastewater treatment plant (collection system, gaseous emissions in 
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collection system, electricity for pumping, etc.; Figure 5.1).  First-order (direct emissions 
and discharge) and second-order (electricity generation, chemical manufacturing, etc.) 
processes during the construction and operation of the WWTP were included in the 
system boundary.  The end-of-life phase of the WWTP was not assessed as it was 
expected to be negligible compared to the construction and operating phases (consistent 
with assumptions in [130, 259]). 
Inventory Analysis.  Data for the inventory analysis of the construction phase was 
generated in two steps.  First, the volume of earthwork (excavation), sand (for 
denitrification filters), and reinforced concrete was estimated using equations derived 
from CAPDET [258] and CapdetWorksTM.  Next, the volume of reinforced concrete was 
used as a multiplier for the estimation of other construction phase processes and 
materials as described by Doka [260] (consistent with approach taken in [130]).  This 
approach is based on inventory data from a series of publications ([261, 262], in Swiss 
German) leading back to the diploma work of Fahner and colleagues who quantified 
materials and processes required to convert a flat field into an operating WWTP using 
receipts from construction, planning documents, and information directly from material 
suppliers, vendors, contractors, and designers ([263], in Swiss German).  These 
multiplicative factors include items such as:  reinforcing steel; steel, aluminum, copper, 
and plastics for control panels (excluding precious metals); bitumen for asphalt; 
electricity; and a number of other materials and processes (see Appendix C).  Although 
we are evaluating upgrades rather than new plant construction, it was assumed that 
these multiplicative factors would still be applicable as many of the same WWTP 
components would still have to be constructed (new pump and blower buildings, new 
paving, etc.).  The sensitivity of the results to this assumption was evaluated by varying 
multiplicative factors (discussed in more detail in Uncertainty and Sensitivity Analysis 
section, below).  Inventory data for these processes was based on U.S. data whenever 
possible, and the sensitivity of the results to these assumptions was evaluated (see 
Table 5.2). 
Operation-phase inventory data were generated using the following steps.  First, direct 
emissions from the WWTP were estimated using data from GPS-XTM simulations.  
Effluent nutrients (including ammonium, nitrate/nitrite, organic nitrogen, COD, and 
soluble total phosphorus) and chemical consumption (HAc for denitrification and ferric 
chloride for phosphorus precipitation) were directly quantified.  Biogenic gaseous 
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emissions of nitrous oxide (N2O) at the WWTP were estimated using the emission factor 
approach [264] with a value of 0.005 kg-(N2O-N) per kg-(N) discharged (for “effluent” 
biogenic N2O emissions) or denitrified (for “WWTP” biogenic N2O emissions).  The 
sensitivity of the results to assumed N2O emissions factors were evaluated across 
ranges from the literature (see Table 5.2).  Electricity consumption during operation was 
estimated using (i) required airflow and pumping rates from GPS-XTM simulations and (ii) 
continuous equations derived from CAPDET [258] and CapdetWorksTM for all unit 
processes (including pumping and various mechanical operations such as gates, arms, 
rakes, etc.).  Polymer and hypochlorite use, natural gas and fuel oil (for incineration) 
consumption, and ash production were estimated based on correlations in monthly data 
(e.g., polymer used per kg of solids centrifuged) at the Chesapeake-Elizabeth WWTP. 
The life cycle emissions and raw materials required for all materials (e.g., HAc), 
processes (e.g., electricity production and delivery), and wastes (e.g., construction 
waste) were quantified using the ecoinvent database accessed via SimaPro (v7.2.4; 
PRé Consultants; Amersfoot, The Netherlands).  The specific ecoinvent processes used 
can be found in Appendix C. 
Impact Assessment.  The impact categories and characterization factors of the U.S. 
EPA’s Tool for the Reduction and Assessment of Chemical and other Environmental 
Impacts (TRACI 2; v3.03) [265] were used.  TRACI mid-point indicators include 
acidification, carcinogenics, ecotoxicity, eutrophication, global climate change, non-
carcinogenics, respiratory effects, ozone depletion, and smog formation.  No 
normalization was performed beyond the use of TRACI characterization factors and no 
grouping, weighting, or aggregation of impact categories was used.  Sensitivity analyses 
were performed and are discussed in more detail below. 
5.2.6. Uncertainty and Sensitivity Analyses 
Monte Carlo analysis with Latin Hypercube Sampling (LHS) was used for uncertainty 
analysis.  LHS is a sampling technique that evenly samples from the parameter space to 
reduce the number or runs required to produce representative and reproducible results 
[266].  Uncertainty analysis was performed on a total of 9 parameters:  average daily 
influent flow, rainfall, dry weather influent BOD5, influent BOD5:TKN ratio, influent 
BOD5:TP ratio, nitrifier maximum specific growth rate, oxygen half saturation coefficient 
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for heterotrophs, ammonium half saturation coefficient for ammonia oxidizing bacteria 
(AOB), and temperature.  The probability density function (PDF) and pertinent values for 
each parameter are listed in Table 5.1.  The values and PDFs of all influent parameters 
are based on daily and monthly plant-specific data from 2005-2010.  All values and 
PDFs for kinetic parameters are from recently published WWTP modeling sensitivity 
analyses [124, 126].  
Table 5.1.  Input uncertainty for model parameters. 
ID Parameter Distribution
Minimum & 
Maximum (uniform) 
or 
Average & Standard 
Deviation (normal) 
Units 
1 dry weather influent flow uniform 18 (min); 23 (max) MGD 
2 rainfall empirical b,c NA MGD 
3 influent BOD5 normal b 243 (avg); 19 (stdev) mg·L-1 
4 influent BOD:TKN ratio d normal b 5.7 (avg); 0.79 (stdev) mg-(BOD5)·L-1 
per mg-(N)·L-1 
5 influent BOD:TP ratio e normal b 41 (avg); 2.5 (stdev) mg-(BOD5)·L-1 
per mg-(P)·L-1 
6 nitrifier maximum specific growth 
rate f 
uniform 0.77 (min); 0.92 (max) d-1 
7 oxygen half saturation coefficient 
for heterotrophs 
uniform g 0.1 (min); 0.3 (max) mg-(COD)·L-1 
8 ammonium half saturation 
coefficient for AOB 
uniform g 0.5 (min); 1.5 (max) mg-(N)·L-1 
9 temperature uniform b 12 (min); 28 (max) °C 
a The plant experiences roughly 1 MGD of influent from rain events on average.  The values for 
dry weather influent flow exclude flow from rain events, which were simulated as a separate, 
independent parameter.  
b Observed distribution based on HRSD data. 
c Empirical distribution characterized by HRSD data.  See Supporting Information for additional 
details. 
d Influent ammonium was set to 74% of the influent TKN concentration based on the median 
value of HRSD data. 
e Influent soluble phosphorus was set to 80% of the influent TP concentration; no data from 
HRSD was available for soluble phosphorus. 
f AOB and nitrite oxidizing bacteria (NOB) decay were fixed at 0.17 d-1, and NOB maximum 
specific growth rate was set to 0.1 d-1 greater than the AOB maximum specific growth rate 
based on this default assumption in GPS-XTM. 
g Distribution and values are consistent with assumption in [126]. 
LHS was used to generate a set of 500 values for each parameter listed in Table 5.1.  
These values were compiled into 500 discrete sets of input parameters, where an input 
parameter set was defined by a single value for each of the 9 parameters.  Each input 
parameter set was used to simulate the performance of both the Standard and the 
Seasonal designs, resulting in a total of 1,000 dynamic simulations (500 for each 
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design).  Comparisons between designs were made based on the differences in 
performance, environmental impacts, and costs for each individual input parameter set.  
It should be noted that because temperature was varied uniformly from 12-28 °C and 18 
°C was arbitrarily selected as the separation between summer and winter performance, 
37.5% of simulations (and operational time) would be under winter conditions and the 
remaining simulations would be under summer conditions.  Temperature was monotonic 
and it was assumed the plant operation would only switch twice per year (once at the 
start of winter and once at the end).  
Table 5.2.  Sensitivity analysis overview. 
Parameter Default Value Likely Minimum Value 
Likely Maximum 
Value 
Life Cycle Inventory 
Energy Source – Fraction 
Supplied by Coal a 
0.342 b 0.141 c 0.632 c 
N2O Emission Factor – In 
WWTP [kg-(N2O-N)·kg-(N 
denitrified)-1] 
0.005 d 0.0002 e 0.0059 e 
N2O Emission Factor – In 
Effluent [kg-(N2O-N)·kg-(N in 
effluent)-1] 
0.005 d 0.005 f 0.046 g 
Construction Multiplication 
Factor per m3 Concrete – All 
Individual Materials & Processes 
1x Fahner factor h 0.5x Fahner 
factor  h 
4x Fahner factor h 
Cost Analysis 
Electricity Unit Cost [$·kWh-1] 0.065 i 0.06 0.10 
a Any changes to the coal fraction were compensated for with increase or decrease in 
the fraction electricity from nuclear power.  The balance of electricity replaced by (or in 
place of) coal was assumed to be nuclear. 
b Fraction based on 2010 data for the Commonwealth of Virginia [267]. 
c 25th percentile (likely minimum) and 75th percentile (likely maximum) of coal fractions by 
state for 2010 [267].   
d [264] 
e [256, 268] 
f [256, 264] 
g [256, 269] 
h Factors developed in [263], and used by others (e.g., [130, 260]) 
i HRSD current pricing. 
5.2.7. Implementation 
MATLAB (MathWorks; Natick, Massachusetts) was used for LHS and, through operation 
of GPS-XTM in batch mode, the execution of the methodology as a whole.  The MATLAB 
code used for simulation and preliminary data consolidation can be found in Appendix G.  
The code used for cost analysis and LCA can be found in Appendix H.  The largest 
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computational burden in this approach stemmed from the GPS-XTM simulations, 
averaging roughly 20 minutes per run (where a run includes a single steady state and 10 
day dynamic simulation) on a 64-bit Windows 7 desktop with 3.16 GHz processor (6 MB 
cache) and 4.0 GB of RAM.  This computation time, coupled with the use of Monte 
Carlo, was an influential factor in deciding to evaluate only two design alternatives. 
5.3. Results and Discussion 
5.3.1. WWTP Performance 
Actual SRT values across simulations for winter and summer conditions matched design 
values with averages (+/- standard deviations) of 13.0 +/- 0.2 days and 9.0 +/- 0.1 days 
for the Standard Design, and 12.5 +/- 0.2 days and 8.7 +/- 0.1 days for the Seasonal 
Design.  EBPR was consistently achieved, but to varying degrees between the two 
designs.  The soluble phosphorus concentration entering the secondary clarifiers (before 
chemical precipitation) had average values of 0.5 and 1.1 mg-(P)·L-1 for the Standard 
and Seasonal Designs, respectively (Figure 5.2a), with summer and winter performance 
of the Seasonal Design differing greatly (0.6 vs. 1.8 mg-(P)·L-1, respectively).  Any 
residual phosphorus above 0.7 mg-(P)·L-1 for each individual simulation set was 
assumed to be precipitated with ferric chloride (this was the origin of ferric chloride use 
estimates). 
Effluent TN constraints were also met with average values of 5.0 and 4.8 mg-(N)·L-1 for 
the Standard and Seasonal Designs, respectively.  The Standard Design achieved 
similar TN removal under summer and winter conditions with median values of 4.4 and 
4.0 mg-(N)·L-1, respectively.  As expected, the Seasonal Design had a greater difference 
between summer and winter performance, with effluent TN median values of 2.1 and 6.9 
mg-(N)·L-1, respectively (Figure 5.2b).   
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Figure 5.2.  Box and whisker plot of effluent (a) TP and (b) TN of Standard and 
Seasonal Designs.  The boxes represent the span of the lower (25th percentile) and 
upper (75th percentile) quartiles of 312 (summer) and 188 (winter) simulations.  The 
horizontal line within each box represents the median, and the vertical lines 
(“whiskers”) represent the 10th and 90th percentiles, and symbols denote data 
points outside of the 10th and 90th percentiles.  
As expected, the Seasonal secondary treatment process had higher effluent nutrient 
concentrations during A2O operation in the winter compared to 5-stage Bardenpho 
operation in the summer.  Overall, each design consistently achieved near complete 
nitrification, creating the opportunity to achieve greater TN removal with the addition of 
more electron donor to the anoxic zones.  For the analyses presented here, HAc 
addition was flow paced at a fixed ratio for each set of simulations.  Specifically, HAc 
was added to achieve the following target concentrations (in mg-(COD)·L-1) in ANX2 and 
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denitrification filter (DF) influent:  42/22 (ANX2/DF) for Standard Design summer and 
winter operation; 30/22 for Seasonal Design summer; and 0/30 for Seasonal Design 
winter.  The increased level of HAc addition to the Standard Design ANX2 zone was 
required to achieve effluent total nitrogen concentrations on par with Seasonal Design 
annual average performance.  In particular, it was the extended summer anoxic SRT of 
2.1 days for the Seasonal Design (as compared to 1.4 days for the Standard Design) 
and, specifically, the increased ANX1 SRT that lead to lower levels of effluent nitrate 
with less HAc addition.  Ultimately, this reduction in the use of HAc addition (averaging a 
22% reduction in summer and 69% reduction in winter, or 40% annual average) was a 
major component of cost and life cycle environmental impact differences between 
designs (discussed in more detail below). 
5.3.2. Cost Assessment 
A summary of the results of the cost analysis can be seen in the first row of data in Table 
5.3.  It was estimated the Seasonal Design would cost $4.5 million more to construct 
than the Standard Design.  This additional expense is largely due to the additional 
denitrification filter area required for winter operation as well as the additional diffusers, 
air headers and piping, and redundant internal recycle withdrawal points (during A2O 
operation the internal recycle is withdrawn from AER2 rather than AER1B).  Some 
construction cost savings are achieved with the reduced reactor volume required for the 
Seasonal Design, but these savings do not overcome the additional costs identified 
above.   
Although the Standard Design was less expensive to construct, the Seasonal Design 
consistently costs less to operate.  In fact, the Seasonal Design has a payback period of 
2.7 years and would only be equivalent to the Standard Design in net present worth at 
an interest rate of 37% (a value of 8% was assumed for analyses presented here).  This 
difference is due almost exclusively to the savings in electron donor over the life cycle of 
the plant.  The Seasonal Design uses, on average, 2,800 fewer L·d-1 of acetic acid and 
achieves comparable annual average TN removal.  Due to the magnitude of these 
savings, the cost analysis results are highly sensitive to the price of acetic acid.  The 
default cost used in this analysis has been 1.57 $·L-1 [270], but a price of 0.366 $·L-1 
would result in equivalent net present values for the Standard and Seasonal Designs. 
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Table 5.3.  Summary of present worth and LCA comparisons between Standard 
and Seasonal Designs.   
Indicator 
Absolute 
Construction Impact 
Impact of Upgrade From Standard to Seasonal 
Design [Seasonal minus Standard] 
Standard Seasonal Construction Summer 
Operation  
(40 years) 
Winter Operation
(40 years) 
Present Worth 
[million $] 
47.2 51.7 4.5 (11.2) +/- 0.8 (34.9) +/- 2.5 
Acidification 
[thousand H+ 
moles eq] 
918 909 (9) (12,300) +/- 3,100 (32,600) +/- 4,800
Carcinogenics 
[tonnes benzene 
eq] 
43.0 42.6 (0.4) (165) +/- 30 (461) +/- 40 
Ecotoxicity 
[tonnes 2,4-D eq] 
24,200 23,900 (200) a (123,000) +/- 
23,000 
(340,000) +/- 
38,000 
Eutrophication 
[tonnes N eq] 
26.1 25.8 (0.3) (518) +/- 767 2,810 +/- 3,690 
Global warming 
[tonnes CO2 eq] 
4,890 4,840 (50) (47,100) +/- 7,600 (124,000) +/- 
9,000 
Non 
carcinogenics 
[tonnes toluene 
eq] 
456,000 451,000 (5,000) (1,200,000) +/- 
230,000 
(3,310,000) +/- 
300,000 
Ozone depletion 
[kg CFC-11 eq] 
0.206 0.204 (0.002) (7.16) +/- 0.69 (20.6) +/- 1.5 
Respiratory 
effects [tonnes 
PM2.5 eq] 
7.23 7.16 (0.07) (64.8) +/- 16.7 (172) +/- 23 
Smog [kg NOx eq] 11.2 11.1 (0.1) (112) +/- 18 (320) +/- 24 
* Note:  Parentheses are around negative values.  Negative values mean the Seasonal Design 
had a lower value than the Standard Design (i.e., the Seasonal design cost less or has less of an 
environmental impact). 
a Values in column of construction differences do not necessarily match values in Construction 
Impact column due to rounding for presentation in table. 
b Values are averages +/- standard deviation. 
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Figure 5.3.  Box and whisker plot of difference between the Seasonal and 
Standard Design present worth of operation.  The boxes represent the span of the 
lower (25th percentile) and upper (75th percentile) quartiles of 312 (summer) and 
188 (winter) simulations.  The horizontal line within each box represents the 
median, and the vertical lines (“whiskers”) represent the 10th and 90th percentiles, 
and symbols denote data points outside of the 10th and 90th percentiles.  
Although the promise of reduced electricity use often motivates design refinement, 
electricity savings of only 3.1 +/- 4.0% are expected with the switch to the Seasonal 
Design.  Electricity savings accounted for only 1.1% of the operational cost savings, 
largely resulting from reductions in aeration demand of 5.8 +/- 6.3% in the summer and 
4.3 +/- 2.8% in the winter condition.  These savings are not a strong contributor to the 
values listed in Table 5.3, but would cause the Seasonal Design to have a lower 
operational present worth if both designs used equivalent volumes of electron donor 
(Figure 5.4; P << 0.00001 based on a paired, one-tailed t-test).  The net present value of 
the Standard Design, in this instance, would be less expensive than the Seasonal 
Design by $3.7 million. 
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Figure 5.4.  Box and whisker plot of difference between the Seasonal and 
Standard Design present worth of operation assuming equal use of acetic acid as 
an electron donor.  The boxes represent the span of the lower (25th percentile) and 
upper (75th percentile) quartiles of 312 (summer) and 188 (winter) simulations.  The 
horizontal line within each box represents the median, and the vertical lines 
(“whiskers”) represent the 10th and 90th percentiles, and symbols denote data 
points outside of the 10th and 90th percentiles. Note that two outliers (positive 6.70 
and 9.19 million $) from the winter condition were not plotted to preserve a legible 
axis scale. 
5.3.3. Life Cycle Environmental Impacts 
Overall, the Seasonal Design resulted in fewer environmental impacts in all impact 
categories except eutrophication (Figure 5.5).  The reduced environmental impacts for 
the construction of the Seasonal Design were only 1.0% in each category, which is not 
likely to be significant relative to the uncertainty of the operation phase impacts.  The 
majority of operational differences were again the result of differential HAc use (Table 
5.4), but an advantage to switching to the Seasonal Design was still observed due to 
other factors (discussed below). 
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Figure 5.5.  Box and whisker plot of relative difference between the Seasonal and 
Standard Design life cycle environmental impacts.  The boxes represent the span 
of the lower (25th percentile) and upper (75th percentile) quartiles of 312 (summer) 
and 188 (winter) simulations.  The horizontal line within each box represents the 
median, and the vertical lines (“whiskers”) represent the 10th and 90th percentiles, 
and symbols denote data points outside of the 10th and 90th percentiles.  
Eutrophication has a separate y-axis scale due to its larger variability. 
Table 5.4.  Fraction of LCA life cycle impact differences (Seasonal minus Standard 
Design; presented in Figure 5.5) that result from different levels of HAc use 
between Standard and Seasonal Designs. 
Life Cycle Impact Summer 
(avg +/- stdev) 
Winter 
(avg +/- stdev) 
Acidification [%] 69 +/- 26 77 +/- 78 
Carcinogenics [%] 84 +/- 18 91 +/- 9 
Ecotoxicity [%] 77 +/- 17 88 +/- 71 
Eutrophication [%] -180 +/- 3,300 -21 +/- 329 
Global warming [%] 81 +/- 14 93 +/- 4 
Non carcinogenics [%] 82 +/- 20 89 +/- 11 
Ozone depletion [%] 95 +/- 7 102 +/- 4 
Respiratory effects [%] 72 +/- 29 75 +/- 44 
Smog [%] 87 +/- 16 92 +/- 5 
In addition to reducing exogenous electron donor requirements, the Seasonal Design 
resulted in an average reduction in electricity consumption of 3.1 +/- 4.7% and 3.1 +/- 
2.4% for summer and winter operation, respectively.  This reduction in electricity 
consumption reduced environmental impacts in all categories (although not to the same 
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degree as differential HAc use), and accounts for 13 +/- 25% and 6 +/- 4% of differences 
in operation phase greenhouse gas (GHG) emissions for summer and winter months.  
Ultimately, even if the Standard Design were able to achieve equivalent TN removal with 
the same amount of exogenous electron donor, the Seasonal Design would result in 
statistically significant reductions in almost all environmental impact categories (Figure 
5.6).  P values << 0.00001 were calculated for all categories except winter ozone and 
winter eutrophication based on a paired, one-tailed t-test.  Both winter ozone and winter 
eutrophication were shown to increase with the shift to the Seasonal Design (P << 
0.00001 based on a paired, one-tailed t-test).  Although the increase in winter ozone 
impacts was statistically significant, the life cycle impacts of the two designs were within 
0.9% of each other on average.  Differences in eutrophication, however, stemmed 
largely from WWTP effluent which was responsible for 47 +/- 13% of life cycle 
eutrophication across all simulations, and was relatively insensitive to changes in 
assumptions of chemical or electricity use. 
 
Figure 5.6.  Box and whisker plot of relative difference between the Seasonal and 
Standard Design life cycle environmental impacts assuming equal use of acetic 
acid as an exogenous electron donor.  The boxes represent the span of the lower 
(25th percentile) and upper (75th percentile) quartiles of 312 (summer) and 188 
(winter) simulations.  The horizontal line within each box represents the median, 
and the vertical lines (“whiskers”) represent the 10th and 90th percentiles, and 
symbols denote data points outside of the 10th and 90th percentiles.  
Eutrophication has a separate y-axis scale due to its larger variability. 
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5.3.4. Exogenous Electron Donors as a Source of WWTP Environmental Impacts 
The result that HAc is one of the key contributors to the differences in environmental 
impacts is somewhat surprising, especially considering that chemical consumption 
(although often included) has not been a focal point of WWTP LCAs [38].  As we 
consider the addition of HAc and its impacts on the WWTP, it is helpful to discuss it in 
the context of the addition of 1 mg-(COD)·L-1.  At the average influent flow of 20.5 MGD 
(plus incinerator scrubber blowdown flow of 1 MGD), the addition of 1 mg-(COD)·L-1 to 
the denitrification filters results in 1.06 million liters of HAc over the 40 year life cycle of 
the plant (or 73 liters per day).  Adding 1 mg-(COD)·L-1 to the influent to the ANX2 zone, 
however, which includes forward flow (20.5 MGD) as well as RAS flow (roughly 70% of 
influent flow) and liquid streams from the incinerator scrubber blowdown and solids 
handling processes (e.g., the gravity belt thickeners; roughly 17% of influent flow), 
results in an acetic acid use of nearly 2.0 million liters of acetic acid over 40 years (or 
136 liters per day).  The life cycle implications of these levels of addition can be seen in 
Table 5.5. 
Table 5.5.  Costs and life cycle impacts of the addition of 1 mg-(COD)·L-1 of HAc to 
ANX2 and denitrification filter influent. 
Parameter 
Addition of 1 mg-
(COD)·L-1 of Acetate to 
ANX2 
Addition of 1 mg-
(COD)·L-1 of Acetate to 
Denitrification Filters 
Annual Chemical Cost [$/yr] 78,000 42,000 
Present Worth of Chemical Cost [$] 930,000 500,000 
Acidification [thousand H+ moles eq] 660 350 
Carcinogenics [tonnes benzene eq] 12 6.2 
Ecotoxicity [tonnes 2,4-D eq] 7,800 4,200 
Eutrophication [tonnes N eq] 14 7.6 
Global warming [tonnes CO2 eq] 3,200a 1,700 
Non carcinogenics [tonnes toluene eq] 81,000 43,000 
Ozone depletion [kg CFC-11 eq] 0.58 0.31 
Respiratory effects [tonnes PM2.5 eq] 3.6 1.9 
Smog [kg NOx eq] 8.2 4.4 
a As a basis for comparison, 3,200 tonnes CO2 eq. would be emitted from the use of 5.1 million kWh assuming the 
Commonwealth of Virginia’s current electricity source mix [267].  This electricity consumption would be observed over 
the lifetime of the plant if the average internal recycle were increased from 53.3 to 57.1 MGD (3.8 MGD increase). 
Although this work has shown that significant reductions in life cycle environmental 
impacts may be achieved by modifying design parameters for a single configuration (i.e., 
anoxic SRT and ANX1:ANX2 volume ratios under summer conditions), another 
approach may be to simply replace HAc with an alternative substrate.  As an example, a 
comparison between HAc and methanol (MeOH) based on ecoinvent characterization 
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factors is listed in Table 5.6.  If the same ratio of COD added to N denitrified were 
observed for MeOH, environmental impacts of exogenous electron donor use may be 
reduced by 58-92% (right-most column in Table 5.6).  These differences, however, are 
based solely on ecoinvent inventories for HAc and MeOH production.  Other factors, 
including proximity of production facilities and details of a given supplier’s production 
processes, will influence the actual magnitude of environmental impacts.  In the event 
that HRSD could acquire a local waste product and use it as electron donor, the life 
cycle impacts (depending on how the waste product was treated in the life cycle 
inventory) could also be drastically reduced.  This type of synergistic relationship has 
been observed at a 5-stage Bardenpho plant in North Carolina, which receives acetic 
acid waste from a pharmaceutical company at minimal cost.  The decision to switch 
electron donors, however, is one that should be made after assessments of local 
availability and in collaboration with utility personnel. 
Table 5.6.  Comparison of ecoinvent impact factors for HAc and methanol on a 
mass and COD basis. 
Impact category Acetic acid, 
98% in H2O, 
at plant/RER 
U [per kg] * 
Methanol, 
at 
plant/GLO 
U [per kg] * 
Acetic 
Acid, HAc 
[per kg of 
COD] 
Methanol, 
MeOH 
[per kg of 
COD] 
Impact 
Reduction via 
Switch from 
HAc to MeOH  
Acidification [H+ 
moles eq] 
0.318 0.0692 0.298 0.0461 84% 
Carcinogenics [kg 
benzene eq] 
0.00555 0.000585 0.00519 0.00039 92% 
Ecotoxicity [kg 2,4-
D eq] 
3.75 0.399 3.50 0.266 92% 
Eutrophication [kg 
N eq] 
0.00681 0.000739 0.00637 0.000493 92% 
Global warming 
[kg CO2 eq] 
1.54 0.736 1.44 0.491 66% 
Non carcinogenics 
[kg toluene eq] 
39.0 4.60 36.5 3.06 92% 
Ozone depletion 
[kg CFC-11 eq] 
2.81E-07 1.64E-07 2.62E-07 1.09E-07 58% 
Respiratory effects 
[kg PM2.5 eq] 
0.00175 0.000265 0.00163 0.000177 89% 
Smog [g NOx eq] 0.00394 0.00106 0.00368 0.000709 81% 
* Titles of columns 2 and 3 are the unique names of the ecoinvent inventories used in this 
analysis. 
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5.3.5. Nutrient Limits and Implications for Design 
The primary responsibilities of a WWTP are to protect public health and the aquatic 
environment.  As we seek to make our designs more environmentally sustainable, we 
are also seeking to prevent local, regional, and global emissions that would result in 
environmental deterioration and transitions to unstable ecosystems (e.g., see the 
Planetary Boundaries concept by Rockström et al. [2]).  In this study, we have included 
eutrophication as a life cycle environmental impact.  The sources of eutrophication 
include all processes and materials for which life cycle inventory data was acquired from 
ecoinvent, as well as the direct emissions from the WWTP.  This analysis revealed that 
the largest single contributor (47 +/- 13%) to the WWTP's life cycle nutrient emissions is 
the effluent.  Environmental impacts of effluent are distinct from other life cycle impacts 
because they are directly regulated by local permitting agencies.  If we assume that 
meeting effluent permit requirements will provide sufficient protection for the local 
receiving environment such that it can assimilate discharged nutrients without 
detrimental impacts (which, we acknowledge, may be overly optimistic), then we may be 
free to pursue design alternatives that reduce other life cycle environmental impacts. 
In this case study, the structure of the HRSD’s permits (i.e., load limits on an annual 
average basis rather than a shorter timescale) has created opportunities for operational 
flexibility that could achieve statistically significant reductions in life cycle environmental 
impacts of acidification, carcinogenics, ecotoxicity, global warming, non-carcinogenics, 
respiratory effects, and smog.  These regional and global impact reductions, however, 
come at the expense of seasonal variability in effluent nutrients entering the local aquatic 
environment.  Ultimately, the fate and impact of effluent nutrients will depend on the 
receiving environment, and not all WWTPs have such flexibility in their effluent permits.  
The Chesapeake-Elizabeth WWTP discharges near the mouth of the Chesapeake Bay, 
immediately adjacent to the Atlantic Ocean.  Although the Bay has undoubtedly suffered 
from high levels of nutrient inputs from anthropogenic activities [271], point sources 
represent only a fraction of the nitrogen discharged to the Bay [272].  Additionally, the 
growth of phytoplankton in response to discharged nutrients in the bay may not be as 
significant of a problem in winter months.  Depending on the ultimate fate of effluent from 
the Chesapeake-Elizabeth WWTP (which is influenced by hydrodynamics at the mouth 
of the Bay), the discharged nutrients may or may not influence observable eutrophication 
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in the Bay.  If this is the case, the winter increase in discharged nitrogen and phosphorus 
with the Seasonal Design may be at little local environmental cost. 
5.4. Conclusions 
Here we have developed a quantitative sustainable design methodology to evaluate 
upgrade alternatives for the Chesapeake-Elizabeth WWTP.  With a flexible permit 
structure that allows for variable effluent quality over the course of the year, the 
opportunity exists to implement operational flexibility in the form of a seasonal secondary 
treatment process change:  from a 5-stage Bardenpho process (in summer) to an A2O 
process (in winter).  By using Monte Carlo, dynamic simulations, LCA, and present worth 
analysis, we have elucidated the advantages and disadvantages of such an upgrade.  
Although the Seasonal Design would require a larger capital investment, the differential 
use of electron donor could result in a payback period of a few years and the upgrade 
would reduce life cycle environmental impacts in all but one category (eutrophication).  
The magnitude of operational cost savings and operational environmental impact 
reductions are highly sensitive to estimated differential electron donor use (between the 
Standard and Seasonal Designs), but even at equivalent usage rates a net benefit in 
almost all impact categories would be observed.  The opportunity to pursue this level of 
operational flexibility is made possible by Chesapeake-Elizabeth’s annual average 
permit, which is a result of the sensitivity and flow characteristics of the receiving 
environment.   
Although the stakeholders engaged in this case study were limited to HRSD personnel 
and consultants, this quantitative sustainable design methodology could also be used to 
engage a broader set of stakeholders including regulators, representatives from 
environmental interest groups (e.g., the Conservation Fund), and up-stream utilities in 
the Chesapeake Bay Watershed.   By integrating these WWTP modeling efforts with 
tributary and Bay models, workshop participants could use this framework to better 
understand the implications of regulatory and design decisions on specific stakeholders 
and the larger Chesapeake Bay system.  Ultimately, the sustainable design of WWTPs 
must balance local, regional, and global considerations.  From an environmental 
perspective, designs should (at a minimum) prevent the transgression of thresholds that 
would result in non-linear impacts and the catastrophic failure of ecosystems.  If we 
entrust regulatory agencies with the protection of our local environment through the 
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imposition of permits, and we impose those permits as constraints in the design process, 
we are then free to pursue more sustainable WWTPs through the application of a 
quantitative sustainable design methodology (presented here) coupled with a larger 
qualitative planning and design process [24, 252].  The ultimate objective of such a 
methodology is to advance the performance, social, economic, and environmental 
sustainability of WWTPs while balancing local objectives with regional and global goals 
for sustainability. 
The framework presented here also offers the opportunity to evaluate the implications of 
alternative approaches to design.  For example, as we expand the traditional design 
methodology to better address environmental factors, life cycle environmental impacts 
may be included as part of the objective function or as constraints to the design process.  
In particular, the inclusion of environmental criteria as constraints has three advantages:  
(i) it is consistent with today’s practice of including performance constraints, (ii) it 
represents the environment as a limiting factor that requires us to operate within a set of 
impact boundaries for economic and social systems to be sustained [2], and (iii) it avoids 
the direct comparison of environmental versus economic trade-offs, as well as trade-offs 
across environmental criteria that may be incommensurable or incompatible [247].  
Although the imposition of additional constraints in a design process tends to lead to 
lesser designs, such constraints may also push WWTP designers to view process 
design through a new lens that will inspire novel configurations and design concepts that 
will advance the various dimensions and scales (spatial and temporal) of sustainability 
simultaneously. 
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6.1. Introduction 
Phototrophic microorganisms have significant potential as alternative energy sources in 
the 21st century.  Of particular relevance to energy recovery is the ability of phototrophic 
microorganisms to accumulate both lipids [146] and polysaccharides [152, 153] for 
intracellular energy storage.  Research into lipid accumulation [145-148] and the 
conversion of phototrophic microorganisms to biodiesel [58, 61, 62] has rapidly 
increased in recent years because of its potential implications for transportation-based 
fuels [150].  There is also interest in polysaccharide storage for energy production [273] 
or at least the use of polysaccharide residual post-lipid extraction for energy production 
[274].  To develop enrichment processes for energy production systems with unicellular 
phototrophic microorganisms, it is helpful to be able to model their diurnal behavior to 
enhance our understanding of how phototrophs accumulate storage materials, and to 
apply that knowledge to the development of resource recovery technologies for sewage 
treatment. 
Much like in engineered bioprocesses that use chemotrophic microorganisms [113], 
storage compounds can provide phototrophic cells with a means to balance their 
electron donor supply during short-term changes in environmental conditions (e.g., a 
switch from light to dark conditions [275]).  Predicting the conditions that control the rate 
and extent to which these storage compounds are formed is key to the development of 
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effective phototroph-based bioprocess technologies.  For this reason, computational 
models are needed that explicitly predict the behavior of storage compounds 
independent of the rest of the cellular material. 
Here we develop a lumped sum metabolic model for carbon-accumulating unicellular 
phototrophic microorganisms, following the approach used by others for the modeling of 
polyphosphate [106-109] and glycogen accumulating organisms [110, 111] (PAOs, 
GAOs).  This approach is distinct from recent genome-scale metabolic flux models of 
phototrophic microorganisms that are designed to evaluate metabolic engineering 
approaches in silico [114, 115], in that the interrelated complex processes occurring 
simultaneously in the cell are represented as a function of a single parameter upon 
which all are dependent [105].  The use of lumped sum metabolic models by other 
disciplines has been used successfully to predict the competitive growth behavior of 
mixed microbial communities when grown under conditions that impose various selective 
pressures [104]. 
We have developed our model using the known metabolic pathways of Chlamydomonas 
reinhardtii, a model green alga. C. reinhardtii has been extensively studied [276], its 
metabolic pathways are well characterized [114, 115, 276], and it is capable of both lipid 
and polysaccharide storage [277].  Furthermore, as a member of the green algae, it is in 
the largest taxonomic group in which oleaginous phototrophs have been identified and 
may be ubiquitous in diverse habitats [154].  Consequently, we believe that C. reinhardtii 
serves as a model organism that is sufficiently representative of phototrophs that are 
likely to proliferate in bioprocess systems used to recover energy from sewage.  To 
demonstrate the applicability of the model to a mixed phototrophic culture, we performed 
experiments in flat panel cyclostats originally inoculated with biomass from a pilot-scale 
phototrophic system at a wastewater treatment plant.   
6.2. Experimental Methods  
6.2.1. Culturing 
Inocula and growth medium.  Inocula were collected from an Algae Wheel pilot-plant 
located after the secondary treatment process at the Hopewell Regional Wastewater 
Treatment Facility (City of Hopewell, Virginia, U.S.A.).  Upon arrival, biomass was 
homogenized, operated in semi-batch mode for four days with daily light/dark cycles with 
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increasing light intensity each day, and filtered through a mesh (0.6 mm pore size) 
before being added to photobioreactors.  Cultures were maintained using a modified 
Allen’s BG-11 medium [278] with silicate [279] and adjusted nitrogen and phosphorus 
concentrations to reduce excess nitrogen but maintain phosphorus-limited growth.  
Medium was prepared using distilled water (ASTM Type II) with the following nutrient 
concentrations (mg·L-1):  NaNO3 (750), K2HPO4 (78), MgSO4·7H2O (75), CaCl2 (27), 
Na2SiO3·9H2O (58), citric acid (6.0), ferric ammonium citrate (6.0), Na2·EDTA·2H2O 
(1.04), Na2CO3 (20), H3BO3 (2.86), MnSO4·H2O (1.55), ZnSO4·7H2O (0.22), 
Na2MoO4·2H2O (0.39), CuCl2·2H2O (0.054), CoCl2·6H2O (0.040).  For nitrogen replete 
and phosphorus replete experiments, additional NaNO3 or K2HPO4, respectively, were 
added to the levels indicated for each experiment. 
Photobioreactors.  Three flat plate photobioreactors with internal dimensions of 487 
mm x 258 mm x 30 mm (height x width x depth) were constructed from 9.5 mm thick UV-
stabilized acrylic (Trident Plastics, Inc.; Richmond, Virginia) and filled to 3.0 L.  All 
photobioreactors were operated as cyclostats subjected to a daily light/dark cycle.  
[Note:  Cyclostats are chemostats subjected to repeatedly a varying light or temperature 
regime where cells are in a dynamic equilibrium of balanced growth and are 
appropriately poised for the characterization of model parameters [280].]  All three 
cyclostats were operated at a dilution rate of 0.41 d-1 +/- 0.01 d-1 and subjected to a 
light:dark regime of 14:10 hours.  Light was provided from both sides of the reactors by a 
total of 16 fluorescent bulbs (Maxum™ 5000 48 inch F40-T12 MB, Full Spectrum 
Solutions; Jackson, Michigan).  The surface irradiance on each side of the cyclostats 
was 400 +/- 18 μE·m-2·s-1 PAR (photosynthetically active radiation, 400-700 nm), as 
measured with a quantum meter (Apogee MQ-303; Logan, Utah).  Average irradiance 
within each reactor was calculated using the following equation, which is based on the 
Beer-Lambert law (described in more detail in [281]):  
 Iୟ୴୥ ൌ 2 ∙ I଴ ∙ ଵୠ౨౛౗ౙ౪౥౨ ൫1 െ e
ିୟి∙ଡ଼౒౏౏∙ୠ౨౛౗ౙ౪౥౨൯ ∙ ଵୟి∙ଡ଼౒౏౏ (E6.1) 
All nomenclature is defined in Section 6.7.  The system was vented with a fan to reduce 
heat buildup, and mixing was achieved by sparging reactors continuously with air at a 
rate of approximately 0.2-0.3 Lair·Lreactor-1·min-1.  pH was maintained below 7.55 (typical 
pH was 7.35-7.55) using a pH controller (EW-05802-25, Cole Parmer; Vernon Hills, 
Illinois) that operated solenoid valves to deliver CO2 gas when needed to decrease the 
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reactor pH.  Photobioreactors were cleaned weekly by temporarily removing biomass, 
bleaching reactors, and reintroducing biomass after filtration through mesh (0.6 mm pore 
size).  Examples of microscope images from each of the three photobioreactors can be 
seen in Appendix J. 
6.2.2. Analytical Methods 
Total and volatile suspended solids.  Total solids concentrations (dry mass) were 
determined in duplicate by filtration through a pre-rinsed, pre-combusted, pre-weighed 
glass fiber filter with a pore size of 0.7 μm (Whatman GF/F, Item #0987472, Fisher 
Scientific; Pittsburgh, Pennsylvania) [282].  Filters were dried at 105 °C for at least 1 
hour and desiccated for a minimum of 30 minutes prior to weighing.  Volatile solids were 
determined by combusting samples in a muffle furnace at 550 °C for 20 minutes followed 
by at least 30 minutes of desiccation prior to weighing. 
Proteins.  Total protein content was measured in duplicate using the micro-bicinchoninic 
acid (micro BCA) method (Item #23235, Thermo Scientific; Rockford, Illinois) modified 
with an alkaline digestion step [283] consistent with previous work in our lab [284].  
Briefly, cells were resuspended in 1 N NaOH, incubated at 100 °C for 20 minutes, cooled 
to room temperature, and diluted 1:20 (sample volume:final volume) to dilute the NaOH 
to 0.05 N prior to the addition of micro BCA reagents and reading absorbance in 
triplicate microplate wells at 562 nm.  Bovine serum albumin (BSA) standards (Item 
#23210, Thermo Scientific; Rockford, Illinois) were treated identically to samples. 
Lipids.  Total lipids were measured as fatty acid methyl esters (FAMEs) using the 
method of Levine and colleagues [285].  Briefly, reactor samples with a known solids 
concentration were pelleted (2,000xg at 4 °C for 15 minutes) in duplicate glass tubes 
(targeting 15-40 mg of dry solids per tube) and dried at 65 °C for 16-24 hours prior to 
storage at 4 °C.  Immediately preceding transesterification, acidified methanol was 
prepared by slow (drop-wise) addition of 5 mL of acetyl chloride to methanol and diluting 
to 100 mL with methanol.  A stir bar and 2 mL of acidified methanol were added to each 
glass tube with dried biomass pellet before sealing with Teflon-lined caps.  Tubes were 
heated to 100 °C for 90 minutes with vigorous stirring, after which they were allowed to 
cool before 1 mL of distilled and deionized (ASTM Type I) water was added to stop the 
reaction.  FAMEs were extracted into 4 mL of n-heptane containing 250 mg L-1 of 
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tricosanoic acid methyl ester (C23:0 FAME) as an internal standard (Item #91478, 
Sigma-Aldrich®; St. Louis, Missouri).  Tubes were vortexed for 45 seconds and 
centrifuged (2,000xg for 10 minutes) before transferring approximately 2 mL of the upper 
layer of the n-heptane-FAME mixture to a GC vial.  FAMEs were identified and 
quantified by GC-FID with single injections (1 μL; 10:1 split ratio; 260 C inlet 
temperature) onto a HP-InnoWax column (30 m x 0.32 mm x 0.25 μm; J&W 1909BD-
113, Agilent Technologies; Santa Clara, California) initially at 150 C.  After a 3 min hold, 
the temperature was ramped at 6 C·min-1 to 260 C and held for 9 min. Helium was the 
carrier gas at a constant flow rate of 1.0 mL·min-1.  FID detector temperature was 300 
C, and N2 served as the makeup gas (25 mL·min-1). The relative standard deviation of 
the internal standard across all runs was 0.9% and duplicate injections were shown to 
differ 1.5% on average for total lipids.  Peaks were identified using an analytical standard 
(Supelco® 37 Component FAME Mix, Item #47885-U, Sigma-Aldrich®; St. Louis, 
Missouri) and quantified assuming the response ratio of each FAME (mg FAME·peak 
area-1) was equal to that of the internal standard (consistent with EN14103 [286] with 
use of C23:0 in place of C17:0).  The method used to compartmentalize measured lipid 
concentrations into (i) storage polymers and (ii) functional lipids (i.e., lipids fulfilling any 
role other than energy storage) is described in Section 6.4.1. 
Carbohydrates.  Total and soluble (i.e., non-pelletable) carbohydrates were measured 
in duplicate using the method of Dubois [287] with the following modifications.  After the 
addition of 80% phenol and sulfuric acid, samples were digested at 90 °C for 5 minutes 
and allowed to cool to room temperature for 30 minutes in the dark before reading 
absorbance in triplicate wells at 490 nm using a μQuant microplate reader (Item 
#MQX200, BioTek; Winooski, Vermont).  This process included the digestion step; 
however, it was not expected to measure all cell-associated carbohydrates.  Although a 
short, heated digestion has been shown to consistently quantify intracellular 
carbohydrate-based storage polymers, a much longer digestion process may be 
required to make cellular structural components available for colorimetric measurement 
[288].  For the purposes of this study, we were particularly interested in the accumulation 
or depletion of storage polymers, which were expected to be readily measured with the 
short digestion.   The method used to compartmentalize measured carbohydrate 
concentrations into (i) storage polymers and (ii) functional carbohydrates (i.e., 
carbohydrates fulfilling any role other than energy storage) is described in Section 6.4.1. 
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Nitrate and soluble phosphate.  Samples were filtered through pre-rinsed 0.22 µm 
membranes (Item #GSWP 025 00, Fisher Scientific; Pittsburgh, Pennsylvania) prior to 
storage.  Nitrate samples were stored in plastic centrifuge tubes at -20 °C until analysis.  
Nitrate concentrations were determined via triplicate injections using a DX-100 Ion 
Chromatograph (Dionex; Sunnyvale, California) with RFIC IonPac AG16 guard column, 
an IonPac AS14 analytical column, and eluent containing 3.5 mM Na2CO3 and 1.0 mM 
NaHCO3.  Soluble phosphorus samples were stored at 4 °C in acid-washed (HCl) 
glassware until analysis.  Phosphate was quantified via the ascorbic acid method 
(Method 4500-P-E; [289]) modified for analysis in a microplate. 
6.3. Model Formulation 
6.3.1. Metabolism 
The metabolic model consists of a total of 10 reactions (Figure 6.1), the details of which 
can be seen in Table 6.1 and are discussed in more detail below.  Although many of the 
reactions specified are common among phototrophic microorganisms, the metabolic 
pathways used to construct the model are based on C. reinhardtii as a model organism.   
With light as their energy source, phototrophs carry out light-dependent reactions to 
generate ATP, NADPH2, and oxygen (from H2O), and light-independent reactions 
(commonly referred to as “dark reactions”) to convert carbon dioxide (CO2) into organic 
matter.  Once CO2 is fixed into organic matter, that material may be built into biomass, 
stored as intracellular polyglucose (XPG) or triacylglycerol (XTAG), or metabolized via 
oxidative phosphorylation.  In addition to metabolizing recently-fixed organic carbon, 
most phototrophs are capable of utilizing stored or extracellular organic carbon as an 
energy (and carbon) source.  Although cells differ in their ability to use various forms of 
extracellular organic carbon [290], it is reasonable to assume that all cells are capable of 
metabolizing intracellular organic carbon pools that they themselves stored.  For the 
purposes of this model, it is assumed that cells do not use extracellular organic carbon 
(either because of a lack of availability or a lack of ability), and instead only grow 
heterotrophically (or mixotrophically) using stored organic carbon (as XPG or XTAG) as 
their energy and carbon source.  
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Figure 6.1.  Schematic representation of the lumped sum metabolic model for carbon-
accumulating phototrophic organisms (XCPO) capable of accumulating intracellular lipids 
(as triacylglycerol, XTAG) and polysaccharides (as polyglucose, XPG). 
Table 6.1.  Summary of reactions included in the metabolic model on a C-mole basis. 
Rate Reaction Stoichiometry Citations 
R1 Synthesis of G3P 
from CO2 
αp hν + CO2 → 1/3 G3P + O2 [291, 292] 
R2 Synthesis of acetyl-
CoA from G3P 
1/3 G3P → 1/3 acetyl-CoA + 2/3 NADH2 + 2/3 ATP + 
1/3 CO2 
[114, 115]
R3 Synthesis of 
biomass precursors 
from acetyl-CoA 
½ (1 + δx + δN) acetyl-S-CoA + 0.2 NO3- + (αm – ½ 
δN) ATP → CH1.8O0.5N0.2 + (δx + δN) CO2 + (2 δx – 
0.1) NADH2 
[112, 293] 
R4 Polymerization of 
biomass precursors 
& maintenance 
CH1.8O0.5N0.2 + ቀαଡ଼ ൅ ୫ఽ౐ౌஜ ቁ ATP → 
ଵ
୬ 
(CH1.8O0.5N0.2)n 
[112, 294] 
R5 Carbon source 
catabolism 
1/2 acetyl-CoA → 1 CO2 + 3/2 NADH2 + 1/2 FADH2 
+ 1/2 ATP 
[115] 
R6 Oxidative 
phosphorylation 
1 NADH2 + 1/2 O2 → δPO ATP [105, 295] 
R7 Synthesis of PG 
from G3P 
1/3 G3P + 1/6 (glucose)n + 1/6 ATP → 1/6 
(glucose)n+1 
[296, 297] [114, 
115] 
R8 Synthesis of G3P 
from PG 
1/6 (glucose)n+1 + 1/6 ATP → 1/6 (glucose)n + 1/3 
G3P 
[298] 
R9 Synthesis of TAG 
from acetyl-CoA 
25/51 acetyl-CoA + 23/51 ATP + 42/51 NADPH2 + 3/51 
NADH2 + 1/51 CO2 → 1/51 TAG 
[114, 154]
R10 Synthesis of acetyl-
CoA from TAG 
1/51 TAG + 2/51 ATP → 24/51 NADH2 + 21/51 FADH2 
+ 1/51 CO2 + 25/51 acetyl-CoA 
[115, 298]
Photosynthesis and production of acetyl-CoA.  It is assumed that the end products of 
photosynthesis (R1) are glyceraldehyde-3-phosphate (G3P) and diatomic oxygen (O2).  
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Although cells may have auxiliary routes of electron transfer to match energy and 
reducing power conversion (from light energy) with metabolic needs [292] – including the 
use of cyclic photophosphorylation for additional ATP during photoautotrophic growth 
[299] – we assume these pathways are active at a rate designed to meet the ATP and 
NADPH2 needs of carbon fixation and no more [291].  Once G3P is produced, it is 
converted to pyruvate via the Embden-Meyerhof-Parnas (EMP) pathway [115] and 
decarboxylated to form acetyl-CoA [114] (R2).  
Biomass synthesis.  The synthesis of active biomass (anabolism) was assumed to take 
place in two steps [112]:  (i) the synthesis of biomass precursors (monomers including 
amino acids, hexose, ribose, deoxyribose, fatty acid, etc.), R3; and (ii) the polymerization 
of those precursors into active biomass (XCPO), R4.  The elemental biomass composition 
of phototrophic microorganisms (and composition of biomass precursors) was initially 
assumed to be CH1.8O0.5N0.2 based on the observations of Roels for a range of 
microorganisms [293].  Production of biomass precursors was assumed to occur with 
some fraction, δx, of acetyl-CoA being dissimilated to generate reducing equivalents 
[300], and an additional fraction (δN) required for the reduction of nitrate prior to 
assimilation (Table 6.2).  The value for δN assumes the reducing power was generated 
via catabolism, R5, and ATP generated during catabolism offsets ATP needs during 
polymerization of active biomass, R3.  The polymerization of biomass precursors and 
maintenance followed the approach of van Aalst-van Leeuwen and colleagues [112], 
with an assumed value, αx, for the amount of ATP required for polymerization of 
precursors to active biomass [294].  The specific ATP consumption due to maintenance 
(mATP) must be calculated based on observation, and was assumed to be constant 
(consistent with Beeftink [301] and others). 
Catabolism and oxidative phosphorylation.  It was assumed that catabolism of 
acetyl-CoA (R5) occurs via the tricarboxylic acid (TCA) cycle [115], resulting in the 
production of NADH2.  To meet energy demands in the cell, ATP may then be produced 
from NADH2 via oxidative phosphorylation (R6).  The efficiency of this process can be 
expressed as the P/O ratio (δPO), which represents the moles of ATP produced per mole 
of NADH2 oxidized [105].  Although the P/O ratio can vary with growth conditions [295], 
we follow the typical approach to lumped-sum metabolic modeling by maintaining a fixed 
ratio [302-304].  
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Polyglucose (PG) storage and mobilization.  Phototrophic microorganisms have been 
shown to store polysaccharides in numerous forms including starch (e.g., green algae 
[296, 297]), chrysolaminarin (e.g., diatoms [305]), and glycogen (e.g., cyanobacteria 
[306]).  Many of these storage polymers are formed simply by condensation of 
nucleoside diphosphate sugars [297, 298, 305].  Assuming that G3P is converted to 
glucose 6-phosphate via gluconeogenesis [114, 115], the only ATP expense of its 
storage is for polymerization at a cost of 1 ATP per molecule of glucose.  It was 
assumed here, therefore, that the storage of polysaccharides is simply in the form of 
polyglucose (R7), which is equivalent to starch or glycogen.  For the mobilization of 
stored PG reserves (R8), glucose monomers are removed from intracellular PG chains in 
the form of glucose 6-phosphate, which was then assumed to be converted to G3P via 
the EMP pathway. 
Triacylglycerol (TAG) storage and mobilization.  Phototrophic microorganisms have 
been shown to store lipids in numerous forms.  Of particular relevance to downstream 
energy harvesting processes is the storage of neutral lipids, which are often produced in 
the form of triacylglycerol (TAG) comprised of long-chain fatty acids (C:16 to C:18) [154].  
It was assumed here that fatty acids ultimately stored as neutral lipids are synthesized 
from acetyl-CoA to form palmitic acid (C:16) and attached to a glycerol molecule at the 
termination of synthesis, resulting in TAG with an elemental composition of C51H98O6 
(R9).  It was assumed that G3P will be present in the cell during TAG synthesis and will 
be the precursor for glycerol.  For the purposes of this model, therefore, acetyl-CoA is 
reverted back to G3P by simply reversing R2, and G3P is then converted to L-glycerol 3-
phosphate.  It was assumed that ATP is only required for the production of palmitic acid 
from acetyl-CoA, and no ATP is required for the activation of the palmitic acid molecules 
during TAG synthesis [114].  For the mobilization of TAG reserves (R10), TAG is first 
hydrolyzed to glycerol and fatty acids by lipases.  Glycerol is then phosphorylated to 
glycerol 3-phosphate and oxidized to dihydroxyacetone phosphate, which is then 
isomerized to G3P [115].  Palmitate requires 1 ATP for activation to palmitoyl-CoA [298] 
before being degraded to 8 molecules of acetyl-CoA while producing both FADH2 and 
NADH2. 
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Table 6.2.  Metabolic model parameter descriptions and value estimates. 
Parameter Description Estimated 
Value 
Units 
δx CO2 production from the synthesis 
of 1 C-mole of biomass from 
acetyl-CoA 
0.266a C-moles of CO2 produced 
per C-mole of biomass 
δN CO2 production from the 
catabolism of acetyl-CoA to 
generate reducing power for NO3- 
reduction for assimilation. 
0.436b C-moles of CO2 produced 
per C-mole of biomass 
αM ATP requirement for synthesis of 
biomass precursors from acetyl-
CoA 
0.66c moles ATP per C-mole of 
biomass 
αX ATP required for polymerization of 
biomass precursors (monomers) 
to active biomass 
1.5d moles of ATP per C-mole 
of biomass 
δPO efficiency of oxidative 
phosphorylation (P/O ratio) in 
mitochondria 
2.0e moles of ATP produced 
per mole of NADH2 
oxidized 
a Acetate via the glyoxylate cycle and isocitrate-lyase [300]. 
b Calculated based on the molar ratio of 0.2 moles of N required per C-mole of biomass formed 
and the requirement of 8 electrons per mole of N reduced from NO3- to NH3.  Reducing power 
was assumed to be generated via acetyl-CoA catabolism (R5). 
c [295], consistent with assumption by [112] 
d [294]  consistent with assumption by [112] 
e [307] 
6.3.2. Determination of Model Stoichiometry 
Although not all of the internal reactions identified above can be measured, these 
reactions can be related to observable rates to enable modeling of the system [105].  
First, linear equations representing the rate of change of each component in the 
metabolic model were written for each of two metabolic conditions:  (i) nutrient-replete 
conditions (Appendix K; Table K2), when cells mobilize carbon reserves, and (ii) 
nutrient-deplete conditions (Appendix K; Table K3), when cells store organic carbon.  
Each set of linear equations included a degree of reduction balance [293] and – 
consistent with past lumped-sum metabolic models [109, 112] – assumes that there was 
no net accumulation of NADH2, ATP, biomass precursors, acetyl-CoA, or G3P.  Linear 
equations were solved using Wolfram Mathematica 8.0.1.0 (Wolfram Research, Inc.; 
Champaign, IL) to determine stoichiometric relationships among specific rates (where 
“specific” means the rate has been normalized to biomass concentration):  phototrophic 
carbon fixation (qphot); growth (μ); PG formation (qPG); TAG formation (qTAG); and 
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maintenance (mATP).  Linear equation solutions and corresponding stoichiometric 
constants may be found in Table 6.3. 
Table 6.3. Linear equation solutions and derived stoichiometric yields.  
Description [Units] Nutrient-Replete Metabolism Nutrient-Deplete Metabolism
Linear Equation Solutions 
Specific Rate of 
Photosynthesis [(C-
moles CO2 fixed to 
G3P)·(C-mole 
biomass)-1·(hr)-1] 
q୔ୌ୓୘୒ୖ ൌ μ
୒ୖ
Yଡ଼େ୔୓୒ୖ
൅ q୔ୋ
୒ୖ
Y୔ୋ୒ୖ
൅ q୘୅ୋ
୒ୖ
Y୘୅ୋ୒ୖ
൅ m୅୘୔
୒ୖ
Y୅୘୔୒ୖ
 
 
q୔ୌ୓୘୒ୈ ൌ μ
୒ୈ
Yଡ଼େ୔୓୒ୈ
൅ q୔ୋ
୒ୈ
Y୔ୋ୒ୈ
൅ q୘୅ୋ
୒ୈ
Y୘୅ୋ୒ୈ
൅m୅୘୔
୒ୈ
Y୅୘୔୒ୈ
 
 
Specific Rate of CO2 
Production 
[(C-moles CO2)·(C-
mole biomass)-1·(hr)-1] 
qେ୓ଶ୒ୖ ൌ െμ୒ୖ െ q୔ୋ୒ୖ െ q୘୅ୋ୒ୖ  
 
qେ୓ଶ୒ୈ ൌ െμ୒ୈ െ q୔ୋ୒ୈ െ q୘୅ୋ୒ୈ  
 
Specific Rate of O2 
Production 
[(C-moles O2)·(C-mole 
biomass)-1·(hr)-1] 
q୓ଶ୒ୖ ൌ 14791020 μ
୒ୖ ൅ q୔ୋ୒ୖ ൅ 145102 q୘୅ୋ
୒ୖ  q୓ଶ୒ୈ ൌ 14791020	μ
୒ୈ ൅ q୔ୋ୒ୈ ൅ 145102 q୘୅ୋ
୒ୈ  
Stoichiometric Yields 
yield of PG on CO2 
fixed to G3P [(C-
moles PG)·(C-mole 
CO2 fixed to G3P)-1] 
Y୔ୋ୒ୖ ൌ 18 ൅ 34 δ୔୓15 ൅ 34 δ୔୓ Y୔ୋ
୒ୈ ൌ 18 ൅ 34	δ୔୓21 ൅ 34	δ୔୓ 
yield of TAG on CO2 
fixed to G3P 
[(C-moles TAG)·(C-
mole CO2 fixed to 
G3P)-1] 
Y୘୅ୋ୒ୖ ൌ 153 ൅ 289 δ୔୓69 ൅ 389 δ୔୓  Y୘୅ୋ
୒ୈ ൌ 153 ൅ 289 δ୔୓144 ൅ 410 δ୔୓ 
yield of biomass on 
CO2 fixed to G3P 
[(C-moles 
biomass)·(C-mole 
CO2 fixed to G3P)-1] 
Yଡ଼େ୔୓୒ୖ ൌ Yଡ଼େ୔୓୒ୈ ൌ 90 ൅ 170δ୔୓45 ൅ 90 α୫ ൅ 90 αଡ଼ ൅ 174 δ୔୓ ൅ 165	δ୔୓δ୒ ൅ 45	δଡ଼ െ 15 δ୔୓δଡ଼ 
yield of ATP on CO2 
fixed to G3P 
[(moles of ATP)·( C-
mole CO2 fixed to 
G3P)-1] 
Y୅୘୔୒ୖ ൌ Y୅୘୔୒ୈ ൌ 9 ൅ 17 δ୔୓9  
* Note:  The coefficient in front of the mu in the O2 production calcs would be 1071/1020 rather 
than 1479/1020 if ammonia were the nitrogen source. 
6.3.3. Kinetic Modeling 
The structure of the kinetic model was established using (i) the linear equation solutions 
presented in Table 6.3, (ii) kinetic models and data from the literature, and (iii) 
experimental data from batch and cyclostat operation of all three photobioreactors.   
Nutrient uptake.  Consistent with the extensive literature on phytoplankton modeling, it 
was assumed that nutrient (N and P) uptake followed Michaelis-Menten kinetics [308] 
74 
 
and that growth would be limited by a single nutrient following Droop formulation (i.e., 
cell quota model) [309].  One modification to the cell quota model was to raise the 
expression of relative pool size (the minimum N or P ratio divided by the actual ratio, or 
Qmin/Q) to the power of 4.  This modification was made after experimental observations 
showed that organic carbon storage occurred rapidly upon nutrient depletion.  It is worth 
noting that empirical corrections to response functions (i.e., applying exponents to 
curves with values from 0 to 1) are not without precedent in phytoplankton modeling 
[310]. 
Nutrient uptake was assumed to be independent of internal stores of the respective 
nutrient [308].  Eventually we may consider including switching functions such that 
uptake of all nutrients will cease as any nutrient (N or P) becomes limiting [311, 312]; 
however, this has not been included in the current version of the model.  To account for 
changing growth rates under dark conditions, a dark reduction term, ηdark, was added to 
nutrient uptake rates (a similar but simplified approach as compared to [313]). 
Phototrophic kinetics.  The light-dependency of photoautotrophic growth was 
approached as in the PHOBIA model [183] but with one modification (the introduction of 
Kγ, discussed below).  Briefly, light dependency was modeled using the Eilers-Peeters 
relationship [314], which includes the effects of photoinhibition at high levels of 
irradiance.  Photoadaptation was addressed using the approach of Duarte and Ferreira 
[315] by including chlorophyll:carbon ratio as a state variable, R, which influences the 
initial slope of the photosynthesis-irradiance curve.  The final expression, fI, expressing 
the cell’s maximum relative photosynthetic productivity at time t (as a unitless term with a 
value from 0 to 1) becomes: 
 f୍ ൌ 	୍
୍ା୍౤∙ሺ଴.ଶହିହୖሻ∙ቆ ౅
మ
౅౥౦౪మ
ି మ∙౅౅౥౦౪ାଵቇ
 (E6.2) 
Distinct from previous works, the adaptation of the chlorophyll:carbon ratio (originally 
characterized by [316]) was modified to be a continuous equation for convenience.  This 
was achieved with the addition of Kγ in the first parenthetical expression in the 
photoadaptation rate equation (Table 6.5). 
Organic carbon storage.  It has been widely observed that many phototrophic 
microorganisms accumulate lipids under lit conditions in the absence of nitrogen, 
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although phosphorus has mixed impacts on lipid storage in eukaryotic algae [146].  
Additionally, some species have been observed to accumulate polysaccharides in the 
absence of nitrogen [152, 153].  Based on our experimental results, it was assumed that 
TAG and PG storage occur when growth is arrested due to lacking nitrogen, and that PG 
storage (but not TAG storage) occurs when growth is arrested due to phosphorus.  It 
was also assumed that cells have some maximum possible storage capacity per cell for 
both PG (f୔ୋ୫ୟ୶) and TAG (f୘୅ୋ୫ୟ୶).  Consistent with modeling of polyhydroxybutyrate 
storage kinetics [317], it was assumed that cells accumulate polysaccharides and lipids 
at the greatest rate when none are within the cell and that they gradually decrease their 
rate of accumulation as they approach their maximum storage capacity.  In the absence 
of compelling evidence to suggest the rate expressions for accumulation are more 
complex, we chose the relatively simple representation of: 
 ୯ౌృ୯ෝౌృ ൌ 1 െ ൬
୤ౌృ
୤ౌృౣ౗౮
൰
βభ
 (E6.3) 
 ୯౐ఽృ୯ෝ౐ఽృ ൌ 1 െ ൬
୤౐ఽృ
୤౐ఽృౣ౗౮
൰
βమ
 (E6.4) 
where fPG and fTAG are the relative fractions of stored substrate with units of C-moles of 
PG or TAG per C-mole of biomass, respectively.   
Mobilization of stored organic carbon.  It was assumed that stored substrate 
degradation was limited by nitrogen, phosphorus, or the relative fraction of stored 
substrate (as fPG and fTAG).  Based on the assumption that all cells (XCPO) in the 
cyclostats have the ability to store both PG and TAG, and that stored PG (XPG) and TAG 
(XTAG) in the reactor are divided evenly among the cells, the rates of degradation of XPG 
and XTAG must be linked to prevent unrealistic growth rates.  To this end, the relative 
fractions of each storage polymer were transformed to equivalent units and combined to 
create a new term, fs, representing the relative fraction of stored substrate (C-moles of 
PG equivalents per C-mole of biomass): 
 fୗሺtሻ ൌ f୔ୋሺtሻ ൅ f୘୅ୋሺtሻ ∙ ଢ଼ౌృొ
౎
ଢ଼౐ఽృొ౎
 (E6.5) 
An important note is that the XPG and XTAG utilization equations (for growth and for 
maintenance) are structured such that XPG will be used simultaneously with XTAG.  
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Although recent findings of Siaut and colleagues showed that stored polysaccharides 
were mobilized before stored lipids when cultures of C. reinhardtii were switched from lit, 
nutrient-deplete conditions to dark, nutrient-replete conditions [277], stored XPG and XTAG 
were frequently mobilized simultaneously in many of the mixed cultures tested here.  XPG 
and XTAG utilization did, however, differ in the rate and extent of their degradation, where 
XPG was regularly degraded more rapidly and to a greater extent than XTAG.  To address 
this, a term “ρ” was added to the Monod expression to account for the disproportional 
rate and extent of mobilization of XPG, such that the relative rates of growth on XPG and 
XTAG could be described as: 
 ஜ౔ిౌోμෞ౔ిౌో ൌ
ఘ୤ౌృ
୏౏౐ోାఘ୤ౌృା୤౐ఽృ∙ ౕౌృొ
౎
ౕ౐ఽృొ౎
 (E6.6) 
and 
 ஜ౔ిౌోμෞ౔ిౌో ൌ
୤౐ఽృ∙ ౕౌృొ
౎
ౕ౐ఽృొ౎
୏౏౐ోାఘ୤ౌృା୤౐ఽృ∙ ౕౌృొ
౎
ౕ౐ఽృొ౎
 (E6.7) 
Maintenance and endogenous respiration.  Consistent with assumptions by Beeftink 
[301] and others (e.g., [302]), it was assumed that the specific maintenance rate (in units 
of moles ATP per C-mole biomass per time) was constant.  The maintenance ATP 
demand was distributed between the degradation of XPG and XTAG when available, 
supplemented with endogenous respiration as needed.  The approach followed that of 
Beeftink and colleagues [301] who reconciled the models of Herbert [318] and Pirt [319].  
This approach results in maintenance energy demand being met exclusively by stored 
substrate as fPG and fTAG approach f୔ୋ୫ୟ୶ and f୘୅ୋ୫ୟ୶, respectively, and by endogenous 
respiration as fPG and fTAG approach zero. 
6.3.4. Model Structure 
In accordance with the format of presentation of other process models [320], a Petersen 
Matrix [321] was used.  A Petersen Matrix consists of a stoichiometric matrix (Table 6.4) 
and a vector of transformation rate equations (Table 6.5).  The state variables and 
transformation processes are characterized with indices i and j, respectively.  The 
stoichiometric coefficients are presented in the stoichiometric matrix (vji), and 
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transformation rate equations are presented as vector ρj.  The rate of production of 
component i (in units of Massi·Length-3·Time-1), therefore, is the sum of each 
stoichiometric coefficient in column i multiplied by each transformation rate j (ݎ௜ ൌ
∑ݒ௝௜ ∙ ߩ௝; over all processes j). 
Table 6.4.  Stoichiometric matrix of model processes. 
Process 
State Variable 
R XCPO XPG XTAG SCO2 SO2 SNO SP XNO XP 
g-(Chl)·g-
(C)-1 
moles-
(C)·L-1 
moles-
(C)·L-1 
moles-
(C)·L-1 moles-(C)·L
-1 moles-(O2)·L-1 moles-(N)·L-1 
moles-
(P)·L-1 
moles-
(N)·L-1 
moles-
(P)·L-1 
Photoadaptation 
(P1) 
1          
Nitrate Uptake (P2)       -1  1  
Phosphorus Uptake 
(P3) 
       -1  1 
Photoautotrophic 
Growth (P4) 
 1   -1 
1479
1020   െQ୒,୫୧୬ െQ୔,୫୧୬
Growth on Stored 
PG (P5) 
 1 െ Y୔ୋ
୒ୖ
Yଡ଼େ୔୓  
Y୔ୋ୒ୖ
Yଡ଼େ୔୓ െ 1 െ
Y୔ୋ୒ୖ
Yଡ଼େ୔୓ ൅
1479
1020   െQ୒,୫୧୬ െQ୔,୫୧୬
Growth on Stored 
TAG (P6) 
 1  െ Y୘୅ୋ
୒ୖ
Yଡ଼େ୔୓
Y୘୅ୋ୒ୖ
Yଡ଼େ୔୓ െ 1 െ
Y୘୅ୋ୒ୖ
Yଡ଼େ୔୓
145
102 ൅
1479
1020   െQ୒,୫୧୬ െQ୔,୫୧୬
PG Degradation for 
Maintenance (P7) 
  -1  1 -1     
TAG Degradation for 
Maintenance (P8) 
   -1 1 െ145102     
Endogenous 
Respiration (P9) 
 -1   1 െ14791020   * * 
PG Storage (P10)   1  -1 1     
TAG Storage (P11)    1 -1 
145
102     
* XCPO-associated nitrogen and phosphorus was assumed to not be bioavailable after 
endogenous respiration.  Inert material (including inert N and P) was not included in this model 
formulation. 
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Table 6.5.  Kinetic equations for model processes.  
Process [units] Rate 
Photoadaptation 
(P1) 
[g-(Chl)·g-(C)-1·hr-1] 
൮
0.2 ∗ II୬
Kஓ ൅ II୬
൲ ∙ ൮0.01 ൅ 0.03
ln ቀ II୬ ൅ 0.005ቁ
lnሺ0.01ሻ െ R൲ 
Nitrate Uptake 
(P2) 
[moles-(N)·L-1·hr-1] 
V෡୒୓ ∙ S୒୓K୒୓ ൅ S୒୓ ∙ maxሾf୍, ߟୢୟ୰୩ሿ ∙ Xେ୔୓ 
Phosphorus 
Uptake 
(P3)  
[moles-(P)·L-1·hr-1] 
V෡୔ ∙ S୔K୔ ൅ S୔ ∙ maxሾf୍, ߟୢୟ୰୩ሿ ∙ Xେ୔୓ 
Photoautotrophic 
Growth 
(P4) 
[moles-(biomass as 
C)·L-1·hr-1] 
μොଡ଼େ୔୓ ∙ min ቈ1 െ ൬Q୒,୫୧୬Q୒ ൰
ସ
, 1 െ ൬Q୔,୫୧୬Q୔ ൰
ସ
቉ ∙ min
ۏ
ێێ
ێ
ۍ
f୍,
ۉ
ۈ
ۇ1 െ
ߩf୔ୋ ൅ f୘୅ୋ ∙ Y୔ୋ
୒ୖ
Y୘୅ୋ୒ୖ
Kୗ୘୓ ൅ ߩf୔ୋ ൅ f୘୅ୋ ∙ Y୔ୋ
୒ୖ
Y୘୅ୋ୒ୖ ی
ۋ
ۊ
ے
ۑۑ
ۑ
ې
∙ Xେ୔୓ 
Growth on Stored 
PG 
(P5) 
[moles-(biomass as 
C)·L-1·hr-1] 
μොଡ଼େ୔୓ ∙ min ቈ1 െ ൬Q୒,୫୧୬Q୒ ൰
ସ
, 1 െ ൬Q୔,୫୧୬Q୔ ൰
ସ
቉ ∙
ۉ
ۈ
ۇ ߩf୔ୋ
Kୗ୘୓ ൅ ߩf୔ୋ ൅ f୘୅ୋ ∙ Y୔ୋ
୒ୖ
Y୘୅ୋ୒ୖ ی
ۋ
ۊ ∙ Xେ୔୓ 
Growth on Stored 
TAG 
(P6) 
[moles-(biomass as 
C)·L-1·hr-1] 
μොଡ଼େ୔୓ ∙ min ቈ1 െ ൬Q୒,୫୧୬Q୒ ൰
ସ
, 1 െ ൬Q୔,୫୧୬Q୔ ൰
ସ
቉ ∙
ۉ
ۈ
ۇ f୘୅ୋ ∙
Y୔ୋ୒ୖ
Y୘୅ୋ୒ୖ
Kୗ୘୓ ൅ ߩf୔ୋ ൅ f୘୅ୋ ∙ Y୔ୋ
୒ୖ
Y୘୅ୋ୒ୖ ی
ۋ
ۊ ∙ Xେ୔୓ 
PG Degradation for 
Maintenance 
(P7) 
[moles-(PG as C)·L-
1·hr-1] 
m୅୘୔ ∙ ቆY୔ୋ
୒ୖ
Y୅୘୔ቇ ∙
ۉ
ۈ
ۇ ߩf୔ୋ
Kୗ୘୓ ൅ ߩf୔ୋ ൅ f୘୅ୋ ∙ Y୔ୋ
୒ୖ
Y୘୅ୋ୒ୖ ی
ۋ
ۊ ∙ Xେ୔୓ 
TAG Degradation 
for Maintenance 
(P8) 
[moles-(TAG as 
C)·L-1·hr-1] 
m୅୘୔ ∙ ቆY୘୅ୋ
୒ୖ
Y୅୘୔ቇ ∙
ۉ
ۈ
ۇ f୘୅ୋ ∙
Y୔ୋ୒ୖ
Y୘୅ୋ୒ୖ
Kୗ୘୓ ൅ ߩf୔ୋ ൅ f୘୅ୋ ∙ Y୔ୋ
୒ୖ
Y୘୅ୋ୒ୖ ی
ۋ
ۊ ∙ Xେ୔୓ 
Endogenous 
Respiration 
(P9) 
[moles-(biomass as 
C)·L-1·hr-1] 
m୅୘୔ ∙ ൬Yଡ଼େ୔୓Y୅୘୔ ൰ ∙
ۉ
ۈ
ۇ1 െ
ߩf୔ୋ ൅ f୘୅ୋ ∙ Y୔ୋ
୒ୖ
Y୘୅ୋ୒ୖ
Kୗ୘୓ ൅ ߩf୔ୋ ൅ f୘୅ୋ ∙ Y୔ୋ
୒ୖ
Y୘୅ୋ୒ୖ ی
ۋ
ۊ ∙ Xେ୔୓ 
PG Storage 
(P10) 
[moles-(PG as C)·L-
1·hr-1] 
qො୔ୋ ∙ ൭1 െ ቆ f୔ୋf୔ୋ୑୅ଡ଼ቇ
ఉభ
൱ ∙ max ቈ൬Q୒,୫୧୬Q୒ ൰
ସ
, ൬Q୔,୫୧୬Q୔ ൰
ସ
቉ ∙ f୍ ∙ Xେ୔୓ 
TAG Storage 
(P11) 
[moles-(TAG as 
C)·L-1·hr-1] 
qො୘୅ୋ ∙ ൭1 െ ቆf୘୅ୋf୘୅ୋ୑୅ଡ଼ቇ
ఉమ
൱ ∙ ൬Q୒,୫୧୬Q୒ ൰
ସ
∙ f୍ ∙ Xେ୔୓ 
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6.3.5. Model Calibration and Validation 
Model calibration.  For calibration of kinetic parameters, batch studies were conducted 
by stopping influent and effluent flow from the reactor and altering the light:dark regime.  
Reactors were spiked with nitrogen, phosphorus, and micronutrients as needed to 
observe nutrient replete, N-limited, and P-limited conditions under both lit and dark 
scenarios for extended periods of time (3-6 days).  All calibration studies were run at the 
same light intensity as the cyclostat daytime operation.  All trends (e.g., mobilization of 
stored XPG and XTAG in the dark) were observed in at least two reactors, but calibration 
and validation was done using only data from photobioreactor 3. 
The model was calibrated by minimizing the total relative error between measured and 
modeled data, where relative error (RE) for a given compound (k) across the number of 
time points (N) was defined as follows [302]: 
 RE௞ ൌ ∑ ൤௡ೖౣ
౛౗౩౫౨౛ౚሺ୲೔ሻି௡ೖౣ ౥ౚ౛ౢሺ୲೔ሻ
௡ೖౣ ౛౗౩౫౨౛ౚሺ୲೔ሻ
൨
ଶ୒௜ୀଵ  (E6.8) 
The total error between experimental data and the model was the sum of the relative 
error across all time points for XCPO, fPG, and fTAG.  Measurements were taken for all 
compounds at all time points, and relative errors for each indicator and each time point 
were weighted equally. Thus: 
 Total	Relative	Error ൌ ∑RE௞ (E6.9) 
where k = XCPO, fPG, and fTAG. 
Model calibration was achieved iteratively using data from three batch experiments on a 
single photobioreactor.  For the light and dark growth studies, initial relative cell quotas 
(the ratio Q/Qmin) were independently calibrated to any value between 1 and 3 based on 
the maximum observed biomass concentration during the batch study.  Initial relative 
quotas of 1.0 were used for the organic carbon accumulation study.  First, the maximum 
specific XPG storage rate (qො୔ୋ), maximum specific XTAG storage rate (qො୘୅ୋ), maximum 
fraction of stored XPG (f୔ୋ୑୅ଡ଼), maximum fraction of stored XTAG (f୘୅ୋ୑୅ଡ଼), and storage 
inhibition constants (β1 and β2) were estimated using data from a batch study under lit, 
nitrogen-deplete conditions.  Next, the maximum specific growth rate (μොଡ଼େ୔୓), the stored 
substrate saturation constant (KSTO), optimal irradiance (IOPT), PG relative preference 
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factor (ρ), maximum nutrient uptake rates (V෡୒୓ and V෡୔) and dark reduction factor (ηdark), 
and the specific maintenance rate (m୅୘୔) were estimated was estimated using data from 
a batch studies under lit and dark, nutrient-replete conditions.  All parameter estimations 
were achieved using the GRG Nonlinear solver tool using forward derivatives in 
Microsoft Excel. 
Model validation.  For the validation study, a single photobioreactor was operated in 
batch mode with a 14 hour light period under reduced irradiance followed by a 10 hour 
dark period.  The surface irradiance during the light cycle was 150 +/- 6 μE·m-2·s-1 PAR.  
Soluble phosphorus was maintained in excess of 8 mg-(P)·L-1 with a spike of nitrate at 
the start of the light (30 mg-(N)·L-1) and dark (200 mg-(N)·L-1) cycles. 
6.4. Results and Discussion 
6.4.1. Normalization of XCPO 
To calibrate and validate the model, it was necessary to convert experimental 
measurements of VSS, protein, lipids, and carbohydrates into concentrations of XCPO, 
XTAG, and XPG.  It was assumed that functional biomass, XCPO, consisted of protein, 
lipids, carbohydrates, and some additional material contributed to its mass (this would 
include nucleic acids as well as cell-associated carbohydrates that were not measured 
with the rapid acid digestion method).  It was also assumed that XCPO would have a 
constant relative composition, meaning a constant ratio among its cell components.  
Protein was used as the normalizing factor using minimum and maximum ratios across 
all experiments (except the validation study).  The minimum observed ratios of 
lipid:protein and carbohydrate:protein were 0.15 mg-(total lipids)·mg-(protein)-1 and 0.19 
mg-(measured carbohydrates)·mg-(protein)-1.  [Note:  This ratio of carbohydrate:protein 
for total cell content is very low.  However, analytical methods used here were not meant 
to capture all cell carbohydrates, and the actual ratio of carbohydrate:protein in the cell 
was likely much higher.]  Based on measured protein concentrations, these ratios were 
used to define the mass of measured lipids and carbohydrates associated with XCPO.  
The difference between measured lipids and XCPO-associated lipids was assumed to be 
XTAG, and the difference between measured carbohydrates and XCPO-associated 
carbohydrates was assumed to be XPG.  Finally, VSS of XCPO was estimated based on 
the maximum ratio of protein:VSS of 0.48 mg-(protein)·mg-(VSS)-1.   
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6.4.2. Photobioreactor Performance   
The cyclostats operated with very low effluent phosphorus concentrations, often below 
the minimum reporting level of 0.05 mg-(P)·L-1.  Furthermore, effluent nitrate 
concentrations were typically greater than 10 mg-(N)·L-1.  Volatile suspended solids 
(VSS) concentrations in the cyclostats increased over the course of the lit cycle and 
decreased during night operation, with typical values for ranging from roughly 1,400 to 
2,200 mg-(VSS)·L-1.  Regardless of the batch conditions they were transferred to, the 
cultures that originated from the cyclostats rapidly adapted to their new environments as 
we would expect them to.  This was observed through linear behavior (i) in lit, nutrient 
replete conditions where growth and stored polymer mobilization were both rapid and 
linear for the first several hours of each study, and (ii) in lit, nutrient deplete conditions 
where storage of polymers was rapid and linear. 
The absorption coefficient, ac, was determined to be 0.049 m2·g-(VSS)-1 (VSS was 93 +/- 
3% of TSS, resulting in an equivalent ac of 0.46 m2·g-(TSS)-1).  This resulted in an 
average irradiance across the reactors of 250-360 μE·m-2·s-1 during normal cyclostat 
operation (depending on the VSS concentration).  Although we recognize that the 
absorption coefficient will change with different light intensities or physiological 
conditions (e.g., ac will decrease as light intensity increases [322]), this value was used 
to estimate the average light intensities across all experiments and is consistent with 
how light intensity was modeled in other studies [323].   
6.4.3. Model Calibration 
A total of three batch experiments (nutrient-replete light, nutrient-replete dark, and N-
deplete light) from a single cyclostat were used for model calibration.  The calibrated 
parameters are listed in Table 6.6.  Minimum nutrient quotas were fixed based on the 
assumed biomass composition (CH1.8O0.5N0.2) and a N:P molar ratio of 10:1 (Qmin,N = 0.2 
moles-(N)·mole-(biomass as C)·L-1; Qmin,P = 0.02 moles-(P)·mole-(biomass as C)·L-1).  It 
is worth noting, however, that the ratio of N:P in phototrophic microorganisms may not 
be fixed and cells may adapt to their environment to achieve co-limitation if within the 
acceptable range of N:P and given enough time [324]. 
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Table 6.6.  Calibrated model parameters for Cyclostat 3. 
Description Parameter Fitted Value Units 
maximum specific growth 
rate 
μොଡ଼େ୔୓ 0.081 moles-(biomass as C)·mole-
(biomass as C)-1·hr-1 
optimal irradiance IOPT 130 µE·m-2·s-1 
stored substrate 
saturation constant 
KSTO 2.4 moles-(PG as C)·moles-
(biomass as C)-1 
PG relative preference 
factor 
ρ 5.0 unitless 
maximum specific nitrate 
uptake rate 
V෡୒୓ 0.048 moles-(N)· mole-(biomass as 
C)-1·hr-1 
maximum specific 
phosphate uptake rate 
V෡୔ 0.0052 moles-(P)· mole-(biomass as 
C)-1·hr-1 
specific maintenance rate mATP 0.026 moles-(ATP)· mole-(biomass 
as C)-1·hr-1 
dark nutrient uptake 
reduction factor 
ηdark 0.55 unitless 
maximum specific PG 
storage rate 
qො୔ୋ 0.028 moles-(PG as C)·mole-
(biomass as C)-1·hr-1 
maximum specific TAG 
storage rate 
qො୘୅ୋ 0.016 moles-(TAG as C)·mole-
(biomass as C)-1·hr-1 
power coefficient for PG 
storage inhibition 
β1 3.1 unitless 
power coefficient for TAG 
storage inhibition 
β2 1.2 unitless 
maximum relative ratio of 
stored PG to biomass 
f୔ୋ୑୅ଡ଼ 0.78 moles-(PG as C)·mole-
(biomass as C)-1 
maximum relative ratio of 
stored TAG to biomass 
f୘୅ୋ୑୅ଡ଼ 1.4 moles-(TAG as C)·mole-
(biomass as C)-1 
The model fit the batch experimental data well using the parameters presented in Table 
6.6.  In comparing experimental data to model data across all calibration experiments, R2 
values of 0.95 and 0.96 were achieved for fPG (Figure 6.2) and fTAG (Figure 6.3), 
respectively.  A R2 value of 0.94 was also achieved for XCPO, but it should be noted that 
the range of values observed during the experiment was limited. 
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Figure 6.2.  Comparison between experimental and model-predicted fractions of 
stored PG (fPG). 
 
 
Figure 6.3.  Comparison between experimental and model-predicted fractions of 
stored TAG (fTAG). 
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Figure 6.4.  Comparison between experimental and model-predicted biomass 
concentrations (XCPO).   
6.4.4. Growth and Maintenance 
Comparisons between measured and modeled XCPO concentrations over time can be 
seen in Figure 6.5.  The maximum specific growth rate was estimated to be 0.081 (C-
moles biomass)·(C-mole biomass)-1·hr-1 with an optimal irradiance of 130 µE·m-2·s-1.  
Although irradiance was not deliberately varied during the calibration study 
experimentation (in fact, surface irradiance was fixed), the varying composition of the 
cultures during experiments resulted in average photobioreactor irradiances from 120-
270 μE·m-2·s-1.  It was for this reason that an optimal irradiance value was estimated. 
 
Figure 6.5.  Comparison between experimental data and model predictions for 
biomass concentration (XCPO). 
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Calibrated values of specific ATP maintenance rates for lumped sum metabolic models 
can vary greatly [302].  Rates of basal metabolism, however, have been estimated to be 
roughly 4-7% of maximum specific growth rates across several groups of phototrophic 
microorganisms (see summary in [325] for diatoms, green algae, and cyanobacteria).   
Using the stoichiometric yields Yଡ଼େ୔୓୒ୈ  and Y୅୘୔୒ୈ  presented in Table 6.2, the estimated 
specific maintenance rate of 0.026 moles-(ATP)·mole-(biomass as C)-1·hr-1 (Table 6.5) 
can be shown to be equivalent to an endogenous respiration rate of 0.0032 hr-1.  This 
value is 4.0% of the calibrated maximum specific growth rate, which is similar to the 
values summarized by Zhao et al. [325]. 
6.4.5. Carbohydrate and Lipid Storage and Mobilization 
Comparisons between measured and modeled fPG and fTAG over time can be seen in 
Figures 6.6 and 6.7, respectively.  Although carbohydrate storage was regularly 
observed under both nitrogen- and phosphorus-deplete conditions, lipid storage under 
phosphorus limitation was drastically slower than when under nitrogen-deplete 
conditions.  Additionally, the maximum lipid content observed in one lit P-deplete study 
was less than 0.05 moles-(TAG as C)·mole-(biomass as C)-1 after more than 3 days 
when phosphorus concentrations were low enough to result in a net biomass loss and a 
PG accumulation of 0.29 moles-(PG as C)·mole-(biomass as C)-1. 
The maximum PG storage capacity of the culture was estimated to be 0.78 moles-(PG 
as C)·mole-(biomass as C)-1, with a maximum specific PG storage rate of 0.028 moles-
(PG as C)·mole-( biomass as C)-1·hr-1.  Although the maximum specific rate of lipid 
storage was slower than PG storage (43% slower on a C-mole basis), the maximum 
storage capacity of lipids was nearly 80% higher than that of PG on a C-mole basis (f୘୅ୋ୑୅ଡ଼ 
was calibrated to 1.4 moles-(TAG as C)·mole-(biomass as C)-1). 
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Figure 6.6.  Comparison between experimental data and model predictions for the 
relative fraction of XPG per biomass (fPG). 
 
 
Figure 6.7.  Comparison between experimental data and model predictions for the 
relative fraction of XTAG per biomass (fTAG). 
Once cultures with stored carbohydrates were provided with nutrients, rapid mobilization 
of stored carbohydrate reserves was consistently observed under both lit and dark 
conditions (Figure 6.6).  Lipid mobilization was also observed (Figure 6.7), but at a 
reduced rate as compared to carbohydrates. Given that the theoretical yield of biomass 
on TAG was 1.2x that of PG (Y୔ୋ୒ୖ divided by Y୘୅ୋ୒ୖ ), it is not surprising that cells stored 
and mobilized PG (lower energy compound) more quickly. 
FAME analysis revealed that stored lipids were predominantly long chain fatty acids 
(C16 and C18; Figure 6.8).  During N-deplete batch studies in all three cyclostats, C16:0 
(palmitic acid) was the primary C16 fatty acid (FA) stored, while observed C18 FAs 
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storage was spread among C18:0 (stearic acid), C18:1 (oleic and elaidic acids), C18:2 
(linoleic and linolelaidic acids), and C18:3 (α-linolenic acid).  Although individual forms of 
C18 FAs were observed at greater concentrations than C16:0 in some experiments, 
C16:0 was consistently observed to follow storage and mobilization dynamics.  For this 
reason, it is reasonable to maintain the assumption that stored lipids are in the form of 
C16:0 for the lumped sum metabolic model. 
 
Figure 6.8.  Relative fractions of C16 (predominantly C16:0) and C18 (spread 
among C18:0, C18:1, C18:2, and C18:3) fatty acids (measured at FAMEs) to 
biomass. 
6.4.6. Model Validation 
Although the model was able to calibrate well across the three calibration experiments 
with a single set of parameter values, these values were not able to describe the 
validation study as well.  The key elements of the validation study that made it distinct 
from calibration studies were (i) less light was used during the lit-phase, and (ii) the 
culture was shifted to the dark before it had appreciable time (e.g., greater than 48-96 
hours) to accumulate high levels of carbohydrates and lipids.  The average light intensity 
within the reactor during the validation study was 98 +/- 8 μE·m-2·s-1 PAR.  Based on the 
calibrated model parameters, this irradiance resulted in a light dependency term (fI) 
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ranging from 0.94-0.99 during the lit phase of the validation study – a value at the top of 
the range observed in the calibration studies (which ranged from 0.82-1.00).  Despite 
this fact, the model underestimated the initial growth rate and the initial rates of XPG and 
XTAG degradation (Figure 6.9). 
 
Figure 6.9.  Comparison between experimental data and model predictions for the 
validation study for the concentration of biomass (XCPO, left axis), relative fraction 
of XPG per biomass (fPG, right axis), and relative fraction of XTAG per biomass (fTAG, 
right axis).  The culture was lit from hours 0 to 14 and in the dark from 14 to 24.  
Nutrient spikes were given at hours 0 and 14. 
The calibrated model does predict the overall trends, but fails to capture the dynamics 
(i.e., the rapidly changing rates or growth, organic carbon mobilization and storage) of 
the system.  One possible explanation for this is simply that calibrated parameters, 
although meeting the criteria of the GRG Nonlinear Method for the Excel Solver, are not 
optimal to describe the system.  To evaluate whether the model structure can describe 
the validation study data, the parameters were re-calibrated to the validation study data.  
This calibration resulted in Figure 6.10 and the parameter values listed in Table 6.7, 
which are presented alongside their relative difference from the calibration values in 
Table 6.6.  The calibrated parameter values were roughly 58% different, on average, 
from the values presented in Table 6.6, but the model was able to better capture the 
observed trends in biomass and the relative fractions of XPG and XTAG to biomass.  
Although it is possible that calibration may be improved with additional experimental 
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data, other explanations for the disconnect between the calibration and validation 
studies may be explained by the model structure. 
 
Figure 6.10.  Comparison between experimental data and re-calibrated model 
predictions for the validation study for the concentration of biomass (XCPO, left 
axis), relative fraction of XPG per biomass (fPG, right axis), and relative fraction of 
XTAG per biomass (fTAG, right axis).  The culture was lit from hours 0 to 14 and in 
the dark from 14 to 24.  Nutrient spikes were given at hours 0 and 14. 
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Table 6.7.  Re-calibration of model parameters using validation study data. 
Parameter New Fitted Value 
Relative Difference from 
Value in Table 6.6 Units 
μොଡ଼େ୔୓ 0.128 58% moles-(biomass as C)·mole-(biomass 
as C)-1·hr-1 
IOPT 215 67% µE·m-2·s-1 
KSTO 0.22 -91% moles-(PG as C)·moles-(biomass as C)-
1 
ρ 2.1 -57% unitless 
V෡୒୓ 0.059 24% moles-(N)· mole-(biomass as C)-1·hr-1 
V෡୔ 0.0052 0% moles-(P)· mole-(biomass as C)-1·hr-1 
mATP 0.097 270% moles-(ATP)· mole-(biomass as C)-1·hr-1 
ηdark 0.55 0% unitless 
qො୔ୋ 0.027 -3% moles-(PG as C)·mole-(biomass as C)-1·hr-1 
qො୘୅ୋ 0.032 97% moles-(TAG as C)·mole-(biomass as C)-1·hr-1 
β1 1.1 -65% unitless 
β2 0.5 -57% unitless 
f୔ୋ୑୅ଡ଼ 0.70 -10% moles-(PG as C)·mole-(biomass as C)-1 
f୘୅ୋ୑୅ଡ଼ 1.10 -21% moles-(TAG as C)·mole-(biomass as C)-1 
 
On key characteristic of the model structure is that all processes in the model are 
continuously active.  Rather than having discrete processes that turn on or off in the 
presence or absence of a trigger (e.g., a response function for TAG storage that has a 
value of 1 in N-deplete conditions and a value of 0 in N-replete conditions), the model 
relies on continuous equations that are always active.  This model characteristic leads to 
tension between processes that, to a degree, dampens model behavior.  Attempts were 
made to reduce the impacts of these tensions by, for example, raising the relative N and 
P quota size to the 4th power (an example of the response function with and without this 
change can be seen in Figure 6.11).  With initial relative N and P quotas (Q/Qmin) for the 
validation study (taken from the calibrated value of a separate experiment) of 1.4, this 
results in a response term for growth processes of 0.78 and a response term for storage 
processes of 0.22.   
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Figure 6.11.  Two response functions for nutrient-limited growth:  (i) original 
Droop formulation (solid line) and (ii) modified function for more rapid response. 
Given the structure of the growth processes (P4, P5, and P6), net XCPO growth at the 
start of the validation study was greater than 70% of the maximum specific growth rate.  
The initial points on the XCPO curve, however, would require a μොଡ଼େ୔୓ an order of 
magnitude higher than the calibrated value to match the model to the experimental data.  
Given that the calibrated μොଡ଼େ୔୓ and mATP values match the magnitude of values in the 
literature and fit the calibration studies in higher irradiance, it would be more appropriate 
for future studies to focus on evaluating alternative model structures (e.g., discrete 
switching functions) to characterize short-term, low light studies of this nature. 
6.5. Conclusions 
There are distinct advantages to developing a lumped sum metabolic model for process 
modeling, not the least of which is the mechanical friction provided by developing 
stoichiometric relationships in terms of fundamental biochemical parameters (e.g., P/O 
ratio).  The development of the model presented here does rely on basic assumptions 
about which metabolic pathways are used, but the selection of the model green alga C. 
reinhardtii has resulted in a metabolic model built on pathways that have been identified 
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in a wide range of phototrophic microorganisms (e.g., the EMP pathway).  The model 
presented here was able to calibrate very well to longer-term studies of culture growth, 
as well as PG and TAG storage and mobilization.  All calibration studies were run with a 
surface irradiance of 400 μE·m-2·s-1 PAR on each of two sides of the photobioreactors, 
which is a reasonable value for naturally-lit photobioreactors [151].  For the prediction of 
lower light performance, the model relied on photosynthesis-irradiance response 
relationships developed in the limnology literature over many decades [314, 315, 326].  
Although recent phototroph modeling advancements have included more explicit nutrient 
process descriptions (e.g., [327]) and the storage and depletion of organic carbon 
reserves (e.g., [313]), the focus of such modeling efforts is still often focused on natural 
environmental systems.  As such, much of the data used to calibrate such models are on 
timescales of days or longer.  Access to hourly (or even more frequent) experimental 
data has been severely limited in the literature, and existing model structures are often 
ill-equipped to handle such timescales.  Future work on the advancement of process 
modeling of phototrophic microorganisms, therefore, must include a balanced effort 
between utilization of well-established phototrophic models and a re-structuring of such 
models to more accurately describe process dynamics at shorter timescales that are 
relevant to engineered bioprocesses.    
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6.7. Nomenclature 
Table 6.8.  Definitions of nomenclature used throughout manuscript. 
Parameter Description Units 
αM ATP requirement for synthesis of biomass 
precursors from acetyl-CoA 
moles-(ATP)·mole-(biomass as C)-1 
αp light energy efficiency factor unitless 
αX ATP required for polymerization of biomass 
precursors (monomers) to active biomass 
moles-(ATP)·mole-(biomass as C)-1 
β1 power coefficient for PG storage inhibition unitless 
β2 power coefficient for TAG storage inhibition unitless 
δN CO2 production from the catabolism of 
acetyl-CoA to generate reducing power for 
NO3- reduction for assimilation. 
moles-(CO2 as C)·mole-(biomass as 
C)-1 
δPO efficiency of oxidative phosphorylation (P/O 
ratio) in mitochondria 
moles-(ATP)·mole-(NADH2)-1 
δx CO2 production from the synthesis of 1 C-
mole of biomass from acetyl-CoA 
moles-(CO2 as C)·mole-(biomass as 
C)-1 
ηdark dark nutrient uptake reduction factor unitless 
ૄ specific growth rate moles-(biomass as C)·mole-(biomass 
as C)-1·hr-1 
ෝૄ܆۱۾۽ maximum specific growth rate moles-(biomass as C)·mole-(biomass 
as C)-1·hr-1 
ρ PG relative preference factor unitless 
ac PAR absorption coefficient on a volatile 
suspended solids (VSS) or total suspended 
solids (TSS) basis 
m2·g-(VSS or TSS)-1 
breactor thickness of reactor along light path m 
fI irradiance response function unitless 
fPG ratio of stored polyglucose to cells  moles-(PG as C)·mole-(biomass as 
C)-1 
܎۾۵ۻۯ܆ maximum relative ratio of stored PG to 
biomass 
moles-(PG as C)·mole-(biomass as 
C)-1 
fS ratio of stored organic carbon (PG and 
TAG in PG equivalents) to biomass 
moles-(PG as C)·mole-(biomass as 
C)-1 
܎܂ۯ۵ۻۯ܆ maximum relative ratio of stored TAG to 
biomass 
moles-(TAG as C)·mole-(biomass as 
C)-1 
fTAG ratio of stored lipids to cells moles-(TAG as C)·mole-(biomass as 
C)-1 
Iavg average PAR irradiance within the 
photobioreactor 
μE·m-2·s-1 
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Table 6.8 - Continued 
Parameter Description Units 
In maximum incident irradiance (“irradiance at 
noon”) 
μE·m-2·s-1 
IOPT optimal irradiance µE·m-2·s-1 
Iopt optimum irradiance μE·m-2·s-1 
KNO nitrate (as nitrogen source) half saturation 
coefficient 
moles-(N)·L-1 
KP phosphorus half saturation coefficient moles-(P)·L-1 
KSTO stored substrate saturation constant moles-(PG as C)·moles-(biomass 
as C)-1 
Kγ parameter to transform adaptation 
expressions of [316] into continuous equation  
unitless 
mATP specific maintenance rate moles-(ATP)·mole-(biomass as 
C)-1·hr-1 
qCO2 specific rate of net CO2 production moles-(CO2 as C)·mole-(biomass 
as C)-1·hr-1 
qO2 specific rate of net O2 production moles-(O2)·mole-(biomass as C)-
1·hr-1 
qPG specific PG storage rate moles-(PG as C)·mole-(biomass 
as C)-1·hr-1 
ܙෝ۾۵ maximum specific PG storage rate moles-(PG as C)·mole-(biomass 
as C)-1·hr-1 
qphot specific rate of CO2 fixation to G3P moles-(G3P as C)·mole-(biomass 
as C)-1·hr-1 
qTAG specific TAG storage rate moles-(TAG as C)·mole-(biomass 
as C)-1·hr-1 
ܙෝ܂ۯ۵ maximum specific TAG storage rate moles-(TAG as C)·mole-(biomass 
as C)-1·hr-1 
R chlorophyll:carbon ratio g-(Chl a)·g-(C)-1 
SCO2 carbon dioxide moles-(C)·L-1 
SNO soluble nitrate moles-(N)·L-1 
SO2 oxygen moles-(O2)·L-1 
SP soluble phosphorus moles-(P)·L-1 
܄෡ۼ۽ maximum specific nitrate uptake rate moles-(N)· mole-(biomass as C)-1·hr-1 
܄෡۾ maximum specific phosphate uptake rate moles-(P)· mole-(biomass as C)-1·hr-1 
XCPO concentration of carbon-accumulating 
phototrophic biomass 
moles-(biomass as C)·L-1 
XPG concentration of stored polyglucose (PG) moles-(PG as C)·L-1 
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Table 6.8 - Continued 
Parameter Description Units 
XTAG concentration of stored triacylglycerol (TAG) moles-(TAG as C)·L-1 
XTSS total suspended solids concentration g-(TSS)·m-3 
XVSS volatile suspended solids concentration g-(VSS)·m-3 
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Chapter 7 
Conclusions and Engineering Significance 
7.1. Overview 
The overarching goal of this dissertation is to advance the sustainability of wastewater 
treatment systems, the primary barrier between society’s waste and the aquatic 
environment.  This work began with the identification of barriers to the implementation of 
resource recovery systems, and the development of a planning and design process to 
address social factors that are often neglected in the design and implementation of 
wastewater infrastructure (Chapter 3; [24]).  Fundamental to this approach is the concept 
of place-based solutions, or the need to incorporate locality-specific considerations in the 
design of wastewater infrastructure.  A key challenge in the development of such 
solutions is the diversity of stakeholder perspectives within and across projects; a 
challenge that may be overcome through the use of qualitative tools to elucidate 
stakeholder values and communicate sustainability concepts to a broad audience 
(Chapter 4; [252]).  To address environmental, economic, and performance factors, a 
quantitative sustainability assessment framework was developed using LCA, present 
worth analysis, and a WWTP simulator (Chapter 5).  Finally, metabolic and pseudo-
mechanistic models were developed for phototrophic microorganisms to enable their 
evaluation as an emerging energy recovery technology in wastewater management 
(Chapter 6). 
7.2. Quantitative Sustainable Design Framework 
One of the unique contributions of this work is in the integration of state of the art tools to 
create a framework for sustainability assessments of wastewater treatment systems.  
Specifically, the quantitative framework is the first to simultaneously address economic, 
environmental, and performance factors to enable both the creation and evaluation of 
sustainable design concepts for wastewater systems.  By integrating existing tools from 
the literature rather than developing a new, independent sustainability metric, this 
framework can continue to evolve by incorporating advancements made by researchers 
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for the improvement of individual tools contributing to the larger framework.  As an 
example, future studies contributing to more accurate life cycle inventories of WWTPs 
(as in [130]) or characterization factors (as in [328]) can be incorporated to improve the 
environmental assessment.  As the body of LCA literature continues to advance, this 
framework could be adapted to include spatial scale more explicitly [329], which is a key 
challenge facing LCA [330].  By building the performance assessment on tools from 
industry (GPS-XTM) coupled with an uncertainty assessment approach from the 
literature, this framework may also continue to take advantage of advancements in 
WWTP modeling and design approaches that explicitly characterize uncertainty.  Cost 
assessments, as well, can be updated as unit prices change and improved correlations 
are developed, or they can be replaced with proprietary costing methods used by 
individual design firms.  Beyond the structure of the framework and its ability to adapt to 
advancements in research and practice, additional contributions of this work stem from 
the questions it can be used to answer. 
7.3. Integrated WWTP Management 
Although the case study evaluated in Chapter 5 was for a single WWTP, this framework 
offers exciting opportunities to develop designs and evaluate policy alternatives at a 
larger (e.g., watershed) scale.  In the Chesapeake Bay, for example, regulatory agencies 
are pursuing policies to protect the Bay from excessive nutrient loads and the resulting 
ecosystem damage [21].  The Environmental Protection Agency and its Bay partners 
have imposed strict effluent nitrogen and phosphorus limits (as wasteload allocations) on 
facilities deemed to be “significant” dischargers of these nutrients, which includes 483 
wastewater treatment plants across 6 states and the District of Columbia [21].  These 
policies vary by state or district, and have been expected to result in a minimum cost of 
$3.36 to $3.96 billion in WWTP upgrades [21].  Although the implementation of a viable 
nutrient trading market may facilitate some level of efficiency improvement (shuttling 
money to WWTPs that can achieve the greatest reductions in mass of nutrients 
discharged per dollar spent), the framework presented in this dissertation creates 
opportunities to more proactively evaluate policy alternatives for the watershed. 
If the end goal is to protect the Bay, coupling Bay models with the framework presented 
in Chapter 5 can facilitate stakeholder engagement and create the opportunity to 
achieve coordinated upgrades of WWTPs to reduce costs and advance Bay restoration.  
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This research would likely lead to a number of policy questions requiring attention, 
including how best to distribute costs and other upgrade burdens across utilities and 
across states.  Researchers could pursue optimal solutions (e.g., minimization of costs 
subject to a Bay nutrient loading constraint), and develop an understanding of what 
incentive structures would be needed for utilities, state-level regulators, and other 
stakeholders to buy-in to such proposals.  Research into policy and incentive structures 
would undoubtedly require the engagement of social scientists, and would benefit from 
an integration of the planning and design concepts introduced in Chapters 3 and 4 of this 
dissertation.  
7.4. The Role of Research in Design 
In this dissertation, process design (Chapter 5) has been achieved using a standardized 
approach that relies on liberal use of empirical knowledge and safety factors [6, 54] – an 
approach affirmed by effluent water quality and process reliability at WWTPs across the 
globe.  It is clear, however, that the environmental impacts of WWTPs extend beyond 
receiving waters, and social factors are playing an increasingly important role as utilities 
are compelled to recover resources from wastewater.  As awareness of these issues 
continues to rise, it is reasonable to question what role these emerging factors should 
play in the design of wastewater treatment systems in the 21st century. 
The application of new metrics to design evaluation (such as LCA integrated with cost 
and social factors) imposes a driving force to rethink the way we design treatment 
systems.  That is not to say we should compromise our current objectives of protecting 
public health and water quality, but rather we should push and pull designs in new ways 
to better understand the tensions and synergies among current and emerging goals for 
sustainability.  Although the quantitative sustainable design framework was applied to a 
case study comparing two conceptual designs of a WWTP (Chapter 5), the integrated 
assessment tool also lends itself to the evaluation of design alternatives across their 
decision space (where decision space is defined as all possible combinations of design 
parameters).  This capability creates opportunities for exciting new insights in the 
comparison between robust and optimized WWTP designs, and will make inroads in the 
quantification of trade-offs among these and other design philosophies. 
Sustainability research offers us the opportunity to view design through a new lens, 
providing motivation to pursue innovative designs that may simultaneously improve 
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WWTP characteristics in multiple dimensions.  This research should not be done in a 
vacuum, as locality-specific factors (including social factors) will influence system 
sustainability.  By coupling quantitative design endeavors with the larger planning and 
design process proposed in Chapter 3, designers may be better equipped to develop 
novel designs that will advance their system’s sustainability.  This work will require the 
recognition that sustainable design is not equivalent to life cycle design, and that the 
recovery of resources is not inherently sustainable. 
7.5. Emerging Technologies in Wastewater Management 
A central element of this dissertation work has been the transition from viewing 
wastewater as a hazard that must be mitigated to a renewable resource that may 
provide a net benefit for communities [30].  As stakeholders consider which design 
approach or technologies are most appropriate for them, the quantitative sustainable 
design framework may offer valuable insight into the relative sustainability of emerging 
technologies.  To evaluate a given technology, however, designers must be able to 
develop a conceptual design and model its performance.  In order to demonstrate this 
process, this dissertation also included the development of a metabolic model with 
corresponding stoichiometric and kinetic expressions for the use of phototrophic 
microorganisms for energy recovery (Chapter 6).   
The contributions of this phototrophic process model extend beyond opportunities for 
comparative sustainability assessments of this emerging technology, and will also 
enable designers to gain insight into factors influencing competition between 
phototrophs and wastewater-relevant chemotrophs, and inform the design of 
photobioreactors and bioprocesses that may achieve selective pressures and enrich for 
target functions (e.g., lipid accumulation).  Ultimately, these advancements may 
contribute to a transition away from reliance on aerobic chemotrophs and help overcome 
key barriers to the economic and environmental sustainability of using phototrophs for 
energy recovery from wastewater. 
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Appendix A 
Supporting Information for a New Planning and Design 
Paradigm to Achieve Sustainable Resource Recovery from 
Wastewater 
  
 
Reprinted with permission from (Guest, J. S.; Skerlos, S. J.; Barnard, J. L.; Beck, M. B.; 
Daigger, G. T.; Hilger, H.; Jackson, S. J.; Karvazy, K.; Kelly, L.; Macpherson, L.; 
Mihelcic, J. R.; Pramanik, A.; Raskin, L.; van Loosdrecht, M. C. M.; Yeh, D.; Love, N. G., 
A new planning and design paradigm to achieve sustainable resource recovery from 
wastewater. Environ. Sci. Technol. 2009, 43, (16), 6126-6130).  Copyright (2009) 
American Chemical Society. 
  
101 
 
 
Ta
bl
e 
A
.1
.  
Pr
op
os
ed
 G
ui
di
ng
 P
rin
ci
pl
es
 fo
r t
he
 d
es
ig
n 
of
 s
us
ta
in
ab
le
 re
so
ur
ce
 re
co
ve
ry
 s
ys
te
m
s 
(R
R
S)
 a
pp
lie
d 
to
 w
at
er
.  
In
sp
ire
d 
by
 [3
31
]. 
R
el
at
ed
 D
is
cu
ss
io
ns
 fr
om
 th
e 
W
at
er
, 
W
as
te
w
at
er
, a
nd
 S
us
ta
in
ab
ili
ty
 L
ite
ra
tu
re
 
[3
32
, 3
33
] 
[1
1,
 3
9,
 1
93
, 3
34
, 3
35
] 
[2
9,
 1
92
, 3
36
, 3
37
] 
[2
9,
 3
7,
 2
22
, 3
32
, 3
38
, 3
39
] 
[3
33
] 
[3
9,
 4
1,
 3
40
, 3
41
] 
[2
9,
 1
92
, 3
36
, 3
37
] 
[2
9,
 1
92
, 3
42
, 3
43
] 
[4
6,
 2
11
, 3
44
-3
46
] 
[3
44
, 3
45
] 
[4
3,
 4
4]
 
[4
3,
 3
44
] 
[4
0,
 4
6,
 3
47
, 3
48
] 
[7
0,
 3
31
] 
[2
03
, 3
31
, 3
46
] 
[2
10
, 2
27
, 3
44
] 
[1
5,
 2
27
, 3
36
] 
[3
45
] 
N
ot
e:
  A
 d
is
cu
ss
io
n 
of
 c
om
pe
tin
g 
fa
ct
or
s 
at
 v
ar
io
us
 s
pa
tia
l s
ca
le
s 
(e
.g
., 
ho
us
eh
ol
d 
ob
je
ct
iv
es
 a
nd
 e
xt
er
na
l i
nf
lu
en
ce
s 
ve
rs
us
 c
ity
 o
bj
ec
tiv
es
 a
nd
 
ex
te
rn
al
 in
flu
en
ce
s)
 c
an
 b
e 
fo
un
d 
el
se
w
he
re
 [3
44
, 3
49
]. 
 It
 is
 im
po
rta
nt
 to
 n
ot
e 
th
at
 th
e 
G
ui
di
ng
 P
rin
ci
pl
es
 id
en
tif
ie
d 
in
 T
ab
le
 A
1 
ar
e 
an
 id
ea
liz
ed
 s
et
 o
f 
go
al
s 
fo
r r
es
ou
rc
e 
re
co
ve
ry
 s
ys
te
m
s,
 a
nd
 w
ill
 n
ot
 a
ll 
be
 a
ch
ie
ve
d 
si
m
ul
ta
ne
ou
sl
y 
by
 a
 g
iv
en
 p
ro
je
ct
.  
In
st
ea
d,
 th
ey
 a
re
 m
ea
nt
 to
 d
o 
ex
ac
tly
 w
ha
t t
he
ir 
na
m
e 
in
di
ca
te
s 
– 
gu
id
e 
st
ak
eh
ol
de
rs
 a
s 
th
ey
 u
nd
er
go
 th
e 
pr
oc
es
s 
of
 e
lu
ci
da
tin
g 
th
ei
r o
w
n 
lo
ca
lit
y-
 a
nd
 p
ro
je
ct
-s
pe
ci
fic
 d
ef
in
iti
on
 o
f s
us
ta
in
ab
ili
ty
 a
nd
 
id
en
tif
ic
at
io
n 
of
 s
pe
ci
fic
 s
us
ta
in
ab
ilit
y 
ta
rg
et
s 
(s
ee
 [2
01
] f
or
 a
 d
is
cu
ss
io
n 
of
 s
us
ta
in
ab
ili
ty
 g
oa
ls
 a
nd
 ta
rg
et
s)
. 
C
ha
ra
ct
er
is
tic
s 
of
 a
 S
us
ta
in
ab
le
 R
R
S 
w
ill 
no
t g
en
er
at
e 
w
as
te
 
w
ill 
be
 n
et
 e
ne
rg
y 
po
si
tiv
e 
or
 n
eu
tra
l 
w
ill 
no
t d
ep
le
te
 w
at
er
 re
so
ur
ce
s 
no
r a
lte
r n
at
ur
al
 h
yd
ro
lo
gi
ca
l p
ro
ce
ss
es
 
w
ill 
ac
hi
ev
e 
re
sp
on
si
bl
e 
nu
tri
en
t m
an
ag
em
en
t a
nd
 c
on
tri
bu
te
 to
 s
oi
l f
er
til
ity
 
w
ill 
no
t c
on
su
m
e 
no
n-
re
ne
w
ab
le
 o
r n
on
-re
co
ve
ra
bl
e 
re
so
ur
ce
s 
w
ill 
no
t c
on
tri
bu
te
 to
 g
lo
ba
l w
ar
m
in
g 
w
ill 
no
t d
im
in
is
h 
ec
os
ys
te
m
 h
ea
lth
 
w
ill 
no
t r
ed
uc
e 
bi
od
iv
er
si
ty
 n
or
 th
re
at
en
 in
di
vi
du
al
 s
pe
ci
es
 
w
ill 
ha
ve
 li
fe
cy
cl
e 
co
st
s 
th
at
 a
re
 a
ffo
rd
ab
le
 to
 a
ll 
st
ak
eh
ol
de
rs
 
w
ill 
co
nt
rib
ut
e 
to
 th
e 
ec
on
om
ic
 d
ev
el
op
m
en
t o
f t
he
 m
un
ic
ip
al
ity
 a
nd
 b
ey
on
d 
w
ill 
pr
ov
id
e 
ac
ce
ss
 to
 s
af
e 
dr
in
ki
ng
 w
at
er
 a
nd
 a
pp
ro
pr
ia
te
 s
an
ita
tio
n 
fo
r a
ll 
w
ill 
pr
ot
ec
t p
ub
lic
 h
ea
lth
 
w
ill 
be
 u
nd
er
st
oo
d 
an
d 
ac
ce
pt
ed
 b
y 
al
l s
ta
ke
ho
ld
er
s 
w
ill 
no
t d
is
pr
op
or
tio
na
te
ly
 im
pa
ct
 a
 s
eg
m
en
t o
f t
he
 p
op
ul
at
io
n 
w
ill 
ap
po
rti
on
 c
os
ts
 e
qu
ita
bl
y 
an
d 
in
 p
ro
po
rti
on
 to
 b
en
ef
its
 re
ce
iv
ed
 
w
ill 
be
 fl
ex
ib
le
 a
nd
 a
da
pt
ab
le
 
w
ill 
be
 re
lia
bl
e 
an
d 
re
si
lie
nt
 
w
ill 
be
 m
an
ag
ea
bl
e 
an
d 
sa
fe
 fo
r o
pe
ra
tio
na
l s
ta
ff 
C
at
eg
or
y 
en
vi
ro
nm
en
ta
l 
ec
ol
og
ic
al
 
ec
on
om
ic
 
so
ci
al
 
fu
nc
tio
na
l 
  
102 
 
Ta
bl
e 
A
.2
.  
C
ha
lle
ng
es
 fo
r a
nd
 fu
tu
re
 te
ch
no
lo
gi
es
 in
 re
so
ur
ce
 re
co
ve
ry
 s
ys
te
m
s 
(R
R
S)
. 
Te
ch
no
lo
gy
 o
f t
he
 F
ut
ur
e 
 
W
at
er
 re
us
e 
an
d 
ur
ba
n 
gr
ee
n 
de
si
gn
 w
ill
 m
in
im
iz
e 
th
e 
co
nv
ey
an
ce
 o
f w
at
er
 b
y 
m
at
ch
in
g 
th
e 
ge
og
ra
ph
ic
 lo
ca
tio
n 
of
 s
up
pl
y 
w
ith
 th
e 
lo
ca
tio
n 
of
 d
em
an
d.
  
In
di
re
ct
 p
ot
ab
le
 re
us
e 
w
ill
 b
e 
ut
iliz
ed
 to
 m
in
im
iz
e 
th
e 
tra
ns
po
rta
tio
n 
of
 w
at
er
 
be
tw
ee
n 
w
at
er
sh
ed
s.
 
 
W
as
te
w
at
er
 tr
ea
tm
en
t w
ill
 b
e 
ac
hi
ev
ed
 u
si
ng
 e
ne
rg
y 
re
co
ve
ry
 te
ch
no
lo
gi
es
 
(e
.g
., 
m
et
ha
ne
- a
nd
 b
io
fu
el
-g
en
er
at
in
g 
tre
at
m
en
ts
, m
ic
ro
bi
al
 fu
el
 c
el
ls
) w
ith
 
re
du
ce
d 
re
lia
nc
e 
on
 e
ne
rg
y-
in
te
ns
iv
e 
ae
ra
tio
n.
  D
ec
en
tra
liz
ed
 w
as
te
w
at
er
 
m
an
ag
em
en
t w
ill 
fa
ci
lit
at
e 
he
at
 e
ne
rg
y 
re
co
ve
ry
. 
 
Th
e 
w
at
er
 in
du
st
ry
 w
ill
 n
ot
 b
e 
a 
m
aj
or
 c
on
tri
bu
to
r o
f g
re
en
ho
us
e 
ga
s 
em
is
si
on
s 
gl
ob
al
ly
 a
s 
sy
st
em
s 
ap
pr
oa
ch
 e
ne
rg
y 
ne
ut
ra
lit
y 
an
d 
m
in
im
iz
e 
fu
gi
tiv
e 
em
is
si
on
s 
(e
.g
., 
C
H
4 a
nd
 N
2O
) d
ur
in
g 
bo
th
 c
on
ve
ya
nc
e 
an
d 
tre
at
m
en
t. 
 
D
ire
ct
 n
on
-p
ot
ab
le
 re
us
e 
w
ill
 b
e 
ac
hi
ev
ed
 in
 w
at
er
 s
tre
ss
ed
 re
gi
on
s 
us
in
g 
de
ce
nt
ra
liz
ed
 in
fra
st
ru
ct
ur
e.
  W
at
er
 a
nd
 w
as
te
w
at
er
 in
fra
st
ru
ct
ur
e 
w
ill
 b
e 
ad
ap
ta
bl
e 
to
 a
ch
ie
ve
 in
di
re
ct
 o
r d
ire
ct
 w
at
er
 re
us
e 
as
 c
lim
at
e 
ch
an
ge
 in
cr
ea
se
s 
th
e 
pr
ev
al
en
ce
 o
f d
ro
ug
ht
-p
ro
ne
 re
gi
on
s.
  
 
Th
e 
le
ve
l o
f w
at
er
 tr
ea
tm
en
t w
ill
 m
at
ch
 e
nd
-u
se
 re
qu
ire
m
en
ts
. 
 
C
ul
tu
re
-in
de
pe
nd
en
t d
et
ec
tio
n 
m
et
ho
ds
 w
ill
 a
llo
w
 fo
r r
ap
id
 a
nd
 c
om
pr
eh
en
si
ve
 
m
on
ito
rin
g 
of
 in
di
ca
to
r o
rg
an
is
m
s 
an
d 
em
er
gi
ng
 p
at
ho
ge
ns
.  
 
 
A
dd
re
ss
 e
m
er
gi
ng
 c
he
m
ic
al
s 
of
 c
on
ce
rn
 (e
.g
., 
ph
ar
m
ac
eu
tic
al
s)
 th
ro
ug
h 
te
ch
no
lo
gy
 im
pl
em
en
ta
tio
n 
an
d 
up
st
re
am
 m
an
ag
em
en
t (
re
du
ce
d 
us
e,
 s
ou
rc
e 
co
nt
ro
l).
 
 
N
ut
rie
nt
 m
an
ag
em
en
t s
tra
te
gi
es
 w
ill
 fo
cu
s 
on
 o
pp
or
tu
ni
tie
s 
fo
r r
ec
ov
er
y 
an
d 
re
us
e.
 
 
In
te
gr
at
ed
 w
at
er
 m
an
ag
em
en
t s
ys
te
m
s 
w
ill
 d
ec
ou
pl
e 
th
e 
w
at
er
 a
nd
 n
ut
rie
nt
 
m
et
ab
ol
is
m
s 
of
 c
iti
es
 to
 e
nh
an
ce
 th
e 
aq
ua
tic
 e
nv
iro
nm
en
t a
nd
 a
ss
is
t f
oo
d 
pr
od
uc
tio
n 
[1
92
]. 
 
S
ou
rc
e-
se
pa
ra
tio
n 
of
 w
as
te
 s
tre
am
s 
(in
cl
ud
in
g 
ur
in
e)
 w
ill
 a
llo
w
 fo
r e
ffi
ci
en
t 
re
co
ve
ry
 o
f n
ut
rie
nt
s 
[3
50
] a
nd
 w
ill
 re
du
ce
 th
e 
ne
ed
 fo
r n
itr
ifi
ca
tio
n 
an
d 
de
ni
tri
fic
at
io
n 
at
 th
e 
w
as
te
w
at
er
 tr
ea
tm
en
t p
la
nt
 [3
51
]. 
 
B
io
el
ec
tro
ch
em
ic
al
 s
ys
te
m
s 
(B
E
S
) m
ay
 b
e 
ut
ili
ze
d 
fo
r t
he
 p
ro
du
ct
io
n 
of
 h
ig
h-
va
lu
e 
pr
od
uc
ts
 d
ur
in
g 
w
as
te
w
at
er
 tr
ea
tm
en
t [
35
2]
. 
*E
P
A
 e
st
im
at
es
 fo
r N
2O
 p
ro
du
ct
io
n 
du
rin
g 
do
m
es
tic
 w
as
te
w
at
er
 tr
ea
tm
en
t a
re
 b
as
ed
 o
n 
da
ta
 fr
om
 a
 w
as
te
w
at
er
 tr
ea
tm
en
t p
la
nt
 th
at
 d
id
 n
ot
 p
er
fo
rm
 
ni
tri
fic
at
io
n 
or
 d
en
itr
ifi
ca
tio
n 
[3
53
]. 
 N
2O
 p
ro
du
ct
io
n 
w
ou
ld
 li
ke
ly
 b
e 
si
gn
ifi
ca
nt
ly
 h
ig
he
r f
or
 b
io
lo
gi
ca
l n
ut
rie
nt
 re
m
ov
al
 p
ro
ce
ss
es
. 
C
ur
re
nt
 T
ec
hn
ol
og
y 
 
In
 2
00
0 
th
e 
en
er
gy
 re
qu
ire
d 
to
 tr
ea
t a
nd
 c
on
ve
y 
dr
in
ki
ng
 w
at
er
 in
 th
e 
U
.S
. h
ad
 a
 ty
pi
ca
l r
an
ge
 o
f 0
.3
7 
kW
h/
m
3  a
nd
 0
.4
8 
kW
h/
m
3  f
or
 s
ur
fa
ce
 
an
d 
gr
ou
nd
w
at
er
 fr
es
hw
at
er
 s
ou
rc
es
, r
es
pe
ct
iv
el
y 
[3
54
]. 
 In
 S
ou
th
er
n 
C
al
ifo
rn
ia
, t
he
se
 v
al
ue
s 
ar
e 
up
 to
 1
0
 h
ig
he
r b
ec
au
se
 o
f e
ne
rg
y 
re
qu
ire
m
en
ts
 fo
r s
ou
rc
e 
w
at
er
 c
on
ve
ya
nc
e 
[3
55
]. 
 
 
Ty
pi
ca
l r
an
ge
 fo
r w
as
te
w
at
er
 tr
ea
tm
en
t e
ne
rg
y 
re
qu
ire
m
en
ts
 is
 3
0-
10
5 
kW
h 
pe
r p
er
so
n-
eq
ui
va
le
nt
 p
er
 y
ea
r [
11
, 4
1,
 2
53
, 3
56
]. 
 A
er
at
io
n 
ac
co
un
ts
 fo
r r
ou
gh
ly
 h
al
f o
f o
n-
si
te
 e
le
ct
ric
ity
 c
on
su
m
pt
io
n 
[5
4,
 7
4,
 
25
3]
. 
 
O
f t
he
 to
ta
l U
.S
. g
re
en
ho
us
e 
ga
s 
em
is
si
on
s 
in
 2
00
7 
(7
,1
50
 T
g 
C
O
2 
eq
ui
va
le
nt
s)
, 1
5.
8 
Tg
 C
O
2 e
qu
iv
al
en
ts
 (e
q.
) w
er
e 
as
so
ci
at
ed
 w
ith
 C
H
4 
pr
od
uc
tio
n 
an
d 
4.
9*
 T
g 
C
O
2 e
q.
 w
er
e 
as
so
ci
at
ed
 w
ith
 N
2O
 p
ro
du
ct
io
n 
fro
m
 d
om
es
tic
 w
as
te
w
at
er
 tr
ea
tm
en
t (
da
ta
 fr
om
 [3
57
]).
 
 
W
at
er
 is
 tr
ea
te
d 
to
 p
ot
ab
le
 q
ua
lit
y 
(r
eg
ar
dl
es
s 
of
 e
nd
-u
se
) a
nd
 
di
st
rib
ut
ed
 fr
om
 c
en
tra
l l
oc
at
io
ns
 to
 s
up
po
rt 
on
e-
tim
e 
us
e.
 
 
R
ec
en
t e
st
im
at
es
 s
ug
ge
st
 ro
ug
hl
y 
0.
6%
 o
f n
on
-a
gr
ic
ul
tu
ra
l w
at
er
 
co
ns
um
pt
io
n 
is
 re
us
ed
 in
 E
ur
op
e 
[3
58
] a
nd
 7
.4
%
 o
f w
as
te
w
at
er
 is
 
re
us
ed
 in
 th
e 
U
.S
. [
35
9]
. 
 
P
at
ho
ge
n 
re
m
ov
al
 is
 p
rim
ar
ily
 b
as
ed
 o
n 
in
di
ca
to
r o
rg
an
is
m
s 
sp
ec
ifi
c 
to
 
th
e 
en
d-
us
e 
(e
.g
., 
fo
r d
rin
ki
ng
 w
at
er
 –
 to
ta
l c
ol
ifo
rm
; f
or
 w
as
te
w
at
er
 
ef
flu
en
t –
 to
ta
l c
ol
ifo
rm
, f
ec
al
 c
ol
ifo
rm
, a
nd
 M
S
2 
co
lip
ha
ge
) [
54
]. 
 
N
ut
rie
nt
 m
an
ag
em
en
t s
tra
te
gi
es
 in
 th
e 
w
as
te
w
at
er
 in
du
st
ry
 a
re
 b
as
ed
 
pr
im
ar
ily
 o
n 
re
m
ov
al
 to
 m
in
im
iz
e 
im
pa
ct
s 
on
 re
ce
iv
in
g 
bo
di
es
 o
f w
at
er
. 
 
N
itr
og
en
 in
 w
as
te
w
at
er
 is
 o
xi
di
ze
d 
ae
ro
bi
ca
lly
 a
nd
, w
he
re
 re
qu
ire
d,
 
re
m
ov
ed
 a
s 
di
ni
tro
ge
n 
ga
s 
(o
fte
n 
w
ith
 th
e 
ad
di
tio
n 
of
 a
n 
ex
og
en
ou
s 
el
ec
tro
n 
do
no
r)
.  
P
ho
sp
ho
ru
s 
is
 c
he
m
ic
al
ly
 p
re
ci
pi
ta
te
d 
an
d 
la
nd
-fi
lle
d 
or
 c
ap
tu
re
d 
bi
ol
og
ic
al
ly
 a
nd
 la
nd
-fi
lle
d 
or
 la
nd
-a
pp
lie
d.
  L
an
d-
ap
pl
ic
at
io
n 
of
 e
nh
an
ce
d 
bi
ol
og
ic
al
 p
ho
sp
ho
ru
s 
re
m
ov
al
 b
io
so
lid
s 
re
du
ce
s 
al
lo
w
ab
le
 a
pp
lic
at
io
n 
ra
te
s 
an
d 
ec
on
om
ic
 v
ia
bi
lit
y 
of
 th
e 
pr
ac
tic
e 
[1
1]
. 
C
ha
lle
ng
e 
en
er
gy
 a
nd
 
cl
im
at
e 
w
at
er
 
nu
tr
ie
nt
s 
an
d 
m
at
er
ia
ls
 
103 
 
Appendix B 
Design Assumptions for Quantitative Sustainable Design 
Both the Standard and Seasonal designs were developed using the following steps: 
1. The acceptable MLSS concentration was determined based on existing 
secondary clarifiers.  
2. A design SRT was selected. 
3. The required mass of biomass in system and wastage rate were determined 
based on substrate removal and design SRT. 
4. The ANA/ANX/AER volumes were determined based on mass of biomass in 
system, acceptable MLSS concentration, and relative SRTs (ANA:ANX:AER).  
Note that the final zones were placed in existing on-site tankage, and new 
tankage was constructed for preceding zones as needed. 
5. Aeration equipment was sized based on steady-state simulations and the use of 
peaking factors. 
6. Denitrification filters were sized based on selected hydraulic loading rates. 
7. Pumping rates were selected based on assumptions of reactor and clarifier 
performance (internal recycle, RAS, WAS, primary sludge, ISB RAS, ISB WAS, 
denitrification filter backwash). 
8. Pumps were sized. 
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Table B1. Characteristics of Standard and Seasonal Designs. 
Reactor Standard Design Seasonal Design 
Anaerobic [m3] 3,116 3,142 
Anoxic 1 [m3] 2,493 4,714 
Aerobic 1 [m3] 28,990 24,545 
Anoxic 2 [m3] 3,739 4,714 
Aerobic 2 [m3] 2,167 2,167 
Total Volume [m3] 40,504 39,281 
Denit Filter Area [m2] 515 588 
Airflow Requirements at Steady 
State and 28 °C [m3·d-1] 
517,982 (AER1A) 
154,108 (AER1B) 
0 (ANX2) 
35,343 (AER2) 
TOTAL:  707,500  
525,935 (AER1A) 
189,644 (AER1B) 
0 (ANX2) 
48,924 (AER2) 
TOTAL:  764,500 
Airflow Requirements at Steady 
State and 17.9 °C [m3·d-1] 
530,442 (AER1A) 
224,274 (AER1B) 
0 (ANX2) 
52,789 (AER2) 
TOTAL:  807,500 
431,560 (AER1A) 
224,412 (AER1B) 
65,533 (ANX2) 
25,711 (AER2) 
TOTAL:  747,200 
 
Table B.2.  Solids residence times (SRTs) used for design. 
Secondary Treatment 
Process 
Standard Design Seasonal Design 
Winter Summer Winter Summer 
5 Bard A2O 5 Bard 
SRT (d) 
ANA 1 0.7 1 0.7 
ANX ANX1 0.8 0.56 1.5 1.05 ANX2 1.2 0.84 – 1.05 
AER 
AER1 9.3 6.5 7.9 5.6 
SWING – – 1.5 – 
AER2 0.7 0.5 0.6 0.4 
Denitrification Filter Loading 4.0 3.5 
 
Primary clarifiers and primary solids pump station. Three 120 foot diameter primary 
clarifiers were designed with a side water depth of 12 ft.  These primary clarifiers have a 
surface overflow rate of 1,150 gal·d-1·ft-2 at the average annual flow (24 MGD, plus 
steady-state recycle and ISB streams leading to a total flow of 26.3 MGD) with one train 
out of service.  An acceptable surface overflow rate (930 gal·d-1·ft-2) was also confirmed 
under maximum monthly flow conditions (29 MGD, max month from last 8 years, plus 
recycle streams leading to a total flow of 31.6 MGD) with all trains in service.  It was 
assumed that the primary clarifiers would achieve roughly 55% TSS removal with an 
underflow solids concentration of 3%. 
Secondary clarifiers and RAS/WAS pump station. Two sets of clarifiers already exist 
onsite.  Units 1, 2, and 3 are 130 ft in diameter with a side water depth of 16 ft and a 
RAS pumping capacity of 4 MGD per unit.  Units 7, 8, and 9 are 90 ft in diameter with a 
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side water depth of 12.5 ft and a RAS pumping capacity of 1.33 MGD per unit.  Sufficient 
WAS pumping capacity exists onsite.  As a result, no construction costs were included 
for WAS pumping.  RAS pumping rates were calculated at the design SRT of 13 days 
with a MLSS of 3,100 mg-(TSS)·L-1 and an underflow solids concentration of 8,000 mg-
(TSS)·L-1.  The pumping capacity installed was 1.5x the required pumping rate.  
Additional RAS pumping was added as needed to achieve the required installed capacity 
with one 130 ft clarifier out of service under average flow conditions (12 MGD existing 
RAS pumping capacity). 
The maximum target MLSS was selected using Figure B.1 for a maximum solids loading 
rate (SLR) of 20-25 lbs·ft-2·d-1 and a likely underflow solids concentration (XU) of 8,000-
10,000 mg-(TSS)·L-1.  When examining the two cases (maximum month with all units in 
service or average month with one unit out of service), the average flow with one unit out 
of service resulted in a higher SLR.  Based on these results, a maximum MLSS 
concentration of 3,100 mg·L-1 was selected for design.   
 
Figure B.1.  Design range for MLSS based on a maximum target solids loading 
rate (SLR) of 20-25 lbs·ft-2·d-1. 
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Secondary treatment biological reactors.  Due to space limitations at the 
Chesapeake-Elizabeth WWTP, it is estimated that the maximum length of new reactors 
(including walls and baffles) for the secondary treatment system is 192 ft.  Existing 
aeration tanks are constructed as 12 parallel trains.  For all new tankage, 6 parallel 
trains have been designed and will precede existing tankage.  Modifications may be 
made to existing tankage to achieve anoxic conditions as needed. 
Denitrification filters.  Downflow denitrification filters were designed as a total of 12 
columns, assuming that 2 would be out of service under design flow.  It was assumed 
that water backwash pumping would be at a rate of 10 gal·min-1·ft-2 for 15 minutes once 
a day.   
Disinfection.  It was assumed that the existing disinfection system would remain 
unchanged. 
ISB Treatment System.  The ISB Treatment System (ISBTS) was designed as a single 
PFR (HRT of 4 hours) with an ISBTS SRT of 4 days.  Expected ISB flow is assumed to 
be 1 MGD with WAS flow on the order of 0.2-0.4 MGD (based on steady state GPS-X 
simulations).   
Primary sludge thickening.  There are two existing gravity thickeners onsite which will 
be used for primary sludge thickening.  Given the anticipated primary solids flow rate of 
roughly 100,000 gal·d-1, the hydraulic loading rate with one gravity thickener out of 
service would be roughly 26 gal·ft-2·d-1, significantly below the typical design range of 
380-760 gal·ft-2·d-1.  Secondary clarifier effluent was recycled and mixed with primary 
solids raise surface overflow rates to typical design values. 
WAS thickening.  Gravity belt thickeners (GBTs) were designed to operate at the same 
frequency as the centrifuges (22.7 hours a day, 7 days a week).  It is assumed that no 
solids storage exists immediately upstream or downstream of the GBTs, requiring GBT 
operation whenever secondary solids are wasted.  GBTs were designed such that the 
maximum hydraulic loading is no more than 150 gal·m-1·min-1 with all units in service and 
no more than 200 gal·m-1·min-1 with one unit out of service. 
Dewatering.  The Chesapeake-Elizabeth WWTP has three existing centrifuges – only 
one is typically in operation at any given time.  The expected loading to centrifuges is on 
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the order of 0.03-0.15 MGD (current loading averages 0.44 MGD, minimum month of 
0.23 MGD and maximum month of 0.70 MGD), with influent solids concentrations a 
factor of 5 times more concentrated than the centrifuges currently see (current influent 
solids average 1.2% solids).  Despite fluctuations in loading, centrifuges operated on 
average 22.7 +/- 0.7 hrs per day, every day of the year, in recent years.  It is assumed 
that the same schedule will be followed, despite the significant reduction in solids and 
hydraulic loading. 
Multiple Hearth Incinerator.  There are two existing multiple hearth incinerators at the 
Chesapeake-Elizabeth WWTP.  Only one incinerator is typically in operation at any 
given time, with an operational schedule that matches the dewatering unit process (22.7 
+/- 0.7 hrs per day, every day of the year).  It is assumed that the same schedule will be 
followed, despite the significant reduction in wet sludge loading. 
Aeration equipment sizing.  To be able to quantify the aeration energy required under 
dynamic and uncertain conditions, the aeration requirements are predicted by GPS-X 
assuming as “airflow at standard conditions” and using DO controllers set to 2 mg-(O2)·L-
1 in each aerobic basin.  Although these estimates of aeration requirements may not be 
as accurate as hand calculations, this will provide consistency in dynamic estimates for 
aeration energy requirements.  For design purposes, the blower and air header sizing 
will be based on the steady state aeration requirement from GPS-X multiplied by 1.5.  
This value (1.5*steady state aeration) will then be used to determine the number of fine 
bubble diffusers, assuming 1.9 scfm per diffuser. 
Internal recycle pumping rate.  The internal recycle pumping rate (from AER1 to ANX1 
in the 5-stage Bardenpho process; from AER to ANX in the A2O process) were set to 2x 
forward flow through the biological process (~27.3 MGD) based on steady state 
simulations at the design annual average raw influent hydraulic load of 24 MGD.  The 
installed pumping capacity was 1.5x this design pumping rate. 
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Appendix C 
Ecoinvent Materials and Processes Used for Life Cycle 
Assessment 
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Construction Inventory Materials & Processes 
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Operation Inventory Materials & Processes 
Operation Materials 
Acetic acid, 98% in H2O, at plant/RER U 
Methanol, at plant/GLO U 
Iron (III) chloride, 40% in H2O, at plant/CH U 
Natural gas, at consumer/RNA U 
Methyl methacrylate, at plant/RER U 
Operation Processes 
Electricity, hard coal, at power plant/US U 
Electricity, oil, at power plant/GB U 
Electricity, natural gas, at power plant/US U 
Electricity, nuclear, at power plant/US U 
Electricity, hydropower, at power plant/GB U 
Electricity, at wind power plant/RER U 
Disposal, digester sludge, to municipal incineration/CH U 
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Appendix D 
Probability Density Functions for Model Parameters for 
Quantitative Sustainable Design 
 
Reproduced from Table 5.1: 
Table D.1.  Input uncertainty for model parameters 
ID Parameter Distribution
Minimum & 
Maximum (uniform) 
or 
Average & Standard 
Deviation (normal) 
Units 
1 dry weather influent flow uniform 18 (min); 23 (max) MGD 
2 rainfall empirical b,c NA MGD 
3 influent BOD5 normal b 243 (avg); 19 (stdev) mg·L-1 
4 influent BOD:TKN ratio d normal b 5.7 (avg); 0.79 (stdev) mg-(BOD5)·L-1 
per mg-(N)·L-1 
5 influent BOD:TP ratio e normal b 41 (avg); 2.5 (stdev) mg-(BOD5)·L-1 
per mg-(P)·L-1 
6 nitrifier maximum specific growth 
rate f 
uniform 0.77 (min); 0.92 (max) d-1 
7 oxygen half saturation coefficient 
for heterotrophs 
uniform g 0.1 (min); 0.3 (max) mg-(COD)·L-1 
8 ammonium half saturation 
coefficient for AOB 
uniform g 0.5 (min); 1.5 (max) mg-(N)·L-1 
9 temperature uniform b 12 (min); 28 (max) °C 
a The plant experiences roughly 1 MGD of influent from rain events on average.  The values for 
dry weather influent flow exclude flow from rain events, which were simulated as a separate, 
independent parameter.  
b Observed distribution based on HRSD data. 
c Empirical distribution characterized by HRSD data.  See Supporting Information for additional 
details. 
d Influent ammonium was set to 74% of the influent TKN concentration based on the median 
value of HRSD data. 
e Influent soluble phosphorus was set to 80% of the influent TP concentration; no data from 
HRSD was available for soluble phosphorus. 
f AOB and nitrite oxidizing bacteria (NOB) decay were fixed at 0.17 d-1, and NOB maximum 
specific growth rate was set to 0.1 d-1 greater than the AOB maximum specific growth rate 
based on this default assumption in GPS-XTM. 
g Distribution and values are consistent with assumption in [126]. 
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D.1. Dry Weather Influent Flow 
Although the average annual design flow for the plant is 24 MGD, it rarely sees flows 
that high.  The average dry weather flow is roughly 18 MGD and the average daily total 
influent flow (i.e., with wet days) is 19 MGD.  Here we distinguish between the dry 
weather municipal wastewater flow (which we assume contains all of the contaminants) 
and additional flow resulting from rain events (which we assume has no contaminants 
and only dilutes the wastewater contaminants).   
 
Figure D.1.  Histogram of HRSD data for dry weather raw influent flow. 
The dry weather influent to the plant will be assumed to have a uniform distribution from 
18 MGD to 23 MGD.  Note that 23 MGD – with 1 MGD of average influent from rainfall – 
is at the design value of 24 MGD.  This flow rate does not include the 1 MGD from the 
incinerator scrubber blowdown.  Also note that the population in the Hampton Roads 
metropolitan area has experienced the lowest population growth in Virginia over the last 
7 years (http://hamptonroadsperforms.org/indicators/economy/net-migration.php). 
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Figure D.2.  Probability density function for dry weather raw influent flow. 
The diurnal was established from dry weather hourly flows from 2005-2010 (970 days).  
The weekday and weekend diurnals were tightly clustered amongst themselves. 
 
Figure D.3.  Weekday and weekend dry weather diurnal flow based on HRSD data. 
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These weekday and weekend values were each normalized to total 1 MGD – these are 
the weekday and weekend unit vectors for hourly flow.  To generate a weekday and 
weekend diurnal for the influent time series, these unit vectors are multiplied by the “dry 
weather influent flow” (one of the uncertain parameters specified in the LHS simulation 
set). 
 
Figure D.4.  Unit diurnal flow used in simulations. 
D.2. Rainfall 
Rainfall data was used to estimate the additional flow into the plant from rain events.  
Any daily reported flow data that included a “rainfall” value greater than 0 inches was 
classified as having had a “rain event”.  The distribution of rainfall intensity from HRSD 
data indicates that the vast majority of rain events very small.   
115 
 
 
Figure D.5.  Histogram of HRSD data for rain events. 
Rain events will be assumed occur on 41% of days (consistent with HRSD data) and to 
have the same trend in magnitude of rainfall (see histogram below).  This will be 
achieved using a Matlab code that can use data to define a new probability distribution 
function. 
 
Figure D.6.  Probability density function for rain events. 
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The volume of influent resulting from a given rain event was estimated using HRSD 
data.  Average dry weather diurnal curves were established for each day of the week 
(weekdays were very similar to one another, and Saturday and Sunday were very 
similar).  All days with rain events greater than 0.3 inches were then used to compare 
the total flow on the day of the rain event to the corresponding average dry flow for that 
day.  The difference between the rain event day’s flow and the dry weather flow was 
used to determine the estimate the resulting increase in influent volume for a given 
rainfall. 
 
Figure D.7.  HRSD data for influent flow increase per inch of rain. 
The median value was 4.1 million gallons of additional influent flow per 1 inch of rainfall.  
This value was then used to adjust average monthly observed concentrations of influent 
BOD5, TKN, and TP to dry weather concentrations by assuming the same BOD5, TKN, 
and TP mass loading would have arrived at the WWTP with less flow in the absence of 
rain events.  This approach estimated that rainfall was responsible for roughly 2% of the 
influent flow on average. 
Hydrographs were constructed by comparing hourly flows on days with intense rain 
events (greater than 0.6 inches) to dry weather diurnals for that particular day of the 
week.  Three normalized hydrographs (each totaling 1 million gallons of rainwater) can 
be seen in the figure below. 
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Figure D.8.  Normalized hydrographs (sum to 1 MGD) based on hourly HRSD data. 
For simulations, only hydrograph 3 will be used.  For a given day, the intensity of its rain 
event (determined by the rainfall value in the LHS-generated simulation set) will be 
multiplied by the hydrograph to distribute the influent flow from rainwater over a single 24 
hour period.  The start of the 24 hour period over which the rain falls will be randomly 
selected (it will begin between 0:00 and 23:00 on the day to which the rain event was 
assigned), and the resulting hydrograph will be added to the influent flow diurnal.  
Concentrations of constituents (BOD5, TKN, NH4+, TP, PO43-) will be adjusted to ensure 
the desired dry weather loading (from the LHS simulation set) is achieved. 
D.3. Influent BOD5 
Monthly averages of influent BOD5 from 2003-2010 have ranged from 162-292 g-
(BOD5)·m-3 with a median of 239 g-(BOD5)·m-3.  With rainfall corrections (removing the 
flow from rainfall and assuming the BOD load is unchanged), these values become 168-
294 g-(BOD5)·m-3 with a median of 243 g-(BOD5)·m-3. 
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Figure D.9.  Histogram of dry weather influent BOD5 data. 
The influent dry weather BOD5 was assumed to have a normal distribution centered at 
243 g-(BOD5)·m-3.   
 
Figure D.10.  Probability density function for dry weather influent BOD5. 
D.4. Influent BOD:TKN Ratio 
Monthly averages of influent TKN from December 2004 through 2010 have ranged from 
29-57 g-(N)·m-3 with a median of 41 g-(N)·m-3.  With rainfall corrections (removing the 
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flow from rainfall and assuming the TKN load is unchanged), these values become 30-
57 g-(N)·m-3 with a median of 42 g-(N)·m-3. 
 
Figure D.11.  Histogram of HRSD data for dry weather influent TKN. 
Originally, we were considering assigning the influent dry weather TKN a normal 
distribution centered at 42 g-(TKN)·m-3.  However, the variation in influent TKN does not 
vary entirely independently of BOD5. 
 
Figure D.12.  Scatter plot of influent BOD5 and TKN. 
As we examine the typical ratio of TKN to BOD5, we can see that TKN is not entirely 
independent.  As such, we varied it according to the distribution from the BOD5/TKN 
histogram below. 
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Figure D.13.  Plots of HRSD data for influent BOD5:TKN ratio. 
Although the relative fraction of ammonium:TKN varies (see histogram and box and 
whisker plot below), it will be assumed that ammonium is always 74% of the influent 
TKN (equivalent to the median and mean values from the available data). 
 
Figure D.14.  Plots of HRSD data for influent ammonium:TKN ratio. 
(a) (b) 
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Figure D.15.  Probability density function for influent BOD5:TKN ratio. 
D.5. Influent BOD:TP Ratio 
Monthly averages of influent TP from 2003-2010 have ranged from 4.0-7.1 g-(P)·m-3 with 
a median of 6.0 g-(P)·m-3.  With rainfall corrections (removing the flow from rainfall and 
assuming the TP load is unchanged), these values become 4.1-7.3 g-(P)·m-3 with a 
median of 6.1 g-(P)·m-3. 
 
Figure D.16.  Histogram of HRSD data for dry weather influent TP. 
However, influent TP does not vary independently of BOD5. 
2 4 6 8 10
Pr
ob
ab
ili
ty
influent BOD5:TKN
[g-(BOD5)·g-(N)-1]
122 
 
 
Figure D.17.  Scatter plot of influent BOD5 vs influent TP. 
Typical ratios of BOD5 to TP can be seen in the figures below. 
 
Figure D.18.  Plots of HRSD data for BOD5:TP ratio. 
Instead of varying TP independently of BOD5, we will vary it according to the distribution 
from the BOD5/TP histogram above. 
 
 
(a) (b) 
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Figure D.19.  Probability density function for influent BOD5:TP ratio. 
No data is available for the relative fraction of soluble phosphate:TP.  It is assumed that 
the soluble phosphate concentration is always 80% of influent TP. 
D.6. Nitrifier Maximum Specific Growth Rate 
In acknowledgement of published work on uncertainty in wastewater modeling (Sin et al. 
2011; Benedetti et al. 2008), we have also included this as an uncertain parameter.  
Since we are now using the Mantis2 model because we wanted to include NO2- as a 
state variable (in case we wanted to use this value for N2O estimates), AOB and NOB 
are separate.  For this study, we assume AOB and NOB decay rates are constant, and 
we allow the difference between AOB maximum specific growth and decay to range from 
0.60-0.75 d-1 with a uniform distribution (note that decay is fixed at 0.17 d-1).  We assume 
that the NOB decay rate is the same as AOB, and the NOB maximum specific growth 
rate is always 0.1 d-1 greater than AOB. 
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Figure D.20.  Probability density function for nitrifier maximum specific growth 
rate. 
D.7. Oxygen Half Saturation Coefficient for Heterotrophs 
In acknowledgement of published work on uncertainty in wastewater modeling [124, 
126], we have also included this as an uncertain parameter.  This value will have an 
average of 0.2 g-(COD)·m-3 with a uniform distribution and a range of 0.10-0.30 g-
(COD)·m-3 (consistent with [124]). 
 
Figure D.21.  Probability density function for O2 half saturation coefficientfor 
heterotrophs. 
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D.8. Ammonium Half Saturation Coefficient for AOB 
In acknowledgement of published work on uncertainty in wastewater modeling (Sin et al. 
2011), we have also included this as an uncertain parameter.  This value will have an 
average of 1.0 g-(N)·m-3 with a uniform distribution and a range of 0.5-1.5 g-(N)·m-3 
(consistent with [124]). 
 
Figure D.22.  Probability density function for ammonium half saturation coefficient 
for AOB. 
D.9. Temperature 
Based on monthly average data from 2003-2010, the minimum month influent 
temperature was 13°C, the maximum month was 28°C, and the median and mean were 
21°C.  In fact, raw influent temperature had a relatively uniform distribution from 2003-
2010. 
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Figure D.23.  Plots of HRSD data for influent wastewater temperature. 
It was assumed that temperature did not change through the plant, and mixed liquor 
temperature would be the same as influent temperature. 
 
Figure D.24.  Probability density function for mixed liquor temperature. 
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Appendix E 
Sensitivity Analysis Results for Quantitative Sustainable Design 
 
 
Reproduced from Table 5.2: 
Table E.1.  Sensitivity analysis overview. 
Parameter Default Value Likely Minimum Value 
Likely Maximum 
Value 
Life Cycle Inventory 
Energy Source – Fraction 
Supplied by Coal a 
0.342 b 0.141 c 0.632 c 
N2O Emission Factor – In 
WWTP [kg-(N2O-N)·kg-(N 
denitrified)-1] 
0.005 d 0.0002 e 0.0059 e 
N2O Emission Factor – In 
Effluent [kg-(N2O-N)·kg-(N in 
effluent)-1] 
0.005 d 0.005 f 0.046 g 
Construction Multiplication 
Factor per m3 Concrete – All 
Individual Materials & Processes 
1x Fahner factor h 0.5x Fahner 
factor 
4x Fahner factor 
Cost Analysis 
Electricity Unit Cost [$·kWh-1] 0.065 h 0.06 0.10 
a Any changes to the coal fraction were compensated for with increase or decrease in the fraction 
electricity from nuclear power.  The balance of electricity replaced by (or in place of) coal was 
assumed to be nuclear. 
b Fraction based on 2010 data for the Commonwealth of Virginia [267]. 
c 25th percentile (likely minimum) and 75th percentile (likely maximum) of coal fractions by state for 
2010 [267].   
d [264] 
e [256, 268] 
f [256, 264] 
g [256, 269] 
h Factors developed in [263], and used by others (e.g., [130, 260]) 
i HRSD current pricing. 
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Figure E.1. Sensitivity of the difference in operational greenhouse gas emissions 
to the fraction of electricity provided by coal (black vertical line is default value of 
0.342). 
 
Figure E.2. Sensitivity of the difference in operational greenhouse gas emissions 
to the effluent N2O emission factor (black vertical line is default value of 0.005). 
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Figure E.3. Sensitivity of the difference in operational greenhouse gas emissions 
to the denitrification N2O emission factor (black vertical line is default value of 
0.005). 
 
Figure E.4. Sensitivity of the difference in construction greenhouse gas emissions 
to the relative Fahner construction factor (black vertical line is default value of 
1.0). 
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Figure E.5. Sensitivity of the present worth of operation to the unit cost of 
electricity. 
 
Figure E.6. Sensitivity of the difference in operational greenhouse gas emissions 
to the choice of blowers.  Options are 3 fixed blowers (equal sized; default), 
tunable blowers, 4 fixed blowers (equal sized), and 4 fixed blowers (3 large, 1 
small). 
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Appendix F 
Relationships Derived from CAPDET and CapdetWorksTM for 
Quantitative Sustainable Design 
 
Note:  Figures below are compiled outputs from CapdetWorksTM simulations.  Best-fit lines were 
used in the MATLAB codes for cost and life cycle environmental impact assessments. 
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Figure F.1.  Primary Clarification -
Electrical Energy Required for Primary 
Sludge Pumping
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Figure F.2.  5-Stage Bardenpho -
Electrical Energy Required for Secondary 
WAS Pumping
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Figure F.3.  5-Stage Bardenpho -
Operational Labor Cost (OLC) for 
Secondary WAS Pumping
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Figure F.4.  5-Stage Bardenpho -
Maintenance Labor Cost (MLC) for 
Secondary WAS Pumping
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Figure F.5.  5-Stage Bardenpho -
Material & Supply Cost (MSC) for 
Secondary WAS Pumping
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Figure F.6.  5-Stage Bardenpho -
Amortization Cost (AC) for Secondary 
WAS Pumping
y = 10.00x + 405.94
R² = 1.00
0
500
1,000
1,500
2,000
2,500
0.0 50.0 100.0 150.0 200.0
Le
ng
th
 o
f H
an
dr
ai
l (
ft)
Sum of Internal Length of New Reactors 
(ft) (length equal in all 6 trains, 53ft wide 
each, 13ft excavation)
Figure F.7.  5-Stage Bardenpho  -
Length of Handrail for New Reactor 
Construction
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Figure F.8.  5-Stage Bardenpho -
Volume of Earthwork Required for New 
Reactors
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Figure F.9.  5-Stage Bardenpho -
Volume of Slab Concrete Required for New 
Reactors
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Figure F.10.  5-Stage Bardenpho -
Volume of Wall Concrete Required for New 
Reactors
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Figure F.11.  5-Stage Bardenpho -
Electrical Energy Required for RAS 
Pumping
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Figure F.12.  5-Stage Bardenpho  -
Operational Labor Cost (OLC) for RAS 
Pumping
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Figure F.13.  5-Stage Bardenpho -
Maintenance Labor Cost (MLC) for RAS 
Pumping
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Figure F.14.  5-Stage Bardenpho  -
Material & Supply Cost (MSC) for RAS 
Pumping
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Figure F.15.  5-Stage Bardenpho  -
Amortization Cost (AC) for RAS Pumping
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Figure F.16.  5-Stage Bardenpho -
Electrical Energy Required for Internal 
Recycle Pumping
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Figure F.17.  5-Stage Bardenpho  -
Operational Labor Cost (OLC) for Internal 
Recycle Pumping
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Figure F.18.  5-Stage Bardenpho -
Maintenance Labor Cost (MLC) for Internal 
Recycle Pumping
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Figure F.19.  5-Stage Bardenpho -
Construction & Equipment Cost (CEC) for 
Internal Recycle Pumping
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Figure F.20.  5-Stage Bardenpho  -
Material & Supply Cost (MSC) for Internal 
Recycle Pumping
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Figure F.21.  5-Stage Bardenpho  -
Amortization Cost (AC) for Internal Recycle 
Pumping
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Figure F.22. 5-Stage Bardenpho -
Volume of Earthwork Required for Internal 
Recycle Pumping
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Figure F.23. 5-Stage Bardenpho -
Area of Pump Building for Internal Recycle 
Pumping
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Figure F.24. 5-Stage Bardenpho -
Construction & Equipment Cost (CEC) for 
RAS Pumping
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Figure F.25. Blower System -
Amortization Cost (AC)
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Figure F.26. Blower System -
Construction & Equipment Cost (CEC)
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Figure F.27. Denitrification Filter -
Electrical Energy Required Backwash 
Pumping (estimated based on all other 
pumping/energy data)
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Figure F.28. Denitrification Filter -
Area of Pump Building for Backwash 
Pumping
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Figure F.29. Denitrification Filter -
Construction & Equipment Cost (CEC)
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Figure F.30. Denitrification Filter ‐
Sand (SD)
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Figure F.31. Denitrification Filter ‐
Volume of Earthwork Required (VE)
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Figure F.32. Denitrification Filter ‐
Volume of Slab Concrete (VSC)
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Figure F.33. Denitrification Filter ‐
Volume of Wall Concrete (VWC)
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Figure F.34. Denitrification Filter ‐
Amortization Cost (AC)
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Figure F.35. ISB Treatment System ‐
Construction & Equipment Cost (CEC) for 
ISB WAS Pumping
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Figure F.36. ISB Treatment  System -
Electrical Energy Required for RAS 
Pumping
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Figure F.37. ISB Treatment  System ‐
Operational Labor Cost (OLC) for RAS 
Pumping
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Figure F.38. ISB Treatment  System ‐
Maintenance Labor Cost (MLC) for RAS 
Pumping
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Figure F.39. ISB Treatment  System ‐
Construction & Equipment Cost (CEC) 
for RAS Pumping
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Figure F.40. ISB Treatment  System ‐
Material & Supply Cost (MSC) for RAS 
Pumping
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Figure F.41. ISB Treatment  System ‐
Amortization Cost (AC) for RAS Pumping
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Figure F.42. ISB Treatment  System ‐
Volume of Earthwork Required for RAS 
Pumping
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Figure F.43. ISB Treatment  System ‐
Area of Pump Building for RAS Pumping
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Figure F.44. ISB Treatment  System ‐
Area of Pump Building for WAS Pumping
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Figure F.45. ISB Treatment  System ‐
Volume of Earthwork Required for WAS 
Pumping
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Figure F.46. WAS Thickening ‐
Operational Labor Cost (OLC) for GBTs
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Figure F.47. WAS Thickening ‐
Maintenance Labor Cost (MLC) for GBTs
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Figure F.48. WAS Thickening ‐
Electrical Energy Required (EE) for GBTs
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Figure F.49. Dewatering System ‐
Operational Labor Cost (OLC) for 
Centrifuges
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Figure F.50. Dewatering System ‐
Maintenance Labor Cost (MLC) for 
Centrifuges
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Figure F.51. Dewatering System ‐
Material & Supply Cost (MSC) for 
Centrifuges
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Figure F.52. Dewatering System ‐
Amortization Cost (AC) for Centrifuges
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Figure F.53. Dewatering System ‐
Operational Labor Cost (OLC) for 
Polymer Feed System
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Figure F.54. Dewatering System ‐
Material & Supply Cost (MSC) for 
Polymer Feed System
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Figure F.55. Dewatering System ‐
Electrical Energy Required for 
Centrifuges
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Figure F.56. Biosolids Disposal ‐
Operational Labor Cost (OLC) for Ash 
Hauling
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Figure F.57. Biosolids Disposal ‐
Material & Supply Cost (MSC) for Ash 
Hauling
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Figure F.58. Biosolids Disposal ‐
Amortization Cost (OLC) for Ash Hauling
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Appendix G 
MATLAB Code for GPS-XTM Simulations and Preliminary Data 
Analysis for Quantitative Sustainable Design 
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Appendix H 
MATLAB Code for LCA and Cost Analysis for Quantitative 
Sustainable Design 
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Appendix I 
Photobioreactor Experimental Setup 
 
 
Figure I.1.  Picture of full photobioreactor setup. 
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Figure I.2.  Picture of photobioreactors and lighting. 
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Appendix J 
Microscope Images from Photobioreactor Experimentation 
 
All microscope images were taken using 40x and 100x objectives on a Zeiss Axio 
Observer epi-fluorescence microscope with an inverted stage (Carl Zeiss MicroImaging, 
Inc.).  Images were taken either with transmitted light, phase contrast, or fluorescence 
with one of the following Zeiss filter sets:  set 49, DAPI, W/424920 (DAPI); set 38, HE 
EGFP, W/424920 (GFP); set 20, CY3, W/424931 (Rhodamine); FL filter set 14, Ex 
BP510-560, shift free (Alexa 546).  All fluorescence in images is the result of auto-
fluorescence.  No dyes were added. 
 
Figure J.1.  Example of a transmitted light image of biomass in Photobioreactor 1.  
This image was taken after 4 days of batch operation under lit, nitrogen-deplete 
conditions. 
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Figure J.2.  Example of epifluorescence image of biomass from Photobioreactor 1.  
This image was taken after 4 days of batch operation under lit, nitrogen-deplete 
conditions. 
 
Figure J.3.  Example of a transmitted light image of biomass in Photobioreactor 2.  
This image was taken after 4 days of batch operation under lit, phosphorus-
deplete conditions. 
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Figure J.4.  Example of epifluorescence image of biomass from Photobioreactor 2.  
This image was taken after 4 days of batch operation under lit, phosphorus-
deplete conditions. 
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Figure J.5.  Example of a transmitted light image of biomass in Photobioreactor 3.  
This image was taken after 4 days of batch operation under lit, nitrogen-deplete 
conditions. 
 
Figure J.6.  Example of epifluorescence image of biomass from Photobioreactor 3.  
This image was taken after 4 days of batch operation under lit, nitrogen-deplete 
conditions. 
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Appendix K 
Linear Equations for Phototrophic Process Model 
 
Table K.1.  Compiled linear equations for all reactions. 
# Equation Units 
1a rNADH2 = 0 = 2/3 r2 +(2δX – 0.1) r3 + 11/6 r5 – r6 – 45/51 r9 + 
38/51 r10 
moles NADH2·hour-1 
2 rATP = 0 = 2/3 r2 – (αm – ½ δN) r3 – ቀαଡ଼ ൅ ୫ఽ౐ౌஜ ቁ r4 + 1/2 r5 
+ δPO r6 – 1/6 r7 – 1/6 r8 – 23/51 r9 – 2/51 r10 
moles ATP·hour-1 
3 rprecursors = 0 = r3 – r4 C-moles precursors·hour-
1 
4 racetyl-CoA = 0 = 2/3 r2 – (1 + δx + δN) r3 – r5 – 50/51 r9 + 50/51 
r10 
C-moles acetyl-CoA·hour-
1 
5 rg3p = 0 = r1 – r2 – r7 + r8 C-moles G3P·hour-1 
6 rbiomass = r4 C-moles biomass·hour-1 
7 rPG = r7 – r8 C-moles PG·hour-1 
8 rTAG = r9 – r10 C-moles TAG·hour-1 
9 rO2 = r1 – 1/2 r6 moles O2·hour-1 
10 rCO2 = – r1 + 1/3 r2 + (δx + δN) r3 + r5 – 1/51 r9 + 1/51 r10 C-moles CO2·hour-1 
11 b 4 r1 + 4 (– 1/2 r6) = 290/51 rTAG + 4 rPG + 5.8 rbiomass - 
a Assumes FADH2 = 2/3 NADH2. 
b Degree of reduction balance, based on [293], assuming a TAG elemental composition of 
C51H98O6.  Also, carbon in biomass is reduced 21/5 and nitrogen 8/5 (total of 29/5). 
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Figure K.1.  Schematic representation of the lumped sum metabolic model under 
nutrient-replete conditions (i.e., sufficient nutrients for growth). 
 
Table K.2.  Linear equations for nutrient-replete metabolism of XCPO. 
# Equation Units 
1a rNADH2 = 0 = 2/3 r2 +(2δX – 0.1) r3 + 11/6 r5 – r6 + 38/51 r10 moles NADH2·hour-1
2 rATP = 0 = 2/3 r2 – (αm – ½ δN) r3 – ቀαଡ଼ ൅ ୫ఽ౐ౌஜ ቁ r4 + 1/2 r5 + 
δPO r6 – 1/6 r8 – 2/51 r10 
moles ATP·hour-1 
3 rprecursors = 0 = r3 – r4 C-moles 
precursors·hour-1 
4 racetyl-CoA = 0 = 2/3 r2 – (1 + δx + δN) r3 – r5 + 50/51 r10 C-moles acetyl-
CoA·hour-1 
5 rg3p = 0 = r1 – r2 + r8 C-moles G3P·hour-1
6 rbiomass = r4 C-moles 
biomass·hour-1 
7 rPG = – r8 C-moles PG·hour-1 
8 rTAG = – r10 C-moles TAG·hour-1
9 rO2 = r1 – 1/2 r6 moles O2·hour-1 
10 rCO2 = – r1 + 1/3 r2 + (δx + δN) r3 + r5 + 1/51 r10 C-moles CO2·hour-1
11b 4 r1 + 4 (– 1/2 r6) = 290/51 rTAG + 4 rPG + 5.8 rbiomass - 
a Assumes FADH2 = 2/3 NADH2. 
b Degree of reduction balance, based on [293], assuming a TAG elemental composition of 
C51H98O6.  Also, carbon in biomass is reduced 21/5 and nitrogen 8/5 (total of 29/5). 
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Figure K.2.  Schematic representation of the lumped sum metabolic model under 
nutrient-deplete conditions. 
 
 
Table K.3.  Linear equations for nutrient-deplete metabolism of XCPO. 
# Equation Units 
1a rNADH2 = 0 = 2/3 r2 +(2δX – 0.1) r3 + 11/6 r5 – r6 – 45/51 r9 moles NADH2·hour-1 
2 rATP = 0 = 2/3 r2 – (αm – ½ δN) r3 – ቀαଡ଼ ൅ ୫ఽ౐ౌஜ ቁ r4 + 1/2 r5 + 
δPO r6 – 1/6 r7 – 23/51 r9 
moles ATP·hour-1 
3 rprecursors = 0 = r3 – r4 C-moles 
precursors·hour-1 
4 racetyl-CoA = 0 = 2/3 r2 – (1 + δx + δN) r3 – r5 – 50/51 r9 C-moles acetyl-
CoA·hour-1 
5 rg3p = 0 = r1 – r2 – r7 C-moles G3P·hour-1 
6 rbiomass = r4 C-moles 
biomass·hour-1 
7 rPG = r7 C-moles PG·hour-1 
8 rTAG = r9 C-moles TAG·hour-1 
9 rO2 = r1 – 1/2 r6 moles O2·hour-1 
10 rCO2 = – r1 + 1/3 r2 + (δx + δN) r3 + r5 – 1/51 r9 C-moles CO2·hour-1 
11b 4 r1 + 4 (– 1/2 r6) = 290/51 rTAG + 4 rPG + 5.8 rbiomass - 
a Assumes FADH2 = 2/3 NADH2. 
b Degree of reduction balance, based on [293], assuming a TAG elemental composition of C51H98O6. 
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Appendix L 
Mathematica Linear Equation Solutions for Phototrophic 
Process Model 
Notes: 
1. Headers on the top right of files are unique to a given linear solution. 
2. There are 3 solutions for nutrient‐replete conditions: 
a. qphot 
b. qCO2 
c. qO2 
3. There are 3 solutions for nutrient‐deplete conditions: 
a. qphot 
b. qCO2 
c. qO2 
4. Rates (r) have been converted to specific rates (q) by applying the following substitutions: 
a. rbiomass = μ·XCPO 
b. r1 = qphot·XCPO 
c. rPG = qPG·XCPO 
d. rTAG = qTAG·XCPO 
5. Note that rbiomass, rPG, and rTAG are the rates of XCPO, XPG, and XTAG formation, respectively. 
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