On the equality of two plane partition correspondences  by Gansner, Emden R.
Discrete Mathematics 30 (1980) 121-132. 
@ North-Holland Publishing Company 
ON THE EQUALITY OF TWO PLANE PARTITION 
CORRESPONDENCES 
Emden R. GANSNER 
Department of Mathematics. Uniuersity of Illinois at Urbana-Champaign. Urbam, Zl 61801, 
WA 
Rece,ved 13 June 1973 
The study of column-strict plane partitions and Young tableaux has spawned numerous 
constructive correspondences. Among these are correspondences fc Jnd in the work of Bender 
and Knuth that send one column-strict plane partition to another, causing a specified permuta- 
tion on the numbers of parts of a given size. Another correspondence, created by 
Schiitzenberger to act on standard Young tableaux and defined in an entirely different manner. 
has intimate connections with the Robinson-Schensted algorithrr In this paper, these corres- 
pondences are generalized to skew column-strict plane partitions and certain of their basic 
properties are considered. In particular. it is shown that the correspondence of Schiitzenbergcr 
can be considered a special case of the Bender-Knuth correspondences. 
0. Introduction 
A large measure of the rtmcent combinatorial activity involving standard Young 
tableaux and their generalizations arose from the discovery of a variety of 
elementary but powerful constructions for dealing with these tableaux. Principal 
among them is the Robinson-Schensted correspondence between permutations 
and pairs of standard Young tableaux of the same shape [7]. This correspondence 
has proven amazingly fruitful. Besides its own inherent power as a tool for 
working with tableaux, most c;f the other known constructions are generalizations, 
variations or complements of this one (cf. 12, 3, 4, 81). 
Two of the complements of the Robinson-Schensted correspondence form the 
subject of this paper. The first is due to Bender and Knuth [I]. who employed it 
to prove the equicardinality of certain classes of generalized Young tableaux. The 
second is a technique developed by Schiitzenberger [8] to act as part of the 
“reverse” of the Robinson-Schensted map and used to give a simple description 
of the effect under the map of reversing a permutation. 
We shaii consider certain natural extensions of these operations and discover 
some of their properties. In particular, we show that Schiitzenberger’s correspon- 
dence is a special case of the correspondences due to Bender and Knuth. A fuller 
understanding of the properties of these operations would require the theory of 
the Robinson-Schensted map. (See, for example, [3, pp. 71-1051.) However, the 
nature of our results are such that we can avoid the invocation of this extensive 
theory. 
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1. Definitions 
To arrive at the definitions of a Young tableau and its generalizations, it is 
convenient to start with the notion of the classical number-theoretic partition of 
an integer. A partition A is a nonincreasing sequence AI 3 A2 3 A3 2 9 l l of nonnega- 
tive integers, with only a finite number of nonzero Ai. We let 0 represent the 
partition given by the sequence of all zeros. 
If A is a partition, we let 9 (A) be the set of all pairs of integers (i, i) such that 
1 <j s Ai. %(A) is the classical Ferrers graph of A. We note that B(O) is empty. The 
Ferrers graph can be used to define an ordering on all partitions. We say that 
y c A if %(u)c WA). This is equivalent to having Ai a pi fo- all i. 
NOW, let A and p be two partitions such that A > c_c. We &fine the set %(A/p) as 
+‘${A) - 9$(p), Note that a given %(A/p) does not unique’., determine A and I_C. A 
sxkew cohmn-strict plane partition of shape A/p is an array P = (Pi,) of positive 
integers indexed by all (i, j) in %(A/& such that Pii 2 Pitif whenever i G i’ and j G j’ 
with strict inequality if i c i’. The entries Pii are called the parts of P. If P has 
shape A/CL. we let = %(A/p). We let !9 represent the set of all skew 
column-strict plane p: e ns. 
If fi = 0, P is a c&41, -strict plane partition of shape A. If, in addition, the parts 
of P consist of all integers from I to CiAi, then P is a standard Young tableau. Fig. 
I illustrates a skew column-strict plane partition of shape A/p where A = (6, 6, 4, 
.X I) and y. = (3, 2. 2). 
. . ‘SS4 
. -54.33 
. - 3 1 
3 3 2 
Fig. I. 
2. The Bender-Knuth operations 
in their important paper [I] on the enumeration of plane partitions, Bender and 
Knuth introduced a simple manipulation that changes one column-strict plane 
partition into anc>ther of the same shape. We present their operation below, 
noting that it equally well applies to skew plane partitions. 
We fix a pIositive integer i, and let P be a skew column-strict plane partition. 
Suppo\c that P has U, parts equal to j. Fixing our attention on one row of P, let us 
suppose that there are x parts equal to i+ 1 with no part equal to i in the same 
column. and that there are y parts equal to i with no part equal to i + 1 in the 
(*ame column.. wbc;~’ x and y may equal 0. ‘WC alter the row by replacing the 
Mng of x i -k 1-s and y i’s by a string of y i +1’s and x i’s. Applying this procedure 
to every cow of P, we obtain a new array, which we denote by ai( This 
procedure is illustrated with i = 3 in Fig. 2. Thl,: unaltered pairs of 3’s and 4’s have 
ten indicat(Ld. 
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Fig. 2. 
It is immediate from the construction that the order of altering the rows is 
irrelevant; that a,(P) is in 9 with the same shape as P and with Uj parts equal to i, 
unless i equals i or i + 1, in which case a#) has Vi+1 parts equal to i and vi parts 
equal to i + 1; and that ai is an involution. 
Since any permutation can be written as a product of transpositions, we can 
obtain in this manner any permutation of the Uj’s. This immediately implies the 
following result, which was known implicitly by Littlewood [6, p. 1911 and was 
first proved in this form for column-strict plane partitions by Knuth [4]. 
Theorem 2.1. Let m 3 1 and let IT be a permutation on the set (1,2, . . . , m). There 
exists a bijection !P= from the set of skew column-strict plane partitions with part 
size at most m into itself. qT preserves hapes, and if P is a skew column-strict 
plane partition with Uj parts equal to j, 1 G i c ~2, then VT (P) has v,(~, parts equal to 
j for al!1 j. 
This theorem has a remarkable application [4]. If P is in 9, we can assign a 
weight to P by letting w(P) = nj x>, where ui is the number of parts of P equal to 
j. For each skew shape h/p, we can define the formal series {A/p}- l,, w(P), 
where the summation is taken over all P in P of shape A/F. The theorem implies 
that (h/p) is a symmetric function. In fact, (A/p) is a skew Schur function, and 
when p = 0, the {A}% are the classical Schur functions that play such a fundamental 
role in the representation theory of the symmetric group as well as in many other 
areas (cf. [6,1 I]). 
We should mention that !P’, is not “canonical”, in ,;hat if 7r can be written a5. 
two different products of transpositions, we can obtain two different bijections. 
For example, although PI = (xIcy2(xl and PA= CQ(Y,(X~ both switch the numbers of 
l’s and 3’s and leave the numbers of other parts faxed, !Pm does not equal 9:. 
This is demonstrated in Fig. 3. 
3 2 2 3 3 2 3 3 1 
1 1 2 1 2 2 
P ar,qqW cu,a,cY,m 
Fig. 3. 
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We do note that (yi and (;LI~ commute if I i-j I 2 2 and that the inverse of 
. 
w% ’ l l t&&j ts &&. ’ ’ l ai&. Also, if we let fiii = alai+ 1 l l l cyi for i s j, and let 
% = &k&-l k ’ ’ l &k for 1s k, we find that ( PlkJ2 is the identity map. 
Theorem 2.2. F0r I S k, V,, is an involution. 
PM& The proof is by induction on k-l, the cases k = I and k L- 1+ 1 being trivial. 
Assuming that k-i is greater than or equal to 2, we have !?1+1 k = !P;-,‘, k and 
* l42k zzdp ’ 142 k by the induction hypothesis. Also, we note that (x1 commutes with 
w,42 &* 
Thus, 
%t = WI 4 1 khk = v;+ll kal PI+ 1 k 
==P ,:I kw I +‘2 kal PI+ I k = @ii!, kaI ly;t12 k &+I k 
= @ik’ % 42 &PI + 1 k = &’ %+ 1 k 
= p$v ,;, k =Vk’. 
A Anal property of ?Pik worth noting is its elyect on the parts of a plane 
partition. :f P is an element of g with vi parts equal to j, let wj = 2)k+l+&_.j for 
Icjsk=+- 1 and let w,= vi otherwise. Then !&k(f) has Wj parts equal to j. 
3, The operations of Schiitzenberger 
Schtitzcnbergcr [8] has defined an operation A on standard Young tableaux that 
is fundamentally connected with the Robinson-Schensted correspondence and has 
been used in a variety of ways [ 10, 121. In particular, it can be generalized and 
used to construct correspondences of 9 with itself that preserve shape. 
Let P = ( c,) he a skew column-strict plane partition whose largest part is tiz. Let 
I be the smallest i such that row i contains parts equal to m, and let s be the 
smallest j such that the part in position (r, j) is m. We remove the m from position 
t r. s). creating a “hole” in that position. This hole is filled by shifting P,+l s into 
the hole if Prs , s 2 f, s+, and by shifting P7 s+, into the hole otherwise. (We usf’ the 
convention that fli = (j if (i. j) is not in s(P).) Of course, this creates another hole, 
which is filled in the analogous manner, which creates another hole, etc. The 
process terminates the first time we have a hole in a position (i, j) where neither 
(i -+ 1. j) nor ii, j + 1) is in s(P). The resrmdcant array we denote by AP. 
It is easy to see that AP is in 9. In fact, we can describe this operation by noting 
that. given P with frs deleted. AP is the unique skew column-strict plane partition 
obtainable by filling the hole in this array using only shifts of parts to the left or 
up. An example of this process is given in Fig. 4. The underlined parts indicate 
the path taken by the hole. 
As AP is in P9 we can apply A to it, forming A2P and creating another path 
taken ba, this second hole. It will be of ux to us to know how this path in certain 
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Fig. 4. 
cases compares with the path associated with the construction of AL? The answer 
to a slightly more general problem turns out to be easier to obtain first. 
Let L be the set of positions (i, j) which constitute the path of the hole formed 
in constructing AL? Let L’ be the subset of L consisting of those (i, j) such kat 
(i + 1, j) is also in L. 
Lemma 3.1. 5tzt (i, j) be any position in %( JP) below and to the left of the path L, 
i.e. there exists (i’, j’) in L such that i’s i and j’s j. We allow (i, j) to be on the path 
L, but we then require that (i, j) not be in L’. Delete the part of AP in position (i, j) 
and use the shifting process to fill the hole, mooting the hole until it can no longer be 
filled. The path L” formed in this process lies below and to the left of L and does 
not meet L’. 
Proof. We induct on the number of positions in L”, with the case of one position 
being clear. If we start with a hole at (i, j) and the path moves down to (i + 1, j), 
we are done by induction. If the hole moves to (i, j + l), this position will also be 
below and to the left of L by our choice of (i, j). To finish the proof by induction, 
we need only show that (i, j + 1) is not in L’. 
Since the hole is shifted to (i, j + l), the (i, j + 1) part in AP must be strictly 
larger than the (i + 1, j) part of AL? As such, the (i, j + 1) part of AP could not 
possibly have been shifted up from (i + 1, j + 1) in the construction of Af, as this 
would imply that P was not a plane partition. Hence, (i, j + 1) is not in L’ and the 
proof is complete. 
We can now apply this result to the situation of importance to us. 
Lemma 3,2. Let P be in 9 with the property that it has at least two parts o,lr 
maximum size. Let L and L” be the sets of positions which constitute the paths of the 
holes in forming AP from P and A2P from A P, respectively. Then L” dies below and 
to the left of L and does not meet L’. In particular, if (i, j) = %(I’> - %(AP) and 
(r,s)=%(AP)-%(A2P), we have isr and s<j. 
Proof. According to Lemma 3.1, we only need to check the first points of L and 
L”. Let (a, b) be the upper left position in L and let (c, d) be the upper left 
position in L”. If the (a, b + 1) part in P does not have maximum size, the 
definition of A implies that c > a and d < b. On the other hand, if the (a, b + 1) 
part in P does have maximum size, it will shift to position (a, b) in the construc- 
tion of AP and hence, (a, b) = (c, d). In this case, we also see that (a + 1, b) is not 
in L as (a, b + 1) is. Hence, in either case, we can apply 1 .ernma 3.1 to complete 
the proof. 
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Wsing A, we cm define operators Simy essentially due ro Schiitzenberger, each of 
which acts as a bijection from 9 into itself, preserving shape. Before defining 
these, it will fa:,ilitate matters to first introduce some new notation. 
Jet A, Jo and T be partitions such that A 2 p 27. Suppose that we have two skew 
column-strict plane partitions, P = (Pi,) of shape h/p and Q = (Qij) of shape P/T, 
with the property that, if (i, j) is in ~&L/T) and (k, I) is in %(A/p), we have Pkl 6 Qij 
whenever i =S k and j c I, with strict inequality if i < k. We can then define the sum 
Q of P and Q as the skew column-strict plane partition (R,) of shape h/r 
such that Rii = Pij if (i, j) is in %( h/p) and Rij = Qij if (i, j) is in %(F/T). 
If B is in 9 and I is an integer such that -J is strictly less than the smallest part 
in I), we define P + 2 by adding 1 to every part in P. We note that P and P + I have 
the same shape. 
Let i and m be two positive integers with i < m. If P is an element of 9, we can 
write P as PI @I C?@ Pz, where P,, P2 and Q are all in !? and the parts of P, are all 
greater than m + 1, the parts of Q are between i and vz + 1 in size and the parts of 
P2 are all less than i. We allow P,, P2 and Q to be empty. 
We now inductively construct a new array Q’ = (Q;j) based on Q and having the 
Same shape as Q. We start by letting Q1 = Q and letting Q’ be empty. If, at some 
point. we have Q,, Ia 1, and QI is empty, the construction is complete and Q’ is 
defined. If Q, is not empty, let n be the largest part in Q1 and let (r, s) = 
%(Q,) - %(AQ&. We then define Q:, = m + i + I- n, let Q[+, = AO, and continue 
the process. We give an example of this procedure in Fig. 5 with i = 1 and m = 4. 
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With Q’ as defined above, we can finally construct Sim as it acts on P. We let 
Si, (P) = P1 CJ3 a’@&. It is easy to see that Si, (P) has the same shape as P and that 
the parts are nonincreasing along the rows and columns. In fact, Lemma 3.2 
implies that Q’, and hence Si,(P), is column-strict. Also, it is clear from the 
construction of Q’ that, if P has Uj parts equal to j, S,,(P) has wi parts equal to j, 
where wi = U,+i+l_i for i ~j s m + 1 and wi = q otherwise. 
4. Main results 
Recalling the operator lFim from Section 2, we Jte that Fi, and Si, both 
operate on elements of 9, preserving shapes, and both have the same effect on 
the number of parts of a given size. This similarity occurs with good reason. 
Theorem 4.1. For all i s m, we have Sim = lyi,. 
The proof of this result is postponed until Section 5. At present, we note a 
useful special case of this theorem, from which the stronger result can be derived 
easily. 
Theorem 4,2. I,et P be an element of 9 with maximum part size at most m + 1. 
Then T,,,,(P)= S,,,,(P). 
We now have two constructions for the same correspondence. Certain proper- 
ties of the correspondence that are fairly straightforward ir one construction 
appear as surprises with regards to the other. For example, let 2 in G m and let P 
be an element of P such that P has n distinct part sizes bounded by m, 
p,,<p,-6’ - l +92<p1~m, i.e. any part of P equals pi for some i. Define a 
function f on the set {p,, p2,. . . , p,,} by letting f(pi) = n + 1 - i. This function 
extends in a natural way to act on P: if p is lu, part of P, p = pi, we replace p by 
f(pi)* Let q b e a function defined on the set { 1,2, . . . , n} by letting g(i) = 
m + 1 - pi* As with f, g can be extended to act on elements of 9, this time, those P 
whose parts are bounded by n. It is clear from the construction of Si,,l that 
S, ,_,(P)= gS1 “_, f(P). But Theorem 4.2 implies that VI ,,-,(P)= gV1 n_l f(P) 
as well. That VI ,,, can be factored like this is not an obvious property of the 
construction. 
Perhaps even more surprising is the implication of Theorem 2.2 that tells US 
that Sim is an involution. This is a fairly subtle property of Si, and is heavily 
involved with the relationship between h and the Robinson-Schensted map. 
Indeed, up until now, this fact was usually proved as a corollary to theorems 
concerning that relationship (for example, [3, pp. lOl-1071, [5, pp. 58-601, [$I). 
A slight variation of SI ,,, is worth mentioning. Let P be an element of 9 and 
let m be any integer such that the maximum part size of P is at most m + 1. Let 
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S, ,(P) be the array (Qij). We define a new array S(P) of the same shape as P, 
whose (i, j) part is m +2- Qii. My an abuse of our notation, we could write 
S(BP=m+2-S, JP). 
We note that S(P) is independent of the m chosen. In fact, S(P) can be defined 
inductively by adding a part of size n in the (i, j) position to S(AP), where n is the 
maximum far.rt size of P and (i, j) = g(P) - %(AP). 
The operator S maps 9 into 9, the set of all reverse skew column-strict plane 
partitions. The elements of 9 are defined similarly to those of 9, except in the 
former case, the parts are nondecreasing along the rows and strictly increasing 
down the columns. The operator A can be extended in an obvious manner to act 
on elements of 9. This in turn allows us to extend the domain of S to include 9. 
It is easy to see that if Q is an element of 9 with maximum part size at most 
nt + 1. WC can represent S(Q) by S, ,,, (m + 2 - 0). Ti:st S1 ,,, is an involution then 
implies thr’ the same holds true for S. We summarize these various properties of 
S in the following theorem. 
Theorem 4.3. The operator S in an involution of the set 9 U 9 that maps 9 into 9 
and 9, into 9, preserving both shapes and parts. 
This result effectively reduces most enumeration problems concerning 9 to 
prohlcms concerning 9, and vice versa. If we remove the column-strict condition 
on the plane partitions but impose . bound on part size, this equivalence of 
problems still occurs. However, if both the column-strict and the boundedness 
conditions are removed, the enumerative theory of ordinary -lnd reverse plane 
partitions diverge radically, except in certain simple cases. For a further discussion 
of this. WC refer the reader to [3, Chapter 41. 
We close this section by remarking that, in the case where 311 the parts are 
dit*tinct. Schtitzenhcrger [!I] has extended S to act on posets with natural labelings. 
5. The proof of Theorem 4.1 
In this final section. we construct the machinery necessary to give us a proof of 
Theorem -8.1. We start with a closer look at the construction of Sin,. TO 
accomplish this. we want to define another Iclass of operators lying somewhere 
between A zrnd Si,,l. The induction step in ?he final proof will be based on those 
operators. 
Let 1 s i c 112 and let P be an element of 9 whose largest part equals m + 1. We 
can write P = P, BP?. where all the parts of P, are greater than or equal to i and 
the parts of fz are less than i. Let Q be the array with all of its parts equal to i 
and with shape %(Y,)- Wd’P,), where I is the number of parts in P equal to 
HI+ I. We then define 
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In the case that the largest part of P equals m + 1. Ai, essentially represents the 
first few operations in the construction of S,,(P), in which the parts equal to m + 1 
are removed from I? Indeed, it is fairly easy to see that Si+l mAi, = Si, in this 
case. The main property we will need concerning the Ai, is contained in our next 
result. 
Lemma 5.1. Let i, j and m be integers such that 1 g i G j G m - 1. For all skew 
column-strict plane partitions P whose largest part equals m + 1, we haue 
Aij(dj+l m (P)) = Aim(P)- 
Proof. Consider the following operations. Suppose that P has I parts equal to 
m + 1. Remove these 1 parts, thus creating I ‘*holes”. Label the holes from 1 to I, 
starting with the top right and working down and to the left. Let D1 be the 
operation of moving the hole 1 by the shifting process until it can no longer be 
filled by parts greater than j. Let D2 be the similar opel*ation for hole 2, with the 
stipulation that D1 must be used before D2. In general, define Dk to work in a 
similar fashion with hole k, provided Dk-, has been used previously. 
Let Ek, 1 G k G I, be the operator that uses the shifting process to move hole k 
from wherever it is found until it can no longer be filled by parts greater than 
i - 1, provided that Ek_l is used before Ek if k > 1. It should be clear, considering 
Lemma 3.2 and the definition of A, that it suffices to prove the equation 
E,E, __ , l . . E2E,D,Dl-,. l l D,D,(P) = EIDl* l 4 EZDzE, D,(P). 
To prove this, we need to sht)w that E,, commutes with Dk for all k > n. But this 
follows immediately from the observation that, since D,, has preceded E,, the 
latter operation will only involve parts less than j -t- 1, whereas Dk only involves 
parts greater than j. 
?Jsing this property of Ai,, we are led to the basic connection between the 
constructions of Vi, and Sin,, given in the next lemma. It is for this reason that 
‘Pi, and Sim are equal. When P contains parts equal to all values from i to m + 1, 
Theorem 4.1 is fairly simple to prove. The complications arise when, at some 
point, we have a P whose largest part is not m + 1, in which case fiim acts in a 
trivial manner (Lemma 5.3). The construction of Sim avoids such trivial manipula- 
tions. 
Lemma 5.2. Let 1 s i s m and let P be a skew column-strict plane partition whose 
largest part equals m + 1. Then pi,(P) = Aim(P). 
Proof. We will prove this by induction on m - i. First, assume that m = i, Since 
P mm and A,, only affects the parts of P equal to f.& or m + 1, we may assume that 
these are the only parts P has. If, in fact, P onrj has parts equal to m + 1, the 
lemma is simple to verify. 
We may assume that P has parts equal to both m and m + 1. Without loss of 
generality in the following di: cussion, we can consider the case m = 2. Thus, P has 
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the form given in Fig. 6, where a 2 c, b ~4 and P, is an empty arra.y or only 
contains 2’s. 
Consider & = CQ acting on P. PI, if nonempty, is changed to having all of its 
parts equal to 3. fz is changed into P& shown in Fig. 7. & is replaced by a,(&). 
%Vhen AT2 acts on f, the 2’s in PI are not involved in the shifting process and 
are simply increased by 1, which changes them all to 3’s. The shifting process 
begins in P,, and AZ2 changes P2 into A22(P2), which must necessarily equal Pi 
since both have the same shape and the same number of 2’s and 3’s. As for P?, if 
it contains only 2’s, AZ2 simply changes them all to 3’s yielding CM&). On the 
other hand, if P, contains any 3’s, AZ2 changes it into A&&), which equals 
ar-JlQ using induction on the number of rows in the array containing 3’s. Thus, 
@J P) = A&P) and in general, Pm,,, = A,,,,,,. 
Fig. 7. 
We now assume that tlz > i. By the previous case, (Y, = Pm,,, = A,,. Hence, we 
have 
The second equality follows from our use c.>f induction and Lemma 5.1 is used to 
derive the final equality. 
Lemma 5.3. Let 1 s i SW. Let P be a :kew column-strict plane partition with 
Iurgest part size n and smallest part size 1. PJ f &andnsm, thenP,,(P)=P+l. i 
hOOf* B,,,(P)= ai* l l cW,(P)=ai* l l U,(P), since P has no parts greater than n. 
Now. ar, changes all the n’s in P to n + l’s, CY,,_~ changes all the n - l’s to n’s, etc., 
until cy( 1 hanges all the I’s in P to 1+ 1’s. At this point, we have P+ 1. As the 
amalle~,t :lart of P+ I is I+ 1, the remaining (xi don’t affect it. 
t mf. WC are prepared to prove our main theorem. 
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Proof of Theorem 4.1. If P is in 9, we note that Vi, and Sim only affect the parts 
of P that lie between i and m + 1. We can therefore assume, whenever necessary, 
that all of P’s parts lie in this range. If i = m, the parts of P are m’s and m + 1’s. 
In the case that P only contains m’s, the theorem is easy to verify using L,emma 
5.3. Assuming that P contains at least one m + I, we have S,,,,,,(P) = A,,,,,,(P) = 
p,,(P) = V,,,,(P), using Lemma 5.2. 
The proof is completed by inducting on m - i. Let m > i and let n be the 
maximum part size of Z? If n C m + 1, we have 
Tim(P)= %+I ,(P+ l)= Si+l ,(P+ l)- S,,(P)* 
The first equality comes from Lemma 5.3, the second from the induction 
hypotheses, and the last comes from a simple observation concerning Sim. 
Finally, if n = m+l, we have 
vim(P)= pi+, ,(&,(P))=lYi+l m(Ai,(P)) 
= S i+l m(Aim(P))= Sip,,(P)* 
The first and last equalities are derived from easily observed properties of the 
operators, the second equality from Lemma 5.2 and the third equality lemploys 
the induction procedure. This completes the proof of the theorem. 
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