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Weak Pseudo-Physical Measures and Pesin’s Entropy
Formula for Anosov C1-diffeomorphisms.
Eleonora Catsigeras, Marcelo Cerminara, and Heber Enrich
Abstract. We consider C1 Anosov diffeomorphisms on a compact Riemann-
ian manifold. We define the weak pseudo-physical measures, which include the
physical measures when these latter exist. We prove that ergodic weak pseudo-
physical measures do exist, and that the set of invariant probability measures
that satisfy Pesin’s Entropy Formula is the weak∗-closed convex hull of the
ergodic weak pseudo-physical measures. In brief, we give in the C1-scenario of
uniform hyperbolicity, a characterization of Pesin’s Entropy Formula in terms
of physical-like properties.
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1. Introduction
The purpose of this paper is to give, in the C1-scenario of uniform hyperbolicity,
a characterization of those invariant measures that satisfy Pesin’s Entropy Formula
in terms of their physical-like properties. Our main result works, for C1 Anosov
diffeomorphisms, as Ledrappier-Young characterization [LY] of the measures µ that
satisfy Pesin’s Entropy Formula (which holds in the C2 context but not in the
general C1 context), by substituting the property of absolute continuity of the
unstable conditional decomposition of µ, by the weak pseudo-physical property of
its ergodic decomposition.
Pesin Theory [P1, P2] gives relevant tools and results of the modern differ-
entiable ergodic theory. It works for C2 (or at least C1 plus Ho¨lder) dynamical
systems. For instance, for C2 hyperbolic systems, Pesin’s Entropy Formula com-
putes exactly the metric entropy of a diffeomorphism in terms of the mean value
of the sum of its positive Lyaypunov exponents. In the C2 scenario, Pesin’s En-
tropy Formula holds if and only if the invariant measure has absolutely continuous
conditional decomposition along the unstable manifolds. [LY].
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Through the properties of absolute continuity of invariant measures, and mainly
through the absolute continuity of the holonomy along the invariant foliations, Pesin
Theory gives the tools to construct physically significant invariant measures for
C1-plus Ho¨lder systems. Among these measures, the so called Sinai-Ruelle-Bowen
(SRB) measures [Si, R1, B1], have particular relevance to describe the asymptotic
statistics of Lebesgue-positive set of orbits, not only for C1 plus Ho¨lder uniform and
non-uniform hyperbolic systems, but also for C1 plus Ho¨lder partially hyperbolic
systems [PS, BDV]. Precisely, one of the most relevant properties of ergodic
SRB measures for C1 plus Ho¨lder hyperbolic systems, is that they are physical;
namely, their basins of statistical attraction have positive Lebesgue measure, even
for Lebesgue non-preserving systems.
In particular, for transitive Anosov C1 plus Ho¨lder systems, the theorem of
Pesin-Sinai (see for instance [PS]) states that there exists a unique physical mea-
sure: it is the unique invariant probability measure that satisfies Pesin’s Entropy
Formula, and so, the only one with absolutely continuous conditional measures
along the unstable foliation. Besides, its basin of statistical attraction covers
Lebesgue all the orbits. In other words, for a C1 plus Ho¨lder Anosov system,
the definition of physical measure, SRB measure, and measure that satisfies Pesin’s
Entropy Formula, are equivalent.
Nevertheless, in the C1-scenario, the above results do not work, because the
theorems of Pesin Theory that ensure the absolute continuity of unstable condi-
tional measures, and of the holonomies along invariant foliations, fail. Even the
existence of the unstable manifolds, along which one could construct the condi-
tional unstable measures, fails in the C1 context [Pu]. In the particular case of
C1-Anosov diffeomorphisms, invariant C0 foliations with C1 leaves do exist (see for
instance [HPS]), but the holonomies along the invariant foliations are not neces-
sarily absolutely continuous [RoY].
As a consequence, for C1 systems, if one defined SRB measures by the exis-
tence of their absolutely continuous unstable conditional measures, one would lack
the hope to construct them. Nevertheless, one can still define SRB or SRB-like
measures, if one forgets for a while the properties of absolute continuity, and focus
the attention of the properties of statistical attraction. In other words, one can
try to look directly at their physical properties, dodging the lack of conditional
absolute continuity. For that reason, in the C1-scenario, we look for the Lebesgue
abundance of points in their statistical basins (or, more precisely, in the ǫ-approach
of their statistical basins). This search was used in [CE] to construct the SRB-like
or pseudo-physical measures for C0 dynamical systems on a compact Riemannian
manifold. The notion of SRB-like or pseudo-physical measures, even in a non dif-
ferentiable context, translate to the space of probability measures the concept of
statistical attraction defined by Ilyashenko [GIl, Il] in the ambient manifold.
In [Qiu] it is proved that C1 generically, transitive and uniformly hyperbolic
systems do have a unique measure satisfying Pesin’s Entropy Formula. Besides this
measure is physical and its basin of statistical attraction covers Lebesgue almost
all the orbits. In the general C1-scenario with non uniform hyperbolicity, Pesin’s
Entropy Formula was first proved considering systems that preserve a smooth mea-
sure (we call a measure µ smooth if µ≪ Leb, where Leb is the Lebesgue measure).
In fact, for C1 generic diffeomorphisms that preserve a smooth measure µ, [Ta]
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proved that µ satisfies Pesin’s Entropy Formula. Later, in [ST], this formula was
also proved for any C1 partially hyperbolic system that preserves a smooth measure.
If no smooth measure is preserved, in [CCE] is proved that the pseudo-physical
or SRB-like measures still exist and satisfy Pesin’s Entropy Formula, provided that
the system is C1 partially hyperbolic. Recently, and also for C1 partially hyperbolic
systems, [YC] derived a proof of Shub’s Entropy Conjecture [Sh] from their method
of construction of measures that satisfy Pesin’s Entropy Formula.
In this paper we focus on C1 Anosov systems to search for a converse of the
result in [CCE]. Namely, our purpose is to characterize all the invariant measures
that satisfy Pesin’s Entropy Formula. First, we need to generalize the concept
of pseudo-physical or SRB-like measure. So, we define the weak pseudo physical
measures µ, by taking into account only the ǫ-approach of its basin of statistical
attraction up to time n, which we denote by Aǫ, n(µ), and the exponential rate of
the variation of the Lebesgue measure of Aǫ, n(µ) when n → +∞ (Definition 1.3).
In Theorem 1 we study general properties of the weak pseudo physical measures,
which do always exist. We prove that for any C1 Anosov diffeomorphism, the weak
pseudo-physical measures satisfy Pesin’s Entropy Formula (Part a) of Theorem 2).
Besides, we prove a converse result, to conclude that the set of invariant measures
that satisfy Pesin’s Entropy Formula is the closed convex hull of the weak pseudo-
physical measures (Theorem 2).
So, Theorem 2 characterizes all the measures that satisfy Pesin’s Entropy For-
mula in terms of the statistical properties that define the weak pseudo-physical
notion. Nevertheless, as far as we know, no example is still known of a C1 Anosov
diffeomorphism for which weak pseudo-physical measures are not physical. In other
words, there are not known examples of C1-Anosov systems such that an ergodic
measure satisfies Pesin’s Entropy Formula and is non physical.
The proof of Theorem 2 is based on the construction of local C1 pseudo-unstable
foliations, which approach the local C0 unstable foliation, and allow us to apply
a Fubini decomposition of the Lebesgue measure of the ǫ-basin Aǫ, n(µ), for any
ergodic measure µ. The pseudo-unstable foliations are constructed via Hadamard
graphs whose future iterates have bounded dispersion. This method was introduced
by Man˜e´ in [Man˜] to prove Pesin’s Entropy Formula in the C1 plus Ho¨lder context.
Much later, it was applied also to C1 systems in [ST] and [CCE].
As said above, in Theorem 2 of this paper, we prove that the weak pseudo-
physical condition for the ergodic components of an invariant measure, is necessary
and sufficient to satisfy Pesin’s Entropy Formula. The sufficient condition is just
a corollary of the results in [CCE]. On the contrary, the proof of the necessary
condition is new, although it is also strongly based on Man˜e´’s method to construct,
via Hadamard graphs, the C1-pseudo unstable foliations.
As a subproduct of the proof of Theorem 2, we also obtain an equality for
any ergodic measure of a C1-Anosov diffeomorphism, even for measures that do
not satisfy Pesin’s Entropy Formula. This equality, which is stated in Theorem 3,
considers the exponential rate
a(µ) := lim
ǫ→0+
lim sup
n→+∞
log Leb(Aǫ,n(µ))
n
,
according to which the Lebesgue measure of the ǫ-basin Aǫ,n(µ) of each ergodic
measure µ varies with time n. Theorem 3 equals the exponential rate a(µ) with
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the difference
hµ(f)−
∫ ∑
i
χ+i dµ,
where hµ(f) is the metric entropy and {χ
+
i } are the positive Lyapunov exponents.
So, in the particular case of ergodic measures µ satisfying Pesin’s Entropy Formula,
the exponential rate a(µ) is null, and conversely.
1.1. Definitions and Statement of the Results. Let M be a compact,
connected, Riemannian C1-manifold without boundary and let f : M 7→ M be
continuous.
Definition 1.1. (Empiric Probability) For each x ∈ M, n ∈ N+, the
empiric probability σn(x) along the finite piece of the future orbit of x up to time
n, is defined by
σn(x) :=
1
n
n−1∑
j=0
δfj(x),
where δy denotes the Dirac delta probability measure supported on the point y ∈M .
We denote byM the space of all the Borel probability measures onM , endowed
with the weak∗ topology. We denote by Mf ⊂ M the space of f -invariant Borel
probability measures. It is well known that M and Mf are nonempty, weak∗
compact, metrizable, sequentially compact and convex topological spaces. We fix
and choose a metric dist∗ in M that induces the weak∗ topology.
Definition 1.2. (Basin and pseudo basin of attraction of a mea-
sure.) Let µ ∈ M and ǫ > 0. We construct the following measurable sets in the
manifold M :
(1.1) B(µ) :=
{
x ∈M : lim
n→+∞
σn(x) = µ
}
;
(1.2) Aǫ(µ) :=
{
x ∈M : lim inf
n→+∞
dist∗(σn(x), µ) < ǫ
}
;
(1.3) Aǫ, n(µ) :=
{
x ∈M : dist∗(σn(x), µ) < ǫ
}
.
We call B(µ) the basin of attraction of µ. We call Aǫ(µ) the ǫ-pseudo basin of
attraction of µ. We call Aǫ, n(µ) the ǫ-pseudo basin of µ up to time n.
In the sequel we denote by Leb the Lebesgue measure of M , renormalized to
be a probability measure.
Definition 1.3. (Physical, Pseudo-Physical and Weak Pseudo-Phys-
ical Measures)
Let µ ∈M. We call µ physical if Leb(B(µ)) > 0.
We call µ pseudo-physical if Leb(Aǫ(µ)) > 0 for all ǫ > 0.
We call µ weak pseudo-physical if
(1.4) lim sup
n→+∞
1
n
log Leb(Aǫ, n(µ)) = 0 ∀ ǫ > 0.
We denote
Pf :=
{
µ ∈M : µ is weak pseudo-physical
}
.
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On the one hand, it is standard to check that for continuous mappings f :M 7→
M the physical measures, if they exist, are f -invariant. Also, pseudo-physical are
f -invariant (see [CE]), page 153, and as proved in Theorem 1.3 of [CE], the set of
pseudo-physical measures is never empty, weak∗ compact and independent of the
chosen metric dist∗ that induces the weak∗ topology ofM. Besides, it is immediate
to check that physical measures, if they exist, are particular cases of the always
existing pseudo-physical measures.
On the other hand, in this paper we will generalize the previous results that
hold for pseudo-physical measures, by proving the following properties also for weak
pseudo-physical measures:
Theorem 1. Let f : M 7→M be a continuous map. Then:
a) Weak pseudo-physical measures are f -invariant.
b) Physical measures and pseudo-physical measures are particular cases of weak
pseudo-physical measures.
c) Weak pseudo-physical measures do always exist.
d) The set Pf of weak pseudo-physical measures does not depend on the choice of
the metric dist∗ that induces the weak∗ topology on M.
e) Pf is weak
∗-compact, hence sequentially compact.
f) lim
n→+∞
dist∗(σn(x),Pf ) = 0 for Lebesgue almost all x ∈M .
g) If the weak pseudo-physical measure µ is unique, then it is physical and its basin
of attraction B(µ) covers Lebesgue a.e. x ∈M .
Remark 1.4. Weak pseudo-physical measures are not necessaritly ergodic (see
Example 5.4 of [CE]).
Now, let f ∈ Diff1(M) be a C1 diffeomorphism on M .
Definition 1.5. (Anosov diffeomorphisms) The diffeomorphism f is called
Anosov if there exists a Riemannian metric ofM and asplitting TM = E⊕F which
is continuous and non trivial (i.e. dim(E), dim(F ) 6= 0), and a constant λ < 1, such
that
(1.5) ‖Dfx|E(x)‖, ‖Df
−1
x |F (x)‖ ≤ λ ∀ x ∈M.
We call E and F the stable and unstable subbundles respectively. We call λ the
(uniform) hyperbolicity constant.
Remark 1.6. We observe that the condition of continuity of the unstable and
stable subbundles is redundant in Definition 1.5. Besides, since the manifold is
connected, from the continuity of F and E we deduce that they are uniformly
transversal sub-bundles and dim(F ) and dimE are constants.
From inequalities (1.5), for any Anosov diffeomorphism f and for any regular
point x ∈ M , the minimum Lyapunov exponent along F (x) is not smaller than
logλ−1 > 0, and the maximum Lyapunov exponent along E is not larger than
logλ < 0. Thus, for any regular point x ∈ M all the Lyapunov exponents along
E(x) are strictly negative and bounded away from zero, and all the Lyapunov
exponents along F (x) are strictly positive and bounded away from zero.
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Definition 1.7. (Pesin’s Entropy Formula) Let f ∈ Diff1(M). Let
µ ∈Mf . We say that µ satisfies Pesin’s Entropy Formula if
hµ(f) =
∫ dim(M)∑
i=1
χ+i (x) dµ,
where hµ(f) is the metric entropy of f with respect to µ; for µ-a.e. x ∈ M the
Lyapunov exponents of the orbit of x are denoted by
χ1(x) ≥ χ2(x) ≥ . . . ≥ χdimM (x);
and χ+i (x) := max{χi(x), 0}.
Recall that for any C1- Anosov diffeomorphism f , the set of measures that
satisfy Pesin’s Entropy Formula is nonempty (see for example Theorems 4.2.3 and
4.5.6 of [Ke]).
The main purpose of this paper is to prove the following result:
Theorem 2. For C1 Anosov diffeomorphisms, the set of ergodic weak pseudo-
physical measures is nonempty, and the set of invariant probability measures that
satisfy Pesin’s Entropy Formula is its closed convex hull.
The following is an equivalent restatement of Theorem 2:
a) All the weak pseudo-physical measures satisfy Pesin’s Entropy Formula.
b) Any invariant probability measure µ satisfies Pesin’s Entropy Formula if and
only if its ergodic components µx are weak pseudo-physical µ-a.e. x ∈M .
From Theorem 2, we obtain the following consequence:
Corollary 1.8. If f ∈ Diff1(M) is Anosov, then for Lebesgue-almost all x ∈
M any convergent subsequence of the empirical probabilities σn(x) converges to a
measure that satisfies Pesin’s Entropy Formula.
Proof. From Assertion f) of Theorem 1, for Lebesgue-almost all x ∈ M any
convergent subsequence of {σn(x)}n≥1 converges to a weak pseudo-physical measure
µ. Thus, applying part a) of Theorem 2 µ satisfies Pesin’s Entropy Formula. 
The arguments to prove Theorem 2 are based in the following more general
result, which we will prove along the paper:
Theorem 3. If f ∈ Diff1(M) is Anosov, if F denotes its unstable sub-bundle,
and if µ is an ergodic probability measure for f , then the ǫ-pseudo basin Aǫ,n(µ) of
µ up to time n satisfies the following equality:
(1.6) lim
ǫ→0+
lim sup
n→+∞
log Leb(Aǫ, n(µ))
n
= hµ(f)−
∫
log | detDf |F dµ.
1.2. Organization of the paper. In Section 2 we prove Theorem 1, which
states the general properties of weak pseudo physical measures for any continuous
map f :M 7→M .
In Section 3, for Anosov diffeomorphisms, we prove part a) of Theorem 2 and
also the first part of b). Precisely, we prove that the weak pseudo-physical prop-
erty of the ergodic components is a sufficient condition to satisfy Pesin’s Entropy
Formula.
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In Section 4, for Anosov diffeomorphisms, we prove the converse statement in
part b) of Theorem 2. Namely, the weak pseudo-physical property of the ergodic
components is also a necessary condition to satisfy Pesin’s Entropy Formula.
Through the proof of Theorem 2, we obtain some stronger intermediate results
that hold for any ergodic measure. Finally, at the end of Section 4, we join those
intermediate results to prove Theorem 3.
2. Properties of the weak pseudo-physical measures
The purpose of this section is to prove Theorem 1. Along this section, we
assume that f is only a continuous map from a compact Riemannian manifold M
into itself.
Let us divide the proof of Theorem 1 into its assertions a) to f):
Theorem 1 a) Any weak pseudo-physical measure µ is f -invariant.
Proof. From Equality (1.4), for any fixed value of ǫ > 0 there exists nj → +∞
such that Leb(Aǫ, nj (µ)) > 0. Thus, there exists xj ∈M such that
(2.1) dist∗(σnj (xj), µ) < ǫ.
Since σnj (xj) ∈ M and M is sequentially compact, it is not restrictive to assume
that {σnj (xj)} is weak
∗ convergent. Denote by ν its limit. We assert that ν is
f -invariant. In fact, consider the operator f∗ : M 7→ M defined by f∗(ν)(B) =
ν(f−1(B)) for any Borel measurable set B ⊂M . Then f∗(δy) = δf(y) for all y ∈M ;
hence f∗(σnj (xj)) = σnj (f(xj)) for all j ∈ N.
It is well known that f∗ is continuous. Thus, taking limit in the weak∗ topology,
we obtain:
f∗(ν) = lim
j→+∞
f∗(σnj (xj)) = lim
j→+∞
σnj (f(xj)).
Since
σnj (xj) =
1
nj
nj−1∑
i=1
δfi(xj), σnj (f(xj)) =
1
nj
nj−1∑
i=1
δfi+1(xj),
we deduce that the total variation of the signed measure σnj (xj)− f
∗(σnj (xj)) is
|σnj (xj)− f
∗(σnj (xj))| ≤
1
nj
(
δxj + δfnj (xj)
)
.
Thus limj→+∞ σnj (xj) = limj→+∞ f
∗(σnj (xj)), hence ν = f
∗(ν), or equivalently ν
is f -invariant.
From (2.1) dist∗(ν, µ) ≤ ǫ. We have proved that for all ǫ > 0 there exists
ν ∈ Mf such that dist
∗(µ, ν) ≤ ǫ. Since Mf is sequentially compact, we deduce
that µ ∈Mf , as wanted. 
Theorem 1 b) Any physical or pseudo-physical measure is weak pseudo-physical.
Proof. Trivially any physical measure is pseudo-physical. So, it is only left to
prove that any pseudo-physical measure µ is weak pseudo-physical. Consider x ∈
Aǫ(µ). From equality (1.2), there exists nj → +∞ such that dist
∗(σnj (x), µ) < ǫ.
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Therefore, from (1.3) x ∈
⋂
N≥1
⋃
n≥N Aǫ, n(µ). Since the latter assertions holds for
all x ∈ Aǫ(µ), we have proved that
Aǫ(µ) ⊂
⋂
N≥1
⋃
n≥N
Aǫ, n(µ).
As µ is pseudo-physical, we deduce:
(2.2) Leb
( ⋂
N≥1
⋃
n≥N
Aǫ, n(µ)
)
≥ Leb
(
Aǫ(µ)
)
> 0 ∀ǫ > 0.
Now, assume by contradiction, that µ is not weak pseudo-physical. Taking into
account that Leb(Aǫ, n(µ)) ≤ 1, from the contrary of equality (1.4), we deduce that
there exist ǫ > 0 and a > 0 such that
lim sup
n→+∞
1
n
log Leb(Aǫ, n(µ)) = −2a < 0.
Therefore, there exists N ≥ 0 such that Leb(Aǫ, n(µ) ≤ e
−an for all n ≥ N, from
where we deduce that
+∞∑
n=1
Leb(Aǫ, n(µ) < +∞. Finally, applying Borell-Cantelli
Lemma, we conclude that Leb
( ⋂
N≥1
⋃
n≥N
Aǫ, n(µ)
)
= 0, contradicting inequality
(2.2). 
Theorem 1 c) Weak pseudo-physical measures do exist.
Proof. In Theorem 1.3 of [CE], it is proved for any continuous map f on a
compact manifold, that the pseudo-physical measures (which in that paper are also
called SRB-like or observable) do exist. Since any pseudo-physical measure is weak
pseudo-physical, these latter measures always exist. 
Theorem 1 d) The set Pf of weak pseudo-physical measures does not depend on
the choice of the metric in M that induces the weak∗ topology.
Proof. Take two metrics dist∗1 and dist
∗
2, both inducing the weak
∗ topology
on M. We assume that µ is weak pseudo-physical according to dist∗1, and let us
prove that it is also weak pseudo-physical according to dist∗2.
Since both metric induce the same topology, for any ǫ > 0 there exists δ > 0
such that
(2.3) ρ ∈M, dist∗1(ρ, µ) < δ ⇒ dist
∗
2(ρ, µ) < ǫ.
In the notation of equality (1.3), add a subindex 1 or 2 to denote the sets A·, n, 1(µ)
and A·, n, 2(µ), according to which metric (dist
∗
1 and dist
∗
2, respectively) is used to
define them. So, from assertion (2.3) we have: Aδ, n, 1(µ) ⊂ Aǫ, n, 2, from where
Leb
(
Aδ, n, 1(µ)
)
≤ Leb
(
Aǫ, n, 2(µ)
)
.
Since we are assuming that µ is weak pseudo-physical according to dist∗1, from
equality (1.4) we know that
lim sup
n→+∞
log Leb(Aδ, n, 1(µ))
n
= 0.
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Then,
lim sup
n→+∞
log Leb(Aǫ, n, 2(µ))
n
≥ 0.
As ǫ > 0 was arbitrarily chosen, the latter inequality holds for all ǫ > 0. But the
limit in the latter inequality is non positive because Leb is a probability measure.
We conclude that
lim sup
n→+∞
log Leb(Aǫ, n, 2(µ))
n
= 0 ∀ ǫ > 0,
ending the proof that µ is also weak pseudo-physical with respect to the metric
dist∗2. 
Theorem 1 e) The set Pf of weak pseudo-physical measures is weak∗-compact.
Proof. Since Pf ⊂ M and M is weak∗-compact, it is enough to prove that
Pf is weak∗-closed. Assume µj ∈ Pf and µ ∈M such that
lim
j→+∞
dist∗(µj , µ) = 0
We will prove that µ ∈ Pf . For any given ǫ > 0, choose and fix j such that
dist∗(µj , µ) < ǫ/2. Thus, from equality (1.3) and the triangle property, we obtain:
Aǫ/2, n(µj) ⊂ Aǫ, n(µ), from where
(2.4) Leb
(
Aǫ/2, n(µj)
)
≤ Leb
(
Aǫ, n(µ)
)
.
Since µj ∈ Pf , we can apply equality (1.4) to Leb
(
Aǫ/2, n(µj)
)
, which joint with
inequality (2.4) implies:
lim sup
n→+∞
1
n
log Leb
(
Aǫ, n(µ)
)
≥ 0.
Finally, since Leb is a probability measure, we deduce that the above limsup equals
0, concluding that µ ∈ Pf as wanted. 
Theorem 1 f) lim
n→+∞
dist∗(σn(x),Pf ) = 0 for Lebesgue almost all x ∈M .
Proof. Theorem 1.5 of [CE], states that the distance between σn(x) and the
set of pseudo-physical measures converges to zero with n → +∞ for Lebesgue
almost all x ∈ M . Since the pseudo-physical measures are contained in Pf , we
trivially deduce the wanted equality. 
Theorem 1 g) If the weak pseudo-physical measure µ is unique, then it is physical
and its basin of attraction B(µ) covers Lebesgue a.e. x ∈M .
Proof. It is an immediate consequence of part f). 
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3. Sufficient condition for Pesin’s Entropy Formula
In the sequel we assume that the map f ∈ Diff1(M) is Anosov. The purpose
of this section is to deduce, as an immediate consequence from previous known
results, part a) of Theorem 2, and the sufficient condition to satisfy Pesin’s Entropy
Formula in part b) of Theorem 2. Namely, we will deduce that if all the ergodic
components of an f -invariant measure µ are weak pseudo-physical, then µ satisfies
Pesin’s Entropy Formula.
Recall Definition 1.2, which defines the ǫ-pseudo basin Aǫ, n(µ) up to time n of
a probability measure µ. We will apply the following result:
Theorem 3.1. [CCE] Let M be a compact Riemannian manifold of finite
dimension. Let f ∈ Diff1(M) be Anosov with hyperbolic splitting TM = E ⊕ F ,
where E and F are the stable and unstable sub-bundles respectively. Then, the
following inequality holds for any f -invariant µ ∈ M:
(3.1) lim
ǫ→0+
lim sup
n→+∞
logLeb(Aǫ, n(µ))
n
≤ hµ(f)−
∫
log | detDf |F dµ.
Proof. See Proposition 2.1 in [CCE].
Remark 3.2. For the non negative Lyapunov exponents, we adopt the notation
χ+i (x) as in Definition 1.7. For any f ∈ Diff
1(M), Margulis and Ruelle inequality
[Mar, R2] states:
(3.2) hµ(f) ≤
∫ dim(M)∑
i=1
χ+i (x) dµ.
Thus, Pesin’s Entropy Formula holds for an invariant measure µ, if and only if the
following inequality holds:
hµ(f) ≥
∫ dim(M)∑
i=1
χ+i (x) dµ.
Besides, from Definition 1.5, and from the formula of the integral of the volume
form along the unstable sub-bundle F , we obtain the following equality for Anosov
diffeomorphisms:
∫ dim(M)∑
i=1
χ+i (x) dµ =
∫
log | detDf |F | dµ.
Joining the above assertions, we conclude:
Let f ∈ Diff1(M) be Anosov, and F be its unstable sub-bundle. Then, any
f -invariant probability measure µ satisfies Pesin’s Entropy Formula if and only if
(3.3) hµ(f) ≥
∫
log | detDf |F | dµ.
We are ready to deduce part a) of Theorem 2, which is indeed a corollary of
Theorem 3.1:
Part a) of Theorem 2: If f ∈ Diff1(M) is Anosov and if µ is a weak pseudo-
physical f -invariant measure, then µ satisfies Pesin’s Entropy Formula. Therefore,
the set of invariant probability measures that satisfy Pesin’s Entropy Formula is
nonempty.
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Proof. By contradiction, assume that µ does not satisfy Pesin’s Entropy For-
mula. According to Remark 3.2, inequality (3.3) does not hold:
hµ(f)−
∫
log | detDf |F | dµ < 0.
Therefore, applying inequality (3.1) of Theorem 3.1, we conclude that there exists
ǫ > 0 such that
lim sup
n→+∞
log Leb(Aǫ, n(µ))
n
< 0.
So, equality (1.4) does not hold; hence µ is not weak pseudo-physical, contradicting
the hypothesis. We have proved that all the weak pseudo-physical measures for f
satisfy Pesin’s Entropy Formula. From part c) of Theorem 1, weak pseudo-physical
measures do exist. So, the set of measures that satisfy Pesin’s Entropy Formula is
nonempty. 
We now recall the following well known result (see for instance Theorems 4.3.7
and 4.5.6 of [Ke]):
Theorem 3.3. Let f ∈ Diff1(M) be Anosov. An f -invariant measure µ satisfies
Pesin’s Entropy Formula if and only if its ergodic components µx satisfy it for µ-a.e.
x ∈M .
Proof. On the one hand, we recall that any Anosov C1 diffeomorphism f is
expansive, and for any expansive homeomorphism f onM the metric entropy hµ(f)
depends upper semi-continuously on the f -invariant measure µ (see for instance
Theorem 4.5.6 of [Ke]). So, we can apply the theorem of the Affinity of the Entropy
Function (see Theorem 4.3.7 of [Ke]), which states that
(3.4) hµ(f) =
∫
hµx(f) dµ(x),
where the measures µx for µ− a.e. x ∈M are the ergodic components of µ.
On the other hand, the ergodic decomposition theorem states that
(3.5)
∫
log | detDf |F | dµ =
∫
dµ(x)
( ∫
| detDfy|F (y)| dµx(y)
)
.
Joining Equalities (3.4) and (3.5), and taking into account Margulis and Ruelle
inequality (3.2), we deduce that
hµ(f)−
∫
log | detDf |F | dµ = 0
if and only if
hµx(f)−
∫
log | detDf(y)|F (y)| dµx(y) = 0 for µ− a.e. x ∈M,
ending the proof of Theorem 3.3. 
As a consequence we obtain:
Part b) of Theorem 2, sufficient condition: If f ∈ Diff1(M) is Anosov
and if µ is an invariant measure whose ergodic components µx are weak pseudo-
physical for µ-a.e. x ∈M , then µ satisfies Pesin’s Entropy Formula.
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Proof. From the hypothesis, and applying part a) of Theorem 2, we deduce
that the ergodic components µx of µ satisfy Pesin’s Entropy Formula for µ-a.e.
x ∈M . So, from Theorem 3.3, the measure µ also satisfies this formula. 
4. Necessary condition for Pesin’s Entropy Formula
In this section we will prove the necessary condition to satisfy Pesin’s Entropy
Formula, as stated in part b) of Theorem 2. Precisely, we will prove that if f ∈
Diff1(M) is Anosov, and if the f -invariant measure µ satisfies Pesin’s Entropy
Formula, then the ergodic components of µ are weak pseudo-physical. We will also
prove the equality of Theorem 3 for any ergodic measure µ.
4.1. Previous known properties for Anosov diffeomorphisms. .
Expansivity. Recall that any Anosov diffeomorphism f is expansive (see for
instance Lemma 3.4 in [B2]). Namely, there exists a constant α > 0, which is
called the expansivity constant, such that
dist(fn(x), fn(y)) < α ∀n ∈ Z ⇒ x = y.
Given two partitions Q and R, the partition Q ∨R is defined by
Q∨R =
{
Q ∩R : Q ∈ Q, R ∈ R
}
.
Metric entropy for expansive systems. Recall the following result, which
follows from Kolmorgorov-Sinai Theorem in the case of expansive homeomorphisms
(see for instance, Proposition 2.5 of [B2], or also Theorem 3.2.18 and Lemma 4.5.4
of [Ke]):
If R is a finite partition whose pieces are Borel measurable sets and have diam-
eter smaller than the expansivity constant α, then
⋃+∞
n=0{
∨k=+n
k=−n f
−jR} generates
the Borel σ-algebra, and for any f -invariant measure µ, the metric entropy hµ(f)
can be computed by:
(4.1) hµ(f) = lim sup
n→+∞
H(Rn, µ)
n
, where Rn :=
n−1∨
j=0
f−j(R), and
(4.2) H(Rn, µ) := −
∑
Y ∈Rn
µ(Y ) log(µ(Y )) ≤ log#{Y ∈ Rn : µ(Y ) > 0}.
Note: In (4.2) at right, #P denotes the number of elements of the finite set P .
Rectangles. Recall the definition of rectangle R in the manifold M for the
Anosov diffeomorphism f . (See [B2], page 78.) In particular a rectangle R is
proper if R = R = int(R). For any proper rectangle R and any x ∈ R denote
W sR := connected component(W
s(x) ∩R) ∋ x,
WuR := connected component(W
u(x) ∩R) ∋ x,
where W s(x), Wu(x) are the stable and unstable submanifolds of the point x.
The properties below follow from the definition of rectangle R:
(i) For any pair of points x, y ∈ R there exists a unique point, which we denote
by [x, y], defined by
[x, y] :∈ W sR(x) ⋔W
u
R(x).
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(ii) There exists a constant KR > 0 such that, if L ⊂ R is a local embedded
C1-submanifold, with dimension equal to the unstable dimension, and such that L
intersects transversally the local stable manifolds W sR(x) for all x ∈ R, then
(4.3) LebL(L) ≥ K−1R ,
where LebL denotes the Lebesgue measure along L.
We recall the definition of Markov partition R = {Ri}1≤i≤k into rectangles Ri
(see [B2], pages 78–79) and the following well known result:
Theorem 4.1. (Existence of Markov Partitions).
Let f ∈ Diff1(M) be Anosov. Then, for all δ > 0 there exists a Markov partition
whose rectangles have diameter smaller than δ.
Proof. See Theorem 3.12 of [B2].
Definition 4.2. (Dynamical rectangle)
Let R be a Markov partition of the manifold M , let x ∈ M and denote by
R(x) the rectangle of R that contains x. Let n be a positive natural number. The
dynamical rectangle Rn(x) that contains x is defined by
Rn(x) :=
n−1⋂
j=0
f−j(R(f j(x))).
The following property follows from the definition of Markov Partition (see
Condition (b) in [B2], page 79):
(4.4) ∀ n ≥ 0, if y ∈ Rn(x) then W
s
R(y) ⊂ Rn(x).
4.2. Technical Lemmas.
Lemma 4.3. Let f be an Anosov diffeomorphism on a compact manifold. Then,
for any finite Markov partition R, there exists a constant K0 > 0 satisfying the
following inequality for any f -invariant probability measure µ, for any 0 < ǫ < 1/4,
for any Borel measurable set A ⊂ M such that µ(A) > 1 − ǫ, and for any natural
number n ≥ 1:
(4.5) log#{Y ∈ Rn : Y ∩A 6= ∅} ≥ H(Rn, µ)−n ·K0 ·ǫ+ǫ log ǫ+(1−ǫ) log(1−ǫ).
Proof. Denote An :=
⋃{
Y ∈ Rn : A ∩ Y 6= ∅
}
. Since A ⊂ An we have
µ(An) > 1 − ǫ. If µ(An) = 1 then inequality (4.5) holds trivially as a consequence
of (4.2). So, let us prove Lemma 4.3 in the case
1− ǫ < µ(An) < 1; hence 0 < µ(M \An) < ǫ.
By definition:
H(Rn, µ) := −
∑
Y∈Rn
µ(Y ) logµ(Y )
= −
∑
Y⊂An
µ(Y ) logµ(Y )−
∑
Y⊂M\An
µ(Y ) logµ(Y )
= −µ(An)
∑
Y⊂An
µ(Y )
µ(An)
log
( µ(Y )
µ(An)
)
−
∑
Y⊂An
µ(Y ) log µ(An)
−µ(M \An)
∑
Y⊂M\An
µ(Y )
µ(M \An)
log
( µ(Y )
µ(M \An)
)
−
∑
Y⊂M\An
µ(Y ) logµ(M \An).
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Construct the probability measures µ1 and µ2 defined by the following equalities
for all Borelian set B ⊂M :
µ1(B) := µ(B ∩ An)/µ(B), µ2(B) := µ(B ∩ (M \An))/µ(M \An).
We obtain
H(Rn, µ) = −µ(An)
∑
Y⊂An
µ1(Y ) log
(
µ1(Y )
)
− µ(An) log µ(An)
−µ(M \An)
∑
Y⊂M\An
µ2(Y ) log
(
µ2(Y )
)
− µ(M \An) logµ(M \An).
Applying inequality (4.2):
H(Rn, µ) ≤ log#
{
Y ∈ Rn : Y ⊂ An
}
− µ(An) logµ(An)
+µ(M \An) · log#Rn − µ(M \An) logµ(M \An).
Taking into account that 0 < µ(M \ An) < ǫ < 1/4 and that −u logu is strictly
increasing for 0 < u < 1/4 and strictly decreasing for u > 3/4, we obtain:
H(Rn, µ) ≤
log#
{
Y ∈ Rn : Y ⊂ An
}
+ µ(M \An) · log#Rn − ǫ log ǫ− (1 − ǫ) log(1− ǫ) ≤
log#
{
Y ∈ Rn : Y ⊂ An
}
+ ǫ · n ·K0 · −ǫ log ǫ− (1− ǫ) log(1 − ǫ),
where
K0 := sup
n≥1
log#Rn
n
> 0
Therefore, to end the proof of Lemma 4.3 it is enough to show that K0 < +∞. In
fact, for a Markov partition R, any rectangle Y ∈ Rn is obtained as a connected
component of the intersection f−n(Ri)∩Rj for some pair of rectangles Ri, Rj ∈ R.
Fixing Ri ∈ R, the maximum number of connected components of the intersections
of f−n(Ri) with the rectangle Rj of the partition, is upper bounded the following
quotient
max
{
Leb(W sf−n(Ri)(y)) : y ∈ f
−n(Ri)
}
min
{
Leb(W sRj (x)) : x ∈ Rj
} ≤
dn
max
{
Leb(W sRi(x)) : x ∈ Ri
}
min
{
Leb(W sRj (x)) : x ∈ Rj
} =: dn · qi,j ,
where
d := max
{∣∣detDf−1x |E(x)∣∣ : x ∈M
}
.
Thus, denoting k := #R, we have
#Rn ≤ k
2 · dn ·max
{
qi,j : 1 ≤ i, j ≤ k
}
.
We conclude that
lim sup
n→+∞
log#Rn
n
≤ d < +∞,
which implies K0 := supn≥1
log#Rn
n
< +∞, ending the proof of Lemma 4.3. 
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In the following Lemma we will construct a local C1-foliation, whose leaves
are pseudo-unstable manifolds ǫ- approaching (in the C1-topology) the true local
unstable manifolds of any rectangle of a given Markov partition.
Lemma 4.4. Let f ∈ Diff1(M) be Anosov. Denote the stable and unstable
subbundles by E and F , respectively. Denote the expansivity constant by α > 0.
Then, for all ǫ > 0 there exist 0 < δ0 < α and K > 0 such that, for any finite
Markov partition R = {Ri}1≤i≤k into rectangles with diameter smaller than δ0,
there exists a finite family {Li}1≤i≤k of local foliations Li, each one defined in an
open neighborhood of each rectangle Ri, satisfying the following properties for all
1 ≤ i ≤ k, for all x ∈ Ri and for all n ≥ 0:
a) Li is C1-trivializable and its leaves are dim(F )- dimensional.
b) dist
(
Ffn(x), Tfn(x)f
n(Li(x))
)
< ǫ, where Li(x) denotes the leaf of the foliation
Li that contains x.
c) K−1e−nǫ ≤
∣∣∣det dDfnx |Tx(Li(x))
∣∣∣∣∣∣detDfnx |F (x)
∣∣∣ ≤ K e
nǫ.
d) There exist a point xi ∈ Ri and an open subset A
s
i ⊂ W
s
Ri
(xi), in the topology
of the stable submanifold W s(xi), such that
LebW
s(xi)
(
Asi
)
≥ K−1,
where LebW
s(xi) denotes the Lebesgue measure along the submanifold W s(xi); and
besides, if y ∈ Asi , then
Lebf
n(Li(y))
(
fn
(
Li(y) ∩Rn(x)
))
≥ K−1,
where Lebf
n(Li(y)) denotes the Lebesgue measure along the submanifold Li(y).
Proof. Proposition 3.6 of [CCE] states the existence of δ0 > 0 and the local
C1-foliation Li satisfying (a), (b) and (c). So, it is enough to prove that if ǫ > 0
is small enough, then any local C1-foliation Li defined in a neighborhood of the
rectangle Ri and satisfying (a) and (b), also satisfies (d) for some constant K > 0.
In fact, choose and fix any point xi in the interior of the rectangle Ri. From the
definition of rectangle, for each z ∈ Ri there exists a unique point in the transversal
intersection
W sRi(z) ⋔ W
u
Ri(xi) 6= ∅.
By continuity of the transversal intersection between C1-manifolds, there exists
ǫ′ > 0 such that the following assertion holds:
If dist(xi, y) < ǫ
′ and if Li is any local foliation whose leaves have dimension
dim(F ), are C1, and are ǫ′-near the unstable local leaves of Ri in the C
1-topology,
then for each z ∈ Ri the intersection W
s
Ri
(z) ⋔ Li(y) is transversal and contains a
single point.
In particular, we obtain:
(4.6) W sRi(z) ⋔ Li(y) 6= ∅
∀ y ∈ W sRi(xi) such that dist(xi, y) < ǫ
′, ∀ z ∈ Rn(x) ⊂ Ri, ∀ x ∈ Ri.
Define
Asi :=
{
y ∈W sRi(xi) : dist(xi, y) < ǫ
′
}
.
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By construction Asi is an open subset of the local stable submanifold W
s
Ri
(xi), in
the topology of this submanifold. Construct a real number Ki > 0 large enough so
(4.7) LebW
s(xi)
(
Asi
)
≥ K−1i .
From assertion (4.6) we deduce
fn
(
Li(y) ∩Rn(x)
)
⋔W sfn(Rn(x))(w) 6= ∅
for all y ∈ Asi and for all w ∈ f
n(Rn(x)).
From the definition of the dynamical rectangle Rn(x) and from the properties
of the Markov partition, there exists a rectangle Rj ∋ fn(x) of the partition such
that local stable manifold W sRj (w) ⊃W
s
fn(Rn(x))
(w) for all w ∈ Rj .
So, we deduce
fn
(
Li(y) ∩Rn(x)
)
⋔ W sRj (w) 6= ∅
for all y ∈ Asi and for all w ∈ Rj . In other words, the pseudo-unstable dim(F )−
submanifold fn
(
Li(y)∩Rn(x)
)
intersects transversally all the local stable subman-
ifolds of the rectangle Rj where it is contained. Thus, applying inequality (4.3) we
have
(4.8) Lebf
n(Li)fn
((
Li(y) ∩Rn(x)
))
≥
1
KRj
.
Finally, define K = max1≤i≤k{KRi, Ki}. From inequalities (4.7) and (4.8), we
conclude assertion d), as wanted. 
4.3. End of the proofs of Theorems 2 and 3. For any probability measure
µ recall equality (1.3), defining the measurable set Aǫ, n(µ) which we called the ǫ-
pseudo basin of µ up to time n. We will end the proof of Theorem 2, by applying
the following key result which bounds from below the Lebesgue measure of the set
Aǫ, n(µ) for any ergodic measure µ:
Theorem 4.5. Let M be a compact Riemannian manifold of finite dimension.
Let f ∈ Diff1(M) be Anosov with hyperbolic splitting TM = E⊕F , where E and F
are the stable and unstable sub-bundles respectively. Let µ be an ergodic measure.
Then:
(4.9) lim
ǫ→0+
lim sup
n→+∞
logLeb(Aǫ, n(µ))
n
≥ hµ(f)−
∫
log | detDf |F dµ.
Proof. We notice that the limit at left in equality (4.9) does not depend on
the choice of metric dist∗ that induces the weak∗ topology in the spaceM of Borel
probability measures. In fact, to prove the latter assertion it is enough to argue as
in the proof of part (d) of Theorem 1 in Section 2. So, to prove Theorem 4.5 we
choose and fix the following metric in M:
dist∗(µ, ν) :=
+∞∑
i=0
|
∫
ϕi dµ−
∫
ϕi dν|
2i
∀ µ, ν ∈M,
where {ϕ}i∈N is any fixed countable family of real continuous functions ϕi ∈
C0(M, [0, 1]) that is dense in C0(M, [0, 1]). Note that, according to the metric
dist∗, the balls are convex. In other words, if a finite number of probability mea-
sures belong to the ball with centre µ and radius ǫ > 0, then any convex combination
of those measures also belongs to it.
WEAK PSEUDO-PHYSICAL MEASURES AND PESIN FORMULA FOR C1-ANOSOV 17
For any x ∈M and for any natural number n ≥ 1 denote:
ψ(x) := log
∣∣ det(Dfx|F (x))∣∣,
ψn(x) := log
∣∣det(Dfnx |F (x))∣∣ =
n−1∑
j=0
ψ(f j(x)) = n ·
∫
ψ dσn(x),
where σn(x) is the empiric probability constructed in Definition 1.1.
Fix any real value ǫ > 0. The real funcion ψ : M 7→ R is continuous because
f is of class C1 and the sub-bundle F is continuous. Thus, from the definition of
the weak∗ topology in the space M of probability measures, we deduce that there
exists 0 < ǫ′ < ǫ such that
ν, µ ∈M, dist∗(ν, µ) < ǫ′ ⇒
∣∣∣
∫
ψ dν −
∫
ψ dµ
∣∣∣ < ǫ.
In particular, for ν = σn(x) we deduce:
(4.10) If dist∗(σn(x), µ) < ǫ
′, then
∣∣∣ log ∣∣det(Dfnx |F (x))∣∣ − n ·
∫
ψ dµ
∣∣∣ < n · ǫ.
Since µ is an ergodic probability measure, we have limn→+∞ σn(x) = µ for
µ-a.e. x ∈ M . So, for the fixed value of ǫ′ > 0 as above, and for µ-a.e. x ∈ M ,
there exists N(x) ≥ 1 such that
dist∗(σn(x), µ) < ǫ
′/2 ∀n ≥ N(x).
For any natural value of N ≥ 1, define the set
(4.11) AN :=
{
x ∈M : dist∗(σn(x), µ) < ǫ
′/2 ∀n ≥ N
}
.
Since AN ⊂ AN+1 and µ
(⋃
AN
)
= 1, there exists N ≥ 1 such that
(4.12) µ(AN ) ≥ 1− ǫ.
In the sequel, we fix such a value of N ≥ 1.
From the definition of the metrizable weak∗-topology in the spaceM of Borel-
probability measures, it is standard to check that the Dirac delta probability δx
depends uniformly continuously on the point x ∈M . Since the empiric probability
σn(x) is a convex combination of Dirac delta measures, and the balls in M are
convex, we deduce that there exists δ2 > 0 such that, for any pair of points x, y ∈M
and for any natural value of n ≥ 1, the following assertion holds:
(4.13)
If dist(f j(x), f j(y)) < δ2 for all 0 ≤ j ≤ n− 1, then dist
∗(σn(x), σn(y)) < ǫ
′/2.
For the fixed value of ǫ > 0 at the beginning, we construct the real numbers
0 < δ0 < α (where α is expansivity constant), and K > 0, as in Lemma 4.4.
We consider any Markov partition R = {Ri}1≤i≤k with diameter smaller than
min{δ0, δ1, δ2} and, for each rectangle Ri, we construct the C1-foliation Li that
satisfies the properties (a) to (d) of Lemma 4.4.
From equality (4.11), assertion (4.13), and the triangle property of the metric,
we deduce the following assertion for all n ≥ N :
If x ∈ AN and y ∈ Rn(x), then
18 ELEONORA CATSIGERAS, MARCELO CERMINARA, AND HEBER ENRICH
(4.14) dist∗(σn(y), µ) ≤ dist
∗(σn(y), σn(x)) + dist
∗(σn(x), µ) <
ǫ′
2
+
ǫ′
2
= ǫ′ < ǫ.
Recalling equality (1.3), from the above assertion we deduce that y ∈ Aǫ, n(µ) for
all y ∈ Rn(x). Since the rectangle Rn(x) is any piece of the partition Rn =
∨n−1
j=0 R
that intersects AN , we deduce the following statement for all n ≥ N :
If Y ∈ Rn and Y ∩ AN 6= ∅, then Y ⊂ Aǫ, n(µ).
Therefore
(4.15) Leb
(
Aǫ, n(µ)
)
≥
∑
Y ∈ Rn, Y ∩ AN 6= ∅
Leb(Y ).
Besides, joining assertion (4.10) and inequality (4.14), we deduce the following
property for all n ≥ N :
If Y ∈ Rn and Y ∩ AN 6= ∅, then
(4.16)
∣∣∣ log ∣∣det(Dfny |F (y))∣∣− n ·
∫
ψ dµ
∣∣∣ < n · ǫ ∀ y ∈ Y.
Now, for any n ≥ N , let us compute Leb(Y ) for any rectangle Y ∈ Rn such
that Y ∩ AN 6= ∅. Since Y ⊂ Ri ∈ R, to compute Leb(Y ) we will use the Fubini
decomposition of the Lebesgue measure along the local pseudo-unstable C1-foliation
Li. Applying part (d) of Lemma 4.4 consider the point xi ∈ Ri and the submanifold
Asi ⊂W
s
Ri
(xi). Taking the Fubini decomposition of Leb we obtain:
Leb(Y ) =
∫
z∈W s
Ri
(xi)
dLebW
s(xi)(z)
∫
y∈Li(z)∩Y
| detDφi(y)| dLeb
Li(z)(y),
where φ−1i is a local C
1-diffeomorhism that parameterizes the neighborhood of Ri
and trivializes the C1-foliation Li. Therefore, | detDφi| is continuous and bounded
away from zero by a constant, say ki > 0. Since A
s
i is an open subset of W
s
Ri
(xi)
in the topology of this local stable manifold, we obtain:
Leb(Y ) ≥ ki ·
∫
z∈As
i
dLebW
s(xi)(z)
∫
y∈Li(z)∩Y
dLebLi(z)(y).
Changing variables y′ = fn(y) in the integral at right, we obtain:
Leb(Y ) ≥ ki ·
∫
z∈As
i
I(z) dLebW
s(xi)(z), where
I(z) =
∫
y′∈fn
(
Li(z)∩Y
)
∣∣∣ detDfnf−n(y′)|Tf−n(y′)Li(z)
∣∣∣−1dLebfn(Li(z)(y′).
Since y ∈ Y ⊂ Ri, we can apply inequality at left of part c) of Lemma 4.4:
Leb(Y ) ≥ ki ·K
−1 · e−nǫ ·
∫
z∈As
i
J(z) dLebW
s(xi)(z), where
J(z) =
∫
y′∈fn
(
Li(z)∩Y
)
∣∣∣detDfnf−n(y′)|F (f−n(y′))
∣∣∣−1dLebfn(Li(z)(y′).
Since y = f−n(y′) ∈ Y and Y ∩ AN 6= ∅, we can apply inequality (4.16):
Leb(Y ) ≥ ki ·K
−1 · e
−2nǫ− n
∫
ψ dµ
· J, where
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J =
∫
z∈As
i
dLebW
s(xi)(z)
∫
y′∈fn
(
Li(z)∩Y
) dLebfn(Li(z)(y′) =
∫
z∈As
i
Lebf
n(Li(z)
(
fn(Li(z)
)
dLebW
s(xi)(z).
From part (d) of Lemma 4.4 we know that Lebf
n(Li(z)
(
fn(Li(z)
)
≥ K−1 for all
z ∈ Asi , and besides Leb
W s(xi)(Asi ) ≥ K
−1. Thus, we have proved the following
inequality for all n ≥ N , and for all Y ∈ Rn such that Y ∩AN 6= ∅:
Leb(Y ) ≥ ki ·K
−3 · e
−2nǫ− n
∫
ψ dµ
.
Joining the above inequality with inequality (4.15), we deduce, for all n ≥ N :
Leb(Aǫ, n(µ)) ≥ ki ·K
−3 · e
−2nǫ− n
∫
ψ dµ+ log#{Y ∈ Rn : Y ∩ AN 6= ∅}
.
Therefore,
lim sup
n→+∞
log Leb(Aǫ, n(µ))
n
≥
−2ǫ−
∫
| detDf |F | dµ+ lim sup
n→+∞
log#{Y ∈ Rn : Y ∩AN 6= ∅}
n
.
Finally, applying Lemma 4.3, we deduce that
lim sup
n→+∞
log Leb(Aǫ, n(µ))
n
≥
−2ǫ−
∫
| detDf |F | dµ+ lim sup
n→+∞
H(Rn, µ)
n
−K0 · ǫ ∀ 0 < ǫ < 1.
So, from equality (4.1), we conclude
lim
ǫ→0+
lim sup
n→+∞
log Leb(Aǫ, n(µ))
n
≥ hµ(f)−
∫
| detDf |F | dµ,
ending the proof of Theorem 4.5. 
Now, we are ready to end the proofs of Theorems 2 and 3, as consequences of
Theorems 4.5 , 3.3 and 3.1:
Part b) of Theorem 2, necessary condition: If f ∈ Diff1(M) is Anosov and
if µ is an invariant measure satisfying Pesin’s Entropy Formula, then its ergodic
components µx are weak pseudo-physical for µ-a.e. x ∈M .
Proof. First, let us assume that µ is ergodic satisfying Pesin’s Entropy For-
mula. From Theorem 4.5 we obtain
lim
ǫ→0+
lim sup
n→+∞
log Leb
(
Aǫ, n(µ)
)
n
≥ 0.
From equality (1.3), if ǫ1 < ǫ2 then Aǫ1, n(µ) ⊂ Aǫ2, n(µ).
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So lim sup
n→+∞
log Leb
(
Aǫ, n(µ)
)
n
is increasing with ǫ > 0. Thus
lim sup
n→+∞
log Leb
(
Aǫ, n(µ)
)
n
≥ 0 ∀ ǫ > 0.
But since Leb is a probability measure, we conclude that
lim sup
n→+∞
log Leb
(
Aǫ, n(µ)
)
n
= 0 ∀ ǫ > 0.
Applying Definition 1.3, we deduce that µ is weak pseudo-physical.
We have proved that any ergodic measure that satisfies Pesin’s Entropy Formula
is weak pseudo-physical. Now let us consider a non ergodic measure µ that satisfies
Pesin’s Entropy Formula. From Theorem 3.3 we know that its ergodic components
µx also satisfy that formula for µ-a.e. x ∈ M . We conclude that the ergodic
components µx of µ are weak pseudo-physical for µ-a.e. x ∈M , as wanted. 
Finally to complete all the proofs, we add the following immediate end:
End of the proof of Theorem 3.
Proof. The equality of Theorem 3 is immediately obtained by joining the
inequalities of Theorems 3.1 and 4.5. 
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