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Abstract The projected subgradient method for constrained minimization repeatedly
interlaces subgradient steps for the objective function with projections onto the fea-
sible region, which is the intersection of closed and convex constraints sets, to regain
feasibility. The latter poses a computational difficulty and, therefore, the projected
subgradient method is applicable only when the feasible region is “simple to project
onto”. In contrast to this, in the superiorization methodology a feasibility-seeking algo-
rithm leads the overall process and objective function steps are interlaced into it. This
makes a difference because the feasibility-seeking algorithm employs projections onto
the individual constraints sets and not onto the entire feasible region.
We present the two approaches side-by-side and demonstrate their performance on
a problem of computerized tomography image reconstruction, posed as a constrained
minimization problem aiming at finding a constraint-compatible solution that has a
reduced value of the total variation of the reconstructed image.
Keywords constrained minimization, feasibility-seeking, bounded convergence,
superiorization, projected subgradient method, proximity function, strong perturbation
resilience, image reconstruction, computerized tomography
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1 Introduction
Our aim in this paper is to expose the recently-developed superiorization methodology
and its ideas to the optimization community by “confronting” it with the projected
subgradient method. We juxtapose the projected subgradient method (PSM) with the
1Department of Mathematics, University of Haifa, Mt. Carmel, 3190501 Haifa, Israel
(∗corresponding author: Y. Censor, e-mail: yair@math.haifa.ac.il)
2Department of Radiation Oncology, Stanford University, Stanford, CA 94305, USA
3Department of Computer Science, The Graduate Center, City University of New York, New
York, NY 10016, USA
4Department of Radiation Medicine, Loma Linda University Medical Center, Loma Linda, CA
92354, USA
2 Y. Censor, R. Davidi, G.T. Herman, R.W. Schulte and L. Tetruashvili
superiorization methodology (SM) and demonstrate their performance on a large-size
real-world application that is modeled, and needs to be solved, as a constrained mini-
mization problem. The PSM for constrained minimization has been extensively inves-
tigated, see, e.g., [1, Subsection 7.1.2], [2, Subsection 3.2.3]. Its roots are in the work of
Shor [3] for the unconstrained case and in the work of Polyak [4,5] for the constrained
case. More recent work can be found in, e.g., [6]. The superiorization methodology was
first proposed in [7], although without using the term superiorization. In that work,
perturbation resilience (without using this term) was proved for the general class of
string-averaging projection (SAP) methods, see [8,9,10,11,12], that use orthogonal
projections and relate to consistent constraints. Subsequent investigations and devel-
opments of the SM were done in [13,14,15,16,17]. More information on superiorization-
related work is given in Section 3.
It is not claimed that the PSM is the best optimization method for solving con-
strained minimization problems and there are many different alternative methods with
which SM could be compared. So, why did we chose to confront the PSM with our SM?
In a nutshell, our answer is that both methods interlace steps related to the objective
function with steps oriented toward feasibility, but they differ in how they restore or
preserve feasibility.A major difficulty with the PSM is the need to perform, within each
iterative step, an orthogonal projection onto the feasible set of the constrained mini-
mization problem. If the feasible set is not “simple to project onto” then the projection
requires an independent inner-loop calculation to minimize the distance from a point to
the feasible set, which can be costly and hamper the overall effectiveness of the PSM.
In the SM, we replace the notion of a fixed feasible set by that of a nonnegative real-
valued proximity function. This function serves as an indicator of how incompatible
a vector is with the constraints. In such a formulation, the merit of an actual output
vector of any algorithm is indicated by the smallness of the two numbers, i.e., the
values of the proximity function and the objective function.The underlying idea of
SM is that many iterative algorithms that produce outputs for which the proximity
function is small are strongly perturbation resilient in the sense that, even if certain
kinds of changes are made at the end of each iterative step, the algorithm still produces
an output for which the proximity function is not larger. This property is exploited by
using permitted changes to steer the algorithm to an output that has not only a small
proximity function value, but has also a small objective function value.
The PSM requires that feasibility is regained after each subgradient step by per-
forming a projection onto the entire feasible set whereas in the SM the feasibility-
seeking projection method proceeds by projecting (in a well-defined algorithmically-
structured regime dictated by the specific projection method) onto the individual sets,
whose intersection is the entire feasible set, and not onto the whole feasible set itself.
This has a potentially great computational advantage.
We elaborate on the motivation for this work in Section 2. In Section 3 we discuss
some superiorization-related work, in Section 4 the SM is presented, and in Section
5 we demonstrate the approaches of the SM and the PSM on a realistically-large-
size problem with data that arise from the significant problem of x-ray computed
tomography (CT) with total variation (TV) minimization, followed by some conclusions
in Section 6.
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2 Motivation and Basic Notions
Throughout this paper, we assume that Ω is a nonempty subset of the J-dimensional
Euclidean space RJ . We consider constrained minimization problems of the form
minimize{φ(x) | x ∈ C} , (1)
where φ : RJ → R is an objective function and C ⊆ Ω is a given feasible set.
Since we juxtapose the projected subgradient method (PSM) with the superioriza-
tion methodology (SM) and demonstrate their performance on a large-size real-world
application that is modeled, and needs to be solved, as a constrained minimization
problem, we now outline these two methods and explain our choice in detail.
In order to apply the PSM to solving (1) we need to assume that C is a nonempty
closed convex set and that φ is a convex function. The PSM generates a sequence of
iterates
{
xk
}∞
k=0
according to the recursion formula
xk+1 = PC
(
xk − tkφ
′
(
xk
))
, (2)
where tk > 0 is a step-size, φ
′
(
xk
)
∈ ∂φ
(
xk
)
is a subgradient of φ at xk, and PC
stands for the orthogonal (least Euclidean norm) projection onto the set C.
A major difficulty with (2) is the need to perform, within each iterative step, the
orthogonal projection. If the feasible set C is not “simple to project onto” then the
projection requires an independent inner-loop calculation to minimize the distance
from the point xk − tkφ
′
(
xk
)
to the set C, which can be costly and hamper the
overall effectiveness of an algorithm that uses (2). Also, if the inner loop converges to
the projection onto C only in the limit, then, in practical implementations, it will have
to be stopped after a finite number of steps, and so xk+1 will be only an approximation
to the projection onto C and it could even happen that it is not in C.
Even if we set aside our worries about projecting onto C in (2), there are still two
concerns when applying the PSM to real-world problems. One is that the iterative
process usually converges to the desired solution only in the limit. In practice, some
stopping rule is applied to terminate the process and the output at that time may
not even be in C and, even if it is in C, it is most unlikely to be the minimizer of φ
over C. The second problem in real-world applications comes from the fact that the
constraints, derived from the real-world problem, may not be consistent (e.g., because
they come from noisy measurements) and so C is empty.
Similar criticism applies actually to many constrained-minimization-seeking algo-
rithms for which asymptotic convergence results are available. In the SM, both of these
objections can be handled by replacing the notion of a fixed feasible set C by that of a
nonnegative real-valued proximity function ProxC : Ω → R+. This function serves as
an indicator of how incompatible a vector x is with the constraints. In such a formu-
lation, the merit of the actual output x of any algorithm is indicated by the smallness
of the two numbers ProxC(x) and φ(x). For the formulation of (1), we would define
ProxC so that its range is the ray of nonnegative real numbers with ProxC(x) = 0
if, and only if, x ∈ C and then the constrained minimization problem (1) is precisely
that of finding an x that is a minimizer of φ(x) over {x | ProxC(x) = 0}. The above
discussion allows us to do away with the nonemptiness assumption and also to com-
pare the merits of actual outputs of algorithms that only approximate the aim of the
constrained minimization problem.
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The recently invented SM incorporates the ideas of the previous paragraph in its
very foundation and formulates the problem with the function ProxC instead of the
set C. The underlying idea of SM is that many iterative algorithms that produce
outputs x for which ProxC(x) is small are strongly perturbation resilient in the sense
that, even if certain kinds of changes are made at the end of each iterative step,
the algorithm still produces an output x′ for which ProxC(x
′) is not larger. This
property is exploited by using permitted changes to steer the algorithm to an output
that has not only a small ProxC value, but has also a small φ value. The algorithm
that incorporates such a steering process is referred to as the superiorized version of the
original iterative algorithm. The main practical contribution of SM is the automatic
creation of the superiorized version, according to a given objective function φ, of just
about any iterative algorithm that aims at producing an x for which ProxC(x) is small.
Nevertheless, in order to carry out our comparative study, we restrict our attention
here to a subset of all possible problems to which not only the SM but also the PSM is
applicable. We assume that we are given a family of constraints {Cℓ}
L
ℓ=1, where each
set Cℓ is a nonempty closed convex subset of R
J such that
C =
L⋂
ℓ=1
Cℓ (3)
is a nonempty subset of Ω and that it is the feasible set C of (1). Under these as-
sumptions, we illustrate the application of the SM by the superiorization of feasibility-
seeking projection methods, see, e.g., [18,19,20,21,22] and the recent monograph [23].
Such methods use projections onto the individual sets Cℓ in order to generate a se-
quence
{
xk
}∞
k=0
that converges to a point x∗ ∈ C. Therefore, contrary to the PSM,
one does not need to assume that C is a “simple to project onto” set, but rather that
the individual sets Cℓ have this property. The latter is indeed often the case, such as,
for example, when the sets Cℓ are hyperplanes or half-spaces onto which we can project
easily, but their intersection is not “simple to project onto”.
The SM is accurately presented in Section 4 below. However, the discussion above
is sufficient to explain why we chose the PSM and the SM for our comparative study.
Namely, both methods interlace objective-function-reduction steps with steps oriented
toward feasibility. But exactly here lies a big difference between the two approaches.
The PSM requires that feasibility is regained after subgradient nonascent steps by
performing a projection onto C, whereas in the SM the feasibility-seeking projection
method proceeds by projecting (in a well-defined algorithmically-structured regime
dictated by the specific projection method) onto the individual sets Cℓ and not onto
the whole feasible set C. This has a potentially great computational advantage.
3 Superiorization-Related Previous Work
The superiorization methodology was first proposed in [7], although without using the
term superiorization. In that work, perturbation resilience (without using this term)
was proved for the general class of string-averaging projection (SAP) methods, see [8,
9,10,11,12], that use orthogonal projections and relate to consistent constraints. Sub-
sequent investigations and developments were done in [13,14,15,16,17]. In [13], the
methodology was formulated over general problem structures which enabled rigorous
analysis and revealed that the approach is not limited to feasibility and optimization.
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In [14], perturbation resilience was analyzed for the class of block-iterative projection
(BIP) methods, see [18,19,20,21,22], and applied in this manner. In [15], the advan-
tages of superiorization for image reconstruction from a small number of projections
was studied, and in [16] two acceleration schemes based on (symmetric and nonsym-
metric) BIP methods were proposed and experimented with. In [17], total variation
superiorization schemes in proton computed tomography (pCT) image reconstruction
were investigated.
In [24], we introduced the notion of ε-compatibility into the superiorization ap-
proach in order to handle inconsistent constraints. This enabled us to close the logical
discrepancy between the assumption of consistency of constraints and the actual ex-
perimental work done previously. We also introduced there the new notion of strong
perturbation resilience which generalizes the previously used notion of perturbation
resilience. Algorithmically, the new superiorized algorithm introduced there (and used
here) is different from all previous ones in that it uses the notion of nonascending di-
rection and in that it allows several perturbation steps for each feasibility-seeking step,
an aspect that has practical advantages.
In [25], superiorization was applied to the expectation maximization (EM) algorithm
instead of the feasibility-seeking projection methods that were used in superiorization
previously. The approach was implemented there to solve an inverse problem of bio-
luminescence tomography (BLT) image reconstruction. Such EM superiorization was
investigated further and applied to a problem of Single Photon Emission Computed
Tomography (SPECT) in [26]. Most recently, in [27], the SM was further investigated
numerically, along with many projection methods for the feasibility problem and for
the best approximation problem.
Our superiorization methodology should be distinguished from the works of Helou
Neto and De Pierro [28,29], of Nedić [30], Ram, Nedić and Veeravalli [31], and of
Nurminski [32,33,34,35]. The lack of cross-referencing between some of these papers
shows that, in spite of the similarities between their approaches, their results were
apparently reached independently.
There are various differences among the works mentioned in the previous para-
graph, differences in overall setup of the problems, differences in the assumptions used
for the various convergence results, etc. This is not the place for a full review of all
these differences. But we wish to clarify the fundamental difference between them and
the SM. The point is that when two activities are interlaced, here, feasibility steps and
objective function reduction steps, then once the process is running all such methods
look alike. From looking at the iterative formulas, one cannot tell if (a) “feasibility steps
are interlaced into an iterative gradient scheme for objective function minimization”
or if (b) “objective function reduction steps are interlaced into an iterative projections
scheme for feasibility-seeking”. The common thread of all works mentioned in the pre-
vious paragraph is that they fall into the category (a), while the SM is of the kind (b).
In all methods of category (a) the condition that is needed to guarantee convergence
to a constrained minimum point is that the diminishing step-sizes αk → 0 as k → ∞
must be such that
∑∞
k=0 αk = +∞. In contrast, since the feasibility-seeking projection
method is the “leader” of the overall process in the SM, we must have that the perturba-
tions (that do the objective function reduction) will use diminishing step-sizes βk → 0
as k →∞ but such that
∑∞
k=0 βk <∞. The latter condition guarantees the perturba-
tion resilience of the original feasibility-seeking projection method so that, regardless
of the interlaced objective function reduction steps, the overall process converges to a
feasible, or ε-compatible, point of the constraints.
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Yet another fundamental difference between the superiorization methodology and
the algorithms of category (a) mentioned above is that those algorithms perform the
interlaced objective function descent and feasibility steps alternatingly according to a
rigid predetermined scheme, whereas in the superiorization methodology the activation
of these steps and the decisions whether to keep an iterate or discard it are done
inside the superiorized algorithm in a controlled and automatically-supervised manner.
Thus, the superiorization methodology has the following features not present in the
algorithms of category (a) mentioned above: (i) it conducts iterations of a feasibility-
seeking projection method which is strongly perturbation resilient (as defined below),
(ii) it interlaces objective function nonascent steps into the process in a controlled and
automatically-supervised manner, (iii) it is not known to guarantee convergence to a
solution of the constrained minimization problem, and it might (we do not know if
this is so or not) instead only be shown to lead to a feasible point whose objective
function value is less than that of a feasible point that would have been reached by the
same feasibility-seeking projection method without the perturbations exercised by the
superiorized algorithm.
The adaptive steepest descent projections onto convex sets (ASD-POCS) algorithm
described in [36] has some similarities to the SM. However, it is not as general as the
SM; see [24] for a comparison.
4 The Superiorization Methodology
In this section we present a restricted version of the SM of [24] adapted to our problem
(1). As discussed in Section 2, we associate with the feasible set C in (1) a proximity
function ProxC : Ω → R+ that is an indicator of how incompatible an x ∈ Ω is
with the constraints. For any given ε > 0, a point x ∈ Ω for which ProxC(x) ≤ ε is
called an ε-compatible solution for C. We further assume that we have, for the C in
(1), a feasibility-seeking algorithmic operator AC : R
J → Ω, with which we define the
following basic algorithm.
The Basic Algorithm
(B1) Initialization: Choose an arbitrary x0 ∈ Ω,
(B2) Iterative Step: Given the current iterate xk, calculate the next iterate xk+1 by
xk+1 = AC
(
xk
)
. (4)
The following definition helps to evaluate the output of the Basic Algorithm upon
termination by a stopping rule.
Definition 4.1 The ε-output of a sequence
Given C ⊆ RJ , a proximity function ProxC : Ω → R+, a sequence
{
xk
}∞
k=0
⊂ Ω
and an ε > 0, then an element xK of the sequence which has the properties: (i)
ProxC
(
xK
)
≤ ε, and (ii) ProxC
(
xk
)
> ε for all 0 ≤ k < K, is called an ε-output
of the sequence
{
xk
}∞
k=0
with respect to the pair (C, ProxC). We denote it
by O
(
C, ε,
{
xk
}∞
k=0
)
= xK .
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Clearly, an ε-output O
(
C, ε,
{
xk
}∞
k=0
)
of a sequence
{
xk
}∞
k=0
might or might
not exist, but if it does, then it is unique. If
{
xk
}∞
k=0
is produced by an algorithm
intended for the feasible set C, such as the Basic Algorithm, without a termination
criterion, then O
(
C, ε,
{
xk
}∞
k=0
)
is the output produced by that algorithm when it
includes the termination rule to stop when an ε-compatible solution for C is reached.
Definition 4.2 Strong perturbation resilience
Assume that we are given a C ⊆ Ω, a proximity function ProxC , an algorithmic
operator AC and an x
0 ∈ Ω. We use
{
xk
}∞
k=0
to denote the sequence generated by
the Basic Algorithm when it is initialized by x0. The Basic Algorithm is said to be
strongly perturbation resilient iff the following hold:
(i) there exist an ε > 0 such that the ε-output O
(
C, ε,
{
xk
}∞
k=0
)
exists for every
x0 ∈ Ω;
(ii) for every ε > 0, for which the ε-output O
(
C, ε,
{
xk
}∞
k=0
)
exists for every
x0 ∈ Ω, we have also that the ε′-output O
(
C, ε′,
{
yk
}∞
k=0
)
exists for every ε′ > ε
and for every sequence
{
yk
}∞
k=0
generated by
yk+1 = AC
(
yk + βkv
k
)
, for all k ≥ 0, (5)
where the vector sequence
{
vk
}∞
k=0
is bounded and the scalars {βk}
∞
k=0 are such that
βk ≥ 0, for all k ≥ 0, and
∑∞
k=0 βk <∞.
Definition 4.3 Bounded convergenceAssume that we are given a C ⊆ RJ , a prox-
imity function ProxC and an algorithmic operator AC : R
J → Ω. Then the Basic
Algorithm is said to be convergent over Ω iff for every x0 ∈ Ω there exist the limit
limk→∞ x
k = y
(
x0
)
and y
(
x0
)
∈ Ω. It is said to be boundedly convergent over Ω
iff, in addition, there exists a γ ≥ 0 such that ProxC
(
y
(
x0
))
≤ γ for every x0 ∈ Ω.
Next theorem, which gives sufficient conditions for strong perturbation resilience
of the Basic Algorithm, has been proved in [24, Theorem 1] (in different wording).
Theorem 4.1 Assume that we are given a C ⊆ RJ , a proximity function ProxC
and an algorithmic operator AC : R
J → Ω. If AC is nonexpansive and is such that it
defines a boundedly convergent Basic Algorithm and if the proximity function ProxC is
uniformly continuous, then the Basic Algorithm defined by AC is strongly perturbation
resilient.
Along with the C ⊆ RJ , we look at the objective function φ : RJ → R, with the
convention that a point in RJ for which the value of φ is smaller is considered superior
to a point in RJ for which the value of φ is larger. The essential idea of the SM is
to make use of the perturbations of (5) to transform a strongly perturbation resilient
algorithm that seeks a constraints-compatible solution for C into one whose outputs
are equally good from the point of view of constraints-compatibility, but are superior
(not necessarily optimal) according to the objective function φ.
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This is done by producing from the Basic Algorithm another algorithm, called its
superiorized version, that makes sure not only that the βkv
k are bounded perturba-
tions, but also that φ
(
yk + βkv
k
)
≤ φ
(
yk
)
, for all k. To do so, we use the next
concept, closely related to the concept of “descent direction”.
Definition 4.4 Given a function φ : RJ → R and a point y ∈ RJ , we say that a
vector d ∈ RJ is nonascending for φ at y iff ‖d‖ ≤ 1 and there is a δ > 0 such that
for all λ ∈ [0, δ] we have φ (y + λd) ≤ φ (y) . (6)
Obviously, the zero vector is always such a vector, but for superiorization to work
we need a sharp inequality to occur in (6) frequently enough.
The Superiorized Version of the Basic Algorithm assumes that we have available
a summable sequence {ηℓ}
∞
ℓ=0 of positive real numbers (for example, ηℓ = a
ℓ, where
0 < a < 1) and it generates, simultaneously with the sequence
{
yk
}∞
k=0
in Ω, sequences{
vk
}∞
k=0
and {βk}
∞
k=0. The latter is generated as a subsequence of {ηℓ}
∞
ℓ=0, resulting
in a nonnegative summable sequence {βk}
∞
k=0. The algorithm further depends on a
specified initial point y0 ∈ Ω and on a positive integer N . It makes use of a logical
variable called loop. The superiorized algorithm is presented next by its pseudo-code.
Superiorized Version of the Basic Algorithm
1. set k = 0
2. set yk = y0
3. set ℓ = −1
4. repeat
5. set n = 0
6. set yk,n = yk
7. while n<N
8. set vk,n to be a nonascending vector for φ at yk,n
9. set loop=true
10. while loop
11. set ℓ = ℓ+ 1
12. set βk,n = ηℓ
13. set z = yk,n + βk,nv
k,n
14. if φ (z)≤φ
(
yk
)
then
15. set n=n+ 1
16. set yk,n=z
17. set loop = false
18. set yk+1=AC
(
yk,N
)
19. set k = k + 1
Theorem 4.2Any sequence
{
yk
}∞
k=0
, generated by the Superiorized Version of the Ba-
sic Algorithm, satisfies (5). Further, if, for a given ε > 0, the ε-output O
(
C, ε,
{
xk
}∞
k=0
)
of the Basic Algorithm exists for every x0 ∈ Ω, then every sequence
{
yk
}∞
k=0
, generated
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by the Superiorized Version of the Basic Algorithm, has an ε′-output O
(
C, ε′,
{
yk
}∞
k=0
)
for every ε′ > ε.
This theorem follows from the analysis of the behavior of the Superiorized Ver-
sion of the Basic Algorithm in [24]. In other words, the Superiorized Version produces
outputs that are essentially as constraints-compatible as those produced by the original
not superiorized algorithm. However, due to the repeated steering of the process by
lines 7 to 17 toward reducing the value of the objective function φ, we can expect that
the output of the Superiorized Version will be superior (from the point of view of φ)
to the output of the original algorithm.
5 A Computational Demonstration
5.1 The x-ray CT problem
The fully-discretized model in the series expansion approach to the image reconstruc-
tion problem of x-ray computerized tomography (CT) is formulated in the following
manner. A Cartesian grid of square picture elements, called pixels, is introduced into
the region of interest so that it covers the whole picture that has to be reconstructed.
The pixels are numbered in some agreed manner, say from 1 (top left corner pixel) to
J (bottom right corner pixel).
The x-ray attenuation function is assumed to take a constant value xj throughout
the jth pixel, for j = 1, 2, ..., J . Sources and detectors are assumed to be points and the
rays between them are assumed to be lines. Further, assume that the length of intersec-
tion of the ith ray with the jth pixel, denoted by aij , for i = 1,2, ..., I, j = 1,2, ..., J ,
represents the weight of the contribution of the jth pixel to the total attenuation along
the ith ray.
The physical measurement of the total attenuation along the ith ray, denoted by
bi, represents the line integral of the unknown attenuation function along the path of
the ray. Therefore, in this fully-discretized model, the line integral turns out to be a
finite sum and the model is described by a system of linear equations
J∑
j=1
xja
i
j = bi, i = 1, 2, . . . , I. (7)
In matrix notation we rewrite (7) as
Ax = b, (8)
where b ∈ RI is the measurement vector, x ∈ RJ is the image vector, and the I × J
matrix A =
(
aij
)
is the projection matrix. See [37], especially Section 6.3, for a complete
treatment of this subject.
5.2 The algorithms that we use
In this section we describe the PSM and SM algorithms specifically used in our demon-
stration. We applied both algorithms to solve the fully-discretized model in the series
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expansion approach to the image reconstruction problem of x-ray CT, formulated in
the previous subsection and represented by the optimization problem
minimize{φ(x) | Ax = b and 0 ≤ x ≤ 1} . (9)
The box constraints are natural for this problem: If xj represents the linear atten-
uation coefficient, measured in cm-1, at a medically-used x-ray energy spectrum in the
jth pixel, then the box constraints 0 ≤ x ≤ 1 are reasonable for tissues in the human
body; see Table 4.1 of [37]. Hence, for the image reconstruction problem of x-ray CT,
we define Ω by
Ω =
{
x ∈ RJ | 0 ≤ x ≤ 1
}
. (10)
We note that this Ω is bounded.
The choice of C in (1) is of the type specified in (3), with L = I + 1, Ci ={
x ∈ RJ |
〈
ai, x
〉
= bi
}
, for i = 1,2, . . . , I and CI+1 = Ω. Furthermore, since in the
experiment reported below, we start with a specific image vector x ∈ Ω and calculate
from it the measurement vector b ∈ RI using (7), we know that C is a nonempty subset
of Ω, which is the requirement stated below (3).
For any such C, we define ProxC : Ω → R+ by
ProxC(x) =
√√√√ I∑
i=1
(bi − 〈ai, x〉)
2
. (11)
Note that this proximity function ProxC is uniformly continuous and thus satisfies the
condition stated for it in Theorem 4.
Our choice for the objective function φ is the total variation (TV) of the image
vector x. Denoting the G × H image array X (GH = J) obtained from the image
vector x by Xg,h = x(g−1)H+h, for 1 ≤ g ≤ G and 1 ≤ h ≤ H , we use
φ (x) = TV(X) =
G−1∑
g=1
H−1∑
h=1
√(
Xg+1,h −Xg,h
)2
+
(
Xg,h+1 −Xg,h
)2
. (12)
5.2.1 The Projected Subgradient Method
We implemented the PSM with the choice of C and the objective function φ described
above. We used the PSM recursion formula (2) and adopted a nonsummable dimin-
ishing step-length rule of the form tk = γk/
∥∥∥φ′ (xk)
∥∥∥, where γk ≥ 0, limk→∞ γk =
0,
∑∞
k=0 γk =∞.
The PSM Algorithm
(P1) Initialization: Select a point x0 ∈ RJ , select integers K and M , use two real
number variables curr and prev, and set curr = φ
(
x0
)
and prev = curr.
(P2) Iterative step: Given the current iterate xk, calculate the next one as follows:
(P2.1) Calculate a subgradient of φ at xk, i.e., φ′
(
xk
)
∈ ∂φ
(
xk
)
, a step-size tk =
k−1/4/
∥∥∥φ′ (xk)
∥∥∥ 2 and the vector
qk = xk − tkφ
′
(
xk
)
. (13)
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(P2.2) Calculate the next iterate as the projection of qk onto C by solving
xk+1 = argmin
x
{
1
2
∥∥∥x− qk∥∥∥ 2 | Ax = b and 0 ≤ x ≤ 1
}
. (14)
(P2.3) If φ
(
xk+1
)
≤ curr, then curr = φ
(
xk+1
)
.
(P3) Stopping rule: If kmodK = 0 (i.e., k is divisible by K), then:
If prev − curr < prev /M then stop. Otherwise, prev = curr and go to (P2).
That the PSM algorithm converges to a solution of (1) follows from [2, Subsection
3.2.3], in particular, from Theorem 3.2.2 therein, provided that φ is convex and locally
Lipschitz continuous and C is closed and convex. The latter is indeed the case for the
C in (9). The convexity of the φ of (12) follows from the end of the Proof of Proposition
1 in [38]. Its Lipschitz continuity on the whole space RJ follows from the fact that the
TV function can be rewritten as
TV (X) =
G−1∑
g=1
H−1∑
h=1
∥∥Ag,hX∥∥2 . (15)
where Ag,h is a square matrix having only two nonzero rows, with the first nonzero
row containing only two nonzero elements 1 and −1 that correspond to the variables
Xg+1,h andXg,h, respectively, and the second nonzero row containing only two nonzero
elements 1 and −1 that correspond to the variables Xg,h+1 Xg,h, respectively.
In our implementation we solved problem (14), in step (P2.2) above, by considering
its dual
maximize
{
f(λ) | λ ∈ RI
}
, (16)
where
f(λ) = 12
∥∥∥qk − ATλ− PCI+1
(
qk −ATλ
)∥∥∥2 − 12
∥∥∥qk − ATλ
∥∥∥2
− 〈λ, b〉+ 12
∥∥∥qk
∥∥∥2 . (17)
The optimal point x∗k of (14) is then
x∗k = PCI+1
(
qk − ATλ∗k
)
, (18)
where λ∗k is the optimal solution of (16). To find λ∗k we minimized −f(λ) using
the Optimal Method of Nesterov [39], as generalized by Güler [40, p. 188], whose
generic description for unconstrained minimization of a convex function θ(λ), which is
continuously differentiable with Lipschitz continuous gradient, is as follows.
(N1) Initialization: Select a µ0 ∈ RJ , a positive α−1 and put λ
−1 = µ0, β0 = 1
and k = 0.
(N2) Iterative Step: Given λk−1, µk, αk−1 and βk:
(N2.1) Calculate the smallest index s ≥ 0 for which the following inequality holds
θ
(
µk
)
− θ
(
µk − 2−sαk−1∇θ
(
µk
))
≥ 2−s−1αk−1
∥∥∥∇θ (µk)
∥∥∥2 . (19)
(N2.2) Calculate the next iterate by
αk = 2
−sαk−1 and λ
k = µk − αk∇θ
(
µk
)
, (20)
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and update
βk+1 =
(
1
2
+
1
2
√
4β2k + 1
)
, (21)
and
µk+1 = λk +
βk − 1
βk+1
(
λk − λk−1
)
. (22)
When a stopping rule applies, then the point λk is the output of the method.
In the reported experiments, we used the starting points x0 in the PSM Algorithm
and λ−1 = µ0 in (N1) above to be zero vectors. In the initialization step of the PSM
Algorithm, we selected K = 10 and M = 5000. In (N1), we chose α−1 = 10.
5.2.2 The Superiorization Method
Our selected choice for the operator AC in the Basic Algorithm as well as in the
Superiorized Version of the Basic Algorithm, as described in Section 4, is based on
an algebraic reconstruction technique (ART), see [37, Chapter 11]. Specifically, for
i = 1, 2, . . . , I , we define the operators Ui : R
J → RJ by
Ui(x) = x+
bi −
〈
ai, x
〉
‖ai‖
2
ai. (23)
Defining the projection operator onto the unit box Ω by Q : RJ → Ω
(Q(x))j =


xj , if 0 ≤ xj ≤ 1,
0, if xj < 0,
1, if 1 < xj ,
(24)
for j = 1, 2, ..., J , we specify the algorithmic operator AC : Ω → Ω by
AC (x) = QUI · · ·U2U1(x). (25)
Since the individual Uis as well as the Q are clearly nonexpansive operators, the same
is true for AC .
By well-known properties of ART (see, for example, Sections 11.2 and 15.8 of
[37]), the Basic Algorithm with this algorithmic operator is convergent over Ω and,
in fact, for every x0 ∈ Ω, the limit y
(
x0
)
is in C. It follows that, for every x0 ∈ Ω,
ProxC
(
y
(
x0
))
= 0, and so the Basic Algorithm is boundedly convergent. According
to Theorem 4, this combined with the facts that AC is nonexpansive and the proximity
function ProxC is uniformly continuous, implies that the Basic Algorithm defined by
AC is strongly perturbation resilient.
The following uses the convergence of the Basic Algorithm to an element of C and
Theorem 2. Since for all ε > 0, the ε-output O
(
C, ε,
{
xk
}∞
k=0
)
of the Basic Algorithm
is defined for every x0 ∈ Ω, we also have that every sequence
{
yk
}∞
k=0
generated by the
Superiorized Version of the Basic Algorithm has an ε′-output O
(
C, ε′,
{
yk
}∞
k=0
)
for
every ε′ > 0. This means that for the specific type of C that is used in our comparative
study, the Superiorized Version of the Basic Algorithm is guaranteed to produce an
ε′-compatible output for any ε′ > 0 and any initial point y0 ∈ Ω.
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The specific choices made when running the Superiorized Version of the Basic
Algorithm for our comparative study were the following. We selected ηℓ = 0.999
ℓ, y0
to be the zero vector and N = 9. All these choices we made are based on auxiliary
experiments (not included in this paper) that helped determine optimal parameters
for the data-set discussed in Subsection 5.3. In addition, we need to specify how the
nonascending vector vk,n is selected in line 8 of the Superiorized Version of the Basic
Algorithm. We use the method specified in [24] (especially Section II.D, the paragraph
following equation (12) and Theorem 2 in the Appendix). Specifically, we define another
vector w and set vk,n to be the zero vector if ‖w‖ = 0 and − w
‖w‖
otherwise. The
components of w are computed by wj =
∂φ
∂xj
(yk,n) if the partial derivative can be
calculated without a numerical difficulty and wj = 0 otherwise, for 1 ≤ j ≤ J . Looking
at (12) we see that formally the partial derivative wj =
∂φ
∂xj
(yk,n) is the sum of at
most three fractions; the phrase “numerical difficulty” in the previous sentence refers
to the situation when in one of these fractions the denominator has an absolute value
less than 10−20.
5.3 The computational result
The computational work reported here was done on a single machine using a single
CPU, an Intel i5-3570K 3.4 Ghz with 16 GB RAM using the SNARK09 software pack-
age [41,42]; the phantom, the data, the reconstructions and displays were all generated
within this same framework. In particular, this implies that differences in the reported
reconstruction times are not due to the different algorithms being implemented in
different environments.
Figure 1 shows the phantom used in our study, which is a 485 × 485 digitized
image whose TV is 984. The phantom corresponds to a cross-section of a human head
(based on [37, Figure 4.6]). It is represented by a vector with 235,225 components,
each standing for the average x-ray attenuation coefficient within a pixel. Each pixel
is of size 0.376 × 0.376 mm2. The values of the components are in the range of [0,
0.6241749], however, the display range used here was much smaller, namely [0.204,
0.21675]. The mapping between the two ranges is such that any value below 0.204 is
shown as black and any value above 0.21675 is shown as white with a linear mapping
in-between. We used this display window for all images presented here.
Data were collected by calculating line integrals through the digitized head phantom
in Figure 1 using 60 sets of equally rotated (in 3 degrees increments) parallel lines, with
lines in each set spaced at 0.752 mm from each other. Each line integral gives rise to
a linear equation and represents a hyperplane in RJ . The phantom itself lies in the
intersection of all the hyperplanes that are associated with these lines, and it also
satisfies the box constraints in (10). The total number of linear equations is 18,524,
making our problem underdetermined with 235,225 unknowns (the intersection of all
the hyperplanes is in an at least 216,701-dimensional subspace of R235,225). In the
comparative study, we first applied the PSM and then the SM to these data as follows.
The PSM was implemented as described in Subsection 5.2.1. In particular, it started
with the zero vector, for which ProxC
(
x0
)
= 326. It was stopped according to the
Stopping Rule (P3), the iteration number at that time was 815 and the value of the
proximity function was ProxC
(
x815
)
= 0.0422, which is very much smaller than the
value at the initial point. The computer time required was 2217 seconds. The TV of
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Fig. 1: The head phantom. The value of its TV is 984. Its tomographic data was
obtained for 60 views.
TV value Time (seconds)
PSM 919 2217
SM 873 102
Table 1: Performance comparison of the PSM and the SM when producing the recon-
structions in Figure 2.
the output was 919, which is less than that of the phantom, indicating that the PSM is
performing its task of producing a constraints-compatible output with a low TV. This
output is shown in Figure 2(a).
We used the Superiorized Version of the Basic Algorithm, as described in Subsection
5.2.2 to generate a sequence
{
yk
}∞
k=0
until it reached O
(
C, 0.0422,
{
yk
}∞
k=0
)
and
considered that to be the output of the SM. We know that this output must exist for
our problem and that its constraints-compatibility will not be greater than that of the
output of the PSM. The computer time required to obtain this output was 102 seconds,
which is over twenty times shorter than what was needed by the PSM to get its output.
The TV of the the SM output was 876, which is also less than that of the output of
PSM. The SM output is shown in Figure 2(b).
As summarized in Table 1, with the stopping rule that guarantees that the output
of the SM is at least as constraints-compatible as the output of the PSM, the SM
showed superior efficacy compared to the PSM: it obtained a result with a lower TV
value at less than one twentieth of the computational cost.
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(a)
(b)
Fig. 2: Reconstructions of the head phantom of Figure 1. (a) The image reconstructed
by the PSM has TV = 919 and was obtained after 2217 seconds. (b) The image
reconstructed by the SM has TV = 873 and was obtained after 102 seconds.
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6 Conclusions
The superiorization methodology (SM) allows the conversion of a feasibility-seeking
algorithm, designed to find an ε-compatible solution of the constraints, into a superi-
orized algorithm that inserts, into the feasibility-seeking algorithm, objective function
reduction steps while preserving the guaranteed feasibility-seeking nature of the algo-
rithm. The superiorized algorithm interlaces objective function nonascent steps into
the original process in an automatic manner. In case of strong perturbation resilience
of the original feasibility-seeking algorithm, mathematical results indicate why the su-
periorized algorithm will be efficacious for producing an ε-compatible solution output
with a low value of the objective function.
We have presented an example for which the SM finds a better solution to a con-
strained minimization problems than the projected subgradient method (PSM), and
in significantly less computation time. This finding is understandable in view of the
nature of how the methods interlace feasibility-oriented activities with optimization ac-
tivities. While the PSM requires a projection onto the feasible region of the constrained
minimization problem, the SM needs to do only projections onto the individual con-
straints whose intersection is the feasible region. We demonstrated this experimentally
on a large-sized application that is modeled, and needs to be solved, as a constrained
minimization problem.
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