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pass profile, and is the 1 vector of control inputs (and
)
(1)
To complete the process description, it is necessary to specify
the ‘initial conditions’—termed the boundary conditions here,
i.e., the state initial vector on each pass and the initial pass pro-
file. The simplest possible form for these is
(2)
where is an n 1 vector with constant entries and is
an m 1 vector whose entries are known functions of . These
boundaryconditionsoccurintheiterativelearningcontrolappli-
cation where the repetitive processing setting provides distinct
advantages over alternatives for the case of linear dynamics. In
particular, studying the stability of such schemes in a repetitive
process setting also produces, for no extra computational cost,
precise information on stability and, uniquely, on both the rate
of convergence to the learned signal and the errors generated on
successive passes (termed trials in the iterative learning control
literature).
In some cases, the boundary conditions of (2) are simply
not strong enough to ‘adequately’ model the underlying dy-
namics—even for preliminary simulation/control analysis. For
example, the optimal control application [8] requires the use of
pass state initial vectors which are a function of the previous
pass profile. In this and the next section, we define a general set
of boundary conditions for discrete linear repetitive processes
and obtain a complete characterization of stability under these
conditions.
Clearly, it is of prime importance to start with the general
form of boundary conditions with subsequent specialization to
particular cases as required. Other work [11] has concluded that
the most general set results from replacing 0 , 0 in
(2) by
0 (3)
where , 1, are n m matrices with constant
entries. These are precisely of the form required in the optimal
control application and the existence of this application (where
themajorinterestisintheconvergencepropertiesoftheiterative
solution algorithm) provides a major motivation to undertake
a detailed investigation of the systems theoretic properties of
processes described by (1) and (3), and for which the results in
this paper are the first major outcomes of such an investigation.
Fig. 1 illustrates the boundary conditions for the discrete linear
repetitive processes under consideration here.
The stability theory for linear constant pass length repetitive
processes is based on the following abstract model of the un-
derlying dynamics where is a suitably chosen Banach space
with norm and is a linear subspace of
(4)
Fig. 1. Illustrating the dynamic boundary conditions.
Inthismodel, isthepassprofileonpass , ,
and isabounded linearoperatormapping intoitself.The
term represents the contribution from pass to pass
and represents known initial conditions, disturbances and
control input effects. We denote this model by .
At this stage, introduce the Banach space of
real 1 vectors (corresponding to in
(1)). Also regard as a point
in Then it is routine to show that (1) and (3) define a special
case of (4) with
(5)
where
(6)
and
(7)
III. STABILITY ANALYSIS
The linear repetitive process is said to be asymptotically
stable [10] if a real scalar such that, given any ini-
tial profile and any disturbance sequence
bounded in norm (i.e., for some constant
and ), the output sequence generated by the perturbed
process
(8)
is bounded in norm whenever .
Thisdefinitioniseasilyshowntobeequivalenttotherequire-
ment that finite real scalars and such that
(9)
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correct set of boundary conditions. In the case of (3)
these become
(34)
Step 3) Now define the so-called global pass profile, state and
input super-vectors for (1) as
. . .
. . .
. . .
(35)
Also, define the matrices and as shown in
(36)–(39) at the bottom of the page.
Introducing these substitutions now leads immediately to the
following 1-D equivalent model for the dynamics of discrete
linear repetitive processes described by (1) and (3)
(40)
(41)
where
(42)
(43)
(44)
Hence we get (45) and (46) shown at the bottom of the next
page.
Previous research in the 2-D/nD systems area has also devel-
opeda1-Dequivalentmodelfortheunderlyingdynamics—see,
for example, [3]. A key point about the resulting model is that
it is ‘time varying’ in the sense that the dimensions of the ma-
tricesandvectorswhichdefineitincreaseastheprocessevolves
over the positive quadrant, and this fact alone has prevented its
effective use in the development of a mature systems theory for
the 2-D/nD processes it describes. This feature is not present in
the equivalent 1-D model for discrete linear repetitive processes
. . .
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...
. . .
(36)
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The problem now is to find an admissible pass profile trajectory
and input such that (68) holds for a pre-
scribed .
The necessary and sufficient condition for a solution to this
problem clearly is
rank rank (71)
Since it is not possible to use , set this vector equal to
zero and then (70) and (71) become
(72)
and
rank rank (73)
respectively. From this is follows that to obtain a given we
must have pass controllability, i.e., must be a control-
lable pair.
Given that we can only obtain either or , it follows
in the former case that the pass profile on the next pass will be
given by
(74)
Also, the block structure of the matrices in the above equation
can be exploited to good effect. In particular, write
. . .
. . . (75)
Then, we can write the first sub-equation in (70) as
(76)
and the solvability condition for this equation is
rank rank (77)
If this condition is satisfied let and
be the corresponding solution.
The second sub-equation in (70) can now be written as
(78)
or
(79)
where
(80)
Also, (79) has a solution if, and only if,
rank rank (81)
andlet and beitssolutionunderthis
condition. Now continue this solution process until point ,
when we have
(82)
where
(83)
Hence, if the matrix is of full row rank ( ) then (70)
always has a solution and an arbitrary pass state vector can be
reached.Ifthisrankconditiondoesnothold,onlyanappropriate
combination of pass states can be reached.
Supposenowthatwewishtoreach withoutcontrolaction
on the last pass. Then, in this case, the first sub-equation of (70)
can be written as
(84)
and this condition has a solution when
rank rank (85)
If this condition holds, let be its solution. Also the
second sub-equation can be written as
(86)
where
(87)
which has a solution if, and only if,
rank rank (88)
Suppose also that (88) holds and let be its so-
lution. Then continuing this process until point gives
(89)
where
(90)
From this, it follows that if has full row rank ( ) then (70)
always has a solution without control action on the last pass and
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matrix transforming the pass profile vector, see (64), satisfies
in the case when has only real eigenvalues, and
when this matrix has complex eigenvalues, where
denotes the complex conjugate transpose operation.
Executing the Schur decomposition now transforms (91) to
the requirement (96) shown at the bottom of the page, where
(97)
Here the matrix is lower triangular and denote its eigen-
values by . Also the matrix can now be written
in block form as
(98)
where
...
(99)
and (100)
. . .
(101)
. . .
(102)
where denotes a row of , and in (99) denotes
the fact that this matrix is lower triangular.
Duetothequasitriangularform of here,itis possibletoob-
tain simpler conditions where the matrices involved have con-
siderably reduced dimensions. In particular, introduce the
matrix (where again denotes that this matrix is
lower triangular) given as (103) at the bottom of the page, and
also
. . .
. . .
(104)
which are of dimensions and respectively,
and denotes a column of . Now consider
the matrices which can be
transformed byappropriate row and column permutationsto the
form
(105)
where the matrices ( ), (
), ( ), ( ),
( ), and ( ) are defined as shown in (106)–(110)
at the bottom of the next page, where denotes
the row (column) vector whose first
entries are nonzero and the rest are zero.
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