Abstract. An existence theorem for Volterra-type integral inclusion is establish in b-metric spaces. We first introduce two new F -contractions of Hardy-Rogers type and then establish fixed point theorems for these contractions in the setting of b-metric spaces. Finally, we apply our fixed point theorem to prove the existence theorem for Volterra-type integral inclusion. We also provide an example to show that our fixed point theorem is a proper generalization of a recent fixed point theorem by Cosentino et al.
Introduction
The theory of differential equations are based on nonlinear functional analysis. Many existence theorems for the solution of differential equations are proved by means of fixed point theorems. The famous Banach contraction principle has a lot of applications in theory of integral equations. There are many generalizations of Banach contraction principle, see, for example, . Wardowski [37] gave an interesting generalization of Banach contraction known as F -contraction. Several authors generalized F -contraction by combining it with some existing contractive conditions, see, for example, Acar and Altun [1] , Batra and Vashistha [6] , Cosentino and Vetro [13] , Mınak et al. [22] , Paesano and Vetro [26] , Piri and Kumam [29] , Secelean [31] , and Sgroi and Vetro [32] .
The problem of the convergence of measurable functions with respect to a measure, lead to a generalization of notion of a metric. Using this idea, Czerwik [14] gave a generalization of the famous Banach fixed point theorem [14] in so-called b-metric spaces. For some important results on b-metric spaces, we refer the reader to [4, 9, 10, 15, 33] . Recently, Cosentino et al. [12] extended F -contraction in the setting of b-metric spaces and proved some fixed point theorems.
In this paper, we generalize the result of Cosentino et al. for new class of F -contractions in the setting of b-metric spaces. We also construct an example to show the generality of our result. Finally, we apply our result to obtain existence theorems for Volterra-type integral inclusion in b-metric spaces.
Preliminaries
Before going towards our findings, we need the following definitions, notions and results. [14] .) Let X be a nonempty set. A mapping d : X × X → [0, ∞) is said to be a b-metric on X if for each x, y, z ∈ X, we have a real number s 1 such that
Definition 1. (See
Then the triplet (X, d, s) is said to be a b-metric space.
Note that every metric space is a b-metric but converse is not true.
Following is one more interesting and very famous examples of b-metric, which is not a metric.
Example 2. (See [14] .) Let p ∈ (0, 1) and l p (R) = {{x n } ⊂ R:
for each {x n }, {y n } ∈ l p (R). This is a b-metric space with s = 2 1/p .
Recall that a sequence {x n } in a b-metric space (X, d, s) converges to a point x ∈ X if lim n→∞ d(x n , x) = 0. A sequence {x n } in a b-metric space (X, d, s) is a Cauchy sequence if for each > 0, there exists a natural number N ( ) such that d(x n , x m ) < for each m, n N ( ). A b-metric space (X, d, s) is a complete if each Cauchy sequence in X converges to some point of X. Lemma 1. (See [14] .) Let (X, d, s) be a b-metric space, and let {x n } be a sequence in X. If lim n→∞ x n = y and lim n→∞ x n = z, then y = z.
Let (X, d, s) be a b-metric space. The closed and bounded sets in X are defined in a similar manner as for a metric space. We denote by CB (X) the class of all nonempty closed and bounded subsets of X and by CL(X) the class of all nonempty closed subsets of X.
is said to be a Hausdorff b-metric Lemma 2. Let (X, d, s) be a b-metric space. For any A, B, C ∈ CB (X) and any x, y ∈ X, we have the following:
Lemma 3. (See [15] .) Let (X, d, s) be a b-metric space. For any A, B ∈ CL(X) and any x ∈ X, we have the following: (F1) F is strictly increasing, that is, for each a 1 , a 2 ∈ (0, ∞) with a 1 < a 2 , we have 
(F4) For each sequence {d n } of positive real numbers such that τ +F (sd n ) F (d n−1 ) for each n ∈ N and some τ > 0,
Cosentino et al. [12] also showed that the following functions belong to F s .
• F (x) = x + ln x for each x > 0.
• F (x) = ln x for each x > 0.
Main results
We begin this section with the following definition. (
Remark 1. Note that for s = 1, above definition reduces to α-admissible and α * -admissible, as defined in [24] and [3] , respectively.
It is straightforward to see that T is α s -admissible, but not α * s -admissible. Before proving our main results, we prove an auxiliary result.
Lemma 4. Let (X, d, s) be a b-metric space, and let {x n } be any sequence in X for which there exist τ > 0 and F ∈ F s such that
Then {x n } is a Cauchy sequence in X.
Proof. Given that
Thus, by (1) and property (F4), we get
Consequently, we get
Letting n → ∞ in (2), we get lim n→∞ F (s
From (2) we have
Letting n → ∞ in (3), we get
This implies that there exists
To prove that {x n } is a Cauchy sequence, consider m, n ∈ N with m > n > n 1 . By using the triangular inequality and (5), we have
This implies {x n } is a Cauchy sequence since
Now we define the notion of Hardy-Rogers-type (F, α)-contraction.
whenever min{α(x, y)H(T x, T y), R(x, y)} > 0, where
with a 1 , a 2 , a 3 , a 4 , L 0 satisfying a 1 + a 2 + a 3 + 2sa 4 = 1 and a 3 = 1.
, s) be a complete b-metric space with s > 1, and let T : X → CL(X) be a Hardy-Rogers-type (F, α)-contraction such that the following conditions hold:
(i) T is an α s -admissible mapping;
(ii) There exist x 0 ∈ X and x 1 ∈ T x 0 with α(x 0 , x 1 ) s 2 ;
(iii) For any sequence {x n } in X such that x n → x and α(x n , x n+1 ) s 2 for each n ∈ N, we have α(x n , x) s 2 for each n ∈ N.
Then T has a fixed point.
Proof. By hypothesis (ii), there exist x 0 ∈ X and x 1 ∈ T x 0 with α(
Since F is strictly increasing, we have
From (6), we have
Since F is strictly increasing, we get from above that
That is,
As a 1 + a 2 + a 3 + 2sa 4 = 1, we have
Now, from (9), we obtain
Since T is α s -admissible, we have α(x 1 , x 2 ) s 2 . Continuing in the same way, we get a sequence {x n } ⊂ X such that x n ∈ T x n−1 , x n−1 = x n and α(x n−1 , x n ) s 2 , n ∈ N.
Furthermore,
Thus, by Lemma 4, {x n } is a Cauchy sequence in X. As (X, d, s) is complete, there exists x * ∈ X such that x n → x * as n → ∞. By condition (iii), we have α(x n , x * ) s 2 for each n ∈ N. We claim that d(x * , T x * ) = 0. On contrary suppose that d(x * , T x * ) > 0, there exists n 0 ∈ N such that d(x n , T x * ) > 0 for each n n 0 . For each n n 0 , we have
Letting n → ∞ in (11), we have
which is a contradiction. Thus, d(x * , T x * ) = 0. 
for each x, y ∈ X with min{α(x, y)H(T x, T y), R(x, y)} > 0. Assume that a 1 = 1, a 2 = a 3 = a 4 = L = 0 and τ = 1/3. Clearly, min{α(x, y)H(T x, T y), d(x, y)} > 0 for each x, y > 1 with x = y. From (12), for each x, y > 1 with x = y, we have
Thus, T is Hardy-Rogers-type (F, α)-contraction with F (x) = x + ln x. For x 0 = 1, we have x 1 = 0 ∈ T x 0 such that α(x 0 , x 1 ) = 4. Moreover, it is easy to see that T is α s -admissible mapping and for any sequence {x n } ⊆ X such that x n → x as n → ∞ and α(x n , x n+1 ) = 4 for each n ∈ N. Hence, we have α(x n , x) = 4 for each n ∈ N. Therefore, all conditions of Theorem 1 are satisfied, and T has a fixed point in X.
Remark 2. Note that [12, Thm. 3.4] is not applicable here with F (x) = x + ln x. To see this, take x = 0 and y = 3. Thus, this example shows the importance of our result.
Corollary 1. Let (X, d, s) be a complete b-metric space with s > 1, and let T : X → CL(X) be a mapping such that
where k ∈ (0, 1), a 1 , a 2 , a 3 , a 4 , L 0 satisfying a 1 + a 2 + a 3 + 2sa 4 = 1 and a 3 = 1. Then T has a fixed point.
Proof. Let α(x, y) = s 2 for each x, y ∈ X, and let τ > 0 such that k = e −τ . Then for all x, y ∈ X with T x = T y, the given inequality reduces to (6) , where F (x) = ln x. Thus, conclusion follows from Theorem 1. 
for each x, y ∈ X, whenever min{α * (T x, T y)H(T x, T y), R(x, y)} > 0, where
Theorem 2. Let (X, d, s) be a complete b-metric space with s > 1, and let T : X → CL(X) be a (F, α * )-contraction of Hardy-Rogers type such that the following conditions hold:
(i) T is an α * s -admissible mapping; (ii) There exist x 0 ∈ X and x 1 ∈ T x 0 with α(x 0 , x 1 ) s 2 ; (iii) For any sequence {x n } in X such that x n → x and α(x n , x n+1 ) s 2 for each n ∈ N, we have α(x n , x) s 2 for each n ∈ N.
Proof. The proof of this theorem runs along the same lines as the proof of Theorem 1.
Consequences
In this section, we apply our results to obtain some new fixed point theorems for mappings on b-metric spaces endowed with a partial ordering/graphs. If we define
0 otherwise, then the following result is a direct consequence of our results.
Theorem 3. Let (X, d, s, ) be a complete ordered b-metric space with s > 1, and let T : X → CL(X) be a mapping for which there exist F ∈ F s and τ > 0 such that
with x y, whenever min{s 2 H(T x, T y), R(x, y)} > 0, where
with a 1 , a 2 , a 3 , a 4 , L 0 satisfying a 1 + a 2 + a 3 + 2sa 4 = 1 and a 3 = 1. Moreover, the following conditions hold:
(i) For each x ∈ X and y ∈ T x such that x y, we have y z for each z ∈ T y; or if x y, then we have T x ≺ r T y, that is, for each a ∈ T x and b ∈ T y, we have a b; (ii) There exist x 0 ∈ X and x 1 ∈ T x 0 with x 0 x 1 ; (iii) For any sequence {x n } in X such that x n → x as n → ∞ and x n x n+1 for each n ∈ N, we have x n x for each n ∈ N.
Then T has a fixed point. Now, we drive a fixed point theorem for multivalued mappings from a metric spaces X, endowed with a graph, into the space of nonempty closed subsets of the metric space. Subsequently, we assume that G = (V (G), E(G)) is a directed graph such that the set of its vertices V (G) coincides with X (i.e., V (G) = X) and the set of its edges E(G) is such that E(G) ⊇ ∇, where ∇ = {(x, x): x ∈ X}. Moreover, G has no parallel edges. If we define
0 otherwise, then the following result is a direct consequence of our main results.
Theorem 4. Let (X, d, s) be a complete b-metric space endowed with the graph G, having s > 1, and let T : X → CL(X) be a mapping for which there exist F ∈ F s and τ > 0 such that
for each x, y ∈ X with (x, y) ∈ E(G), whenever min{s 2 H(T x, T y), R(x, y)} > 0, where
(i) For each x ∈ X and y ∈ T x such that (x, y) ∈ E(G), we have (y, z) ∈ E(G)
for each z ∈ T y; or if (x, y) ∈ E(G), then we have (a, b) ∈ E(G) for each a ∈ T x and b ∈ T y;
(ii) There exist x 0 ∈ X and x 1 ∈ T x 0 with (x 0 , x 1 ) ∈ E(G); (iii) For any sequence {x n } in X such that x n → x as n → ∞ and (x n , x n+1 ) ∈ E(G) for each n ∈ N, we have (x n , x) ∈ E(G) for each n ∈ N.
Applications
In this section, we give existence theorems for Volterra-type integral inclusion. Consider the Volterra-type integral inclusion as
where a m x (t, s) ds + g(t) ∈ T x(t). Thus, the operator T x is nonempty. Clearly, the operator T x is closed following [35] .
, and let the multivalued operator (ii) There exist τ > 0 and α : X × X → (0, ∞) such that for each x, y ∈ X, we have
(iii) There exist x 0 ∈ X and x 1 ∈ T x 0 with α(x 0 , x 1 ) 4; (iv) If x ∈ X and y ∈ T x such that α(x, y) 4, then we have α(y, z) 4 for each z ∈ T y; (v) For any sequence {x n } ⊆ X such that x n → x as n → ∞ and α(x n , x n+1 ) 4 for each n ∈ N, we have α(x n , x) 4 for each n ∈ N.
Then the integral inclusion (16) has a solution.
Proof. We have to show that the operator T satisfies all conditions of Theorem 1. First, we check (6) . Let x, y ∈ X be such that u ∈ T x. Then we have m
On the other hand, hypothesis (i) ensures that there exists v(t, s) ∈ M y (t, s) such that
Let us consider the multivalued operator S defined by Now, by just interchanging the role of x and y, we reach to α(x, y)H(T x, T y) e −τ d(x, y), x, y ∈ X.
As natural logarithm belongs to F s , applying it on above inequality and after some simplification, we get τ + ln α(x, y)H(T x, T y) ln d(x, y) .
Thus, T is (F, α)-contraction of Hardy-Rogers type with a 1 = 1, a 2 = a 3 = a 4 = L = 0 and F (x) = ln x. All other conditions of Theorem 1 immediately follows by the hypothesis. Therefore, the operator T has a fixed point, that is, the Volterra-type integral inclusion (16) has a solution.
By using Corollary 1, we can prove the following existence theorem along the same lines as the proof of above is done. Then the integral inclusion (16) has a solution.
