Modelos Matemáticos e Heurísticas para Problemas de Posicionamento de Polígonos Ortogonais by Marisa João Guerra Pereira de Oliveira
Marisa Joa˜o Guerra Pereira de Oliveira
Modelos Matema´ticos e Heur´ısticas para
Problemas de Posicionamento de
Pol´ıgonos Ortogonais
Tese apresentada a` Faculdade de Engenharia da Universidade do Porto
para obtenc¸a˜o do grau de Doutor em Engenharia Industrial e Gesta˜o sob
orientac¸a˜o cient´ıfica de Anto´nio Miguel da Fonseca Fernandes Gomes e de
Maria Eduarda da Cunha e Silva Pinto Ferreira
Departamento de Engenharia e Gesta˜o Industrial
Faculdade de Engenharia da Universidade do Porto
2012

Agradecimentos
Gostaria de agradecer, em primeiro lugar, ao Prof. Miguel Gomes, meu
orientador cient´ıfico, sem o qual na˜o teria conseguido realizar este traba-
lho. Exprimo-lhe o meu reconhecimento por todos os ensinamentos que me
transmitiu. Na˜o ha´ palavras suficientes para traduzir tal agradecimento.
Agradec¸o a` minha Co-Orientadora, Doutora Eduarda Pinto Ferreira, por
toda a sua disponibilidade para ajudar e pelas suas palavras de apoio ao
longo deste percurso.
Agradec¸o tambe´m ao Prof. Jose´ Fernando Oliveira pelas suas sugesto˜es,
apoio e palavras de incentivo ta˜o importantes nos momentos menos bons.
Agradec¸o a` Teresa Bianchi de Aguiar e ao Lu´ıs Guimara˜es pela enorme
ajuda com o Visual Studio e com o Cplex.
Na˜o poderia deixar de agradecer a ajuda prestada, nas atividades letivas,
pela minha colega e amiga Grac¸a Marcos.
Gostaria de agradecer ao ISEP e ao Programa de Formac¸a˜o Avanc¸ada
de Docentes do IPP, pelo apoio financeiro parcial.
E, finalmente, agradec¸o aos meus pais por todo o apoio, amor e carinho
e porque sempre me incentivaram a` formac¸a˜o.

Resumo
O Problema de Posicionamento abordado neste trabalho consiste em mini-
mizar a a´rea da envolvente rectangular que conte´m um conjunto de itens
ortogonais (i.e. itens cujos aˆngulos internos sejam 900 ou 2700). Os pro-
blemas de posicionamento sa˜o problemas de otimizac¸a˜o combinato´ria com
uma forte componente geome´trica e sa˜o, na sua generalidade, problemas
NP-Dif´ıceis do ponto de vista da sua resoluc¸a˜o. O problema abordado neste
trabalho surge em va´rios contextos reais: tais como no posicionamento de
mo´dulos em circuitos VLSI, que tem como objetivo encontrar o melhor po-
sicionamento dos mo´dulos para obter circuitos compactos, e no projeto f´ı-
sico de instalac¸o˜es, no qual um dos objetivos passa por encontrar o arranjo
mais eficiente de departamentos dentro de uma instalac¸a˜o. Por exemplo,
no posicionamento de itens, em circuitos VLSI mo´dulos com formas orto-
gonais surgiram para facilitar a utilizac¸a˜o da a´rea do circuito e melhorar
a ligac¸a˜o entre os itens, contribuindo para o aumento do desempenho do
circuito. As instaˆncias que surgem nos problemas reais, principalmente nos
circuitos integrados, apresentam um elevado nu´mero de itens que podem
mesmo chegar aos milhares, sendo um grande desafio lidar com instaˆncias
desta dimensa˜o. Enquanto problemas de otimizac¸a˜o combinato´ria podem
ser resolvidos usando qualquer uma das abordagens e te´cnicas dispon´ıveis:
programac¸a˜o matema´tica, heur´ısticas, meta-heur´ısticas, algoritmos de pes-
quisa, programac¸a˜o por restric¸o˜es, etc. Apesar de serem facilmente repre-
sentados atrave´s de modelos matema´ticos sa˜o dif´ıceis de serem solucionados
dado o grande nu´mero de varia´veis envolvidas e, consequentemente, obter
soluc¸o˜es exatas, principalmente quando aplicados a instaˆncias de grande di-
mensa˜o. Desta forma, sa˜o muitas vezes usados me´todos heur´ısticos para os
solucionar. Apesar destes me´todos na˜o garantirem a obtenc¸a˜o da soluc¸a˜o
o´tima do problema, podem obter boas aproximac¸o˜es, com um baixo esforc¸o
computacional, quando comparados com a utilizac¸a˜o de me´todos exatos.

Abstract
In the rectilinear packing area minimization problem one wishes to pack
a set of rectilinear shaped pieces (pieces with 900 or 2700 internal angles),
while minimizing the area of the enclosing rectangle and without overlapped
pieces. This is a combinatorial optimization NP-hard problem that belongs
to the class of Cutting and Packing problems, which are combinatorial pro-
blems with a strong geometric component.
Packing problems occur in several important manufacturing industries
where the reduction of raw materials leads to environmental and ecologi-
cal benefits. In most of the industrial applications the goals are similar:
to produce fast and good quality solutions in order to maximize material
utilization and, therefore, minimize wastage. The rectilinear packing pro-
blem arises in a wide range of activities, such as in the placement of circuit
modules in Very Large Scale Integration (VLSI) circuits, in the design of
facility layouts, newspaper layout, etc. For example, in VLSI circuits rectili-
near shaped pieces appeared to reduce the circuits’ area while improving the
connectivity between pieces and increasing the circuit performance. In this
real world application it is important to meet some market requirements
such as the quick production and design of small circuits. VLSI circuits
today may contain a high number of pieces which may be rectangles or rec-
tilinear shapes. For these reasons is important to minimize the area of the
enclosing rectangle that contains all the circuit elements placed in order to
obtain small chips. It is also important to have an approach which deals
with a large number and variety of pieces, where, besides rectangular sha-
pes, it could deal with rectilinear shaped pieces, and which produces fast
and good quality solutions. Several techniques are used to solve the rectili-
near packing problems, like mixed integer programming models, heuristics,
metaheuristics, etc. Exact techniques guarantee to find optimal solutions
and prove its optimality, however given the combinatorial nature of rectili-
vi
near packing problems they are not able to deal with large instances. The
most common approaches to tackle large instances are based on heuristic
methods. These methods are designed to obtain good solutions, not neces-
sarily optimal, in acceptable computational time. In this work we intend to
solve large rectilinear packing problems in a reasonable computational time.
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Cap´ıtulo 1
Introduc¸a˜o
1.1 Motivac¸a˜o e aˆmbito da Tese
Um problema de posicionamento (PP) consiste em posicionar um conjunto
de itens, sem sobreposic¸o˜es, com o objetivo de minimizar o desperd´ıcio, isto
e´, pretende-se minimizar a a´rea na˜o ocupada pelos itens. Os PP sa˜o proble-
mas de Otimizac¸a˜o Combinato´ria que esta˜o associados a duas componentes
principais, uma geome´trica que resulta da necessidade de posicionar os itens
sem sobreposic¸o˜es e outra combinato´ria que resulta de combinar os itens
de forma a minimizar o desperd´ıcio. Os PP sa˜o tambe´m conhecidos como
problemas de Corte e Empacotamento (Cutting and Packing). Exemplos de
aplicac¸a˜o incluem a minimizac¸a˜o da perda de um material (para corte) ou
maximizac¸a˜o da a´rea aproveitada de um contentor (para empacotamento).
Devido a` sua natureza gene´rica, os PP sa˜o utilizados para modelar diversas
situac¸o˜es reais que surgem em va´rias a´reas industriais, tais como indu´strias
de papel, mobilia´rio, vidro, metalu´rgica, pla´stica, teˆxtil, passando pela mi-
nimizac¸a˜o da a´rea utilizada por um conjunto de mo´dulos num circuito VLSI
(Very Large Scale Integration). Sa˜o problemas que ocorrem frequentemente
relacionados com o desperd´ıcio de materiais, planeamento de operac¸o˜es lo-
g´ısticas como armazenagem, movimentac¸a˜o e transporte, minimizac¸a˜o de
espac¸os vazios, entre outros. Os PP enquanto problemas de otimizac¸a˜o com-
binato´ria podem ser resolvidos usando qualquer uma das abordagens e te´c-
nicas dispon´ıveis: programac¸a˜o matema´tica, heur´ısticas, meta-heur´ısticas,
algoritmos de pesquisa, etc. Infelizmente, dada a sua natureza combinato´ria
e a sua componente geome´trica, as te´cnicas exatas na˜o sa˜o capazes de lidar
eficientemente com instaˆncias de grande dimensa˜o destes problemas, pelo
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que a utilizac¸a˜o de me´todos heur´ısticos se torna indispensa´vel.
O foco principal desta dissertac¸a˜o sera˜o os PP de itens ortogonais com
o objetivo de minimizar a a´rea do objeto que os conte´m.
1.2 Objetivos
O objetivo do PP de pol´ıgonos ortogonais, que e´ alvo de estudo nesta disser-
tac¸a˜o, consiste em minimizar a a´rea da envolvente rectangular que conte´m
um conjunto de itens ortogonais (i.e. itens cujos aˆngulos internos sa˜o 900 ou
2700). Sa˜o exemplos de itens ortogonais formas em L, T, U. Este problema
surge em va´rios contextos reais, tais como: no posicionamento de mo´dulos
em circuitos VLSI, que tem como objetivo encontrar o melhor posiciona-
mento dos mo´dulos para obter circuitos compactos, e no projeto f´ısico de
instalac¸o˜es, no qual um dos objetivos passa por encontrar o arranjo mais
eficiente de departamentos dentro de uma instalac¸a˜o. Por exemplo, no po-
sicionamento de itens em circuitos VLSI, mo´dulos com formas ortogonais
surgiram para facilitar a utilizac¸a˜o da a´rea do circuito e melhorar a ligac¸a˜o
entre os itens, contribuindo para o aumento da performance do circuito. As
instaˆncias que surgem nos problemas reais, principalmente nos circuitos in-
tegrados, apresentam um elevado nu´mero de itens que podem mesmo chegar
aos milhares, sendo um grande desafio lidar com instaˆncias desta dimensa˜o.
Va´rias questo˜es de investigac¸a˜o foram levantadas no in´ıcio deste tra-
balho, algumas relacionadas com as abordagens a usar para lidar com o
problema proposto e outras relacionadas com a representac¸a˜o dos itens or-
togonais.
Em relac¸a˜o a`s abordagens e´ necessa´rio decidir qual a abordagem a usar.
Sera´ que para este problema existe alguma abordagem que e´ mais indicada
do que outras? Foi inicialmente efetuado um estudo sobre a possibilidade de
usar modelos matema´ticos para resolver o problema proposto. Pretendendo-
se saber ate´ que nu´mero de itens e´ poss´ıvel resolver o PP ate´ a` otimalidade.
Quando se lida com modelos matema´ticos na˜o-lineares e se pretende usar
te´cnicas de programac¸a˜o linear e inteira e´ necessa´rio decidir que linearizac¸a˜o
usar e qual e´ a que mais se adequa ao problema. Como nos problemas reais
surgem frequentemente objetivos adicionais, para ale´m da minimizac¸a˜o da
a´rea do objeto, foi tambe´m estudada a componente multiobjetivo do PP
de itens ortogonais quando se pretende minimizar simultaneamente a a´rea
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do retaˆngulo envolvente e a soma das distaˆncias que ligam um conjunto de
itens. Aqui, e´ tambe´m necessa´rio decidir como combinar estes dois objetivos
e como linearizar a soma das distaˆncias entre itens.
Para ale´m do recurso a modelos matema´ticos foram tambe´m usadas abor-
dagens heur´ısticas, quer me´todos construtivos quer me´todos baseados em
pesquisa local. Nos me´todos construtivos e´ necessa´rio decidir que regra
usar na ordenac¸a˜o dos itens para posteriormente se proceder ao seu posici-
onamento. Va´rios autores referem que deve ser dada prefereˆncia aos itens
grandes para serem posicionados em primeiro lugar. Para confirmar esta
afirmac¸a˜o foi feito um estudo, recorrendo a uma heur´ıstica construtiva pa-
rametriza´vel, que permitiu eliminar alguns crite´rios e identificar as melhores
combinac¸o˜es de paraˆmetros para a selec¸a˜o dos itens a posicionar.
Tentando tirar partido das vantagens existentes nos modelos matema´ti-
cos e nos me´todos heur´ısticos foram propostas abordagens que combinam
estes dois me´todos de resoluc¸a˜o. Uma das abordagens combina a meta-
heur´ıstica Iterated Local Search (ILS) com modelos matema´ticos de compac-
tac¸a˜o e separac¸a˜o. Uma segunda abordagem utiliza modelos matema´ticos
na construc¸a˜o iterativa de soluc¸o˜es. Em cada iterac¸a˜o um conjunto de itens
e´ adicionado a uma soluc¸a˜o parcial, por interme´dio de um modelo mate-
ma´tico. A escolha dos itens a posicionar em cada iterac¸a˜o e´ feita segundo
crite´rios heur´ısticos.
Outra questa˜o que se levanta esta´ relacionada com os itens ortogonais.
Nas abordagens usadas e´ mais fa´cil lidar com estes itens como um todo ou
devem ser divididos em retaˆngulos e impor um conjunto de restric¸o˜es adicio-
nais que assegurem que na soluc¸a˜o final a forma inicial dos itens ortogonais e´
mantida? Em algumas das abordagens propostas nesta dissertac¸a˜o optou-se
pela divisa˜o dos itens ortogonais em retaˆngulos e noutras optou-se por lidar
com o item como um todo.
1.3 Estrutura da Tese
Esta tese divide-se em seis cap´ıtulos, sendo o presente cap´ıtulo uma intro-
duc¸a˜o do problema que se pretende abordar, apresentando-se as principais
motivac¸o˜es, questo˜es de investigac¸a˜o e objetivos.
No segundo cap´ıtulo e´ feito um enquadramento do problema objeto de
estudo desta dissertac¸a˜o. Comec¸a-se por enquadra´-lo nos PP com base na
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mais recente tipologia existente para a classificac¸a˜o destes problemas. E´
apresentada uma refereˆncia a publicac¸o˜es existentes na a´rea de PP bidimen-
sionais que envolvem itens retangulares e pol´ıgonos ortogonais.
No terceiro cap´ıtulo sa˜o apresentados modelos matema´ticos para o PP
de minimizac¸a˜o da a´rea do objeto com itens ortogonais. Sa˜o realizados treˆs
conjuntos de experieˆncias com objetivos diferentes. Um dos conjuntos visa
estabelecer as capacidades do modelo proposto em relac¸a˜o ao nu´mero de
itens considerados. Outro tem como objetivo principal validar a extensa˜o
do modelo para lidar com itens ortogonais e comparar a complexidade dos
modelos que lidam com itens ortogonais com modelos que consideram apenas
itens retangulares. No u´ltimo conjunto de experieˆncias pretendeu-se estu-
dar se existe uma componente multiobjetivo quando se considera tambe´m o
objetivo de minimizar a soma das distaˆncias entre itens.
No quarto cap´ıtulo e´ proposta uma heur´ıstica construtiva parametriza´vel
que usa uma estrutura em a´rvore para representar padro˜es guilhotina´veis.
Com esta heur´ıstica pretende-se fazer um estudo de quais os itens que devem
ser posicionados em primeiro lugar. Neste cap´ıtulo apresenta-se ainda uma
heur´ıstica, tambe´m construtiva, cuja soluc¸a˜o sa˜o padro˜es na˜o guilhotina´veis.
O quinto cap´ıtulo e´ dedicado a` apresentac¸a˜o de abordagens h´ıbridas.
Estas abordagens combinam modelos matema´ticos com me´todos heur´ısticos.
E, finalmente, no sexto cap´ıtulo faz-se uma s´ıntese dos principais as-
suntos abordados nesta tese, apresentam-se as principais concluso˜es e sa˜o
apresentadas algumas propostas de trabalho futuro.
Cap´ıtulo 2
Problemas de
Posicionamento de Pol´ıgonos
Ortogonais
Os PP sa˜o problemas de otimizac¸a˜o combinato´ria com uma forte compo-
nente geome´trica. Estes problemas tambe´m sa˜o designados por problemas
de Corte e Empacotamento (Cutting and Packing Problems, na versa˜o in-
glesa). A componente geome´trica dos PP esta´ presente no posicionamento
dos itens, uma vez que e´ necessa´rio assegurar que estes na˜o se sobrepo˜em,
enquanto a componente combinato´ria surge na selec¸a˜o dos itens, no posici-
onamento, na selec¸a˜o do objeto grande, etc. O objetivo nestes problemas
podera´ ser a maximizac¸a˜o do valor dos objetos menores (designados por
itens) a serem posicionados num objeto grande (designado apenas por ob-
jeto) ou a minimizac¸a˜o de objetos para posicionar os itens, figura 2.1. As
operac¸o˜es de corte ou de empacotamento sa˜o frequentes em diversas indu´s-
trias como as de madeira, teˆxtil, vidro, ac¸o, espuma, construc¸a˜o civil, etc.
Nestas indu´strias, um importante objetivo passa por minimizar o desperd´ıcio
da mate´ria prima. O processo de cortar objetos em itens ou empacotar itens
em objetos sa˜o problemas equivalentes, matematicamente falando, uma vez
que apresentam a mesma estrutura lo´gica podendo ser abordados com as
mesmas formulac¸o˜es e estrate´gias para a obtenc¸a˜o da soluc¸a˜o.
Neste trabalho, abordamos o problema de posicionamento de pol´ıgonos
ortogonais em que se pretende posicionar um conjunto de itens, sem sobrepo-
sic¸o˜es, de forma a otimizar um ou mais objetivos. Na Figura 2.2 representa-
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Figura 2.1: Problema de posicionamento bidimensional
se uma soluc¸a˜o de um PP que conte´m pol´ıgonos ortogonais em que o obje-
tivo e´ minimizar a a´rea do retaˆngulo exterior envolvente que conte´m todos
os itens dispon´ıveis para o posicionamento, sem que estes se sobreponham.
Para ale´m da minimizac¸a˜o da a´rea, considerar-se-a´ um outro objetivo, que
surge frequentemente em aplicac¸o˜es reais nomeadamente no posicionamento
de mo´dulos em circuitos, onde se pretende minimizar a soma das distaˆncias
entre um determinado subconjunto de itens.
Este cap´ıtulo divide-se em treˆs secc¸o˜es. A primeira secc¸a˜o aborda os PP,
fazendo uma refereˆncia a` tipologia mais recente usada na classificac¸a˜o destes
problemas. Sa˜o tambe´m referidas as categorias e subcategorias assim como
alguns trabalhos e abordagens usadas nestes problemas. Nesta secc¸a˜o sera´
realizada uma descric¸a˜o da geometria e das restric¸o˜es adicionais existentes
nos PP.
Na secc¸a˜o seguinte sera´ realizada uma breve descric¸a˜o das principais
abordagens a PP com itens retangulares a serem posicionados num conjunto
de objetos com dimenso˜es conhecidas. Apesar dos problemas apresentados,
nesta secc¸a˜o, serem diferentes do problema que e´ o tema de estudo desta
dissertac¸a˜o, existem algumas caracter´ısticas que sa˜o comuns, podendo as
abordagens usadas para estes problemas serem usadas para o problema em
estudo, atrave´s de algumas adaptac¸o˜es. Esta secc¸a˜o comec¸a por uma breve
contextualizac¸a˜o histo´rica de como surgiram estes problemas, seguindo-se a
apresentac¸a˜o de um conjunto de artigos selecionados para cada problema.
A terceira secc¸a˜o e´ dedicada a` apresentac¸a˜o do problema que e´ o tema
de estudo desta dissertac¸a˜o. Neste problema, um conjunto de itens tem
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Figura 2.2: Posicionamento de pol´ıgonos ortogonais
que ser posicionado sem sobreposic¸o˜es. O objeto para posicionar os itens
na˜o tem qualquer dimensa˜o definida sendo, o objetivo minimizar a a´rea do
objeto que conte´m todos os itens. Sera˜o apresentados algumas aplicac¸o˜es
reais onde surge este problema, assim como uma revisa˜o bibliogra´fica das
abordagens usadas. Esta revisa˜o bibliogra´fica esta´ dividida em duas partes,
uma que considera apenas itens retangulares e outra onde os itens podem
ser pol´ıgonos ortogonais.
Por u´ltimo, realiza-se uma breve revisa˜o bibliogra´fica de PP multiobje-
tivo (PPMO). Na primeira parte desta secc¸a˜o faz-se refereˆncia a problemas
e abordagens onde, para ale´m da minimizac¸a˜o da a´rea, e´ considerado um ob-
jetivo adicional. A segunda parte e´ dedicada a outros PPMO, por exemplo,
problemas onde os itens ou os objetos teˆm formas irregulares ou problemas
que sa˜o extenso˜es de PP.
2.1 Problemas de Posicionamento
Os PP sa˜o, na sua generalidade, problemas NP-Dif´ıceis do ponto de vista
da sua resoluc¸a˜o (Garey e Johnson [1979]). Korf et al. [2008] mostram que o
PP retangular e´ NP-completo, atrave´s de uma reduc¸a˜o de Bin Packing. En-
quanto problemas de otimizac¸a˜o combinato´ria podem ser resolvidos usando
qualquer uma das abordagens e te´cnicas dispon´ıveis: programac¸a˜o linear,
heur´ısticas, meta-heur´ısticas, algoritmos de pesquisa, programac¸a˜o por res-
tric¸o˜es, etc. Apesar de serem facilmente representados atrave´s de modelos
matema´ticos sa˜o dif´ıceis de serem solucionados dado o grande nu´mero de
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varia´veis envolvidas e, consequentemente, obter soluc¸o˜es exatas em tempos
computacionais razoa´veis, principalmente quando aplicados a instaˆncias de
grande dimensa˜o. Desta forma, sa˜o muitas vezes usados me´todos heur´ısticos
para os solucionar. Apesar destes me´todos na˜o garantirem a obtenc¸a˜o da
soluc¸a˜o o´tima do problema, podem obter boas aproximac¸o˜es, com um baixo
esforc¸o computacional, quando comparados com a utilizac¸a˜o de me´todos
exatos.
2.1.1 Tipologia de Problemas de Posicionamento
Nas u´ltimas de´cadas foram publicados va´rios artigos relacionados com PP.
Dada a enorme variedade de problemas que surgiram nesta a´rea tornou-se
necessa´rio a sua sistematizac¸a˜o para facilitar a identificac¸a˜o da estrutura co-
mum existente nestes problemas. Apresenta-se de seguida a tipologia, mais
recente, usada na literatura para classificar os PP com o objetivo de ilustrar
melhor os va´rios contextos em que surgem estes problemas. Uma tipologia
tem por objetivo facilitar a classificac¸a˜o das variac¸o˜es existentes em pro-
blemas de uma determinada a´rea, permitindo a normalizac¸a˜o de conceitos,
definic¸o˜es e notac¸o˜es e, assim, facilitar a comunicac¸a˜o entre investigadores
desta a´rea.
Na literatura, podemos encontrar duas formas de classificac¸a˜o dos PP:
a descrita por Dyckhoff [1990], e a de Wa¨scher et al. [2007]. A tipologia
proposta por Dyckhoff [1990], apesar de ter sido um marco importante no
estabelecimento de uma classificac¸a˜o que destaca a estrutura ba´sica comum
aos PP, na˜o obteve uma unanimidade internacional. O seu mecanismo de
codificac¸a˜o foi considerado pouco evidente e inconsistente, cuja aplicac¸a˜o
pode levar a resultados confusos, ale´m de se encontrar em alema˜o. Para ale´m
de que, ao longo dos anos, esta tipologia na˜o se revelou eficaz para caraterizar
novos problemas que foram surgindo. Mais tarde, surgiu uma nova tipologia
proposta por Wa¨scher et al. [2007] onde a codificac¸a˜o apresentada para
a classificac¸a˜o destes problemas e´ clara e acrescenta melhorias a` tipologia
anteriormente existente. Esta tipologia ampliou a classificac¸a˜o proposta
incluindo uma maior quantidade de problemas.
Segundo Wa¨scher et al. [2007], podem ser distinguidos cinco subpro-
blemas de PP nomeadamente: problema de selec¸a˜o de objetos, que surge
quando os objetos possuem caracter´ısticas diferentes (como dimenso˜es, custo,
material); problema de selec¸a˜o de itens, que ocorre quando determinados
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itens teˆm prioridade em relac¸a˜o aos outros; problema de agrupamento de
itens, onde um determinado conjunto de itens na˜o pode ficar junto de outro,
como, por exemplo, produtos inflama´veis com produtos aliment´ıcios, itens
fra´geis com outros itens que os possam danificar; problema de alocac¸a˜o de
itens em objetos quando determinados itens so´ podem ser posicionados em
determinados objetos; e, finalmente, problema de padra˜o que surge quando
os itens devem ser dispostos nos objetos, respeitando-se determinadas condi-
c¸o˜es geome´tricas, por exemplo, quando os itens teˆm posic¸o˜es fixas no interior
de um objeto.
Para os diferentes problemas, segundo esta tipologia, ha´ cinco crite´rios
distintos a ter em considerac¸a˜o para a sua definic¸a˜o: a dimensionalidade,
um problema pode ser unidimensional, bidimensional, tridimensional ou
n−dimensional; o tipo de atribuic¸a˜o, onde o objetivo pode ser maximizar a
produc¸a˜o (que ocorre quando o nu´mero de objetos dispon´ıveis na˜o sa˜o sufi-
cientes para alocar todos os itens), ou minimizar os recursos utilizados onde
os objetos dispon´ıveis sa˜o suficientes para alocar todos os itens, procurando-
se posicionar os itens minimizando um determinado valor que pode ser, por
exemplo, a quantidade de material desperdic¸ado; o sortido dos itens que
podem ser ideˆnticos, pouco heteroge´neo ou muito heteroge´neo; o sortido dos
objetos, podendo existir um u´nico objeto com todas as dimenso˜es fixas ou
com uma ou mais dimenso˜es varia´veis, ou muitos objetos ideˆnticos, pouco
heteroge´neo ou muito heteroge´neo; e a forma dos itens que pode ser regular
ou irregular.
Para a classificac¸a˜o de PP segundo Wa¨scher et al. [2007] sa˜o necessa´rias
3 etapas: na primeira etapa combinam-se os crite´rios tipo de atribuic¸a˜o e
tipo de itens, dando origem a problemas ba´sicos; a segunda e´ definida pela
combinac¸a˜o do tipo de objetos com os problemas ba´sicos dando origem aos
problemas interme´dios; e, finalmente, na terceira etapa, sa˜o adicionados
os crite´rios da dimensionalidade, a forma dos itens e a estrutura do problema,
resultando em problemas refinados.
De seguida sera´ feita uma breve refereˆncia a cada uma destas etapas,
definindo alguns problemas que pertencem a cada um dos problemas ba´sicos,
interme´dios e, finalmente, refinados.
Os problemas do tipo ba´sico podem ser divididos em duas categorias
consoante o tipo de atribuic¸a˜o ou objetivo usado na atribuic¸a˜o, que por
sua vez se subdividem consoante a variedade e o sortido dos itens usados
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(Figura 2.3).
• Maximizac¸a˜o da Produc¸a˜o
Neste tipo de problemas os objetos existem em quantidades limitadas,
na˜o sendo poss´ıvel a produc¸a˜o de todos os itens. Como se pretende
maximizar a produc¸a˜o de itens, todos os objetos sera˜o utilizados, resul-
tando num problema de selec¸a˜o dos itens a serem produzidos. Incluem-
se nesta categoria:
– Problemas de Posicionamento de Itens Ideˆnticos
Nesta categoria, pretende-se posicionar o maior nu´mero poss´ı-
vel de itens, todos ideˆnticos, num conjunto limitado de objetos.
Deve notar-se que, como os itens sa˜o todos ideˆnticos, na˜o existe,
na realidade, um problema de selec¸a˜o de itens nem de agrupa-
mento ou distribuic¸a˜o. Nesta categoria os problemas reduzem-se
a` determinac¸a˜o do melhor padra˜o em cada objeto, figura 2.4(a).
– Problemas de Colocac¸a˜o
Incluem-se nesta categoria os problemas onde o sortido de itens
existente e´ fracamente heteroge´neo e os objetos sa˜o limitados. O
objetivo passa por maximizar a produc¸a˜o de itens ou por mini-
mizar o desperd´ıcio (espac¸o nos objetos que na˜o e´ ocupado por
qualquer item). Nesta categoria, e contrariamente ao que acon-
tece na anterior, ja´ esta´ impl´ıcito um problema de selec¸a˜o dos
itens, isto e´, torna-se necessa´rio decidir que itens posicionar, fi-
gura 2.4(b).
– Problema da Mochila
Tal como na categoria anterior existe uma selec¸a˜o de itens que sa˜o
caraterizados por um sortido muito heteroge´neo a serem alocados
num conjunto limitado de objetos. O objetivo e´ maximizar a
produc¸a˜o de itens, figura 2.4(c).
• Minimizac¸a˜o dos Recursos Utilizados
Estes problemas caraterizam-se pela existeˆncia de objetos suficientes
para posicionar todos os itens. Nestes problemas, o objetivo usado na
afetac¸a˜o e´ a minimizac¸a˜o dos recursos utilizados, isto e´, pretende-se
minimizar o valor dos objetos necessa´rios para alocar todos os itens.
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– Problemas de Dimenso˜es Varia´veis
A caracter´ıstica comum a estes problemas e´ a existeˆncia de uma
ou mais dimenso˜es varia´veis do objeto ou objetos. O objetivo
nestes problemas e´ posicionar todos os itens minimizando a di-
mensa˜o ou dimenso˜es varia´veis do objeto, figura 2.4(d).
– Problemas de Cutting Stock
Os problemas desta categoria incluem um sortido de itens pouco
heteroge´neo e um conjunto de objetos no qual e´ poss´ıvel posici-
onar todos os itens. O objetivo e´ a minimizac¸a˜o do nu´mero de
objetos necessa´rios para posicionar os itens na sua totalidade, ou
minimizar o valor total dos objetos utilizados, figura 2.4(e).
– Problemas de Bin Packing
A principal caracter´ıstica destes problemas e´ a existeˆncia de uma
forte heterogeneidade do sortido dos itens, que devem ser posicio-
nados num conjunto de objetos suficientes para o posicionamento
completo dos itens. Nestes problemas pretende-se minimizar o
nu´mero de objetos ou o valor desses objetos, figura 2.4(f).
Os problemas de tipo interme´dio resultam dos problemas ba´sicos
por adic¸a˜o de um novo crite´rio a ter em considerac¸a˜o: o sortido dos obje-
tos. Nesta categoria continuam a existir os mesmos dois tipos de objetivos
usados na afetac¸a˜o: a maximizac¸a˜o da produc¸a˜o e minimizac¸a˜o dos recursos
utilizados.
No caso da maximizac¸a˜o da produc¸a˜o os itens podem ser ideˆnticos,
fracamente heteroge´neos e fortemente heteroge´neos. No caso de itens ideˆn-
ticos pode ter-se um u´nico objeto sendo estes problemas classificados como
Problemas de Posicionamento em Objetos Ideˆnticos. No caso de
existirem itens fracamente heteroge´neos e:
• um u´nico objeto - Problema de Colocac¸a˜o com um u´nico objeto;
• objetos ideˆnticos - Problema de Colocac¸a˜o com va´rios objetos
ideˆnticos;
• objetos heteroge´neos - Problema de Colocac¸a˜o com va´rios obje-
tos diferentes.
No caso de haver itens fortemente heteroge´neos e existir:
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Figura 2.4: Problemas de posicionamento (adaptado de Oliveira et al.
[2011a])
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• um u´nico objeto - Problema da Mochila u´nica;
• objetos ideˆnticos - Problema de Mochilas ideˆnticas;
• objetos heteroge´neos - Problema de Mochilas diferentes.
Relativamente a` minimizac¸a˜o dos recursos utilizados, os itens po-
dem ser fracamente heteroge´neos e fortemente heteroge´neos. Se os itens
existentes forem fracamente heteroge´neos e houver:
• um u´nico objeto - Problema de Cutting Stock com objetos ideˆn-
ticos;
• objetos ideˆnticos - Problema de Cutting Stock com mu´ltiplos
objetos;
• objetos heteroge´neos - Problema de Cutting Stock Residual;
• objetos com uma ou mais dimenso˜es varia´veis - Problema de Di-
menso˜es Varia´veis.
No caso de haver itens fortemente heteroge´neos e:
• um u´nico objeto - Problema de Bin Packing com objetos ideˆn-
ticos;
• objetos ideˆnticos - Problema de Bin Packing com mu´ltiplos ob-
jetos;
• objetos heteroge´neos - Problema de Bin Packing Residual;
• objetos com uma ou mais dimenso˜es varia´veis - Problema de Di-
menso˜es Varia´veis.
Finalmente, os problemas de tipo refinado sa˜o obtidos pela aplicac¸a˜o
dos crite´rios de dimensionalidade e da forma dos itens. A regra para clas-
sificac¸a˜o dos PP e´ obtida do seguinte modo: 1,2,3-D retangular, circular,...,
irregular classificac¸a˜o interme´dia. Por exemplo, a designac¸a˜o 2D retangular
Open Dimensional Problem refere-se a um PP no qual o objeto e os itens
sa˜o retangulares e o objeto possui uma ou as duas dimenso˜es varia´veis.
Na literatura pode encontrar-se um vasto nu´mero de publicac¸o˜es relaci-
onadas com PP que va˜o desde unidimensionais a tridimensionais, de itens
retangulares a itens irregulares e que variam na abordagem de resoluc¸a˜o.
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Em todos estes problemas o principal objetivo e´ posicionar, sem sobreposi-
c¸o˜es, um conjunto de itens de modo a maximizar a utilizac¸a˜o do material e,
consequentemente, a minimizac¸a˜o do desperd´ıcio.
De seguida e´ feita uma breve descric¸a˜o das categorias e subcategorias
existentes nos PP de tipo refinado. Para ale´m desta descric¸a˜o, sera˜o apre-
sentados exemplos de problemas que podem ser encontrados em cada uma
delas e referidos alguns autores e abordagens para estes problemas. Sera´
dada prefereˆncia a problemas onde os itens na˜o sejam retangulares, uma vez
que a secc¸a˜o 2.2 e´ dedicada a` apresentac¸a˜o de problemas e abordagens que
lidam com itens com formas retangulares e ortogonais.
• Maximizac¸a˜o dos Produtos Produzidos
– Problema de Posicionamento de Itens Ideˆnticos
Nesta subcategoria existe um conjunto de itens ideˆnticos a ser
posicionado numa quantidade de objetos ilimitada. Um exemplo
representativo desta categoria e´ o problema de carregamento de
paletes, no qual uma palete u´nica deve ser carregada com um nu´-
mero ma´ximo de caixas ideˆnticas. Este problema foi abordado por
Dowsland [1987] e por Morabito e Morales [1998] que apresentam
algoritmos de programac¸a˜o dinaˆmica baseado num procedimento
recursivo para a sua resoluc¸a˜o. Para lidarem com o mesmo pro-
blema Alvarez-Valdes et al. [2005] usam um algoritmo baseado
em Pesquisa Tabu.
Outro problema que pode ser inclu´ıdo nesta subcategoria e´ o posi-
cionamento de um conjunto de cilindros, com diaˆmetros ideˆnticos,
numa caixa retangular. Este problema foi abordado por Birgin
et al. [2005a] atrave´s de um procedimento que se baseia no facto
de os centros dos cilindros terem de estar dentro da caixa retan-
gular definida pela base do contentor e distantes uns dos outros
pelo menos um diaˆmetro. Com esta regra tentam encontrar o
nu´mero ma´ximo de centros de cilindros que satisfazem essas res-
tric¸o˜es. O mesmo problema foi abordado por Correia et al. [2000]
que consideram o posicionamento dos cilindros em camadas. Es-
tes autores conseguiram estender este problema a` considerac¸a˜o
de c´ırculos com raios diferentes.
– Problemas de Colocac¸a˜o num U´nico Objeto
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Esta subcategoria carateriza-se pela existeˆncia de um u´nico ob-
jeto dispon´ıvel para posicionar um conjunto de itens fracamente
heteroge´neo. Podem aqui ser inclu´ıdos os problemas de posici-
onar um conjunto de c´ırculos, de raios diferentes, num objeto
retangular ou, por exemplo, problemas de carregamento de con-
tentores onde se pretende posicionar um conjunto de caixas, de
poucos tipos diferentes, num u´nico contentor.
Outro problema surge quando se pretende cortar um conjunto de
itens irregulares de um objeto tambe´m irregular. Crispin et al.
[2003] apresentam uma abordagem baseada em algoritmos gene´-
ticos para este problema em que o objeto e´ de pele natural. Os
itens sa˜o componentes para o fabrico de sapatos. O algoritmo
apresentado consegue lidar com a na˜o convexidade da forma dos
itens, com a forma irregular do objeto e com restric¸o˜es relativas a`
qualidade da pele. Sharma et al. [1997] tratam o mesmo problema
considerando que o objeto para posicionamento e´ retangular.
– Problemas de Colocac¸a˜o com Va´rios Objetos Ideˆnticos
Nesta subcategoria incluem-se problemas onde existem va´rios ob-
jetos dispon´ıveis para posicionamento, todos com as mesmas di-
menso˜es. Podem aqui ser inclu´ıdos problemas similares aos da
subcategoria anterior, considerando va´rios objetos ideˆnticos. Por
exemplo, considerando placas com a mesma dimensa˜o para posi-
cionamento, considerando paletes de iguais dimenso˜es, etc.
– Problemas de Colocac¸a˜o com Va´rios Objetos Diferentes
Esta subcategoria carateriza-se pela existeˆncia de va´rios objetos
com diferentes dimenso˜es. Os PP desta subcategoria podem ser
obtidos pelos problemas das anteriores, considerando a existeˆncia
de objetos diferentes dispon´ıveis para posicionamento.
Um problema unidimensional que pertence a esta subcategoria
pode ser encontrado em Gradiˇsar et al. [1999] onde um sortido
de comprimentos tem que ser cortado de um conjunto de com-
primentos de entrada, todos diferentes. Neste problema, os com-
primentos de entrada na˜o sa˜o suficientes para satisfazer todas
as encomendas, por conseguinte, o objetivo e´ a minimizac¸a˜o do
tamanho total dos comprimentos de pedidos brutos.
Um exemplo de problema tridimensional, que pode ser aqui in-
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clu´ıdo, surge no carregamento de contentores quando ha´ um con-
junto de caixas (itens) que tem que ser posicionado num conjunto
de contentores (objetos) de diferentes tamanhos. O espac¸o dis-
pon´ıvel nos contentores na˜o e´ suficiente para acomodar todas as
caixas. Assim, tem que ser determinada uma selec¸a˜o de caixas
que maximiza a utilizac¸a˜o do volume do contentor ou, alternati-
vamente, o valor das caixas posicionadas.
– Problema da Mochila U´nica
No problema cla´ssico unidimensional da Mochila u´nica pretende-
se posicionar um conjunto de itens, com determinado peso e valor
dentro de uma mochila, com uma determinada capacidade (limite
de peso), de modo a maximizar o valor dos itens posicionados.
Quando o peso dos itens for ideˆntico ao seu valor o Problema
da Mochila designa-se por Problema da Soma dos Subconjuntos
(Problema Subset-Sum). Extenso˜es do problema Cla´ssico unidi-
mensional da Mochila resultam em considerar duas ou mais di-
menso˜es resultando nos problema da Mochila u´nica bidimensional
e tridimensional.
O Problema da Mochila Tridimensional onde um conjunto de cai-
xas retangulares deve ser posicionado num contentor foi abordado
por Bischoff e Marriott [1990] que distinguem casos onde uma
carga deve ser transportada em diferentes contentores e casos
onde o volume ma´ximo de uma carga deve ser carregado num
u´nico contentor. Estes autores referem tambe´m casos onde uma
carga deve ser colocada pelo seu peso e destino e casos onde o ob-
jetivo e´ obter uma utilizac¸a˜o ma´xima do contentor como func¸a˜o
do volume e valor da carga posicionada.
Bortfeldt e Gehring [2001] apresentam um algoritmo gene´tico
para a resoluc¸a˜o do problema de carregamento de um conten-
tor com caixas de diferentes tamanhos num u´nico contentor. Sa˜o
geradas va´rias camadas verticais para o posicionamento das cai-
xas.
Em ambos os casos bidimensional e tridimensional o valor do
posicionamento dos itens deve ser maximizado. Se o valor dos
itens for proporcional ao seu tamanho/volume pode dizer-se que
e´ equivalente a minimizar o espac¸o vazio do objeto ou contentor.
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O problema Cla´ssico da Mochila foi estendido a n− dimensional
por Fekete et al. [2007].
Esta categoria, tal como nas demais categorias, pode tambe´m
incluir problemas em que as formas dos itens e dos objetos na˜o
sa˜o retangulares ou paralelepipe´dicos. Casos destes podem ser,
por exemplo, encontrados em:
∗ George et al. [1995] que apresentam o problema de posicionar
um conjunto de itens circulares, de diferentes diaˆmetros, num
objeto retangular cuja aplicabilidade surge no transporte de
tubos. Foram tidas em considerac¸a˜o va´rias necessidades pra´-
ticas tais como a estabilidade de stock, de operacionalidade e
o ma´ximo de utilizac¸a˜o de espac¸o poss´ıvel. Neste trabalho o
problema e´ formulado como programac¸a˜o na˜o-linear inteira
mista e sa˜o usados me´todos heur´ısticos para a resoluc¸a˜o apro-
ximada deste problema;
∗ Lins et al. [2003] apresentam uma abordagem exata denomi-
nada em L com base numa func¸a˜o definida recursivamente
para o posicionamento de retaˆngulos em objetos retangula-
res e em forma de L com aplicac¸a˜o pra´tica no carregamento
de paletes. No entanto, esta abordagem requer um elevado
tempo computacional. O problema de tempo computacio-
nal desta abordagem foi atenuado no trabalho realizado por
Birgin et al. [2005b];
∗ Esta categoria pode tambe´m ser encontrada em problemas
cujos itens teˆm formas irregulares. Por exemplo, Heister-
mann e Lengauer [1995] consideram o problema de posicio-
nar um conjunto de itens com formas irregulares num objeto,
tambe´m irregular, de couro natural. O objetivo deste pro-
blema e´ a minimizac¸a˜o do desperd´ıcio. Sendo o objeto um
produto natural que apresenta formas e zonas com diferen-
tes qualidades, que variam de objeto para objeto. Este pro-
blema foi tambe´m abordado por Tay et al. [2002], no entanto,
o objeto na˜o e´ de origem natural e, consequentemente, na˜o
apresenta quaisquer defeitos na˜o sendo necessa´rio considerar
a divisa˜o do objeto em diferentes regio˜es que se distinguem
pela qualidade.
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– Problema de Mochilas Ideˆnticas
Estes problemas obteˆm-se pela extensa˜o dos problemas de Mo-
chila anteriormente apresentados, considerando-se dispon´ıveis para
posicionamento va´rias Mochilas Ideˆnticas. O objetivo e´ maximi-
zar o nu´mero de itens posicionados.
Um exemplo desta subcategoria surge no trabalho de Raidl e
Kodydek [1998] onde um conjunto de contentores ideˆnticos deve
ser preenchido por um conjunto de itens (caixas) com pesos e
valores dados. O objetivo e´ maximizar o valor total dos itens
posicionados. Como abordagem a este problema usam algoritmos
gene´ticos.
– Problema de Mochilas Heteroge´neas
Esta subcategoria e´ uma extensa˜o da anterior considerando que
as mochilas dispon´ıveis teˆm caracter´ısticas diferentes.
Martello e Toth [1990] e Pisinger [1999] consideram o problema
Cla´ssico da Mochila, que e´ um exemplo representativo desta ca-
tegoria. Neste problema, um conjunto de itens fortemente hete-
roge´neos, cada item caraterizado por um peso e um ganho, deve
ser posicionado num conjunto de Mochilas com diferentes capa-
cidades que na˜o devem ser excedidas. O objetivo e´ maximizar o
ganho dos itens posicionados.
• Problemas de Posicionamento de Minimizac¸a˜o de Recursos
Utilizados
– Problema de Cutting Stock de Tamanho U´nico
Nesta subcategoria os objetos sa˜o ideˆnticos. Podem ser aqui in-
clu´ıdos problemas em que um conjunto de retaˆngulos, fracamente
heteroge´neo, tem que ser cortado de um conjunto de placas todas
iguais ou, onde um conjunto de caixas, fracamente heteroge´neo,
tem que ser posicionado no menor nu´mero de contentores iguais.
Pertence a esta subcategoria o problema considerado por Cui
[2005], onde se pretende posicionar um conjunto de itens circula-
res, com o mesmo diaˆmetro, num conjunto de objetos retangula-
res. Como soluc¸a˜o para este problema sa˜o gerados padro˜es em T
com o objetivo de aumentar o aproveitamento dos objetos.
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– Problema de Cutting Stock com Va´rios Tamanhos
Nesta subcategoria, os objetos sa˜o fracamente heteroge´neos. Os
problemas desta subcategoria sa˜o extenso˜es dos problemas da
subcategoria anterior, considerando, por exemplo, placas ou con-
tentores de tamanhos diferentes.
Morabito e Garcia [1998] tratam um problema pra´tico que se
pode incluir nesta subcategoria. Este problema consiste no corte
de chapas de fibra de madeira comprimidas (MDF). O objetivo
consiste em determinar a melhor forma de cortar as chapas duras
(objetos) de forma a produzir as unidades menores (itens) com a
menor perda poss´ıvel de material.
– Problema de Cutting Stock Residual
Esta subcategoria carateriza-se pela existeˆncia de um conjunto
de objetos fortemente heteroge´neo. A principal caracter´ıstica dos
problemas que pertencem a esta subcategoria, que os distingue
dos demais problemas, e´ que as partes na˜o usadas dos objetos
em operac¸o˜es de corte anteriores resultam em novos objetos que
podem ser usados em futuras operac¸o˜es de corte. Os proble-
mas desta subcategoria resultam das duas subcategorias anteri-
ores com sucessivas operac¸o˜es de corte para o reaproveitamento
de partes de objetos na˜o utilizadas.
Vanderbeck [2001] trata um problema, que pode ser inclu´ıdo nesta
subcategoria, que consiste no corte de itens retangulares em itens
de largura e comprimento especificado. O processo de corte en-
volve treˆs fases de corte ortogonal guilhotina´vel: as pec¸as de stock
sa˜o cortados em secc¸o˜es, que sa˜o cortadas em fendas que sa˜o cor-
tadas em itens pedidos. O objetivo deste problema e´ a minimi-
zac¸a˜o do desperd´ıcio. Neste trabalho sa˜o tidas em considerac¸a˜o
questo˜es como, por exemplo, o envelhecimento dos itens em stock,
a urgeˆncia dos pedidos e os custos de instalac¸a˜o. Vanderbeck
[2001] apresenta uma abordagem que envolve a decomposic¸a˜o do
problema e o uso recursivo o me´todo de gerac¸a˜o de colunas. Sa˜o
determinados limites inferiores com base no custo mı´nimo e, por
arredondamento da soluc¸a˜o obtida por programac¸a˜o linear, e´ ob-
tida uma soluc¸a˜o do problema admiss´ıvel e um limite superior
associado.
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– Problema de Bin Packing de Tamanho U´nico
Nesta subcategoria os objetos existentes para posicionamento sa˜o
todos iguais e esta˜o dispon´ıveis em quantidade ilimitada.
O Problema de Bin Packing de Tamanho U´nico pode ser encon-
trado no trabalho de van Stee [2004] onde e´ necessa´rio posicionar
um conjunto de itens com forma geome´trica quadrada em objetos
que sa˜o igualmente quadrados. O objetivo e´ minimizar o nu´mero
de objetos usados. Como abordagem a este problema usam um
algoritmo que vai posicionando os itens de acordo com o seu ta-
manho.
– Problema de Bin Packing com Va´rios Tamanhos
O que carateriza esta subcategoria e´ a existeˆncia de objetos fra-
camente heteroge´neos, dispon´ıveis em quantidade ilimitada, com
determinada capacidade e valor espec´ıfico.
Okano [2002] descreve um algoritmo heur´ıstico para o posiciona-
mento bidimensional de um conjunto de itens de forma geome´trica
livre em objetos que tambe´m podem ter uma forma geome´trica
qualquer. O objetivo e´ minimizar o nu´mero de objetos usados e,
para cada objeto, minimizar o desperd´ıcio. Os itens e os objetos
sa˜o aproximados por segmentos de reta, sendo depois tratados
como conjuntos de intervalos. O algoritmo de posicionamento
usado e´ uma variante do algoritmo de ajuste decrescente de itens,
estendido a partir do caso unidimensional para o bidimensional.
E´ tambe´m usado um algoritmo de posicionamento de grupos de
itens que e´ uma extensa˜o do algoritmo de posicionamento com a
recombinac¸a˜o de itens de entrada.
– Problema de Bin Packing Residual
Nesta subcategoria o sortido de objetos e´ fortemente heteroge´-
neo. Um exemplo de PP que se enquadra nesta subcategoria e´
quando se pretende posicionar um conjunto de itens onde existe
uma grande variedade objetos retangulares dispon´ıveis para po-
sicionamento.
Chen et al. [1995] consideram a versa˜o tridimensional do pro-
blema de carregamento de contentores em que um conjunto de
itens fracamente heteroge´neo tem que ser posicionado em conten-
tores, dispon´ıveis em diferentes tamanhos. O espac¸o dispon´ıvel
22 Problemas de Posicionamento de Pol´ıgonos Ortogonais
na˜o e´ suficiente para o posicionamento de todas as caixas. Neste
problema, existe um problema de selec¸a˜o de caixas que tem que
ser determinado para a maximizac¸a˜o do volume ou, alternativa-
mente, para a maximizac¸a˜o do valor das caixas posicionadas.
Para ale´m dos problemas anteriormente apresentados, onde um conjunto
de itens tem que ser posicionado num conjunto de objetos com o objetivo de
minimizar o desperd´ıcio, designados por PP puros, sa˜o tambe´m referidos na
tipologia extenso˜es e variantes a estes PP. Sa˜o considerados variantes os pro-
blemas onde: a func¸a˜o objetivo e´ diferente da minimizac¸a˜o do desperd´ıcio,
onde e´ determin´ıstica; e´ fuzzy (conte´m coeficientes que sa˜o fuzzy); conte´m
mais do que um objetivo; e´ inexistente, sendo apenas um problema de ad-
missibilidade (de decisa˜o). Em relac¸a˜o aos itens existentes, se sa˜o de tipos
na˜o homoge´neos; se sa˜o na˜o homoge´neos em relac¸a˜o a`s quantidades; se a sua
procura e´ feita relativamente a diferentes graus de qualidade; se na˜o forem
conhecidos a` priori (problema online) tambe´m sa˜o considerados variantes.
Sa˜o igualmente variantes problemas onde existe, nos objetos, uma variedade
de formas, isto e´ se houver objetos que na˜o teˆm a mesma forma geome´trica,
ou se os objetos possu´ırem defeitos ou diferentes graus de qualidade.
Para ale´m das variantes a PP ha´ tambe´m problemas que sa˜o considera-
dos extenso˜es. Podem ser inclu´ıdos, por exemplo, no conjunto das extenso˜es
os problemas: com mu´ltiplos per´ıodos; que considerem que ha´ diferentes ta-
manhos de lotes; onde ha´ ma´quinas paralelas; em que ha´ sequenciamento de
padro˜es; onde existem pec¸as residuais; de rotas de ve´ıculos; ou, por exemplo,
onde se pretenda minimizar o nu´mero de padro˜es de corte.
2.1.2 Geometria em Problemas de Posicionamento
Tal como foi visto anteriormente, quando se pretende posicionar um con-
junto de itens, num conjunto de objetos, tanto os itens como os objetos
podem ter diversas formas geome´tricas. As propriedades geome´tricas dos
problemas teˆm uma enorme influeˆncia na complexidade dos PP. Para ale´m
das dimenso˜es espaciais e a forma dos objetos, a geometria dos itens, a varie-
dade e o sortido dos itens sa˜o crite´rios muito importantes. Paralelamente a`s
caracter´ısticas do problema ha´ diferentes restric¸o˜es que podem ser impostas
aos padro˜es e aos itens.
Nesta subsecc¸a˜o sera´ feita uma refereˆncia a`s diferentes formas que os
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itens podem ter e o que e´ que os distingue e, sera˜o descritas algumas res-
tric¸o˜es que podem impostas aos padro˜es resultantes do posicionamento dos
itens. Uma vez que a dimensionalidade do problema abordado neste trabalho
e´ bidimensional sera´ feita apenas refereˆncia a` geometria de PP bidimensio-
nais.
No que diz respeito a`s dimenso˜es, os itens podem ter dimenso˜es fixas
(hard itens) ou a´rea fixa e dimenso˜es que variam dentro de um determinado
intervalo (soft itens). Os itens podem tambe´m diferir de acordo com a sua
forma, sendo uma das principais caracter´ısticas dos PP pois tem uma enorme
influeˆncia na complexidade das considerac¸o˜es geome´tricas destes problemas.
Geometricamente, os itens podem ser divididos em regulares e na˜o regula-
res, podendo ainda, para cada caso, serem convexos ou na˜o convexos. Os
itens regulares sa˜o aqueles cujos lados e aˆngulos internos sa˜o congruentes,
isto e´, sa˜o geometricamente iguais, figura 2.5(a), caso contra´rio dizem-se
na˜o regulares, figura 2.5(b). Os pol´ıgonos convexos sa˜o constitu´ıdos por
segmentos de reta cujo aˆngulos internos entre esses segmentos na˜o ultrapas-
sam 180o. Considerando qualquer segmento de reta com extremidades no
interior destes pol´ıgonos todos os pontos do segmento pertencem ao interior
do pol´ıgonos, ambos os pol´ıgonos representados nas figuras 2.5(a) e 2.5(b)
sa˜o convexos. No caso dos pol´ıgonos na˜o convexos, os aˆngulos internos entre
os segmentos de reta que o formam podem ser superiores a 180o e, se for
trac¸ado um segmento de reta com extremidades no seu interior pode ter
pontos que na˜o pertenc¸am ao interior do pol´ıgono, figura 2.5(c).
Para assegurar a na˜o sobreposic¸a˜o dos itens a variedade e o sortido dos
itens tem uma enorme importaˆncia na complexidade dos PP. Um PP fica
bastante mais simples quando existe apenas um tipo de item, mesmo que
tenham diferentes dimenso˜es, do que quando existe uma variedade de itens,
isto e´, itens com diferentes formas. Por exemplo, para lidar com a compo-
nente geome´trica em problemas onde todos os itens sa˜o retaˆngulos, e´ quase
imediato, uma vez que basta verificar se os itens esta˜o separados na horizon-
tal e se esta˜o separados na vertical, sendo esta verificac¸a˜o independente uma
da outra. Outro caso simples resulta do posicionamento de itens todos cir-
culares onde, para assegurar que na˜o ha´ sobreposic¸o˜es, basta verificar se os
centros distam a soma dos raios. Caso exista uma grande variedade de itens
a complexidade dos problemas cresce de forma polinomial com o aumento
do nu´mero de itens a posicionar e com o aumento do nu´mero de ve´rtices de
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(a) regular convexo (b) na˜o regular convexo (c) na˜o regular e na˜o convexo
Figura 2.5: Pol´ıgonos regulares e na˜o regulares, convexos e na˜o convexos
cada item.
A forma como os itens esta˜o posicionados no objeto e´ designada por
padra˜o (ou padra˜o de corte). A soluc¸a˜o de um PP e´ representada por um
ou mais padro˜es que resultam do posicionamento de um conjunto de itens,
sem sobreposic¸o˜es, de modo a otimizar um determinado objetivo. Para ale´m
das considerac¸o˜es geome´tricas anteriormente apresentadas, um outro aspeto
a ter em considerac¸a˜o e´ a geometria dos padro˜es. Os padro˜es resultantes
podem ser guilhotina´veis ou na˜o guilhotina´veis. Um padra˜o diz-se guilhoti-
na´vel quando puder ser obtido por sucessivos cortes horizontais ou verticais
de um lado ao outro do padra˜o que o divide em dois retaˆngulos, figura 2.6(a),
caso contra´rio diz-se na˜o guilhotina´vel, figura 2.6(b).
Relativamente ao posicionamento de pol´ıgonos ortogonais, se sa˜o posi-
cionados com os lados paralelos aos eixos vertical e horizontal diz-se que o
padra˜o gerado e´ ortogonal, ambos os padro˜es representados na figura 2.6 sa˜o
ortogonais, contrariamente ao que acontece com o padra˜o da figura 2.7 que
e´ na˜o ortogonal.
Se o nu´mero de itens a posicionar for elevado, mas o sortido de itens for
reduzido pode justificar-se um posicionamento perio´dico, onde os itens sa˜o
replicados de uma forma regular ou perio´dica, figura 2.8.
Outra restric¸a˜o geome´trica que pode ser imposta aos itens esta´ relaci-
onada com a sua rotac¸a˜o. Os itens podem ter orientac¸a˜o fixa, isto e´, na˜o
podem sofrer qualquer rotac¸a˜o ou, caso contra´rio, podem ser rodados se-
gundo determinado aˆngulo dizendo-se que teˆm rotac¸a˜o permitida e x graus.
Na figura 2.9(a) esta´ representado um item dispon´ıvel para posicionamento.
Se tiver orientac¸a˜o fixa tem que ser posicionado na sua orientac¸a˜o original,
2.9(b), caso possa rodar, e o posicionamento seja ortogonal, pode ser posi-
cionado com a orientac¸a˜o da figura 2.9(b) ou da figura 2.9(c). No caso de
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(a) Padra˜o guilhotina´vel (b) Padra˜o geral ou na˜o guilhotina´vel
Figura 2.6: Padra˜o guilhotina´vel e na˜o guilhotina´vel
Figura 2.7: Exemplo de um padra˜o na˜o ortogonal
Figura 2.8: Exemplo de um padra˜o perio´dico (adaptado de Costa et al.
[2009])
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a 
b 
(a) item para posicionamento
a 
b 
(b) orientac¸a˜o fixa
a 
b 
(c) rotac¸a˜o de 900
Figura 2.9: Itens com orientac¸a˜o fixa e orientac¸a˜o de x graus
existirem para posicionar itens retangulares e o posicionamento permitido
seja ortogonal, os itens so´ podem rodar 0 ou 900, se os itens forem ortogonais
podem sofrer rotac¸o˜es de 0, 900, 1800 ou 2700. A rotac¸a˜o ou na˜o dos itens
apenas depende das carater´ısticas do problema. Por exemplo, na indu´stria
teˆxtil, na˜o sa˜o permitidas rotac¸o˜es de itens quando os objetos teˆm texturas
ou desenhos que diferem nas diferentes direc¸o˜es.
Neste trabalho os padro˜es resultantes do posicionamento de itens sa˜o or-
togonais e o itens sa˜o pol´ıgonos ortogonais. Definem-se pol´ıgonos ortogonais
aqueles cujos aˆngulos internos sa˜o 90o ou 270o, por exemplo itens com for-
mas em L, T, U, itens 8, 4 e 5 da figura 2.2, respetivamente. As dimenso˜es
dos itens sa˜o conhecidas e os itens podem sofrer rotac¸o˜es de 0, 900, 1800 ou
2700. No caso particular dos itens serem retangulares as rotac¸o˜es permitidas
sa˜o 0 ou 900.
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2.2 Problemas de Posicionamento de Retaˆngulos
em Objetos Definidos
As publicac¸o˜es relacionadas com PP que foram surgindo apresentam, para
ale´m de variac¸o˜es no tipo de objetivo da afetac¸a˜o, nas dimenso˜es dos objetos
e no sortido dos itens, resultando em diferentes categorias de PP, variac¸o˜es
na formulac¸a˜o e nas abordagens usadas para solucionar o problema.
Nesta secc¸a˜o sera´ feita uma refereˆncia a PP bidimensionais em que os
itens sa˜o retangulares e o objeto ou objetos, dispon´ıveis para posiciona-
mento, sa˜o conhecidos a` partida, isto e´, as suas dimenso˜es sa˜o conhecidas.
Sera´ feita refereˆncia a Problemas de Colocac¸a˜o, Problemas de Cutting Stock,
Problema da Mochila, Problemas de Bin Packing e problemas de Strip Pac-
king. Comec¸a-se por uma introduc¸a˜o histo´rica acerca do aparecimento destes
problemas, seguindo-se uma pequena selec¸a˜o de trabalhos e abordagens exis-
tentes para PP. Uma revisa˜o mais detalhada acerca destes problemas pode
ser encontrada em Wa¨scher et al. [2007].
O primeiro trabalho na a´rea de PP foi realizado por Kantarovich [1960]
cuja publicac¸a˜o foi feita em russo em 1939, sendo publicada em ingleˆs ape-
nas em 1960. Neste trabalho sa˜o apresentados modelos matema´ticos de
programac¸a˜o linear para o planeamento e organizac¸a˜o da produc¸a˜o.
Um marco importante foi o trabalho de Gilmore e Gomory [1961] que
usaram te´cnicas de programac¸a˜o linear para a obtenc¸a˜o de soluc¸o˜es o´timas
aplicadas problemas unidimensionais de Cutting Stock. No entanto, apenas
conseguem resolver instaˆncias de pequena dimensa˜o dado o elevado tempo
computacional necessa´rio. Para colmatar o elevado nu´mero de padro˜es que e´
necessa´rio gerar usaram mais tarde [Gilmore e Gomory, 1963] te´cnicas de ge-
rac¸a˜o de colunas para a soluc¸a˜o da relaxac¸a˜o linear do problema. O trabalho
desenvolvido por estes autores foi aplicado a problemas reais que consistiam
no corte de rolos na indu´stria de papel. Em 1965, conseguiram estender
o seu trabalho a problemas bidimensionais [Gilmore e Gomory, 1965]. No
entanto, dado o elevado nu´mero de colunas que geravam padro˜es na˜o admis-
s´ıveis, impuseram a restric¸a˜o de obter apenas padro˜es guilhotina´veis. Estes
autores usaram tambe´m te´cnicas de programac¸a˜o dinaˆmica para a resoluc¸a˜o
de Problemas da Mochila [Gilmore e Gomory, 1966].
Desde o trabalho de Gilmore e Gomory [1966] va´rios autores teˆm publi-
cado artigos para PP bidimensionais em que os itens sa˜o retaˆngulos.
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No problema de Cutting Stock esta´ dispon´ıvel para posicionamento um
conjunto de itens fracamente heteroge´neo e o objetivo e´ a minimizac¸a˜o de
recursos utilizados. Cemil Dikili [2004] aborda este problema considerando
para posicionamento um conjunto de objetos ideˆnticos e para soluc¸a˜o pa-
dro˜es guilhotina´veis. Apresenta uma abordagem onde um algoritmo con-
sidera seletivamente padro˜es admiss´ıveis atrave´s da eliminac¸a˜o de arranjos
de itens que tornam o problema irresolu´vel. O mesmo problema foi tratado
por Faina [1999] que propoˆs dois algoritmos, um que envolve restric¸o˜es de
guilhotina e outro para padro˜es gerais. Ambos os algoritmos se baseiam no
algoritmo de arrefecimento simulado.
Uma outra subcategoria de PP e´ o Problema da Mochila, onde um con-
junto de itens fortemente heteroge´neo deve ser posicionado, num ou va´rios
objetos, com o objetivo de maximizac¸a˜o dos produtos produzidos.
O Problema da Mochila u´nica foi abordado por Fekete et al. [2007] que
desenvolveram um algoritmo para provar que um conjunto de itens pode ser
posicionado dentro de um dado objeto utilizando caracter´ısticas e proprie-
dades de grafos de intervalo. Mais tarde, Ferreira e Oliveira [2008] intro-
duziram uma nova propriedade dos grafos de intervalo que permitiu gerar
um padra˜o geral. Hadjiconstantinou e Christofides [1995] apresentaram uma
abordagem exata baseada numa pesquisa em a´rvore para o mesmo problema
(Mochila U´nica). Limitaram o nu´mero de vezes que um item pode ser usado
num padra˜o. Foram usados limites, obtidos a partir da relaxac¸a˜o Lagran-
giana, para limitar a expansa˜o da pesquisa. Para a otimizac¸a˜o deste limite
usam subgradientes. Wei et al. [2009] consideram o problema de posiciona-
mento bidimensional com o objetivo de maximizar a a´rea preenchida pelos
retaˆngulos posicionados (Problema da Mochila). Para o posicionamento dos
itens consideram a mesma estrate´gia apresentada em Martello et al. [2003].
Esta estrate´gia baseia-se no conceito de invo´lucro, no entanto, apresentam
uma melhoria pois consideram menos pontos admiss´ıveis do que os usados
em Martello et al. [2003]. Para pontos poss´ıveis de posicionamento de itens
apenas sa˜o considerados os pontos do invo´lucro que mudam de segmentos
de reta verticais para horizontais. Para verificarem se um item pode ser
posicionado num ponto admiss´ıvel apenas teˆm que verificar se os limites do
objeto sa˜o ultrapassados.
Os Problemas de Colocac¸a˜o sa˜o outra subcategoria dos PP que se ca-
raterizam pela existeˆncia de um conjunto de itens, fracamente heteroge´neo,
2.2 Posicionamento de Retaˆngulos em Objetos Definidos 29
onde o objetivo e´ a maximizac¸a˜o dos produtos produzidos. Va´rios autores
abordaram este problema considerando que os itens sa˜o retaˆngulos, entre
os quais Herz [1972] e Beasley [1985] que desenvolveram me´todos exatos
de resoluc¸a˜o para gerar padro˜es na˜o guilhotina´veis restritos em problemas
bidimensionais. O me´todo usado baseia-se numa pesquisa em a´rvore con-
trolada, que usa limites obtidos atrave´s de relaxac¸a˜o Lagrangiana e que sa˜o
otimizados atrave´s de uma otimizac¸a˜o por subgradiente. Para estes auto-
res o nu´mero de vezes que os itens podem ser usados no padra˜o de corte
na˜o e´ limitado. A versa˜o restrita deste problema foi tambe´m resolvida por
Christofides e Whitlock [1977] e Christofides e Hadjiconstantinou [1995].
Christofides e Whitlock [1977] usaram uma pesquisa em a´rvore para a reso-
luc¸a˜o, de forma exata, de problemas de Cutting Stock guilhotina´veis, com
a limitac¸a˜o do nu´mero de vezes que um item pode ser usado no padra˜o.
Em 1995, os mesmo autores [Christofides e Hadjiconstantinou, 1995] desen-
volveram uma abordagem baseada numa pesquisa em a´rvore que resolve
problemas guilhotina´veis de dimensa˜o me´dia. Este problema foi tambe´m
abordado por G et al. [2003] que tratam o problema de encontrar o melhor
padra˜o guilhotina´vel que resulta do posicionamento de itens retangulares,
com orientac¸a˜o fixa, num objeto retangular, de forma a maximizar a soma
total dos lucros. Cada item tem um tamanho e um lucro associado. No caso
de problemas na˜o ponderados, onde os lucros das pec¸as na˜o sa˜o dados, usam
a a´rea dos itens. Este autores propo˜em um algoritmo branch-and-bound ba-
seado na te´cnica do primeiro melhor ramo. Esta abordagem, ao contra´rio
da maioria dos algoritmos exatos existentes, trata o problema de baixo para
cima, usando construc¸o˜es horizontais e verticais. As estrate´gias de ramifica-
c¸a˜o usadas permitem uma reduc¸a˜o do nu´mero de no´s que sa˜o pesquisados
atrave´s da eliminac¸a˜o de padro˜es dominados. Wang [1983] desenvolveu dois
algoritmos exatos para o problema de corte restrito. Estes me´todos jun-
tam itens que formam boas combinac¸o˜es para gerar cortes guilhotina´veis. A
soluc¸a˜o o´tima e´ obtida gerando todas as combinac¸o˜es poss´ıveis. Este autor
usa um limite ma´ximo de percentagem de desperd´ıcio e limites que medem o
erro atrave´s da distaˆncia entre o desperd´ıcio do padra˜o gerado e o da soluc¸a˜o
o´tima. Mais tarde, Oliveira e Ferreira [1990] melhoram o algoritmo proposto
por Wang [1983] usando o me´todo proposto por Gilmore e Gomory [1966]
para a modificac¸a˜o do crite´rio de aceitac¸a˜o para as combinac¸o˜es poss´ıveis de
itens redefinindo o limite de percentagem de desperd´ıcio.
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Outra subcategoria dos PP sa˜o os Problemas de Cutting Stock onde
existe um conjunto de itens fracamente heteroge´neo e um conjunto de objetos
dispon´ıveis para o posicionamento. Mornar e Khoshnevis [1997] tratam o
problema de Cutting Stock com mu´ltiplos objetos fracamente heteroge´neos.
Neste trabalho e´ descrito um sistema integrado, que inclui uma base de
dados para os itens e objetos iniciais, inclui um procedimento de corte de
stock, baseado num algoritmo heur´ıstico, e uma produc¸a˜o do planeamento
que usa programac¸a˜o linear.
Os Problemas de Bin Packing, que sa˜o caraterizados pela existeˆncia de
um conjunto de itens fortemente heteroge´neo e onde o objetivo e´ a minimiza-
c¸a˜o dos recursos utilizados, sa˜o outra subcategoria dos PP. Pode ser encon-
trada em [Lodi et al., 2002] uma revisa˜o bibliogra´fica sobre estes problemas,
dando eˆnfase a algoritmos exatos e abordagens baseadas em heur´ısticas e
meta-heur´ısticas. Neste trabalho sa˜o tambe´m discutidos limites inferiores
e superiores e algumas variantes, resultantes de aplicac¸o˜es pra´ticas, de PP
relacionadas com problemas de Bin Packing. Este problema foi tratado por
Martello e Vigo [1998] considerando dispon´ıvel para posicionamento um con-
junto de objetos ideˆnticos. Estes autores, propo˜em uma abordagem exata
para este problema baseada no algoritmo branch-and-bound, considerando
novos limites inferiores. Em Hopper e Turton [2001] pode ser encontrado
um estudo que investiga a performance de te´cnicas evoluciona´rias e outros
me´todos de pesquisa baseados em meta-heur´ısticas para problemas de Bin
Packing.
Um outro problema que surge no posicionamento de itens e´ o Problema
de Strip Packing. Este problema e´ muito semelhante ao problema de Bin
Packing diferindo apenas no objeto dispon´ıvel para o posicionamento dos
itens. Enquanto nos problemas de Bin Packing os objetos possuem dimen-
so˜es fixas, nos problemas de Strip Packing o objeto tem uma das dimenso˜es
infinita, sendo o objetivo a minimizac¸a˜o dessa dimensa˜o. Estes problemas
sa˜o problemas de dimenso˜es varia´veis de acordo com a tipologia de PP. Hifi
[1998] propoˆs um algoritmo exato para gerar padro˜es guilhotina´veis em pro-
blemas de Strip Packing baseado na te´cnica branch-and-bound. Este algo-
ritmo e´ capaz de resolver apenas instaˆncias de pequena dimensa˜o. Hopper
e Turton [2001] resolvem problemas retangulares bidimensionais onde um
conjunto de itens tem que ser posicionado num u´nico objeto. Estes autores
propo˜em uma combinac¸a˜o de meta-heur´ısticas com o algoritmo de posicio-
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namento bottom-left. Neste artigo e´ tambe´m apresentada uma revisa˜o bibli-
ogra´fica de diferentes abordagens existentes com recurso a meta-heur´ısticas
para problemas de Strip Packing. Iori et al. [2003] propo˜em, para o problema
de Strip Packing, um algoritmo de pesquisa Tabu, um algoritmo gene´tico e
uma combinac¸a˜o destes dois algoritmos numa abordagem h´ıbrida. Martello
et al. [2003] propuseram, como abordagem ao problema de Strip Packing,
um algoritmo branch-and-bound onde sa˜o descritos e usados limites inferi-
ores que se baseiam em considerac¸o˜es geome´tricas e limites obtidos atrave´s
de relaxac¸a˜o do problema. Estes autores conseguem resolver instaˆncias ate´
200 itens. Lesh et al. [2004] apresentaram uma abordagem exaustiva para o
problema de Strip Packing onde os posicionamentos na˜o conteˆm desperd´ıcio
de espac¸o. Este problemas sa˜o designados por problemas de posicionamento
perfeitos ou jigsaw puzzles. Como abordagem usaram te´cnicas branch-and-
bound melhoradas com programac¸a˜o dinaˆmica. Usam a regra de posiciona-
mento bottom-left dentro do algoritmo branch-and-bound. Pisinger e Sigurd
[2005] tratam o problema de Strip Packing bidimensional de forma exata.
Neste problema, os objetos teˆm custos varia´veis (custos que na˜o sa˜o propor-
cionais ao tamanho do objeto) e o objetivo e´ minimizar o custo dos objetos
usados. Sa˜o apresentados limites inferiores para o problema, um dos quais
baseado na decomposic¸a˜o de Dantzig-Wolfe usado no algoritmo branch-and-
price. Bortfeldt [2006] propo˜e um algoritmo gene´tico para o problema de
Strip Packing guilhotina´vel. Neste trabalho, a pesquisa opera diretamente
no padra˜o, isto e´, sem o recurso a soluc¸o˜es codificadas. Os padro˜es sa˜o ma-
nipulados atrave´s de operadores gene´ticos espec´ıficos. Alvarez-Valdes et al.
[2008] propuseram um algoritmo branch-and-bound obtido atrave´s da hibri-
dizac¸a˜o entre o algoritmo GRASP e um algoritmo exato para a resoluc¸a˜o do
problema bidimensional Strip Packing.
Va´rios autores usam abordagens que combinam algoritmos que envolvem
a gerac¸a˜o de sequeˆncias, numa primeira fase, que sa˜o de seguida descodi-
ficadas, posicionando os itens um a um de acordo com a sequeˆncia, por
algoritmos de posicionamento. Os algoritmos de posicionamento mais usa-
dos sa˜o:
• bottom-left onde os itens teˆm que ser posicionados na posic¸a˜o mais a`
esquerda e mais abaixo (depois de todos os itens posicionados na˜o e´
poss´ıvel mover qualquer item para esquerda ou para baixo sem sobre-
posic¸o˜es), este algoritmo foi proposto por Baker et al. [1980] e mais
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tarde melhorado por Liu e Teng [1999];
• caso o item seja posicionado no ponto mais a` esquerda do conjunto de
pontos de posicionamento mais abaixo designam-se por bottom-left-fill
proposto por Chazelle [1983];
2.3 Problemas de Posicionamento de itens de Mi-
nimizac¸a˜o da A´rea do Objeto
O problema base abordado nesta dissertac¸a˜o refere-se ao posicionamento de
um conjunto de itens, sem sobreposic¸o˜es, num objeto que na˜o e´ conhecido
a` partida. O objetivo deste problema e´ a minimizac¸a˜o da a´rea do retaˆngulo
exterior envolvente que conte´m todos os itens, isto e´, pretende-se minimizar
a a´rea do objeto (este objetivo sera´ daqui em diante designado apenas por
minimizac¸a˜o da a´rea). Este problema difere dos problemas anteriormente
apresentados uma vez que o objeto na˜o tem nenhuma dimensa˜o definida.
Nesta secc¸a˜o sera´ feita refereˆncia a publicac¸o˜es existentes na a´rea de PP
bidimensionais que envolvem itens retangulares e pol´ıgonos ortogonais onde
o objetivo seja a minimizac¸a˜o da a´rea.
2.3.1 Problemas com Itens Retangulares
O PP de minimizac¸a˜o de a´rea surge no posicionamento de mo´dulos em circui-
tos integrados, Very Large Scale Integration (VLSI), para os quais encontrar
o melhor posicionamento dos mo´dulos para obter circuitos compactos e´ um
objetivo importante. Um dos principais aspetos desta miniaturizac¸a˜o e´ o ta-
manho total que determina o custo de fabrico. Distribuir um maior nu´mero
de componentes numa a´rea menor e´ a melhor maneira de reduzir os custos
do circuito e aumentar a velocidade. Uma caracter´ıstica das instaˆncias que
surgem nesta aplicac¸a˜o real e´ o elevado nu´mero de itens para posicionar,
podendo chegar aos milhares. A forma dos itens pode ser retangular ou or-
togonal e as suas dimenso˜es podem ser fixas ou ter a´rea fixa e dimenso˜es que
podem variar dentro de um determinado intervalo. Esta u´ltima carater´ıstica
e´ muito frequente nesta aplicac¸a˜o porque os itens, tambe´m denominados por
mo´dulos, conteˆm no seu interior um conjunto de componentes que podem
ser dispostos de va´rias formas mas ocupam uma a´rea fixa. O foco deste
trabalho e´ lidar com itens ortogonais com dimenso˜es conhecidas, na˜o sendo
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tratados problemas onde os itens tenham dimenso˜es varia´veis.
Pode mesmo dizer-se que o problema de posicionamento de pol´ıgonos
ortogonais tem como uma das principais aplicac¸o˜es o design de circuitos
VLSI, sendo que a maioria das publicac¸o˜es existentes, relacionadas com este
problema, referem-se a este domı´nio de aplicac¸a˜o.
Nesta aplicac¸a˜o, o elevado nu´mero de itens para posicionamento implica,
muitas vezes, o uso de heur´ısticas ou meta-heur´ısticas, para explorar o es-
pac¸o de soluc¸o˜es. Para facilitar pesquisas e representar padro˜es, existem
duas formas distintas de representar as posic¸o˜es entre itens, uma em que as
posic¸o˜es dos itens sa˜o especificadas por coordenadas definidas em relac¸a˜o a
um sistema de eixos, e outra que e´ definida por um conjunto de codificac¸o˜es,
onde cada configurac¸a˜o representa um padra˜o. Uma codificac¸a˜o representa,
usualmente, as relac¸o˜es topolo´gicas entre itens, isto e´, as posic¸o˜es relativas
entre pares de itens. As representac¸o˜es podem ser baseadas em grafos ou
baseadas nos padro˜es. As representac¸o˜es baseadas em grafos incluem grafos
de restric¸o˜es, a´rvores bina´rias, grafos de vizinhanc¸a, O-tree, B*-tree, etc. Os
grafos de restric¸o˜es sa˜o representac¸o˜es ba´sicas que indicam as posic¸o˜es rela-
tivas entre itens; os grafos de vizinhanc¸a, sa˜o uma simplificac¸a˜o dos grafos de
restric¸o˜es, teˆm apenas em considerac¸a˜o as quatro vizinhanc¸as de cada item
retangular; a a´rvore bina´ria reduz esta informac¸a˜o apenas a duas vizinhan-
c¸as para cada item; tanto a O-tree como a B*-tree sa˜o uma simplificac¸a˜o
da a´rvore bina´ria contendo apenas uma a´rvore para a codificac¸a˜o, diferindo
principalmente entre elas no nu´mero de ramos que a a´rvore conte´m. Podem
tambe´m ser inclu´ıdas no conjunto das representac¸o˜es que indicam a posi-
c¸a˜o relativa entre pares de itens as representac¸o˜es: sequence pair, a bounded
slicing grid, a a´rvore guilhotinada e transitive closure graph. A primeira re-
presentac¸a˜o foi proposta por Wong e Liu [1986] que apresenta uma estrutura
em a´rvore para representar padro˜es guilhotina´veis. Nesta a´rvore, as folhas
representam um item e cada no´ interno representa o tipo de corte utilizado,
horizontal ou vertical, para unir dois itens (figura 2.10). Dada uma a´rvore
que represente um padra˜o guilhotina´vel, a sua Normalized Polish Expres-
sion e´ uma sequeˆncia de n operandos (itens) e n−1 operadores (H, V). Esta
sequeˆncia de no´s visitados pode ler-se comec¸ando de baixo para cima, na
a´rvore. No entanto, dado um padra˜o guilhotina´vel a correspondente a´rvore
(e, consequentemente, a polish expression) na˜o e´ u´nica, existindo redundaˆn-
cia neste tipo de representac¸o˜es. Numa Normalized Polish Expression na˜o
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Figura 2.10: A´rvore que representa um padra˜o guilhotina´vel e a correspon-
dente Normalized Polish Expression.
existem operadores iguais consecutivos. Quando a representac¸a˜o for usada
numa abordagem de melhoramento, as perturbac¸o˜es usadas sa˜o troca de 2
itens, troca do operador V por H e H por V em toda a sequeˆncia e a troca
dois operandos e dois operadores.
De todas as representac¸o˜es que foram surgindo ao longo dos tempos,
um marco importante foi o aparecimento da primeira representac¸a˜o para
padro˜es gerais (na˜o guilhotina´veis) proposta por Murata et al. [1995]. Esta
representac¸a˜o baseia-se num par de sequeˆncias, sequence pair (SP), para
especificar posic¸o˜es relativas entre retaˆngulos. Muitas outras representa-
c¸o˜es surgiram apo´s o SP: bounded slicing grid (Nakatake e Fujiyoshi [1997]),
O-tree (Yoshimura [1999]), B*-tree (Chang et al. [2000]), transitive closure
graph (Lin e Chang [2001]), etc. O aparecimento de uma nova representac¸a˜o
e´ justificado por melhorias na eficieˆncia da avaliac¸a˜o das soluc¸o˜es, pelo tipo
de esquemas de codificac¸a˜o, pela quantidade de redundaˆncia que existe na
codificac¸a˜o ou pelo nu´mero total de configurac¸o˜es, relativamente a`s ante-
riormente existentes. De seguida, sera´ dada uma breve visa˜o histo´rica das
diferentes representac¸o˜es que foram surgindo. Para a representac¸a˜o das re-
lac¸o˜es de adjaceˆncia entre itens num padra˜o podem ser usados grafos de
restric¸o˜es (grafos ac´ıclicos direcionados) [Fang e Wong, 1991]. Os grafos de
restric¸o˜es podem ser utilizados para representar padro˜es gerais. Um item
e´ representado no grafo por um no´ e uma aresta direcionada representa a
relac¸a˜o de localizac¸a˜o entre dois itens, figura 2.11.
Murata et al. [1995] propuseram uma representac¸a˜o que e´ considerada
uma das mais marcantes de entre todas as representac¸o˜es, sendo ao longo
dos tempos a mais utilizada pelos investigadores para representar padro˜es.
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Figura 2.11: Grafos de restric¸a˜o.
(a) Retaˆngulos a posicionar (b) Grafo vertical (c) Grafo horizontal
Figura 2.12: Representac¸a˜o SP (adaptado de Murata et al. [1995])
A ideia principal e´ usar um par de sequeˆncias para representar as posi-
c¸o˜es relativas entre pares de itens, posicionar os itens numa grelha e, cons-
truir os respetivos grafos de restric¸o˜es para avaliar o custo. Para cada
par de itens (p.ex. I1 e I2) podem considerar-se quatro relac¸o˜es distintas,
esquerda-direita, direita-esquerda, cima-baixo e baixo-cima correspondendo
nas sequeˆncias, respetivamente, a (I1I2, I1I2), (I2I1, I2I1), (I1I2, I2I1) e (I2I1,
I1I2). Da figura 2.12(b) e da figura 2.12(c) podem ser obtidas as seguintes
sequeˆncias (ecadfb, fcbead). Para aceder a diferentes vizinhanc¸as, podem
realizar-se as seguintes operac¸o˜es: rotac¸a˜o de um item, troca de dois itens
numa sequeˆncia e troca de dois itens em ambas as sequeˆncias.
Outra representac¸a˜o apresentada pelos mesmos autores foi a bounded
sliceline gride, Nakatake e Fujiyoshi [1997]. Esta representac¸a˜o consiste
numa estrutura em grelha, sem dimenso˜es f´ısicas, para definir as relac¸o˜es
ortogonais entre itens, figura 2.13. Apesar do objetivo ser a representac¸a˜o
das posic¸o˜es relativas entre pares de itens, pode tambe´m ser usada como um
algoritmo de compactac¸a˜o para determinar a posic¸a˜o exata dos itens. Sa˜o
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(a) Retaˆngulos a posicionar
(b) Grelha usada (c) Grafo vertical (d) Grafo horizontal
Figura 2.13: Representac¸a˜o BSG (adaptado de Nakatake e Fujiyoshi [1997])
usados grafos de restric¸o˜es onde os ve´rtices correspondem aos segmentos da
grelha e onde as arestas direcionadas correspondem a`s posic¸o˜es relativas dos
segmentos da grelha. As operac¸o˜es usadas nesta representac¸a˜o podem ser a
troca de dois itens e a rotac¸a˜o de um item.
Uma representac¸a˜o baseada em a´rvores foi proposta por Yoshimura [1999],
O-tree, com o objetivo de reduzir as redundaˆncias existentes nas anteriores
representac¸o˜es. Nesta representac¸a˜o um posicionamento diz-se admiss´ıvel se
e so´ se nenhum item puder ser movido para a esquerda e para baixo relativa-
mente a outros itens, isto e´, todos os itens esta˜o compactados na direc¸a˜o do
eixo do x e do y. Nestas a´rvores, cada no´ representa um item enquanto que
uma aresta representa a relac¸a˜o de adjaceˆncia entre dois itens. Ha´ dois ti-
pos de O-trees: uma vertical e uma horizontal. O facto desta a´rvore possuir
nu´mero arbitra´rio de ramos, para cada no´, torna as operac¸o˜es na a´rvore bas-
tante complicadas sendo necessa´rio o uso de uma codificac¸a˜o. Por exemplo,
a O-tree representada na figura 2.14 pode ser codificada por duas sequeˆncias
(001001101011000011110011, ahiljkbcdefg). Na primeira sequeˆncia um ’0’
indica que se esta´ a percorrer a a´rvore descendendo o no´ correspondente na
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Figura 2.14: O-tree (adaptado de Yoshimura [1999]).
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Figura 2.15: B*-tree (adaptado de Chang et al. [2000]).
a´rvore, enquanto um ’1’ indica que se esta´ a percorrer de forma ascendente.
A segunda sequeˆncia denota a ordem pela qual os itens sa˜o percorridos na
a´rvore. Para a explorac¸a˜o do espac¸o de soluc¸o˜es pode eliminar-se um item
da a´rvore e inseri-lo num no´ externo com melhor custo.
Mais tarde, Chang et al. [2000] propuseram uma representac¸a˜o da soluc¸a˜o
baseada numa estrutura em a´rvore a` qual chamaram B*-tree, figura 2.15.
Uma B*-tree e´ uma a´rvore bina´ria, que e´ constru´ıda recursivamente, em que
cada no´ representa um item. Cada item na a´rvore e´ posicionado no canto
inferior esquerdo. Tal como a O-tree representa apenas padro˜es compactos.
Esta estrutura em a´rvore conte´m duas suba´rvores que sa˜o constru´ıdas de
modo independente. Nesta representac¸a˜o, pode usar-se como perturbac¸o˜es
a rotac¸a˜o de um item, a troca de dois itens e a mudanc¸a de um item para
outra posic¸a˜o.
Contrariamente ao que acontece com uma O-tree, numa B*-tree na˜o e´
necessa´rio construir grafos de restric¸o˜es adicionais para a avaliac¸a˜o da func¸a˜o
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Figura 2.16: Posicionamento e correspondentes TCG (horizontal e vertical)
(adaptado de Lin e Chang [2001]).
objetivo durante o posicionamento, tornando a fase de avaliac¸a˜o mais ra´pida.
Lin e Chang [2001] propuseram uma representac¸a˜o que tira partido das
vantagens existentes nas representac¸o˜es sequence pair, bounded sliceline grid
e B*-tree, designada por transitive closure graph (TCG). Esta representac¸a˜o
descreve as relac¸o˜es geome´tricas entre itens baseadas em dois grafos (um
horizontal e outro vertical), figura 2.16.
Tal como acontece com a B*-tree e, contrariamente ao que acontece
com as representac¸o˜es SP, BSG, O-tree, a representac¸a˜o TCG na˜o necessita
de recorrer a grafos de restric¸o˜es adicionais para a avaliac¸a˜o do custo du-
rante o posicionamento, tornando esta avaliac¸a˜o mais ra´pida. Ale´m disso,
esta representac¸a˜o suporta atualizac¸o˜es incrementais durante as operac¸o˜es e
mante´m a informac¸a˜o dos itens na fronteira assim como a forma e a posic¸a˜o
relativa dos itens. Uma das grandes vantagens, desta representac¸a˜o, reside
no facto de que a relac¸a˜o entre os itens e´ transparente na˜o so´ para a TCG
mas tambe´m para as suas operac¸o˜es. Isto significa que o efeito de uma ope-
rac¸a˜o na mudanc¸a de relac¸o˜es geome´tricas entre pares de itens e´ conhecido
antes do posicionamento, facilitando uma convergeˆncia mais ra´pida para a
soluc¸a˜o desejada. As perturbac¸o˜es permitidas sa˜o a rotac¸a˜o de um item,
a troca de dois itens, a troca de uma aresta no grafo vertical e no grafo
horizontal e a mudanc¸a de uma aresta do grafo vertical para o horizontal
(ou vice-versa).
Para o PP de retaˆngulos Imahori et al. [2003] propuseram treˆs meta-
heur´ısticas para custos espaciais gerais: uma pesquisa local com gerac¸a˜o
de va´rias soluc¸o˜es iniciais, uma pesquisa local iterativa e uma de pesquisa
aleato´ria. Mais recentemente, os mesmos autores Imahori et al. [2005] desen-
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volveram te´cnicas eficientes para avaliar soluc¸o˜es obtidas pela representac¸a˜o
SP.
Sendo uma das representac¸o˜es mais usadas, a SP surge no trabalho de
va´rios autores. Por exemplo, Drakidis et al. [2006] usara-na inserida numa
abordagem baseada em algoritmos gene´ticos. O me´todo usado e´ estendido
para lidar com restric¸o˜es de simetria. A representac¸a˜o SP surge tambe´m
no trabalho de Chatterjee e Manikas [2007] conjuntamente com algoritmos
gene´ticos. Neste trabalho pode encontrar-se um estudo comparativo da per-
formance dos operadores e esquemas de selec¸a˜o existentes nos algoritmos
gene´ticos.
Uma abordagem h´ıbrida foi proposta por Beltra´n-Cano [2009]. Esta
abordagem consiste em duas fases distintas. Na primeira fase fixa-se a lar-
gura e o PP e´ resolvido como Strip Packing usando um algoritmo h´ıbrido en-
tre os algoritmos Greedy Randomized Adaptive Search Procedure (GRASP)
e Variable Neigboorhood Search (VNS). Numa segunda fase e´ determinado
um novo valor para a largura. No posicionamento e´ usado o conceito de
contorno.
O PP de itens retangulares num objeto com dimenso˜es desconhecidas
e´ abordado no trabalho de Korf et al. [2008]. Usam uma pesquisa branch-
and-bound atrave´s do espac¸o de atribuic¸o˜es parciais, assegurando que a a´rea
do retaˆngulo exterior envolvente na˜o excede a a´rea mı´nima de qualquer so-
luc¸a˜o encontrada ate´ ao momento. Esta abordagem foi tambe´m usada por
Onodera et al. [1991].
Recentemente, uma abordagem baseada em me´todos de soluc¸a˜o para
o carregamento de contentores bidimensional e para o problema de Strip
Packing foi proposta por Bortfeldt [2013] para o PP de minimizac¸a˜o de a´rea
de itens retangulares. Trata-se de uma abordagem gene´rica de reduc¸a˜o com
a restric¸a˜o de obter padro˜es guilhotina´veis.
2.3.2 Problemas com Itens Ortogonais
Os trabalhos referidos anteriormente, para PP de minimizac¸a˜o de a´rea, ape-
nas lidam com itens retangulares. No entanto, na literatura, as abordagens
existentes para itens retangulares, teˆm vindo a ser estendidas para poderem
lidar com itens com outras formas. Por exemplo, no posicionamento de itens
em circuitos VLSI, pol´ıgonos ortogonais surgiram para um melhor aprovei-
tamento da a´rea do circuito integrado e para melhorar as ligac¸o˜es entre
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itens, aumentando a performance do circuito integrado. As representac¸o˜es
existentes para o posicionamento de retaˆngulos foram sendo adaptadas de
forma a permitir a sua aplicabilidade a problemas com pol´ıgonos ortogonais.
Assim, e´ natural que a maioria das abordagens para PP com formas ortogo-
nais usem as mesmas te´cnicas para problemas onde os itens sa˜o retangulares,
dividindo os pol´ıgonos ortogonais em retaˆngulos e impondo um conjunto de
restric¸o˜es necessa´rias para manter a forma original dos itens.
Um dos primeiros autores a proporem um algoritmo que lida com o pro-
blema de posicionamento com pol´ıgonos ortogonais foram Preas e VanCle-
emput [1979]. Propuseram grafos para representar as relac¸o˜es topolo´gicas
(posic¸o˜es relativas) entre pares de itens. Um algoritmo iterativo de melho-
ramento foi usado para reduzir a a´rea do retaˆngulo exterior envolvente que
conte´m todos os itens e as ligac¸o˜es entre itens. No entanto, este algoritmo
apenas lida com instaˆncias de pequena dimensa˜o.
Para encontrar o melhor posicionamento para pol´ıgonos ortogonais Lee
[1993] propoˆs um algoritmo que se baseia num contorno que limita os itens.
Cada item e´ representado por um conjunto de quatro perfis lineares que
descrevem o contorno do item visto a partir dos quatro lados do mesmo. Esta
abordagem e´ diferente da maioria das abordagens que lidam com pol´ıgonos
ortogonais pois na˜o divide os itens em retaˆngulos. Este algoritmo apenas
lida com instaˆncias de pequenas dimenso˜es dada a complexidade de ca´lculo
dos perfis.
Para lidar com itens em forma de L, Nakatake e Fujiyoshi [1997] propo˜em
um me´todo baseado na representac¸a˜o BSG. Cada item em forma de L e´
dividido em retaˆngulos que sa˜o posicionados em compartimentos adjacentes.
No entanto, tal como e´ referido em Fujiyoshi e Murata [2002], alguns padro˜es
na˜o podem ser gerados uma vez que na˜o sa˜o representa´veis todas as posic¸o˜es
relativas entre pares de itens.
Mais tarde, a mesma representac¸a˜o e´ usada por Nakatake et al. [1998]
para problemas onde os pol´ıgonos ortogonais teˆm restric¸o˜es de posiciona-
mento. Em primeiro lugar, lidam com os itens com posic¸o˜es fixas, onde e´
constru´ıda uma soluc¸a˜o parcial e, de seguida, os pol´ıgonos ortogonais, divi-
didos em retaˆngulos, sa˜o inclu´ıdos no padra˜o. Os subitens (retaˆngulos re-
sultantes da divisa˜o dos itens ortogonais) sa˜o posicionados um a um ate´ que
sejam posicionados nas posic¸o˜es relativas corretas. De seguida, os subitens
sa˜o tratados como itens com posic¸o˜es fixas. No entanto, tal como acontece
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com o trabalho anterior na˜o e´ poss´ıvel gerar todas as posic¸o˜es relativas entre
pares de itens, Fujiyoshi e Murata [2000].
A maioria das abordagens adaptaram e estenderam o uso da represen-
tac¸a˜o SP para lidar com pol´ıgonos ortogonais. Kang e Dai [1998a] usaram
essa representac¸a˜o para pol´ıgonos ortogonais convexos. Neste trabalho, tal
como acontece na maioria dos trabalhos que usam SP, cada pol´ıgono orto-
gonal e´ dividido num conjunto de subitens retangulares e cada subitem e´
tratado na representac¸a˜o SP como um u´nico item. Cada item resultante
desta divisa˜o e´ compactado na vertical e na horizontal e um processo a
posteriori alinha as coordenadas x e y destes itens para produzir padro˜es
o´timos resultantes da representac¸a˜o SP. Neste trabalho e´ apresentada uma
prova de que existe sempre uma representac¸a˜o SP admiss´ıvel para pol´ıgonos
ortogonais convexos e vice-versa. Foram definidas treˆs operac¸o˜es necessa´-
rias e suficientes para alterar uma representac¸a˜o SP admiss´ıvel mantendo
a representac¸a˜o resultante tambe´m admiss´ıvel. No entanto, de acordo com
Fujiyoshi e Murata [2002] os lemas e teoremas apresentados conteˆm alguns
erros, tornando as provas insuficientes. Para o posicionamento de pol´ıgonos
ortogonais convexos e coˆncavos Fujiyoshi e Murata [2000] tambe´m usaram
esta representac¸a˜o. Apresentaram condic¸o˜es necessa´rias e suficientes para
a gerac¸a˜o de representac¸o˜es SP admiss´ıveis no que diz respeito a grafos de
restric¸o˜es, na˜o impondo quaisquer restric¸o˜es a`s sequeˆncias. Apesar de na˜o
ser necessa´rio nenhum processo para restaurar a forma original dos itens
a pesquisa de representac¸o˜es SP admiss´ıveis apenas depende da aborda-
gem usada. No entanto, para alguns itens os grafos de restric¸a˜o revelam-se
muito complicados. Mais tarde, para lidar com itens em forma de L, esta
representac¸a˜o foi usada por Fujiyoshi e Murata [2002]. Nesta abordagem,
estes itens, analogamente a anteriores abordagens, sa˜o divididos em itens
retangulares. Apresentaram provas de condic¸o˜es necessa´rias e suficientes,
apenas dependentes da representac¸a˜o SP, para o restauro da forma original
dos itens. Provaram que qualquer posicionamento e´ poss´ıvel de ser repre-
sentado e inclu´ı a soluc¸a˜o o´tima. Um me´todo novo que lida com pol´ıgonos
ortogonais foi proposto por Tang e Wong [2004]. Usaram propriedades topo-
lo´gicas de representac¸o˜es SP admiss´ıveis para eliminac¸a˜o de representac¸o˜es
na˜o admiss´ıveis. Apenas sa˜o geradas representac¸o˜es SP que satisfazem essa
propriedade.
Fazendo os itens pertencer a uma classe espec´ıfica de pol´ıgonos ortogo-
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nais convexos, Kang e Dai [1998b] propuseram um algoritmo baseado nas
representac¸o˜es SP e BSG nas quais as restric¸o˜es topolo´gicas destes itens po-
dem ser otimizadas. Estes itens sa˜o compactados atrave´s de restric¸o˜es topo-
lo´gicas de forma independente nas direc¸o˜es x e y. Dado um posicionamento,
as dimenso˜es e formas dos itens sa˜o alteradas sendo todos compactados se-
gundo as mesmas relac¸o˜es topolo´gicas. Segundo Fujiyoshi e Murata [2002]
este me´todo e´ muito complicado e a topologia do posicionamento inicial na˜o
e´ representa´vel.
Para lidar com itens ortogonais Pang et al. [2001] usaram a represen-
tac¸a˜o O-tree. Apesar de ter uma complexidade inferior, esta abordagem e´
menos flex´ıvel e mais restrita, uma vez que, cada item e´ dividido num con-
junto de itens em forma de L e, no posicionamento, os itens teˆm que estar
compactados.
Outra representac¸a˜o que foi adaptada para lidar com pol´ıgonos ortogo-
nais foi a B*-tree, usada por Wu et al. [2000]. Tal como nas abordagens
anteriores os itens sa˜o divididos em retaˆngulos. Uma desvantagem desta
representac¸a˜o resulta da rotac¸a˜o dos itens, sendo necessa´rio uma nova re-
partic¸a˜o. Um processamento posterior e´ necessa´rio para restaurar a forma
inicial dos itens.
A representac¸a˜o TCG foi adaptada por Lin et al. [2002], onde tambe´m e´
necessa´rio dividir os itens em retaˆngulos. Apresentaram condic¸o˜es necessa´-
rias e suficientes para a obtenc¸a˜o de TCG admiss´ıveis. Ao contra´rio do que
acontece na maioria das abordagens, na˜o necessitam de um processamento
posterior para a obtenc¸a˜o da forma original dos itens uma vez que cada con-
junto de subitens e´ tratado como um todo. Com este processo conseguem
garantir a gerac¸a˜o de TCG admiss´ıveis quando e´ aplicada uma perturbac¸a˜o.
Para lidar com pol´ıgonos ortogonais Chen et al. [2010] propuseram um
algoritmo baseado nos princ´ıpios de grau de cavidade e ocupac¸a˜o de cantos.
Chu e Young [2004] partem de um padra˜o e teˆm como objetivo alterar as
formas e dimenso˜es de alguns itens retangulares para pol´ıgonos ortogonais
com o objetivo de preenchimento de espac¸os vazios, mantendo as a´reas dos
itens constantes e as posic¸o˜es relativas entre itens inalteradas (que descrevem
atrave´s de grafos de restric¸a˜o).
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2.4 Problemas de Posicionamento Multiobjetivo
de Retaˆngulos
PPMO consistem em posicionar um conjunto de itens de forma a otimizar
mais do que uma func¸a˜o objetivo. Por exemplo, quando se pretende mini-
mizar o nu´mero de objetos dispon´ıveis para posicionar um conjunto de itens
e minimizar o nu´mero de padro˜es de corte; quando se pretende minimizar
o desperd´ıcio resultante do posicionamento de itens e minimizar o custo do
corte dos itens; outro exemplo surge quando se pretende maximizar a ca-
pacidade de um contentor com caixas de modo a satisfazer o maior nu´mero
poss´ıvel de clientes e minimizar a distaˆncia total do percurso que resulta da
entrega das encomendas, etc. Dada a complexidade adicional dos PPMO,
a maioria dos trabalhos lidam com os objetivos de forma sequencial, oti-
mizando um de cada vez, ou resolvem-no como sendo mono-objetivo. De
seguida apresentam-se algumas aplicac¸o˜es reais de PP com mais do que um
objetivo. Na duas primeiras subsec¸o˜es sera˜o descritos os problemas MO
de posicionamento de mo´dulos em circuitos integrados e no projeto f´ısico
de instalac¸o˜es. Na u´ltima subsecc¸a˜o sera˜o apresentados outros PPMO que
diferem dos anteriores nos objetivos considerados e na formas dos itens.
2.4.1 Posicionamento de Mo´dulos em Circuitos VLSI
No PP de mo´dulos em circuitos VLSI, figura 2.17, pretende-se, para ale´m de
reduzir o custo do material usado, reduzir o tamanho do circuito integrado,
aumentar a performance (reduc¸a˜o do atraso, reduc¸a˜o do comprimento das
ligac¸o˜es) e reduzir o tempo de fabrico para uma ra´pida entrada no mercado.
A maioria da publicac¸o˜es existentes para problemas MO, nesta aplicac¸a˜o
real consideram para ale´m da minimizac¸a˜o da a´rea a minimizac¸a˜o da soma
das distaˆncias que ligam um determinado conjunto de itens. Este problema
de minimizar a a´rea e a soma das distaˆncias foi tratado por Chen et al.
[2009] que propo˜em uma abordagem baseada numa otimizac¸a˜o por enxame
de part´ıculas (particle swarm optimization). Os itens dispon´ıveis para posi-
cionamento sa˜o retangulares. Na fase de posicionamento dos itens e´ apenas
poss´ıvel fazer uma estimativa para o valor da distaˆncia total, uma vez que
nesta fase ainda na˜o sa˜o conhecidas as posic¸o˜es exatas dos pinos de entrada
e sa´ıda e dos pinos que ligam os itens entre si. Estes autores usam como
estimativa da soma das distaˆncias o semi-per´ımetro da distaˆncia total. Con-
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Figura 2.17: Circu´ıto VLSI
sideram os dois objetivos atrave´s do me´todo da soma ponderada, resultando
num u´nico objetivo. Estes autores referem que esta forma de medir a func¸a˜o
objetivo e´ muito subjetiva, considerando que sa˜o objetivos dif´ıceis de pesar
porque teˆm propriedades diferentes. Chen et al. [2011] tambe´m usam soma
ponderada para lidarem com os mesmos objetivos. A diferenc¸a desta abor-
dagem para as demais e´ a existeˆncia de restric¸o˜es de regularidade onde os
itens sa˜o agrupados por tamanho e forma.
Para otimizar a minimizac¸a˜o da a´rea e a soma das distaˆncias, o algoritmo
proposto por Dong et al. [2004] usa duas fases. Na primeira fase, usam
programac¸a˜o quadra´tica para minimizar a distaˆncia total, o resultado deste
processo iterativo e´ um padra˜o inicial com distaˆncia total mı´nima. Com
base neste padra˜o, e´ estimada uma relac¸a˜o entre a largura e a altura do
padra˜o que, sabendo o desperd´ıcio, pode ser calculada a a´rea do padra˜o. Na
segunda fase, um algoritmo baseado no primeiro e´ usado para melhorar o
posicionamento tendo em conta a distaˆncia total calculada no passo anterior.
Para lidarem simultaneamente com a minimizac¸a˜o da a´rea e da distaˆncia
total Fernando e Katkoori [2008] usam um algoritmo gene´tico. E´ considerado
o conceito de na˜o dominaˆncia para a classificac¸a˜o das soluc¸o˜es obtidas. Usam
dois operadores de cruzamento que constroem padro˜es atrave´s do uso de
bons subpadro˜es.
Va´rios autores usaram abordagens baseadas em programac¸a˜o matema´-
tica usando diferentes te´cnicas. Para minimizar a a´rea, a distaˆncia total e
atrasos em circuitos, Sutanthavibul et al. [1991] usam programac¸a˜o inteira
2.4 Posicionamento Multiobjetivo de Retaˆngulos 45
mista e va˜o construindo o padra˜o adicionando itens a um conjunto de itens
anteriormente posicionados. Para lidarem com o problema multiobjetivo
usam uma combinac¸a˜o linear entre a a´rea e a soma das distaˆncias.
Uma combinac¸a˜o linear entre a a´rea e as distaˆncias e´ tambe´m usada por
Kim e Kim [2003]. Estes autores combinam programac¸a˜o linear e arrefeci-
mento simulado para o problema de minimizac¸a˜o de a´rea e distaˆncia total.
Usam a representac¸a˜o SP para definirem as posic¸o˜es relativas entre pares de
itens. Desenvolveram dois me´todos para a obtenc¸a˜o do padra˜o que resulta
da representac¸a˜o SP, um considerando um modelo de programac¸a˜o linear e
outro atrave´s de um me´todo construtivo. Estes dois me´todos foram inseridos
no algoritmo arrefecimento simulado para a obtenc¸a˜o de uma boa soluc¸a˜o.
Para o problema de minimizac¸a˜o de a´rea e para garantir a existeˆncia
de espac¸o para as ligac¸o˜es entre itens, Onodera et al. [1991] usam a te´cnica
branch-and-bound para uma explorac¸a˜o efetiva de soluc¸o˜es, no entanto, esta
abordagem apenas lida com instaˆncias de pequena dimensa˜o. Para instaˆn-
cias de grande dimensa˜o fazem uma decomposic¸a˜o hiera´rquica do problema.
A minimizac¸a˜o da a´rea e da distaˆncia total e´ realizada em dois passos. Num
primeiro passo minimizam a a´rea, sendo de seguida calculada a distaˆncia
total. Referem que optaram por esta abordagem pois um aumento da a´rea
do padra˜o resulta num aumento da soma das distaˆncias. A minimizac¸a˜o da
a´rea e´ decomposta em dois problemas de programac¸a˜o linear, minimizando
a largura do padra˜o e a altura do padra˜o separadamente.
Para a minimizac¸a˜o da a´rea, minimizando simultaneamente a largura e
a altura da a´rea do posicionamento Watanabe e Hiroyasu [2004] aplicam
algoritmos gene´ticos. Para representar as soluc¸o˜es usam a ja´ referida repre-
sentac¸a˜o SP.
2.4.2 Projeto F´ısico de Instalac¸o˜es
Neste problema considera-se um conjunto de instalac¸o˜es, que teˆm que ser
colocadas dentro de um edif´ıcio, de modo a assegurar um arranjo que oti-
miza uma dada func¸a˜o objetivo. Neste problema podem ser considerados
va´rios objetivos, Kusiak e Heragu [1987] tais como minimizar o custo de ma-
nipulac¸a˜o ou manobra de materiais, minimizar o uso de espac¸o em termos
efetivos e econo´micos, minimizar o tempo global de produc¸a˜o, minimizar o
custo de operac¸a˜o do equipamento e da planta. A distaˆncia entre unidades
de produc¸a˜o e´ um fator que e´ usado para a avaliac¸a˜o de um determinado pa-
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dra˜o. Esta distaˆncia e´, normalmente, medida considerando a distaˆncia entre
o centro das instalac¸o˜es. O ca´lculo da soma das distaˆncias pode ser efetuado
usando diferentes processos, sendo alguns apresentados na secc¸a˜o 3.5.
O problema de minimizar o custo de manobras de material, maximizar
a proximidade entre departamento e minimizar o tempo de manuseio de
materiais foi abordado por Singh e Singh [2010]. Formularam o problema
colocando os objetivos numa u´nica func¸a˜o atrave´s do uso de pesos. Como
abordagem propo˜em uma heur´ıstica que funciona em treˆs fases. Na primeira
fase, e´ proposto um procedimento de normalizac¸a˜o. Na segunda fase, sa˜o
propostos quatro me´todos diferentes para determinar os pesos relativos para
cada func¸a˜o objetivo. Por u´ltimo, na fase final sa˜o apresentados quatro
padro˜es diferentes com base em quatro me´todos.
O problema de minimizar o custo de manobras de material e maximizar
a proximidade entre departamentos foi abordado por Ripon et al. [2010] que
usam como abordagem de resoluc¸a˜o algoritmos gene´ticos.
No problema abordado por Ye e Zhou [2007] sa˜o considerados dois ob-
jetivos que envolvem os custos de movimentac¸a˜o de materiais e exigeˆncias
na˜o-materiais relacionadas com a ideia de planeamento sistema´tico de pa-
dro˜es.
2.4.3 Outros Problemas de Posicionamento Multiobjetivo
Para ale´m dos problemas referidos anteriormente surgem outros PP que
abordam mais do que um objetivo. Sera˜o de seguida apresentadas aborda-
gens existentes para alguns PPMO que diferem dos anteriores nos objetivos
e na forma dos itens.
O problema de cutting stock numa tira de comprimento infinito e largura
fixa, considerando como objetivos a minimizac¸a˜o do desperd´ıcio e a minimi-
zac¸a˜o do nu´mero de cortes necessa´rios para o posicionamento, foi abordado
por Coelho et al. [2012]. Usam a heur´ıstica GRASP para a gerac¸a˜o de parte
da populac¸a˜o inicial de um algoritmo evoluciona´rio multiobjetivo baseado
em algoritmos gene´ticos. Para avaliar soluc¸o˜es usam quatro heur´ısticas de
posicionamento diferentes: First Fit, Best Fit, Next Fit e uma variac¸a˜o da
heur´ıstica Next Fit.
Outro problema multiobjetivo surge no trabalho de Geiger [2008] que
propo˜e uma abordagem heur´ıstica ao problema de Bin Packing com dois
objetivos: minimizar o nu´mero total de contentores e minimizar a me´dia de
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heterogeneidade das pec¸as inclu´ıdas em cada contentor.
O problema biobjetivo de minimizar o custo e minimizar o nu´mero de
grupos no posicionamento de itens com diferentes pesos em objetos foi tra-
tado por Sathe et al. [2009]. Usam um algoritmo que combina uma estrate´gia
de agrupamento hiera´rquico aglomerativo com um algoritmo que lida com
problemas de agrupamento com muitas restric¸o˜es.
Um exemplo de um PPMO surge no Problema de Selec¸a˜o de Sortido de
Objetos que consiste em determinar um conjunto de tamanhos de objetos a
ter em stock. Este problema de selec¸a˜o surge da dificuldade de ter muitos
objetos dispon´ıveis para posicionamento, ou por limitac¸o˜es de espac¸o, ou
por custos inerentes ao armazenamento dos objetos, ou por demorar muito
tempo a produzir os objetos. O objetivo passa por minimizar a soma de
todos os custos inerentes ao processo. Para ale´m deste objetivo existe um
outro que surge quando e´ necessa´rio posicionar um conjunto de itens nos
objetos, sendo necessa´rio minimizar o desperd´ıcio. Uma revisa˜o bibliogra´-
fica de Problemas de Selec¸a˜o de Sortido pode ser encontrada em Pentico
[2008]. Este problema surge mal definido em alguns artigos, nomeadamente
em Chen et al. [1993], Li e Chang [1998], Li e Tsai [2001], Li et al. [2002] e
Lin [2006]. Estes autores definem o problema de Selec¸a˜o de Objetos como
um problema de minimizac¸a˜o de a´rea. O problema abordado e´, na reali-
dade o Problema de Selec¸a˜o de Objetos, isto e´, pretendem determinar um
conjunto de objetos para existir em stock. O tamanho dos itens e´ baseado
no historial de encomendas anteriores e o objetivo e´ determinar objetos de
a´rea mı´nima para o posicionamento dos itens. Este problema tambe´m pode
ocorrer quando e´ fa´cil e ra´pida a produc¸a˜o do objeto, na˜o sendo necessa´rio
o recurso a stock, sendo apenas produzido na altura em que os itens sa˜o
necessa´rios.
Um outro exemplo de um PPMO e´ apresentado no trabalho desenvol-
vido por Moreira [2001] que surge numa empresa metalomecaˆnica situada
em Portugal. Esta companhia produz e comercializa ferramentas de preci-
sa˜o de alta tecnologia de corte de madeira, pla´sticos e materiais compostos.
O processo de produc¸a˜o inclui o corte de “cabec¸as” de ferramentas de corte
(pec¸as irregulares) que teˆm de ser cortadas de placas circulares (dispendio-
sas) feitas de tungste´nio com uma fina camada de po´ de diamante. Neste
contexto surgem dois problemas de planeamento: a disposic¸a˜o de pec¸as no
padra˜o (problema de nesting), relacionado com o aproveitamento da placa
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Figura 2.18: Maximizac¸a˜o do aproveitamento e minimizac¸a˜o do custo de
corte (adaptado de Moreira [2001])
circular, e a definic¸a˜o do percurso de corte, relacionado com a minimizac¸a˜o
do custo do corte, figura 2.18. O posicionamento dos itens e´ feito usando um
algoritmo de posicionamento baseado em trocas de pec¸as em sequeˆncias. O
procedimento de corte e´ executado de modo cont´ınuo, i. e., o instrumento
que corta nunca deixa a superf´ıcie a ser cortada. A` medida que cada pec¸a
e´ totalmente cortada da chapa cai num recipiente especialmente colocado
para o efeito. O grafo sobre o qual se utiliza a pesquisa do percurso de corte
e´ dinaˆmico, alterando-se durante o pro´prio processo de corte e dependendo
da ordem pelo qual os cortes sa˜o processados. Foi introduzido, pela primeira
vez, o problema de carteiro rural dinaˆmico para a resoluc¸a˜o deste tipo de
problemas. Foram usadas, para a sua resoluc¸a˜o, duas heur´ısticas construti-
vas: a heur´ıstica higher up vertex e a heur´ıstica minimum empty path. Este
trabalho foi publicado mais tarde num artigo, Moreira et al. [2007], onde e´
apenas apresentado o procedimento de corte.
Imahori et al. [2008] resolvem o mesmo problema tambe´m em duas fases:
empacotamento das pec¸as irregulares numa placa circular e o corte dessas
pec¸as. As pec¸as devem ser colocadas de modo a que o desperd´ıcio da placa
seja mı´nimo. Na fase de corte, o objetivo e´ encontrar o percurso de corte
o´timo, i.e., o comprimento total do percurso mı´nimo. Como a placa e´ de
material duro a ferramenta de corte na˜o se pode mover com rapidez logo
o tempo de corte na˜o deve ser negligenciado, sendo por isso importante
encontrar o percurso mı´nimo. Estes autores da˜o importaˆncia a` fase de corte,
onde se pretende saber como cortar as pec¸as quando e´ dado o posicionamento
das pec¸as na placa circular. Para resolver este problema foi introduzido
um conceito novo chamado force-support tree onde um grande nu´mero de
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restric¸o˜es e´ representado de modo direto e conciso. Um caminho de corte
que corta as pec¸as dos no´s das folhas dessa a´rvore em direc¸a˜o ao no´ da
raiz satisfaz a maior parte das restric¸o˜es, podendo cada um concentrar-se
nas restric¸o˜es de aˆngulos abertos e na func¸a˜o objetivo de gerar o percurso de
corte. O me´todo utilizado encontrou bons caminhos muito rapidamente. No
trabalho de Moreira (2001) o processo de corte e´ dinaˆmico contrariamente
ao que acontece no trabalho dos u´ltimos autores referidos em que o processo
de corte e´ esta´tico.
Em Moura e Oliveira [2008] e´ apresentado um framework para resolver
problemas de determinac¸a˜o de rotas para ve´ıculos com janelas temporais e
carregamento de contentores. Neste problema ha´ um conjunto de clientes
e uma frota de ve´ıculos heteroge´nea. Existe um armaze´m de onde saem os
ve´ıculos para a visita aos clientes e para onde regressam no fim das entregas.
Cada cliente tem uma encomenda para ser satisfeita, por um u´nico ve´ıculo,
e a janela temporal deve ser respeitada. As encomendas dos clientes devem
ser respeitadas mesmo que tenha que ser usado outro ve´ıculo. A ordem do
carregamento do ve´ıculo e´ inversa a` ordem de visita dos clientes. A enco-
menda de cada cliente e´ posicionada toda junta no interior do ve´ıculo para
aumentar a eficieˆncia da operac¸a˜o de descarregamento. A capacidade do
ve´ıculo em termos de peso, largura, altura e comprimento na˜o deve ser exce-
dida. Uma encomenda e´ constitu´ıda por um conjunto de caixas de diferentes
tipos. O tipo de uma caixa e´ caraterizado pelas suas dimenso˜es f´ısicas, peso
e orientac¸a˜o. Cada cliente e´ definido pelas coordenadas geogra´ficas, janela
temporal, encomenda (tipo de caixas e quantidades por tipo), peso total
por encomenda e tempo de servic¸o. Ha´ uma relac¸a˜o (dependeˆncia) entre
o problema de determinac¸a˜o de rotas para ve´ıculos com janelas temporais
e carregamento de contentores. A ideia principal e´ tentar servir com cada
ve´ıculo o maior nu´mero poss´ıvel de clientes e empacotar a sua encomenda
de modo admiss´ıvel ao mesmo tempo que se considera a minimizac¸a˜o da
distaˆncia total do percurso. Sa˜o usados dois me´todos diferentes de resolu-
c¸a˜o. O primeiro me´todo trata o problema de modo sequencial enquanto o
segundo usa uma abordagem hiera´rquica. No primeiro, as rotas dos ve´ıcu-
los e o carregamento dos contentores sa˜o planeados ao mesmo tempo. No
segundo, numa primeira fase as rotas sa˜o constru´ıdas e so´ depois, para cada
rota, os itens sa˜o posicionados nos contentores.

Cap´ıtulo 3
Modelos Matema´ticos para
Problemas de
Posicionamento de Pol´ıgonos
Ortogonais
E´, tal como ja´ foi referido, nos circuitos VLSI que o problema de posicio-
namento de pol´ıgonos ortogonais (PPPO) tem uma das maiores aplicac¸o˜es.
Nesta aplicac¸a˜o real pretende-se, na maioria dos casos, minimizar a a´rea do
retaˆngulo exterior envolvente e a soma das distaˆncias. A a´rea do retaˆngulo
exterior envolvente que conte´m todos os itens denomina-se por a´rea; e a
soma das distaˆncias, ou apenas distaˆncias, e´ a soma do comprimento das
ligac¸o˜es entre um determinado conjunto de itens. Estas ligac¸o˜es entre itens
sa˜o denominadas nos circuitos por redes. Nos circuitos integrados torna-se
necessa´rio otimizar a a´rea usada para o encaixe de mais funcionalidades no
seu interior. Em relac¸a˜o a` soma das distaˆncias e´ necessa´rio um comprimento
total das ligac¸o˜es mı´nimo para a reduc¸a˜o de atrasos associados a fios longos
e para acelerar as operac¸o˜es do circuito integrado. Uma vez que na˜o existe
um encaixe perfeito dos itens e, no posicionamento, surge algum desperd´ıcio
(a´rea que na˜o esta´ ocupada por nenhum item) existe um trade-off entre a
minimizac¸a˜o da a´rea e a minimizac¸a˜o da soma das distaˆncias.
Neste cap´ıtulo, um dos objetivos consiste no estudo de modelos mate-
ma´ticos que existem para PP de minimizac¸a˜o da a´rea e, saber qual a sua
capacidade para a resoluc¸a˜o de instaˆncias de grande dimensa˜o. Os mode-
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los matema´ticos existentes na literatura, para PP de minimizac¸a˜o da a´rea,
apenas lidam com itens retangulares. Outro objetivo e´ adaptar os modelos
existentes para que possam lidar com itens ortogonais. Em relac¸a˜o a PP
de minimizac¸a˜o da a´rea do objeto e de minimizac¸a˜o da soma das distaˆncias
pretende-se estudar a componente multiobjetivo quando sa˜o considerados
estes dois objetivos conjuntamente.
Nos PP ha´ dois conjuntos de restric¸o˜es comuns. Um dos conjuntos ga-
rante a na˜o sobreposic¸a˜o dos itens e o outro conjunto garante o posicio-
namento dos itens no interior do objeto. As restric¸o˜es de posicionamento
dos itens no interior do objeto na˜o sa˜o explicitamente consideradas no pro-
blema abordado nesta dissertac¸a˜o uma vez que, tal como ja´ foi referido, o
objeto na˜o tem dimenso˜es definidas, no entanto, surgem de forma impl´ıcita
dada a necessidade de minimizar a a´rea do retaˆngulo envolvente. Os itens
teˆm dimenso˜es fixas, sendo necessa´rio determinar as suas posic¸o˜es no plano,
isto e´, torna-se necessa´rio determinar as coordenadas dos seus pontos de
posicionamento (ordenada e abcissa dos centros dos itens).
Neste cap´ıtulo, apresentam-se abordagens baseadas em modelos mate-
ma´ticos para PP quando se consideram como objetivos a minimizac¸a˜o da
a´rea e/ou da soma das distaˆncias (soma do comprimento das ligac¸o˜es entre
um determinado conjunto de itens). Na primeira secc¸a˜o, faz-se refereˆncia
a`s restric¸o˜es de na˜o sobreposic¸a˜o existentes para PP. Na segunda secc¸a˜o,
apresentam-se alguns exemplos de modelos onde o objeto ou objetos dis-
pon´ıveis para posicionar um conjunto de itens teˆm dimenso˜es definidas. A
terceira secc¸a˜o refere-se ao PP de minimizac¸a˜o da a´rea. Como a func¸a˜o
objetivo e´ na˜o linear, apresentam-se, nesta secc¸a˜o, dois conjuntos de aproxi-
mac¸o˜es usados na sua linearizac¸a˜o. Num dos conjuntos a a´rea e´ aproximada
pelo per´ımetro e no outro conjunto a aproximac¸a˜o e´ baseada em func¸o˜es defi-
nidas por ramos. Sendo a minimizac¸a˜o da soma das distaˆncias outro objetivo
que surge frequentemente em PP de itens, em circuitos VLSI, apresenta-se
na u´ltima secc¸a˜o um modelo que considera a minimizac¸a˜o da a´rea e a mini-
mizac¸a˜o da soma das distaˆncias. Nesta secc¸a˜o sera˜o tambe´m apresentadas
algumas das estrate´gias usadas para a combinac¸a˜o destes dois objetivos.
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Tabela 3.1: Varia´veis de decisa˜o e auxiliares
xi abcissa do centro do item i
yi ordenada do centro do item i
rij varia´vel bina´ria que indica se o item i esta´ ou na˜o a` esquerda
do item j
uij varia´vel bina´ria que indica se o item i esta´ ou na˜o abaixo do item j
vi varia´vel bina´ria que indica se o item i rodou
wi largura do item i (varia´vel auxiliar)
hi altura do item i (varia´vel auxiliar)
i, j ∈ {1, 2, ..., Tr} e Tr e´ o nu´mero total de retaˆngulos
Tabela 3.2: Paraˆmetros
M constante suficientemente grande
d1i dimensa˜o 1 do item i
d2i dimensa˜o 2 do item i
i ∈ {1, 2, ..., Tr} e Tr e´ o nu´mero total de retaˆngulos
3.1 Restric¸o˜es de Na˜o Sobreposic¸a˜o
Para a obtenc¸a˜o de soluc¸o˜es admiss´ıveis torna-se necessa´rio garantir que na˜o
ha´ sobreposic¸a˜o entre os itens. Esta na˜o sobreposic¸a˜o entre pares de itens e´
assegurada por um conjunto de restric¸o˜es que podem ser divididas em dois
grupos, um onde existem itens retangulares e outro onde existe pelo menos
um item ortogonal. Por exemplo, para garantir que dois itens retangulares
na˜o se sobrepo˜em e´ necessa´rio assegurar que ocorre uma das seguintes situa-
c¸o˜es: um dos itens esta´ totalmente a` direita do outro, totalmente a` esquerda,
totalmente acima ou totalmente abaixo. Estas relac¸o˜es sa˜o conseguidas com
base na comparac¸a˜o de coordenadas. Estas condic¸o˜es originam um conjunto
de disjunc¸o˜es de inequac¸o˜es, para cada par de itens. Para a modelizac¸a˜o
destas disjunc¸o˜es e´ necessa´rio recorrer ao uso de varia´veis bina´rias que cres-
cem de forma polinomial com o aumento do nu´mero de itens. Para ale´m
destas varia´veis bina´rias, como sa˜o permitidas rotac¸o˜es de itens, e´ necessa´-
rio considerar outra varia´vel bina´ria. Sendo assim, e´ necessa´rio utilizar as
varia´veis apresentadas na tabela 3.1 e os paraˆmetros da tabela 3.2.
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Figura 3.1: Valores das varia´veis bina´rias rij e uij em func¸a˜o do posiciona-
mento relativo entre dois itens i e j
A varia´vel bina´ria rij e´ igual a zero se o item i estiver completamente
a` esquerda do item j, figura 3.1(a); uij e´ igual a zero se o item i estiver
completamente abaixo do item j, figura 3.1(c); estas varia´veis sa˜o iguais a
um, caso contra´rio, figuras 3.1(b) e 3.1(d). As posic¸o˜es relativas entre dois
pares de itens i e j, e os respetivos valores das varia´veis bina´rias rij e uij ,
esta˜o representadas na figura 3.2. Por exemplo, na figura 3.2(b), uij = 0
significa que o item i tem que estar posicionado na regia˜o assinalada, onde
a sua ordenada superior tem que ser menor ou igual a` menor ordenada do
item j; como, nesta figura, rij = 1 a maior abcissa do item i na˜o e´ menor
do que a menor abcissa do item j; a varia´vel bina´ria vi e´ igual a zero se
a pec¸a na˜o sofreu rotac¸a˜o e e´ igual a um, caso contra´rio; No caso de itens
retangulares as rotac¸o˜es poss´ıveis sa˜o 0 e 900.
A componente geome´trica, existente nos PP, consiste em garantir que os
itens dispon´ıveis para posicionamento na˜o se sobrepo˜em. A na˜o sobreposic¸a˜o
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Figura 3.2: Relac¸a˜o entre as varia´veis bina´rias rij e uij em func¸a˜o do posi-
cionamento relativo entre dois itens i e j
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Figura 3.3: Valores das varia´veis bina´rias rij e uij para uma situac¸a˜o de
sobreposic¸a˜o entre dois itens i e j
de itens retangulares e´ assegurada pelas restric¸o˜es apresentadas na equac¸a˜o
(3.1).
xi + 0.5wi ≤ xj − 0.5wj +M · rij ∀i, j; i 6= j;
yi + 0.5hi ≤ yj − 0.5hj +M · uij ∀i, j; i 6= j; (3.1)
rij + rji + uij + uji ≤ 3 ∀i < j;
(onde M e´ uma constante suficientemente grande)
As duas primeiras restric¸o˜es da equac¸a˜o (3.1) garantem que os itens
esta˜o separados na direc¸a˜o horizontal e vertical, respetivamente. Quando as
varia´veis bina´rias uij , rij , uji e rji sa˜o simultaneamente iguais a 1 resulta
numa sobreposic¸a˜o entre os itens i e j, figura 3.3, a na˜o ocorreˆncia desta
situac¸a˜o e´ garantida pela terceira restric¸a˜o da equac¸a˜o (3.1).
No problema proposto nesta dissertac¸a˜o, cada item i tem dimenso˜es fixas
que sa˜o conhecidas, d1i e d2i, e pode rodar. As restric¸o˜es da equac¸a˜o (3.2),
adicionadas ao modelo, permitem que os itens rodem.
wi = d1i · (1− vi) + d2i · vi ∀i; (3.2)
hi = d1i · vi + d2i · (1− vi) ∀i.
Se no PP existe um conjunto de itens ortogonais para posicionamento,
a forma mais direta para lidar com estes pol´ıgonos e´ fazer a sua divisa˜o em
retaˆngulos, na figura 3.4 apresenta-se um exemplo desta divisa˜o. Na tabela
3.3 apresentam-se os paraˆmetros e na tabela 3.4 as varia´veis de decisa˜o e
auxiliares usadas na modelac¸a˜o deste problema.
Como os pol´ıgonos ortogonais sa˜o divididos em retaˆngulos, as restric¸o˜es
apresentadas na equac¸a˜o (3.1) garantem que os retaˆngulos que resultaram
desta divisa˜o na˜o se sobrepo˜em. No entanto, como as rotac¸o˜es de itens or-
togonais sa˜o quatro e as dos itens retangulares sa˜o apenas duas e´ necessa´rio
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Figura 3.4: Divisa˜o de um pol´ıgono ortogonal em retaˆngulos
Tabela 3.3: Paraˆmetros relacionados com pol´ıgonos ortogonais
F xb distaˆncia, medida na horizontal, do centro do retaˆngulo a
ao centro do retaˆngulo b antes de rodado o item ortogonal
F yb distaˆncia, medida na vertical, do centro do retaˆngulo a
ao centro do retaˆngulo b antes de rodado o item ortogonal
a ∈ {1, 2, ..., To} e To e´ o nu´mero total de pol´ıgonos ortogonais
b ∈ {1, 2, ..., Ro − 1} e Ro e´ o nu´mero total de retaˆngulos resultante da
divisa˜o do pol´ıgono ortogonal o
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Tabela 3.4: Varia´veis de decisa˜o e auxiliares relacionadas com pol´ıgonos
ortogonais
wa largura do item principal a de um pol´ıgono ortogonal
ha altura do item principal a de um pol´ıgono ortogonal
wb largura do item secunda´rio b de um pol´ıgono ortogonal
hb altura do item secunda´rio b de um pol´ıgono ortogonal
zkba varia´vel bina´ria que indica a rotac¸a˜o do item secunda´rio b
∆xba distaˆncia, medida na horizontal, entre o centro do retaˆngulo a
e o centro do retaˆngulo b depois de rodado o item ortogonal
∆yba distaˆncia, medida na vertical, entre o centro do retaˆngulo a
e o centro do retaˆngulo b depois de rodado o item ortogonal
k ∈ {1, 2, 3, 4}
a ∈ {1, 2, ..., To} e To e´ o nu´mero total de pol´ıgonos ortogonais
b ∈ {1, 2, ..., Ro − 1} e Ro e´ o nu´mero total de retaˆngulos resultante da
divisa˜o do pol´ıgono ortogonal o
adicionar ao modelo um conjunto de restric¸o˜es que permita a rotac¸a˜o de
itens ortogonais. Quando existe pelo menos um item ortogonal a posicionar,
para ale´m das restric¸o˜es das equac¸o˜es (3.1) e (3.2), e´ necessa´rio adicionar ao
modelo restric¸o˜es que garantam que as formas iniciais dos pol´ıgonos ortogo-
nais na˜o se alteram.
As varia´veis de decisa˜o consideradas sa˜o zkba, onde k ∈ {1, 2, 3, 4}, a ∈
{1, 2, ..., To}; To e´ o nu´mero total de pol´ıgonos ortogonais e b ∈ {1, 2, ..., Ro−
1}; onde Ro e´ o nu´mero de retaˆngulos resultante da divisa˜o do pol´ıgono
ortogonal o. Consideramos que um dos retaˆngulos e´ o item principal e os
restantes sa˜o os itens secunda´rios, na figura 3.4(b) foi considerado principal
o retaˆngulo R1 e secunda´rios os retaˆngulos R2 e R3.
Tanto os itens secunda´rios como o item principal, que constituem cada
pol´ıgono ortogonal, podem rodar. Os itens ortogonais podem sofrer quatro
rotac¸o˜es poss´ıveis 0, 900, 1800 e 2700. As equac¸o˜es (3.3) garantem que os
itens ortogonais podem sofrer essas quatro rotac¸o˜es, sem que a forma original
3.2 Posicionamento em Objetos Definidos 59
dos itens se altere.
wb = d1b · (z1ba + z3ba) + d2b · (z2ba + z4ba) ∀a, b;
hb = d1b · (z2ba + z4ba) + d2b · (z1ba + z3ba) ∀a, b;
wa = d1a · (z1ba + z3ba) + ·d2a · (z2ba + z4ba) ∀a, b; (3.3)
ha = d1a · (z2ba + z4ba) + d2a · (z1ba + z3ba) ∀a, b;
z1ba + z
2
ba + z
3
ba + z
4
ba = 1 ∀a, b;
zkba = z
k
b′a ∀k, a, b, b′; b′ 6= b;
As duas primeiras restric¸o˜es da equac¸a˜o (3.3) dizem respeito a`s rotac¸o˜es dos
itens secunda´rios e as duas seguintes a`s rotac¸o˜es do item principal. Um e
um so´ dos zkba pode ser igual a 1 e a rotac¸a˜o tem que ser a mesma quer para
o item principal, quer para os itens secunda´rios. Esta relac¸a˜o e´ garantida
pela u´ltima restric¸a˜o da equac¸a˜o (3.3).
Na figura 3.5 esta˜o representadas as quatro orientac¸o˜es poss´ıveis para
pol´ıgonos ortogonais que dependem do valor das varia´veis bina´rias z1ba, z
2
ba ,
z3ba e z
4
ba.
E´ necessa´rio tambe´m adicionar ao modelo um conjunto de restric¸o˜es
auxiliares que permitam fixar as posic¸o˜es dos itens secunda´rios em relac¸a˜o
ao respetivo item principal. As varia´veis auxiliares destas restric¸o˜es sa˜o ∆xba
e ∆yba, figura 3.5. As equac¸o˜es (3.4) permitem que a forma original dos itens
ortogonais na˜o se altere mesmo depois de rodados.
∆xba = F
x
b · z1ba + F yb · z2ba − F xb · z3ba − F yb · z4ba ∀a, b; (3.4)
∆yba = F
y
b · z1ba − F xb · z2ba − F yb · z3ba + F xb · z4ba ∀a, b.
Onde F xb e F
y
b sa˜o as distaˆncias do centro do item principal ao centro do
item secunda´rio, medidas na horizontal e na vertical, respetivamente. Assim,
os centros dos itens secunda´rios sa˜o definidos em relac¸a˜o ao item principal
atrave´s das restric¸o˜es apresentadas na equac¸a˜o (3.5).
xb = xa + ∆
x
ba ∀a, b; (3.5)
yb = ya + ∆
y
ba ∀a, b.
3.2 Posicionamento em Objetos Definidos
A t´ıtulo ilustrativo apresentam-se exemplos de modelizac¸a˜o de objetivos
em PP com objetos definidos. Um destes exemplos surge no Problema da
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Figura 3.5: Rotac¸o˜es poss´ıveis de itens ortogonais
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Mochila onde esta´ dispon´ıvel um objeto, com comprimento W e altura H,
para posicionar um conjunto de itens Ri com i ∈ {1, 2, ...n}, neste exemplo
com formas retangulares, de largura wi e altura hi. O objetivo e´ maximizar
o valor dos itens usados. Para modelizar este problema, para ale´m das
varia´veis de decisa˜o apresentadas na tabela 3.1 e´ necessa´rio considerar uma
varia´vel bina´ria, para cada item, que indica se o item Ri e´ posicionado no
objeto. Assim, zi = 1 se o item Ri for posicionado no objeto, e e´ igual a zero
caso contra´rio. Considerando (We, He) e (Wd, Hd) as coordenadas do ve´rtice
inferior esquerdo e superior direito do objeto retangular, respetivamente.
O Problema da Mochila pode ser modelizado atrave´s da func¸a˜o objetivo
apresentada na equac¸a˜o (3.6), atrave´s das restric¸o˜es de na˜o sobreposic¸a˜o
(equac¸a˜o (3.1)) e das restric¸o˜es garantem que os retaˆngulos sa˜o posicionados
no interior do objeto (equac¸a˜o (3.7)).
Max
(
n∑
i=1
wi · hi · zi
)
(3.6)
xi − 0.5wi ≥We ∀i;
xi + 0.5wi ≤Wd ∀i; (3.7)
yi − 0.5hi ≥ He ∀i;
yi + 0.5hi ≤ Hd ∀i;
zi ∈ {0, 1}
xi, yi, wi, hi,We,Wd, He, Hd ≥ 0 (3.8)
As restric¸o˜es apresentadas na equac¸a˜o (3.7) ao contra´rio do que acon-
tece com as restric¸o˜es de na˜o sobreposic¸a˜o, (equac¸a˜o (3.1)), na˜o colocam
dificuldades na resoluc¸a˜o do modelo, uma vez que crescem linearmente com
o nu´mero de itens.
Outro exemplo, de um PP num objeto definido e´ o problema de Strip
Packing que e´ muito semelhante ao problema anterior, diferindo na fun-
c¸a˜o objetivo. Neste problema o objeto tem altura limitada e comprimento
infinito pretendendo-se minimizar W , onde W e´ uma varia´vel auxiliar que
representa a largura do objeto. A segunda restric¸a˜o da equac¸a˜o (3.7) ne-
cessita de ser adaptada para este problema, sendo alterada para a restric¸a˜o
apresentada na equac¸a˜o (3.9).
xi + 0.5wi ≤W. (3.9)
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O problema de Bin Packing e´ outro exemplo onde os objetos teˆm di-
menso˜es definidas. Neste problema ha´ um conjunto de objetos dispon´ıveis
para posicionar um conjunto de itens. Por exemplo, na versa˜o unidimen-
sional deste problema, existe um conjunto de objetos O dispon´ıveis para
posicionar um conjunto de itens I. Cada objeto i tem uma capacidade ci e
cada item j tem um peso wj . O objetivo e´ minimizar o nu´mero de objetos
necessa´rios para posicionar todos os itens. As varia´veis de decisa˜o sa˜o yi
que assume o valor 1 se o objeto i e´ usado e o valor 0 caso contra´rio e, xij e´
igual a 1 se o item j for colocado no objeto i e e´ igual a 0 caso contra´rio.
O modelo matema´tico para este problema pode ser obtido atrave´s da
func¸a˜o objetivo apresentada na equac¸a˜o (3.10) e das restric¸o˜es da equac¸a˜o
(3.11).
Min
∑
i∈O
yi (3.10)
∑
i∈O
xij = 1 ∀j ∈ I;∑
j∈I
wjxij ≤ ciyi ∀i ∈ O; (3.11)
xij ∈ {0, 1} ∀i ∈ O ∀j ∈ I;
yi ∈ {0, 1} ∀i ∈ O;
A equac¸a˜o (3.10) indica que o objetivo e´ minimizar o nu´mero de objetos
necessa´rio para posicionar os itens. A primeira restric¸a˜o da equac¸a˜o (3.11)
assegura que cada item e´ posicionado num u´nico objeto; a segunda restric¸a˜o
garante que na˜o e´ excedida a capacidade de cada objeto.
3.3 Problemas de Minimizac¸a˜o da A´rea do Objeto
Nos problemas de minimizac¸a˜o da a´rea, ao contra´rio do que acontece nos
problemas apresentados na secc¸a˜o anterior, o objeto na˜o tem qualquer di-
mensa˜o definida, sendo o objetivo a minimizac¸a˜o da sua a´rea. Para ale´m das
varia´veis de decisa˜o apresentadas na tabela 3.1 e das restric¸o˜es das equac¸o˜es
(3.1)–(3.5) apresentadas na secc¸a˜o 3.1, que dizem respeito ao posicionamento
dos itens, tenham eles formas ortogonais ou retangulares, e´ necessa´rio a in-
troduc¸a˜o de outras restric¸o˜es e varia´veis de decisa˜o. As varia´veis de decisa˜o
que e´ necessa´rio introduzir no modelo, quando se pretende minimizar a a´rea
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Tabela 3.5: Varia´veis de decisa˜o auxiliares para a modelac¸a˜o da a´rea
W largura do padra˜o
H altura do padra˜o
do retaˆngulo exterior, dizem respeito a`s dimenso˜es e coordenadas do padra˜o
e esta˜o apresentadas na tabela 3.5.
E´ aqui que surgem as dimenso˜es do objeto, apesar de na˜o serem consi-
deradas de forma expl´ıcita. A primeira e segunda restric¸a˜o da equac¸a˜o 3.12
permitem determinar a largura e a altura do padra˜o, respetivamente.
W ≥ (xi + 0.5wi)− (xj − 0.5wj) ∀i, j; (3.12)
H ≥ (yi + 0.5hi)− (yj − 0.5hj) ∀i, j.
O objetivo do PP de minimizac¸a˜o da a´rea do objeto pode ser formalmente
definido pela expressa˜o apresentada na equac¸a˜o (3.13).
Min (W ·H) (3.13)
O termo W ·H da func¸a˜o objetivo e´ na˜o linear e na˜o convexo. O facto de
ser na˜o linear impossibilita o uso de um solver para a resoluc¸a˜o de modelos
matema´ticos lineares. Em muitas abordagens, o termo na˜o linear da func¸a˜o
objetivo e´ aproximado atrave´s de uma func¸a˜o linear, permitindo assim o uso
de ferramentas dispon´ıveis para modelos matema´ticos lineares. Apesar de
nos solvers na˜o lineares, na˜o existir a necessidade da linearidade da func¸a˜o
objetivo, nem das restric¸o˜es, exige-se que a func¸a˜o objetivo seja diferencia´-
vel e que as restric¸o˜es formem um conjunto convexo. O grande problema,
que dificulta a obtenc¸a˜o da soluc¸a˜o o´tima nos problemas de programac¸a˜o
na˜o linear, sa˜o os mı´nimos e ma´ximos (extremos) locais da func¸a˜o objetivo.
Sendo a func¸a˜o objetivo na˜o convexa, dificulta o uso de ferramentas de pro-
gramac¸a˜o na˜o linear pela complexidade de convergir para a soluc¸a˜o o´tima.
Por este motivo e´ natural o uso de aproximac¸o˜es em vez de recorrer a esta
ferramenta de resoluc¸a˜o do modelo.
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3.3.1 Aproximac¸o˜es Lineares ao Ca´lculo da A´rea
Na func¸a˜o objetivo o termo W ·H a ser minimizado e´ na˜o linear. Em muitos
trabalhos existentes na literatura este termo e´ linearizado. Nesta subsecc¸a˜o
apresentam-se algumas aproximac¸o˜es usadas para esta linearizac¸a˜o com base
no semiper´ımetro do retaˆngulo exterior envolvente.
Um processo para linearizar a a´rea do retaˆngulo exterior envolvente foi
proposto por Sutanthavibul et al. [1991] onde supo˜em que uma das dimen-
so˜es e´ conhecida, W , considerando como objetivo a minimizac¸a˜o da outra
dimensa˜o, H. No entanto, sem considerarem uma restric¸a˜o que controle a
relac¸a˜o entre W e H obteˆm-se muitas vezes padro˜es muito estreitos e altos.
Este autores referem que, considerando esta relac¸a˜o, a = WH , e´ poss´ıvel des-
crever a a´rea do padra˜o como func¸a˜o de uma u´nica varia´vel, F = a.H2. O
mı´nimo da func¸a˜o F , uma vez que H > 0, tem o mesmo valor de H que
o mı´nimo da func¸a˜o F1 = H. Estes autores incluem no modelo, para ale´m
das restric¸o˜es de na˜o sobreposic¸a˜o da equac¸a˜o (3.1), as restric¸o˜es adicionais
apresentadas na equac¸a˜o (3.14).
xi + wi ≤ a.H; (3.14)
H ≥ yi + hi;
sendo W e H a largura e a altura do padra˜o e xi e yi a ordenada e a abcissa
do posicionamento do canto inferior esquerdo do item i, respetivamente.
A mesma estrate´gia de fixar uma das dimenso˜es para linearizar o termo
da func¸a˜o objetivo foi usada por Chen et al. [1993] e, mais recentemente,
por Lim [2008].
Uma func¸a˜o logar´ıtmica e´ proposta por Hakimi [1996] e Chen e Fan [1998]
para a linearizac¸a˜o da a´rea. A expressa˜o da a´rea na func¸a˜o objetivo, equac¸a˜o
(3.13), e´ aproximada por: W + H, considerando W = eW e H = eH . Este
tipo de abordagem e´ limitado, uma vez que apenas lidam com instaˆncias de
pequena dimensa˜o, dada a elevada complexidade para resolver problemas de
programac¸a˜o convexa.
A expansa˜o de Taylor e´ usada para a aproximac¸a˜o da a´rea por Chen e
Kuh [2000], tal como apresentado na equac¸a˜o (3.15).
f(W,H) = W 0 ·H0 +H0(W −W 0)
+W 0(H −H0) + (W −W 0)(H −H0) (3.15)
≈W 0 ·H0 +H0(W −W 0) +W 0(H −H0)
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na equac¸a˜o (3.15), W 0 e H0 sa˜o valores iniciais para a largura e altura
do padra˜o, respetivamente. Os termos constantes apresentados na equac¸a˜o
(3.15) sa˜o eliminados obtendo-se a equac¸a˜o (3.16).
Min f(W,H) ≈ Min f̂ (3.16)
= Min
(
H0 ·W +W 0 ·H)
Esta aproximac¸a˜o e´ tanto melhor quanto menor for o valor de (W ∗ −W 0) ·
(H∗ −H0), onde (W ∗, H∗) e´ a soluc¸a˜o o´tima.
Uma das aproximac¸o˜es mais naturais para linearizar a a´rea do retaˆngulo
exterior envolvente e´ o uso do per´ımetro. Esta abordagem foi usada por
Yamazaki et al. [2000] para o posicionamento de pol´ıgonos convexos. Estes
autores referem que esta aproximac¸a˜o reduz de forma significativa os ca´lculos
uma vez que a formulac¸a˜o se reduz a programac¸a˜o linear. Usam como base
o trabalho de Katoh e Ibaraki [1987], onde a programac¸a˜o quadra´tica foi
implementada usando um problema parame´trico, isto e´, consideram como
objetivo minimizar a soma da largura do padra˜o com um escalar multipli-
cado pela altura do padra˜o (equac¸a˜o (3.17)) em vez da minimizac¸a˜o da a´rea
(equac¸a˜o (3.13)).
Min (W + λ ·H) (3.17)
Se λ for devidamente escolhido, a soluc¸a˜o o´tima da expressa˜o apresentada
na equac¸a˜o (3.17) e´ a soluc¸a˜o o´tima da apresentada na equac¸a˜o (3.13), onde
λ e´ determinado atrave´s de uma pesquisa exaustiva no intervalo [0,∞[.
Uma linearizac¸a˜o para a minimizac¸a˜o da a´rea foi tambe´m apresentada
por Zhao et al. [2006]. Estes autores consideram f1 igual a` a´rea do padra˜o e
f2 a raiz quadrada dessa a´rea. Naturalmente que minimizar f1 e´ equivalente
a minimizar f2. Ale´m disso, f2 e´ uma func¸a˜o convexa. Como as dimenso˜es do
padra˜o sa˜o positivas, o semiper´ımetro do padra˜o e´ sempre superior ou igual
a` raiz quadrada da a´rea do padra˜o (equac¸a˜o (3.18)), sendo o semiper´ımetro
do retaˆngulo exterior envolvente usado para aproximar a sua a´rea.
H +W
2
≥
√
H ·W (3.18)
Usando, tal como em Chen e Kuh [2000], a expansa˜o de Taylor (equa-
c¸a˜o 3.16), resulta a equac¸a˜o (3.19). Da equac¸a˜o (3.18) resulta a equac¸a˜o
(3.20). Assim, func¸a˜o f3 (equac¸a˜o (3.21)) e´ usada para aproximar a a´rea
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(equac¸a˜o (3.13)).
Min f(W,H) = Min (H0 ·W +W 0 ·H) (3.19)
0.5 ·H + 0.5 ·W =
√
H ·W W = H (3.20)
δ1 ·H + δ2 ·W =
√
H ·W W 6= H
f3 = δ1 ·H + δ2 ·W (3.21)
Obviamente que se pretende uma boa aproximac¸a˜o com um reduzido
erro de estimativa da a´rea assim, δ1 e δ2 devem ser cont´ınuos onde a sua
soma deve ser igual a um e, considerando τ = HW obte´m-se δ1 e δ2 onde
τ ∈ [0.9, 1.1] tal como indicado na equac¸a˜o (3.22).
δ1 + δ2 = 1;
δ1 =
1√
τ + 1
; (3.22)
δ2 =
√
τ√
τ + 1
.
3.3.2 Aproximac¸o˜es ao Ca´lculo da A´rea baseadas em Func¸o˜es
Definidas por Ramos
Nesta subsecc¸a˜o apresenta-se um processo diferente de aproximac¸a˜o do termo
na˜o linear da func¸a˜o objetivo com recurso a func¸o˜es definidas por ramos. Em
algumas das aproximac¸o˜es que se seguem, de forma a simplificar as expres-
so˜es que sera˜o apresentadas, usa-se x para designar W (largura do padra˜o)
e y para H (altura do padra˜o).
Uma aproximac¸a˜o baseada numa func¸a˜o definida por ramos foi proposta
por Li e Chang [1998] para PP de Selec¸a˜o de Objetos. Para a linearizac¸a˜o
do termo x.y que aparece na func¸a˜o objetivo, consideram x e y varia´veis
delimitadas, onde 0 ≤ x ≤ x e 0 ≤ y ≤ y, com x e y constantes, onde x e y
sa˜o representadas pelas equac¸o˜es (3.23)–(3.24). Nestas equac¸o˜es εx e εy sa˜o
nu´meros positivos pequenos, εx e εy sa˜o constantes pre´-especificadas que sa˜o
os limites superiores de εx e εy, respetivamente. θ e δ sa˜o varia´veis bina´rias e
G e H sa˜o nu´meros inteiros que representam o nu´mero de varia´veis bina´rias
necessa´rias para representar x e y. Das equac¸o˜es (3.23)–(3.24) pode obter-se
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a equac¸a˜o (3.25) multiplicando x por y.
x = εx
G∑
g=1
2g−1θg + εx; (3.23)
y = εy
H∑
h=1
2h−1δh + εy; (3.24)
xy =
εx G∑
g=1
2g−1θgy + εx
 y (3.25)
= εx
G∑
g=1
2g−1θgy + εxεy
H∑
h=1
2h−1δh + εxεy;
Os termos θgy e δhεx da equac¸a˜o (3.25) teˆm que ser linearizados. Essa
linearizac¸a˜o e´ feita com base na proposic¸a˜o 1, tambe´m apresentada em Li e
Chang [1998]).
Proposic¸a˜o 1 O problema de otimizac¸a˜o de Min θy, com θ ∈ (0, 1), 0 ≤
y ≤ y, y ∈ F , F conjunto de soluc¸o˜es admiss´ıveis, pode ser linearizado por:
Min y (3.26)
Sujeito a:
y + y(θ − 1) ≤ z;
z ≥ 0; (3.27)
θ ∈ (0, 1);
y ∈ F

Logo o termo x.y da func¸a˜o objetivo pode ser substitu´ıdo pela expres-
sa˜o linearizada apresentada na equac¸a˜o (3.28). O modelo proposto por Li
e Chang [1998] e´ constitu´ıdo pela func¸a˜o objetivo (equac¸a˜o (3.28)), pelas
restric¸o˜es de na˜o sobreposic¸a˜o (equac¸a˜o (3.1)) e pelas restric¸o˜es adicionais
apresentadas na equac¸a˜o (3.29).
Min
εx G∑
g=1
2g−1zg + εy
H∑
h=1
2h−1uh
 (3.28)
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y + y(θg − 1) ≤ zg, g = 1, 2, ..., G; (3.29)
zg ≥ 0;
εx + εx(δh − 1) ≤ uh, h = 1, 2, ...,H;
uh ≥ 0;
θg, δh ∈ (0, 1).
Tal como e´ referido em Li et al. [2002], uma das desvantagens do modelo
proposto por Li e Chang [1998] e´ o nu´mero de varia´veis bina´rias adicionais
que e´ necessa´rio para a linearizac¸a˜o da func¸a˜o objetivo (G + H varia´veis
adicionais) e, quanto menor forem os erros εx e εy, maior e´ o tamanho de G
e H, sendo necessa´rio um tempo computacional mais elevado para resolver o
modelo. Para colmatar este elevado nu´mero de varia´veis bina´rias, Li e Tsai
[2001] propo˜em uma linearizac¸a˜o diferente para a a´rea. Em primeiro lugar
resolvem o modelo constitu´ıdo pela func¸a˜o objetivo definida pela expressa˜o
apresentada na equac¸a˜o (3.30), pelas restric¸o˜es de na˜o sobreposic¸a˜o (equac¸a˜o
(3.1)) e pela restric¸a˜o adicional que impo˜e que a largura do padra˜o seja maior
do que a respetiva altura (equac¸a˜o (3.31)), e obteˆm uma soluc¸a˜o denotada
por z0.
Min z = Min (W +H) (3.30)
W ≥ H (3.31)
De seguida resolvem o modelo onde o objetivo e´ maximizar a largura do
padra˜o (equac¸a˜o (3.32)), onde a`s restric¸o˜es de na˜o sobreposic¸a˜o (equac¸a˜o
(3.1)) se adiciona uma restric¸a˜o que assegura que a largura do padra˜o e´
maior ou igual que a altura e a soma destas duas dimenso˜es e´ igual a` soluc¸a˜o
z0 (equac¸a˜o (3.33)). Esta soluc¸a˜o z0 foi obtida pelo modelo anteriormente
apresentado.
Max W (3.32)
W ≥ H (3.33)
W +H = z0.
Naturalmente esta abordagem so´ pode ser usada para instaˆncias de pe-
quena dimensa˜o, pois envolve a resoluc¸a˜o de dois modelos distintos. Segundo
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os resultados apresentados pelos autores so´ e´ via´vel resolver instaˆncias ate´
nove itens.
Outra estrate´gia para linearizar o termo quadra´tico e´ aplicar a func¸a˜o
logaritmo a` a´rea do padra˜o. Um exemplo desta situac¸a˜o e´ apresentada por
Li et al. [2002]. Estes autores, tal como em Li e Chang [1998], impo˜em
um limite inferior e superior a` largura e a` altura admiss´ıveis para o padra˜o
(equac¸a˜o (3.34)). A func¸a˜o logar´ıtmica e´ aproximada por uma func¸a˜o defi-
nida por ramos, onde cada ramo e´ um segmento de reta, figura 3.6. O termo
quadra´tico da func¸a˜o objetivo (equac¸a˜o (3.35)) e´ aproximado pela expressa˜o
apresentada na equac¸a˜o (3.36) que e´ aproximada pela func¸a˜o definida por
ramos da equac¸a˜o (3.37).
K = {0 < x ≤ x ≤ x, 0 < y ≤ y ≤ y, x, y ∈ F} (3.34)
Min xy (3.35)
x, y ∈ K;
Min (ln(x) + ln(y)) (3.36)
Assim, o modelo proposto consiste em minimizar a expressa˜o apresen-
tada na equac¸a˜o (3.37), pelas restric¸o˜es que asseguram que os itens na˜o se
sobrepo˜em (equac¸a˜o 3.1) e por dois grupos de restric¸o˜es adicionais, equac¸a˜o
(3.38) e equac¸a˜o (3.39), respetivamente. O grupo 1 e o grupo 2 de restric¸o˜es
referem-se a` linearizac¸a˜o de ln(x) e ln(y), respetivamente.
Min
ln(a1) + s1(x− a1) + mr−1∑
j=2
(sj − sj−1)(ajuj + x− aj − wj)+
+ ln(b1) + t1(x− b1) +
nr−1∑
j=2
(tj − tj−1)(bjvj + y − bj − qj)
(3.37)
Grupo 1:
−xuj ≤ x− aj ≤ x(1− uj);
−xuj ≤ wj ≤ xuj ;
−x(uj − 1) + x ≤ wj ≤ x(1− uj) + x, uj ≥ uj−1; (3.38)
para j = 2, 3, ...,mr (varia´vel x);
a1, a2, ..., amr ∈ Sr conjunto dos pontos de quebra de ln(x);
a1 = x < a2 < ... < amr = x;
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x
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L(lnx)'
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Figura 3.6: Aproximac¸a˜o por ramos (adaptado de Li et al. [2002])
Grupo 2:
−yvj ≤ y − bj ≤ y(1− vj);
−yvj ≤ qj ≤ yvj ;
−y(vj − 1) + y ≤ qj ≤ y(1− vj) + y, vj ≥ vj−1; (3.39)
para j = 2, 3, ..., nr (varia´vel y);
b1, b2, ..., bnr ∈ Tr conjunto dos pontos de quebra de ln(y);
b1 = y < b2 < ... < bnr = y;
onde uj e vj sa˜o varia´veis bina´rias e wj , qj ≥ 0.
Os testes computacionais realizados por Li e Chang [1998], Li e Tsai
[2001] e Li et al. [2002] sugerem que a diversidade das dimenso˜es dos retaˆn-
gulos tem influeˆncia nos resultados. As instaˆncias usadas teˆm quatro, cinco,
oito e nove retaˆngulos. Nas duas maiores instaˆncias, existem apenas treˆs
tipos de itens que sa˜o quadrados. Neste tipo de instaˆncias o resultado e´ um
padra˜o onde os itens se ajustam facilmente.
3.4 Modelo Matema´tico Desenvolvido
Uma vez que o modelo matema´tico para o PPPO de minimizac¸a˜o da a´rea
foi apresentado nas secc¸o˜es anteriores parcelarmente, sera´ apresentado, nesta
secc¸a˜o, o modelo completo de forma a facilitar a sua compreensa˜o. Na tabela
3.6 apresentam-se as varia´veis de decisa˜o e auxiliares usadas na modelac¸a˜o
do PPPO de minimizac¸a˜o da a´rea, enquanto que na tabela 3.7 se apresentam
os paraˆmetros. Nas equac¸o˜es (3.40)-(3.48) e´ apresentada a func¸a˜o objetivo
e as restric¸o˜es usadas.
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Tabela 3.6: Varia´veis de decisa˜o e auxiliares (modelo completo)
xi abcissa do centro do item i
yi ordenada do centro do item i
rij varia´vel bina´ria que indica se o item i esta´ ou na˜o a` esquerda do j
uij varia´vel bina´ria que indica se o item i esta´ ou na˜o abaixo do j
vi varia´vel bina´ria que indica se o item i rodou
zkba varia´veis bina´rias que indicam a rotac¸a˜o do pol´ıgono ortogonal i
wi largura do item i
hi altura do item i
W largura do padra˜o
H altura do padra˜o
wa largura do retaˆngulo principal a de um pol´ıgono ortogonal
ha altura do retaˆngulo principal a de um pol´ıgono ortogonal
wb largura do retaˆngulo secunda´rio b de um pol´ıgono ortogonal
hb altura do retaˆngulo secunda´rio b de um pol´ıgono ortogonal
∆xba distaˆncia, medida na horizontal, entre o centro do retaˆngulo a
e o centro do retaˆngulo b depois de rodado o item ortogonal
∆yba distaˆncia, medida na vertical, entre o centro do retaˆngulo a
e o centro do retaˆngulo b depois de rodado o item ortogonal
i, j ∈ {1, 2, ..., Tr} e Tr e´ o nu´mero total de retaˆngulos
k ∈ {1, 2, 3, 4}
a ∈ {1, 2, ..., To} e To e´ o nu´mero total de pol´ıgonos ortogonais
b ∈ {1, 2, ..., Ro − 1} e Ro e´ o nu´mero total de retaˆngulos resultante da
divisa˜o do pol´ıgono ortogonal o
Tabela 3.7: Paraˆmetros (modelo completo)
M constante suficientemente grande
d1i dimensa˜o 1 do item i
d2i dimensa˜o 2 do item i
F xb distaˆncia, medida na horizontal, entre o centro do retaˆngulo a
e o centro do retaˆngulo b antes de rodado o item ortogonal
F yb distaˆncia, medida na vertical, entre o centro do retaˆngulo a
e o centro do retaˆngulo b antes de rodado o item ortogonal
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Min (W +H) (3.40)
Sujeito a:
xi + 0.5wi ≤ xj − 0.5wj +M · rij ∀i, j i 6= j
yi + 0.5hi ≤ yj − 0.5hj +M · uij ∀i, j i 6= j (3.41)
rij + rji + uij + uji ≤ 3 ∀i < j
wi = d1i · (1− vi) + d2i · vi ∀i (3.42)
hi = d1i · vi + d2i · (1− vi) ∀i
wa = d1a · (z1ba + z3ba) + d2a · (z2ba + z4ba) ∀a, b (3.43)
ha = d1a · (z2ba + z4ba) + d2a · (z1ba + z3ba) ∀a, b
wb = d1b · (z1ba + z3ba) + d2b · (z2ba + z4ba) ∀a, b (3.44)
hb = d1b · (z2ba + z4ba) + d2b · (z1ba + z3ba) ∀a, b
z1ba + z
2
ba + z
3
ba + z
4
ba = 1 ∀a, b (3.45)
zkba = z
k
b′a ∀k, a, b, b′; b 6= b′
∆xba = F
x
b · z1ba + F yb · z2ba − F xb · z3ba − F yb · z4ba (3.46)
∆yba = F
y
b · z1ba − F xb · z2ba − F yb · z3ba + F xb · z4ba ∀a, b
xb = xa + ∆
x
ba ∀a, b (3.47)
yb = ya + ∆
y
ba ∀a, b
W ≥ (xi + 0.5wi)− (xj − 0.5wj) ∀i, j (3.48)
H ≥ (yi + 0.5hi)− (yj − 0.5hj) ∀i, j
vi, rij , uij , z
1
ba, z
2
ba, z
3
ba, z
4
ba ∈ {0, 1}
wi, hi, wa, ha, wb, hb, xi, yi,W,H ≥ 0
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As restric¸o˜es da equac¸a˜o (3.41) e da equac¸a˜o (3.42) garantem que na˜o
ha´ sobreposic¸o˜es entre pares de itens e que os itens podem rodar (0 ou 900),
respetivamente. Se no conjunto dos itens a posicionar existirem pol´ıgonos
ortogonais e´ feita uma divisa˜o em itens retangulares, onde um dos retaˆngulos
e´ o principal (a) e os restantes sa˜o secunda´rios (b). As restric¸o˜es da equac¸a˜o
(3.43) e da equac¸a˜o (3.44) adicionadas ao modelo garantem que os pol´ıgonos
ortogonais podem rodar 0, 900, 1800 ou 2700. No entanto, apo´s a rotac¸a˜o,
e´ necessa´rio garantir que a forma inicial dos pol´ıgonos ortogonais e´ mantida
o que e´ assegurado pelas equac¸o˜es (3.46) e (3.47). Finalmente, as restric¸o˜es
da equac¸a˜o (3.48) permitem determinar o espac¸o ocupado pelos itens e,
consequentemente, a determinac¸a˜o das dimenso˜es do padra˜o.
3.5 Problema Integrado de Minimizac¸a˜o da A´rea
e Distaˆncias
E´, principalmente nos circuitos VLSI que surgem associados os objetivos de
minimizar a a´rea do retaˆngulo exterior envolvente e de minimizar a soma das
distaˆncias. Idealmente, pretende-se que ambos sejam otimizados simultane-
amente uma vez que os resultados de um teˆm influeˆncia no outro. Dada a
complexidade do PP, com os objetivos de minimizar a a´rea do retaˆngulo ex-
terior envolvente e minimizar a soma das distaˆncias resultantes das ligac¸o˜es
entre os itens, muitas abordagens dividem o problema, resolvendo-o de forma
sequencial. Numa primeira fase sa˜o determinadas as posic¸o˜es relativas entre
pares de itens de modo a minimizar a distaˆncia total. Na fase seguinte sa˜o
determinadas as posic¸o˜es exatas dos itens, mantendo inalteradas as posic¸o˜es
relativas da fase anterior, de modo a minimizar a a´rea. Apesar desta abor-
dagem sequencial ter a vantagem de poder lidar com instaˆncias de grande
dimensa˜o, uma vez que os dois passos sa˜o realizados de forma relativamente
independente, a qualidade da soluc¸a˜o na˜o e´ ta˜o boa como em abordagens
que resolvem o problema de forma integrada.
Nesta secc¸a˜o e´ apresentada uma formulac¸a˜o matema´tica para o problema
da minimizac¸a˜o da a´rea e minimizac¸a˜o da soma das distaˆncias. As distaˆncias
sa˜o denominadas, nos circuitos integrados, por comprimento total do fio
gasto para ligar os itens pertencentes a uma mesma rede. Para este problema
e´ dado um conjunto de itens que pode ser constitu´ıdo por retaˆngulos e/ou
pol´ıgonos ortogonais. A informac¸a˜o acerca das ligac¸o˜es entre pec¸as e´ dada
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na forma de netlist, onde para cada rede sa˜o indicadas as pec¸as que lhe
pertencem. Uma rede e´ um conjunto de itens ligados entre si.
Os problemas que conteˆm mais do que um objetivo podem ser resolvidos
por diversos me´todos com carater´ısticas diferentes, na˜o existindo um me´todo
melhor do que todos os outros. Em Cl´ımaco et al. [2003] pode encontrar-se
uma descric¸a˜o de va´rios me´todos existentes para a resoluc¸a˜o de problemas
MO. A escolha do me´todo varia com o que se pretende obter. Pode-se
querer encontrar a fronteira eficiente ou apenas uma soluc¸a˜o de acordo com
a importaˆncia que cada objetivo tem para o tomador de decisa˜o.
Um dos me´todos mais comuns para resolver problemas MO e´ a combi-
nac¸a˜o dos objetivos numa u´nica func¸a˜o objetivo usando um vetor de pesos.
Desta forma, o problema original e´ transformado num problema com um
u´nico objetivo com as restric¸o˜es originais. Este me´todo pode ser usado para
obter uma aproximac¸a˜o da fronteira eficiente, resolvendo o modelo para di-
ferentes valores do vetor dos pesos. Contrariamente ao que acontece se o
vetor dos pesos for fornecido pelo tomador de decisa˜o, onde se obte´m uma
u´nica soluc¸a˜o para o problema que e´ o´tima para os valores dos pesos forneci-
dos. Apesar da simplicidade ser uma das vantagens deste me´todo na˜o ha´, no
entanto, quando se pretende gerar a fronteira eficiente, garantia de uma boa
cobertura, isto e´, na˜o se sabe se as soluc¸o˜es encontradas esta˜o bem distri-
bu´ıdas entre todas as soluc¸o˜es do problema. Outra desvantagem resulta no
tempo computacional que tem que se dispor para gerar diferentes soluc¸o˜es,
principalmente em problemas onde a gerac¸a˜o de uma soluc¸a˜o e´ por si so´
computacionalmente dispendiosa. Outro me´todo existente para a resoluc¸a˜o
de problemas MO consiste em otimizar uma das func¸o˜es objetivo, transfor-
mando as restantes, p − 1, em restric¸o˜es que sa˜o delimitadas por um vetor
 ∈ Rp−1. Este me´todo e´ conhecido por −constraint. A func¸a˜o objetivo a
ser otimizada e´ escolhida a priori, bem como o vetor . Neste me´todo, para
que existam soluc¸o˜es admiss´ıveis, e´ necessa´rio que este vetor seja escolhido
de forma adequada, isto e´, a sua escolha deve garantir a existeˆncia de um
ponto que satisfac¸a as restric¸o˜es do problema. A vantagem deste me´todo
surge no controle da cobertura da fronteira eficiente mas, tal como no me´-
todo anterior, o problema tem que ser resolvido va´rias vezes para encontrar
um conjunto de soluc¸o˜es eficientes. Um terceiro me´todo consiste no uso do
conceito de distaˆncia entre dois pontos para a determinac¸a˜o de uma soluc¸a˜o
eficiente. Esta distaˆncia pode ser calculada usando va´rios tipos de me´tri-
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Tabela 3.8: Varia´veis de decisa˜o relacionadas com as distaˆncias
wrk largura do retaˆngulo envolvente da rede k
hrk altura do retaˆngulo envolvente da rede k
xr esqk abcissa esquerda da rede k
xr dirk abcissa direita da rede k
yr infk ordenada inferior da rede k
yr supk ordenada superior da rede k
cas. O que se pretende com este me´todo e´ a determinac¸a˜o da soluc¸a˜o mais
pro´xima a um determinado ponto, denominado ponto de refereˆncia. Este
ponto de refereˆncia pode ser o ponto ideal. Define-se ponto ideal aquele que
e´ composto pelos ma´ximos individuais de cada uma das func¸o˜es objetivo.
O modelo, baseado no primeiro me´todo apresentado, que combina os
objetivos de minimizac¸a˜o da a´rea, A, e minimizac¸a˜o da soma das distaˆncias,
D, atrave´s de um vetor de pesos pode ser formalmente definido pela func¸a˜o
objetivo apresentada na equac¸a˜o (3.49), pelas restric¸o˜es das equac¸o˜es (3.1)–
(3.5), apresentadas na secc¸a˜o 3.1, e pelas restric¸o˜es apresentadas na equac¸a˜o
(3.51) que dizem respeito ao ca´lculo das distaˆncias.
Min ((1− α) ·D + α ·A) (3.49)
xr esqk ≤ xcentroi ∀i, k; i ∈ Ek;
xr dirk ≥ xcentroi ∀i, k; i ∈ Ek;
yr infk ≤ ycentroi ∀i, k; i ∈ Ek; (3.50)
yr supk ≥ ycentroi ∀i, k; i ∈ Ek;
xr dirk − xr esqk = wrk ∀k;
yr supk − yr infk = hrk ∀k;
onde Ek e´ o conjunto de itens inclu´ıdos na rede k, com D =
∑
i,j∈R cij ·[(xi−
xj)
2 + (yi − yj)2 − d2ij ]2 e A = W ·H. As varia´veis cij e dij representam a
ligac¸a˜o e a distaˆncia entre o item i e o item j, respetivamente. As varia´veis
de decisa˜o sa˜o, para ale´m das mencionadas na tabela 3.1, secc¸a˜o 3.1, e das
apresentadas na tabela 3.5 secc¸a˜o 3.3, as apresentadas na tabela 3.8.
O objetivo e´ minimizar a distaˆncia total entre itens que esta˜o ligados
entre si e a a´rea do retaˆngulo exterior envolvente que conte´m todos os itens,
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sem sobreposic¸o˜es. Tal como ja´ foi referido anteriormente, o termo da func¸a˜o
objetivo referente a` a´rea na˜o e´ linear. O mesmo acontece com o termo
relativo a` soma das distaˆncias, sendo necessa´rio usar uma aproximac¸a˜o deste
termo para que se possa usar a mesma abordagem usada para a minimizac¸a˜o
da a´rea. De seguida sa˜o apresentadas algumas das aproximac¸o˜es usadas para
essa linearizac¸a˜o.
3.5.1 Aproximac¸o˜es ao Ca´lculo de Distaˆncias
A maioria dos trabalhos, na a´rea do posicionamento de itens em circuitos
VLSI, que teˆm como objetivos a minimizac¸a˜o da a´rea e da distaˆncia total
usam estimativas para a minimizac¸a˜o da distaˆncia total. A construc¸a˜o de
um circuito, dada a sua complexidade, e´ feita de forma sequencial. A dis-
taˆncia total exata na˜o pode ser determinada sem se saber a posic¸a˜o exata
dos pinos de entrada e sa´ıda e dos pinos dos itens. Nos circuitos, na fase
de posicionamento, os itens sa˜o como caixas pretas, sem qualquer informa-
c¸a˜o acerca do posicionamento exato destes pinos. Por este motivo, torna-se
necessa´rio o recurso a estimativas do comprimento total do fio. Na fase de
posicionamento dos itens e´ apenas tida em considerac¸a˜o uma aproximac¸a˜o
desta medida que sera´ posteriormente otimizada na fase do detailed rou-
ting. Naturalmente, uma ra´pida estimativa tem uma elevada influeˆncia no
desempenho do algoritmo de posicionamento.
Uma das me´tricas mais usadas, no posicionamento de itens em circuitos
integrados, para medir o comprimento total que liga dois itens, e´ a distaˆncia
de Manhattan. Esta me´trica usa apenas retas verticais e horizontais, figura
3.7. Pode ser definida pela equac¸a˜o (3.51).
D(a, b) =
2∑
k=1
|ak − bk| (3.51)
Os me´todos mais usados para estimar o comprimento do fio sa˜o:
• Semiper´ımetro do retaˆngulo exterior envolvente do centro de todos os
itens que esta˜o ligados entre si. Este ca´lculo e´ repetido para todas
as redes. A distaˆncia total e´ a soma de todos os ca´lculos parciais. E´
uma das estimativas mais utilizadas pois e´ calculada rapidamente e,
para ligac¸o˜es de 2 ou 3 itens, e´ uma aproximac¸a˜o exata (a maioria dos
circuitos tem este nu´mero de itens ligados), figura 3.8(a).
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Figura 3.7: Distaˆncia de Manhattan = Fx + Fy
• Grafo completo - onde e´ calculada a distaˆncia entre todos os pares
de itens. A distaˆncia pode ser a Euclidiana ou de Manhattan. Para
uma rede com n itens, um grafo completo consiste em n(n−1)2 arestas.
Uma vez que cada a´rvore tem n − 1 arestas, que e´ 2n vezes o nu´mero
de arestas no grafo completo, a estimativa do comprimento da a´rvore,
usando este me´todo e´ dado por:
C =
2
n
∑
(dist. pares de itens que pertencem a` mesma rede),
representado na figura 3.8(b).
• Origem para destino - onde a sa´ıda de cada item e´ ligada a todas
as entradas dos outros itens da rede por ligac¸o˜es separadas. Esta
estimativa calcula a distaˆncia da sa´ıda para as entradas. Apesar de
ser uma estimativa ra´pida de calcular, na˜o e´ uma boa estimativa para
a distaˆncia por fazer uma diferenciac¸a˜o entre a entrada e a sa´ıda. Na
maioria dos algoritmos essa diferenciac¸a˜o na˜o e´ feita, figura 3.8(c).
• Steiner Tree - e´ o caminho mais curto formado por segmentos apenas
com aˆngulos retos que liga um conjunto de itens. Neste me´todo, um
fio pode ramificar desde cada ponto ao longo do seu comprimento para
ligar a outro item pertencente a` mesma rede. O problema de encontrar
a menor Steiner Tree e´ NP -completo, figura 3.8(d).
• Menor Spanning Tree - e´ uma a´rvore que une todos os itens que perten-
cem a uma mesma rede. Ao contra´rio do que acontece com a Steiner
Tree uma ligac¸a˜o apenas pode ramificar a partir da localizac¸a˜o dos
itens. Para n itens pertencentes a uma rede, a a´rvore pode ser cons-
tru´ıda determinando as distaˆncias entre pares de itens, e ligar as me-
nores n− 1 arestas que na˜o formam um ciclo. O algoritmo de Kruskal
calcula a menor Spanning Tree em tempo polinomial, figura 3.8(e).
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• Menor cadeia - e´ uma sequeˆncia de retas que parte de um item para o
mais pro´ximo, que liga ao mais pro´ximo, e assim sucessivamente, ate´
que todos os itens estejam ligados, figura 3.8(f).
De seguida sera˜o referidos alguns trabalhos que usam estimativas para
o ca´lculo das distaˆncias. O PP com o objetivo de minimizar a soma das
distaˆncia foi tratado por Tang et al. [2006]. Estes autores usam uma abor-
dagem eficiente de custo mı´nimo baseada em fluxo. Esta abordagem garante
obter a distaˆncia total, em tempo polinomial. E´ dada uma determinada to-
pologia (posic¸a˜o relativa entre pares de itens) e, atrave´s da distribuic¸a˜o do
desperd´ıcio, e´ obtida a distaˆncia total mı´nima. Muitas abordagens, apesar
de obterem padro˜es com a´rea mı´nima sa˜o sub-o´timos para os outros ob-
jetivos. Estes autores fazem notar que a distribuic¸a˜o do desperd´ıcio tem
influeˆncia no valor da minimizac¸a˜o da distaˆncia total, i.e, padro˜es que teˆm
a mesma a´rea e a mesma posic¸a˜o relativa entre itens podem ter diferentes
distaˆncias totais apenas com uma mudanc¸a das posic¸o˜es do desperd´ıcio, tal
como se mostra na figura 3.9. Para a estimativa da distaˆncia total usam o
semiper´ımetro do retaˆngulo exterior envolvente que conte´m os centros de to-
dos os itens que esta˜o ligados entre si. Estes autores referem que podem ser
facilmente adicionadas restric¸o˜es e ser usada uma func¸a˜o objetivo composta.
O PP com o objetivo de minimizar a distaˆncia total atrave´s da distribui-
c¸a˜o do desperd´ıcio foi tambe´m abordado por Li et al. [2011] atrave´s de uma
abordagem baseada numa heur´ıstica construtiva. Estes autores referem que
o trabalho de Tang et al. [2006] apresenta va´rios erros: em primeiro lugar
partes do semiper´ımetro original na˜o sa˜o consideradas no gra´fico de rede;
na˜o sa˜o definidas quaisquer arestas que tenham em considerac¸a˜o o desper-
d´ıcio entre itens; o semiper´ımetro e´ fixo, com ou sem, o algoritmo de fluxo
de custo mı´nimo e, referem que os resultados obtidos por Tang et al. [2006]
na˜o sa˜o fia´veis.
No trabalho de Caldwell et al. [1999] sa˜o distinguidos treˆs tipos de esti-
mativa para a distaˆncia:
• Estimativa a priori, isto e´, procura-se estimar a distaˆncia total de um
padra˜o antes do posicionamento dos itens. Em circuitos, esta estima-
tiva pode ser u´til para obter medidas aproximadas dispon´ıveis para as
ligac¸o˜es entre itens, para medir o desempenho do circuito, etc.;
• Estimativa a posteriori ocorre quando e´ dado um posicionamento fixo
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(a) Semiper´ımetro (b) Grafo completo
(c) Origem para destino (d) Steiner Tree
(e) Spanning Tree (f) Menor Cadeia
Figura 3.8: Diferentes formas de calcular as distaˆncias
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(a) (b)
Figura 3.9: Influeˆncia do desperd´ıcio na minimizac¸a˜o das distaˆncias (adap-
tado de Tang et al. [2006])
e se quer estimar o comprimento do fio depois do roteamento;
• Estimativa on-line acontece quando se pretende estimar a distaˆncia
total durante o posicionamento. Esta estimativa pode ser usada, por
exemplo, para terminar o posicionamento, antes de serem colocados
todos os itens, porque se torna o´bvio que ira´ resultar numa ma´ soluc¸a˜o.
Nesta dissertac¸a˜o usou-se, como estimativa das distaˆncias, o semiper´ıme-
tro do menor retaˆngulo envolvente que conte´m os centros de todos os itens
que esta˜o ligados entre si. A soma das distaˆncias e´ determinada pela soma
de todos os semiper´ımetros.
3.5.2 Aproximac¸o˜es a` Minimizac¸a˜o da A´rea e Distaˆncias
A maioria das abordagens que usam modelos matema´ticos que consideram
o objetivo de minimizar a a´rea e de minimizar a soma das distaˆncias lidam
com estes dois objetivos combinando-os de forma linear, isto e´, multipli-
cando cada um deles por um coeficiente e somando os dois termos deste
produto. Os coeficientes sa˜o escolhidos arbitrariamente produzindo solu-
c¸o˜es, na˜o dominadas, diferentes para diferentes coeficientes. Adya e Markov
[2003] fazem notar que a a´rea e a distaˆncia teˆm dimenso˜es diferentes. A
distaˆncia entre itens e´ da mesma ordem de grandeza que as dimenso˜es x
e y do padra˜o enquanto que a a´rea tende a ter magnitude bastante maior
do que o comprimento do fio, podendo tomar-se a raiz quadrada da a´rea
para que os termos fiquem com a mesma magnitude. Estes autores refe-
rem tambe´m que quando se pretende relacionar a a´rea de um padra˜o com
o seu per´ımetro, deve notar-se que e´ dependente da relac¸a˜o que existe entre
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a largura e a altura do padra˜o. Por exemplo, o retaˆngulo com largura 1 e
altura 1000 tem per´ımetro igual a 2002, o retaˆngulo com largura 10 e altura
100 tem per´ımetro igual a 220 e ambos teˆm a´rea igual a 1000. Uma vez
que a relac¸a˜o largura/altura muda durante o posicionamento na˜o e´ correto
considerar um coeficiente fixo. Ale´m disso, a soma das distaˆncias, em geral,
e´ muito maior do que o per´ımetro, dado o grande nu´mero de ligac¸o˜es entre
itens. Este autores realc¸am que, das experieˆncias que realizaram, salvo para
coeficientes particulares, a a´rea domina a soma das distaˆncias. Torna-se,
portanto, muito dif´ıcil, quando se consideram estes dois objetivos, obter um
me´todo que explore apenas soluc¸o˜es na˜o dominadas. Jagannathan et al.
[2002] mostram que, com uma escolha apropriada dos coeficientes, qualquer
ponto que pertence ao conjunto de pontos na˜o dominados pode ser obtido.
Adya e Markov [2003] tambe´m usam uma combinac¸a˜o entre os dois objetivos
atrave´s de coeficientes. Para o PP de itens com os objetivos de minimizar
a a´rea e a soma das distaˆncias Kim e Kim [2003] usam programac¸a˜o inteira
mista. O termo na˜o-linear, referente a` a´rea, que aparece na equac¸a˜o (3.13),
e´ linearizado aproximando-o atrave´s do semiper´ımetro do retaˆngulo exterior
envolvente, isto e´, (W ·H) e´ aproximado por (W + H). Para o ca´lculo da
soma das distaˆncias usam a aproximac¸a˜o, que e´ usualmente considerada pela
maioria dos autores, do semiper´ımetro do menor retaˆngulo exterior envol-
vente que conte´m os centros das pec¸as que esta˜o ligadas.
A func¸a˜o objetivo que combina a a´rea e a distaˆncia apresentada na equa-
c¸a˜o (3.52) e´ alterada para a equac¸a˜o (3.53).
Min
(
(1− α).
nRedes∑
k=1
(wrk + h
r
k) + α.(W ·H)
)
(3.52)
Min
(
(1− α).
nRedes∑
k=1
(wrk + h
r
k) + β.(W +H)
)
(3.53)
onde α e β sa˜o constantes que determinam a importaˆncia relativa entre a
soma das distaˆncias e a a´rea e a soma das distaˆncias e o per´ımetro, respeti-
vamente. O valor de β deve ser determinado de modo a que o semiper´ımetro
(equac¸a˜o (3.54)) seja uma boa aproximac¸a˜o da a´rea (equac¸a˜o (3.55)).
β.(W +H) (3.54)
α.(W ·H). (3.55)
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Kim e Kim [2003] consideram β igual a α multiplicado pela raiz quadrada
da soma das a´reas dos itens (A) dividida por dois, (equac¸a˜o (3.56)).
β = α
√
A
2
(3.56)
Esta aproximac¸a˜o so´ e´ boa se W e H tiverem medidas pro´ximas, sendo
necessa´rio introduzir uma restric¸a˜o que controle a relac¸a˜o entre a largura
e a altura. Considerando que a altura e a largura do padra˜o sa˜o iguais
a` raiz quadrada de A (equac¸a˜o (3.57)), a a´rea do padra˜o e´ igual a A e o
semiper´ımetro e´ igual a duas vezes a raiz de A (equac¸a˜o (3.58)).
W = H =
√
A (3.57)
W ·H = A (3.58)
W +H = 2
√
A,
como se pretende que o segundo termo da equac¸a˜o (3.52) seja uma boa
aproximac¸a˜o do segundo termo da equac¸a˜o (3.53), igualando estes dois ter-
mos (equac¸a˜o (3.59)) e resolvendo em ordem a β (equac¸a˜o (3.60)) obte´m-se
a equac¸a˜o (3.61) que resulta de substituir os valores da equac¸a˜o (3.58) na
equac¸a˜o (3.60).
β(W +H) = α(W ·H), (3.59)
β = α
W ·H
W +H
, (3.60)
β = α
(
A
2
√
A
)
= α
√
A
2
. (3.61)
Assim, com as aproximac¸o˜es apresentadas anteriormente, nesta disser-
tac¸a˜o optou-se por aproximar a a´rea atrave´s do semiper´ımetro do retaˆngulo
exterior envolvente que conte´m todos os itens e a soma das distaˆncias atrave´s
do semiper´ımetro do retaˆngulo exterior envolvente que conte´m os centros de
todos os itens que esta˜o ligados entre si. Os dois objetivos foram combina-
dos numa u´nica func¸a˜o objetivo usando um vetor de pesos. Assim, a func¸a˜o
objetivo anteriormente apresentada na equac¸a˜o (3.49) foi substitu´ıda pela
expressa˜o apresentada na equac¸a˜o (3.62).
Min
(
(1− α).
nRedes∑
k=1
(wrk + h
r
k) + α.(W +H)
)
(3.62)
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3.6 Experieˆncias Computacionais
Nesta secc¸a˜o, realizam-se algumas experieˆncias computacionais com os mo-
delos matema´ticos, apresentados neste cap´ıtulo, de minimizac¸a˜o da a´rea do
objeto e da minimizac¸a˜o da a´rea e da soma das distaˆncias. Estas experieˆn-
cias teˆm como objetivo avaliar as capacidades dos modelos em va´rias situ-
ac¸o˜es. Num primeiro conjunto de experieˆncias, para o modelo matema´tico
de minimizac¸a˜o da a´rea do objeto, pretendeu-se saber quantos itens (apenas
retangulares) e´ poss´ıvel considerar em simultaˆneo de modo a que o modelo
seja resolu´vel em tempo u´til, permitindo avaliar o limite em func¸a˜o do nu´-
mero total de itens. Num segundo conjunto de experieˆncias pretendeu-se
mostrar que o modelo de minimizac¸a˜o da a´rea pode ser facilmente estendido
a itens ortogonais e, tal como no conjunto de experieˆncias anterior, avaliar
o limite em func¸a˜o do nu´mero total de itens que podem ser ortogonais ou
retangulares. Finalmente, num terceiro conjunto de experieˆncias, sa˜o consi-
derados dois objetivos, a minimizac¸a˜o da a´rea e a minimizac¸a˜o da soma das
distaˆncias. Pretende-se estudar, com este conjunto de experieˆncias, se estes
dois objetivos sa˜o concordantes ou antago´nicos, isto e´, pretende-se saber se
quando se minimiza um dos objetivos o outro tambe´m e´ minimizado.
Para o primeiro conjunto de experieˆncias, com itens retangulares, come-
c¸ou-se com uma instaˆncia com cinco retaˆngulos e foi-se sucessivamente adi-
cionando um novo retaˆngulo ate´ se atingir um determinado tempo limite.
Estas instaˆncias foram obtidas a partir da instaˆncia AMI33 (com origem
no projeto de circuitos VLSI) com as dimenso˜es do retaˆngulos sa˜o todas
diferentes. Os resultados deste primeiro conjunto de experieˆncias esta˜o dis-
pon´ıveis na tabela 3.9. Nesta tabela, apresenta-se o nu´mero total de itens
(retaˆngulos) e o nu´mero de varia´veis bina´rias do modelo para cada instaˆn-
cia. Nesta tabela apresenta-se tambe´m o valor da func¸a˜o objetivo, o gap
e o tempo de ca´lculo. Os resultados desta tabela mostram, tal como era
esperado, o impacto que o nu´mero de itens tem no tempo de resoluc¸a˜o e no
nu´mero de varia´veis bina´rias. Pode verificar-se que a simples adic¸a˜o de um
item resulta num grande aumento no nu´mero de varia´veis bina´rias e num
acre´scimo enorme no tempo de resoluc¸a˜o. Como consequeˆncia, na resoluc¸a˜o
dos modelos com dez e onze itens retangulares foi atingido o tempo limite
(3600s), na˜o tendo sido poss´ıvel obter a soluc¸a˜o o´tima. A soluc¸a˜o o´tima
para a instaˆncia com sete retaˆngulos apresenta-se na figura 3.10.
Para as experieˆncias realizadas com instaˆncias que conteˆm itens ortogo-
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Tabela 3.9: Resultados das experieˆncias computacionais com o modelo ma-
tema´tico de minimizac¸a˜o da a´rea do objeto para itens retangulares
# Itens # Ret. # Var. bin. Obj. gap (%) Tempo (s]
5 5 44 483 — 0.23
6 6 65 560 — 1.44
7 7 90 623 0.0004 7.74
8 8 119 679 0.0098 192.43
9 9 152 735 0.0100 3032.08
10 10 189 133 16.814 TL
11 11 231 1225 2.2857 TL
TL (tempo limite)= 3600s
Figura 3.10: Exemplo de um padra˜o com 7 retaˆngulos
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Tabela 3.10: Resultados das experieˆncias computacionais com o modelo ma-
tema´tico de minimizac¸a˜o da a´rea do objeto para itens ortogonais
# Itens # Ret. # Ort. # Var. bin. Obj. gap (%) Tempo (s]
5 9 4 145 15.5 0.0039 37.35
5 10 3 174 16 0.0021 51.29
6 12 4 258 17.5 14.285 TL
TL (tempo limite)= 3600s
nais, cujos resultados sa˜o apresentados na tabela 3.10, foram usadas duas
instaˆncias com cinco itens, uma das quais com quatro itens ortogonais e
um item retangular e outra com treˆs itens ortogonais e dois retangulares.
Foi tambe´m usada uma instaˆncia com seis itens, dos quais quatro sa˜o orto-
gonais e dois sa˜o retangulares. Depois da divisa˜o dos itens ortogonais em
retaˆngulos, atrave´s do processo apresentado na figura 3.4, resultaram para a
primeira instaˆncia nove retaˆngulos, para a segunda dez retaˆngulos e para a
terceira doze retaˆngulos. Os resultados apresentados na tabela 3.10 permi-
tem mostrar que a existeˆncia itens ortogonais tem impacto na complexidade
do modelo. As duas primeiras instaˆncias com itens ortogonais, apesar de
apresentarem o mesmo nu´mero total de itens, o nu´mero de varia´veis bi-
na´rias da primeira e´ inferior ao da segunda. Esta situac¸a˜o e´ consequeˆncia
do menor nu´mero de retaˆngulos depois da divisa˜o dos itens ortogonais. O
tempo de resoluc¸a˜o da primeira e´ inferior ao da segunda porque, para ale´m
de ter menos varia´veis bina´rias, as posic¸o˜es de alguns retaˆngulos esta˜o fixas,
por serem partes de itens ortogonais. Na instaˆncia com seis itens na˜o foi
obtida a soluc¸a˜o o´tima porque foi atingido o tempo limite (3600s). Apesar
desta instaˆncia ter o mesmo nu´mero de itens ortogonais que a primeira, tem
mais retaˆngulos antes e depois da divisa˜o dos itens ortogonais, resultando
num aumento significativo do nu´mero de varia´veis bina´rias. Na figura 3.11
apresenta-se o padra˜o obtido para a instaˆncia com quatro itens ortogonais
e um retaˆngulo.
O u´ltimo conjunto de experieˆncias teve como alvo o estudo do PPMO
cujo modelo foi apresentado na secc¸a˜o 3.5. Recorde-se que os objetivos con-
siderados sa˜o a minimizac¸a˜o da a´rea e a minimizac¸a˜o da soma das distaˆncias
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Figura 3.11: Exemplo de um padra˜o com 4 itens ortogonais e 1 retaˆngulo
e pretende-se verificar se eles sa˜o ou na˜o antago´nicos. Cada um dos objetivos
foi normalizado porque apresentam diferentes magnitudes. Usou-se para a
sua normalizac¸a˜o a expressa˜o apresentada na equac¸a˜o (3.63).
Obj −Min Obj
Max Obj −Min Obj (3.63)
Na equac¸a˜o (3.63) Obj e´ o valor do objetivo que se pretende normalizar (a´rea
ou distaˆncias), o valor Min Obj e´ determinado, resolvendo o modelo, con-
siderando apenas um objetivo (o objetivo a normalizar) e o valor Max Obj
determina-se, resolvendo o modelo, com o outro objetivo considerado.
Os resultados destas experieˆncias esta˜o apresentados na tabela 3.11. Fo-
ram consideradas quatro instaˆncias, duas com sete itens retangulares com
cinco e dez conjuntos de itens ligados entre si (tambe´m denominados de re-
des); e duas com oito itens, tambe´m retangulares, com dez e vinte conjuntos
de ligac¸o˜es. Cada conjunto de ligac¸o˜es, para as instaˆncias com sete itens,
tem no ma´ximo treˆs itens ligados enquanto que cada conjunto de ligac¸o˜es
para as instaˆncias com oito itens tem no ma´ximo cinco itens ligados. Foram
escolhidas instaˆncias com sete e oito itens retangulares porque, tal como
comprovam os resultados da primeira experieˆncia, com este nu´mero de itens
e´ poss´ıvel resolver facilmente os modelos. Nestas tabelas apresentam-se o
nu´mero total de itens e o nu´mero de conjuntos de ligac¸o˜es para cada instaˆn-
cia. Para cada instaˆncia, sa˜o resolvidos va´rios modelos que diferem entre
si na variac¸a˜o do valor de α (equac¸a˜o (3.62)). Nesta tabela apresentam-se
tambe´m o tempo de execuc¸a˜o de cada modelo e os respetivos valores do
per´ımetro e da distaˆncia.
Na figura 3.12 apresenta-se os gra´ficos com as fronteiras eficientes para
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as quatro instaˆncias apresentadas na tabela 3.11. Os pontos representados
nesses gra´ficos foram obtidos, tal como ja´ referido, pelo modelo matema´tico
apresentado na secc¸a˜o 3.5. Os gra´ficos desta figura1 sugerem que o problema
tem realmente uma componente multiobjetivo. Note-se que alguns pontos
esta˜o sobrepostos. A componente multiobjetivo e´ menor com o aumento
do nu´mero de conjuntos de ligac¸o˜es entre os itens. E´ de salientar que nas
instaˆncias com oito itens existem mais itens por conjunto de ligac¸o˜es, con-
sequentemente uma pequena mudanc¸a no ponto de posicionamento de um
dos itens pode ter um pequeno impacto no valor da func¸a˜o objetivo. Isto e´
justificado pelo uso do semiper´ımetro do retaˆngulo exterior envolvente para
medir a distaˆncia de cada conjunto de ligac¸o˜es. O mesmo na˜o ocorre quando,
por exemplo, existem apenas dois itens ligados, onde uma pequena mudanc¸a
no posicionamento de um dos itens pode ter um grande impacto no valor da
func¸a˜o objetivo.
Destes conjuntos de experieˆncias computacionais sa˜o de realc¸ar va´rias
concluso˜es: o modelo global para a minimizac¸a˜o da a´rea do objeto na˜o e´
resolu´vel, em tempo u´til, para instaˆncias de me´dia e grande dimensa˜o (mais
de dez itens); este modelo, que lida apenas com itens retangulares, pode ser
facilmente estendido para lidar com itens ortogonais. Foi tambe´m consta-
tado que o tempo de execuc¸a˜o do modelo com itens ortogonais e´ superior ao
do modelo apenas com itens retangulares quando o nu´mero total de itens e´
o mesmo nas duas situac¸o˜es. Apo´s a divisa˜o dos itens ortogonais em retaˆn-
gulos e quando o nu´mero total de retaˆngulos e´ o mesmo, a complexidade do
modelo para itens ortogonais e´ inferior a` do modelo para itens retangulares.
Este resultado e´ consequeˆncia da existeˆncia de retaˆngulos que teˆm posic¸o˜es
fixas relativamente a outros. Foi tambe´m poss´ıvel concluir que, quando se
consideram simultaneamente os objetivos de minimizar a a´rea do objeto e
de minimizar a soma das distaˆncias, existe uma pequena componente mul-
tiobjetivo. As experieˆncias realizadas sugeriram que o nu´mero de conjuntos
de itens ligados e o nu´mero de itens ligados em cada conjunto tem alguma
influeˆncia na componente MO.
1Nestes gra´ficos na˜o esta´ representada a origem do referencial para facilitar a visuali-
zac¸a˜o dos valores representados.
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Cap´ıtulo 4
Heur´ısticas Construtivas
para Problemas de
Posicionamento de
Minimizac¸a˜o da A´rea
Em teoria, os problemas de otimizac¸a˜o combinato´ria podem ser resolvidos
enumerando as soluc¸o˜es da regia˜o admiss´ıvel e calculando para cada solu-
c¸a˜o o valor da func¸a˜o objetivo, obtendo-se sempre a soluc¸a˜o o´tima para o
problema em questa˜o. No entanto, o nu´mero de soluc¸o˜es da regia˜o admis-
s´ıvel pode crescer de forma exponencial apenas com um pequeno aumento
na dimensa˜o do problema. Com efeito, esta constatac¸a˜o torna imposs´ıvel
resolver muitos problemas reais ate´ a` otimalidade, apesar da ra´pida evoluc¸a˜o
da tecnologia dos computadores atuais. A necessidade pra´tica de resolver
problemas de grande dimensa˜o leva ao uso de alternativas aos algoritmos
exatos, algoritmos que, apesar de na˜o garantirem a soluc¸a˜o o´tima, obteˆm
boas soluc¸o˜es em tempos de ca´lculo aceita´veis. Sa˜o exemplos destes algorit-
mos as heur´ısticas, os algoritmos de pesquisa local, as meta-heur´ısticas.
Neste cap´ıtulo sa˜o propostas duas heur´ısticas construtivas para PP de
minimizac¸a˜o da a´rea. Na primeira secc¸a˜o apresenta-se uma heur´ıstica cujas
soluc¸o˜es sa˜o padro˜es guilhotina´veis (FAST-GR) que lida apenas com itens
retangulares e, na segunda secc¸a˜o, e´ proposta uma heur´ıstica cujas solu-
c¸o˜es resultam em padro˜es na˜o guilhotina´veis (Rect-TOPOS) e onde os itens
podem ter qualquer forma ortogonal.
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4.1 Heur´ıstica de Construc¸a˜o de Padro˜es Guilho-
tina´veis
Como abordagem ao PP de itens retangulares propomos a aplicac¸a˜o de uma
heur´ıstica construtiva parametriza´vel, FAST-GR, com o objetivo de obter
uma soluc¸a˜o, de boa qualidade, num baixo tempo computacional. A ideia
principal da heur´ıstica FAST-GR e´ unir sucessivamente pares de retaˆngu-
los de modo a obter um retaˆngulo exterior envolvente, que conte´m todos os
itens, de a´rea mı´nima. Esta heur´ıstica e´ parametriza´vel tendo tambe´m como
objetivo adicional estudar se existe alguma combinac¸a˜o ou combinac¸o˜es de
paraˆmetros que dominam ou se existem combinac¸o˜es que sa˜o sempre do-
minadas. Por exemplo, em alguns trabalhos afirma-se que os itens maiores
devem ser posicionados em primeiro lugar, uma vez que este itens podem,
em muitas situac¸o˜es, determinar completamente as dimenso˜es do padra˜o.
Esta afirmac¸a˜o e´ feita baseada na intuic¸a˜o, na˜o sendo apresentados quais-
quer testes para a sua confirmac¸a˜o. Para ale´m deste estudo, pretende-se
simultaneamente verificar se os resultados dependem ou na˜o do nu´mero to-
tal de retaˆngulos e das relac¸o˜es entre as dimenso˜es dos retaˆngulos. Os testes
computacionais que foram realizados com instaˆncias obtidas atrave´s de um
gerador diferem entre si no nu´mero total e nas dimenso˜es dos retaˆngulos.
Uma versa˜o preliminar deste trabalho encontra-se publicada no livro de
atas do XLIII Simpo´sio Brasileiro de Pesquisa Operacional ([Oliveira et al.,
2011b]).
4.1.1 Representac¸a˜o de Padro˜es Guilhotina´veis
Para a representac¸a˜o de padro˜es guilhotina´veis e´ usada uma estrutura em
a´rvore e uma codificac¸a˜o desta estrutura semelhante a` Normalized Polish
Expression.
Nesta abordagem representamos um padra˜o por uma estrutura em a´rvore
como se mostra na figura 4.1. A a´rea sombreada na figura 4.1(c) representa
o desperd´ıcio. Os nu´meros na a´rvore, figura 4.1(b), identificam os retaˆngulos
e os C ′is representam o modo de unir dois retaˆngulos. As folhas da a´rvore
representam os retaˆngulos iniciais (1,...,5) e cada unia˜o da´ origem a um novo
retaˆngulo (6, 7 e 8).
Para a unia˜o de dois retaˆngulos consideramos todas as formas de unia˜o
poss´ıveis, figura 4.2. Podemos observar, na figura 4.3, que para esta unia˜o,
4.1 Heur´ıstica de Construc¸a˜o de Padro˜es Guilhotina´veis 93
1"
3"2" 4"
5"
(a) retaˆngulos iniciais
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(b) estrutura em a´rvore
1"
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2"
4"
5"
(c) padra˜o
Figura 4.1: Heur´ıstica Construtiva FAST-GR
em padro˜es guilhotina´veis, na˜o interessa a posic¸a˜o relativa desses retaˆngulos,
i.e., na˜o interessa qual dos retaˆngulos esta´ a` esquerda ou a` direita (acima ou
abaixo) uma vez que o retaˆngulo exterior envolvente e´ o mesmo.
Resolver o problema de posicionamento de retaˆngulos e´ equivalente a de-
terminar a estrutura em a´rvore correspondente ao padra˜o com valor mı´nimo
da func¸a˜o objetivo. Para representarmos a estrutura em a´rvore usamos uma
representac¸a˜o, semelhante a` Normalized Polish Expression, onde e´ usado um
par de sequeˆncias em vez de apenas uma sequeˆncia. Uma das sequeˆncias in-
dica a ordem de escolha dos retaˆngulos e a outra as operac¸o˜es usadas. Na
abordagem proposta, a estrutura em a´rvore da figura 4.1(b) e´ representada
pela seguinte codificac¸a˜o (3 1 4 2 6 7 8 5; 2 2 6 2) onde a primeira sequeˆncia
indica a ordem pela qual os retaˆngulos foram escolhidos e a segunda qual a
operac¸a˜o usada para unir os retaˆngulos. Por exemplo, os retaˆngulos 3 e 1 sa˜o
unidos segundo a operac¸a˜o 2. Na primeira sequeˆncia sa˜o tambe´m inclu´ıdos,
para ale´m dos retaˆngulos iniciais, os retaˆngulos resultantes de unio˜es. Di-
ferentes sequeˆncias da˜o origem a diferentes a´rvores e, a partir da sequeˆncia
de itens, a construc¸a˜o do padra˜o resulta de uma sequeˆncia de itens que e´
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j"i"
j" i"
i" j" i" j"
j"
i"
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i"
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c5" c6" c7" c8"
Figura 4.2: Operac¸o˜es usadas na unia˜o de dois retaˆngulos
j 
i 
j 
i 
j i 
Figura 4.3: Posic¸a˜o relativa de dois retaˆngulos no interior do retaˆngulo ex-
terior envolvente
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..."
N1="maior"largura" N2="maior"área"
RN+1"
..."
N"itens"
Figura 4.4: Selec¸a˜o dos itens usando o paraˆmetro N1 e o paraˆmetro N2
obtida por uma estrutura em a´rvore.
4.1.2 Heur´ıstica FAST-GR
A ideia principal desta heur´ıstica e´ unir sucessivamente pares de retaˆngulos
de modo a que a a´rea do retaˆngulo exterior envolvente que conte´m todos
os retaˆngulos seja mı´nima. A abordagem proposta tem dois paraˆmetros de
configurac¸a˜o que e´ necessa´rio escolher, N1 e N2. O paraˆmetro N1 e´ usado
para selecionar o primeiro dos retaˆngulos a unir. O paraˆmetro N2 e´ usado
para selecionar o segundo retaˆngulo cuja unia˜o com o primeiro resulta num
retaˆngulo que satisfac¸a o crite´rio selecionado, figura 4.4.
O algoritmo inicia com um retaˆngulo da lista de retaˆngulos, que satisfac¸a
N1. De seguida vai unir este retaˆngulo com todos os outros da lista, ainda
na˜o usados, e escolhe aquele cujo retaˆngulo resultante da unia˜o satisfac¸a o
segundo paraˆmetro escolhido, N2. A unia˜o de dois retaˆngulos e´ feita segundo
uma das operac¸o˜es apresentadas na figura 4.2. O retaˆngulo resultante da
unia˜o na iterac¸a˜o k, RN+k, e´ inserido na u´ltima posic¸a˜o da lista. O algoritmo
termina quando na lista houver apenas um u´nico retaˆngulo ainda na˜o usado.
Este retaˆngulo e´ o retaˆngulo exterior envolvente. Na figura 4.5 apresenta-se
um fluxograma com a descric¸a˜o da heur´ıstica construtiva.
Para os paraˆmetros N1 e N2 foram usados crite´rios baseados na escolha
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Ri,"é"escolhido"usando"o"parâmetro"N1" 
Ri+Rj'='RN+k""representa"a"união"dos"retângulos""Ri""e"Rj""na"iteração"k 
 
R1…..RN""lista"de"retângulos 
RN+1…'RN+k"retângulos"resultantes"de"uniões" 
" 
Sim"
Início"
"Fim"
"
"
"
"
Não"
""""""""Ri"
Ri+Rj'='RN+k"
k'='k+1'
""
""Existe"apenas"um"Ri"?"
R1…..RN,'RN+1…'RN+k 
""Ri""é"escolhido"da"lista"de"retângulos"de"modo"a"que"o"retângulo"
exterior"envolvente"saCsfaça"o"parâmetro"N2 
N1"é"usado"para"selecionar,o,primeiro,retângulo"para"unir"
N2"escolhe"simultaneamente"o,segundo,retângulo"e"como,unir,"os"dois"rectangulos"
Figura 4.5: Fluxograma da heur´ıstica construtiva FAST-GR
do retaˆngulo com maior ou menor largura, altura, a´rea ou per´ımetro. Para
o paraˆmetro N2 foram ainda considerados o maior e o menor desperd´ıcio. A
tabela 4.1 resume as va´rias possibilidades para os valores de N1 e N2.
4.1.3 Testes Computacionais
Nesta secc¸a˜o apresentam-se os testes computacionais realizados para ana-
lisar o comportamento da heur´ıstica e estudar o efeito dos paraˆmetros de
configurac¸a˜o nos resultados obtidos. Simultaneamente, pretende-se tambe´m
Tabela 4.1: Possibilidades de escolha para valores de N1 e N2.
N1 N2
maior largura + +
menor largura + +
maior altura + +
menor altura + +
maior a´rea + +
+ e´ poss´ıvel escolher o crite´rio
N1 N2
menor a´rea + +
maior per´ımetro + +
menor per´ımetro + +
maior desperd´ıcio +
menor desperd´ıcio +
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verificar se os resultados dependem ou na˜o das relac¸o˜es entre as dimenso˜es
dos retaˆngulos (i.e. a forma dos retaˆngulos) e se dependem do nu´mero total
de retaˆngulos considerados. Para esta ana´lise foram usadas va´rias instaˆn-
cias cuja construc¸a˜o se descreve a seguir. Para analisar a dependeˆncia das
relac¸o˜es entre as dimenso˜es dos retaˆngulos foram geradas instaˆncias aleato´-
rias com base em sete classes diferentes de instaˆncias. As primeiras quatro
classes foram propostas por Martello e Vigo [1998] e sa˜o constitu´ıdas por
retaˆngulos de quatro tipos. Cada tipo consiste na gerac¸a˜o de retaˆngulos com
largura e altura (w e h) dados por :
• Tipo 1 - w e h sa˜o uniformemente gerados em [23W,W ] e [1, 12H]
• Tipo 2 - w e h sa˜o uniformemente gerados em [1, 12W ] e [23H,H]
• Tipo 3 - w e h sa˜o uniformemente gerados em [12W,W ] e [12H,H]
• Tipo 4 - w e h sa˜o uniformemente gerados em [1, 12W ] e [1, 12H]
Considerou-se W = H = 100, com w e h nu´meros inteiros. Os retaˆngulos
do tipo 1 teˆm forma sobre o comprido, os do tipo 2 forma sobre o alto e
os do tipo 3 e 4 forma sobre o quadrado grande e pequeno, respetivamente.
As quatro primeiras classes sa˜o constitu´ıdas por retaˆngulos dos quatro tipos
anteriores em diferentes percentagens:
• Classe i - retaˆngulos do tipo i gerados com probabilidade de 70% e os
restantes com probabilidade 10% de cada um dos outros tipos;
As restantes treˆs classes foram propostas por Berkey e Wang [1987], onde
as dimenso˜es dos retaˆngulos (w e h) sa˜o nu´meros inteiros dados por:
• Classe 5 - w e h sa˜o uniformemente gerados em [1, 10];
• Classe 6 - w e h sa˜o uniformemente gerados em [1, 35];
• Classe 7 - w e h sa˜o uniformemente gerados em [1, 100];
A principal diferenc¸a entre as classes propostas por Martello e Vigo [1998]
e Berkey e Wang [1987] e´ a diversidade de formas dos itens. Dentro destas
classes a principal distinc¸a˜o esta´ na variedade de tamanhos, consequeˆncia
da obrigatoriedade das dimenso˜es serem nu´meros inteiros. Foram realizados
testes para estudar se o nu´mero total de retaˆngulos de cada instaˆncia tem
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influeˆncia nos resultados obtidos e se ha´ interac¸a˜o entre os paraˆmetros esco-
lhidos. Para cada classe usaram-se instaˆncias com N = 20, 50, 100, 250, 500
e 1000 retaˆngulos. Para cada uma das sete classes e para cada valor de N
foram geradas 50 instaˆncias aleato´rias. Para um dado nu´mero total de retaˆn-
gulos, apo´s conjugac¸a˜o dos restantes fatores envolvidos, dispo˜e-se de 168 000
soluc¸o˜es no total, resultantes de 6N×50 instaˆncias ×8N1×10N2×7 classes.
Os resultados obtidos deveriam ser comparados com a soluc¸a˜o o´tima de cada
instaˆncia, no entanto, como na˜o e´ poss´ıvel obteˆ-la para todas as instaˆncias,
decidimos comparar com 100% da a´rea usada, ou seja desperd´ıcio nulo. A
heur´ıstica foi implementada na linguagem C++ e os testes decorreram num
computador Intel Core i5 2.27 GHz com 4 GB de memo´ria RAM.
De seguida, apresentam-se os resultados dos testes realizados que se ba-
searam em comportamentos me´dios. Para analisar a influeˆncia dos paraˆme-
tros N1 e N2 no valor da func¸a˜o objetivo fez-se uma representac¸a˜o segundo
diagramas de tipo caixa para se verificar se ha´ opc¸o˜es que sa˜o claramente
dominadas. Para esta verificac¸a˜o usou-se uma regra que se considerou ser
forte, que e´ a comparac¸a˜o da mediana com o primeiro quartil, isto e´, uma
opc¸a˜o domina a outra se a sua mediana for melhor do que o 1o quartil da
outra. Simultaneamente pretende-se tambe´m verificar se o nu´mero total de
retaˆngulos e as classes usadas influenciam os resultados fazendo-se para tal
uma ana´lise ana´loga a` anterior.
Nas figuras 4.6–4.9 faz-se uma representac¸a˜o do valor da func¸a˜o objetivo
para cada uma das classes consideradas, para o nu´mero total de retaˆngulos
e para os paraˆmetros N1 e N2.
Da representac¸a˜o apresentada na figura 4.6 na˜o e´ poss´ıvel concluir que
alguma classe domina as outras ou que alguma e´ dominada pelas outras
classes.
Da figura 4.7 podemos igualmente concluir que o nu´mero total de retaˆn-
gulos (N) em cada instaˆncia na˜o tem influeˆncia nos resultados.
Para o paraˆmetro N1, figura 4.8, na˜o e´ o´bvio, por simples visualizac¸a˜o
dos diagramas de tipo caixa, que existam comportamentos diferenciados. Ja´
o gra´fico da figura 4.9 sugere comportamentos diferenciados no paraˆmetro
N2, em que os piores valores correspondem a` escolha do retaˆngulo com maior
a´rea, com maior per´ımetro e com maior desperd´ıcio. Para este paraˆmetro
verifica-se tambe´m a existeˆncia de superioridade na escolha do retaˆngulo
exterior envolvente com menor a´rea, com menor per´ımetro e com menor
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Figura 4.6: Variac¸a˜o do valor da func¸a˜o objetivo para cada classe conside-
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Figura 4.7: Variac¸a˜o do valor da func¸a˜o objetivo com o nu´mero total de
retaˆngulos
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Figura 4.8: Variac¸a˜o do valor da func¸a˜o objetivo com o paraˆmetro N1
desperd´ıcio, pois a mediana destas opc¸o˜es e´ melhor do que o primeiro quartil
das restantes, levando apenas a considerar N2 igual a estas escolhas nos
testes que se seguem.
Para o paraˆmetro N1, constatou-se anteriormente que na˜o era o´bvio que
existissem comportamentos diferenciados considerando todas as opc¸o˜es do
paraˆmetro N2, figura 4.8. Interessa agora distinguir concretamente, no caso
em que para N2 se consideram apenas as opc¸o˜es de menor a´rea, menor
per´ımetro e menor desperd´ıcio se ha´ alguma opc¸a˜o de N1 que se revele
melhor do que as restantes, figura 4.10. Esta figura mostra a existeˆncia
de comportamentos diferenciados no valor da func¸a˜o objetivo em que os
piores valores correspondem a` escolha do retaˆngulo com menor altura para
o paraˆmetro N1, uma vez que o primeiro quartil desta escolha e´ pior do que
a mediana de todas as outras opc¸o˜es. Logo, nos testes seguintes, na˜o se ira´
considerar esta escolha para este paraˆmetro.
Para ale´m de se avaliar a influeˆncia dos paraˆmetros da heur´ıstica nos
valores da func¸a˜o objetivo pretendia-se tambe´m verificar a influeˆncia das
classes nos resultados. Nas figuras 4.11–4.14 apresentam-se diagramas de
tipo caixa para cada uma das sete classes, considerando para o paraˆmetro
N1 todas as opc¸o˜es a` excec¸a˜o da menor altura e para N2 as melhores opc¸o˜es
anteriormente referidas (menor a´rea, menor per´ımetro e menor desperd´ıcio).
A reta horizontal representada nestes gra´ficos tem valor na func¸a˜o objetivo
igual a` melhor mediana encontrada para as opc¸o˜es representadas nesse gra´-
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Figura 4.9: Variac¸a˜o do valor da func¸a˜o objetivo com o paraˆmetro N2
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Figura 4.10: Variac¸a˜o do valor da func¸a˜o objetivo para N1 considerando N2
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fico. Esta reta permite uma fa´cil comparac¸a˜o do 1o quartil das restantes
opc¸o˜es com a mediana. Elimina-se uma opc¸a˜o para o paraˆmetro N1 quando
todas as opc¸o˜es de N2 sa˜o dominadas pela melhor combinac¸a˜o. Atrave´s de
uma ana´lise dos diagramas representados nas figuras 4.11–4.14 pode ser eli-
minada a opc¸a˜o de escolha de menor a´rea para o paraˆmetro N1 para todas
as classes. Para ale´m desta opc¸a˜o podem eliminar-se para a classe 1 a maior
largura e a maior altura (diagrama da figura 4.11(a)); maior largura para a
classe 2 (diagrama da figura 4.11(b)) e as opc¸o˜es maior largura, maior al-
tura, maior a´rea e maior per´ımetro para as classes 4, 5, 6 e 7 (diagramas das
figuras 4.12(b), 4.13 e 4.14). As melhores opc¸o˜es sa˜o: para a classe 1 menor
largura com menor desperd´ıcio (diagrama da figura 4.11(a)); para a classe
2 maior altura com menor desperd´ıcio (diagrama da figura 4.11(b)); para a
classe 3 maior altura com menor desperd´ıcio, maior a´rea com menor a´rea e
menor desperd´ıcio e maior per´ımetro com menor a´rea e menor desperd´ıcio
(diagrama da figura 4.12(a)); e para as classes 4, 5, 6 e 7 menor largura
com menor desperd´ıcio (diagramas das figuras 4.12(b), 4.13 e 4.14), para os
paraˆmetros N1 e N2, respetivamente.
Para ale´m de avaliarmos a influeˆncia dos paraˆmetros da heur´ıstica nos
valores da func¸a˜o objetivo pretendia-se tambe´m verificar a influeˆncia do
nu´mero de retaˆngulos nos resultados. Para avaliar a influeˆncia do nu´-
mero de retaˆngulos nos resultados fez-se uma ana´lise ana´loga a`s anterio-
res. Desagregaram-se os valores por classe de instaˆncia para analisar se este
nu´mero tem influeˆncia nas classes usadas e fez-se uma representac¸a˜o do nu´-
mero total de retaˆngulos segundo diagramas de tipo caixa. Estes diagramas
apresentam-se nas figuras 4.15 e 4.16. Destas figuras podemos concluir que
o nu´mero total de retaˆngulos e´ independente da classe de instaˆncia usada.
4.1.4 Comenta´rios e Concluso˜es
Neste trabalho desenvolveu-se uma heur´ıstica construtiva para o problema
de posicionamento de retaˆngulos com a restric¸a˜o do padra˜o obtido ser gui-
lhotina´vel. A heur´ıstica construtiva proposta tem dois paraˆmetros de con-
figurac¸a˜o que e´ necessa´rio escolher, N1 e N2. Foi realizada uma ana´lise
estat´ıstica com o objetivo de estudar o efeito destes paraˆmetros nos resul-
tados obtidos. Estes paraˆmetros servem para escolher o par de retaˆngulos
a unir e a forma de os unir. N1 e´ usado para selecionar o primeiro retaˆn-
gulo e N2 e´ usado para selecionar o segundo retaˆngulo cuja unia˜o com o
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Figura 4.11: Variac¸a˜o do valor da func¸a˜o objetivo com N1 e N2, nu´mero
total de retaˆngulos e classes (continua)
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Figura 4.12: Variac¸a˜o do valor da func¸a˜o objetivo com N1 e N2, nu´mero
total de retaˆngulos e classes (continuac¸a˜o e continua)
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Figura 4.13: Variac¸a˜o do valor da func¸a˜o objetivo com N1 e N2, nu´mero
total de retaˆngulos e classes (continuac¸a˜o e continua)
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Figura 4.14: Variac¸a˜o do valor da func¸a˜o objetivo com N1 e N2, nu´mero
total de retaˆngulos e classes (continuac¸a˜o)
primeiro resulte num retaˆngulo que satisfac¸a o crite´rio selecionado. Foi feita
uma comparac¸a˜o entre os diferentes crite´rios o que nos permitiu identificar
os melhores e os piores. Conseguimos limitar as opc¸o˜es para N2 concluindo
que as melhores opc¸o˜es sa˜o a obtenc¸a˜o do retaˆngulo exterior envolvente com
menor a´rea, menor per´ımetro e menor desperd´ıcio, o que e´ bastante intui-
tivo. Para o paraˆmetro N1 foi poss´ıvel eliminar a escolha dos retaˆngulos com
menor a´rea, para todas as classes e eliminar outras combinac¸o˜es que variam
com as classes de instaˆncia. Foi tambe´m poss´ıvel concluir que as melhores
e as piores combinac¸o˜es para os paraˆmetros N1 e N2 sa˜o as mesmas para
as classes 4, 5, 6 e 7. Tal como esperado, os resultados mostraram que,
independentemente da classe usada, para o paraˆmetro N2, o crite´rio menor
desperd´ıcio esta´ sempre entre as melhores opc¸o˜es. Na tabela 4.2 apresenta-
se um resumo com as melhores e as piores combinac¸o˜es entre os paraˆmetros
N1 e N2.
A ana´lise estat´ıstica serviu tambe´m para estudar a influeˆncia do nu´mero
total de retaˆngulos por instaˆncia e a influeˆncia da relac¸a˜o entre as dimen-
so˜es dos retaˆngulos no valor da func¸a˜o objetivo. Conseguimos obter uma
heur´ıstica construtiva parametriza´vel com duas combinac¸o˜es que sa˜o inde-
pendentes da classe de instaˆncia usada: menor largura para N1 com menor
4.1 Heur´ıstica de Construc¸a˜o de Padro˜es Guilhotina´veis 107
R20 
R50 
R100 
R250 
R500 
R1000 
0.
0 
0.
2 
0.
4 
0.
6 
0.
8 
1.
0 
(a
)
cl
a
ss
e
1
R20 
R50 
R100 
R250 
R500 
R1000 
0.
0 
0.
2 
0.
4 
0.
6 
0.
8 
1.
0 
(b
)
cl
a
ss
e
2
R20 
R50 
R100 
R250 
R500 
R1000 
0.
0 
0.
2 
0.
4 
0.
6 
0.
8 
1.
0 
(c
)
cl
a
ss
e
3
R20 
R50 
R100 
R250 
R500 
R1000 
0.
0 
0.
2 
0.
4 
0.
6 
0.
8 
1.
0 
(d
)
cl
a
ss
e
4
F
ig
u
ra
4
.1
5:
V
ar
ia
c¸a˜
o
d
o
va
lo
r
d
a
fu
n
c¸a˜
o
ob
je
ti
vo
co
m
N
1
e
N
2
,
n
u´
m
er
o
to
ta
l
d
e
re
taˆ
n
gu
lo
s
e
cl
as
se
s
(c
on
ti
n
u
a)
108 Heur´ısticas de Posicionamento de Minimizac¸a˜o da A´rea
R20 
R50 
R100 
R250 
R500 
R1000 
0.0 0.2 0.4 0.6 0.8 1.0 
(a
)
cla
sse
5
R20 
R50 
R100 
R250 
R500 
R1000 
0.0 0.2 0.4 0.6 0.8 1.0 
(b
)
cla
sse
6
R20 
R50 
R100 
R250 
R500 
R1000 
0.0 0.2 0.4 0.6 0.8 1.0 
(c)
cla
sse
7
F
ig
u
ra
4.1
6
:
V
ariac¸a˜o
d
o
va
lo
r
d
a
fu
n
c¸a˜o
ob
jetivo
com
N
1
e
N
2 ,
n
u´
m
ero
total
d
e
retaˆn
gu
los
e
classes
(con
tin
u
a
c¸a˜o)
4.1 Heur´ıstica de Construc¸a˜o de Padro˜es Guilhotina´veis 109
T
ab
el
a
4
.2
:
T
ab
el
a
re
su
m
o
d
as
co
m
b
in
a
c¸o˜
es
N
1
e
N
2
.
N
1
C
la
ss
es
N
2
>
la
rg
u
ra
<
la
rg
u
ra
>
al
tu
ra
>
a´r
ea
<
a´r
ea
>
p
er´
ım
et
ro
<
p
er´
ım
et
ro
1
<
a´
re
a
x
x
+
x
+
<
p
er´
ım
et
ro
x
+
x
x
<
d
es
p
er
d´
ıc
io
x
+
x
+
x
+
+
2
<
a´
re
a
+
+
+
<
p
er´
ım
et
ro
+
x
+
<
d
es
p
er
d´
ıc
io
+
+
+
+
x
+
+
3
<
a´
re
a
+
+
+
x
+
<
p
er´
ım
et
ro
x
<
d
es
p
er
d´
ıc
io
+
+
+
x
+
+
4,
5,
6,
7
<
a´
re
a
x
x
x
x
x
<
p
er´
ım
et
ro
x
x
x
x
x
<
d
es
p
er
d´
ıc
io
x
+
x
x
x
x
+
+
co
m
b
in
a
c¸a˜
o
p
er
te
n
ce
n
te
a
o
co
n
ju
n
to
d
as
m
el
h
or
es
co
m
b
in
a
c¸o˜
es
X
co
m
b
in
a
c¸a˜
o
p
er
te
n
ce
n
te
a
o
co
n
ju
n
to
d
as
p
io
re
s
co
m
b
in
ac¸
o˜e
s
110 Heur´ısticas de Posicionamento de Minimizac¸a˜o da A´rea
desperd´ıcio para N2 e menor per´ımetro para N1 com menor desperd´ıcio para
N2. Como o tempo computacional para correr cada combinac¸a˜o, por ins-
taˆncia, e´ inferior a um segundo, e´ poss´ıvel correr consecutivamente as duas
variantes e escolher a soluc¸a˜o com o melhor resultado.
4.2 Heur´ıstica de Construc¸a˜o de Padro˜es Na˜o Gui-
lhotina´veis
Nesta secc¸a˜o apresenta-se uma heur´ıstica construtiva, para o posicionamento
de itens ortogonais. A ideia principal desta heur´ıstica, Rect–TOPOS, con-
siste em adicionar sucessivamente um item a` volta de uma soluc¸a˜o parcial
(conjunto de itens posicionados) com o objetivo de se obter o retaˆngulo ex-
terior envolvente de a´rea mı´nima. Para o posicionamento deste novo item
sa˜o usados diferentes crite´rios para a escolha do melhor ponto de posicio-
namento e da sua orientac¸a˜o. Esta heur´ıstica opera diretamente no padra˜o
na˜o sendo necessa´ria nenhuma codificac¸a˜o adicional das soluc¸o˜es. Uma das
grandes vantagens desta heur´ıstica e´ a possibilidade de preenchimento de
espac¸os vazios no meio do padra˜o. Outra vantagem resulta da possibilidade
dos itens serem posicionados a` volta da soluc¸a˜o parcial, sendo uma heur´ıstica
bastante adequada ao problema que e´ alvo de estudo (PP de minimizac¸a˜o
da a´rea do objeto).
Este trabalho encontra-se publicado, em Portugueˆs, no livro de atas
do 15o Congresso da Associac¸a˜o Portuguesa de Investigac¸a˜o Operacional
– IO 2011 ([Oliveira et al., 2011d]) e, em Ingleˆs, no livro de atas do VII
ALIO/EURO – Workshop on Applied Combinatorial Optimization ([Oli-
veira et al., 2011c]).
4.2.1 Invo´lucro de Posicionamento
Em qualquer PP e´ necessa´rio assegurar que na˜o existem sobreposic¸o˜es entre
itens, garantido a existeˆncia de soluc¸o˜es admiss´ıveis. Quando se pretende
posicionar um item, para garantir que este item na˜o se sobrepo˜e a outro, e´
necessa´rio determinar uma regia˜o admiss´ıvel de posicionamento. Para de-
terminar esta regia˜o foi proposto por Art [1966] o conceito do invo´lucro de
posicionamento (no-fit polygon). O invo´lucro de posicionamento, NFPij , de
um item j (item orbital) em relac¸a˜o a um item i, mantido fixo, e´ o lugar
geome´trico do percurso trac¸ado por um ponto do item j (ponto de refereˆn-
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j"
i"
jR
ijNFP
Figura 4.17: Invo´lucro de posicionamento do item j em relac¸a˜o ao item i
(NFPij)
cia), quando este se desloca a` volta do item i. Durante este movimento, as
orientac¸o˜es relativas entre os dois itens sa˜o mantidas, sem nunca perderem
o contacto. Um exemplo da determinac¸a˜o do invo´lucro de posicionamento
encontra-se representado na figura 4.17. Nesta figura, o invo´lucro de posi-
cionamento NFPij e´ representado por um pol´ıgono orientado, cujo exterior
corresponde ao lado esquerdo das arestas. Assim, existem treˆs situac¸o˜es que
podem surgir, considerando que o ponto de refereˆncia do item j (Rj) esta´
em relac¸a˜o ao invo´lucro de posicionamento (NFPij):
• no interior - existe sobreposic¸a˜o entre os itens i e j;
• na fronteira - resulta num contacto entre o item j e o item i;
• no exterior - na˜o ocorre nenhuma das situac¸o˜es anteriores, isto e´, os
itens i e j na˜o se sobrepo˜em nem esta˜o em contacto.
Com este conceito e´ poss´ıvel simplificar o problema, que resulta em asse-
gurar a na˜o sobreposic¸a˜o entre pares de itens, pois consegue-se transformar
comparac¸o˜es entre itens em comparac¸o˜es entre um ponto (ponto de refe-
reˆncia) e um pol´ıgono (invo´lucro de posicionamento). E´ poss´ıvel calcular
o invo´lucro de posicionamento, entre todos os pares de itens, numa fase de
pre´-processamento.
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4.2.2 Heur´ıstica Rect–TOPOS
Para a resoluc¸a˜o do PP de minimizac¸a˜o de a´rea propomos uma heur´ıstica
construtiva, Rect–TOPOS. Esta heur´ıstica e´ uma variante da heur´ıstica TO-
POS que foi originalmente desenvolvida para resolver problemas com itens
cujas formas sa˜o irregulares1, Oliveira et al. [2000]. A ideia principal da
heur´ıstica TOPOS e´ adicionar sucessivamente um novo item a` volta de uma
soluc¸a˜o parcial, i.e., um conjunto de itens ja´ posicionados (figura 4.18). A
escolha do item a posicionar e do respetivo ponto de posicionamento e´ efe-
tuada em dois n´ıveis. Num primeiro n´ıvel sa˜o testados todos os itens a
posicionar e todas as orientac¸o˜es admiss´ıveis, num conjunto finito de pon-
tos de posicionamento poss´ıveis, e escolhido um ponto de posicionamento
para cada par item/orientac¸a˜o. Esta escolha baseia-se num dos seguintes
crite´rios:
• minimizac¸a˜o da envolvente retangular da nova soluc¸a˜o parcial;
• minimizac¸a˜o do comprimento da nova soluc¸a˜o parcial;
• maximizac¸a˜o da sobreposic¸a˜o entre as envolventes retangulares do
novo item e da soluc¸a˜o parcial.
A escolha do par item/orientac¸a˜o efetivamente a posicionar e´ realizada
num segundo n´ıvel com base nos crite´rios:
• diferenc¸a entre a a´rea da envolvente retangular da soluc¸a˜o parcial e a
a´rea de todos os itens ja´ posicionados (desperd´ıcio);
• sobreposic¸a˜o entre a envolvente retangular do item em avaliac¸a˜o e a
envolvente retangular de cada item ja´ posicionado;
• distaˆncia euclidiana entre o centro da envolvente retangular do item
em avaliac¸a˜o e o centro da envolvente retangular da soluc¸a˜o parcial.
O objetivo e´ minimizar o comprimento do padra˜o ja´ que nestes problemas
a largura e´ fixa.
Na variante Rect–TOPOS usamos a mesma ideia geral da heur´ıstica TO-
POS, selecionando e acrescentando, sucessivamente, um novo item que pode
ser ortogonal ou retangular, a` soluc¸a˜o parcial, com o objetivo de obter o
retaˆngulo exterior envolvente de a´rea mı´nima que conte´m todos os itens.
1Itens com aˆngulos interiores arbitra´rios.
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Figura 4.18: Construc¸a˜o da soluc¸a˜o parcial Oliveira et al. [2000]
Optamos por utilizar um u´nico n´ıvel para encontrar o pro´ximo item a posi-
cionar, a sua orientac¸a˜o e o ponto de posicionamento. A existeˆncia de um
so´ n´ıvel permite que se escolha o melhor item para posicionar de entre todas
as possibilidades, contrariamente ao que acontece quando ha´ dois n´ıveis em
que existe uma selec¸a˜o inicial do ponto de posicionamento para cada item a
posicionar. Os crite´rios usados para efetuar esta escolha foram:
• minimizac¸a˜o do desperd´ıcio da envolvente retangular resultante, figura
4.19(a);
• minimizac¸a˜o da distaˆncia do centro da envolvente retangular do item a
posicionar ao centro da envolvente retangular dos itens ja´ posicionados,
figura 4.19(b);
• minimizac¸a˜o do per´ımetro da envolvente retangular resultante, figura
4.19(c).
Os dois primeiros crite´rios sa˜o retirados diretamente dos crite´rios utili-
zados no segundo n´ıvel do TOPOS, tendo sido introduzido um novo crite´rio
- a minimizac¸a˜o do per´ımetro da envolvente retangular que conte´m o item
em avaliac¸a˜o e a soluc¸a˜o parcial, figura 4.19(c).
O terceiro crite´rio utilizado no TOPOS (minimizac¸a˜o da sobreposic¸a˜o
entre a envolvente retangular do novo item a posicionar e a envolvente re-
tangular de cada item ja´ posicionado) na˜o foi considerado uma vez que na˜o
e´ adequado a situac¸o˜es onde nos itens a posicionar existe um grande nu´mero
de retaˆngulos. Nestas situac¸o˜es, como a envolvente retangular de um retaˆn-
gulo e´ o pro´prio retaˆngulo, na˜o faz sentido tentar maximizar a sobreposic¸a˜o
de dois retaˆngulos pois na˜o e´ permitida a sobreposic¸a˜o de itens (figura 4.20).
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(a) Desperd´ıcio (b) Distaˆncia
(c) Per´ımetro
Figura 4.19: Crite´rios usados na escolha do pro´ximo item a posicionar
Figura 4.20: Crite´rio da sobreposic¸a˜o entre retaˆngulos
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Tal como acontece no TOPOS, o processo iterativo necessita de selecionar
um primeiro item, para iniciar a soluc¸a˜o parcial. Para esta selec¸a˜o optamos
por usar crite´rios que privilegiam a selec¸a˜o de itens ”grandes”:
• item com maior a´rea;
• item com maior per´ımetro;
• item com maior largura.
4.2.3 Testes Computacionais
Nesta secc¸a˜o sera˜o apresentados os resultados computacionais obtidos com
a heur´ıstica Rect-TOPOS. Os testes computacionais foram realizados numa
estac¸a˜o de trabalho Linux equipada com duplo processador Intel XEON Dual
Core 5160, 3GHz. Apesar de a estac¸a˜o de trabalho possuir dois CPUs, foi
utilizado apenas um processador nos testes. Para avaliar a heur´ıstica Rect-
TOPOS, foram utilizados quatro conjuntos de instaˆncias de teste, tendo as
instaˆncias de um deles sido geradas artificialmente, e as dos treˆs conjun-
tos restantes foram retiradas de publicac¸o˜es. Foram utilizados os seguintes
quatro conjuntos de instaˆncias:
• instaˆncias do conjunto de refereˆncia MCNC2 com origem no projeto de
circuitos VLSI, no qual todos os itens teˆm forma retangular e onde o
nu´mero total de itens a posicionar na˜o ultrapassa os 50 (APTE, XEROX,
HP, AMI33, AMI49);
• instaˆncias que conteˆm tambe´m apenas retaˆngulos, no entanto, diferem
das anteriores por apresentarem um nu´mero total de itens entre 100 e
500, (RP100, RP200, PCB146, PCB500)3;
• instaˆncias de Nakatake e Fujiyoshi [1997] (NAKATAKE1, NAKATAKE2),
(LIN) e Xu et al. [1998](AMI49L, AMI49LT) que conteˆm um misto de
itens que sa˜o retaˆngulos, itens com forma em L e/ou T e pol´ıgonos
ortogonais (U, +, H, em escada);
• instaˆncias geradas a partir das instaˆncias AMI33 e AMI49 do conjunto
de refereˆncia MCNC (AMI33LTa, AMI49LTa). Nestas instaˆncias usou-se
2http://vlsicad.eecs.umich.edu/BK/MCNCbench/HARD/
3 http://www.simplex.tu-tokyo.ac.jp/imahori/packing/
116 Heur´ısticas de Posicionamento de Minimizac¸a˜o da A´rea
Figura 4.21: Construc¸a˜o de itens ortogonais nas instaˆncias geradas
como regra alterar aproximadamente 10% do nu´mero total de retaˆn-
gulos para itens com formas em L e/ou T. Cada item e´ constru´ıdo de
forma a ter dimenso˜es inteiras e a sua a´rea seja aproximada da a´rea
do retaˆngulo que lhe deu origem, figura 4.21.
As instaˆncias de teste utilizadas apresentam caracter´ısticas variadas, no-
meadamente no nu´mero total de itens, no nu´mero de itens com formas di-
ferentes (nu´mero de tipos de itens), na forma dos itens (retangular, em L,
em T e outros pol´ıgonos ortogonais). Estas caracter´ısticas encontram-se
resumidas na Tabela 4.3.
A Tabela 4.4 resume os testes computacionais efetuados para avaliar
a heur´ıstica Rect–TOPOS. Foram testados os treˆs crite´rios para a escolha
do pro´ximo item a posicionar, a sua orientac¸a˜o e o ponto de posiciona-
mento, anteriormente apresentados (desperd´ıcio, distaˆncia e per´ımetro) e,
para cada um deles, foram consideradas treˆs possibilidades, a´rea, per´ımetro
e largura, para a escolha do item que inicia a soluc¸a˜o parcial. Os valores
indicados na tabela sa˜o os aproveitamentos obtidos, medidos como o quoci-
ente entre a a´rea dos itens posicionados e a a´rea da envolvente retangular
obtida. A negrito indica-se o melhor resultado obtido para cada instaˆncia.
Nesta tabela apresenta-se tambe´m, para cada instaˆncia, o tempo me´dio de
resoluc¸a˜o (Tm). Os tempos de processamento na˜o incluem o tempo de pre´-
processamento utilizado no ca´lculo do invo´lucro de posicionamento, entre
pares de itens. Este ca´lculo e´ demorado pois foi desenvolvido para lidar
com itens irregulares. Refira-se que os tempos de resoluc¸a˜o, para cada uma
das combinac¸o˜es dos crite´rios, aplicadas a cada instaˆncia, na˜o apresentam
grande variabilidade. Finalmente apresentam-se ainda, para cada instaˆn-
cia, o melhor resultado encontrado na literatura: aproveitamento (Aprov.),
tempo de resoluc¸a˜o (T) e a indicac¸a˜o da refereˆncia a` publicac¸a˜o.
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Tabela 4.3: Caracter´ısticas das instaˆncias usadas.
# Itens
Instaˆncia # Total # Tipos # Rect. # Ort.
APTE 9 3 9 —
XEROX 10 10 10 —
HP 11 6 11 —
AMI33 33 31 33 —
AMI49 49 46 49 —
RP100 100 99 100 —
PCB146 146 22 200 —
RP200 200 99 146 —
PCB500 500 417 500 —
AMI49L 28 28 7 21
AMI49LT 27 27 6 21
NAKATAKE1 40 35 30 10
NAKATAKE2 19 19 5 14
LIN 29 21 22 7
AMI33LTa 33 31 30 3
AMI49LTa 33 46 41 5
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Da Tabela 4.4 podemos constatar que os melhores resultados foram ob-
tidos quando se usa para a escolha do pro´ximo item a posicionar e respetivo
ponto de posicionamento o crite´rio per´ımetro, a` excec¸a˜o das instaˆncias APTE
e XEROX. Estas duas instaˆncias sa˜o muito sens´ıveis a` escolha do primeiro item
a posicionar, ja´ que teˆm um reduzido nu´mero de itens a posicionar, nove e
dez, respetivamente. Relativamente a` escolha do primeiro item, os resul-
tados mostram um maior equil´ıbrio entre os treˆs crite´rios. Na comparac¸a˜o
dos resultados obtidos com os melhores resultados publicados devera´ ter-se
em considerac¸a˜o que o Rect–TOPOS e´ apenas uma heur´ıstica construtiva,
enquanto os melhores resultados publicados foram obtidos com abordagens
baseadas em pesquisa local e em algoritmos de pesquisa em a´rvore. Em
relac¸a˜o a` comparac¸a˜o dos tempos de execuc¸a˜o, a informac¸a˜o insuficiente,
acerca das caracter´ısticas do processador usado, dispon´ıvel em Chan e Mar-
kov [2004] e Chen et al. [2010]), na˜o nos permite fazer uma comparac¸a˜o
rigorosa. No entanto, uma simples ana´lise permite concluir que os nossos
tempos sa˜o claramente inferiores. Na Tabela 4.5, apresenta-se a comparac¸a˜o
com os tempos de execuc¸a˜o publicados em Bortfeldt [2013]. Nesta tabela,
os tempos da coluna T’ resultaram da aplicac¸a˜o de um fator corretivo que
reflete as velocidades relativas dos computadores utilizados nos dois conjun-
tos de testes. O fator corretivo foi calculado com base nos dados dispon´ıveis
em www.cpubenchmark.net. Da comparac¸a˜o apresentada podemos concluir
que os tempos de execuc¸a˜o da heur´ıstica Rect–TOPOS sa˜o bastante compe-
titivos.
Assim, como seria de esperar, os resultados obtidos com o Rect–TOPOS
ficam aque´m dos publicados em Bortfeldt [2013], mas em contrapartida os
tempos de execuc¸a˜o sa˜o muito inferiores. Na figura 4.22 apresenta-se a
soluc¸a˜o obtida, pelo Rect–TOPOS, para a instaˆncia PCB500.
A Tabela 4.5 permite tambe´m mostrar o grande impacto que o nu´mero
de tipos de itens tem nos tempos de execuc¸a˜o da heur´ıstica Rect–TOPOS.
Por exemplo, apesar de a instaˆncia PCB146 ter mais 46 itens que a instaˆncia
RP100 o seu tempo de execuc¸a˜o e´ cerca de 10 vezes inferior, ja´ que tem
apenas 22 tipos de itens diferentes enquanto a instaˆncia RP100 tem 99 tipos
diferentes.
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Tabela 4.5: Comparac¸a˜o dos tempos de execuc¸a˜o entre a heur´ıstica Rect–
TOPOS e a abordagem apresentada em Bortfeldt [2013].
# Rect–TOPOS # Bortfeldt [2013]
Instaˆncia Tm (s) # T (s) # T’ (s)
APTE 0.01 1.0 0.69
AMI33 0.84 116.0 71.37
AMI49 1.97 1752.0 1077.87
RP100 9.35 59.0 36.29
PCB146 0.95 2250.0 1384.25
RP200 13.2 14.0 8.61
PCB500 221.0 554.0 340.83
Figura 4.22: Soluc¸a˜o obtida para a instaˆncia PCB500
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4.2.4 Comenta´rios e Concluso˜es
Nesta secc¸a˜o apresentou-se uma heur´ıstica construtiva, Rect–TOPOS, para
o problema de PP de minimizac¸a˜o de a´rea. Trata-se de uma heur´ıstica ra´-
pida que e´ capaz de lidar facilmente com todo o tipo de pol´ıgonos ortogonais.
Esta heur´ıstica usa va´rios crite´rios para escolher o pro´ximo item a posici-
onar, a sua orientac¸a˜o e o melhor ponto de posicionamento. A qualidade
das soluc¸o˜es obtidas revelou-se bastante satisfato´ria dado tratar-se de uma
simples heur´ıstica com reduzidos tempos de execuc¸a˜o. Estas caracter´ısti-
cas sugerem, como desenvolvimentos futuros, a incorporac¸a˜o da heur´ıstica
Rect–TOPOS numa abordagem baseada em pesquisa local. Nesta aborda-
gem seria poss´ıvel, a` custa de um aumento do tempo de execuc¸a˜o, melhorar
os ja´ bons resultados alcanc¸ados pelo Rect–TOPOS em situac¸o˜es onde tal
fosse necessa´rio. O tempo de execuc¸a˜o para o ca´lculo do invo´lucro de po-
sicionamento entre pares de itens sugere o desenvolvimento de um me´todo
espec´ıfico para lidar com itens ortogonais.

Cap´ıtulo 5
Abordagens Hı´bridas para
Problemas de
Posicionamento de
Minimizac¸a˜o da A´rea
Neste cap´ıtulo sera˜o abordados me´todos heur´ısticos combinados com mo-
delos matema´ticos. Me´todos heur´ısticos e modelos matema´ticos foram, du-
rante muitos anos, usados separadamente. Os modelos matema´ticos garan-
tem a soluc¸a˜o o´tima de um problema mas sa˜o, principalmente para instaˆn-
cias de me´dia/grande dimensa˜o, computacionalmente dispendiosos. Para
estas instaˆncias e´ habitual o recurso a me´todos heur´ısticos na sua resoluc¸a˜o.
Estes me´todos conseguem obter soluc¸o˜es de qualidade inferior num tempo
computacional reduzido.
Os me´todos heur´ısticos e os modelos matema´ticos podem ser combinados
de diferentes formas, por exemplo, os me´todos heur´ısticos podem ser usados
dentro de algoritmos branch-and-bound para a obtenc¸a˜o de bons limites su-
periores. Problemas relaxados podem ser usados para guiar a pesquisa do
espac¸o de soluc¸o˜es de uma meta-heur´ıstica, uma vez que a soluc¸a˜o o´tima
de uma relaxac¸a˜o de um dado problema indica muitas vezes em que zona
do espac¸o de soluc¸o˜es original podem ser encontradas boas soluc¸o˜es. Os
modelos matema´ticos podem tambe´m ser usados como descodificadores de
soluc¸o˜es resultantes de perturbac¸o˜es realizadas em meta-heur´ıstica, princi-
palmente quando as pesquisas sa˜o realizadas em sequeˆncias. Apenas nos
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u´ltimos anos os investigadores comec¸aram a reconhecer as vantagens e po-
tencialidades resultantes da combinac¸a˜o destes dois me´todos dando origem
a abordagens h´ıbridas. O caso particular da combinac¸a˜o de modelos ma-
tema´ticos e meta-heur´ısticas tambe´m e´ conhecido por Matheuristics. No
trabalho de Jourdan et al. [2009] e´ referido que estes me´todos permitem ob-
ter bons resultados pois permitem explorar simultaneamente as vantagens
dos modelos matema´ticos e das meta-heur´ısticas. Neste trabalho e´ pro-
posta uma classificac¸a˜o de me´todos h´ıbridos que combinem heur´ısticas com
me´todos exatos e uma nomenclatura dos me´todos usados para esta com-
binac¸a˜o. A taxonomia apresentada baseia-se no trabalho de Talbi [2002]
que, para ale´m de apresentar abordagens que hibridizam meta-heur´ısticas
e modelos matema´ticos, faz igualmente refereˆncia a abordagens que combi-
nam meta-heur´ısticas com meta-heur´ısticas. Uma visa˜o global acerca destes
me´todos pode ser encontrada em Dumitrescu e Stu¨tzle [2003], Feltl e Raidl
[2004], Puchinger e Raidl [2005], Raidl [2006] e em Raidl e Puchinger [2008].
Uma classificac¸a˜o geral das abordagens existentes, que combinam modelos
matema´ticos e meta-heur´ısticas, e´ realizada em Puchinger e Raidl [2005].
Estes autores distinguem duas classificac¸o˜es principais resultantes desta hi-
bridizac¸a˜o, tambe´m representadas na figura 5.1. Uma das combinac¸o˜es e´
colaborativa, significando que ha´ troca de informac¸a˜o entre os dois me´to-
dos, apesar de na˜o fazerem parte integrante um do outro (os dois me´todos
podem ser realizados sequencialmente, interligados ou em paralelo). Outra
combinac¸a˜o e´ integrativa onde, tal com o nome indica, um dos me´todos e´
parte integrante do outro.
Em PP este tipo de abordagem foi usado por Bennell e Dowsland [2001]
onde e´ combinada a meta-heur´ıstica Pesquisa Tabu com modelos matema´ti-
cos de compactac¸a˜o e separac¸a˜o para o Problema de Cutting Stock com itens
irregulares. Mais tarde, uma abordagens h´ıbrida que combina os modelos
matema´ticos propostos pelos autores anteriores com a meta-heur´ıstica pes-
quisa por arrefecimento simulado foi proposta por Gomes e Oliveira [2006]
para o PP de itens irregulares numa tira de altura limitada de comprimento
infinito. Como abordagem ao Problema da Mochila unidimensional, Plateau
et al. [2002] combinam algoritmos de pontos interiores e meta-heur´ısticas.
Fischetti e Lodi [2003] propuseram uma combinac¸a˜o entre me´todos basea-
dos em pesquisa local e abordagens baseadas em programac¸a˜o linear inteira
mista para problemas inteiros mistos gene´ricos. A ideia geral consiste em
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Figura 5.1: Classificac¸a˜o resultante da combinac¸a˜o entre modelos matema´-
ticos e meta-heur´ısticas (adaptado de Puchinger e Raidl [2005])
fixar um nu´mero de varia´veis, simplificando o problema, sem perder a pos-
sibilidade de obter boas soluc¸o˜es admiss´ıveis. No trabalho de Ibaraki et al.
[2008] e´ feita refereˆncia a PP que usam como abordagem me´todos h´ıbridos
que combinam pesquisa local com te´cnicas de programac¸a˜o linear, na˜o li-
near e/ou programac¸a˜o dinaˆmica. No trabalho de Ibaraki et al. [2008] sa˜o
referidas treˆs variantes que diferem no conjunto de itens para posicionar:
uma considera retaˆngulos com dimenso˜es fixas; numa segunda variante sa˜o
considerados itens com formas retangulares, no entanto, diferem dos itens
da variante anterior por terem dimenso˜es varia´veis e a´rea fixa; por u´ltimo
sa˜o considerados itens irregulares para posicionamento. Estes autores refe-
rem que os resultados dos testes computacionais realizados, pelos diversos
autores que usam esta abordagem, indicam que a programac¸a˜o matema´tica
e´ uma ferramenta vital para melhorar algoritmos meta-heur´ısticos.
Para lidar com o Problema da Mochila unidimensional, Pisinger [1995]
usou relaxac¸a˜o cont´ınua e a propriedade que a soluc¸a˜o inteira de um pro-
blema envolve a mudanc¸a de varia´veis pro´ximas a` soluc¸a˜o associada a um
item denominado por item cr´ıtico.
Claro que uma das questo˜es fundamentais destes me´todos h´ıbridos e´
como fazer a combinac¸a˜o entre eles de modo a obter benef´ıcios que sa˜o
inerentes a`s duas abordagens que compo˜em o me´todo h´ıbrido.
Neste cap´ıtulo apresentam-se abordagens que combinam modelos ma-
tema´ticos com me´todos heur´ısticos, figura 5.2, para PP de minimizac¸a˜o
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Figura 5.2: Hibridizac¸a˜o entre modelos matema´ticos e meta heur´ısticas
de a´rea. A principal motivac¸a˜o para o desenvolvimento destas abordagens
relaciona-se com o facto dos modelos apresentados para este problema na˜o
serem resolu´veis em tempo computacional baixo, exceto para instaˆncias de
pequena dimensa˜o tal como foi visto no cap´ıtulo 3. No entanto, e´ tam-
be´m importante tirar partido do uso de modelos matema´ticos, uma vez que
conseguem lidar com problemas como um todo.
Na primeira secc¸a˜o deste cap´ıtulo apresenta-se uma abordagem h´ıbrida
entre a meta-heur´ıstica ILS e dois modelos matema´ticos, de compactac¸a˜o e
separac¸a˜o, que permitem a obtenc¸a˜o de padro˜es admiss´ıveis e o´timos locais,
respetivamente. Trata-se, segundo a classificac¸a˜o apresentada de uma com-
binac¸a˜o integrativa onde os me´todos exatos sa˜o inseridos na meta-heur´ıstica.
Na segunda secc¸a˜o, apresenta-se uma heur´ıstica construtiva que se baseia no
posicionamento de grupos de itens, com o auxilio de modelos matema´ticos.
5.1 Abordagem Hı´brida Baseada em Pesquisa so-
bre Soluc¸o˜es Completas
Nesta secc¸a˜o, apresenta-se uma abordagem h´ıbrida de pesquisa local para o
PP de minimizac¸a˜o de a´rea. Os algoritmos h´ıbridos podem, tal como ja´ re-
ferido anteriormente, combinar meta-heur´ısticas com modelos matema´ticos
inseridos na estrutura de vizinhanc¸a. Esta abordagem foi usada por Gomes
e Oliveira [2006] para a resoluc¸a˜o do problema de posicionamento de itens
com formas irregulares. Baseia-se numa estrutura de vizinhanc¸a que utiliza
modelos matema´ticos para compactar padro˜es e separar os itens no caso de
existeˆncia de sobreposic¸o˜es e usa, para a pesquisa do espac¸o de soluc¸o˜es,
a meta-heur´ıstica Iterated Local Search (ILS). Os modelos matema´ticos sa˜o
aplicados de forma coordenada. O modelo de compactac¸a˜o opera sobre uma
soluc¸a˜o admiss´ıvel e e´ usado para obter soluc¸o˜es que sa˜o o´timos locais, isto
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Figura 5.3: Estrutura da abordagem h´ıbrida ILS+Compactac¸a˜o/Separac¸a˜o
e´, soluc¸o˜es compactas e admiss´ıveis. O modelo de separac¸a˜o e´ usado para
obter soluc¸o˜es admiss´ıveis resultantes de soluc¸o˜es na˜o admiss´ıveis. Ambos os
modelos sa˜o constru´ıdos a partir das posic¸o˜es relativas entre todos os pares
de itens.
Este trabalho encontra-se publicado no livro de atas do EU/MEeting
2009 ([Oliveira et al., 2009]).
5.1.1 Meta-Heur´ıstica ILS
Neste trabalho optou-se pelo uso da meta-heur´ıstica ILS para a pesquisa do
espac¸o de soluc¸o˜es combinada com os modelos matema´ticos de compacta-
c¸a˜o e separac¸a˜o. A opc¸a˜o de usar os mesmos modelos de Gomes e Oliveira
[2006] permite-nos lidar com pol´ıgonos ortogonais facilmente uma vez que
originalmente foram constru´ıdos para lidarem com pol´ıgonos na˜o convexos.
A meta-heur´ıstica ILS, proposta por Lourenc¸o et al. [2003], e´ um algoritmo
iterativo que e´ composto pelos seguintes componentes principais: iniciali-
zac¸a˜o, pesquisa local, regra de aceitac¸a˜o e perturbac¸a˜o. No processo de
inicializac¸a˜o e´ obtida uma soluc¸a˜o para iniciar o processo. Em cada iterac¸a˜o
do ILS e´ aplicada pesquisa local a` soluc¸a˜o corrente. De seguida, e´ usada
a regra de aceitac¸a˜o para atualizar ou na˜o a soluc¸a˜o corrente, pela soluc¸a˜o
obtida pela pesquisa local, e o movimento de perturbac¸a˜o e´ usado para a
obtenc¸a˜o de uma nova soluc¸a˜o corrente, figura 5.3.
A soluc¸a˜o inicial e´ obtida posicionando os itens numa linha onde a or-
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dem dos itens e´ completamente aleato´ria, isto e´, obte´m-se um padra˜o onde os
itens sa˜o posicionados aleatoriamente num retaˆngulo suficiente grande para
que sejam posicionados numa u´nica linha. Posteriormente sa˜o aplicados os
modelos matema´ticos de compactac¸a˜o e separac¸a˜o para obter padro˜es com-
pactos e admiss´ıveis. Na pesquisa local, e´ necessa´rio introduzir pequenas
alterac¸o˜es entre as posic¸o˜es relativas dos itens para a obtenc¸a˜o de padro˜es
com diferentes relac¸o˜es entre pares de itens. Deve notar-se que, contraria-
mente ao que acontece nas maioria das abordagens existentes, para resolver
este problema, que usam sequeˆncias de itens para a realizac¸a˜o de movimen-
tos, esta abordagem opera diretamente sobre padro˜es. Para a gerac¸a˜o de um
novo vizinho e´ introduzida uma pequena alterac¸a˜o no padra˜o, designada por
movimento para gerar um novo vizinho, que e´ obtida trocando as posic¸o˜es de
dois itens no padra˜o. Usualmente, esta pequena troca de posic¸o˜es de itens
resulta em sobreposic¸o˜es que sa˜o removidas aplicando o modelo de separa-
c¸a˜o. Subsequentemente e´ aplicado o modelo de compactac¸a˜o para compactar
o padra˜o. A grande diferenc¸a entre estes dois modelos reside na func¸a˜o obje-
tivo: no modelo de compactac¸a˜o e´ a a´rea do padra˜o enquanto que no modelo
de separac¸a˜o e´ a medida de sobreposic¸a˜o dos itens. Uma vez que o tamanho
de uma vizinhanc¸a usada na pesquisa local cresce de forma polinomial com
o aumento do nu´mero de itens, apenas e´ pesquisada uma vizinhanc¸a parcial.
Usaram-se duas regras de aceitac¸a˜o distintas: uma que atualiza sempre a
soluc¸a˜o corrente e outra que apenas atualiza se a nova soluc¸a˜o for melhor
do que a soluc¸a˜o corrente. O motivo para a escolha da primeira regra e´ que
esta permite guiar a pesquisa para outra regia˜o do espac¸o de soluc¸o˜es (i.e
para diversificar a pesquisa), com a segunda regra pretende-se intensificar a
pesquisa em torno da melhor soluc¸a˜o encontrada ate´ ao momento. A pertur-
bac¸a˜o altera uma percentagem de itens do padra˜o atual para novas posic¸o˜es
geradas aleatoriamente. Na figura 5.4 apresenta-se a estrutura detalhada da
abordagem usada, realc¸ando-se o bloco denominado Otimizac¸a˜o local, onde
sa˜o chamados de forma coordenada os modelos de compactac¸a˜o e separac¸a˜o.
5.1.2 Modelos de Compactac¸a˜o e Separac¸a˜o
Na abordagem h´ıbrida proposta, um padra˜o e´ analisado e estabelecem-se
relac¸o˜es de posicionamento entre pares de itens, sendo de seguida aplica-
dos os modelos de compactac¸a˜o e separac¸a˜o, figura 5.5. Assim, a utilizac¸a˜o
destes dois modelos de forma coordenada permite a obtenc¸a˜o de padro˜es
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Figura 5.4: Estrutura detalhada da abordagem h´ıbrida ILS+Compacta-
c¸a˜o/Separac¸a˜o
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Figura 5.5: Otimizac¸a˜o local
compactos e admiss´ıveis a partir de um padra˜o inicial que pode ser na˜o ad-
miss´ıvel. Usualmente, quando e´ realizado um movimento de troca de dois
itens, surgem sobreposic¸o˜es entre pares de itens, resultando em padro˜es na˜o
admiss´ıveis. O modelo de separac¸a˜o, tal como ja´ foi referido anteriormente,
permite a remoc¸a˜o de situac¸o˜es de sobreposic¸a˜o entre itens posicionados,
figura 5.6(a) e, consequentemente, a obtenc¸a˜o de padro˜es admiss´ıveis. Du-
rante este processo na˜o e´ poss´ıvel existir um aumento de situac¸o˜es de na˜o
admissibilidade e os movimentos entre itens sa˜o cont´ınuos. O modelo de
compactac¸a˜o parte de soluc¸o˜es admiss´ıveis e permite obter padro˜es compac-
tos, aumentando o aproveitamento do padra˜o. Neste modelo um conjunto
de movimentos coordenados e cont´ınuos sa˜o aplicados aos itens resultando
em padro˜es que sa˜o o´timos locais. No padra˜o obtido, depois de aplicado
o modelo de compactac¸a˜o, sa˜o mantidas as posic¸o˜es relativas entre pares
de itens apesar do posicionamento exato dos itens poder ser completamente
distinto do existente no padra˜o inicial, figura 5.6(b).
A estrutura de vizinhanc¸a usada consiste na operac¸a˜o de troca entre as
posic¸o˜es de dois itens selecionados aleatoriamente. A figura 5.7 ilustra um
exemplo desta operac¸a˜o e da obtenc¸a˜o de padro˜es admiss´ıveis e compactos
obtidos pela aplicac¸a˜o dos modelos de separac¸a˜o e compactac¸a˜o.
5.1.3 Testes Computacionais
Os itens usados para os testes desta subsecc¸a˜o sa˜o retangulares. Foram
usadas apenas as instaˆncias com nu´mero total de itens inferior a 50, do
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(a) separac¸a˜o
(b) compactac¸a˜o
Figura 5.6: Compactac¸a˜o e separac¸a˜o de itens
(a) selec¸a˜o de dois itens (b) troca
(c) separac¸a˜o (d) compactac¸a˜o
Figura 5.7: Exemplo de uma operac¸a˜o de troca de posic¸o˜es entre dois itens
e da aplicac¸a˜o dos modelos de compactac¸a˜o e separac¸a˜o
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conjunto de refereˆncia MCNC1 com origem no projeto de circuitos VLSI.
Foram implementadas e avaliadas duas verso˜es diferentes da abordagem
h´ıbrida: ILS CS e ILS BS. A versa˜o ILS CS baseia-se na primeira regra de acei-
tac¸a˜o descrita anteriormente (onde a soluc¸a˜o corrente e´ sempre atualizada),
enquanto que a versa˜o ILS BS baseia-se na segunda regra (a soluc¸a˜o corrente
apenas e´ atualizada se a nova soluc¸a˜o for melhor). Para melhor se realc¸ar
o comportamento das duas verso˜es (ILS CS diversifica a pesquisa atrave´s de
movimentos para diferentes soluc¸o˜es, enquanto ILS BS intensifica a pesquisa
sempre a` volta da melhor soluc¸a˜o), foram usadas na perturbac¸a˜o duas per-
centagens diferentes: 10% dos retaˆngulos na versa˜o ILS CS e 5% na versa˜o
ILS BS. Os restantes paraˆmetros usados sa˜o comuns a`s duas verso˜es: 20 ite-
rac¸o˜es no ILS e a vizinhanc¸a na pesquisa local e´ limitada a 200 trocas, no
ma´ximo, ou a 25% do nu´mero total de trocas poss´ıveis (estes valores foram
fixados apo´s a realizac¸a˜o de alguns testes preliminares).
Os testes computacionais foram realizados numa estac¸a˜o de trabalho
Linux equipada com duplo processador Intel XEON Dual Core 5160, 3GHz
e foi usado o ILOG Cplex 10.1 para resolver os modelos de programac¸a˜o
linear. Os resultados obtidos apresentam-se na tabela 5.1. Nesta tabela
apresenta-se, para cada instaˆncia, a melhor soluc¸a˜o, a pior soluc¸a˜o, a me´dia
das vinte corridas e o tempo me´dio de execuc¸a˜o para uma corrida, assim
como os melhores resultados conhecidos na literatura.
5.1.4 Comenta´rios e Concluso˜es
Os resultados obtidos pelas duas verso˜es, da abordagem h´ıbrida, propostas
foram muito consistentes. Em ambas as verso˜es, os resultados mostraram
diferenc¸as, entre as melhores soluc¸o˜es e as me´dias das melhores soluc¸o˜es, de
cerca de 1% para quatro instaˆncias. Apenas na instaˆncia HP esta diferenc¸a
foi superior a 2%. As duas verso˜es usadas mostraram resultados similares.
Na tabela 5.1 pode-se observar que, entre as duas verso˜es, a diferenc¸a entre a
me´dia, a melhor e a pior soluc¸a˜o e´ sempre inferior a 0.5% com uma pequena
vantagem na me´dia das soluc¸o˜es para a versa˜o ILS BS e na melhor soluc¸a˜o
para ILS CS. Tal como era esperado, as duas verso˜es apresentam tempos de
execuc¸a˜o semelhantes, uma vez que ambos partilham a mesma estrutura.
Para a me´dia das soluc¸o˜es, a diferenc¸a e´ inferior a 0.5% para a instaˆncia
AMI33, cerca de 3% para a instaˆncia HP e cerca de 2% para as restantes
1http://vlsicad.eecs.umich.edu/BK/MCNCbench/HARD/
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AMI33% AMI49%
APTE%
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XEROX%
Figura 5.8: Exemplos de padro˜es obtidos atrave´s da abordagem ILS+Com-
pactac¸a˜o/Separac¸a˜o
instaˆncias. Os tempos de execuc¸a˜o apresentados na tabela 5.1 sugerem que
esta abordagem apenas consegue lidar, em tempo u´til, com instaˆncias de
pequena/me´dia dimensa˜o. Na figura 5.8 apresentam-se exemplos de padro˜es
obtidos pela abordagem h´ıbrida ILS+Compactac¸a˜o/Separac¸a˜o.
5.2 Abordagem Hı´brida Baseada na Construc¸a˜o
de Padro˜es
Com base na versa˜o linearizada do modelo apresentado na secc¸a˜o 3.3 do ca-
p´ıtulo 3, para PP de minimizac¸a˜o de a´rea, desenvolveu-se uma abordagem
h´ıbrida iterativa de construc¸a˜o de padro˜es. A abordagem h´ıbrida proposta
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usa regras heur´ısticas para seleccionar os itens a posicionar em cada itera-
c¸a˜o e modelos matema´ticos para resolver iterativamente os subproblemas,
tornando assim poss´ıvel a resoluc¸a˜o de instaˆncias complexas e de grande
dimensa˜o.
5.2.1 Heur´ıstica Construtiva Hı´brida
Nesta subsecc¸a˜o apresenta-se uma abordagem h´ıbrida que constro´i soluc¸o˜es
atrave´s de um processo iterativo. Cada subconjunto de itens a posicionar e´
obtido atrave´s de regras heur´ısticas que se baseiam no tamanho dos itens.
Em cada iterac¸a˜o, as posic¸o˜es relativas entre pares de itens posicionados
sa˜o mantidas fixas, enquanto que os novos itens a posicionar teˆm posic¸o˜es
relativas livres. A principal ideia e´ posicionar os itens maiores, em primeiro
lugar, e usar os itens mais pequenos para preencher os espac¸os vazios que
resultam do posicionamento dos itens maiores.
O processo inicia sempre com uma soluc¸a˜o parcial nula e, a cada iterac¸a˜o,
um item ou um conjunto de itens sa˜o adicionados a` soluc¸a˜o parcial. O
processo termina quando for constru´ıda uma soluc¸a˜o que contenha todos
os itens. Com a heur´ıstica proposta pretende-se obter boas soluc¸o˜es, num
tempo computacional baixo, mesmo para instaˆncias de grande dimensa˜o. Tal
como foi referido anteriormente, o nu´mero de varia´veis bina´rias existentes
no modelo apresentado, que dizem respeito a`s posic¸o˜es relativas entre pares
de itens, cresce de forma polinomial com o aumento do nu´mero de itens,
sendo este nu´mero de varia´veis muito significativo. Dadas as dificuldades
em resolver o modelo na sua globalidade, em tempo u´til, e´ natural o uso
de um me´todo heur´ıstico que va´ adicionando os itens a uma soluc¸a˜o parcial
(conjunto de itens posicionados anteriormente), em vez de os posicionar
todos de uma so´ vez.
Tal como ja´ foi referido, o modelo matema´tico apresentado na secc¸a˜o
3.3 do cap´ıtulo 3 na˜o resolve, em tempo u´til, instaˆncias de me´dia e grande
dimensa˜o. No entanto, e´ importante tirar partido das vantagens resultantes
do modelo matema´tico na resoluc¸a˜o de PP, nomeadamente a resoluc¸a˜o de
problemas como um todo. Nos problemas reais que, na maiorias das vezes,
sa˜o de dimensa˜o elevada e´ importante reduzir o tempo computacional e,
simultaneamente, obter soluc¸o˜es de boa qualidade. A ideia geral da abor-
dagem proposta, denominada HCH, consiste na decomposic¸a˜o de problemas
em pequenos subproblemas, permitindo diminuir a sua complexidade, de
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forma a ser poss´ıvel a resoluc¸a˜o de cada subproblema atrave´s do modelo
matema´tico. Como se trata de um processo iterativo, o modelo matema´-
tico vai sendo construido em cada iterac¸a˜o por adic¸a˜o de novas varia´veis e
restric¸o˜es. Em vez de serem posicionados todos os itens, em cada iterac¸a˜o
da heur´ıstica construtiva, e´ posicionado um conjunto de itens que e´ adicio-
nado ao conjunto de itens anteriormente posicionados (soluc¸a˜o parcial). A
primeira iterac¸a˜o distingue-se das restantes por ser poss´ıvel adicionar um
maior nu´mero de itens ao modelo. Nas iterac¸o˜es seguintes, adicionam-se
ao modelo da iterac¸a˜o anterior as varia´veis e restric¸o˜es relativas aos novos
itens que se pretendem adicionar e, para ale´m disso, as varia´veis bina´rias
referentes a`s posic¸o˜es relativas entre pares de itens, que constituem a solu-
c¸a˜o parcial, sa˜o fixadas de acordo com o posicionamento destes itens. Fixar
as varia´veis bina´rias consiste na atribuic¸a˜o de um valor particular (zero ou
um) a`s varia´veis rij e uij . Por exemplo, se o item i esta´ posicionado com-
pletamente a` esquerda do item j enta˜o a varia´vel rij tera´ o valor fixo igual
a zero. Na figura 5.9 esta´ ilustrado um exemplo de uma soluc¸a˜o obtida
atrave´s da heur´ıstica construtiva h´ıbrida. Neste exemplo, um conjunto de
itens de va´rios tamanhos esta´ dispon´ıvel para posicionamento; estes itens
sa˜o ordenados segundo um determinado crite´rio; na figura 5.9(a) os itens
esta˜o ordenados por ordem decrescente de a´rea; de seguida e´ feita uma se-
lec¸a˜o de itens, sendo escolhidos os itens de maior a´rea para posicionar em
primeiro lugar (representados na figura por I), o posicionamento e´ obtido
atrave´s da resoluc¸a˜o do modelo matema´tico, figura 5.9(b); na iterac¸a˜o se-
guinte, um novo conjunto de itens (conjunto II) e´ selecionado para adicionar
a` soluc¸a˜o parcial obtida, onde as posic¸o˜es relativas entre pares de itens da
soluc¸a˜o parcial, que resultou do posicionamento dos itens do conjunto I, se
manteˆm inalteradas; o posicionamento dos itens e´ feito atrave´s da resoluc¸a˜o
do modelo matema´tico. Na˜o havendo mais itens para posicionar e´ obtida a
soluc¸a˜o final, figura 5.9(c).
No fluxograma da figura 5.10 esta´ representada a sequeˆncia de passos
da abordagem proposta. E´ sabido que os itens maiores (maior a´rea, maior
per´ımetro, maior largura, etc.) teˆm mais influeˆncia no valor da func¸a˜o obje-
tivo do que os itens mais pequenos, que resulta, muitas vezes, das dimenso˜es
do padra˜o serem determinadas pelo posicionamento dos itens maiores. Por
este motivo, torna-se importante que os itens maiores sejam posicionados no
in´ıcio, pois e´ muitas vezes poss´ıvel o preenchimento de espac¸os vazios, re-
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I" II"
(a) selec¸a˜o de itens para posicionar
(b) soluc¸a˜o da fase I (c) soluc¸a˜o da fase II
Figura 5.9: Ilustrac¸a˜o do funcionamento da heur´ıstica construtiva
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sultantes do posicionamento dos itens maiores, com os itens mais pequenos.
Consequentemente, e´ necessa´rio uma ordenac¸a˜o dos itens, por ordem decres-
cente, segundo um crite´rio que pode ser, por exemplo, a´rea, per´ımetro, lar-
gura, etc. Depois desta ordenac¸a˜o, os primeiros k0 itens sa˜o escolhidos para
serem posicionados em primeiro lugar. O modelo matema´tico apresentado
na secc¸a˜o 3.3 do cap´ıtulo 3 e´ constru´ıdo iterativamente e, consecutivamente,
resolvido com as varia´veis e restric¸o˜es relativas aos itens que se pretendem
posicionar. Em cada iterac¸a˜o, a soluc¸a˜o do modelo e´ um conjunto de pon-
tos de posicionamento que formam uma soluc¸a˜o parcial. Depois de se obter
uma soluc¸a˜o parcial, e se ainda houver itens para posicionar, sa˜o escolhidos
k itens para adicionar a` soluc¸a˜o parcial anterior. Ao modelo anteriormente
resolvido sa˜o adicionadas restric¸o˜es e varia´veis respeitantes a estes itens.
Este aumento de restric¸o˜es e varia´veis torna o modelo mais complexo a` me-
dida que o nu´mero de iterac¸o˜es aumenta. Para diminuir esta complexidade,
as posic¸o˜es relativas entre pares de itens, que constituem a soluc¸a˜o parcial,
permanecem inalteradas. Para fixar as relac¸o˜es geome´tricas entre pares de
itens foram usadas treˆs variantes que sera˜o explicadas mais a` frente. Este
processo iterativo continua ate´ que todos os itens estejam posicionados. A
soluc¸a˜o parcial da u´ltima iterac¸a˜o e´ a soluc¸a˜o final do modelo.
Em relac¸a˜o ao valor de k0 da primeira iterac¸a˜o, deve notar-se que a`
medida que k0 aumenta torna-se mais dif´ıcil resolver o modelo ate´ a` oti-
malidade. Por outro lado, pretende-se encontrar um bom posicionamento
relativo entre itens grandes, na˜o sendo, no entanto, necessa´rio obter a solu-
c¸a˜o o´tima para esta soluc¸a˜o parcial, uma vez que o ponto de posicionamento
de cada item podera´ na˜o ser o mesmo ate´ a` obtenc¸a˜o da soluc¸a˜o final. Nas
iterac¸o˜es subsequentes, o valor de k na˜o pode ser muito elevado pois, a` me-
dida que o nu´mero de itens posicionados aumenta, o modelo torna-se mais
complexo, resultante do aumento do nu´mero de varia´veis e restric¸o˜es mas,
em contrapartida, torna-se mais fa´cil pois, com a diminuic¸a˜o do tamanho
dos itens, e´ poss´ıvel preencher espac¸os vazios. Esta possibilidade de preen-
cher os espac¸os vazios e´ uma das grandes vantagens desta heur´ıstica. Tal
como para os paraˆmetros k0 e k podera´ ser tambe´m necessa´rio fazer peque-
nos ajustes aos valores do gap e do tempo limite de resoluc¸a˜o do modelo
em cada iterac¸a˜o. Um bom ajuste do gap permite obter boas soluc¸o˜es num
tempo computacional ra´pido. Quanto mais pequeno for este valor melhor
sera´ a soluc¸a˜o obtida mas, em contrapartida, torna a sua obtenc¸a˜o mais
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Figura 5.10: Fluxograma da heur´ıstica construtiva hibridizada com modelos
matema´ticos
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demorada. Por outro lado, o tempo limite deve ser ajustado de forma a
que, combinado com o gap, permita que o modelo pare em casos onde na˜o e´
poss´ıvel atingir em tempo u´til o gap escolhido. Esta situac¸a˜o pode ocorrer,
por exemplo, quando, com os itens existentes, na˜o for poss´ıvel obter um bom
encaixe resultando num caso de posicionamento mais complexo e computaci-
onalmente mais demorado. Estes dois paraˆmetros devem ser configurados de
forma adequada para permitir um bom funcionamento da heur´ıstica e, con-
sequentemente, obter soluc¸o˜es de boa qualidade num tempo computacional
aceita´vel.
Para fixar as posic¸o˜es relativas entre pares de itens, tal como foi refe-
rido anteriormente, foram consideradas treˆs variantes desta heur´ıstica: uma
onde as posic¸o˜es relativas entre pares de itens pertencentes a` soluc¸a˜o parcial
esta˜o fixas (V1), outra onde os centros destes itens variam num determinado
intervalo (V2) e, finalmente, uma terceira variante onde os centros dos itens
da soluc¸a˜o parcial se manteˆm inalterados (V3). Apesar de ser computacio-
nalmente mais dispendiosa, a primeira variante e´ mais adequada a` resoluc¸a˜o
de modelos com menos de 49 itens, uma vez que e´ a mais flex´ıvel pois, com
a possibilidade de afastamento dos itens posicionados, permite maior liber-
dade ao posicionamento dos itens que va˜o ser adicionados a` soluc¸a˜o parcial.
A segunda versa˜o aplica-se a` resoluc¸a˜o de modelos com nu´mero de itens entre
49 e 200 e consiste em permitir pequenas variac¸o˜es nos pontos de posiciona-
mento de itens posicionados em iterac¸o˜es anteriores. A terceira variante e´
mais indicada para modelos com mais de 200 itens e consiste na fixac¸a˜o dos
pontos de posicionamento do conjunto de itens da soluc¸a˜o parcial, sendo a
mais r´ıgida das treˆs variantes mas, por outro lado, a menos demorada.
Com a primeira variante pretende-se manter as posic¸o˜es relativas entre
pares de itens que pertenc¸am a` soluc¸a˜o parcial permitindo, em iterac¸o˜es se-
guintes, posicionar, se poss´ıvel, itens no meio destes, preenchendo espac¸os
vazios, na˜o resultando num aumento do valor da func¸a˜o objetivo. Manter
as posic¸o˜es relativas entre pares de itens significa que, se um item esta´ a`
esquerda de outro, por exemplo, a posic¸a˜o relativa entre eles sera´ sempre
esta, podendo o seu afastamento ser maior ou menor. Com esta estrate´gia,
o nu´mero de varia´veis bina´rias, relativamente ao modelo global, na˜o cresce
de forma ta˜o acentuada, apenas sendo necessa´rio considerar varia´veis bina´-
rias entre os pares de itens que va˜o sendo adicionados e, varia´veis bina´rias
entre estes itens e os que ja´ esta˜o posicionados. Na˜o e´ necessa´rio considerar
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varia´veis bina´rias entre pares de itens ja´ posicionados, uma vez que esta va-
ria´veis esta˜o fixas, isto e´, ou sa˜o iguais a zero ou a um. Por exemplo, se uma
soluc¸a˜o parcial tem seis itens posicionados e, pretendendo-se adicionar treˆs
itens, obteˆm-se 48 varia´veis bina´rias para as posic¸o˜es relativas entre pares de
itens em vez das 90 resultantes do modelo completo. Esta estrate´gia permite
resolver o modelo em tempo u´til.
A segunda variante permite fazer o mesmo que a versa˜o anterior mas com
maior rigidez, na˜o dando tanta liberdade de movimentac¸a˜o aos itens que for-
mam uma soluc¸a˜o parcial. Depois de posicionado um conjunto de itens que
formam uma soluc¸a˜o parcial, nas iterac¸o˜es seguintes o centro destes itens
pode variar apenas num intervalo xci ∈ [xci−∆, xci +∆] e yci ∈ [yci−∆, yci +∆].
A posic¸a˜o relativa entre pares de itens permanece inalterada de forma in-
direta, isto e´, algumas varia´veis bina´rias sa˜o automaticamente eliminadas
porque conduzem a situac¸o˜es onde na˜o existem soluc¸o˜es admiss´ıveis. O
objetivo e´ permitir um determinado afastamento entre itens de forma a per-
mitir pequenos ajustes na soluc¸a˜o parcial. O valor do paraˆmetro ∆ devera´
ter em atenc¸a˜o as dimenso˜es dos itens das instaˆncias que se pretendem re-
solver de forma a que seja poss´ıvel o posicionamento de itens mais pequenos
entre itens posicionados em iterac¸o˜es anteriores.
A terceira variante surge da necessidade de resolver modelos com mais
de 200 itens. Para estas situac¸o˜es, a reduc¸a˜o do nu´mero de varia´veis bina´rias
pelo processo anteriormente descrito na˜o e´ suficiente, para a sua resoluc¸a˜o
num tempo aceita´vel. Este problema resulta do crescimento da soluc¸a˜o
parcial pois e´ necessa´rio considerar varia´veis bina´rias entre todos os itens
que se va˜o posicionar e todos os itens ja´ posicionados. Por este motivo,
nesta variante optou-se por fixar efetivamente o ponto de posicionamento
de cada item da soluc¸a˜o parcial, na˜o possibilitando quaisquer mudanc¸as nos
pontos de posicionamentos ate´ a` obtenc¸a˜o da soluc¸a˜o final. Esta variante e´
a mais r´ıgida mas, em contrapartida, o nu´mero de varia´veis bina´rias e´ mais
reduzido do que nas verso˜es anteriores.
Quando os itens a posicionar sa˜o ortogonais e´ necessa´rio garantir que se
um dos itens retangulares que forma este pol´ıgono e´ escolhido para ser adi-
cionado a` soluc¸a˜o parcial todos os outros tambe´m teˆm que ser selecionados.
Note-se que o modelo, quando lida com itens ortogonais, na˜o e´ ta˜o demo-
rado como no posicionamento separado do mesmo nu´mero de retaˆngulos que
constituem o item ortogonal, uma vez que algumas varia´veis, para ale´m da
142 Abordagens Hı´bridas para Probl. de Minimizac¸a˜o da A´rea
posic¸a˜o relativa, esta˜o fixas em relac¸a˜o a outras.
5.2.2 Ana´lise a`s Instaˆncias
Tal como foi referido anteriormente, e´ importante ter alguma informac¸a˜o
acerca das instaˆncias que se pretendem resolver, nomeadamente no que se
refere aos tamanhos dos itens. O tamanho de um item pode ser a sua
a´rea, per´ımetro, altura, largura, etc. A importaˆncia desta ana´lise reside
principalmente na selec¸a˜o dos itens que formam a primeira soluc¸a˜o parcial,
isto e´, no valor de k0 e na escolha do valor de ∆.
Nas figuras 5.11(a) e 5.11(b) esta˜o representados dois gra´ficos que apenas
diferem no eixo do x. Ambos os gra´ficos representam a variac¸a˜o das a´reas
dos itens, ordenadas por ordem decrescente. Do gra´fico da figura 5.11(a)
representa k-e´simo percentil de valores da a´rea dos itens, onde k esta´ repre-
sentado no eixo do x. Pode usar-se a informac¸a˜o representada neste gra´fico
para estabelecer um limite para o nu´mero de itens a usar na primeira iterac¸a˜o
da heur´ıstica construtiva h´ıbrida. O segundo gra´fico apresenta a variac¸a˜o
das dimenso˜es dos itens ate´ ao quinquage´simo item. Da figura 5.11(a) pode
verificar-se que existem essencialmente treˆs grupos distintos de instaˆncias.
Um dos grupos, constitu´ıdo pelas instaˆncias AMI49, PCB146 e PCB500, tem um
grande nu´mero de itens muito pequenos; um segundo grupo, composto pela
instaˆncia N600, com itens me´dios e pequenos; e um grupo onde as instaˆncias
teˆm itens me´dios, pertencem a este grupo as instaˆncias AMI33, N30, N50, N100,
N200, N300, RP100 E RP200. Nas instaˆncias pertencentes ao primeiro grupo a
possibilidade de preencher os espac¸os vazios e´ maior dado o elevado nu´mero
de itens de pequena dimensa˜o. O gra´fico da figura 5.11(b) pode concluir-se
que a escolha de k0 difere de instaˆncia para instaˆncia.
Na tabela 5.2 apresentam-se algumas estat´ısticas relativas a`s dimenso˜es
de cada instaˆncia, como: a menor dimensa˜o, o primeiro quartil, a me´dia, a
mediana, o terceiro quartil e a maior dimensa˜o. Para ale´m destes valores
apresenta-se ainda o valor de ∆, que, para cada instaˆncia, corresponde a
metade da 25a maior dimensa˜o de todas as dimenso˜es da instaˆncia. Nos
testes computacionais que se ira˜o apresentar de seguida sera´ considerado,
para cada instaˆncia o valor de ∆ apresentado nesta tabela.
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Figura 5.11: Variac¸a˜o da a´rea dos itens em cada instaˆncia
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Tabela 5.2: Ana´lise estat´ıstica e valor do ∆
Instaˆncia Min. Q1 Me´dia Mediana Q3 Ma´x. ∆
N30 33 55.75 83.77 82.5 109 134 48
N50 25 42 62.65 65 82 96 41
ami33 49 119 195.47 140 225.75 560 91
ami49 168 406 809.57 749 976.5 3234 490
N100 16 30.5 42.56 42 56 67 31
N200 12 20 29.6 30 38 48 23
RP100 2 30 45.54 42 60.5 95 38
RP200 2 30 45.54 42 60.5 95 43
PCB146 160 250 586.01 400 640 6596 610
N300 12 21 30.06 30.5 39 48 23
N600 12 22 31.99 32.5 41 67 31
PCB500 11 15 38.81 27 46.25 295 81
5.2.3 Testes Computacionais
Nesta subsecc¸a˜o apresentam-se os testes e experieˆncias computacionais re-
alizados com a heur´ıstica construtiva h´ıbrida apresentada na secc¸a˜o 5.2.1.
Estes testes esta˜o dividido em duas partes, uma onde as instaˆncias con-
teˆm apenas itens retangulares e outra onde as instaˆncias conteˆm, ale´m de
retaˆngulos, itens ortogonais.
Itens Retangulares
Os testes computacionais realizados baseiam-se na resoluc¸a˜o de treˆs gru-
pos principais de instaˆncias, que conteˆm apenas itens retangulares. Um
dos grupos conte´m instaˆncias de pequena/me´dia dimensa˜o, com um nu´-
mero de itens que varia entre trinta e cinquenta; um segundo grupo com
instaˆncias de dimensa˜o me´dia/grande onde o nu´mero total de itens varia
entre cem e duzentos e, finalmente, no terceiro conjunto incluem-se instaˆn-
cias grandes, com um nu´mero total de itens entre trezentos e seiscentos.
Todas as instaˆncias teˆm origem no projeto de circuitos VLSI e podem ser
obtidas em http://vlsicad.eecs.umich.edu/BK/MCNCbench/HARD/. Na
tabela 5.3 apresenta-se, ale´m do nome da instaˆncia e do nu´mero total de
itens, o melhor resultado conhecido para cada uma das instaˆncias de re-
fereˆncia, nomeadamente a percentagem de aproveitamento e o tempo em
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Tabela 5.3: Melhores resultados conhecidos
Melhor Res.
Instaˆncia #Rect. Aprov. (%) Tempo (s) Ref.
N30 30 97.8 1543.0 Bortfeldt [2013]
N50 50 98.5 7.10 Li et al. [2010]
AMI33 33 99.0 116.0 Bortfeldt [2013]
AMI49 49 98.6 1752.0 Bortfeldt [2013]
N100 100 99.8 1915.0 Bortfeldt [2013]
N200 200 99.0 37.0 Bortfeldt [2013]
RP100 100 99.0 59.0 Bortfeldt [2013]
RP200 200 99.1 14.0 Bortfeldt [2013]
PCB146 146 98.85 2250.0 Bortfeldt [2013]
N300 300 99.0 39.0 Bortfeldt [2013]
N600 600 93.1 90.0 Chan e Markov [2004]
PCB500 500 99.0 554.0 Bortfeldt [2013]
segundos. E´ tambe´m apresentada a refereˆncia ao trabalho onde o melhor
resultado foi obtido. No caso de existirem trabalhos com o mesmo valor
optou-se por colocar na tabela o que obteve menor tempo de execuc¸a˜o.
Tal como ja´ foi referido na secc¸a˜o 5.2.1 existem treˆs variantes poss´ıveis
de considerar na heur´ıstica construtiva h´ıbrida, todas relacionadas com os
itens que formam uma soluc¸a˜o parcial: uma onde as varia´veis respeitantes
a`s posic¸o˜es relativas entre pares de itens esta˜o fixas; uma onde se da´ uma
pequena liberdade de movimentac¸a˜o dos centros dos itens (relacionada com
o valor ∆); uma onde os centros dos itens da soluc¸a˜o parcial esta˜o fixos. Em
vez de se considerar cada variante isoladamente optou-se por relacionar a
sua variac¸a˜o com o nu´mero de itens posicionados ate´ ao momento, em cada
iterac¸a˜o. Assim, considerando Si a soma do nu´mero de itens posicionados
ate´ a` iterac¸a˜o i, temos:
• 0 < Si ≤ 25 apenas se fixam as posic¸o˜es relativas entre pares de itens;
• 25 < Si ≤ 50 e´ permitida uma variac¸a˜o igual a ∆;
• 50 < Si ≤ 75 e´ permitida uma variac¸a˜o igual a ∆2 ;
• 75 < Si ≤ 100 e´ permitida uma variac¸a˜o igual a ∆5 ;
• 100 < Si ≤ 150 e´ permitida uma variac¸a˜o igual a ∆10 ;
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Tabela 5.4: Resultados dos testes computacionais da heur´ıstica construtiva
h´ıbrida numa configurac¸a˜o mais demorada
Instaˆncia TL (s) k0 k ∆ Tempo (s) W H Aprov. (%)
N30 60 8 3 48 116.215 431 515 93.8
N50 60 6 3 41 257.993 458 454 95.5
AMI33 30 6 2 91 15.1153 1260 966 95.0
AMI49 60 6 3 490 181.543 6720 5530 95.4
N100 60 6 3 31 1044.62 358 538 93.2
N200 60 6 3 23 1062.41 447 437.7 89.8
RP100 60 8 3 38 1064.27 495 434 95.4
RP200 60 6 3 43 1269.02 629 698 93.4
PCB146 60 8 3 200 1087.9 9180 8930 95.9
N300 60 8 3 23 1185.72 705 429 90.3
N600 30 6 2 31 1864.71 920.1 749 91.2
PCB500 60 6 3 30 1192.1 1042 1353 96.3
• Si > 150 fixam-se os centros dos itens que pertencem a` soluc¸a˜o parcial.
Nas tabelas 5.4 e 5.5 apresenta-se, para cada instaˆncia, os resultados ob-
tidos pela heur´ıstica construtiva h´ıbrida, indicando-se o tempo limite con-
siderado em cada iterac¸a˜o (TL), o nu´mero de itens que iniciam a soluc¸a˜o
parcial (k0), o nu´mero de itens a adicionar ao modelo nas iterac¸o˜es seguintes
(k), o valor de ∆, o tempo total de execuc¸a˜o, a largura e a altura do padra˜o,
assim como a respetivo aproveitamento. Os paraˆmetros apresentados nestas
tabelas distinguem-se essencialmente no tempo limite e no nu´mero de itens
a adicionar ao modelo nas iterac¸o˜es diferentes da primeira. Os resultados
da tabela 5.4 foram obtidos com uma configurac¸a˜o da heur´ıstica h´ıbrida que
privilegia a qualidade final da soluc¸a˜o em detrimento do tempo de ca´lculo.
Ja´ os resultados da tabela 5.5 foram obtidos com uma configurac¸a˜o que pri-
vilegia a rapidez. As principais diferenc¸as residem no tempo limite e no valor
de k. Em todos os testes realizados foi considerado um gap igual a 0.0001 e
como crite´rio de ordenac¸a˜o a a´rea dos itens por ordem decrescente.
Nas figuras 5.12 e 5.13 apresentam-se os padro˜es obtidos pela heur´ıstica
construtiva h´ıbrida para as instaˆncias retangulares, na configurac¸a˜o mais
demorada e mais ra´pida, respetivamente.
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(a) N20 (b) N50 (c) AMI33 (d) AMI49
(e) RP100 (f) RP200 (g) N100 (h) PCB146
(i) N300 (j) N600 (k) PCB500
Figura 5.12: Padro˜es obtidos para as instaˆncias retangulares com a heur´ıs-
tica construtiva h´ıbrida numa configurac¸a˜o mais lenta
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(a) N20 (b) N50 (c) AMI33 (d) AMI49
(e) RP100 (f) RP200 (g) N100 (h) PCB146
(i) N300 (j) N600 (k) PCB500
Figura 5.13: Padro˜es obtidos para as instaˆncias retangulares com a heur´ıs-
tica construtiva h´ıbrida numa configurac¸a˜o mais ra´pida
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Tabela 5.5: Resultados dos testes computacionais da heur´ıstica construtiva
h´ıbrida numa configurac¸a˜o mais ra´pida
Instaˆncia TL (s) k0 k ∆ Tempo (s) W H Aprov. (%)
N30 20 6 1 48 10.4264 501 447 93.1
N50 20 6 1 41 21.306 515 416 92.7
AMI33 20 6 1 91 10.4939 973 1281 92.8
AMI49 20 6 1 490 18.0379 5180 7308 93.6
N100 20 8 1 31 54.4789 633 307 92.4
N200 20 8 1 23 114.697 309 623 88.3
RP100 20 6 1 38 46.945 666 331 93.0
RP200 20 6 1 43 111.982 531 834 92.6
PCB146 20 8 1 200 68.4711 9630 8490 96.2
N300 20 8 1 23 265.243 406 757 88.9
N600 20 8 1 31 1511.33 901 774 90.1
PCB500 20 6 1 30 559.141 1216 1168 95.6
Itens Ortogonais
As instaˆncias de problemas reais podem ter, para ale´m de um conjunto maior
ou menor de retaˆngulos, um conjunto de itens ortogonais. Na tabela 5.7,
apresentam-se os resultados obtidos pela heur´ıstica construtiva h´ıbrida para
duas instaˆncias com itens ortogonais (LIN e NAKATAKE1). A instaˆncia LIN
conte´m vinte e nove itens dos quais 22 sa˜o retangulares e sete sa˜o ortogo-
nais. A instaˆncia NAKATAKE1 conte´m quarenta itens, trinta retangulares
e dez ortogonais. Os itens ortogonais foram divididos em retaˆngulos pelo
processo apresentado na secc¸a˜o 5.2 (figura 3.4). Na tabela 5.6 apresenta-
se a identificac¸a˜o dos retaˆngulos que constituem cada item ortogonal, para
cada uma das instaˆncias. Depois desta divisa˜o a instaˆncia LIN passou a ter
quarenta retaˆngulos no total e a instaˆncia NAKATAKE1 cinquenta.
Note-se que a instaˆncia LIN obteve 100% de aproveitamento no melhor
resultado obtido na literatura. No entanto, esta instaˆncia e´ pouco realista
visto tratar-se de um puzzle perfeito. Este tipo de instaˆncias na˜o servem para
fazer comparac¸o˜es, pois sabendo qual o encaixe dos itens pode construir-se
uma abordagem que obtenha esse encaixe.
Na figura 5.14 apresentam-se os padro˜es obtidos pela heur´ıstica constru-
tiva h´ıbrida para as instaˆncias LIN e NAKATAKE1, figuras 5.14(a) e 5.14(b),
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Tabela 5.6: Itens ortogonais das instaˆncias NAKATAKE1 e LIN
NAKATAKE1
Item Ortogonal Subitens
1 1 2
2 3 4
3 6 7
4 8 9
5 10 11
6 12 13
7 14 15
8 20 21
9 24 25
10 26 27
LIN
Item Ortogonal Subitens
1 1 2 3
2 4 5 6
3 7 8
4 10 11 12
5 13 14 15
6 16 17
7 19 20
Tabela 5.7: Resultados dos testes computacionais de instaˆncias com itens
ortogonais
. Tempo Aprov. Melhor Res.∗
Instaˆncia # Ret. k0 k (s) W H (%) (%) (s)
LIN 40 12 3 119.4 10 15 94.7 100 2.72
NAKATAKE1 50 11 2 177.9 300 350 94.1 96.9 2.72
NAKATAKE2 42 14 6 491.5 20 23 78.7 80.2 93.32
∗Chen et al. [2010]
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respetivamente.
5.2.4 Comenta´rios e Concluso˜es
Os testes realizados com a heur´ıstica construtiva h´ıbrida mostram que e´
poss´ıvel resolver instaˆncias de grande dimensa˜o em tempo computacional
considerado satisfato´rio. Uma das grandes vantagens desta heur´ıstica reside
no facto de ser poss´ıvel atribuir valores a alguns paraˆmetros que permitem
que a resoluc¸a˜o de uma dada instaˆncia seja mais ou menos ra´pida. Estes
paraˆmetros sa˜o o tempo limite de resoluc¸a˜o do modelo, em cada iterac¸a˜o,
o gap, a escolha do nu´mero de itens a posicionar na primeira iterac¸a˜o (k0)
e o nu´mero de itens a posicionar em iterac¸o˜es diferentes da primeira (k).
Quando se pretende obter uma boa soluc¸a˜o estes paraˆmetros devem ser con-
figurados de forma a que na˜o seja atingido o tempo limite em cada iterac¸a˜o
(exceto na primeira). Por exemplo, quando se aumenta o valor de k0 deve
aumentar-se o valor do tempo limite. Em relac¸a˜o a instaˆncias com itens
ortogonais, os resultados obtidos com a heur´ıstica construtiva h´ıbrida foram
superiores aos obtidos pela heur´ıstica Rect–TOPOS apresentada na secc¸a˜o
4.2. Deve notar-se que a abordagem usada por [Bortfeldt, 2013] lida com
combinac¸o˜es lineares entre as dimenso˜es dos itens. Assim, por exemplo, a
instaˆncia RP200, apesar de ter mais retaˆngulos do que a instaˆncia PCB146, o
tempo de execuc¸a˜o da primeira e´ muito menor do que o da segunda, por-
que e´ mais fa´cil combinar dimenso˜es entre os itens. Apesar das instaˆncias
com itens ortogonais, existentes na literatura, serem de me´dia dimensa˜o e´
poss´ıvel com a heur´ıstica construtiva h´ıbrida resolver instaˆncias de grande
dimensa˜o.
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(a) LIN
(b) NAKATAKE1
Figura 5.14: Padro˜es obtidos para as instaˆncias LIN e NAKATAKE1
Cap´ıtulo 6
Conclusa˜o
6.1 Concluso˜es do Trabalho
Nesta dissertac¸a˜o considerou-se o PP de itens ortogonais num objeto onde as
dimenso˜es na˜o esta˜o definidas. O principal objetivo desta tese foi desenvol-
ver modelos matema´ticos e abordagens heur´ısticas para lidar com instaˆncias
de grande dimensa˜o. Como resposta a` primeira questa˜o de investigac¸a˜o co-
locada no in´ıcio deste trabalho que consistia em decidir qual a abordagem
a usar para o problema proposto pode afirmar-se que, atrave´s das expe-
rieˆncias realizadas, tal como ja´ era esperado, na˜o e´ poss´ıvel resolver, com
o modelo global, instaˆncias de me´dia e grande dimensa˜o ate´ a` otimalidade.
Assim, foi necessa´rio usar abordagens baseadas em me´todos heur´ısticos para
a resoluc¸a˜o do PP, para instaˆncias de me´dia/grande dimensa˜o, num tempo
computacional reduzido. Foram propostos me´todos construtivos e me´todos
h´ıbridos (que combinam modelos matema´ticos com me´todos heur´ısticos).
Quando foi necessa´rio decidir que regra usar na ordenac¸a˜o dos itens, para
posteriormente se proceder ao seu posicionamento, optou-se por posicionar,
em primeiro lugar, os itens maiores (maior a´rea, maior per´ımetro, maior
dimensa˜o). Esta decisa˜o baseou-se num estudo, recorrendo a uma heur´ıstica
construtiva parametriza´vel.
Foi proposta uma adaptac¸a˜o de uma heur´ıstica construtiva que opera
diretamente no padra˜o, que foi originalmente desenvolvida para lidar com
itens irregulares. Trata-se de uma heur´ıstica ra´pida que lida facilmente com
todo o tipo de pol´ıgonos ortogonais (Rect–TOPOS). A qualidade das solu-
c¸o˜es obtidas revelou-se bastante satisfato´ria dado tratar-se de uma simples
heur´ıstica com reduzidos tempos de execuc¸a˜o.
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Tentando tirar partido das vantagens existentes nos modelos matema´ti-
cos e nos me´todos heur´ısticos foram propostas duas abordagens que com-
binam estes dois me´todos de resoluc¸a˜o. Uma das abordagens combina a
meta-heur´ıstica Iterated Local Search (ILS) com modelos matema´ticos de
compactac¸a˜o e separac¸a˜o. A utilizac¸a˜o destes dois modelos de forma coor-
denada permitiu a obtenc¸a˜o de padro˜es compactos e admiss´ıveis a partir de
um padra˜o inicial que poderia ser na˜o admiss´ıvel. Uma segunda abordagem
utilizou modelos matema´ticos na construc¸a˜o iterativa de soluc¸o˜es onde em
cada iterac¸a˜o um conjunto de itens e´ adicionado a uma soluc¸a˜o parcial, por
interme´dio de um modelo matema´tico. A escolha dos itens a posicionar em
cada iterac¸a˜o foi feita segundo crite´rios heur´ısticos.
Em relac¸a˜o a` questa˜o de investigac¸a˜o colocada acerca da forma mais
indicada de lidar com itens ortogonais, isto e´, se devem ser divididos em
retaˆngulos ou na˜o, em algumas das abordagens propostas nesta dissertac¸a˜o
optou-se pela divisa˜o dos itens ortogonais em retaˆngulos e noutras optou-se
por lidar com o item como um todo.
Uma importante contribuic¸a˜o desta dissertac¸a˜o foi a extensa˜o do modelo,
existente para itens retangulares, para lidar com itens ortogonais. Para este
modelo foi realizado um conjunto de experieˆncias para validar a extensa˜o
do modelo a itens ortogonais. Este modelo (que lida com itens ortogonais)
foi tambe´m incorporado na heur´ıstica construtiva h´ıbrida para lidar com
instaˆncias com itens ortogonais.
6.2 Desenvolvimentos Futuros
Nesta secc¸a˜o apresentam-se algumas perspetivas de desenvolvimento futuro
deste trabalho.
Os testes realizados com a heur´ıstica Rect–TOPOS, sugerem a incorpo-
rac¸a˜o desta heur´ıstica numa abordagem baseada em pesquisa local. Nesta
abordagem seria poss´ıvel, a` custa de um aumento do tempo de execuc¸a˜o,
melhorar os ja´ bons resultados alcanc¸ados pelo Rect–TOPOS em situac¸o˜es
onde tal fosse necessa´rio.
O tempo de execuc¸a˜o para o ca´lculo do invo´lucro de posicionamento
entre pares de itens sugere o desenvolvimento de um me´todo espec´ıfico para
lidar com itens ortogonais.
Uma outra possibilidade de investigac¸a˜o seria desenvolver uma abor-
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dagem h´ıbrida de pesquisa local com base no mesmo modelo da heur´ıstica
h´ıbrida baseada na construc¸a˜o de padro˜es. O objetivo desta abordagem seria
melhorar iterativamente soluc¸o˜es existentes atrave´s de um processo de pes-
quisa local que consistiria na manipulac¸a˜o (fixac¸a˜o e relaxac¸a˜o) de varia´veis
bina´rias respeitantes a`s posic¸o˜es relativas entre pares de itens. Um conjunto
de itens seria selecionado para ser removido do padra˜o e, consequentemente,
todas as varia´veis bina´rias referentes a esses itens seriam libertadas. Os
itens selecionados seriam novamente posicionados, na sua totalidade, numa
u´nica iterac¸a˜o ou, poderiam ser posicionados em va´rias iterac¸o˜es, recorrendo
a` heur´ıstica construtiva h´ıbrida.
Finalmente, uma linha de investigac¸a˜o diferente seria o desenvolvimento
de abordagens para PP tridimensionais com itens ortogonais.
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