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1Introduction générale
De nos jours, les nouveaux systèmes de communication basés en général sur l’Internet
prennent une place majeure dans la vie de chacun. Il est possible d’accéder à une grande
quantité de données à partir de chez soi, ou même en dehors. Les appareils mobiles utilisés
pour ce type de tâches (ordinateurs portables, téléphones mobiles, tablettes numériques
...) tendent à voir leurs capacités augmenter et la taille de leurs composants diminuer.
La recherche de nouveaux composants toujours plus petits et performants est un enjeu
économique majeur dans la société actuelle. Dans cette lignée les propriétés des nanoma-
tériaux séduisent la communauté scientifique mondiale, pour servir d’éléments actifs dans
les nouveaux dispositifs électroniques et optiques à l’échelle nanométrique [1].
Notre intérêt porte sur les nanomatériaux moléculaires à transition de spin. Leurs
capacités à changer d’état moléculaire sous l’application de divers stimuli (la température,
la lumière, concentration de gaz, la pression...) font d’eux des candidats potentiels pour de
futures applications industrielles, comme par exemple la conception de capteurs de gaz.
Des couches nanométriques de ces matériaux peuvent aussi, par exemple, être utilisées
pour moduler les signaux optiques ou électriques.
Cependant, un nouvel ingrédient est à prendre en compte : la dépendance avec la
diminution de la taille des propriétés physiques et chimiques des matériaux. Par exemple,
plusieurs investigations expérimentales ont montré que la diminution de la taille a une
influence importante sur les propriétés de bistabilité des matériaux à transition de spin.
Les premiers résultats théoriques indiquent une perte irrémédiable de la coexistence d’un
état stable et d’un état métastable dans les nano-objets. Cependant ces résultats sont en
contradiction avec de récentes études expérimentales. L’objectif principal de cette thèse
est d’essayer de comprendre pourquoi la bistabilité des matériaux moléculaires à transi-
tion de spin change avec la diminution de la taille. Dans ce but, des études, couplant la
modélisation du phénomène de transition de spin de nanoparticules, et la mesure expé-
rimentale de propriétés physiques dans des nanoparticules à transition de spin, ont été
réalisées. En plus d’un intérêt fondamental, la compréhension du phénomène de bistabi-
lité à l’échelle du nanomètre est une étape essentielle, donnant les ingrédients nécessaires
pour contrôler la bistabilité dans de nouveaux types de nano-objets.
2 Introduction générale
Ainsi, l’organisation du manuscrit suit la logique suivante :
Le premier chapitre est consacré à l’introduction du phénomène de transition de spin
et de la nanothermodynamique. Tout d’abord, des notions générales sur la transition de
spin sont rappelées, accompagnées d’un état de l’art du phénomène. En particulier divers
modèles théoriques pour la transition de spin sont exposés, avant d’introduire la pro-
blématique de la transition de spin à l’échelle nanométrique. Afin de positionner notre
problématique dans un contexte plus large, des exemples de transition de phases sont évo-
qués, mettant en évidence l’impact des effets de taille sur la stabilité des phases. Enfin, un
outil important pour la compréhension du comportement de petits objets est présenté :
la nanothermodynamique.
Le deuxième chapitre présente l’impact des propriétés de surface et d’interface sur le
comportement de la transition de spin. Dans ce but, un modèle nanothermodynamique
adapté à la description du phénomène de la transition de spin a été réalisé. Il met en
évidence l’importance de l’impact de la surface sur le comportement de la transition de
spin des nanoparticules. Il a ainsi permis de “concevoir” théoriquement des objets pour
lesquels la transition de spin serait facilement ajustable. Cette étude théorique allie la
nanothermodynamique, la physique statistique et la mécanique des milieux continus.
Le troisième chapitre est dédié à l’étude de l’élasticité et de la bistabilité des nanomaté-
riaux à transition de spin. Une investigation expérimentale est menée sur la détection du
changement des propriétés élastiques des matériaux en fonction de la taille. Le résultat
de cette étude est utilisé dans les différents modèles introduits dans le deuxième chapitre,
afin de comprendre l’origine de la bistabilité dans les nano-objets.
Pour finir la conclusion générale reprend les résultats principaux obtenus, permettant de
terminer sur des perspectives de recherche dans la continuité de ce travail.
3Chapitre I
Introduction à la Transition de spin
et à la Nanothermodynamique
I.1 Étude de la Transition de Spin
I.1.1 Un aperçu général et historique
C’est pour la première fois en 1931 que la transition de spin fut observée par Cambi
et coll. Ils mirent en évidence un comportement magnétique “anormal” lors de leur étude
d’une série de composés de FeIII à base de ligand dithiocarbamate [2]. En 1964, la première
transition de spin (TS) de l’ion FeII à l’état solide dans le composé [Fe(phen)2(NCS)2] fut
mise en évidence par Baker et Bobonich [3]. Toujours en 1964, la notion de croisement
de spin (spin-crossover) fut introduite par Ewald et al., où les auteurs, s’appuyant sur la
théorie du champ des ligands, proposèrent que le changement d’état de spin était possible
lorsque l’énergie du champ de ligand est comparable à l’énergie moyenne d’appariement
des électrons dans les orbitales d [4]. À ce jour, cette vision du phénomène n’a pas été
changée et fait l’objet de nombreux articles et revues scientifiques. Ce phénomène, plus
fréquemment appelé de nos jours « transition de spin », est connu pour des complexes
présentant des centres métalliques (de configuration électronique 3d4 – 3d7) tels que les
ions FeIII [5–8], CoII [9–12], CoIII [13–15], MnII [16, 17], MnIII [18, 19], CrII [20, 21], sans
oublier l’ion FeII qui présente le plus grand nombre d’études.
Lors de la transition de spin, les propriétés physiques et chimiques du matériau
changent. La transition se caractérise par une variation de l’enthalpie ∆H et de l’en-
tropie ∆S du système. Les premières mesures calorimétriques ont été réalisées par Sorai
et Seki sur le composé de [Fe(phen)2(NCS)2] [22]. De plus, le changement du moment de
spin modifie les propriétés magnétiques du matériau. De manière usuelle, la transition de
spin se caractérise par une mesure de la susceptibilité magnétique (χ(T )), à l’aide d’un
magnétomètre dans le cas d’un solide. La transition électronique provoque un changement
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dans les propriétés d’absorption de la lumière par le matériau. Ainsi dans certain cas la
transition de spin peut être visible à l’œil nu, par un simple changement de couleur de
l’échantillon. Lors de la transition de spin, l’interaction entre le nuage électronique et le
noyaux, ainsi que les interactions entre l’ion métallique et ses ligands sont modifiées. En
particulier, ces effets se traduisent par une modification du spectre d’absorption Möss-
bauer. König et Madeja furent les premiers à mettre en évidence le changement du spectre
d’absorption Mössbauer du matériau de [Fe(phen)2(NCS)2] lors du changement d’état de
spin [23]. Par la suite et grâce à cette technique, König et Ritter ont pour la première
fois étudié l’évolution du facteur de Debye–Waller lors d’une transition de spin [24]. Cette
étude permet de remonter aux propriétés élastiques (et vibrationnelles) du matériau en
fonction de l’état de spin [25], en utilisant le modèle de Debye [26]. Un autre impact
important de la transition de spin sur les propriétés du matériau est l’augmentation du
volume de la molécule et de la maille cristalline lors d’une transition de l’état bas spin
vers l’état haut spin.
Comme c’était le cas pour les exemples précédents, la transition de spin est générale-
ment provoquée par une variation de la température. Il a cependant été montré que cette
transition est sensible à un large spectre de stimuli externes. Tout comme la différence
d’entropie entre les deux états de spin est le moteur de la transition de spin thermo-induite,
la variation de volume entre les deux états est le moteur de la transition de spin (∆V )
avec la variation de pression. La première étude sous pression a été faite sur un complexe
de FeIII par Ewald et al [27]. D’un autre côté, la sensibilité à la lumière du phénomène
de transition de spin a été montrée dans un premier temps par McGarvey et Lawthers en
milieu liquide [28]. Peu après, Decurtins et al montrèrent que ce processus existe aussi à
l’état solide [29, 30], où il est possible, à l’aide d’une source lumineuse, de piéger le système
dans un état métastable haut spin à basse température (effet LIESST). Cette technique
permet, en outre, de suivre les cinétiques de relaxation vers l’état fondamental bas spin.
Un autre stimulus externe, pouvant modifier le comportement de la transition de spin,
est l’application d’un champ magnétique. L’impact d’un champ magnétique statique a été
étudié pour la première fois par Gütlich et coll sur le composé de [Fe(phen)2(NCS)2] [31].
Ensuite Bousseksou et al ont étudié l’effet d’un champ magnétique pulsé intense sur ce
même composé [32].
D’un point de vue théorique, la conversion de spin graduelle thermo-induite suit une
statistique de Boltzmann. Cependant ce modèle atteint sa limite pour les conversions de
spin abruptes, avec ou sans hystérèse. Le phénomène de bistabilité est expliqué par l’exis-
tence de phénomènes collectifs sous forme d’interactions intermoléculaires, dont l’origine
est élastique du fait d’une différence de volume entre les deux états de spin. Slichter et Dri-
ckamer ont développé un modèle de thermodynamique axiomatique, prenant en compte
les interactions par un terme non-linéaire dans l’enthalpie libre [33]. Une approche, basée
sur l’interaction entre les ions haut spin et bas spin à travers une pression image, a tenté
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d’exprimer le terme d’interaction non-linéaire en fonction des propriétés élastiques du
matériau [34, 35]. D’un point de vue microscopique, le modèle d’Ising a été adapté pour
modéliser la transition de spin avec des interactions intermoléculaires [36, 37]. Nasser alla
plus loin dans l’étude des interactions intermoléculaires, en remplaçant dans l’hamiltonien
le terme d’interaction d’Ising par des interactions élastiques, modélisées par des ressorts
[38].
La plupart des composés à transition de spin sont des matériaux moléculaires. Comme
évoqué précédemment, la bistabilité d’un matériau dépend fortement des interactions in-
termoléculaires. C’est à dire du couplage entre la transition de spin d’une molécule et du
cristal dans laquelle celle-ci se trouve. Afin d’exalter le couplage entre les différents sites
métalliques de transition, une autre approche peut être utilisée. Elle consiste à utiliser des
réseaux de coordination à base d’ion métallique de transition (par example FeII). Grâce
à ce type de composés, il a été possible d’obtenir des matériaux à transition de spin,
transitant autour de la température ambiante avec une large hystérèse dans la courbe de
transition thermique. Ce comportement rend ces composés attractifs pour leurs intégra-
tions dans des dispositifs optiques ou électroniques [39].
Dans ce contexte, ce travail de thèse sera focalisé sur des composés à transition de
spin ayant un centre métallique de type FeII dans un réseau de coordination polymérique.
I.1.2 Bistabilité de la Molécule
I.1.2.1 Théorie du champ cristallin
a) Exemple de l’ion Fer II dans une structure octaédrique
La théorie du champ cristallin permet d’expliquer d’une manière simple l’existence de
la conversion de spin. Si l’on prend le cas de l’ion FeII libre, les niveaux d’énergie des
cinq orbitales 3d sont dégénérés. Si l’ion métallique est placé dans un champ sphérique,
le niveau d’énergie des orbitales sera de Esph = Elib + ∆E, avec Elib l’énergie du niveau
d’énergie des orbitales de l’ion libre (voir Figure I.1). Placées dans un environnement
octaédrique parfait, qui abaisse la symétrie des cations métalliques, les cinq orbitales
3d subissent une levée partielle de dégénérescence, avec un niveau de basse énergie t2g
possédant les trois orbitales dégénérées dxy, dxz, dyz, et un niveau de haute énergie eg
possédant les deux orbitales dégénérées dz2 , dx2−y2 . Les énergies des orbitales sur eg et
t2g seront respectivement Eeg = Esph + 35∆0 et Et2g = Esph − 25∆0, avec ∆0 la différence
d’énergie entre les deux niveaux. L’écart énergétique ∆0 entre ces orbitales moléculaires
est déterminé par la force du champ cristallin, et vaut 10 Dq. Dq est le paramètre de
force du champ cristallin et dépend de la nature du ligand et de l’ion métallique. C’est un
paramètre semi-empirique qui doit être déterminé expérimentalement dans chaque cas.
Dans le cadre de la théorie du champ cristallin, l’interaction entre le centre métallique et
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Figure I.1 – Influence du champ cristallin sphérique et octaédrique sur le spectre éner-
gétique des orbitales 3d.
Figure I.2 – Configurations électroniques des deux états fondamentaux possibles pour
un ion FeII dans un complexe octaédrique.
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les ligands est considérée comme électrostatique. L’ion métallique est chargé positivement,
tandis que les ligands jouent le rôle de charges négatives. Ce modèle relativement simple
explique la levée de dégénérescence des orbitales d. Cependant, ce modèle est inadapté
dans le cas de ligands non-chargés. La théorie du champ de ligands utilise la théorie des
orbitales moléculaires appliquée à un centre métallique dans un complexe octaédrique.
La prise en compte des liaisons covalentes de type σ et pi, entre le métal et les ligands,
conduit à une levée de dégénérescence similaire à celle trouvée avec la théorie du champ
cristallin [40].
Suivant l’écart énergétique entre eg et t2g, l’ion FeII a deux configurations possibles
(voir Figure I.2). Si ∆0 est plus petit que l’énergie d’appariement électronique Π (champ
cristallin faible), alors les électrons suivent la règle de Hund et peuplent un maximum
d’orbitales. Dans le cas d’un complexe de FeII, le spin total est S = 2 ; cet état para-
magnétique se nomme l’état haut spin (HS) ou 5T2g en terme spectroscopique. Dans le
cas contraire (champ cristallin fort), alors il est plus favorable énergétiquement d’apparier
les électrons sur les niveaux de plus basse énergie (violation de la loi de Hund). Pour un
complexe de FeII le spin total est alors S = 0 ; cet état diamagnétique se nomme l’état
bas spin (BS) ou 1A1g en terme spectroscopique.
Le diagramme de Tanabe–Sugano exposé en figure I.3 représente l’énergie des termes
spectroscopiques d’un ion d6 dans un environnement octaédrique, correspondant aux ni-
veaux fondamentaux et excités en fonction de l’intensité du champ de ligands. Lorsque le
Figure I.3 – Diagramme de Tanabe-Sugano pour un ion métallique de configuration
électronique d6 dans un champ de ligands octaédrique [41, 42], traçant l’énergie des états
électroniques en fonction de l’énergie du champ de ligands le tout en unité de paramètre
de la répulsion électronique B (paramètre de Racah).
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champ de ligands est nul l’état fondamental de l’ion métallique, selon la règle de Hund,
est 5D. Sous l’application d’un champ de ligand cet état se sépare en deux états, le nouvel
état fondamental 5T2g (état HS) et un état excité 5Eg. L’état 5T2g reste l’état fondamen-
tal jusqu’à une valeur seuil de l’énergie du champ de ligands ∆crit, au-delà l’état 1A1g
(état BS) devient le nouvel état fondamental. C’est seulement autour de cette valeur de
∆crit que le phénomène de transition de spin sera visible dans les matériaux à base d’ions
métalliques complexés dans une symétrie octaédrique.
b) Diagramme configurationnel
Le passage d’un état électronique à un autre a pour conséquence un changement
de la distance Fer–ligands. L’état HS de la molécule voit sa distance Fer–ligand plus
importante que celle de l’état BS du fait de la présence de deux électrons sur les orbi-
tales anti-liantes eg, qui repoussent les orbitales électroniques des ligands. Dans l’exemple
d’un complexe FeIIN6, cette différence de distance Fer–ligand est approximativement
∆rHB = rHS − rBS ≈ 0, 2 Å [41]. De plus, les électrons de l’ion complexé dans son état
BS peuplent majoritairement les orbitales t2g. Cela favorise le transfert d’électron vers le
ligand, renforçant ainsi la rétrodonation métal-ligand et laisse libre les orbitales eg pour
une liaison de type donation σ.
De par ces différences, les deux configurations électroniques possèdent une différence
importante en termes de vibrations intramoléculaires. Dans l’approximation d’un mode
de vibration harmonique unique on a l’inégalité νHS < νBS, où νHS et νBS représentent
respectivement la fréquence de vibration intramoléculaire de l’état HS et de l’état BS.
Dans une approche classique, les deux états moléculaires peuvent être représentés par
deux puits de potentiel dans un diagramme configurationnel (figure I.4) [43]. L’inégalité
entre les fréquences des deux états de spin induit une variation de la concavité des puits
entre les deux états, avec un puits plus large dans l’état HS. Le minimum d’un puits
E0 est défini par l’énergie du niveau de point zéro, et est égal à la somme de l’énergie
électronique et de l’énergie vibrationnelle à température nulle :
E0 = Eel + Evib(T = 0) (I.1)
Pour qu’il y ait transition de spin, il est nécessaire que la différence énergétique entre
les énergies du niveau de point zéro des deux états soit du même ordre de grandeur que
l’énergie d’excitation thermique : ∆E0HB = E0HS−E0BS ≈ kbT . À quelques rares exceptions
près [44–46], dans les composés à transition de spin l’énergie du niveau de point zéro BS est
plus basse que celle de l’état HS, et donc l’état fondamental est BS à T = 0 K. Cependant,
la différence d’énergie entre les niveaux discrets vibrationnels pour une molécule dans son
état HS est plus faible que celle dans son état BS (hνHS < hνBS). Il en résulte une densité
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d’états accessibles au système plus élevée dans l’état HS que dans l’état BS, l’état HS
devient donc thermodynamiquement l’état stable à haute température (maximisation de
l’entropie).
Figure I.4 – Représentation schématique du diagramme configurationnel des deux états
moléculaires (HS et BS) dans l’approximation d’un mode Fer-ligand moyen harmonique.
I.1.2.2 Thermodynamique de la Transition de Spin
La transition de spin thermo–induite d’un ensemble de molécules isolées peut être
décrite dans une approche thermodynamique classique comme un équilibre entre deux
phases. La fonction thermodynamique pertinente pour un système en contact avec un
barostat et un thermostat (contrôle de la pression et de la température autour de l’échan-
tillon) est l’enthalpie libre de Gibbs G. À pression constante, la différence d’enthalpie libre
de Gibbs entre l’état HS et l’état BS (∆G = GHS −GBS) s’écrit de la manière suivante :
∆G = ∆H − T∆S (I.2)
où ∆H et ∆S sont respectivement la différence d’enthalpie (HHS −HBS) et la différence
d’entropie (SHS−SBS) entre les deux états de spin du système. La température d’équilibre
T1/2 pour laquelle la proportion entre les molécules dans l’état HS et dans l’état LS est
égale est définie par ∆G = 0. Cette température s’écrit sous la forme suivante :
T1/2 =
∆H
∆S (I.3)
La différence d’enthalpie peut être décomposée en deux contributions, un terme élec-
tronique ∆Hel possédant une valeur autour de 12000 J.mol−1 et un terme vibrationnel
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∆Hvib ayant une valeur autour de 1200 J.mol−1 [43, 47]. De par une différence d’un fac-
teur 10, il est possible dans une première approximation d’écrire la différence d’enthalpie
comme ∆H ≈ ∆Hel ≈ 12000 J.mol−1.
De manière similaire la différence d’entropie possède comme contributions majoritaires
deux parties distinctes, un terme électronique ∆Sel et un terme vibrationnel ∆Svib. ∆Sel
est elle-même divisée en deux parties, l’une prenant en compte les changements des mo-
ments de spin ∆Sspinel et une autre tenant en compte les moments orbitalaires ∆Sorbel . Ces
deux différences d’entropie s’écrivent de la manière suivante :
∆Sspinel = NakB ln
(2SHS + 1
2SBS + 1
)
(I.4)
∆Sorbel = NakB ln
(2LHS + 1
2LBS + 1
)
(I.5)
avec Na et kB qui représentent respectivement le nombre d’Avogadro et la constante
de Boltzmann. Dans le cas de l’ion FeII dans une symétrie octaédrique parfaite, une
transition de l’état BS vers l’état HS donne ∆Sspinel = R ln(5) = 13, 38 J.mol−1.K−1 et
∆Sorbel = R ln(3) = 9, 13 J.mol−1.K−1. Cependant, la symétrie autour de l’ion métallique
est en réalité plus basse, la dégénérescence orbitalaire est en général levée et ∆Sorbel de-
vient négligeable. Il en découle ∆Sel ≈ ∆Sspinel = 13, 38 J.mol−1.K−1. Des mesures de
calorimétrie faites sur des composés à base de complexe d’ion FeII [48, 49] donnent ty-
piquement une variation de ∆S entre 40 J.mol−1.K−1 et 80 J.mol−1.K−1. Ces valeurs
sont nettement supérieures au ∆Sel obtenue, et cette différence entre ∆S et ∆Sel est
attribuée à la contribution de l’entropie vibrationnelle ∆Svib. Une grande partie de la
différence d’entropie vibrationnelle est attribuée à la différence des modes de vibrations
intramoléculaires (∆Sintravib ) entre l’état HS et BS, due à l’élongation des distances métal–
ligands. Cependant, un matériau dans l’état solide a des liaisons intermoléculaires non
négligeables, ce qui donne lieu à des vibrations intermoléculaires. Ces vibrations du ré-
seau sont dépendantes de l’état de spin, impliquent une variation d’entropie ∆Sintervib et
modifient la variation d’entropie totale.
À l’aide des équations (I.2) et (I.3), la transition de spin d’un point de vue thermody-
namique peut être résumée de la manière suivante :
— T < T1/2 → ∆H > T∆S ↔ GBS < GHS, le terme enthalpique est dominant, l’état
stable est donc l’état BS.
— T > T1/2 → ∆H < T∆S ↔ GBS > GHS, le terme entropique devient dominant,
l’état stable est donc l’état HS.
— T = T1/2 → ∆H = T∆S ↔ GBS = GHS, les termes enthalpique et entropique sont
équivalents, il y a équilibre entre les deux phases, appelé équilibre de spin.
Comme évoqué précédemment, l’entropie est considérée comme le moteur de la transition
de spin thermoinduite.
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I.1.3 Molécules dans un solide massif : Notion de Coopérativité
I.1.3.1 Les différentes transitions de spin
Dans un environnement dilué (solution solide ou liquide) les interactions intermolécu-
laires sont le plus souvent négligeables. Le changement d’état de spin décrit jusqu’à présent
pour une molécule isolée peut alors être appliqué dans ce cas présent. Un ensemble de
molécules à transition de spin en milieu dilué sera donc traité comme un ensemble de
molécules isolées. Ainsi, la conversion de spin suivra une statistique de type Boltzmann.
Dans le cas d’un matériau massif, lors de la transition de spin les interactions intermo-
léculaires et l’organisation structurale des molécules vont être fortement modifiées. En
passant de l’état BS vers l’état HS, le volume des molécules augmente, ce qui conduit à
une réorganisation des molécules et une augmentation globale du volume du matériau.
Cette augmentation du volume s’accompagne d’une augmentation de la compressibilité
du matériau, qui en d’autres mots se traduit par la diminution en moyenne des forces des
liaisons intermoléculaires. La coopérativité d’un matériau à transition de spin représente
l’ensemble de ces mécanismes élastiques.
Par convention, une courbe de transition de spin thermique représente la fraction HS
moyenne (nHS) en fonction de la température. Dans l’exemple d’un matériau à transition
Figure I.5 – Principaux types de transitions de spin thermiques, représentant la fraction
HS (γHS ≡ nHS) en fonction de la température : (a) transition de spin graduelle, (b)
transition de spin abrupte, (c) transition de spin avec cycle d’hystérésis, (d) transition de
spin en deux étapes [50].
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de spin composé de N molécules, à une température et une pression données il y aura NHS
molécules dans l’état HS et NBS dans l’état BS. nHS est définie de la manière suivante :
nHS =
NHS
NHS +NBS
= NHS
N
(I.6)
La figure I.5 met en évidence les cas les plus fréquemment observés dans les matériaux à
transition de spin. Jusque dans les années 1960, les conversions de spin observées étaient
toutes graduelles [51, 52], comme représentées sur la figure I.5 a). La faible interaction
intermoléculaire dans ces composés donne lieu à une transformation homogène de la phase
HS dans la phase BS, suivant une statistique de type Boltzmann. Ces composés sont dits
de faible coopérativité.
La première transition de spin abrupte fut observée en 1964 par Baker & Bobonich
sur un composé de [Fe(phen)2(NCS)2] [3], et confirmée en 1967 par König & Madeja
[53]. Cette transition du premier ordre est représentée sur la figure I.5 b). Elle provient
des interactions intermoléculaires d’origine élastique plus fortes ; le système est alors dit
coopératif [34, 35].
Pour des systèmes très coopératifs, on observe l’apparition d’une transition de phase
du premier ordre accompagnée d’un cycle d’hystérésis (figure I.5 c)), avec des tempéra-
tures T ↑1/2 et T
↓
1/2 représentant respectivement les températures de transition (nHS = 1/2)
pour une transition BS→HS et HS→BS. La première observation d’un cycle d’hystérésis
sur une courbe de transition de spin thermique a été observée sur le composé [Fe(4, 7-
(CH3)2-phen)2(NCS)2] en 1976 par König & Ritter [54]. Ces systèmes sont dits fortement
coopératifs. Cette forte coopérativité est expliquée par de fortes interactions intermolé-
culaires conduisant à la présence d’un état métastable dans lequel le système peut rester
piégé.
Il a aussi été mis en évidence une transition de spin en plusieurs étapes (figure I.5 d)).
La première transition de spin en deux étapes fut observée en 1981 par Zelentsov pour
un complexe de FeIII de 2-bromo-salicylaldehyde-thiosemicarbazone [55]. Ces transitions
restent les moins fréquentes et peuvent avoir diverses origines. Elles peuvent provenir par
exemple de la présence de deux sites cristallins distincts [56]. Ce phénomène existe aussi
dans les systèmes polynucléaires (système composé de molécules à transition de spin pos-
sédant plusieurs centres métalliques à transition de spin) pour lesquels l’environnement
de chaque ion métallique est identique. La transition de spin d’un métal de la molécule
induit des distorsions dans la molécule et rend la transition de spin du métal associé
moins favorable [57]. Ce type de transition peut être aussi observé pour des matériaux
à transition de spin avec des molécules mononucléaires comportant un seul site cristal-
lographique. Cette transition en deux étapes a été interprétée comme une compétition
entre l’interaction courte portée, ayant tendance à favoriser des paires de sites HS–BS, et
l’interaction longue portée ayant tendance à favoriser une phase homogène [58].
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I.1.3.2 Approche thermodynamique de la coopérativité
a) Système non coopératif
Considérons un matériau à transition de spin, à une température T et une pression
P , constitué de N molécules pouvant être dans les états HS ou BS. Si les forces in-
termoléculaires sont négligeables (figure I.5 a)) la transition de spin peut être décrite
thermodynamiquement à l’aide de l’enthalpie libre du système G(T, P,N) :
G(T, P,N) = nHSGHS + (1− nHS)GBS − TSmix (I.7)
où GHS et GBS représentent respectivement l’enthalpie libre du matériau dans l’état HS
et dans l’état BS. Le terme d’entropie Smix correspond à l’entropie de mélange provenant
d’un manque d’information sur le système du fait de la répartition de l’état de spin des
N sites du matériau. Cette entropie, pour un système isolé, s’écrit selon la formule de
Boltzmann de la forme suivante :
Smix = kB ln(Ω) (I.8)
où Ω représente le nombre total de possibilités de répartition de NHS (= nHSN) molécules
indiscernables dans l’état HS et NBS (= (1−nHS)N) molécules indiscernables dans l’état
BS sur un réseau dont les sites sont discernables, le tout avec un tirage simultané. En
tenant compte de ces critères, Ω prend la forme suivante :
Ω = N !
NHS!NBS!
(I.9)
En injectant l’équation (I.9) dans l’équation (I.8), et en utilisant l’approximation de Stir-
ling (ln(N !) −→
N→+∞
N ln(N) − N), l’entropie de mélange peut s’écrire de la manière sui-
vante :
Smix = −kBN [nHS ln(nHS) + (1− nHS) ln(1− nHS)] (I.10)
La condition ∂G
∂nHS
= 0 permet de déterminer les extrema de G et donc les états thermo-
dynamiques stables, métastables et instables. Il en suit :
T = ∆H
∆S +NkB ln
(
1−nHS
nHS
) (I.11)
Il est facilement possible d’extraire la température d’équilibre du système grâce à l’équa-
tion (I.11), en prenant nHS = 0, 5, il en découle :
Teq =
∆H
∆S (I.12)
14 Chapitre I : Introduction à la Transition de spin et à la Nanothermodynamique
b) Système coopératif
D’un point de vue thermodynamique, l’apparition d’une hystérèse dans une transition
de spin se traduit par la présence de termes non linéaires dans l’enthalpie libre du système.
Le premier modèle thermodynamique prenant en compte les interactions intermoléculaires
a été introduit par Slichter et Drickamer en 1972 [33]. Les auteurs introduisent un terme
phénoménologique non linéaire Gnlin dans l’équation (I.7), modélisant la coopérativité, de
la forme ΓnHS(1− nHS). L’enthalpie libre devient alors :
G(T, P,N) = nHSGHS + (1− nHS)GBS − TSmix + ΓnHS(1− nHS) (I.13)
Ici le terme de coopérativité est un polynôme de degré 2 en nHS. Ce terme additionnel est
à l’origine du phénomène d’hystérésis et ne modifie pas les valeurs de l’enthalpie libre du
système pour les phases BS et HS. Il n’aura donc aucune influence sur la température de
transition de spin du système. De manière similaire à la section précédente, la dépendance
de la fraction haut spin avec la température est définie par la dérivée de l’équation (I.13)
n H
S
1
0.75
0.5
0.25
0
T (K)
350325300275250
Γ > 2RTeq
Γ = 2RTeq
Γ < 2RTeq
Figure I.6 – Influence du terme Γ sur la coopérativité du système. Les courbes à transi-
tion de spin ont été calculées avec l’équation (I.14) pour différentes valeurs de Γ, et pour
∆H = 24000 J.mol−1, ∆S = 80 J.mol−1.K−1 et Teq = 300 K. Γ vaut successivement
3500 J.mol−1 (courbe bleue, carrés), 4988, 7 J.mol−1 (courbe rouge, ronds), 7000 J.mol−1
(courbe noire, triangles).
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par rapport à la fraction HS (nHS). Le résultat donne :
T = ∆H + Γ(1− 2nHS)
∆S +NkB ln
(
1−nHS
nHS
) (I.14)
Pour que cette équation soit homogène, ∆H et Γ doivent être exprimés en J , et ∆S en
J.K−1. Pour des raisons de simplicité, il est souvent préférable de travailler en J.mol−1,
l’équation reste sensiblement la même, seul le terme NkB est modifié en R, la constante
des gaz parfaits.
L’influence de Γ sur les courbes à transition de spin est représentée sur la figure I.6.
Pour de faibles interactions intermoléculaires (Γ < 2RTeq), la conversion de spin se fait
de manière graduelle et on retrouve le cas de la relation (I.7). L’augmentation de Γ rend
le caractère des courbes de conversions de spin davantage abrupte. Pour une valeur seuil
de Γ = 2RTeq, la conversion de spin devient une transition de phase du premier ordre.
Au delà de cette valeur seuil (Γ > 2RTeq), la transition de spin devient une transition de
phase du premier ordre avec la présence d’un cycle d’hystérésis. Ce cas est étudié plus en
détail dans la figure I.7. La courbe centrale est divisée en cinq parties, représentées par les
chiffres en rouge, et représente les solutions stables, métastables et instables du système :
— Partie 1, T < 289 K (T↓) : un état stable BS
— Partie 2, 289 K < T < 300 K : un état stable BS, un état métastable HS et un
état instable
— Partie 3, 300 K < T < 309 K : un état stable HS, un état métastable BS et un
état instable
— Partie 4, (T↑) 309 K < T : un état stable HS
— Partie 5, T = 300 K (Teq) : cas particulier où les états BS et HS sont tous deux
états stables.
La coexistence d’états stables et métastables se traduit par un phénomène d’hystérèse
dans la courbe de transition de spin thermique. Il est intéressant de noter que la moyenne
des températures T↑ et T↓ est différente de la température d’équilibre. Néanmoins, par sim-
plicité, expérimentalement la température de transition est définie comme le barycentre
des températures T↑ et T↓.
Le modèle de Slichter et Drickamer est valable dans l’approximation d’une transition
de spin homogène avec une répartition aléatoire des molécules sur le réseau (approximation
du champ moyen). Cependant dans le cas de certains systèmes très coopératifs, l’influence
de l’état de spin des molécules voisines ne peut plus être négligée, et conduit à l’existence
d’une séparation de phase hétérogène, se traduisant par la formation de domaines. Le
terme domaine signifie ici un ensemble de molécules voisines ayant un même état de spin.
Une autre approche a été donc élaborée par Sorai et Seki basée sur l’existence de domaines
[59]. Le système est divisé en Nd domaines de spin identiques de formes similaires et sans
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Figure I.7 – Représentation de l’enthalpie libre G choisie pour différentes températures le
long de la courbe de transition. La courbe centrale représente une courbe de transition de
spin thermique avec hystérésis, tracée avec les mêmes valeurs thermodynamiques utilisées
dans la figure I.6.
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interaction entre eux. L’entropie de mélange est alors modifiée, et l’équation (I.7) devient
la suivante :
G(T, P,N) = nHSGHS + (1− nHS)GBS
−kBTNd [nHS ln(nHS) + (1− nHS) ln(1− nHS)] (I.15)
Ce modèle permet de créer des transitions abruptes sans parvenir à modéliser le phéno-
mène d’hystérèse. Un autre modèle dérivé de celui de Slichter et Drickamer a été proposé
par Purcell et Edwards. Il reprend l’enthalpie libre (I.13), en modifiant le terme d’inter-
action moléculaire ΓnHS(1−nHS) par un terme d’interaction dépendant du nombre et de
la nature (HS–HS, BS–BS ou HS–BS) de paires de molécules à l’interface des domaines
[60]. Ce modèle a par la suite été amélioré par Cantin et al. en prenant en compte une
distribution de taille des domaines et les interactions intermoléculaires à l’intérieur des
domaines [61].
I.1.3.3 Molécules à transition de spin dans un milieu élastique
L’introduction du terme de coopérativité dans le modèle de Slichter et Drickamer est
purement phénoménologique. Une première idée de l’origine de ce terme fut de coupler la
transition de spin avec les vibrations du réseau [62]. Kambara proposa aussi la possibilité
d’un effet Jahn–Teller dans les matériaux à transition de spin [63]. En se basant sur la
théorie d’Eshelby, Onishi et Sugano [34] modélisèrent l’interaction intermoléculaire par
une interaction élastique entre les centres HS et BS à travers une pression image due aux
conditions aux bords libres. Spiering améliora le modèle pour l’étude de cristaux sans
transition de spin dopés avec des molécules à transition de spin [35, 64, 65]. Dans ce
modèle, l’énergie totale du système peut s’écrire de la manière suivante :
G(T, P,N) = G(T, P,N)x→0 + xnHS∆− xΓn2HS (I.16)
Avec x la fraction du nombre de molécules à transition de spin par rapport au nombre
de sites du cristal (si x = 1 le système est un cristal à transition de spin). G(T, P,N)x→0
représente l’énergie libre d’un cristal possédant des molécules à transition de spin infi-
niment diluées. ∆ et Γ représentent respectivement un terme linéaire d’énergie et une
constante d’interaction. Cette équation peut être réécrite de manière à retrouver le terme
de couplage de l’équation (I.13) :
G(T, P,N) = G(T, P,N)x→0 + xnHS(∆− Γ) + xΓnHS(1− nHS) (I.17)
L’étude de la dérivée de l’enthalpie en fonction de nHS permet de montrer que le terme
xnHS(∆ − Γ) vient modifier la température de transition à l’inverse du terme de type
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Slichter et Drickamer xΓnHS(1− nHS).
Le cristal est ensuite assimilé à un milieu élastique classique possédant un module
d’élasticité B dans lequel sont insérées les molécules à transition de spin qui sont vues
comme des défauts élastiques au sens de Voltara [66]. Le cristal composé du matériau M
(avec vM le volume d’une molécule de ce matériau) se voit remplacer un certain nombre
de ses sites par des molécules à transition de spin incompressibles ayant un volume vHS
et vBS, suivant si celles-ci sont respectivement dans leur état HS ou BS. Le désaccord
entre le volume de la maille élémentaire du cristal v0 et les différents volumes associés
aux molécules à transition de spin pour les deux états de spin engendrent une énergie de
déformation du cristal dépendante de l’état de spin. Il est ensuite possible de remonter
aux termes Γ et ∆ à partir des énergies élastiques de déformations [65] :
Γ = 12Bγ0(γ0 − 1)
(vHS − vBS)2
vm
(I.18)
∆ = Bγ0(γ0 − 1)(vHS − vBS)(vM − vBS)
vm
(I.19)
où vm = V/N est le volume par site de métal du cristal, et γ0 la constante d’Eshelby,
γ0 = 3(1 − ν)/(1 + ν) avec ν le coefficient de Poisson (voir annexe B). L’équation (I.18)
montre que la coopérativité sera importante pour une forte rigidité du cristal et/ou une
grande différence de volume de la molécule à transition de spin entre son état HS et son
état BS.
Le modèle atteint sa limite pour x → 1, le module d’élasticité B serait alors trop
fortement modifié par la présence d’une trop grande quantité de défauts dans le cristal.
Cependant dans l’approximation du milieu effectif et en se plaçant à x = 1, le module
d’élasticité du matériau peut être réécrit en prenant en compte le changement d’état de
spin. Par exemple, une variation linéaire de l’élasticité avec le changement d’état de spin
peut s’écrire sous la forme :
B = BBS + (BHS −BBS)nHS (I.20)
I.1.3.4 Vision microscopique de la transition de spin : les modèles de type
Ising
Le premier modèle microscopique simulant la transition de spin a été réalisé par Wa-
jnflasz et Pick [36, 67]. Les auteurs ont associé pour chaque molécule un spin fictif de
type Ising σ pouvant prendre la valeur +1 pour une molécule dans l’état HS et −1 pour
une molécule dans l’état BS, mais aussi une configuration nucléaire r avec respectivement
rHS et rLS le volume de la molécule dans son état HS et BS. Ce modèle fut revisité par
Bousseksou et al. [37], où le modèle à quatre niveaux fut transformé en un hamiltonien de
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type Ising à deux niveaux dégénérés avec σ = 1 pour l’état HS et σ = −1 pour l’état BS.
L’écriture de l’hamiltonien est similaire à l’écriture d’un hamiltonien d’Ising sous champ
dépendant de la température. La partie assimilée au champ dépendant de la température
représente l’hamiltonien décrivant N molécules à transition de spin isolées et réparties sur
un réseau de N sites. Il s’écrit sous la forme suivante :
H0 = ∆eff (T )2
N∑
i
σi (I.21)
avec ∆eff = ∆ − kBT ln
(
gHS
gBS
)
, le champ de ligands effectif dépendant de la tempé-
rature. Il est possible de rajouter une dépendance en pression en écrivant : ∆eff =
∆ − kBT ln
(
gHS
gBS
)
+ PVHB, avec VHB la différence de volume de la molécule dans l’état
HS et BS et P la pression. ∆ représente la différence énergétique entre l’état HS et LS et
gHS/gBS représente le rapport de dégénérescence des deux niveaux d’énergie. Pour prendre
en compte les interactions intermoléculaires un terme, phénoménologique de couplage de
type Ising J constant est ajouté à l’hamiltonien précédent, ce terme ne prenant en compte
que l’interaction aux premiers voisins. L’hamiltonien total du système s’écrit donc de la
manière suivante :
H = ∆eff (T )2
N∑
i
σi − J
∑
〈i,j〉
σiσj (I.22)
La moyenne des spin 〈σ〉, notée m et appelée “l’aimantation”, est directement reliée à la
fraction HS comme montré par l’équation (I.24).
m = 〈σ〉 = 1
N
∑
i
〈σi〉 = 1Z
∑
{σ}
σie−βEi (I.23)
nHS =
1 +m
2 (I.24)
Ce modèle peut être résolu analytiquement dans l’approximation du champ moyen.
Dans une première approximation, il est nécessaire de considérer que l’aimantation
moyenne de chaque site est équivalente.
m = 〈σi〉 (I.25)
Le champ moyen consiste à simplifier le terme σiσj de la manière suivante :
σiσj = (σi − 〈σi〉)(σj − 〈σj〉) + σi〈σj〉+ σj〈σi〉 − 〈σi〉〈σj〉 (I.26)
σiσj = −m2 +m(σi + σj) +∆σi∆σj (I.27)
Avec ∆σi,j = σi,j − 〈σi,j〉.
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La suppression du terme ∆σi∆σj revient à dire que les fluctuations de l’aimantation de
chaque site sont négligées. L’hamiltonien décrit dans l’approximation du champ moyen
prend donc la forme suivante :
HCM = ∆eff (T )2
N∑
i
σi + Jm2
∑
〈i,j〉
1− Jm∑
〈i,j〉
(σi + σj) (I.28)
La somme ∑〈i,j〉 1 revient au calcul du nombre total de liaisons au premier voisin du
système qui vaut, pour un système infini, qN/2, avec q le nombre de liaisons par site. Il
en suit :
HCM = JqN2 m
2 −
(
Jqm− ∆eff (T )2
)
N∑
i
σi (I.29)
La fonction de partition ZCM = ∑{σi} e−βHCM de cet hamiltonien peut être résolue ana-
lytiquement et vaut :
ZCM = e−β
JqN
2 m
2
{
2 cosh
[
β
(
Jqm− ∆eff (T )2
)]}N
(I.30)
avec β = 1/(kBT ).
Le moment magnétique du système se calcule en injectant les équations (I.29) et (I.30)
dans l’équation (I.23).
m = tanh
[
β
(
Jqm− ∆eff (T )2
)]
(I.31)
L’équation de l’arc tangente hyperbolique s’écrit de la façon suivante :
arctanh(m) = 12 ln
(1 +m
1−m
)
(I.32)
En utilisant l’équation (I.24), (I.31) et (I.32), il est alors possible d’obtenir une équation
d’état similaire à l’équation (I.14).
T = ∆ + 2qJ(1− 2nHS)
kB ln
(
gHS
gLS
)
+ kB ln
(
1−nHS
nHS
) (I.33)
La comparaison entre les équations (I.14) et (I.33) permet de mettre en évidence une
correspondance entre le terme de coopérativité Γ et le terme d’interaction J [37]. D’un
point de vue microscopique et dans l’approximation du champ moyen la coopérativité
se résume au produit du nombre de liaisons entre les molécules avec la force de leurs
interactions (Γ ≡ 2qJ).
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I.1.3.5 Modèles microscopiques élastiques
a) Les modèles Spin–Phonon
Les modèles de type spin–phonon sont basés sur le modèle microscopique exposé pré-
cédemment, avec deux états de spin fictif σi = ±1. Leur approche du phénomène de
couplage élastique microscopique est plus poussée, tout en utilisant le même hamiltonien
de champ cristallin. L’interaction intermoléculaire est modélisée classiquement par des
potentiels intermoléculaires (ressorts) dépendant de l’état de spin des deux molécules en
interaction (voir figure I.8). Il est bien connu, dans le domaine, que lors d’une transition
de spin la rigidité du matériau change [25]. Afin de prendre en compte ce changement
de compressibilité, l’interaction intermoléculaire sera représentée par des potentiels d’in-
teractions intermoléculaires de profondeurs et de positions d’équilibres différentes pour
les interactions BS–BS, HS–BS, HS–HS. Un modèle utilisant le type de potentiels har-
moniques, comme exposés dans la figure I.9 a), a été développé et résolu analytiquement
par Nasser à l’aide de méthodes variationnelles [38]. Ce modèle fut résolu numériquement
par des méthodes Monte Carlo, afin d’étudier les effets de la pression sur les matériaux à
transition de spin [68]. Afin de reproduire des interactions intermoléculaires plus réalistes,
un autre modèle proche utilisant des potentiels intermoléculaires anharmoniques (voir fi-
gure I.9 b)) fut développé par Nicolazzi et al. [69]. Le caractère anharmonique permet de
prendre en compte le phénomène de dilatation thermique et permet même de simuler la
fusion des matériaux. L’hamiltonien d’interaction intermoléculaire s’écrit de la manière
suivante :
Hinter =
∑
〈i,j〉
Velast(σi, σj) (I.34)
où Velast(σi, σj) représente le potentiel entre deux molécules dépendant de l’état de spin.
Ses caractéristiques sont les suivantes :
Puits :
vBB
vHB
vHH
Profondeur de puits :
v0BB
v0HB
v0HH
Distance d’équilibre :
rBB
rHB
rHH
Condition :
si σi = σj = −1
si σi = −σj
si σi = σj = 1
Figure I.8 – Représentation schématique des différentes interactions, avec les différentes
distances possibles entre deux molécules suivant leurs états de spin.
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En suivant ces conditions, l’hamiltonien (I.34) peut se réécrire de la façon suivante :
Hinter =
∑
〈i,j〉
[J0 + J1(σi + σj) + J2σiσj] (I.35)
Les termes Jk dépendent des différents potentiels vBB, vHB et vHH (cf. figure I.9) et de la
distance intermoléculaire r〈i,j〉, entre deux sites i et j :
J0 =
vHH(r〈i,j〉) + 2vHB(r〈i,j〉) + vBB(r〈i,j〉)
4 (I.36)
J1 =
vHH(r〈i,j〉)− vBB(r〈i,j〉)
4 (I.37)
J2 =
vHH(r〈i,j〉)− 2vHB(r〈i,j〉) + vBB(r〈i,j〉)
4 (I.38)
Par exemple, un potentiel anharmonique de type Lennard-Jones entre deux sites i et j
s’écrit comme suit :
vk(r〈i,j〉) = v0k
( rk
r〈i,j〉
)6
− 2
(
rk
r〈i,j〉
)3 (I.39)
avec k pouvant prendre les valeurs BB, HB, HH.
Ces modèles permettent de mieux prendre en compte le couplage entre le réseau cris-
tallin et l’état de spin. Cependant la résolution de l’hamiltonien est impossible analyti-
quement pour les cas 2D et 3D. Des techniques de résolutions numériques telles que les
simulations Monte Carlo seront donc nécessaires à la résolution de cet hamiltonien.
HS–HS
HS–BS
BS–BS
HS–HS
HS–BS
BS–BS
Figure I.9 – Potentiels d’interactions intermoléculaires vBB, vHB et vHH des couples de
molécules BS–BS, HS–BS et HS–HS, respectivement. a) et b) représentent respectivement
des potentiels harmoniques et de types Lennard–Jones 6–3 (anharmoniques).
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b) Le modèle Atome–Phonon
Un autre modèle élastique microscopique a été développé pour donner une description
beaucoup plus précise de la transition de spin [70]. Les interactions inter et intramolé-
culaires sont décrites respectivement par des potentiels inter Vinter et intramoléculaires
Vintra. L’hamiltonien prend la forme suivante :
H = ∑
i
P 2i
2M +
∑
i
p2i
2m +
∑
i
Vintra(ri) +
∑
〈i,j〉
Vinter
(
~Ri, ~Rj, ri, rj
)
(I.40)
avec ~Ri, Pi, ri et pi, respectivement la position de la particule associée au site i, sa
quantité de mouvement, le rayon de la molécule et la quantité de mouvement des vibrations
intramoléculaires. Le potentiel intramoléculaire est décrit par un double puits de potentiel
[71], comme exposé dans la figure I.10.
La résolution de ce modèle a été faite par dynamique moléculaire. Cette technique
numérique permet de résoudre l’hamiltonien (I.40) en résolvant les équations du prin-
cipe fondamental de la dynamique. La température du système est contrôlée grâce à la
technique du thermostat et barostat de Nosé-Hoover [72, 73], permettant de recréer un
ensemble isobare-isotherme en dynamique moléculaire. Cette technique consiste à ajouter
un degré de liberté supplémentaire au système, assimilé au thermostat. Il sera associé
avec ce thermostat une masse fictive (paramètre numérique), venant rajouter un terme de
friction dans les équations du système. Cela permet le contrôle des vitesses des particules
du système et donc de la température. Cette technique de résolution permet d’étudier la
dynamique et la cinétique du phénomène de transition de spin [74].
Figure I.10 – Double puits de potentiel décrivant le potentiel intramoléculaire d’une
molécule à transition de spin [75].
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I.1.3.6 Avantages et inconvénients des différentes approches théoriques
a) Thermodynamique et physique statistique
Les modèles thermodynamiques axiomatiques donnent une vision macroscopique des
phénomènes physiques et chimiques observés dans la matière. Ce formalisme modélise le
phénomène de la transition de spin de manière simplifiée, le terme d’interaction intermolé-
culaire étant décrit par un terme énergétique polynomiale d’ordre 2 en nHS ; des solutions
analytiques peuvent être alors établies aisément. Ils contiennent un nombre limite de pa-
ramètres physiques, qui sont pour la plupart accessibles expérimentalement, comme la
différence d’enthalpie ou la différence d’entropie (mesures calorimétriques). Ces modèles
appartiennent à la classe d’universalité du champ moyen, et les interactions sont de facto
uniquement de type longues portées.
Les modèles microscopiques de physique statistique offrent quant à eux une vision lo-
cale (à l’échelle de la liaison) des mécanismes gouvernant la transition de spin. En outre,
ils permettent une étude spatiale de la transition. De manière générale, les interactions
sont dépendantes de l’état de spin de la molécule et des molécules voisines [76]. Le modèle
adapté du modèle d’Ising, simplifie le terme d’interaction par une constante, ainsi seules
les interactions courtes portées sont prises en compte. Des solutions exactes analytiques
existent à basses dimensions (1D et 2D), avec les conditions aux bords périodiques. Le
cas à trois dimensions n’a quant à lui pas de solution exacte analytique connue. Il faut
utiliser des techniques de résolution telles que l’approximation du champ moyen (approxi-
mation sur le modèle) ou des résolutions numériques (résolutions lentes et complexes).
Les hamiltoniens prenant en compte les déformations du réseau (modèle spin–phonons
et atome–phonons) complexifient le terme d’interaction intermoléculaire en intégrant des
potentiels d’interactions dépendant de la distance intermoléculaire et de l’état de spin de
la molécule et de ses voisines. L’introduction de la dynamique du réseau et des potentiels
d’interaction génèrent une combinaison complexe de couplages courts et longs portés. Cela
permet une étude plus poussée de la propagation du phénomène de transition de spin, et
de la création de domaines lors de la transition. Cependant ces modèles, plus réalistes,
ne peuvent être résolus le plus souvent que numériquement et demandent un traitement
numérique encore plus important que dans le cadre d’un modèle d’Ising simple.
b) Champ moyen et solutions numériques
Dans les cas de systèmes à deux dimensions complexes et à trois dimensions, les mo-
dèles microscopiques ne possèdent pas toujours de solutions analytiques exactes. Deux
approches peuvent être utilisées pour obtenir une solution se rapprochant de la solution
exacte du problème initial. La technique de résolution par l’approximation du milieu effec-
tif ou du champ moyen permet de conserver le cadre d’une résolution simple et analytique
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du problème. Cependant le caractère spatial obtenu grâce aux modèles microscopiques
n’est plus conservé. Il s’en suit une perte d’information dans les résultats obtenus. La
résolution numérique permet de garder la vision locale de la transition, et possède une so-
lution qui converge vers la solution exacte du système. Cependant le temps de convergence
peut être relativement long, et la programmation de problèmes complexes fastidieuse.
c) Techniques numériques : Monte Carlo et dynamique moléculaire
La technique de résolution par la méthode de Monte Carlo permet d’obtenir les
moyennes thermodynamiques du système avec une grande précision, car la simulation du
milieu extérieur est extrêmement robuste. Cependant, le “temps” des simulations Monte
Carlo n’est pas un temps réel. Cette technique permet d’étudier les processus thermody-
namiques à l’équilibre. Le choix de la dynamique pour aller à cet équilibre ne doit pas
influencer l’état d’équilibre, mais rend l’étude des phénomènes hors équilibre hautement
complexe.
La technique de la dynamique moléculaire permet quant à elle d’étudier les processus
avec un temps réel. Il est donc possible d’étudier la dynamique du système en dehors
de l’équilibre thermodynamique. Cependant, l’étude des processus se fait sur des temps
relativement courts (de l’ordre de la nanoseconde). De plus le contrôle de la température
et de la pression se fait en ajoutant un terme de viscosité au système ou des forces
additionnelles sans réel sens physique.
I.1.4 Transition de spin à l’échelle nanométrique : observations
expérimentales et descriptions théoriques
I.1.4.1 Observations de la transition de spin à l’échelle nanométrique
Après avoir développé un matériau de coordination ayant une température de transi-
tion autour de la température ambiante, le groupe de Olivier Kahn a émis l’idée d’utiliser
ce type de matériaux pour diverses applications. Par exemple utiliser la bistabilité pour
créer un nouveau type de mémoire moléculaire [39]. Kahn fut même le premier à évoquer
l’utilité des matériaux à transition de spin dans des dispositifs à l’échelle du nanomètre
[77]. Suivant cette idée novatrice, des efforts considérables furent déployés ces 10 dernières
années dans le développement de matériaux à transition de spin à l’échelle nanométrique
[78–80]. Il peut s’agir d’une diminution suivant une direction, comme les couches minces,
ou bien d’une diminution suivant les trois axes, comme les nanoparticules. L’effet mémoire
de ces objets et leurs capacités à changer d’état sous l’application de divers stimuli externes
font d’eux d’excellents candidats à l’intégration dans de nouveaux dispositifs nano-optique
et/ou électrique et/ou mécanique (actuateurs [81]). Cependant, une question pertinente
est le devenir de la bistabilité lors de la diminution de la taille.
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L’élaboration de couches minces à transition de spin peut être réalisée par diverses
techniques, tels que l’enduction centrifuge (spin coating en anglais) [82, 83], le dépôt
couche par couche d’un réseau de coordination [84], ou bien dans le cas d’une sublimation
possible, par évaporation thermique [85, 86]... La détection du changement d’état de spin
sur des couches minces ou sur des nano-objets uniques, de part une faible quantité de
matière, est délicate à réaliser avec des techniques de détection standards. Pour contour-
ner ce problème, de nouvelles techniques de détections, en majeur partie basées sur un
changement des propriétés optiques du matériau [87], ont été élaborées. Par exemple la
détection de la transition de spin dans des couches minces a été réalisée à l’aide de plas-
mons de surfaces [88, 89], mais aussi à l’aide de la diffraction optique [90]. Des techniques
ayant pour but à long terme la détection de l’objet unique ont aussi été mises en place,
comme la détection par fluorescence [91], par champ proche [92], ou bien plus récemment
grâce à une technique de microscopie électronique résolue en temps [93].
La conception de nanoparticules à transition de spin a pour la première fois été réalisée
par le groupe de Jean-François Létard (Bordeaux) par la technique des micelles inverses
[1, 94, 95]. Sauf quelques exceptions, la majorité des nanoparticules à transition de spin
sont réalisées à partir de matériaux de coordination. Pour un large ensemble de nano-
objets piégés dans une matrice, les techniques standards de détection de la transition de
spin peuvent être utilisées. Ainsi, des mesures de susceptibilité magnétique peuvent être
réalisées, pondérées par la spectroscopie Mössbauer. Une étude en taille d’un ensemble
de nano–objets est donc réalisable avec les moyens actuels. Plusieurs études ont montré
qu’avec la diminution de taille des objets les courbes de transition de spin thermiques
changent. Il a fréquemment été rapporté que lors d’une diminution de la taille d’un même
matériau, il y a l’apparition d’une fraction résiduelle HS à basse température, une perte
de l’effet mémoire accompagnée d’une diminution de la température de transition [96–98]
(voir figure I.11 a)). L’observation de la perte de coopérativité semble à priori logique,
car elle est souvent associée à la perte de matière en diminuant la taille des particules.
Cependant, en contradiction avec la perte de l’effet mémoire, il a été observé une surpre-
nante conservation de l’hystérèse dans certaines courbes de transition de spin thermiques
de nanoparticules de très petites tailles [99–104] (voir figure I.11 b)). Plusieurs hypothèses
ont été proposées pour expliquer cette forte coopérativité à petite taille, comme un effet
de la matrice sur les particules, des interactions interparticulaires, des effets de moyennes
sur les particules, ou bien des changements dans les propriétés intrinsèques de la parti-
cule. Dans ce but, Raza et al [101] ont étudié la transition de spin de particules de type
cœur–coquille en fonction de la nature chimique et de l’épaisseur de la coquille. Selon les
auteurs les effets observés seraient dus à des interactions interparticulaires modulées par
la matrice entourant les particules. Cependant, la synthèse de nanoparticules à transition
de spin reste encore très complexe. Il est encore rare de posséder une gamme d’échantillons
de tailles de nanoparticules différentes entourées d’une matrice identique qui permettrait
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de réaliser une étude propre sur les effets de tailles.
Figure I.11 – a) Courbes de transition de spin thermique pour différentes tailles de
nanoparticules de Fe(pyrazine){Pt(CN)4}, les composés 1 et 2 représentent respectivement
des nanoparticules cubiques de 7 nm et 12 nm de côtés [97]. b) Courbe de transition de
spin thermique pour des nanoparticules de [Fe(pyrazine){Ni(CN)4}] de 4 nm entourées
d’une matrice de chitosan [99].
Le but de ce travail de thèse est d’étudier les divers phénomènes se produisant à
l’échelle nanométrique, et ainsi de comprendre leurs impacts sur la transition de spin.
Et pour aller plus loin, de les utiliser afin de pouvoir contrôler le comportement de la
transition de spin à cette échelle.
I.1.4.2 Modélisation de la transition de spin à l’échelle nanométrique
Les premières études théoriques de la dépendance en taille du système faites sur la
transition de spin ont utilisé les modèles de type Ising. Kawamoto et Abe ont étudié l’effet
de la réduction de taille par simulations Monte Carlo sur un modèle de type Ising de spin
fictifs [105]. Leur étude révèle que la coopérativité du système n’est pas seulement liée à la
force des interactions, mais aussi à la taille et la forme des nanoparticules. La diminution
de la taille engendre une perte du cycle d’hystérésis (voir figure I.12a)). Des résultats
similaires ont été obtenus en ajoutant un terme de longue portée dans l’hamiltonien [106].
En 2011, Muraoka et al. étudièrent, avec le même modèle, une nanoparticule à tran-
sition de spin avec une fraction résiduelle HS en surface [107]. Cette idée se base sur
l’observation faite par Larionova et al., mettant en évidence une proportion de fraction
résiduelle HS dans la courbe à transition de spin thermique similaire à la quantité de
centres métalliques en surface de la particule [99]. Le résultat de l’étude de Muraoka et
al. montre qu’une fraction résiduelle HS en surface de la particule contribue à la perte
de l’hystérésis, et à la diminution de la température d’équilibre du système (voir figure
I.12b)). Ceci confirme les observations faites par Volatron et al. [97]. L’étude des propriétés
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des nano-objets à transition de spin fut également faite à l’aide des modèles spin-phonons
[108, 109].
Jusqu’à présent la majeure partie des observations expérimentales ont été simulées. La
diminution de la taille serait à l’origine de la perte de l’effet mémoire. L’apparition d’une
fraction résiduelle en surface de la particule provoquerait une accentuation de la perte
du cycle d’hystérèse, accompagnée d’un fort changement de la température de transition.
Cependant, la création d’une fraction résiduelle dans les modèles n’a jusqu’à présent
été faite qu’en fixant l’état de spin de surface. L’explication de sites inactifs en surface
de la particule se fait par la présence d’une pression négative (pression image), due à
la présence d’une surface dans une particule. Cette pression est une vision extrêmement
simplifiée de la chose. En effet, les phénomènes de surface et d’interface sont beaucoup plus
complexes, et les ingrédients clés permettant la compréhension d’une fraction résiduelle
en surface reste donc à définir. Un autre ingrédient important manque dans ces modèles :
la diminution de la taille engendre des changements dans les propriétés physiques et
chimiques de la matière. Or, les modèles actuels considèrent que la diminution de la taille
implique seulement une diminution de la matière, avec une augmentation du nombre de
défauts de coordination due à la présence d’une surface prépondérante.
Figure I.12 – a) Courbes de transition de spin thermiques pour différentes tailles de
particules cubiques (nombre d’atomes sur une arrête : 3, 6, 12 et 24). La courbe en
pointillée représente une transition de spin pour un système avec les conditions au bords
périodiques et un nombre d’atomes sur l’arrête de 48 [105]. b) Courbes de transition de
spin thermiques pour différentes tailles de particules de forme carrée avec une condition
aux bords spécifique (molécules de surface dans un état HS fixe) [107].
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I.2 Effet de la réduction de taille sur la stabilité des
phases dans les nano–objets
I.2.1 Effets de réduction de taille
La réduction de taille dans les matériaux provoque l’apparition de nouveaux phéno-
mènes. La compréhension du comportement de la matière à l’échelle nanométrique passe
par leur compréhension. Même si tous les phénomènes dus à la réduction de taille sont
corrélés entre eux, nous allons essayer de faire un bilan des possibles effets lors de la
réduction de taille de la matière.
I.2.1.1 Effets de confinement
L’effet de confinement quantique peut être observé lorsque la dimension du maté-
riau est du même ordre de grandeur que la longueur d’onde de la particule quantique
confinée (et/ou libre parcours moyen). Par exemple le confinement des électrons ou des
excitons (paires électron-trou) apparait dans des boîtes quantiques, fabriquées à base de
matériaux semiconducteurs, ayant une dimension inférieure à la dizaine de nanomètres.
La conséquence du confinement électronique donne lieu à une discrétisation des niveaux
énergétiques électroniques, accompagnée d’une augmentation du gap énergétique dans le
diagramme de bandes entre les bandes de valence et de conduction. Cela a un effet direct
sur les propriétés optiques et électroniques du matériau, par exemple la fluorescence des
nanoparticules de CdSe devient dépendante de la taille [110, 111].
Un autre exemple est celui du confinement des vibrations du matériau, les phonons.
Dans un matériau infini, la courbe de dispersion des phonons peut être considérée comme
continue. La diminution de la taille engendre une discrétisation des modes de vibrations,
accompagnée de changements dans la courbe de dispersion. De nouveaux modes peuvent
apparaître dans la densité d’état de phonons, comme les modes de respirations de la
particule. D’après le modèle de Lamb, la fréquence de ces modes est inversement pro-
portionnelle à la taille dans le cas d’une sphère homogène isotrope aux bords libres [112].
Ceci fut par exemple montré expérimentalement par une étude Raman à basses fréquences
dans des nanoparticules de CdSxSe1−x [113].
I.2.1.2 Effets de surface
En plus des effets de confinement, une augmentation du rapport surface-sur-volume
est obtenue avec la diminution de la taille. La création d’une surface a un coût éner-
gétique, qui vient perturber la stabilité de la particule. Pour minimiser son énergie la
particule peut subir des réorganisations de sa surface comme une relaxation ou bien une
reconstruction. La conséquence directe de ces phénomènes est un changement dans les
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propriétés physiques et chimiques des surfaces par rapport à celles du matériau massif.
Ainsi, on s’attend à un changement des propriétés des matériaux quand la surface de-
vient prédominante. La surface peut par exemple avoir un impact direct sur les propriétés
vibrationnelles de la particule [114, 115].
Le coût énergétique pour la création d’une surface porte le nom d’énergie de surface.
Elle prend en compte les interactions entre la nanoparticule et son environnement, les
réorganisations de surface, et aussi les propriétés physiques et chimiques de la surface.
I.2.2 Transition de phase à l’échelle nanométrique
La stabilité des phases des matériaux dépend fortement de leur taille : c’est une ten-
dance universelle et inéluctable. En effet, nous avons vu que la diminution de la taille
jusqu’à l’échelle du nanomètre a un impact direct sur les propriétés physiques et chi-
miques des matériaux. Afin de mieux comprendre le comportement de la transition de
spin des nano–objets, il est intéressant d’observer les études déjà réalisées sur d’autres
transitions de phases à l’échelle nanométrique.
I.2.2.1 Transition Solide–Liquide : La Fusion
Figure I.13 – Point de fusion de nanoparticules d’or, mesuré par Buffat et Borel [116].
Les points noirs représentent la température de fusion des nanoparticules en fonction de
leur taille, la ligne noire a été calculée par un modèle utilisant la loi de Young–Laplace.
La fusion des solides a déjà largement été étudiée dans le passé. Le processus de fusion
s’initie à la surface des matériaux. Ceci est dû à l’augmentation du degrés de liberté des
atomes de surface qui diminue la température de fusion de la surface [117]. La prédo-
minance des surfaces à l’échelle nanométrique conduit logiquement à une modification
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de la température de fusion des nanoparticules en fonction de leurs tailles. L’augmen-
tation du rapport surface-sur-volume induit une chute de la température de fusion de
la nanoparticule [116], un exemple est donné en figure I.13. Dans ce même exemple les
auteurs modélisent cette chute en utilisant la loi de Young–Laplace, qui est proportion-
nelle à l’inverse du rayon de la particule (1/R). Une approche plus générale faite avec les
énergies d’interfaces à été réalisée par Couchman et Jesser [118]. D’autres modèles ont
été développés afin d’améliorer la simulation du processus de fusion à l’échelle nanomé-
trique. Letellier et al. ont construit une nouvelle thermodynamique axiomatique prenant
en compte la non-extensivité des grandeurs macroscopiques [119], due par exemple, à un
facteur de forme de la particule conduisant à un degré de non-extensivité m variable.
Ainsi, la variation de la température de fusion ∆T entre la température de fusion du
matériau massif Tm et de la phase non-extensive Tx vaut :
∆T = M
0mτk
∆Hm
Mm−1 (I.41)
avec, M0 la masse molaire, M la masse du solide, ∆Hm l’enthalpie molaire du solide pur,
τ associé aux énergies de surfaces, et k une constante caractérisant la non-extensivité du
système.
Dans le cas d’une nanoparticule sphérique ou cubique le modèle permet de retrouver la
chute de la température de fusion en 1/R ou 1/a, avec R et a respectivement le rayon
ou le côté de la particule. Le paramètre de non-extensivité m vaut dans ce cas 2/3 Par
exemple la variation de la température de fusion d’une nanoparticule vaut :
∆T = TmV(Tx)∆Hm
2γSL
R
(I.42)
avec, V(Tx) le volume molaire d’un solide pur à la température Tx, et γSL l’énergie d’in-
terface entre une phase solide et une phase liquide.
I.2.2.2 Transition Solide–Solide
a) Métal–isolant
Un large nombre d’oxydes de métaux de transition montre une transition de phase
métal–isolant [121]. Parmi ces nombreux matériaux, l’oxyde de vanadium (VO2) possède
le plus grand nombre d’études sur l’effet de la réduction de taille sur sa transition de
phase du premier ordre avec cycle d’hystérèse. À basse température le VO2 est un isolant
possédant une phase monoclinique, tandis qu’à haute température il possède une structure
tétragonale et se comporte comme un métal. Lopes et al [120] ont utilisé la technique
d’implantation ionique pour la réalisation de petites particules de VO2 dans une matrice
de SiO2. En utilisant ces particules, les auteurs ont montré que la diminution de la taille
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Figure I.14 – Images MET de particules de VO2, avec leurs courbes de transmission en
fonction de la température [120].
de ce matériau engendre une augmentation de l’hystérèse dans la courbe de transition
thermique, comme le montre la figure I.14.
b) Transition de phase structurale
La transition de phase structurale est une des transitions de phase se rapprochant
le plus du phénomène de transition de spin. En effet, le changement de volume associé
à la transition engendre des déformations élastiques locales contribuant au phénomène
d’hystérèse. Ces matériaux ont été très peu étudiés à très petite taille. Des études sous
pression ont été réalisées sur des boîtes quantiques de CdSe [122]. Ce matériau passe
d’une structure wurtzite à une structure wall avec l’augmentation de la pression. Comme
le montrent respectivement les figures I.15 a) et b), la diminution de la taille a comme
a) b)
Figure I.15 – a) Pression de transition en fonction de la taille des nanocristaux de CdSe.
b) Cycle d’hystérèse en pression de la transition de phase structurale de CdSe.
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impact une augmentation de la pression de transition accompagnée de l’augmentation du
cycle d’hystérèse (nettement plus large que pour le matériau dans son état massif). Un
plus large panel d’étude de transition de phase structurale est disponible dans la revue
écrite par San-Miguel [123].
Lors de la diminution de la taille, les énergies de barrières de nucléation ont ten-
dance à diminuer, et donc à diminuer le cycle d’hystérèse. Or dans le cas présent, une
conservation importante des énergies de barrières semble perdurer. Une hypothèse serait
le réarrangement des atomes et molécules de surfaces pendant la transition, donnant lieu
à d’importantes énergies de surface, qui seraient à l’origine de l’augmentation des énergies
de barrière du système.
I.2.2.3 Vers la transition de spin
Avant de développer un modèle pour la transition de spin d’une nanoparticule, il est
indispensable de déterminer les effets possibles de réduction de taille qui pourraient avoir
un impact sur cette transition de phase. Le mécanisme de cette transition dépend d’un
couplage électrons–phonons fort. Le confinement de ces particules pourrait modifier le
comportement de la transition de spin. Cependant, le nuage électronique est fortement
localisé autour des molécules de transition de spin, et ne donne donc pas lieu à un confi-
nement électronique. D’un autre côté le confinement des phonons pourrait lui être présent
et venir modifier le comportement de la transition de spin des nano–objets. Un change-
ment dans la densité phononique implique un changement dans l’entropie du système, qui
rappelons-le est l’élément moteur d’une transition de spin thermo-induite. L’effet d’un
rapport surface-sur-volume fort est aussi à prendre en compte dans la transition de spin à
l’échelle nanométrique. La présence d’une surface apporte un coût énergétique au système.
De plus, les différences entre les propriétés de surface et du matériau massif viennent am-
plifier cet apport énergétique. Au delà de la stabilité des phases, la diminution de la taille
peut avoir un impact sur la cinétique de la transition de spin. Les énergies de barrières,
qui jouent un rôle non négligeable dans le phénomène de nucléation, possèdent une dé-
pendance en taille du matériau. Par exemple, la surface, qui est un lieu favorable pour la
nucléation, devient majoritaire à petite taille.
L’ensemble de ces comportements est difficile à prendre en compte en même temps.
Une première idée simple pour modéliser la transition de spin d’une nanoparticule serait
d’adapter le modèle thermodynamique de Slichter et Drickamer [33], et comme dans le cas
de la fusion, de prendre en compte la présence d’une surface. En effet une telle approche
permettrait de prendre en compte les variations de l’énergie interne et de l’entropie du
système. Pour réaliser un tel modèle et comprendre l’impact sur la transition de spin, il
est cependant nécessaire d’introduire la thermodynamique des nano–objets.
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I.3 Thermodynamique de la Particule
I.3.1 Première approche
Afin de comprendre le comportement d’une transition de phase à l’échelle nanomé-
trique, on doit reconsidérer le formalisme de la thermodynamique à cette échelle. La ther-
modynamique, axiomatique comme statistique, est une partie de la physique cherchant à
expliquer le comportement de la matière. Cependant l’utilisation des outils standards à
grand degrés de liberté, développés pour la thermodynamique, est valable seulement pour
une quantité de matière infinie (appelée limite thermodynamique : N → ∞, V → ∞ et
N/V = Cste). Pour résoudre ce problème, l’idée est de prendre en compte les phénomènes
additionnels arrivant à cette échelle. Le plus important est par exemple l’augmentation
du rapport surface-sur-volume, prise en compte en ajoutant une énergie de création de
surface. Cette modification de la thermodynamique va avoir plusieurs conséquences, dont
celle de casser le caractère extensif de celle-ci. L’impact de la surface va jouer un rôle clef
dans le comportement d’une transition de phase à l’échelle nanométrique [124].
I.3.2 Extensivité de la thermodynamique
I.3.2.1 Variables extensives et intensives et fonctions thermodynamiques
a) Variables extensives et intensives
Un système thermodynamique est caractérisé par ses variables intensives et exten-
sives. Une variable extensive dépend de la quantité de matière du système et possède la
propriété d’additivité. Par exemple, un système global composé de plusieurs sous-système
“i” d’énergie Ui aura pour énergie totale interne l’énergie suivante :
U =
∑
i
Ui (I.43)
C’est typiquement le cas du Volume V , du nombre d’éléments N , de l’énergie E, de
l’entropie S, etc. De par son caractère extensif l’énergie interne peut être exprimée en
énergie interne par site uN ou en énergie interne par volume uV , il en suit :
U = uNN = uV V (I.44)
avec, uN et uV invariant face au changement de taille.
À l’inverse, une variable intensive ne dépend pas de la quantité de matière du système.
Elle permet une caractérisation de l’état thermodynamique du système. Par exemple T
représente la température, P la pression, µ le potentiel chimique etc.
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b) Fonctions thermodynamiques
Dans le cadre d’un macrosystème la fonction thermodynamique représentant l’énergie
interne est communément notée U . Celle-ci dépend de variables extensives et intensives
décrites ci-dessus. À l’équilibre thermodynamique sans champ externe U s’écrit :
U = TS − PV +∑
i
µiNi (I.45)
La relation de Gibbs–Duhem est la suivante :
SdT − V dP +∑
i
Nidµi = 0 (I.46)
Avec les équations (I.45) et (I.46), on en conclut la différentielle de U(S, V,N) :
dU = TdS − PdV +∑
i
µidNi (I.47)
Les trois autres fonctions thermodynamiques bien connues sont l’énergie libre F , l’en-
thalpie H et l’enthalpie libre G.
F (T, V,N) = U(S, V,N)− TS (I.48)
H(S, P,N) = U(S, V,N) + PV (I.49)
G(T, P,N) = U(S, V,N)− TS + PV (I.50)
Pour qu’un système soit dans l’état stable thermodynamique, S doit être maximal.
Cette maximisation se traduit par la minimisation des fonctions thermodynamiques,
suivant si le système est ouvert/fermé, en contact avec un thermostat et/ou barostat.
Système :
fermé – microcanonique
ouvert – canonique
ouvert – isobare
ouvert – isobare–isotherme
Contacts :
isolé
thermostat
barostat
barostat et thermostat
Fonction thermodynamique :
U(S, V,N)
F (T, V,N)
H(S, P,N)
G(T, P,N)
L’équilibre thermodynamique est un régime stationnaire où les équilibres thermique,
mécanique et chimique sont atteints. C’est à dire que pour deux systèmes en contact, il
y a équilibre thermodynamique s’ils ont la même température, la même pression et les
mêmes potentiels chimiques.
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I.3.2.2 Non-extensivité en thermodynamique
a) Entropie non-extensive
Toute la thermodynamique axiomatique est basée sur des variables extensives et in-
tensives. La physique statistique a été développée avec une idée similaire, en posant une
entropie extensive :
S = −kB
∑
i
pi ln(pi) (I.51)
Dans le cas d’un système isolé, on obtient la formule de Boltzmann :
S = kB ln(Ω) (I.52)
avec, Ω le nombre de configuration du système et pi la probabilité de se trouver dans le
microétat i. Si le système est divisé en deux sous systèmes avec S1 et S2 et leur nombre
de configurations respectives Ω1 et Ω2, alors l’entropie totale vaut :
S = kB ln(Ω) = kB ln(Ω1Ω2) = kB [ln(Ω1) + ln(Ω2)] = S1 + S2 (I.53)
L’entropie est dans ce cas bien extensive.
Cependant C. Tsallis propose [125] une généralisation de l’entropie de Boltzmann-
Gibbs, en introduisant une entropie non-extensive s’écrit sous la forme :
Sq = −kB
1−
W∑
i=1
pqi
q − 1 (I.54)
Il en suit pour un système divisé en deux parties :
Sq = Sq,1 + Sq,2 + (1− q)Sq,1Sq,2 (I.55)
Dans la limite ou q → 1, l’entropie de Boltzmann-Gibbs est retrouvée. Depuis les années
2000 plusieurs expériences tendent à confirmer la statistique de Tsallis [126, 127].
b) Nanothermodynamique
La thermodynamique pour des systèmes finis fut déjà introduite par Gibbs en ajoutant
un terme d’énergie de surface additionnel à l’énergie totale du système. T. L. Hill généralisa
cette théorie pour des petits systèmes en reformulant la thermodynamique à petite échelle
en une thermodynamique non-extensive renommée : nanothermodynamique [128]. Pour
écrire l’énergie interne d’un système nanométrique, il est nécessaire de commencer par
écrire l’énergie d’un ensemble de Np systèmes de nanoparticules correspondant à un macro
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système. La nouvelle énergie interne totale et sa différentielle s’écrivent de la manière
suivante :
Ut = TSt − PVt +
∑
i
µiNit + EaddNp (I.56)
dUt = TdSt − PdVt +
∑
i
µidNit + EadddNp (I.57)
avec, t signifiant totale et Eadd une énergie additionnelle introduisant la non-extensivité.
Cette énergie peut représenter par exemple les effets de surface, les effets de bord, les
rotations et translations du système. Np devient une variable de Ut. Pour accéder à l’éner-
gie interne d’une particule, l’énergie interne totale doit être renormalisée par Np. Les
nouveaux paramètres pour un petit système sont obtenus :
U = Ut/Np, S = St/Np, V = Vt/Np, Ni = Nit/Np (I.58)
L’énergie interne et sa différentielle pour une nanoparticule sont de la forme suivante :
U = TS − PV +∑
i
µiNi + Eadd (I.59)
dU = TdS − PdV +∑
i
µidNi (I.60)
La relation de Duhem–Gibbs en est donc modifiée :
dEadd = −SdT + V dP −
∑
i
Nidµi (I.61)
Cependant l’équation (I.60) ne peut plus être intégrée pour donner l’équation (I.59), car
l’énergie interne d’une nanoparticule n’est plus une fonction homogène de degré un de S,
V et Ni.
I.3.3 Interface en thermodynamique
I.3.3.1 Énergie d’interface
Il est bien connu en thermodynamique axiomatique qu’une énergie d’interface existe
entre les phases liquide, solide ou gaz. La création d’une interface a un coût énergétique,
cette nouvelle énergie est ajoutée à l’énergie du système et porte le nom d’énergie d’inter-
face, ou dans certain cas précis énergie de surface. Elle est définie en thermodynamique par
deux nouvelles variables l’énergie de surface γ par unité de surface et l’aire de l’interface
A.
Us = γA (I.62)
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L’énergie de surface est un terme d’énergie additionnelle non-extensif à l’énergie interne.
Elle représente le coût énergétique nécessaire à la création d’une surface. Au sens de la
thermodynamique de Hill, cette énergie est vue comme l’énergie additionnelle au nano-
système : Eadd = Us. L’énergie interne d’une particule s’écrit de la manière suivante :
U = U∞ + γA (I.63)
où U∞ représente l’énergie interne du système sans surface.
Le terme d’énergie de surface γ est souvent confondu avec le terme de tension de
surface σ. Dans le cas d’un liquide ou d’un gaz les deux termes étant égaux, cela n’a pas
une grande importance. Mais dans le cas d’un solide la relation de Shuttleworth relie les
deux termes [129] :
σ = ddA (γA) = γ + A
dγ
dA (I.64)
Dans le cadre des liquides les molécules sont libres de bouger et ne subissent donc aucune
force de déformation due aux liens intermoléculaires faibles. Le deuxième terme de l’équa-
tion (I.64) s’annule. L’énergie de surface d’un solide peut venir du défaut de coordination,
d’une relaxation, reconstruction, etc. Les liaisons intermoléculaires étant plus fortes que
dans le liquide, γ sera sensible à une variation de l’aire ou du volume (compression ou
décompression de la particule) et satisfait l’équation de Shuttleworth.
I.3.3.2 Pression interne
À l’équilibre thermodynamique, un système infini dans un environnement isobare–
isotherme a la même température que le thermostat et la même pression que le barostat
(cf. définition de l’équilibre thermodynamique). Dans le cas des petits objets, la tension
présente à la surface de la particule engendre un changement de pression à l’intérieur de
la particule. Ce type de phénomène est bien connu pour les liquides. La loi de Young–
Laplace pour une goutte sphérique exprime la pression de capillarité ∆P = Pext − Pin
(Pext est la pression externe et Pin la pression interne) en fonction de l’énergie de surface
et du rayon de la goutte r [124] :
∆P = 2
r
γ (I.65)
La pression interne Pin d’un système thermodynamique vaut dans le cas le plus géné-
ral :
Pin = −
(
∂U
∂V
)
S,Ni
(I.66)
Cette relation est vérifiée quelque soit la taille du système comme le démontre l’équation
(I.60). La pression interne d’une nanoparticule peut être obtenue en dérivant l’équation
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(I.63) par rapport au volume :
Pin = −
(
∂U∞
∂V
)
S,Ni
−
(
∂(γA)
∂V
)
S,Ni
(I.67)
En considérant que U∞ est l’énergie du système dans la limite thermodynamique (≡
énergie de surface négligeable). Cela veut dire théoriquement que le barostat arriverait à
imposer sa propre pression sur le système, donc :
Pext = −
(
∂U∞
∂V
)
S,Ni
(I.68)
De plus, l’équation (I.64) dévoile que le terme d’énergie de surface est sensible à l’aire A
et donc au volume du système. Il en suit l’équation généralisée de la pression interne :
Pin = Pext − γ
(
∂A
∂V
)
S,Ni
− A
(
∂γ
∂V
)
S,Ni
(I.69)
Dans le cas d’une sphère liquide l’équation (I.65) est retrouvée.
La différence entre la pression de la particule et du barostat montre que le système
n’est pas à l’équilibre thermodynamique. Le système se stabilise seulement dans des états
stationnaires, et est davantage sujet aux effets cinétiques.
I.3.3.3 Module d’élasticité isostatique
Comme vu dans la partie I.1.3.3, le module d’élasticité isostatique possède une grande
importance dans les matériaux à transition de spin. Sa définition thermodynamique est
la suivante :
B = −V
(
∂Pin
∂V
)
T,N
(I.70)
Dans le cas d’une nanoparticule la pression interne étant proche mais différente de la
pression externe, B peut être approximé à l’équation suivante [124] :
B = −V
(
∆P
∆V
)
T,N
(I.71)
où ∆V = V (Pext) − V (Pin) est la différence de volume de la nanoparticule entre son
volume si Pin = Pext et son volume à la pression Pin. À priori, B est une constante en
fonction de la taille.
Dans le cas d’une nanoparticule trop petite, la pression interne est très différente de la
pression externe. L’approximation de cette équation, et d’un module d’élasticité constant
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ne sont plus valables. B s’écrit alors :
B(Pin) = −V
(
∂Pin
∂V
)
T,N
(I.72)
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Chapitre II
Rôle des propriétés de surface dans
la transition de spin à l’échelle
nanométrique
II.1 Transition de spin d’une nanoparticule
II.1.1 Modèle nanothermodynamique de la transition de spin
II.1.1.1 Molécules de cœur, molécules de surface
Afin de mieux prendre en compte les surfaces et comprendre leur impact sur la tran-
sition de spin, nous avons développé un modèle nanothermodynamique cœur–coquille en
considérant une surface et un cœur distinctement (voir figure II.1). Une particule contient
un nombre total de molécules N , pouvant être exprimé en deux parties : les molécules de
Figure II.1 – Représentation schématique d’une nanoparticule à transition de spin. C’est
un système cœur–coquille où les propriétés physiques de surface peuvent être distinctes
de celles du cœur.
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surface Ns et les molécules de cœur Nc.
N = Ns +Nc (II.1)
Le nombre total de molécules peut être calculé en fonction du volume V et d’un volume
de référence V0. Il en est de même pour le nombre de molécules à la surface de la particule,
qui peut être calculé en fonction de l’aire A et d’une aire de référence A0. Il en suit les
équations suivantes :
N = V
V0
(II.2) Ns =
A
A0
(II.3)
Un des facteurs ayant un rôle primordial dans la thermodynamique d’une particule est le
rapport surface-sur-volume. Prenons les exemples d’une sphère et d’un cube. La sphère a
un diamètre d = 2r, avec r le rayon, et son volume vaut 43pir
3 et sa surface 4pir2. Le cube a
une arête de largeur l, son volume vaut l3 et sa surface 6l2. Le rapport surface-sur-volume
vaut :
Pour une sphère :
A
V
= 6
d
= 3
r
∼ CsteN−1/3 (II.4)
Pour un cube :
A
V
= 6
l
∼ CsteN−1/3 (II.5)
Les équations (II.4) et (II.5) montrent que le rapport surface-sur-volume dans le cas d’une
sphère est comparable au rapport surface-sur-volume dans le cas d’un cube. D’autres
rapports surface-sur-volume peuvent être obtenus avec des formes plus originales, comme
la forme cylindrique, pyramidale, etc. Par la suite nous allons seulement étudier un objet
sphérique.
En utilisant les équations (II.2), (II.3) et (II.4), il est possible d’écrire Ns et Nc comme
des fonctions avec N comme unique variable.
Ns = Ncs Ns = N
3V0
rA0
(II.6)
Nc = Ncc Nc = N
(
1− 3V0
rA0
)
(II.7)
où cs et cc représentent respectivement les rapports de molécules situées à la surface et
dans le cœur.
Dans le but de calculer une fraction HS moyenne, il est nécessaire de dénombrer le
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nombre de molécules dans l’état HS.
NHS = N sHS +N cHS (II.8)
avec NHS, N sHS et N cHS qui représentent respectivement le nombre de molécules HS total, de
surface et de cœur. Les fractions HS totales, de surface et de cœur, notées respectivement
nHS, nsHS et ncHS, sont définies comme suit :
NHS = nHSN N sHS = nsHSNs N cHS = ncHSNc (II.9)
La fraction HS moyenne est déduite à partir des équations (II.6), (II.7), (II.8) et (II.9),
et prend la forme suivante :
nHS = nsHScs + ncHScc (II.10)
II.1.1.2 Modèle nanothermodynamique
Le modèle se base sur la thermodynamique de Hill, en reprenant le terme surfacique de
Gibbs et le terme de couplage intermoléculaire de Slichter et Drickamer (cf. partie I.1.3.2
et partie I.3.3). Dans ce modèle, l’énergie de surface est supposée linéairement dépendante
de l’état de spin de surface. En effet, ce terme énergétique représente l’énergie nécessaire
à la création d’une surface dans un environnement spécifique. La création d’une surface
BS n’a pas le même coût énergétique que la création d’une surface HS. Dans une première
approche, l’aire de la nanoparticule reste invariante avec le changement de phase. L’énergie
de surface s’écrit donc sous la forme suivante :
γ A = γBS A+ nsHS ∆γ A
= nsHS γHS A+ (1− nsHS) γBS A (II.11)
où ∆γ = γHS − γBS.
Les sites de surface et de cœur étant bien distincts, l’entropie de mélange due au manque
d’information sur le système Smix sera la somme d’une entropie de mélange de surface
Ssmix et d’une entropie de mélange de cœur Scmix.
Smix = Ssmix + Scmix (II.12)
Dans l’approximation de Stirling les entropies de mélange de la surface et du cœur
s’écrivent de manière similaire à l’équation (I.10). Cette approximation reste valide même
à petite taille (≈ 3 nm). Par exemple pour une nanoparticule cubique de 3 nm ayant un
paramètre de maille de 1 nm, le nombre de molécules est de 43 = 64. L’erreur faite en
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utilisant la formule de Stirling est de : ln(64!)−64×ln(64)+64ln(64!) = 0, 0146 soit 1, 46%.
Ssmix = −kBNs [nsHS ln(nsHS) + (1− nsHS) ln(1− nsHS)] (II.13)
Scmix = −kBNc [ncHS ln(ncHS) + (1− ncHS) ln(1− ncHS)] (II.14)
Dans une première approche le terme d’interaction intermoléculaires de Slichter et Dricka-
mer garde la même dépendance par rapport à la fraction HS : ΓnHS(1−nHS). De manière
plus réaliste, ce terme devrait être écrit en tenant compte des différentes interactions plus
explicitement, interactions de surface, de cœur, surface–cœur. Comme il a déjà été montré
dans la section I.1.3.3, le terme de coopérativité Γ peut être relié à l’élasticité du matériau
par la relation (I.18) (Γ ∝ B). En considérant une variation linéaire du module d’élasticité
du matériau avec la transition de spin, comme décrit dans l’équation (I.20), alors Γ s’écrit
de la manière suivante :
Γ = ΓBS + nHS∆Γ (II.15)
où ∆Γ = ΓHS − ΓBS.
De façon similaire la différence d’enthalpie libre entre l’état HS et BS est la même pour le
cœur et la surface. Il en découle la même chose pour la différence d’enthalpie et d’entropie
(voir partie I.1.2.2). Toutes ces approximations peuvent être faites, car les différences
entre le cœur et la surface sont prises en compte dans les termes d’énergie de surface. Par
conséquent, comprendre l’origine et l’évolution des énergies de surface avec la transition
de spin apportera de nombreuses réponses sur le comportement de la transition de spin
d’une nanoparticule.
En tenant compte de tout ce qui a été écrit précédemment, l’énergie libre d’une nano-
particule à transition de spin prend la forme suivante :
G = nHSGHS + (1− nHS)GBS + ΓnHS(1− nHS)− T (Scmix + Ssmix)
+γHS A nsHS + γBS A (1− nsHS) (II.16)
II.1.1.3 Résolution du modèle
La solution stationnaire exacte du modèle est trouvée lorsque les deux conditions
∂G/∂ncHS = 0 et ∂G/∂nsHS = 0 sont remplies. Il en résulte un système à deux équations :
T = ∆H + Γ(1− 2ccn
c
HS) + ∆ΓnHS(1− nHS)− 2csΓnsHS
R ln
(
1−ncHS
ncHS
)
+ ∆S
(II.17)
T = ∆H + Γ(1− 2csn
s
HS) + ∆ΓnHS(1− nHS)− 2ccΓncHS + ∆γNAA0
R ln
(
1−nsHS
nsHS
)
+ ∆S
(II.18)
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Une troisième équation permettant de mettre en évidence une relation entre ncHS et nsHS
peut être écrite en utilisant l’égalité entre les deux équations (II.17) et (II.18). On obtient :
R ln
(
1−nsHS
nsHS
)
+ ∆S
R ln
(
1−ncHS
ncHS
)
+ ∆S
= ∆H + Γ(1− 2csn
s
HS) + ∆ΓnHS(1− nHS)− 2ccΓncHS + ∆γNAA0
∆H + Γ(1− 2ccncHS) + ∆ΓnHS(1− nHS)− 2csΓnsHS
(II.19)
L’équation (II.19) ne peut pas être résolue analytiquement. Une résolution numérique par
la méthode de Newthon-Raphson est donc réalisée afin d’obtenir la fonction ncHS(nsHS).
Pour une température donnée, on peut montrer qu’un unique couple de fractions nsHS et
ncHS est possible. En utilisant la fonction ncHS(nsHS) calculée numériquement, et en l’injec-
tant dans l’équation (II.17), une courbe simulant la transition de spin thermique d’une
nanoparticule est obtenue.
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Figure II.2 – a) Courbes de nsHS(ncHS) pour différentes valeurs de ∆γ, calculés avec
l’équation (II.19), où ∆H = 15000 J.mol−1, ∆S = 50, 8 J.K−1.mol−1, ΓLS = 6857 J.mol−1
et ΓHS = 5430 J.mol−1. b) Valeurs de ∆γ correspondantes aux courbes de nsHS(ncHS). Les
flèches rouges représentent des guides pour l’œil afin de comprendre quelle courbe est
associée avec quelle valeur de ∆γ.
Les figures II.2 représentent divers couples de solutions de nsHS(ncHS) pour différents
∆γ. Une dépendance linéaire entre ncHS et nsHS correspond au cas où ∆γ = 0 J.m−2. Dans
cette configuration l’énergie nécessaire à la création d’une surface HS ou BS est identique.
La variation linéaire entre les deux fractions HS indique que la transition de phase de la
surface est la même que celle de cœur. Dans le cas ∆γ < 0, la fraction nsHS tend vers 1
plus rapidement que la fraction ncHS. Cela signifie qu’une différence d’énergie de surface
entre les deux états de spin négative a tendance à favoriser un état HS en surface. Dans le
cas contraire ∆γ > 0 l’effet inverse se produit, nsHS a tendance à rester autour de 0. Une
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différence d’énergie de surface entre les deux états de spin positive a tendance à favoriser
un état BS en surface.
II.1.2 Simulation de la transition de spin d’une nanoparticule
II.1.2.1 Effet de la surface
Comme dit précédemment, la simulation d’une courbe de transition de spin thermique
est réalisée en injectant les couples de solutions ncHS(nsHS), calculées avec la relation (II.19),
dans l’équation (II.17).
Dans ce modèle, le couplage entre la surface et le cœur est réalisé à travers le terme de
coopérativité ΓnHS(1− nHS), dû à la dépendance de nHS en nsHS et ncHS. Garder le terme
de coopérativité sous cette forme revient à une vision globale de la nanoparticule, avec
des liaisons intermoléculaires identiques en surface et dans le cœur. Le couplage entre la
surface et le cœur peut être mis en évidence en développant mathématiquement le terme
nHS(1− nHS) comme suit :
nHS(1− nHS) = ccncHS(1− ccncHS) + csnsHS(1− csnsHS)− 2cccsncHSnsHS (II.20)
où « −2cccsncHSnsHS » représente le couplage surface–cœur.
Cette écriture simplifiée de l’interaction intermoléculaire n’influe pas sur les propriétés de
transition de la surface, mais permet de lier celle-ci au cœur. Les modifications du com-
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Figure II.3 – Courbes de transition de spin thermiques pour différentes valeurs de
∆γ, calculées sur une nanoparticule de 8 nm avec les paramètres suivants : ∆H =
18000 J.mol−1, ∆S = 61 J.K−1.mol−1, ΓLS = 6852 J.mol−1 et ΓHS = 5158 J.mol−1. Les
valeurs de ∆γ pour les courbes orange pointillée, orange continue, bleue continue, verte
continue, verte pointillée sont respectivement −0, 1, −0, 005, 0, +0, 005, +0, 1 J.m−2.
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portement de la transition sont seulement effectuées à l’aide du terme d’énergie surfacique
γA. Cependant la surface étant étroitement liée au cœur, les changements engendrés sur
les propriétés de celle-ci altèrent les propriétés du cœur, et inversement.
La figure II.3 représente plusieurs courbes de transition de spin thermiques pour une
particule de 8 nm avec des valeurs différentes de ∆γ. Pour une énergie de surface BS
équivalente à une énergie de surface HS, le système n’a tendance à favoriser aucun état de
spin plus que l’autre. Cela se traduit par une conservation de la courbe de transition de
spin de la nanoparticule (figure II.3 courbe bleue) par rapport au matériau massif (figure
II.3 courbe rouge). Si la création d’une surface BS (inversement HS) coûte davantage en
énergie que la création d’une surface HS (BS), alors les énergies de surface satisfont l’in-
égalité suivante : ∆γ = γHS − γBS < 0 (∆γ > 0). La surface a tendance à favoriser plus
facilement un état HS (BS) et à diminuer (augmenter) la température d’équilibre de la
surface. Le couplage entre la surface et le cœur conduit à modifier la température de tran-
sition de toute la nanoparticule, et dans ce cas présent une diminution (augmentation) de
la température d’équilibre de tout le système. La figure II.3 met en évidence ce phéno-
mène, à travers la comparaison des courbes continues bleu, et orange (verte). Dans le cas
extrême d’une inégalité très forte γHS  γBS (γHS  γBS), la surface est bloquée dans un
état HS (BS). Ce cas est représenté par la courbe pointillée orange (verte). De plus, on
remarque une perte de coopérativité de plus en plus importante dans les nanoparticules
qui possèdent une différence de plus en plus importante entre γBS et γHS. La perte du
cycle d’hystérèse provient de l’augmentation du nombre de sites inactifs en surface de la
particule. Mathématiquement, l’augmentation de la fraction résiduelle de surface conduit
à un Γeff qui chute avec la diminution de la taille. Physiquement, la présence de sites
inactifs en surface de la particule provoque une distorsion dans la structure cristalline,
engendrant une énergie de déformation additionnelle ayant tendance à supprimer le phé-
nomène de coopérativité. Une discussion plus approfondie sur la validité de l’utilisation du
terme ΓnHS(1− nHS) dans les nanoparticules est faite dans la partie III.4.1.2 du chapitre
III de ce manuscrit.
II.1.2.2 Fraction résiduelle et température de transition
a) Centres Fer HS inactifs en surface
Le cas observé le plus fréquemment parmi les cas exposés dans la figure II.3 est celui
d’une fraction résiduelle HS. Cette fraction résiduelle est assimilée à des centres fer inac-
tifs en surface de la nanoparticule. Comme vu précédemment ce cas est obtenu pour la
condition où γHS  γBS. La figure II.4 a) met en évidence des courbes à transition de spin
thermiques pour différentes tailles. Le modèle reproduit les observations expérimentales
faites sur les nanoparticules à transition de spin [97, 101]. Avec la diminution de la taille, il
est observé une augmentation de la fraction résiduelle, une diminution de la coopérativité
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Figure II.4 – a) Courbes à transition de spin thermiques pour différentes tailles pour
∆γ = −0.1 J.m−2, et avec les paramètres suivants : ∆H = 18000 J.mol−1, ∆S =
61 J.K−1.mol−1, ΓBS = 6852 J.mol−1 et ΓHS = 5158 J.mol−1. b) Évolution de la tempéra-
ture d’équilibre en fonction de la taille. Les croix représentent les valeurs relevées sur les
simulations numériques, et la courbe continue représente le calcul analytique fait à partir
de l’équation (II.24).
et une diminution de la température de transition.
Il est possible d’obtenir une relation analytique du changement de la température de
transition avec la taille, en réalisant une succession d’approximations. Si l’on considère une
surface avec des sites inactifs, la fraction HS de surface peut être écrite mathématiquement
de la manière suivante : nsHS → 1. En suivant cette condition, la relation (II.17) est
modifiée, on obtient :
T = ∆H + Γ(1− 2ccn
c
HS) + ∆ΓnHS(1− nHS)− 2csΓ
R ln
(
1−ncHS
ncHS
)
+ ∆S
(II.21)
où nHS = ccncHS + cs.
Avec une surface inactive, la température de transition T1/2 se situe à ncHS = 1/2, par
conséquent à nHS = (1+cs)/2. En injectant ce résultat dans la relation (II.15), on trouve :
T1/2 =
∆H + ∆Γ4 − csΓBS − ∆Γc
2
s
4
∆S (II.22)
Sachant que cs ≤ 1, et dans l’approximation où ∆Γ  ΓBS, alors T1/2 prendra la forme
suivante :
T1/2 =
∆H + ∆Γ4 − csΓBS
∆S (II.23)
Finalement l’évolution de la température d’équilibre en fonction de la taille peut s’écrire
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sous la forme suivante :
T1/2 = T1/2(∞)−
(
3V0
A0
ΓBS
∆S
)
1
r
= T1/2(∞)− Cste1
r
(II.24)
avec, T1/2(∞) = (∆H + ∆Γ4 )/∆S.
La relation (II.24) suit une loi de type Young-Laplace. Ce type de relation est bien connu
dans le domaine de la thermodynamique à petite échelle. Un des exemples le plus traité
est celui de la fusion, discuté dans la partie I.2.2.1 de ce manuscrit. La figure II.4 b)
confronte le résultat obtenu dans l’équation II.24 avec la valeur exacte extraite des si-
mulations numériques. La concordance entre les croix (valeurs numériques) et la ligne
continue (solution analytique) montre la validité de la relation et des approximations
faites.
b) Mélange de fractions résiduelles
Dans certains cas, des petites nanoparticules à transition de spin ont montré des frac-
tions résiduelles HS à basse température et BS à haute température [99]. L’origine de
ces différentes fractions résiduelles peut être multiple. Nous allons prendre deux exemples
possibles permettant la coexistence de ces fractions dans un même objet. Cette discussion
est appuyée par le modèle nanothermodynamique développé précédemment, dans le cas
d’une particule cubique (rapport surface-sur-volume identique à une particule sphérique).
Cependant par un soucis de clarté, seule l’équation (II.17) sera utilisée. Il est important
de noter que dans les simulations à venir la fraction HS de surface sera fixée à différentes
valeurs suivant les différents cas. Cette description peut être faite de manière plus rigou-
reuse en introduisant des énergies de surfaces locales permettant la coexistence de fraction
résiduelle HS et BS, ceci donnerait un résultat identique.
Une première approche consiste à supposer que les différentes faces des cubes sont en
contact avec différents environnements. Par exemple, une nanoparticule déposée sur un
substrat a l’une de ses 6 faces en contact avec celui-ci (appelée face 1), tandis que les cinq
autres sont en contact avec l’environnement extérieur. Les énergies d’interfaces pour l’état
HS et BS de la face 1 sont différentes des énergies d’interfaces des autres faces. De plus
les différentes faces des cubes peuvent avoir une structure cristalline différentes ([100],
[111], etc), dans ces conditions les énergies de surface en sont modifiées. Il n’est donc
pas impossible d’avoir des nanoparticules à transition de spin avec une fraction résiduelle
nsHS = 5/6. Cette possibilité de différentes fractions résiduelles sur différentes faces du
cube change de manière drastique la température de transition de la nanoparticule. Un
exemple d’une fraction résiduelle de nsHS = 4/6 (deux faces de cubes BS et 4 faces HS)
est donné sur la figure II.5 a). Avec la présence d’une fraction résiduelle BS, la chute de
la température de transition est moins importante (figure II.5 a)) que dans le cas d’une
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Figure II.5 – a) Courbes de transition de spin thermiques pour différentes tailles et une
fraction HS de surface de nsHS = 4/6. b) Courbes de transition de spin thermiques pour une
nanoparticule de 8 nm et différentes valeurs de nsHS. Les paramètres thermodynamiques
sont identiques aux paramètres utilisés lors de la simulation de la figure II.4.
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Figure II.6 – Courbes de transition de spin thermiques pour différentes tailles avec une
fraction HS de surface satisfaisant l’équation (II.25), pour naHS = 0 et n
f
HS = 1. Les pa-
ramètres thermodynamiques sont identiques aux paramètres utilisés lors de la simulation
de la figure II.4.
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unique fraction résiduelle HS (figure II.3 a)). En effet, la quantité de fraction résiduelle
HS et BS a un impact sur la valeur de la température de transition. Comme le montre
la figure II.5 b), l’augmentation progressive d’une fraction résiduelle BS engendre une
augmentation de la température de transition. Pour une valeur de nsHS = 1/2, la valeur
de la température de transition est comparable à celle du matériau massif.
Une deuxième approche consiste à prendre en compte les distorsions locales dues à la
présence d’une surface et à la réorganisation de la particule. Dans ce cas présent, l’envi-
ronnement octaédrique autour des atomes de fer peut être modifié, suivant la position des
sites métalliques dans le cristal. Par exemple, les faces d’un cube peuvent être constituées
de sites de fer inactifs bloqués en HS, et les arêtes du cube de molécules bloquées dans
l’état BS. Cela conduit à une fraction HS de surface indépendante de la température, mais
dépendante de la taille : nsHS(l), avec l la longueur de l’arête du cube. De manière iden-
tique à la section II.1.1.1, nsHS peut être écrit en fonction de naHS et n
f
HS, respectivement
la fraction HS des arêtes et des faces. Cela donne :
nsHS = ca(naHS − nfHS) + nfHS (II.25)
avec, ca = A0l0
1
l
et l0 la distance unitaire permettant le décompte du nombre de sites de
fer sur une arête.
La figure II.6 représente les courbes de transition de spin simulées avec le modèle et un
nsHS ayant une variation décrite par la relation (II.25). La diminution de la taille implique
une augmentation de la fraction résiduelle HS avec une diminution de la température
de transition. Cependant pour les très petites tailles, une fraction résiduelle BS non-
négligeable apparait. On peut observer une augmentation de la température de transition
entre les particules de 8 nm et 6 nm.
II.1.2.3 Transition de surface : transition en deux étapes
Les énergies de surfaces comme introduites dans ce modèle influent sur la tempéra-
ture de transition de la particule et sur la présence de fractions résiduelles. La différence
d’énergie de surface entre les états HS et BS favorisent l’état de spin d’une surface. Dans
une gamme d’énergies de surface, il est possible d’obtenir un cas intermédiaire entre la
présence ou non d’une fraction résiduelle. Par exemple, la figure II.7 montre une transition
de spin en deux étapes. La première marche (T s1/2 = 206 K) est associée à la transition de
la surface, d’un état BS à un état HS. La deuxième marche (T c1/2 = 256 K) est associée
à la transition du cœur de la particule. En favorisant un état de spin pour les molécules
de surface, leur température de transition respective s’en trouve changée. De plus, le cou-
plage fort entre les sites de surface et de cœur modifie la température de transition des
sites de cœur. Il en résulte deux températures de transition T c1/2 et T s1/2, respectivement
pour le cœur et la surface. Ces températures sont dépendantes de la taille de la particule.
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Figure II.7 – Courbe de transition de spin thermique pour R = 8 nm et ∆γ =
−0, 014 J.m−2. (∆H, ∆S et Γ identiques à la II.4).
Comme vu précédemment, dans le cas d’une particule cubique par exemple, les différentes
faces peuvent avoir des énergies de surface différentes les unes des autres suivant leur envi-
ronnement. Dans des cas bien spécifiques, la nanoparticule pourrait avoir des transitions,
non pas en deux étapes, mais en 3, 4, 5, 6 ou bien même 7 étapes suivant les conditions
aux bords.
Pour ∆γ  0, la température de transition de la surface devient négative et donc
physiquement inaccessible, une fraction résiduelle HS est obtenue, et semble être le cas
le plus observé expérimentalement. Cependant une pression plus élevée à tendance à
favoriser l’état BS d’un matériau. Une étude intéressante serait d’essayer de provoquer
une transition de spin de la surface en appliquant une pression autour des nanoparticules.
II.2 Investigation des Énergies de Surface
II.2.1 Origines des énergies de surface
Comme vu dans la partie I.3.3.1, les énergies de surface représentent l’énergie nécessaire
à la création d’une surface dans un environnement donné. Injecter un terme d’énergie de
surface de Gibbs permet de prendre en compte le coût énergétique de la surface, mais pas
de définir la nature et l’origine de ces coûts. Cette première approche permet néanmoins
d’expliquer les divers phénomènes observés expérimentalement. Dans cette section, nous
allons nous intéresser plus précisément aux origines des énergies de surface.
La création d’une surface en elle même à un coût énergétique dû à la rupture de
la continuité de la matière, en d’autres termes la brisure de liaisons interatomiques ou
intermoléculaires en surface. Pour comprendre ce coût énergétique prenons l’exemple du
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casseur de cailloux. Une pierre est dans un état stable thermodynamique, pour briser celle-
ci un casseur de cailloux doit donner un coup de pioche dessus. Au moment de l’impact
entre la pioche et la pierre, une force permettant la brisure de la pierre est engendrée.
L’énergie associée à cette force est l’énergie nécessaire à la création de nouvelles surfaces
sur le caillou. L’énergie interne des deux nouveaux cailloux est égale à la somme de
l’énergie interne du caillou initial, et de l’énergie utilisée pour casser le caillou lors de
l’impact. Une particule n’est rien d’autre qu’un matériau massif infini dans lequel des
liaisons ont été supprimées en surface.
Une particule avec une surface est donc moins stable qu’un matériau infini sans sur-
face. Afin de stabiliser son état, les surfaces de la particule vont se relaxer ou même
se reconstruire. Ces processus tendent à minimiser l’énergie totale de la particule, afin
que celle-ci atteigne un état d’équilibre (ou stationnaire si l’état d’équilibre n’est pas ac-
cessible). Ces phénomènes ont donc un impact sur les énergies de surface. De plus, les
interactions entre la particule et l’environnement jouent un autre rôle dans les énergies
de surface. Une particule dans le vide, ou bien dans une matrice polymérique n’a pas le
même comportement.
Tous ces phénomènes sont fortement corrélés, il n’est donc pas facile de pouvoir les
étudier indépendamment les uns des autres. Nous avons choisi d’étudier ces phénomènes
de surfaces, alliant une étude de physique statistique et de nanothermodynamique. Un
modèle de type Ising compressible anharmonique [69], déjà introduit dans la partie I.1.3.5
a) de ce manuscrit, sera utilisé.
II.2.2 Modèle microscopique et résolution
II.2.2.1 Modèle de type Ising compressible anharmonique
Ce modèle est utilisé pour décrire les propriétés d’équilibre des matériaux à transition
de spin. Les molécules à transition de spin sont modélisées par des sites ponctuels, et
les liaisons intermoléculaires par des ressorts anharmoniques de type Lennard–Jones 6–3
(relation (I.39)). Le modèle est appliqué sur une particule 2D carrée avec des conditions
aux bords libres (voir figure II.8). Les interactions entre seconds voisins sont prises en
compte afin de stabiliser la structure carrée de la particule. La profondeur des puits de
potentiel d’interaction entre les seconds voisins (v2) est dix fois inférieure à celle entre les
premiers voisins (v1). La distance d’équilibre entre les seconds voisins sera de ri
√
2, où ri
représente le paramètre de maille du réseau pour les liaisons BS–BS, HS–HS ou BS–HS.
L’hamiltonien de la particule s’écrit :
H = H0({σ}) +Hinter({σ}, {r})
= ∆eff (T )2
N∑
i
σi +
∑
〈i,j〉
[J0 + J1(σi + σj) + J2σiσj] (II.26)
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Figure II.8 – Réseau 2D carré de longueur L associée à un nombre de sites n. v1 et
v2 représentent respectivement les liaisons intermoléculaires entre les premiers et seconds
voisins.
avec, H0 et Hinter qui sont respectivement décrits par les hamiltoniens (I.21) et (I.34).
Pour décrire H0, on prend pour le reste de ce manuscrit ∆ = 1650 K et gHS/gBS = 5770.
Le paramètre de maille moyen du réseau est défini comme la moyenne des distances
intermoléculaires aux premiers voisins de la particule, r = 〈r〈i,j〉〉. Le volume V = 〈Vinst〉
(Vinst ≡ volume instantané) et l’aire de la particule sont décrits de la manière suivante :
V = r2(n− 1)2 (II.27)
A = 4
√
V (II.28)
avec, n le nombre de sites sur une arête de la particule (N = n2, le nombre total de sites).
La fraction HS (nHS) du système est calculée à l’aide de la relation (I.24).
II.2.2.2 Étude de l’hamiltonien
L’hamiltonien (II.26) ne possède pas de solution analytique connue. Il est donc résolu
à l’aide de la méthode numérique de Monte Carlo (MC), afin d’étudier les propriétés
thermodynamiques du système.
Dans une approche MC, la variable t est une unité de temps Monte Carlo, aussi appelée
pas Monte Carlo (PMC), pour laquelle une succession de procédures numériques définies
seront exécutées. Le temps MC ne doit pas être confondu avec le temps réel, utilisé par
exemple en dynamique moléculaire. La succession de procédures numériques est définie
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arbitrairement par la procédure MC choisie. Dans notre cas nous utilisons une dynamique
de Metropolis [130]. La procédure (plus largement détaillée dans l’annexe A.1) est la
suivante :
1. Un site i est choisi aléatoirement et le spin fictif σi est inversé. Ce changement est
accepté ou rejeté selon le critère de Metropolis.
2. Un nouveau site j à une position ~rj(xj, yj) est choisi aléatoirement et une nouvelle
position aléatoire ~r′j(x′j, y′j) est proposée. Dans le cas d’un petit système, le mouve-
ment d’un site change de manière non négligeable le volume. Le volume est donc
calculé suivant la procédure décrite dans l’annexe A.1. La nouvelle position et le
nouveau volume sont évalués et acceptés si le critère de Metropolis est rempli.
3. Les deux étapes précédentes sont répétées N fois.
4. Finalement une relaxation globale du système est proposée et acceptée si le critère
de Metropolis est satisfait.
Pour extraire les différentes valeurs moyennes des propriétés thermodynamiques du
système, il est normalement nécessaire de connaître tous les microétats µi du système, et
donc la fonction de partition Z du système.
Z = ∑
{µ}
exp (−βH({µ})) (II.29)
Soit O une observable du système, sa valeur moyenne sera :
〈O〉 = 1Z
∑
{µ}
O({µ}) exp (−βH({µ})) (II.30)
Une simulation MC ne permet pas de calculer la fonction de partition du système, mais
de parcourir les microétats du système en suivant une marche aléatoire dirigée. À l’aide
d’un estimateur, nous pouvons alors nous approcher de la valeur moyenne de l’obser-
vable. Dans le cadre de l’algorithme de Metropolis, l’estimateur s’écrit (échantillonnage
d’importance) :
〈O〉 ≈ Q(O) = 1
M
M∑
i
O(µi) (II.31)
avec, M le nombre de microétats visités.
Deux techniques principales sont utilisées en MC afin de réaliser des moyennes d’obser-
vables, les moyennes temporelles et les moyennes d’ensemble. Les moyennes temporelles
sont faites lorsque le système a atteint un état stationnaire, et consistent à moyenner
l’observable sur les microétats visités séquentiellement. Cette technique n’est cependant
plus valable lors d’étude de phénomènes hors équilibre. Les moyennes d’ensemble sont
faites sur un ensemble de simulations parallèles au même temps MC et ont pour origine le
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même microétat. Dans ce manuscrit, les moyennes d’observables faites en MC ont toutes
été réalisées avec des moyennes d’ensemble, permettant ainsi une parallélisation du code
MC.
II.2.3 Non-extensivité de la thermodynamique et conséquences
II.2.3.1 Non-extensivité de l’énergie
Dans un premier temps, pour simplifier la compréhension, une étude en taille sera
faite sur des particules ne présentant pas de transition de spin. L’hamiltonien (II.26) se
simplifie comme suit :
H =H0({σ}) +Hinter({σ}, {r})
=
∑
〈i,j〉∈1er voisins
v01
( r0
r〈i,j〉
)6
− 2
(
r0
r〈i,j〉
)3
+
∑
〈i,j〉∈2nd voisins
v02
(r0√2
r〈i,j〉
)6
− 2
(
r0
√
2
r〈i,j〉
)3 (II.32)
avec, r0 le paramètre de maille de la particule. Pour cette étude, r0 = 6.4 Å, v01 = 5700 K
et v02 = 570 K.
L’énergie interne de la particule représente l’énergie moyenne des interactions inter-
moléculaires du système, qui peut être écrite aussi sous la somme des énergies de chaque
site.
U = 〈H〉 = 〈E〉 = 12
N∑
i
〈Ei〉 = 12〈
N∑
i
Ei〉 (II.33)
Le facteur 1/2 vient du fait que en sommant l’énergie de chaque site, chaque liaison est
comptée deux fois.
Pour un matériau 2D infini avec un réseau carré, les énergies par site moyenne 〈Ei〉
peuvent être considérées comme équivalentes. Cela revient à dire que la valeur moyenne de
chaque liaison intermoléculaire est la même en tout point du cristal. Chaque site possède
a) b) c)
Figure II.9 – a) Liaisons pour un site dans le cœur du cristal. b) Liaisons pour un site
aux bords de la particule. c) Liaisons pour un site dans un coin de la particule.
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4 premiers voisins 〈v1〉 et 4 seconds voisins 〈v2〉 (voir figure II.9 a)). Dès lors, on obtient
pour le site i :
〈Ei〉 = 4(〈v1〉+ 〈v2〉) (II.34)
L’énergie interne d’un système infini vaut alors :
〈E〉 = 2N(〈v1〉+ 〈v2〉) (II.35)
Dans le cas d’un système fini le dénombrement des liaisons pour les sites de bords et de
coins est différent. Un site situé sur un bord de la particule carrée possède un voisin v1
de moins et 2 voisins v2 de moins (cf figure II.9 b)). On obtient donc pour le site j situé
sur un bord :
〈Ej〉 = 3〈v1〉+ 2〈v2〉 (II.36)
Un site situé sur un coin possède 2 voisins v1 de moins et 3 voisins v2 de moins (cf figure
II.9 c)). L’énergie associée à un site de coin k vaut :
〈Ek〉 = 2〈v1〉+ 〈v2〉 (II.37)
La somme de tous les sites d’une nanoparticule carrée de N site peut être calculée avec les
équations (II.34), (II.36) et (II.37). Il en résulte l’équation de l’énergie interne suivante :
〈E〉 = 2N(〈v1〉+ 〈v2〉)− 2
√
N(〈v1〉+ 2〈v2〉) + 2〈v2〉 (II.38)
Une énergie est extensive si et seulement si une constante (indépendante de la quantité
de matière) est obtenue après la division de celle-ci par le volume ou par le nombre
d’éléments du système. Or dans notre cas, la division de l’énergie interne donnée par
l’équation (II.39) montre une dépendance en N , et donc une brisure de l’extensivité de
l’énergie interne du système.
〈E〉
N
= 2(〈v1〉+ 〈v2〉)− 2〈v1〉+ 2〈v2〉)√
N
+ 2〈v2〉
N
(II.39)
Comme expliqué dans la partie I.3 de ce manuscrit, la perte de l’extensivité a une consé-
quence sur la thermodynamique de la nanoparticule. L’équation (II.39) est comparée à une
étude numérique résolue par MC. Le résultat de cette étude est représenté dans la figure
II.10. Les valeurs v1 et v2 représentent respectivement la valeur absolue des profondeurs
des puits de potentiels entre les premiers et seconds voisins. Les valeurs réelles des profon-
deurs des puits sont −v1 et −v2. Dans cette simulation ces valeurs sont de v1 = 5700 K
et v2 = 570 K. Les potentiels étant anharmoniques, le système subit une dilatation du
paramètre de maille avec l’augmentation de la température. Ainsi, pour T 6= 0 K, nous
devrions donc avoir les inégalités suivantes : 〈v1〉 > −5700 K et 〈v2〉 > −570 K. Le résul-
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Figure II.10 – Énergie par site en fonction du nombre de sites (croix) calculée par
simulation Monte Carlo pour une température de T = 100 K et une pression externe
de Pext = 0. La ligne pleine rouge représente un ajustement des points calculés par MC,
réalisé à l’aide de l’équation (II.39), avec 〈v1〉 = −5682 K et 〈v2〉 = −534 K. La ligne
verte pointillée représente la valeur de l’énergie pour un matériau infini.
tat de l’ajustement des points calculés par MC à T = 100 K, fait avec la relation (II.39),
donne comme résultat : 〈v1〉 = −5682 K et 〈v2〉 = −534 K. Notons que 〈v2〉 ≈ 〈v1〉/10,
et de plus, les valeurs sont proches de −v1 et −v2 et satisfont les inégalités vues précé-
demment. La cohérence des résultats valide notre raisonnement.
La perte de l’extensivité est due à la présence de surface dans la particule. Ainsi, il
est possible d’extraire de l’équation (II.38) une énergie additionnelle dont l’origine est la
surface. En effet si on reprend les équations (I.63), (II.35) et (II.38), il en résulte l’équation
suivante :
γA = −2
√
N(〈v1〉+ 2〈v2〉) + 2〈v2〉 (II.40)
Dès lors, en utilisant l’équation (II.28), on obtient :
γ = −〈v1〉 − 2〈v2〉2r −
〈v1〉
2
√
V
(II.41)
Comme le montre l’équation (II.41), dans ce modèle, le terme d’énergie de surface dépend
seulement des potentiels d’interactions intermoléculaires v1 et v2, et donc de l’élasticité de
la particule. Comme évoqué précédemment, dans un système réel, les surfaces relaxent,
se reconstruisent et sont en interaction avec différents environnements. Ces effets parti-
cipent au changement de l’énergie interne du système, et participent à la modification des
paramètres internes de la particule.
L’entropie est donnée par la relation (−∂F/∂T )V = S, donc la conséquence directe
de la perte d’extensivité de l’énergie interne est la perte d’extensivité de l’entropie. La
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technique des histogrammes basée sur la détermination de la densité d’état (voir annexe
A.2) a été utilisée pour calculer l’entropie numériquement. La figure II.11 a) montre la
variation de l’entropie en fonction du nombre de sites de la particule. L’aspect non linéaire
de la courbe démontre une entropie non-extensive. De plus, en représentant l’entropie par
site (II.11 b)), une variation de l’entropie est observée, alors que cette dernière, dans un
cas extensif, doit rester constante.
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Figure II.11 – Variation de l’entropie (a) et de l’entropie par site (b) en fonction du
nombre de sites total de la particule. Les croix bleues représentent les valeurs obtenues
numériquement par MC, et la ligne verte pointillée la convergence de l’entropie pour un
matériau infini.
II.2.3.2 Pression interne
Comme décrit dans la partie I.3.3.2 de ce manuscrit, la perte de l’extensivité de la
thermodynamique, engendrée par la présence d’une énergie d’interface, conduit à une
perte de l’équilibre thermodynamique. L’équilibre mécanique du système n’est donc plus
atteint et un gradient de pression entre la particule et l’environnement apparaît. Afin
de vérifier cette hypothèse, une étude mesurant la pression interne de la nanoparticule
par une technique numérique a été réalisée. En physique statistique, la pression interne
instantanée d’un système est définie de la manière suivante :
Pinst = −∂H
∂V
(II.42)
Avec H l’hamiltonien du système étudié.
Dans l’approximation d’un réseau 2D carré et de faibles distorsions du réseau (plus petite
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que la variation du volume), il est possible d’écrire :
∂r
∂V
= 1
2
√
V (
√
N − 1) (II.43)
Ainsi, si l’hamiltonien dérive de forces conservatives (comme dans notre cas), alors :
Pinst =
1
4
√
V (
√
N − 1)
∑
i
Fi (II.44)
où Fi est la somme des forces exercées sur la molécule i. La valeur moyenne de la pression
instantanée donne la valeur de la pression interne de la particule.
Pin = 〈Pinst〉 (II.45)
La définition du module d’élasticité (constant) dans l’approximation de petit chan-
gement de volume et de pression (équation (I.71)) implique que pour un changement de
pression interne de la particule, un changement de volume de la maille unitaire serait
observé. La figure II.12, représente le changement de pression interne de la particule en
fonction de sa taille, avec le volume de la maille unitaire associé. Les croix bleues repré-
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Figure II.12 – Points représentants l’augmentation du volume de la maille élémentaire
(Vu) du système (carrés bleus), associée à une diminution de la pression interne de la par-
ticule (croix bleues) en fonction de la taille, le tout calculé numériquement par simulation
MC à T = 100 K et Pext = 0 K.Å−2. Les cercles verts, représentant aussi la pression
interne (Pin) de la particule, sont calculés avec l’équation (I.71), à partir des valeurs du
volume trouvées numériquement et d’un module d’élasticité constant B = 1370 K.Å−2.
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sentent la pression interne de la particule déterminée numériquement par la technique
décrite par les équations (II.44) et (II.45). Le système est plongé dans un thermostat à
T = 100 K et un barostat à Pext = 0 K.Å−2. On observe, avec la diminution de la taille,
une diminution de la pression interne de la particule. Celle-ci est inférieure à Pext et de-
vient de plus en plus négative. Cette diminution provoque une augmentation du volume
de la maille élémentaire du système (figure II.12 carrés bleus). Les cercles verts repré-
sentent la pression interne de la particule calculée à l’aide de l’équation (I.71) et de la
variation de volume (carrés bleus). La superposition entre les cercles et les croix montre
que la pression interne de la particule est la même, que ce soit par une mesure statistique
ou bien axiomatique. L’équation (I.71) reste donc valide à l’échelle nanométrique. On
peut remarquer, à très basse taille, une petite différence entre la pression interne calculée
numériquement et la pression interne calculée à l’aide de la thermodynamique. Cela s’ex-
plique par une variation de pression et de volume trop importante, il est donc nécessaire
de revenir à l’utilisation de la relation (I.70). L’approximation d’un module d’élasticité
constant avec la taille atteint sa limite à très petite taille, car par définition B dépend
de la pression à l’intérieur de la particule. Cependant, cette approximation reste tout de
même relativement correcte.
La pression interne de la nanoparticule dépend des propriétés intrinsèques de la par-
ticule, mais aussi de la température et de la pression du bain environnant. La figure II.13
représente différentes courbes de la pression interne d’une nanoparticule 5× 5. La figure
II.13 a) montre la courbe de la pression interne de la particule en fonction de la pression
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Figure II.13 – Simulation Monte Carlo pour un système 5× 5. a) représente la pression
interne de la nanoparticule en fonction de la pression externe pour une température de T =
100 K. b) représente la pression interne de la nanoparticule en fonction de la température
pour une pression externe de Pext = 0 K.Å−2.
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externe exercée par le bain à une température du bain de T = 100 K. Pour une pression
externe de 0 la pression interne est négative, et la variation de la pression interne en
fonction de la pression externe est linéaire. La figure II.13 b) montre la variation de la
pression interne en fonction de la température. L’expansion thermique due à l’asymétrie
des potentiels anharmoniques conduit à un changement des valeurs 〈v1〉 et 〈v2〉. Comme
conséquence directe, la valeur de l’énergie de surface est modifiée, et ainsi change la valeur
de la pression interne. Comme le phénomène d’expansion thermique, la pression interne
a aussi une variation linéaire en fonction de la température.
L’étude de la pression interne a permis de mettre en évidence les effets de la non–
extensivité du système. À petite taille les nanoparticules ne peuvent plus atteindre l’équi-
libre thermodynamique, mais seulement un état stationnaire, de par un gradient de pres-
sion entre la particule et son environnement. Ainsi, avec la réduction de taille, les effets
cinétiques prendront de plus en plus d’importance. D’autre part, il a été montré que la
création de surface par un simple défaut de coordination n’affecte pas de manière radi-
cale les propriétés mécaniques du système. Il a cependant été démontré dans plusieurs
types de matériaux [131–133], y compris dans des complexes de coordination [134], que
l’élasticité de la matière varie de façon importante avec la taille. Une simple approche
avec les conditions aux bords libres ne permet cependant pas d’expliquer ce phénomène
de modification de l’élasticité avec le changement de taille. D’autres phénomènes, tels que
les relaxations et reconstructions de surface doivent être pris en compte, car ils modifient
les propriétés thermodynamiques de la particule.
II.2.3.3 Effet sur la transition de spin
La différence de pression entre l’état HS et l’état BS est due à une différence d’énergie
de surface. Comme vu dans la partie II.1, une différence d’énergie de surface importante
entre les deux états de spin conduit à une fraction de spin résiduelle et un changement de la
température de transition, accompagnés d’une perte d’hystérésis. Une différence d’énergie
de surface moins importante entre les deux phases conduit seulement à un changement de
la température de transition et une perte de coopérativité. L’énergie de surface provenant
du défaut de coordination peut être reliée aux valeurs des potentiels intermoléculaires
comme décrit par la relation (II.41). Cette relation met clairement en évidence que la
différence d’énergie de surface entre les deux états de spin HS et LS vient du désaccord de
leurs paramètres de maille, mais aussi de la différence de rigidité entre les deux phases. Il
est bien connu dans le domaine de la transition de spin qu’un matériau est plus rigide et
plus compact dans sa phase BS, il en découle v0BB > v0HH et r0BB < r0HH. Comme le montre
la relation (II.40), nous avons l’inégalité suivante :
γBSABS > γHSAHS (II.46)
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Figure II.14 – a) Courbes de transitions de spin thermiques pour différentes tailles (n)
de particules. b) Évolution de la température de transition en fonction de la taille. Les
températures T↓, T↑ et leur valeur moyenne sont représentées respectivement par les
symboles en forme de croix, cercles et carrés. Les lignes sont des guides pour l’œil.
v r
Bas spin / Bas spin v0BB = 5700 K r0BB = 6.4 Å
Haut spin / Haut spin v0HH = 5600 K r0HH = 7.0 Å
Haut spin / Bas spin v0HB = 5450 K r0HB = 6.8 Å
Table II.1 – Profondeurs des puits de potentiels et longueurs des distances intermolécu-
laires pour les différentes interactions utilisées pour la simulation de la figure II.14.
La figure II.14 a) représente des courbes de transition de spin thermiques pour trois
tailles, 3×3, 10×10 et 100×100, simulées avec l’hamiltonien (II.26). La diminution de la
taille implique une diminution de l’hystérèse et sa disparition pour une taille de 10× 10,
accompagnée d’une diminution de la température de transition (voir figure II.14 b)). De
plus, la variation de la pression interne de la particule avec la transition de spin met en
évidence la présence d’une différence d’énergie d’interface entre les deux états de spin.
La figure II.15 a) représente la transition de spin pour une particule carrée 5 × 5. On
remarque que lors de la transition il y a une brisure de l’évolution linéaire de la pression
interne (voir figure II.15 b)). La variation de la pression interne avec la fraction HS de
la particule est linéaire, comme l’indique la figure II.15 c). Ces résultats sont en parfait
accord avec ce qui a été vu dans la partie II.1 et avec la relation (II.46).
Cependant, il est important de noter que la différence d’énergie de surface, due au seul
défaut de coordination en surface, ne suffit pas à la création d’une fraction résiduelle en
surface de la nanoparticule. Ce phénomène observé expérimentalement trouve ses origines
dans des phénomènes plus complexes. La surface de la particule, qui est une interface avec
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Figure II.15 – Transition de spin d’une particule carrée 5 × 5. a) Courbe de transition
de spin thermique. b) Pression interne de la particule en fonction de la température. c)
Pression interne de la particule en fonction de nHS
l’extérieur, subit diverses contraintes de par l’interaction avec l’environnement. Il a par
exemple été montré que les propriétés de transition de spin sont fortement influencées par
l’élasticité et les propriétés chimiques de la matrice [135]. L’influence de la matrice, ainsi
que les reconstructions possibles de la surface sont des phénomènes qui peuvent modifier
le champ de ligands. Cette modification du champ de ligand sur les centres métalliques de
surface serait à l’origine de la fraction résiduelle observée. Dans une première approche,
les interactions particule–matrice et les divers phénomènes physiques sont pris en compte
par des termes (ad hoc) d’énergies de surface. Ces énergies de surface sont représentées
par αBS et αHS, les énergies de surface par site appliquées sur les molécules de surface,
pour respectivement des molécules dans leur état BS et HS. L’hamiltonien (II.26) est
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Figure II.16 – Courbes de transition de spin thermiques pour différentes tailles de par-
ticules présentant une fraction résiduelle HS due à la différence d’énergie de surface addi-
tionnelle (αHS − αBS = −6000 K.Å−1).
transformé comme suit :
H = ∆eff (T )2
N∑
i
σi +
∑
〈i,j〉
[J0 + J1(σi + σj) + J2σiσj]
+
∑
i∈Surface
[
αHS − αBS
2 σi +
αHS + αBS
2
]
(II.47)
L’ajout des termes αBS et αHS provoque un changement de la température de transi-
tion des molécules de surface. En développant en champ moyen la partie de l’hamiltonien
(II.47) sur les énergies de surface, on retrouve l’écriture des énergies de surface de l’en-
thalpie libre d’une nanoparticule à transition de spin (relation (II.16)). Les courbes de
transition de spin thermiques représentées sur la figure II.16 ont été simulées par MC
en utilisant l’hamiltonien (II.47). Ces courbes présentent une fraction résiduelle HS en
surface, devenant plus importante pour un rapport surface-sur-volume plus important.
Comme dans la figure II.14 a), ces courbes présentent une perte de cooperativité, ac-
compagnée d’une diminution de la température de transition. Cependant la chute de la
température de transition est plus brutale dans le cas de la figure II.16, ceci peut s’expli-
quer par l’apport de nouveaux termes d’énergies de surface. En reprenant les différents
cas de la figure II.3, la figure II.14 a) serait plutôt dans le cas γHS < γBS, tandis que la
figure II.16 serait plus dans le cas γHS  γBS.
Dans la majorité des cas, le modèle nanothermodynamique, dans l’approximation
d’une énergie de surface linéairement dépendante en nsHS, suffit à expliquer les divers
cas observés expérimentalement. Néanmoins, une description plus poussée des énergies
de surface peut être utile afin de prédire de nouveaux comportements de la transition
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v r
Bas spin / Bas spin v0BB = 5700 K r0BB = 6.4 Å
Haut spin / Haut spin v0HH = 5600 K r0HH = 7.0 Å
Haut spin / Bas spin v0HB = 5450 K r0HB = 6.7 Å
Table II.2 – Profondeurs des puits de potentiels et longueurs des distances intermolécu-
laires pour les différentes interactions utilisées pour la simulation de la figure II.16.
de spin à l’échelle nanométrique. Par exemple, les énergies de surface dues au défaut de
coordination dépendent de l’élasticité de la particule et donc de la nHS globale. Divers
phénomènes physiques et chimiques se passant à l’échelle du nanomètre pourraient avoir
une dépendance en n2HS et donc avoir une nouvelle influence sur le terme thermodyna-
mique de la coopérativité. L’investigation du comportement des énergies de surface lors
d’une transition de spin à l’échelle nanométrique est alors un élément clé pour la compré-
hension du phénomène. De plus, identifier ces phénomènes et les utiliser permettraient de
contrôler la bistabilité et les températures de transition des nano-objets à transition de
spin.
II.3 Contrôle de la Transition de Spin à travers la
Surface
II.3.1 Problématique
L’idée de cette section est de mettre en avant une étude sur le contrôle de la transition
de spin de nano-objets. La question est la suivante : Quelles sont les ingrédients physiques
jouant un rôle dans le comportement de la transition de spin à l’échelle nanométrique, et
lesquels peuvent être manipulés expérimentalement ?
Pour répondre à cette problématique, nous avons étudié théoriquement deux nouveaux
types de nano-objets de coordination synthétisés récemment : les nanoparticules creuses
[136, 137] et les systèmes cœur-coquille [138, 139].
II.3.2 Particule creuse
Comme dit précédemment, le contrôle des énergies de surface dans les nanoparticules
est la clé du contrôle de la bistabilité à l’échelle nanométrique. La manipulation des
surfaces par la chimie permettrait l’émergence de nouveaux nano/micro-systèmes bistables
fortement ajustables. Jusqu’à présent les principales approches expérimentales tentent de
modifier le comportement de la transition de spin par un effet d’interaction entre la matrice
et la nanoparticule [101]. Cependant, une autre approche encore inusitée permettrait un
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Figure II.17 – Comparaison entre nanoparticules pleines de longueur L et de dimension
n (a) et creuses avec un trou de largeur l et de dimension m (b), dans le cas d’un réseau
2D carré.
contrôle de la transition de spin beaucoup plus précis. Les énergies de surface à l’origine
de la non-extensivité du système sont formées à partir du produit de γ et A. Même si γ est
complexe à contrôler, les nouvelles techniques chimiques permettent la création de nano-
objets de formes contrôlées, avec une grande précision, i.e. permettent de contrôler A.
Par exemple, un objet dont le facteur forme est facilement ajustable est la nanoparticule
creuse. Un schéma de ce type de particule dans le cas à 2 dimensions est représenté dans
la figure II.17. Son rapport surface-sur-volume peut être facilement calculé, en utilisant
la longueur L de la particule et la largeur l du trou de la particule, il en suit :
A
V
= 4
L− l (II.48)
Dans le cas 2D l’aire A est en fait une longueur et le volume V une aire. Le choix de
cette nomenclature vient ici des variables associées à l’aire et le volume qui sont l’énergie
surfacique et la pression. Du point de vue de la thermodynamique, les systèmes ayant un
rapport surface-sur-volume identique possèdent une énergie interne par unité de volume
uV identique, dans l’approximation où γ est constant face à la variation du volume. La
division de l’équation (I.63) par le volume met en évidence ce phénomène :
uV =
U
V
= U∞
V
+ γA
V
(II.49)
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Par une technique similaire décrite dans la partie II.2.3.1, l’énergie interne par site peut
être aussi calculée, cela donne :
uN =
〈E〉
N
= 2(〈v1〉+ 〈v2〉)− 2
n−m(〈v1〉+ 2〈v2〉) +
4〈v2〉
n2 −m2 (II.50)
Le changement des propriétés thermodynamiques avec la diminution de la taille est associé
à la perte d’extensivité de l’énergie interne (uV et uN varient avec la taille). En utilisant
des nanoparticules creuses, il est possible d’obtenir des objets de différentes tailles ayant
le même rapport surface-sur-volume. Pour cela, il suffit de prendre des particules ayant
comme paramètre constant la différence entre la longueur externe de la particule et la
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Figure II.18 – a) Courbes de transition de spin thermiques pour des nanoparticules
pleines de 10 × 10 et 20 × 20, et pour des nanoparticules creuses de 20 × 20 et 40 × 40,
ayant respectivement un trou de 10 × 10 et 30 × 30. b) Courbes de transition de spin
thermiques pour des nanoparticules pleines de 4× 4 et 10× 10 et pour une nanoparticule
creuse de 10× 10 ayant un trou de 6× 6.
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largeur de son trou (L− l = constante). Cela conduit à une valeur de uV constante. Pour
une valeur de L− l constante, le terme n−m est lui aussi constant. Dans l’approximation
ou 1/(n2 − m2)  1/(n − m), on obtient une énergie par site uN constante face à la
variation de la quantité de matière.
Les figures II.18 a) et b) représentent des courbes de transition de spin thermiques de
nanoparticules pleines et creuses, simulées par MC avec les paramètres répertoriés dans
le tableau II.2. La figure II.18 a) représente les courbes de transition de spin pour deux
nanoparticules pleines (10×10 et 20×20) et deux nanoparticules creuses (20×20 et 40×40).
Les courbes entre les deux tailles de nanoparticules pleines sont fortement différentes. D’un
autre côté, les transitions de spin des nanoparticules pleines de 10×10 et des deux tailles de
nanoparticules creuses sont comparables. Il en est de même pour la figure II.18 b) montrant
deux courbes de transition de spin comparables, l’une étant une nanoparticule pleine de
4× 4 et l’autre une nanoparticule creuse de 10× 10 avec un trou de 6× 6. La similitude
entre ces courbes est associée aux rapports surface-sur-volume, (quasi)identiques pour les
courbes ayant le même comportement. Les énergies par unité de volume et par site sont
alors comparables, ce qui permet de conserver l’extensivité de l’énergie. La figure II.19,
qui représente les énergies par site pour les différentes nanoparticules à une température
de 100 K, met en évidence l’extensivité des différents systèmes entre eux. Les courbes
ne sont cependant pas identiques. En effet, ces systèmes possèdent des uN comparables,
mais pas identiques. À un rapport A/V constant, uN et uV sont constants uniquement
dans l’approximation d’une invariance de γ avec la taille. Ceci n’est pas vérifié du fait que
le terme n2 − m2 de l’équation (II.50) laisse un léger caractère non extensif à l’énergie
interne du système.
Cette étude révèle que le paramètre important pour la thermodynamique des particules
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Figure II.19 – Énergies par site à 100 K pour les nanoparticules à transition de spin de
la simulation de la figure II.18.
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n’est pas seulement l’énergie de surface, mais aussi la quantité de matière en surface. En
effet, il serait possible, en jouant sur la forme des objets, d’obtenir des microparticules
avec les propriétés de nanoparticules.
II.3.3 Système Cœur–Coquille
II.3.3.1 Approche élastique d’un système cœur–coquille
a) Pourquoi une approche élastique ?
Dans un système cœur–coquille, l’interface va jouer un rôle primordial dans les pro-
priétés thermodynamiques du système. Ainsi pour des particules composées de matériaux
présentant une transition de phase, on espère qu’en contrôlant cette interface la transi-
tion de phase serait modulée. Comme mentionné précédemment, thermodynamiquement,
l’interface ajoute un terme énergétique à l’énergie interne du système. Celui-ci peut avoir
plusieurs origines, comme les interactions physico–chimiques entre les deux systèmes. Ce-
pendant dans un système cœur–coquille, la prédiction théorique de la force de la liaison
à l’interface et son allure pour différents états de spin est trop complexe. Les différentes
interactions à l’interface et leurs impacts sur la transition de spin doivent être analysées
par une suite de tentatives de synthèses chimiques et d’observations.
Une approche jouant aussi sur une interface entre un cœur et/ou une coquille à tran-
sition de spin se base sur les déformations élastiques. Plaçons nous dans le cas d’une
coquille inactive entourant un cœur à transition de spin. Lors de la transition du cœur, le
volume de celui-ci augmente. L’augmentation du volume du cœur induit une déformation
de la coquille l’entourant ; en réaction la coquille induira aussi une déformation sur le
cœur. Cette synergie entre le cœur et la coquille induit des énergies de déformations sur le
cœur à transition de spin dépendant de son état de spin. L’ajout d’un terme énergétique
dépendant de l’état de spin dans l’énergie interne du système conduit à une modification
de la température de transition et de la coopérativité du système. Partant de cette idée,
une étude théorique basée sur les déformations élastiques de la particule cœur–coquille a
été réalisée.
b) Rappel sur la mécanique des milieux continus
Le but de cette partie est de donner les bases en mécanique des milieux continus
(MMC) afin de suivre le raisonnement exposé dans la partie suivante. Ce domaine de
la mécanique tente d’expliquer d’un point de vue macroscopique le comportement de la
matière solide ou liquide. La matière est vue comme un système continu déformable. Les
déformations sont caractérisées par les 4 principaux modules de l’élasticité : le module
d’élasticité isostatique B (déjà introduit dans ce manuscrit), le module de Young Y , le
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module de cisaillement G et le coefficient de Poisson ν. Une description plus précise est
faite sur ces modules dans l’annexe B de ce manuscrit.
Un matériau continu d’une forme F0 est déformé en F sous l’effet de forces appliquées
sur le solide. Tous les points du solide subissent une déformation locale définie par :
~u = ~r0 − ~r (II.51)
où ~r0 et ~r représentent respectivement un point matériel du système avant et après la
déformation.
Le tenseur de déformation en coordonnées cartésiennes est défini par la relation suivante :
εij =
1
2
(
∂ui
∂qj
+ ∂uj
∂qi
)
(II.52)
avec i et j prenant les valeurs 1, 2 ou 3, définissant respectivement les axes x, y et z.
Le tenseur des contraintes σ caractérise les efforts intérieurs mis en jeu entre les portions
déformées du milieu. σij représente par exemple la force appliquée suivant la direction qi
sur une surface unité normale à la direction qj. Dans le cas général d’une déformation
linéaire élastique, la loi de Hooke relie le tenseur des contraintes au tenseur des déforma-
tions, en utilisant un tenseur de rang 4 C rempli de 81 coefficients élastiques décrivant le
comportement élastique du matériau. En adoptant la notation d’Einstein, cette loi prend
la forme suivante :
σij = Cijklεkl (II.53)
Dans le cas d’un matériau isotrope, la loi de Hooke se simplifie de la manière suivante :
σij = 2µεij + λεkkδij (II.54)
avec δij le symbole de Kronecker, et λ et µ les coefficients de Lamé. Les coefficients de
Lamé sont dépendants de la nature du matériau et sont reliés aux coefficients élastiques
de celui-ci :
µ = Y2(1 + ν) , λ =
Y ν
(1− 2ν)(1 + ν) (II.55)
La divergence des contraintes représentent les forces exercées sur une unité de volume.
Ainsi, en appliquant le principe fondamental de la dynamique, on obtient :
(λ+ µ)−−→grad(div−→u ) + µ∆−→u +−→fd = ρ−¨→u (II.56)
⇔ (λ+ 2µ)−−→grad(div−→u )− µ −→rot −→rot−→u +−→fd = ρ−¨→u (II.57)
avec ρ la masse volumique du matériau, et −→fd les forces de volume.
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Dans un état stationnaire, le terme ρ−¨→u et la vitesse −˙→u s’annulent.
c) Déformations d’une nanoparticule creuse
Figure II.20 – Représentation schématique de la coquille
Cette partie explique comment calculer une déformation locale d’une coquille 2D
quand celle-ci subit différentes pressions sur sa face interne et sur sa face externe, dans
un état stationnaire. La figure II.20 montre un schéma de la particule avec les contraintes
exercées en ses bords. C’est un anneau avec un rayon de dimension b et un trou de di-
mension a. La pression exercée sur la face interne est appelée pin, et la pression exercée
sur la face externe est appelée pext. Dans le cas de pressions uniformes, les déformations
sont alors seulement radiales, uθ = 0.
−→u = ur(r)−→er (II.58)
L’équation de Navier (II.57), devient :
(λ+ 2µ) ddr
[
1
r
d
dr (rur(r))
]
+ fr = 0 (II.59)
Dans notre cas, il n’y a pas de force de volume exercée à distance sur la particule
(fr = 0, pas de poids, etc). Le résultat de l’équation II.59 est alors :
ur = A r +
B
r
(II.60)
où A et B sont deux constantes à déterminer à partir des conditions aux limites.
Le gradient d’un vecteur donne un tenseur de rang deux.
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Pour les coordonnées cartésiennes :
ε =

∂ux
∂x
∂ux
∂y
∂uy
∂x
∂uy
∂y
 (II.61)
Pour les coordonnées polaires :
ε =

∂ur
∂r
1
r
∂ur
∂θ
− uθ
r
∂uθ
∂r
1
r
∂uθ
∂θ
+ ur
r
 (II.62)
Dans notre cas on obtient :
εrr = A− B
r2
, εθθ = A+
B
r2
et εrθ = 0 (II.63)
La loi de Hooke pour un plan donne :

σrr
σθθ
σrθ
 = Y(1 + ν)(1− 2ν)

1− ν ν 0
ν 1− ν 0
0 0 1− 2ν


εrr
εθθ
εrθ
 (II.64)
Les éléments du tenseur des contraintes prennent les valeurs suivantes :
σrr =
Y
1 + ν
(
A
1− 2ν −
B
r2
)
, σθθ =
Y
1 + ν
(
A
1− 2ν +
B
r2
)
and σrθ = 0 (II.65)
Les conditions aux limites sont définies par l’équation suivante :
σ · −→n = −→fext (II.66)
avec −→fext la force locale exercée sur le bord.
Cela veut dire que la valeur des contraintes en a et b sont :
σrr(r = a) = −pin , σrr(r = b) = −pext (II.67)
À partir des deux équations (II.67), on peut obtenir les constantes A et B :
A = (1 + ν)(1− 2ν)
Y
a2pin − b2pext
b2 − a2 and B =
1 + ν
Y
pin − pext
1
a2 − 1b2
(II.68)
Pour finir, l’équation des déformations vaut :
ur(r) =
1 + ν
Y (b2 − a2)
[
(1− 2ν)(a2pin − b2pext) r + a
2b2(pin − pext)
r
]
(II.69)
N.B. : Pour une particule pleine a = 0, l’équation des déformations prend donc la forme
suivante :
ur(r) = −pext (1 + ν)(1− 2ν)
Y
r (II.70)
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d) Couplage Cœur–Coquille
Figure II.21 – Représentation schématique du système cœur–coquille.
Dans cette partie, nous allons nous concentrer sur un système cœur–coquille, comme
exposé en figure II.21. Le système est divisé en deux, l’élément 1 étant la coquille et
l’élément 2 le cœur. Respectivement, leurs constantes élastiques sont Y1/ν1 et Y2/ν2. La
coquille est un anneau avec un rayon b et un trou de dimension a2. Le cœur est une
particule circulaire avec un rayon de dimension a1. Plaçons nous dans le cas où le cœur
et la coquille sont à l’équilibre et a1 6= a2. Si les deux systèmes sont liés ensemble, ils
subiront tous deux une déformation, et leurs bords respectifs seront joints en c. Avec le
principe d’action/réaction, la pression exercée par le cœur sur la coquille est égale à la
pression exercée par la coquille sur le cœur.
pin = p′ext (II.71)
Pour le cœur, l’équation (II.70) implique une déformation en a1 de :
u1r(r = a1) = −pin
(1 + ν1)(1− 2ν1)
Y1
a1 (II.72)
Pour la coquille, l’équation (II.69) implique une déformation en a2 de :
u2r(r = a2) =
a2(1 + ν2)
E2(b2 − a22)
[
(1− 2ν2)(a22pin − b2pext) + b2(pin − pext)
]
(II.73)
Dans l’approximation où le cœur et la coquille sont joints ensemble, on obtient :
u1r(r = a1) = c− a1 (II.74)
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u2r(r = a2) = c− a2 (II.75)
⇒ u1r(r = a1) + a1 − u2r(r = a2)− a2 = 0 (II.76)
La pression exercée par la coquille sur le cœur est :
pin =
2b2a2pext 1−ν
2
2
Y2(b2−a22) + a1 − a2
a1
Y1
(1 + ν1)(1− 2ν1) + a2Y2 1+ν2(b2−a22) [(1− 2ν2)a
2
2 + b2]
(II.77)
En injectant cette solution dans les équations (II.70) et (II.69), la déformation en chaque
point du système peut être calculée.
Pour calculer l’énergie de déformation totale du cœur, ou bien de la coquille, il est
nécessaire de calculer l’énergie de déformation locale, définie comme suit :
we =
1
2
∑
i
∑
j
(σijεij) (II.78)
L’énergie de déformation totale est donc :
Udéf =
∫
V
wedV (II.79)
e) Désaccord entre les paramètres de maille du cœur et de la coquille
a) b) c)
Figure II.22 – Schémas représentant un couplage cœur–coquille, avec les sites de cœur
(rouges) et les sites de la coquille (noirs). Si le paramètre de maille du cœur est égal au
paramètre de maille de la coquille (a), alors a1 = a2. Si le paramètre de maille du cœur
est plus grand que celui de la coquille (b), alors a1 > a2. Si le paramètre de maille du
cœur est plus petit que celui de la coquille (c), alors a1 < a2.
Cette partie est une application directe de la partie précédente. Elle est consacrée à
l’exemple d’un nano-objet cœur–coquille 2D, où la coquille est un anneau et le cœur un
76 Chapitre II : Rôle des propriétés de surface dans la TS à l’échelle nanométrique
↓a1=a2
cœ
ur
co
qu
ill
e
a1 (Å)
U
dé
f
(K
)
262422201816
50000
40000
30000
20000
10000
0
c
b
a1a2
b sans déformation
a1 (Å)
ax
e
~e r
(Å
)
262422201816
45
40
35
30
25
20
15
 
Figure II.23 – a) Courbe représentant les différentes longueurs b, c, a1 et a2 du système
cœur–coquille, suivant l’axe ~er de la figure II.21, pour différentes valeurs de a1. b et c sont
modifiés et dépendent du désaccord entre a1 et a2. b) Énergie de déformation calculée
pour le cœur et la coquille pour différentes valeurs de a1.
cercle. Le but est de créer un désaccord entre les paramètres a1 et a2 de la figure II.21,
afin de créer une déformation du cœur et de la coquille. Toutes les études numériques de
cette section ont été faites avec Y = 1500 K.Å−2 et ν = 1/3 (ce qui correspond à B = Y ).
Microscopiquement le désaccord peut être créé sur des objets de structures cristallo-
graphiques identiques par un désaccord entre leur paramètre de maille. Prenons l’exemple
d’un système cœur–coquille avec une structure carrée. Dans l’approximation où l’énergie
de déformation due aux cisaillements au niveau des coins est considérée comme négli-
geable, l’énergie de déformation de nano–objets carrés est similaire à l’énergie de défor-
mation d’un système de nano–objets circulaires vus dans la partie précédente. La figure
II.22 a) montre que pour un paramètre de maille de cœur rcœur égal à un paramètre
de maille de la coquille rcoquille, alors a1 = a2. Si rcœur > rcoquille (figure II.22 b)), alors
a1 > a2. Et inversement si rcoquille > rcœur (figure II.22 c)), alors a2 > a1. En conclusion,
en utilisant des matériaux de structure cristalline proche, il est possible de jouer sur la
différence a1 − a2 en jouant sur rcœur − rcoquille.
Comme vu précédemment, le désaccord de taille entre le trou de la coquille et le rayon
du cœur conduit à une énergie de déformation. La figure II.23 a) représente les différentes
longueurs du système cœur–coquille du schéma II.21. Si a1 < a2, alors c < a2 et b subit
une déformation négative. À l’inverse si a1 > a2, alors c > a2 et b subit une déformation
positive. Dans le cas où a1 = a2, le système ne subit aucune déformation. L’intensité de ces
déformations peut être aussi suivie en observant la variation de l’énergie de déformation
des éléments du système. Par exemple, la figure II.23 b) met clairement en évidence que
dans le cas d’un système non déformé (a1 = a2), alors les énergies de déformation du
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Figure II.24 – Énergie de déformation par unité de volume pour des systèmes cœur–
coquille. a) Cœur et trou de tailles fixes a1 = 19, 2 Å, a2 = 20, 1 Å. b) Coquille d’épaisseur
fixe a2 − a1 = 3 Å et b = a2 + 20, 1 Å.
cœur comme de la coquille sont nulles. En revanche, pour une inégalité de plus en plus
importante entre a1 et a2, l’énergie de déformation croît.
L’énergie de déformation est une énergie additionnelle à prendre en compte dans l’éner-
gie interne du système. Cette énergie n’est pas extensive, car elle dépend de la quantité de
matière et de la géométrie du système. Par exemple, un matériau infini est indéfiniment
déformable, ainsi l’énergie de déformation associée à un matériau infini est nulle.
Prenons l’exemple d’un système d’un petit cœur entouré d’une coquille infinie, ceci est
le cas d’une nanoparticule dans une matrice. Comme l’indique la figure II.24 a), si il y a un
désaccord entre la particule et la coquille de grande taille, alors l’énergie de déformation
par unité de volume pour la coquille tend vers 0, et le cœur a une énergie de déformation
non négligeable. En diminuant l’épaisseur de la coquille, l’énergie de déformation par unité
de volume pour la coquille augmente, et a pour conséquence directe une modification
de l’énergie de déformation par unité de volume du cœur. L’énergie interne du cœur
(particule) peut être modifiée par la nature élastique et l’épaisseur de la coquille (matrice),
les propriétés thermodynamiques du cœur en sont modifiées. Dans le cas d’un cœur de
plus en plus important, entouré d’une épaisseur de coquille finie, les deux énergies de
déformation par unité de volume vont tendre vers 0 (voir figure II.24 b)).
En conclusion, les énergies de déformation joueront un rôle plus important dans les
objets de petite taille comme une particule dans une matrice, et plus particulièrement
quand les épaisseurs du cœur et de la coquille sont du même ordre de grandeur. L’al-
lure des courbes de la figure II.24 dépendent du rapport surface sur volume des objets,
ainsi les énergies de déformation peuvent s’écrire en une somme d’énergies volumique et
surfacique. En jouant sur le désaccord de maille des nano–objets, il est alors possible de
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contrôler l’extensivité de ces objets, et donc leurs propriétés thermodynamiques. Comme
vu précédemment, cette extensivité à une conséquence très importante dans les matériaux
à transition de spin. Ainsi un système cœur–coquille composé de matériaux à transition
de spin pourrait donner lieu à des phénomènes remarquables.
II.3.3.2 Système cœur–coquille à transition de spin
Nous allons maintenant étudier un système cœur–coquille composé d’une coquille
et/ou d’un cœur à transition de spin. Notre raisonnement s’appuie sur une étude MC
faite sur des nano–objets similaires à la figure II.22. Le désaccord du paramètre de maille
entre le cœur et la coquille engendre une énergie de déformation additionnelle. Dans le
cas d’une coquille à transition de spin entourant un cœur inactif, ce désaccord varie avec
l’état de spin de la coquille. L’énergie de déformation a donc une dépendance en nHS.
Cette dépendance a pour conséquence un changement de la température de transition de
la coquille. Ainsi, en jouant sur le désaccord du paramètre de maille entre le cœur et la
coquille, nous pouvons ajuster la valeur de la température de transition.
a) Objets cœur–coquille dans les simulations MC
Pour l’étude numérique nous utiliserons des systèmes cœur–coquille comme représentés
dans les figures II.22 a), b) et c). Entre chaque site l’interaction intermoléculaire est
représentée par des puits de potentiels de type Lennard–Jones, décrits par l’équation
(I.39).
H = Hcoquille +Hcœur +Hlien (II.80)
Pour une coquille à transition de spin et un cœur inactif, les trois hamiltoniens prennent
la forme suivante :
Hcoquille({σ}, {~r}) = ∆eff2
∑
i∈coquille
σi +
∑
〈i,j〉∈coquille
[J0 + J1(σi + σj) + J2σiσj] (II.81)
Hcœur({~r}) =
∑
〈i,j〉∈cœur
vCC(r〈i,j〉) (II.82)
Hlien({σ}, {~r}) =
∑
〈i∈coquille,j∈cœur〉
[J3 + J4σi] (II.83)
avec vCC qui représente les interactions entre les sites de cœur.
Dans le cas inverse, d’une coquille inactive et d’un cœur à transition de spin, les hamilto-
niens (II.81) et (II.82) doivent être inversés, et vCC représentera les interactions entre les
sites de la coquille.
Les termes J0, J1 et J2 sont respectivement décrits par les équations (I.36), (I.37) et
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(I.38). Les termes J3 et J4 sont définis comme suit :
J3 =
vHC(r〈i,j〉) + vLC(r〈i,j〉)
2 (II.84)
J4 =
vHC(r〈i,j〉)− vLC(r〈i,j〉)
2 (II.85)
avec vHC et vLC qui représentent respectivement les interactions entre les sites HS et les
sites inactifs, et les sites BS et les sites inactifs.
Si rien de spécifique n’est mentionné dans le texte, les différentes valeurs des profondeurs
des puits de potentiels et les distances intermoléculaires des simulations seront celles
répertoriées dans le tableau II.3.
A r
Bas spin / Bas spin v0BB = 7125 K r0BB = 6.4 Å
Haut spin / Haut spin v0HH = 7000 K r0HH = 7.0 Å
Haut spin / Bas spin v0HB = 6812 K r0HB = 6.7 Å
Bas spin / Cœur v0BC = 7125 K r0BC = 6.4 Å
Haut spin / Cœur v0HC = 7125 K r0HC = 7.0 Å
Cœur / Cœur v0CC = 6812 K r0CC = 6.7 Å
Table II.3 – Profondeurs de puits de potentiels et distances intermoléculaires pour les
différentes interactions intermoléculaires, pour un système avec un cœur inactif et une
coquille à transition de spin. (Dans le cas d’une coquille inactive, il suffit de remplacer
« Cœur » par « Coquille ».)
Dans la suite, nous étudierons des objets de même taille. Ils seront composés d’une
coquille 9× 9 ayant un trou de 3× 3, et d’un cœur de dimension 3× 3. Le système pourra
avoir soit une coquille active et un cœur inactif, soit l’inverse, soit être composé de deux
éléments à transition de spin.
b) Transition de spin et MMC
Dans le but d’une comparaison entre les simulations numériques et la résolution analy-
tique dans le cadre de la MMC, il est nécessaire d’utiliser des modules d’élasticité cohérents
entre les deux techniques. Comme détaillé dans l’annexe B, le module de Young pour un
matériau 2D carré est approximativement deux fois supérieur au module d’élasticité iso-
statique. Cela correspond à un coefficient de poisson ν = 1/6. Le module de Young d’un
matériau 2D carré dépend de la profondeur des puits d’interactions intermoléculaires, et
aussi de la distance intermoléculaire. Ainsi une valeur de module de Young peut être calcu-
lée pour le matériau dans les deux états de spin. Pour les calculs de mécanique des milieux
continus, la variation du paramètre de maille et du module de Young seront approximés
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comme suit :
r = rBB + nHS(rHH − rBB) (II.86)
Y = YBS + nHS(YHS − YBS) (II.87)
Les valeurs des modules d’élasticité correspondant aux potentiels du tableau II.3 sont
approximativement : YBS = 3131 K.Å−2, YHS = 2571 K.Å−2 et YCC = 2731 K.Å−2. Ces
équations peuvent être injectées dans les équations de la MMC pour un système de cœur
actif / coquille inactive, ou bien cœur inactif / coquille active. Il est ensuite possible
d’obtenir les énergies de déformation en fonction de la fraction HS.
La modélisation d’un matériau à transition de spin subissant des déformations peut
être faite à l’aide de l’équation (I.13). Le terme de l’énergie libre non linéaire qui était
Gnlin = ΓnHS(1 − nHS) est modifié en Gnlin = ΓnHS(1 − nHS) + Udéf(nHS). Il reste à
déterminer la dépendance en nHS de Udéf. Dans une certaine approximation, il est toujours
possible de réaliser un développement limité de Udéf en nHS. Au premier ordre Udéf =
α+β nHS, l’effet sur la transition de spin est seulement une modification de la température
de transition du matériau. Au second ordre Udéf = α + β nHS + γ n2HS, l’effet sur la
transition de spin est une modification de la température de transition du matériau,
associée à un terme coopératif en n2HS. Un terme en n2HS dans l’énergie interne correspond
à une modification de la largeur du cycle d’hystérésis de la courbe de transition de spin
thermique, et participe à la modification de la température de transition. Udéf peut se
réécrire de la manière suivante :
Udéf = a+ (β + γ) nHS − γ nHS(1− nHS) (II.88)
D’après le modèle de Slichter & Drickamer, la température de transition sera modifiée de
∆T = (β + γ)/∆S, et la coopérativité de ∆Γ = −γ.
Afin d’être cohérent entre la simulation MC et les calculs de MMC, la taille du système
est définie comme suit :
— Une coquille de b = 2, 5× r0coquille et a2 = 1, 5× r0coquille.
— Un cœur de a1 = 1, 5× r0cœur.
c) Transition du cœur et coquille inactive
Prenons l’exemple d’un cœur à transition de spin entouré d’une coquille inactive.
Comme dit précédemment, lors de la transition de spin le matériau se dilate, c’est à dire
r0BB < r
0
HH. Il est possible de discerner trois cas.
Cas 1 : (r0BB + r0HH)/2 ≥ r0CC
Ce cas est représenté par la figure II.22 b). L’énergie de déformation pour l’état HS est
plus grande que pour l’état BS. En effet, avec la dilatation due à la transition de spin,
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Figure II.25 – Système coquille inactive / cœur actif. a) Courbes de transition de spin
thermiques pour des nanoparticules actives (cœur) sans (ligne pointillée, croix) et avec
(ligne continue) une coquille inactive. Les symboles carrés, ronds et triangles représentent
les courbes de transition de spin du même cœur entouré respectivement par une coquille
avec un paramètre de maille de r0CC = 6, 83 Å, 6.7 Å, 6, 57 Å. Les figues b), c) et d)
représentent respectivement les énergies de déformation du cœur et de la coquille en
fonction de la fraction HS pour les cas 2, 3 et 1. L’énergie de déformation du cœur est
ajustée à l’aide d’un polynôme de degrés 2.
82 Chapitre II : Rôle des propriétés de surface dans la TS à l’échelle nanométrique
on obtient logiquement r0HH > r0BB ≥ r0CC. L’énergie de déformation étant plus élevée
dans l’état HS, il en devient moins favorable. La température de transition est donc plus
importante que pour une particule sans coquille.
Cas 2 : (r0BB + r0HH)/2 ≤ r0CC
La figure II.22 c) met en évidence cette condition. L’énergie de déformation pour l’état
BS est plus grande que pour l’état HS. À l’inverse du cas précédent l’état BS est moins
favorable. La température de transition est plus basse que pour une particule sans coquille.
Cas 3 : r0CC ≈ (r0BB + r0HH)/2
Les énergies de déformation dans les états HS et BS seront comparables, aucun état n’est
favorisé. La température de transition est comparable à celle d’une particule libre.
Ces trois cas sont représentés sur la figure II.25 a). La courbe pointillée représente une
particule 2D carrée 3×3. Les courbes continues représentent une particule 2D carrée 3×3
entourée d’une coquille de 9×9 avec un trou de 3×3. Les courbes avec des triangles, carrés
et cercles sont respectivement les courbes de transitions de spin thermiques des cas 1, 2
et 3. Chaque cas a été modélisé à l’aide de la mécanique des milieux continus. Pour le cas
1 (figure II.25 d)), l’ajustement de l’énergie de déformation du cœur donne (β + γ) > 0,
la température de transition du cœur augmente. À l’inverse, pour le cas 2 (figure II.25
b)), l’ajustement de l’énergie de déformation du cœur donne (β + γ) < 0, la température
de transition du cœur diminue par rapport à la particule libre. Le cas 3 (figure II.25 c))
donne (β + γ) ≈ 0, la température de transition par rapport à une particule libre n’est
donc quasiment pas modifiée.
d) Transition de la coquille et cœur inactif
Dans le cas d’une coquille à transition de spin dans laquelle se situe un cœur inactif,
trois cas sont à dénombrer également.
Cas 1 : (r0BB + r0HH)/2 ≥ r0CC
Le désaccord entre la coquille et le cœur est plus grand quand la coquille est en HS. L’éner-
gie de déformation pour l’état HS est plus grande que pour l’état BS, et la température
de transition est donc plus élevée que pour une particule creuse.
Cas 2 : (r0BB + r0HH)/2 ≤ r0CC
Ceci est l’inverse du cas 1, l’énergie de déformation pour l’état BS est plus grande que
pour l’état HS. La température de transition est plus basse que pour une particule creuse.
Cas 3 : r0CC ≈ (r0BB + r0HH)/2
Les énergies de déformation dans les états HS et BS seront comparables, aucun état n’est
favorisé. La température de transition est comparable à celle d’une particule creuse.
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Figure II.26 – Système coquille active / cœur inactif. a) Courbes de transition de spin
thermiques pour des nanoparticules creuses actives (ligne pointillée, croix) et pour la co-
quille d’un système cœur–coquille (ligne continue). Les symboles carrés, ronds et triangles
représentent les courbes de transition de spin des différentes coquilles avec un cœur ayant
respectivement un paramètre de maille de r0CC = 8, 38 Å, 6.7 Å, 5, 03 Å. Les figues b), c)
et d) représentent respectivement les énergies de déformation du cœur et de la coquille en
fonction de la fraction HS pour les cas 2, 3 et 1. L’énergie de déformation de la coquille
est ajustée à l’aide d’un polynôme de degrés 2.
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La figure II.26 a) met en évidence les 3 cas exprimés précédemment. La courbe poin-
tillée représente une particule creuse 2D carrée de 9×9 avec un trou de 3×3. Les courbes
continues représentent une coquille 2D carrée de 9× 9 avec un trou de 3× 3 dans laquelle
se situe un cœur inactif de 3 × 3. Les courbes avec des triangles, carrés et cercles sont
respectivement les courbes de transitions de spin thermiques des cas 1, 2 et 3. Comme
lors de l’étude cœur actif / coquille inactive, l’énergie de déformation du système a été
calculée par la mécanique des milieux continus. Les conclusions faites sur les figures II.26
b), c) et d) pour les cas respectifs 1, 3 et 2 sont identiques. Il est néanmoins important
à noter que la même modulation de la transition de spin dans ce système (cœur inactif)
nécessite une variation du désaccord de maille beaucoup plus importante par rapport au
système inverse (cœur actif). Ceci est logique car, comme dit précédemment, les énergies
de déformation ont une composante volumique et surfacique. Le rapport surface sur vo-
lume est plus élevé pour un cœur de 3× 3 que pour une coquille de 9× 9 avec un trou de
3× 3. La déformation de l’interface a donc plus d’impact sur l’énergie interne du cœur de
3 × 3. De plus, plus la quantité de matière est élevée, plus l’énergie de déformation par
unité de volume est faible. La coquille ayant une quantité de matière plus élevée que le
cœur, la déformation a un impact plus important sur l’énergie interne du cœur.
e) Transition synergétique du cœur et de la coquille : un nouveau type
de bistabilité
L’élasticité du matériau, c’est à dire les liaisons intermoléculaires, joue un rôle pri-
mordial dans le mécanisme de la coopérativité dans les matériaux à transition de spin.
Cependant, comme l’indiquent les figures II.14 et II.16, la diminution de la taille du sys-
tème, ou plutôt l’augmentation du nombre de molécules en surface de la particule, conduit
à une perte du cycle d’hystérésis.
D’un autre côté, les deux études faites précédemment mettent en évidence la modu-
lation de la température de transition d’un cœur ou d’une coquille à transition de spin.
Ce contrôle de la température de transition est réalisé en ajustant un désaccord de maille
entre deux matériaux de structures cristallines similaires pour la coquille et le cœur. En
utilisant ces résultats, un système couplant un cœur actif et une coquille active peut être
aussi imaginé. Suivons par exemple la transition de spin d’une coquille à transition de
spin se situant autour d’un cœur actif. Le cœur actif subit une transition de spin induite
par la pression. À basse température, la coquille ainsi que le cœur sont dans leur état BS
respectif, nous sommes dans le cas 1 de la partie II.3.3.2d) de ce manuscrit. La tempé-
rature de transition de la coquille est plus élevée que celle d’une particule creuse. Lors
de la transition de spin de la coquille, celle-ci exerce une dépression sur le cœur. Cette
dépression est suffisante pour faire transiter le cœur. Ainsi à haute température, la co-
quille et le cœur sont dans leur état HS respectif, nous sommes dans le cas 2 de la partie
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Figure II.27 – Synergie entre un cœur et une coquille actifs. Courbes de transition de
spin thermique pour des particules creuses (ligne pointillée, croix) et un système cœur–
coquille (ligne continue, cercles). Dans le cas du système cœur–coquille, la transition de
spin de la coquille induit une variation du paramètre de maille du cœur. La ligne en
pointillée grise (sans symbole) montre la limite (définie arbitrairement) à laquelle il y a
changement du paramètre de maille du cœur. En dessous de la ligne r0cœur = 6, 03 Å, tandis
qu’au dessus r0cœur = 7, 37 Å. Les quatre schémas montrent le système à quatre différentes
étapes de la transition. En partant de la gauche et en allant vers la droite, le premier
et le quatrième schémas sont les états de basse et haute température. Le deuxième et le
troisième montrent les différentes pressions exercées par la coquille sur le cœur dues au
désaccord de maille entre le cœur et la coquille.
II.3.3.2d) de ce manuscrit. La température de transition de la coquille n’est pas la même
que la température de transition lors du chauffage. Elle est moins élevée que celle d’une
particule creuse.
Une courbe de cet exemple est donnée par la figure II.27. Cette courbe à été obtenue
par simulation MC. Les étapes de la transition sont décrites par les 4 schémas en insert
sur la figure. Pour obtenir une transition de spin du cœur à une valeur de pression seuil,
une condition (ad hoc) sur l’état de spin du cœur a été ajoutée. Ainsi, le cœur transite de
l’état BS vers l’état HS quand la fraction HS de la coquille atteint la valeur seuil de 0,8
(ncoquilleHS > nhaut = 0, 8). Ensuite, dans le cas où le cœur transite de l’état HS vers l’état
BS, la valeur seuil de la fraction HS de la coquille que celle-ci doit atteindre est de 0,2
(ncoquilleHS < nbas = 0, 2).
La synergie entre le cœur et la coquille permet de générer une hystérèse dans la courbe
de transition de spin thermique. De plus, ce nouveau phénomène de bistabilité peut être
modulé par un paramètre accessible pour la conception de nouveaux nano-objets : le
paramètre de maille du cœur ou de la coquille.
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II.4 Conclusion
Dans ce chapitre nous avons mis en évidence le rôle majeur des surfaces/interfaces dans
la thermodynamique d’une nanoparticule à transition de spin. La création d’une surface
engendre un coût énergétique supplémentaire dans l’énergie interne de la particule qui
vient, d’un point de vue thermodynamique, briser l’extensivité du système.
Dans une nanoparticule à transition de spin l’énergie de surface est dépendante de
l’état de spin. Nous avons développé un modèle nanothermodynamique cœur–coquille dans
lequel les énergies de surface dépendantes de l’état de spin ont été introduites. La différence
d’énergie de surface entre les deux états de spin provoque d’importantes modifications
dans le comportement de la transition de spin des nanoparticules. Ce phénomène permet
de retrouver les divers phénomènes expérimentaux observés dans la transition de spin
des nano–objets, c’est à dire une fraction résiduelle à haute et/ou basse température, un
déplacement de la température de transition accompagné d’une perte du cycle d’hystérèse.
Tout comme la différence d’entropie entre les phases BS et HS est le moteur de la transition
de spin thermo–induite, la différence d’énergie de surface entre les états BS et HS est le
moteur de la transition de spin induite par la réduction de taille. La taille du système
s’apparente aussi à un paramètre intensif, tels que T et P . Plus rigoureusement, nous
montrons que ce n’est pas la taille, mais le rapport surface–sur–volume qui est le paramètre
pertinent.
Les origines physico-chimiques des énergies de surface sont nombreuses, et les apports
énergétiques de chaque phénomène sont fortement intriqués. Dans un premier temps nous
avons montré l’impact du défaut de coordination sur les bords d’une nanoparticule sur
ses propriétés thermodynamiques. Le manque de voisins provoque une énergie de surface
dépendante des propriétés élastiques de la particule. Le système étant plus rigide dans
l’état BS, cette énergie de surface possède une dépendance en nHS. La conséquence directe
est une perte de l’hystérèse avec un changement de la température de transition. Cepen-
dant aucune fraction résiduelle n’apparaît avec la diminution de la taille. Ce phénomène
peut être reproduit en ajoutant un terme énergétique additionnel (ad hoc) sur les sites de
surface. Ce terme énergétique est dépendant de l’état de spin et provoque une fraction ré-
siduelle comme dans le cas du modèle de nanothermodynamique. Cette énergie de surface
peut provenir des relaxations ou reconstructions de surfaces, mais aussi du changement
des propriétés chimiques de la surface.
Ensuite, les énergies de surface ont été utilisées afin de contrôler l’allure des courbes
de transition de spin à l’échelle nanométrique. Au lieu de contrôler l’énergie de surface
en elle même, nous avons décidé de jouer sur la forme de la particule afin de moduler le
rapport surface–sur–volume. Dans ce but, deux types d’objets originaux ont été étudiés,
les nanoparticules creuses et les particules cœur–coquille. En jouant sur la taille du creux,
mais aussi sur la déformation localisée autour de l’interface cœur–coquille, nous avons pu
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moduler le comportement de la transition de spin de ces nano–objets. Pour aller plus loin
un nouveau type de cycle d’hystérèse de transition de spin est proposé, créé à partir d’un
système à coquille et cœur actifs en synergie.
Une meilleure connaissance de l’évolution des énergies de surfaces en fonction de la
fraction HS permettrait de réaliser des dispositifs nanométriques hautement ajustables.
Il est donc nécessaire en perspective de réaliser des études plus approfondies sur l’origine
des énergies de surface et de leurs évolutions en fonction de nHS. Notons enfin que le
modèle que nous avons développé ne permet pas de retrouver toutes les observations
expérimentales (ex : réouverture du cycle d’hystérèse à très petite taille). C’est pourquoi
nous avons décidé d’étudier expérimentalement l’évolution des propriétés élastiques des
petits objets de complexes de coordination. Cette étude est développée dans le chapitre III
de ce manuscrit.
88
89
Chapitre III
Élasticité et Coopérativité à l’échelle
nanométrique
III.1 Motivations
Ce chapitre se focalise sur le phénomène de coopérativité dans les petites nanoparti-
cules à transition de spin, déjà évoqué dans la partie I.1.4.1 de ce manuscrit. Les origines
de la coopérativité dans les matériaux à transition de spin proviennent des interactions
élastiques entre les molécules. Cette coopérativité est donc fortement liée aux différents
paramètres élastiques des deux phases, caractérisés par la nature des matériaux. Avec la
diminution de la taille, les principales études théoriques faites dans le domaine prédisent
une perte irrémédiable du caractère coopératif de la transition de spin avec la diminution
de la taille. Cette perte est assimilée à une diminution de la quantité de matière, et donc
à une diminution des possibilités entre molécules d’interagir. Dans ces approches, une
grande inconnue a été négligée : la variation des propriétés physiques de la matière avec
la diminution de la taille. Par exemple, une diminution de la taille pourrait conduire à
un confinement des phonons (cf la partie I.2 de ce manuscrit) dans la particule (créa-
tion de modes de surface, de respiration ...). D’un point de vue mécanique, la diminution
de la taille provoque une augmentation du rapport surface–sur–volume. Ainsi, quand la
quantité de matière en surface devient majoritaire, les propriétés de celle-ci deviennent
majoritaires. Il est même possible que pour favoriser son énergie la particule se relaxe,
ou bien se reconstruise. Ces phénomènes conduiraient à une modification drastique des
propriétés élastiques du matériau face à la réduction de la taille. Ainsi ce changement des
propriétés de la matière aurait une conséquence non négligeable sur le comportement de
la transition de spin des petits objets, et pourrait être une des origines de la bistabilité
dans les nanoparticules à transition de spin.
Dans ce but, nous avons essayé d’aller chercher expérimentalement la variation de
l’élasticité dans les nanoparticules de coordination, avec et sans transition de spin. Ensuite
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ces résultats ont été utilisés dans le modèle nanothermodynamique, afin de voir l’impact
du changement de l’élasticité sur la transition de spin des nanoparticules. Pour finir, le
modèle spin-phonons anharmonique fut utilisé afin d’essayer de montrer quelles peuvent
être les différentes origines du changement de l’élasticité.
III.2 Techniques expérimentales pour l’étude des
propriétés élastiques
Cette partie est consacrée à la description des processus expérimentaux utilisés pour
la mesure de l’élasticité dans des nanoparticules de coordination. Pour nos études ex-
périmentales nous avons choisi des techniques donnant un accès direct à l’élasticité du
matériau. La spectroscopie Mössbauer classique permet de mesurer le déplacement qua-
dratique moyen grâce à l’absorption des rayons γ des atomes de fer en fonction de la
température, et d’en déduire la température de Debye du matériau. La spectroscopie
Mössbauer inélastique permet quant à elle de remonter à la densité d’états vibrationnels
partielle du fer, et de mesurer la vitesse du son dans le matériau (en plus du déplacement
quadratique moyen). La spectroscopie Mössbauer permet de mesurer l’élasticité dans les
deux états de spin, même si dans le cas de la spectroscopie Mössbauer classique la mesure
en température rend difficile la détermination de la température de Debye pour l’état HS.
La diffraction des rayons-X sur poudre et sous pression permet de mesurer le volume de
la maille élémentaire du cristal en fonction de la pression, et donc de remonter à une va-
leur du module d’élasticité isostatique. Cependant, la pression favorisant l’état BS, cette
technique permet de mesurer seulement le module d’élasticité isostatique de l’état BS.
III.2.1 Spectroscopie Mössbauer 57Fe
III.2.1.1 Principe de base
Dans cette partie, nous allons exposer les principes fondamentaux du fonctionnement
de la spectroscopie Mössbauer. Comme son nom l’indique cette spectroscopie est basée
sur l’effet Mössbauer, découvert par le physicien du même nom et pour laquelle il reçu
le prix Nobel en 1962 [140]. Cette spectroscopie est une technique basée sur l’absorption
ou l’émission des rayons γ par la matière. Elle caractérise les transitions nucléaires sans
recul.
Quand le noyau émet ou reçoit un rayon γ, une énergie de recul est engendrée. Lors
d’une émission, l’énergie du rayon γ émis est égale à la différence d’énergie entre l’état
fondamental du noyau Ef et son état excité Ee (E0 = Ee − Ef ) à laquelle on soustrait
l’énergie perdue lors du recul du noyau ER : Eγ = E0 −ER. Dans le cas d’une réception,
l’énergie du rayon γ vaut Eγ = E0 + ER. Le profil du pic d’absorption est de type
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Figure III.1 – Raies d’émission et d’absorption d’un spectre de rayons γ sans recul du
noyau (a) et avec recul du noyau (b).
Lorentzien, centré autour de Eγ avec une largeur à mi-hauteur Γ liée à la durée de vie de
l’état excité τe par l’inégalité : Γ× τe ≥ ~. Ainsi lorsqu’il n’y a pas de recul de noyau, le
recouvrement entre les spectres d’absorption et d’émission est total (voir figure III.1 a)).
Pour ER  Γ (voir figure III.1 b)), il n’existe aucun recouvrement entre les deux raies.
Dans le cas d’un recouvrement trop faible ou inexistant, l’observation du phénomène
de l’absorption résonnante devient difficile ou impossible. La figure III.1 montre que pour
observer ce phénomène, il est nécessaire de diminuer l’énergie de recul du noyau (ER → 0).
Seul l’état solide, de par les fortes liaisons interatomiques, permet de fortement diminuer
les énergies de recul des noyaux. L’effet Mössbauer n’est par conséquent pas observable
(ou difficilement) dans les états liquide et gazeux.
Pour un atome libre, la majeur partie de l’énergie du rayonnement γ se transforme en
énergie de recul du noyau. Dans le cas d’un atome dans un réseau cristallin, l’atome peut
absorber un rayon γ sans avoir à subir de recul. Cependant, les liaisons interatomiques
autorisent l’atome à vibrer autour de sa position d’équilibre, et cette vibration peut se
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propager le long du cristal, donnant lieu à la création d’un quanta de vibration appelé
phonon. Ainsi, dans le cas d’une diffusion inélastique d’un rayon γ un phonon peut être
créé. L’énergie de recul sera non nulle, il n’y aura pas d’effet Mössbauer. En général, dans
le cas ER faible, seule une fraction f des nuclei ne subira aucun recul et sera sondée par
la spectroscopie Mössbauer, c’est la partie où il n’y a pas création de phonon (diffusion
élastique : “zéro-phonon”). La fraction f , appelée facteur de Lamb–Mössbauer dépend du
vecteur d’onde du rayonnement γ et du déplacement quadratique moyen 〈x2〉 des atomes
du matériau [26] :
f = exp
(
−k2〈x2〉
)
(III.1)
Dans le cas d’un traitement classique des vibrations de la matière à l’état solide, l’énergie
potentielle moyenne 〈Epot〉 pour un atome de masse M dans un cristal vibrant à une
fréquence ω s’écrit :
〈Epot〉 = Mω
2〈x2ω〉
2 (III.2)
avec 〈x2ω〉 le déplacement quadratique moyen pour une fréquence ω.
D’après le théorème du Viriel, l’énergie totale moyenne pour un mode de vibration vaut :
〈Eω〉 = Mω2〈x2ω〉 (III.3)
Dans le cas d’un traitement de mécanique quantique, l’énergie d’un mode de vibration ω
pour un phonon dans un cristal s’écrit :
〈Eω〉 =
(
nω +
1
2
)
~ω (III.4)
avec nω le nombre d’occupation moyen des phonons peuplant l’état énergétique ~ω.
Les phonons sont des quasi-particules, qui peuvent sous certaines conditions être assimilées
à des bosons. Ils suivent donc une statistique de Bose–Einstein et par conséquent nω
s’écrit :
nω =
1
exp
(
~ω
kBT
)
− 1 (III.5)
Finalement le déplacement quadratique moyen pour un mode de vibration peut être écrit
de la manière suivante :
〈x2ω〉 =
 1
exp
(
~ω
kBT
)
− 1 +
1
2
 ~
Mω
(III.6)
Le déplacement quadratique moyen est ensuite calculé en réalisant la moyenne des 〈x2ω〉,
grâce à la densité d’états vibrationnels du système g(ω). Le nombre de modes de vibration
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est de 3N pour un cristal de N atomes, ainsi :∫ ∞
0
g(ω)dω = 3N (III.7)
Nous avons donc :
〈x2〉 = 13N
∫ ∞
0
〈x2ω〉g(ω)dω (III.8)
Dans le cadre de l’approximation de Debye la fonction g(ω) est remplacée par une densité
d’états proportionnelle à ω2. L’intégrale sur la densité d’états se fera jusqu’à une fréquence
de coupure ωD, limitant le nombre de modes de vibrations à 3N . Cette fréquence de Debye
peut être écrite sous une forme de température en utilisant la relation suivante :
ωD~ = ΘDkB (III.9)
avec ΘD la température de Debye.
En utilisant les équations (III.1) et (III.8), et en se plaçant dans l’approximation de Debye,
on obtient finalement :
f = exp
(
− 3ER2kBΘD
[
1 + 4
(
T
ΘD
)2 ∫ ΘD/T
0
α
eα − 1dα
])
(III.10)
avec α = (~ω)/(kBT ).
Dans le cas d’atomes de fer, on a 6ER/kB = 136 K. Des solutions analytiques du facteur
Lamb–Mössbauer sont possibles dans les approximations hautes (ΘD  T ) et basses
(ΘD  T ) températures. On obtient :
Approximation hautes températures
fHT = exp
(
−6ERT
kBΘ2D
)
(III.11)
Approximation basses températures
fBT = exp
(
− ER
kBΘD
[
3
2 +
(
piT
ΘD
)2])
(III.12)
Le pic d’absorption Lorentzien est normalement centré autour de l’énergie correspon-
dant à la différence énergétique entre les deux états excités du noyaux. Cependant la
pénétration du nuage électronique dans le noyau conduit à des interactions électrosta-
tiques entre les charges électroniques et celles du noyaux. Le rayon quadratique moyen
des charges nucléaires va être modifié et engendrer une modification de l’écart énergétique
entre l’état fondamental et l’état excité. De plus la densité électronique autour du noyau
sera dépendante de l’état d’excitation du noyau. Il en résulte une énergie d’absorption EA
différente de l’énergie d’émission ES. Comme le montre la figure III.2 a) la raie d’absorp-
tion Mössbauer sera décalée d’une valeur δ = EA − ES. Ce phénomène est connu sous le
nom de déplacement isomérique.
Dans son état fondamental la répartition des charges du noyau est sphérique. Ce-
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pendant dans l’état excité la densité des charges du noyau est répartie de manière non
uniforme. Ce phénomène donne lieu à un nouvel effet, l’interaction quadripolaire élec-
trique. Il entraine une levée de dégénérescence du niveau excité, visible sur le spectre
Mössbauer par le dédoublement de la raie d’absorption autour de la différence d’énergie
entre les deux états du noyau. Un exemple est donné par la figure III.2 b).
Un dernier cas d’augmentation du nombre de raies d’absorption peut être observé.
Il résulte des interactions hyperfines magnétiques, c’est à dire un couplage du moment
magnétique dipolaire du noyau avec le champ magnétique effectif vu par le noyau. Dans
ce cas, l’état fondamental et l’état excité subiront une levée de dégénérescence. La figure
III.2 c) montre l’exemple d’une interaction magnétique Zeeman, avec la multiplication
des raies d’absorption Mössbauer.
III.2.1.2 Spectroscopie Mössbauer classique : absorption élastique (“zéro-
phonons”)
Afin de réaliser le spectre d’absorption de rayon γ en énergie d’un matériau, il est né-
cessaire d’utiliser une source émettant des rayons γ de différentes énergies. La réalisation
de cette source consiste à prendre une source radioactive monochromatique, et à la posi-
tionner sur un dispositif mobile à vitesse variable. Le changement de la vitesse de la source
permet de modifier la longueur d’onde du rayonnement γ par effet Doppler. Les spectres
Ö
E0
ÉEQ
E0 E0
  
Figure III.2 – Spectres d’absorptions Mössbauer montrant les effets de déplacement
isomérique (a), de couplage quadripolaire (b), et d’interaction magnétique de type Zeeman
(c).
Chapitre III : Élasticité et Coopérativité à l’échelle nanométrique 95
Figure III.3 – Schéma du dispositif d’absorption des rayons γ par effet Mössbauer.
Mössbauer obtenus expérimentalement sont donc tracés par convention en fonction de la
vitesse (mm.s−1) de la source. La gamme d’absorption des rayons γ par les échantillons
dépend de la nature du matériau. Ainsi chaque atome sujet à l’effet Mössbauer se voit
associer une source. Dans notre cas, nous avons étudié les spectres Mössbauer d’atomes
de fer. Seul l’isotope 57 du fer est visible par la spectroscopie Mössbauer, cependant à
l’état naturel celui-ci n’est présent qu’à seulement 2 %, le reste étant l’isotope 56. Au 57Fe
est associé comme source radioactive le 57Co. Comme le montre le schéma de la figure
III.3, l’échantillon est placé dans un cryostat à Azote ou Hélium liquide, afin de contrôler
l’environnement et la température de l’échantillon.
La figure III.4 montre l’exemple d’un spectre Mössbauer expérimental de bleu de
Prusse Fe4[Fe(CN)6] massif. Cet échantillon possède deux types de centres fer, Fe2+ et
Fe3+, associés respectivement au singulet et au doublet [141]. Pour des matériaux non
enrichis en 57Fe, le temps d’acquisition d’un spectre Mössbauer dépend de la nature du
matériau et du pourcentage de fer, et peut varier de quelques heures à plusieurs jours.
Comme vu précédemment la fraction d’atome ne subissant pas de recul peut être calcu-
lée à l’aide des propriétés vibrationnelles de la matière, et dépend aussi de la température.
L’aire d’un spectre expérimental dépend de la fraction f et de l’épaisseur de l’échantillon.
On a Acourbe ≈ Ctef , avec Acourbe l’aire sous la courbe du spectre expérimental et Cte une
constante. En utilisant cette relation et la relation (III.10), on obtient :
ln(A) ≈ ln(Cte)− 3ER2kBΘD
[
1 + 4
(
T
ΘD
)2 ∫ ΘD/T
0
α
eα − 1dα
]
(III.13)
En étudiant la variation de l’aire sous la courbe des spectres expérimentaux en fonction
de la température, il est possible d’obtenir une valeur de la température de Debye du
matériau. La figure III.5 a) montre des ajustements de courbes expérimentales de spectres
Mössbauer de bleu de Prusse massif à différentes températures. On remarque qu’avec
l’augmentation de la température l’absorption est de plus en plus faible. En effet, à basse
température l’agitation thermique étant moins importante le système est plus rigide et
la fraction d’atomes ne subissant pas de recul est augmentée. La figure III.5 b) montre le
logarithme de l’aire sous la courbe des différents spectres en fonction de la température.
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Figure III.4 – Spectre d’absorption Mössbauer expérimental d’un échantillon de bleu de
Prusse massif à 80 K, traçant le nombres de coups de photon γ en fonction de la vitesse
de la source. Les carrés verts représentent les points expérimentaux. Dans ce spectre est
identifié un singulet et un doublet représentant respectivement les ions Fe2+ et Fe3+ [141].
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Figure III.5 – a) Ajustement des spectres Mössbauer normalisés de bleu de Prusse massif
pour différentes températures. b) Représentation semi-logarithmique des aires sous la
courbe des spectres de a) en fonction de la température, ajustées avec l’équation (III.13).
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En utilisant la relation (III.13), la température de Debye du bleu de Prusse est extraite
de ces données expérimentales et donne : Θbleu de PrusseD = 179 ± 6 K. La température de
Debye est liée à l’élasticité du matériau. En effet la température de Debye peut s’écrire
de la manière suivante [142] :
ΘD =
h
2pikB
(
6pi2
V0
)1/3 (
BV0
m
)1/2
(III.14)
avec V0 le volume de la maille,m la masse atomique, et B le module d’élasticité isostatique.
III.2.1.3 Spectroscopie Mössbauer inélastique : Diffusion inélastique nu-
cléaire
L’étude de l’absorption des photons γ par des noyaux nucléaires ne subissant aucun
recul est un processus de diffusion élastique de la lumière pour une certaine énergie de
photons. Par exemple l’énergie des photons pour exciter des noyaux de 57Fe est de Eγ =
14, 4 keV . La quantité de noyaux effectuant cette transition est définie par le facteur
f . Cependant, le reste des noyaux a la possibilité de subir un processus d’absorption
non-résonnante, c’est à dire une diffusion inélastique des rayons γ. Dans ce cas, il y a
absorption ou émission de photons ayant une énergie Eγ 6= 14, 4 keV , accompagnée de
la création ou l’annihilation de phonons. Lors du processus de diffusion l’énergie et la
quantité de mouvement sont conservées. Donc, pour la diffusion inélastique, l’énergie du
phonon créé est de Eγ − 14, 4 keV , avec 14, 4 keV l’énergie absorbée par le noyau de fer
par effet Mössbauer. Ce processus est appelé diffusion inélastique nucléaire (en anglais
« nuclear inelastic scattering : NIS »). La gamme énergétique du rayonnement γ pour la
création et l’annihilation de phonons couvre une plage de quelques centaines demeV . Ainsi
l’observation de ce phénomène ne peut pas se réaliser avec le dispositif vu précédemment
pour deux raisons principales. La première est que pour atteindre cette gamme d’énergie
par effet Doppler, la vitesse de la source doit atteindre les milliers de m.s−1. La deuxième
est la faible intensité de la source radioactive de 57Co. Ce processus de diffusion inélastique
demande un flux de photons important, c’est pourquoi les dispositifs expérimentaux ne
peuvent être réalisés que dans des synchrotrons. Les photons d’énergie E = 14, 4 keV sont
dans ce cas produis par des transitions électroniques, nous parlerons plus de rayons γ mais
de rayons-X. Les synchrotrons possédant les lignes de lumière avec de tels équipements
sont au nombre de trois : l’ESRF (synchrotron européen, France), l’APS (État-Unis), et
SPring-8 (Japon).
Dans le cadre de cette thèse, nous avons fait des mesures de diffusion inélastique
nucléaire sur la ligne de lumière ID18 de l’ESRF. Un schéma de l’expérience est montré
dans la figure III.6. La source synchrotron de l’ESRF permet d’obtenir un flux de photons
suffisant pour l’expérience. De plus, la longueur d’onde du faisceau lumineux est contrôlée
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Figure III.6 – Dispositif expérimental de la ligne ID18 de l’ESRF pour une mesure de
diffusion inélastique nucléaire, traduit de la référence [143].
avec une grande précision grâce à un monochromateur haute résolution. Les photons sont
envoyés sur l’échantillon. Le spectre en transmission est observé sur le détecteur 2 et
correspond à la fonction instrumentale. Le détecteur 1 est placé proche de l’échantillon
afin de récolter les photons ayant subit un processus d’absorption élastique et inélastique.
Un exemple de spectre NIS pour le composé (NH4)2Mg57Fe(CN)6 est donné par la figure
III.7 (figure venant de l’article de A. I. Chumakov et al [144]).
Il a été montré que la probabilité normalisée de l’absorption nucléaire d’un photon
W (E) peut être écrite de la manière suivante [143, 145] :
W (E) = f
(
δ(E) +
∞∑
n=1
Sn(E)
)
(III.15)
où δ(E) représente l’absorption nucléaire sans création de phonons, et Sn(E) représente
l’absorption inélastique accompagnée de la création de n phonons.
Pour la création d’un phonon, nous avons la relation suivante :
S1(E) =
g˜(|E|)ER
E (1− exp(−βE)) (III.16)
où g˜(|E|) représente la densité d’états vibrationnels du cristal en fonction de l’énergie.
∫ +∞
0
g˜(E)dE = 13N
∫ +∞
0
g(E)dE = 1 (III.17)
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Figure III.7 – Exemple d’un spectre en énergie de l’absorption nucléaire inélastique
(détecteur 1) pour le composé de (NH4)2Mg57Fe(CN)6 (cercles vides) [144]. Les cercles
pleins représentent la fonction instrumentale du spectromètre (détecteur 2).
L’absorption de n phonons suit la récurrence suivante :
Sn(E) =
1
n
∫ +∞
−∞
S1()Sn−1(E − )d (III.18)
Pour remonter à la densité d’états vibrationnels, il est donc nécessaire d’obtenir à
partir du spectre expérimental la fonction d’absorption de 1 phonon. L’intensité du spectre
obtenu est proportionnelle à la probabilité normalisée de l’absorption nucléaire [146] :
I(E) = Cmatériauste W (E) (III.19)
La constante Cmatériauste reliant I(E) et W (E) est dépendante de la nature, de la quantité
et de la forme de l’échantillon étudié. La première règle des sommes de Lipkin permet la
normalisation du spectre sans pour autant connaître la constante Cmatériauste . Le premier
moment du spectre en énergie normalisé vaut [147] :
∫ +∞
−∞
E W (E)dE = ER (III.20)
On a donc :
Cmatériauste =
1
ER
∫ +∞
−∞
I(E)EdE (III.21)
Il en résulte :
W (E) = I(E) ER∫+∞
−∞ I(E)EdE
(III.22)
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En enlevant la fonction instrumentale au spectre d’absorption total du rayonnement γ, il
ne reste plus que le spectre d’absorption inélastique Iin(E). Le facteur Lamb–Mössbauer
peut être obtenu grâce à la relation suivante :
1− f = 1
Cmatériauste
∫ +∞
−∞
Iin(E)dE ⇒ f = 1− 1
Cmatériauste
∫ +∞
−∞
Iin(E)dE (III.23)
Il est ensuite possible de réaliser une déconvolution de W (E), à l’aide d’une transformée
de Fourier, afin d’extraire seulement S1(E), et donc la densité d’états g(E) [148]. Cette
densité d’états est une densité d’états vibrationnels partielle, ne mesurant que les modes
de vibrations associés aux atomes de fer et de leur environnement.
Le traitement des données est réalisé à l’aide de codes Fortrans fournis par la ligne de
lumière ID18 de l’ESRF. La description de l’algorithme est faite dans la citation [148] et
un exemple de densité d’états normalisée g˜(E) est donné en figure III.8.
Figure III.8 – Exemple d’une densité d’états vibrationnels (VDOS) pour le composé de
(NH4)2Mg57Fe(CN)6 (cercle vide) [144], obtenue après traitement des données NIS de la
figure III.7.
La densité d’états vibrationnels apporte beaucoup d’information sur les propriétés
physiques du matériau. Il est par exemple possible d’extraire le déplacement quadratique
moyen 〈x2〉 (à partir de la fraction de Lamb–Mössbauer), l’énergie interne du système par
élément uN , l’entropie vibrationnelle par élément sN,vib, la capacité calorifique à volume
constant CV , ou même la vitesse de propagation du son dans le matériau. Ces quantités
sont calculées comme suit (avec E = ~ω) :
uN =
3
2
∫ ∞
0
E
exp(βE) + 1
exp(βE)− 1 g˜(E)dE (III.24)
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sN,vib = 3kB
∫ ∞
0
[
βE
2
exp(βE) + 1
exp(βE)− 1 − ln(exp(βE/2)− exp(−βE/2))
]
g˜(E)dE (III.25)
CV = 3kB
∫ ∞
0
(βE)2 exp(βE)
(exp(βE)− 1)2 g˜(E)dE (III.26)
III.2.2 Diffraction des rayons-X sur poudre sous haute pression
III.2.2.1 Principe de base
Les rayons-X sont des ondes électromagnétiques dont la longueur d’onde est comprise
entre 10−11 et 10−8 mètre. Lorsque la matière est bombardée par des rayons-X, les nuages
électroniques autour des noyaux atomiques absorbent les photons incidents, ce qui in-
duit un déplacement du nuage électronique. Ces oscillations provoquent une ré-émission
de photons à la même fréquence (diffusion Thomson). Les longueurs d’ondes du faisceau
de rayon-X sont du même ordre de grandeur que la distance interatomique de la ma-
tière. Ainsi en interagissant avec la matière ces ondes peuvent engendrer des interférences
constructives et destructives. Pour des matériaux cristallins les interférences suivent un
certain schéma, et les interférences constructives sont vues sur les clichés de diffraction
comme pics de diffraction. Le positionnement de ces pics est défini par la loi de Bragg qui
est la suivante :
2dhkl sin(θ) = λ (III.27)
avec λ la longueur d’onde des rayons-X, dhkl la distance interréticulaire qui est la distance
la plus courte entre deux plans cristallographiques définis par leurs indices de Miller (hkl),
et θ le demi-angle de déviation (moitié de l’angle entre le faisceau incident et la direction
du détecteur).
III.2.2.2 Expérience de diffraction sur poudre
Une poudre se définit en cristallographie comme un échantillon polycristallin (formé
d’un grand nombre de micro et nano cristallites). Les cristallites sont orientées aléatoire-
ment les unes par rapport aux autres, et chaque cristallite est une entité monocristalline
diffractable. La disposition aléatoire des cristallites donne lieu à un cliché de diffraction
bien spécifique en anneau. Un exemple de cliché de diffraction du bleu de Prusse (structure
cubique [149]) est donné par la figure III.9 a). Les cercles intenses du cliché de diffraction
représentent les pics de Bragg de la structure cristalline et satisfont la relation de Bragg
(équation (III.27)). Afin d’obtenir la courbe de diffraction en fonction de l’angle de dé-
viation 2θ, le cliché est traité à l’aide du programme fit2D, qui a été réalisé à l’ESRF.
La figure III.9 b) représente une courbe de diffraction de bleu de Prusse après traitement
du logiciel fit2D.
Le positionnement des pics donnent des informations sur la structure cristalline de
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Figure III.9 – a) Cliché de diffraction des rayons-X réalisé sur un échantillon de bleu de
Prusse micro-cristallin au synchrotron SOLEIL sur la ligne de lumière PSYCHÉ à une
longueur d’onde λ = 0.477Å. b) Cliché de diffraction en fonction de 2θ après traitement
avec le programme fit2D.
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Figure III.10 – a) Courbe de diffraction expérimentale, avec ajustement de la ligne de
base par un polynôme de degrés 6. b) Courbe de diffraction après soustraction de la ligne
de base. c) Ajustement d’un pic de diffraction par une fonction Voigt.
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l’échantillon étudié. Pour obtenir une valeur précise de la position des pics, il est nécessaire
tout d’abord de supprimer la ligne de base du diffractogramme, et ensuite de réaliser un
ajustement des pics de diffractions. J’ai développé un programme en langage GNU octave,
afin d’ajuster la ligne de base à l’aide d’un polynôme, puis d’ajuster les différents pics de
diffraction à l’aide d’une fonction Voigt. L’exemple de l’ajustement de la ligne de base
est montré dans la figure III.10 a). Après soustraction, la courbe de diffraction devient la
courbe de la figure III.10 b). Il est alors possible de réaliser un ajustement de chaque pic de
diffraction par une fonction Voigt. Cette fonction est la somme d’une lorentzienne (forme
naturelle des pic de diffraction) et d’une gaussienne (déformation du pic expérimental
lorentzien par les instruments de mesure). La figure III.10 c) montre l’ajustement d’un
pic de diffraction par une fonction Voigt, d’où il est possible d’extraire la position du
maximum du pic et la largeur à mi-hauteur.
III.2.2.3 Paramètre de maille et module d’élasticité
Pour une maille cubique la distance interréticulaire est directement liée au paramètre
de maille a :
dhkl =
a√
h2 + k2 + l2
(III.28)
Ainsi en mesurant la position du demi angle de déviation, il est possible grâce à l’équation
(III.27) de retrouver le paramètre de maille a.
L’expérience réalisée au synchrotron SOLEIL, sur la ligne PSYCHÉ, est une expérience
de diffraction poudre sous haute pression. L’échantillon poudre est placé à l’intérieur de
deux enclumes en diamant au milieu d’un joint d’étanchéité. À l’intérieur de cette chambre
est aussi positionné un rubis. Le pic de fluorescence du rubis suit une loi linéaire en fonction
de la pression [150], si bien que le pic de fluorescence permet de connaître la pression à
l’intérieur de la chambre. Afin d’exercer une pression isostatique sur l’échantillon, un
liquide ou un gaz inerte est introduit dans la chambre, servant à transmettre la pression.
Le suivi du paramètre de maille en fonction de la pression donne une information sur
les propriétés élastiques du matériau. En effet, dans une maille cubique, le volume de la
maille V0 est directement lié au paramètre de maille a :
V0 = a3 (III.29)
En utilisant la définition du module d’élasticité isostatique (I.70) et la relation (III.29),
le module d’élasticité isostatique peut alors s’écrire en fonction du paramètre de maille :
B = −a3
∂P
∂a
(III.30)
Il est même possible, grâce aux équations (III.27) et (III.28), d’écrire B pour un matériau
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de maille cubique en fonction de la position du pic de diffraction, cela donne :
B = tan(θ)3
∂P
∂θ
(III.31)
En considérant un module d’élasticité isostatique dépendant de la pression B(P ), et
en utilisant la relation (I.70), il est possible de trouver une équation d’état générale du
volume en fonction de la pression V0(P ).
V0(P ) = V0(0) exp
(
−
∫ P
0
dP
B(P )
)
(III.32)
Dans l’approximation d’un petit changement de volume sous une faible pression, il est
possible de réaliser un développement limité de B(P ) autour de la pression nulle. B(P )
peut alors s’écrire de la façon suivante :
B(P ) ≈ B0 +B′0P (III.33)
Dans cette approximation l’équation (III.32) a une solution analytique, connue sous le
nom de l’équation d’état de Murnaghan :
V0(P ) = V0(0)
[
1 + P
(
B′0
B0
)]−1/B′0
(III.34)
Dans certains cas l’approximation de B(P ) décrite par la relation (III.33) n’est pas suffi-
sante. Il est donc nécessaire d’aller jusqu’au polynôme de degrés 2, dans le développement
limité de B(P ). Un polynôme de degrés 2 permet toujours d’obtenir une solution analy-
tique pour l’équation (III.32). Cependant, dans le cas d’un développement limité à l’ordre
3 (ou supérieur) de B(P ) en P , aucune solution analytique de l’équation (III.32) n’est
possible. Afin de contourner ce problème, et de ne pas être limité par la valeur du degré
du polynôme de B(P ), nous avons développé un code en GNU octave. Le programme
permet l’ajustement d’une courbe V0(P ) expérimentale par la relation (III.32) avec une
relation de B(P ) désirée, par une méthode des moindres carrés non linéaire. Ainsi nous
ne sommes pas limités à un ajustement de la courbe V0(P ) par un développement limité
de B(P ) en P à l’ordre 2.
À partir des mesures expérimentales de V0(P ) réalisées grâce à la diffraction sous
pression, nous pouvons remonter au module d’élasticité isostatique de notre matériau
pour la gamme de pressions mesurée.
106 Chapitre III : Élasticité et Coopérativité à l’échelle nanométrique
III.3 Effets de taille sur l’élasticité des Nano-
Matériaux de Coordination
III.3.1 Analogues de bleu de Prusse de type M3[Fe(CN)6]2
III.3.1.1 Présentation du composé
Figure III.11 – Schéma de la structure de l’analogue de bleu de Prusse Ni3[Fe(CN)6]2.
Dans le cadre de cette thèse, nous avons étudié les propriétés élastiques et vibration-
nelles de deux types de matériaux de coordination. Le premier type de matériau choisi est
celui des analogues de bleu de Prusse de type M3[Fe(CN)6]2 (voir figure III.11), avec M
pouvant être du Ni, du Cu, et dans le cas du bleu de Prusse classique Fe4[Fe(CN)6]. Ce ma-
tériau ne montre pas de transition de spin, c’est un composé modèle. En effet les mesures
d’élasticité et de température de Debye que nous allons réaliser, se font par une variation
de la pression ou de la température (excepté la spectroscopie Mössbauer inélastique). La
transition de phase rendra donc l’étude de l’élasticité en fonction de la taille plus com-
plexe. De plus, ces matériaux ont une structure cristalline cubique. Les échantillons ont été
synthétisés dans le groupe du professeur Yannick Guari de l’Institut Charles Gerhardt de
Montpellier. Leurs techniques de synthèse a permis de réaliser des échantillons composés
de nanoparticules d’analogue de bleu de Prusse, de tailles contrôlées, enrobées dans une
matrice de polyéthylène glycol (PEG). Ces échantillons ont ensuite été caractérisés par
spectroscopie Raman, infrarouge, Mössbauer et par EDX, TEM, diffraction des rayons-X
(voir annexe C). Les mesures par microscopie électronique TEM, exposées dans la figure
III.12, ont permis la caractérisation de la taille des nanoparticules.
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Figure III.12 – Images de microscopie électronique à transmission (MET) pour les na-
noparticules du composé de Ni3[Fe(CN)6]2 dont les tailles sont de 2-3 nm (a), 35-37 nm
(b), 70 nm (c) et 115 nm (d), et du composé de Fe4[Fe(CN)6] pour la taille de 2-3 nm (e).
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III.3.1.2 Mesures Mössbauer classique
La spectroscopie Mössbauer 57Fe permet d’obtenir des informations sur l’environne-
ment du fer dans le matériau. Des spectres Mössbauer enregistrés à 80 K sont montrés
sur la figure III.13. Les valeurs des ajustements sont données dans le tableau III.1. Pour
les échantillons de Fe4[Fe(CN)6] et Cu3[Fe(CN)6]2, respectivement les figures III.13 b) et
c), seules deux tailles sont comparées : les très petites (≈ 2 nm) et le matériau massif. Les
spectres pour les deux différentes tailles sont fortement similaires pour l’échantillon de
Fe4[Fe(CN)6], il y a le doublet pour le Fe3+ et le singulet pour le Fe2+. Dans l’échantillon
de Cu3[Fe(CN)6]2, le matériau massif montre un doublet représentant le Fe3+. Cepen-
dant pour de très petites tailles le doublet est écranté par un singulet. Ce phénomène
est identique pour le composé de Ni3[Fe(CN)6]2. On remarque que sur l’échantillon de
Ni3[Fe(CN)6]2 composé de nanoparticules de ∼ 37 nm, le singulet commence à appa-
raître. Ce singulet indique une réduction de l’ion Fe3+ vers l’ion Fe2+. La proportion de
l’aire du singulet pour l’échantillon de 37 nm et de 3 nm de Ni3[Fe(CN)6]2 indique que
cette réduction s’est effectuée au niveau de la surface. Ces échantillons sont des systèmes
cœur–coquille, où les atomes de cœur ont des propriétés physico–chimiques différentes des
atomes de la coquille.
Pour caractériser les propriétés élastiques de ces matériaux, une analyse en taille de
Spectre Doublet Singulet
EQ (mm.s−1) δ (mm.s−1) Γ (mm.s−1) Aire (%) δ (mm.s−1) Γ (mm.s−1) Aire (%)
NiFe
2 nm 1.01 (4) -0.17 (2) 0.43 (6) 21.8 -0.035 (2) 0.407 (9) 78.2
37 nm 0.939 (5) -0.082 (2) 0.454 (8) 94.5 0.06 (1) -0.40 (5) 5.5
70 nm 0.866 (5) -0.096 (2) 0.478 (7) 100* 0* 0* 0*
115 nm 0.883 (4) -0.099 (2) 0.435 (6) 100* 0* 0* 0*
Bulk 0.881 (5) -0.097 (3) 0.473 (7) 100* 0* 0* 0*
FeFe
Bulk 0.582 (8) 0.466 (8) 0.512 (9) 56.4 -0.071 (2) 0.37 (3) 43.6
2 nm 0.561 (7) 0.474 (7) 0.512 (8) 67.1 -0.106 (2) 0.38 (3) 32.9
CuFe
Bulk 0.820 (4) -0.083 (2) 0.485 (6) 100* 0* 0* 0*
2 nm 0.49 (4) -0.05 (4) 0.40 (6) 24.5 -0.022 (8) 0.36 (5) 75.5
Table III.1 – Paramètres d’ajustement des spectres de Mössbauer 57Fe pour les compo-
sés d’analogues de bleu de Prusse (voir figure III.13). Les déplacements isomériques (δ)
ont pour référence celui du fer métallique à température ambiante. EQ définit l’éclate-
ment quadripolaire du doublet. Γ représente la largeur à mi-hauteur. Les valeurs avec un
astérisque sont fixées pendant la procédure d’ajustement. Les chiffres entre parenthèse
représentent l’erreur faite sur l’ajustement des paramètres par la méthode des moindres
carrés.
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Figure III.13 – Spectres Mössbauer à 80 K pour différents composés avec des tailles de
particules différentes. a) Spectres Mössbauer de Ni3[Fe(CN)6]2 pour des tailles de par-
ticules de 2 nm, 37 nm, 70 nm, 115 nm, et composé massif. b) Spectres Mössbauer de
Fe4[Fe(CN)6] pour des tailles de particules de 2 nm et composé massif. c) Spectres Möss-
bauer de Cu3[Fe(CN)6]2 pour des tailles de particules de 2 nm et composé massif.
la température de Debye a été réalisée, avec la technique décrite dans la section III.2.1.2.
Le résultat est donné par les figures III.14, pour lesquelles il est possible d’observer une
exaltation de la température de Debye à très petite taille. Comme l’indique l’équation
(III.14), la température de Debye est proportionnelle au carré du module d’élasticité
isostatique. Dans les matériaux à transition de spin, une augmentation de la rigidité
implique une augmentation de la coopérativité du matériau (Γ ∝ B). Ainsi, l’une des
origines possibles de l’existence de cycles d’hystérèses observés dans les très petits objets
à transition de spin de coordination pourrait être due à l’exaltation de la température de
Debye à très petite taille.
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Figure III.14 – Températures de Debye en fonction de la taille pour les composés de
Ni3[Fe(CN)6]2 (a), Fe4[Fe(CN)6] (b) et Cu3[Fe(CN)6]2 (c).
III.3.1.3 Mesures de Mössbauer inélastique (NIS)
Le Mössbauer inélastique permet d’accéder à davantage d’informations sur les proprié-
tés mécaniques et vibrationnelles des matériaux.
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Figure III.15 – Densités d’état vibrationnelles normalisées de l’analogue de bleu de
Prusse de Ni3[Fe(CN)6]2 pour des nanoparticules de 3 nm et 115 nm.
La figure III.15 montre les densités d’état vibrationnelles normalisées pour les nano-
particules de 3 nm et 115 nm de l’échantillon de Ni3[Fe(CN)6]2. Les modes optiques des
nanoparticules de 3 nm et 115 nm, respectivement de 73 meV et 66 meV, représentent
un mode vibrationnel d’élongation [144]. Les différentes valeurs thermodynamiques et
vibrationnelles extraites du traitement des données du spectre d’absorption inélastique
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Ni3[Fe(CN)6]2 3 nm 115 nm
Facteur Lamb-Mössbauer f 0,579 0,555
Déplacement carré moyen 〈x2〉 0,0308 Å2 0,0337 Å2
Énergie interne par atome uN 100,1 meV 97,0 meV
Chaleur spécifique CV 2,26 kB 2,33 kB
Entropie par atome sN,vib 2,57 kB 2,65 kB
Table III.2 – Propriétés thermodynamiques et vibrationnelles extraites de l’expérience
de Mössbauer inélastique dont le résultat est présenté en figure III.15.
du rayonnement γ sont données dans le tableau III.2. Le facteur Lamb-Mössbauer des pe-
tites nanoparticules est supérieur à celui des particules de 115 nm, de plus le déplacement
carré moyen est quant à lui inférieur pour les 3 nm par rapport aux 115 nm. Tout ceci
indique que les petites particules de 3 nm sont plus rigides que les grandes de 115 nm.
Une autre valeur pertinente, permettant la caractérisation de l’élasticité du matériau, est
la vitesse du son moyenne 〈vson〉 dans le solide. Cette valeur donne des informations sur
la propagation des phonons dans le matériau. À basse énergie la vitesse de propagation
E2 (meV2)
g˜(
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Figure III.16 – Densité d’états vibrationnels normalisée et tracée en fonction de l’énergie
au carré pour deux échantillons d’analogue de bleu de Prusse de Ni3[Fe(CN)6]2 : particules
de 3 nm (courbes bleues) et 115 nm (courbes vertes). L’ajustement de la courbe entre 0 et
2 meV2 par une fonction affine permet le calcul de la vitesse du son à l’aide de l’équation
(III.35).
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du son dans le matériau peut être obtenue de la manière suivante [144, 151] :
g˜(E) = m˜
m
V0
2pi2~3〈vson〉3E
2 (III.35)
avec m˜ et m qui représentent respectivement la masse de l’atome résonnant et la masse
totale des atomes de la maille élémentaire.
La figure III.16 montre l’ajustement de g˜(E) avec l’équation (III.35), permettant le calcul
de la vitesse de propagation du son dans des nanoparticules d’analogue de bleu de Prusse.
Le paramètre V0 des particules a été calculé à l’aide des clichés de diffraction qui seront
exposés dans la section III.3.1.4. Pour un matériau ayant une même structure cristalline,
une vitesse du son plus élevée indique une rigidité supérieure. En accord avec le facteur
Lamb-Mössbauer et le déplacement quadratique moyen, la vitesse du son est nettement
supérieure dans les petites nanoparticules.
Cette étude confirme l’étude effectuée avec la spectroscopie Mössbauer classique, in-
diquant une exaltation de l’élasticité à petite taille dans les composés d’analogues de bleu
de Prusse.
III.3.1.4 Diffraction des rayons-X sous pression sur poudre
Les mesures de diffraction X ont été réalisées au synchrotron SOLEIL sur la ligne de
lumière PSYCHÉ. La transmission de la pression dans la chambre de la cellule de pression
est réalisée grâce à un mélange liquide éthanol–méthanol–eau. Ces mesures permettent
de mesurer le paramètre de la maille élémentaire du cristal.
Le composé massif d’analogue de bleu de Prusse réduit, avec un couple de métaux NiII–
FeII, a été également étudié dans le but de le comparer avec les petites nanoparticules de
3 nm. Les mesures Raman, FTIR et Mössbauer montrent des caractérisations fortement
similaires entre les deux échantillons. Ceci confirme la réduction de la surface des particules
de Ni3[Fe(CN)6]2 de NiII–FeIII à NiII–FeII.
La figure III.17 montre les différentes courbes de diffraction des échantillons d’analogue
de bleu de Prusse. Pour être sûr de la reproductibilité du résultat, l’expérience en pression
a été réalisée deux fois sur l’échantillon des nanoparticules de 3 nm. La similitude entre
les spectres (positionnement des pics identique) montre que la structure cristalline est la
même pour tous les échantillons. La largeur des pics pour les échantillons de matériaux
massifs montrent un certain désordre dans l’échantillon. En effet, le nombre de défauts
cristallins est l’un des nombreux paramètres ayant une influence sur la largeur des pics.
La courbe de diffraction des nanoparticules de 115 nm montre une diminution du nombre
de défauts par rapport au matériau massif. En diminuant la taille les pics de diffraction
s’élargissent. Ceci vient de l’augmentation du désordre dans la structure cristalline, et
de la diminution de la taille de domaines cohérents. La prédominance de la surface dans
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Figure III.17 – Courbes de diffraction X des échantillons de Ni3[Fe(CN)6]2, réalisées à
une longueur d’onde de 0,477 Å au synchrotron SOLEIL.
les petits objets participe de manière importante à ce désordre. Le premier pic intense
représente la direction cristallographique [200], le second pic intense représente quant à lui
la direction cristallographique [220] (cf [149]). En utilisant le positionnement de ces pics en
2θ et l’équation (III.28), le paramètre de la maille élémentaire peut être retrouvé à partir de
cette expérience. La figure III.18 montre le paramètre de maille des différents échantillons,
pour une pression de l’ordre de la pression atmosphérique. Une nette différence entre les
paramètres de maille des deux matériaux massifs est observée, avec un matériau NiII–FeII
plus compact que le matériau NiII–FeIII. Les nanoparticules de grandes tailles présentent
un paramètre de maille identique à celui du matériau massif du NiII–FeIII. Les paramètres
de maille des petites particules et des intermédiaires auraient tendance à converger vers la
valeur du paramètre de maille du matériau NiII–FeII, sans pour autant jamais l’atteindre.
Comme vu dans la section III.2.2.3, le module d’élasticité isostatique peut être mesuré
en suivant l’évolution du paramètre de la maille élémentaire en fonction de la pression. Les
paramètres de maille des différents échantillons en fonction de la pression sont représentés
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Figure III.18 – Paramètre de la maille élémentaire cristalline pour les différents échan-
tillons d’analogue de bleu de Prusse.
sur la figure III.19. Les échantillons de Ni3[Fe(CN)6]2 massif et contenant les particules
de 115 nm, 70 nm et 37 nm ont une variation de leurs paramètres de maille similaire.
Le comportement du paramètre de maille des particules de 3 nm se rapproche plus du
matériau massif réduit. La figure III.20 montre un exemple de l’évolution des courbes
de diffraction avec la variation de la pression exercée sur les nanoparticules de 115 nm.
On remarque avec l’augmentation de la pression un élargissement des pics de diffraction,
accompagné d’une asymétrie de plus en plus importante.
Afin de comparer la rigidité des différents échantillons, les courbes de la figure III.19
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Figure III.19 – Paramètre de la maille élémentaire cristalline pour les différents échan-
tillons d’analogues de bleu de Prusse en fonction de la pression, calculés avec les indices
de Miller [200] (a) et [220] (b).
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sont ajustées à l’aide de la relation (III.32). Les figures III.21 a), c) et e) montrent l’évolu-
tion du paramètre de la maille élémentaire en fonction de la pression pour respectivement
les nanoparticules de 115 nm, 70 nm et 3 nm. L’évolution du paramètre de maille avec
l’augmentation de la pression est inhabituelle. En effet au-dessus de 4 GPa, une discon-
tinuité de la courbe semble émerger. De plus au-dessus de 8–9 GPa une nette différence
entre les courbes des pics [200] et [220] apparaît, indiquant un changement de la structure
cristalline du matériau. L’ajustement réalisé pour le calcul du module d’élasticité isosta-
tique vient confirmer ces hypothèses. Le module d’élasticité isostatique ne sera pas le
même si l’ajustement est fait entre 0 et 4 GPa, et 0 et 8 GPa. Cette évolution inhabituelle
du paramètre de maille en fonction de la pression peut provenir d’une pression exerçant
diverses contraintes sur l’échantillon (pression non-isostatique) ou du liquide transmetteur
de pression. Le milieu transmetteur subit au-dessus de 8–10 GPa une transition de phase
liquide–solide. D’un autre côté, le liquide utilisé comme milieu transmetteur et l’échan-
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Figure III.20 – Courbes de diffraction pour différentes pressions de l’échantillon des
nanoparticules de 115 nm de Ni3[Fe(CN)6]2, réalisées à une longueur d’onde de 0,477 Å
au synchrotron SOLEIL.
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Figure III.21 – Paramètre de la maille élémentaire calculé à partir du pic [200] (carrés
bleus) et [220] (ronds verts) en fonction de la pression, pour les nanoparticules de 115 nm
(a), 70 nm (c) et 3nm (e), accompagné de deux ajustements allant de 0 à 4 GPa (rouge)
et de 0 à 8 GPa (jaune). Module d’élasticité isostatique en fonction de la pression pour
les nanoparticules de 115 nm (b), 70 nm (d) et 3nm (f), pour les deux ajustements rouge
et jaune.
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tillon pourraient être incompatibles. En effet, les analogues de bleu de Prusse sont des
matériaux poreux, ayant une sensibilité à l’eau et aux alcools. On pourrait imaginer qu’en
exerçant une pression, des molécules du milieu transmetteur rentreraient dans les pores de
l’échantillon à partir d’une pression seuil. Cela aurait pour conséquences, une modification
de la structure de l’échantillon (peut être irréversible) et/ou une application non isotrope
de la pression autour des particules. Afin de vérifier cela, des études complémentaires en
diffraction sous pression sur poudre et en spectroscopie Raman sous pression seront réa-
lisées. Le liquide transmetteur sera remplacé par un gaz transmetteur de pression inerte,
ou un sel solide.
Cette expérience n’a donc pas pu apporter de nouvelles informations sur l’élasticité
des nanoparticules. Cependant elle a apporté de nouvelles informations sur la structure
du composé avec la mesure du paramètre de maille, et son évolution avec la taille. Cette
expérience conforte l’idée d’une réduction en surface des nanoparticules d’analogues de
bleu de Prusse.
III.3.2 Clathrate de Hofmann Fe(pyrazine)[Ni(CN)4]
III.3.2.1 Présentation du composé
Figure III.22 – Schéma de la structure du clathrate de Hofmann Fe(pyrazine)[Ni(CN)4].
Dans le cadre de la synthèse d’une série de tailles de nanoparticules ayant un environ-
nement comparable, la taille minimale des nanoparticules de type clathrate de Hofmann
synthétisées était de 8 nm [97]. Les observations sur ce composé, déjà évoquées dans
ce manuscrit, sont une perte de la coopérativité, une diminution de la température de
transition et une augmentation de la fraction résiduelle HS. Comme déjà mentionné pré-
cédemment, de très petites nanoparticules de même type ont été synthétisées dans des
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conditions chimiques différentes [99], donnant lieu à un surprenant cycle d’hystérèse dans
la courbe de transition de spin thermique, pouvant être expliqué par une augmentation
de la rigidité de la particule, de manière similaire aux analogues de bleu de Prusse.
Pour confirmer le phénomène d’exaltation de la coopérativité dans des très petits ob-
jets à transition de spin, d’importants efforts ont été développés par les chimistes de notre
groupe afin de réaliser une étude systématique en taille de nanoparticules de type clathrate
de Hofmann. Des nanoparticules du composé de Fe(pyrazine)[Ni(CN)4] ont été synthé-
tisées par Haonan PENG et Lionel SALMON. Ils ont réussi à synthétiser des particules
comparables ayant des tailles comprises entre 2 nm et 100 nm. Ces échantillons ont ensuite
été caractérisés par Haonan PENG, en spectroscopie Raman, infra-rouge, Mössbauer, et
aussi en TEM et mesures magnétiques.
La figure III.23 représente des courbes de transition de spin thermiques pour diffé-
rentes tailles de nanoparticules de Fe(pyrazine)[Ni(CN)4]. La caractérisation de la taille
de ces nanoparticules a été faite par microscopie électronique TEM, dont les images sont
exposées sur les figures III.24 a) à e). Cette série de mesures vient confirmer les précé-
dentes synthèses déjà réalisées sur des nanoparticules de type de clathrate de Hofmann.
Elle permet même d’aller plus loin, en montrant le comportement de très petits objets.
En dessous de la dizaine de nanomètre la tendance d’une diminution de la température
de transition s’inverse, accompagnée d’une augmentation d’une fraction résiduelle BS à
Figure III.23 – Courbes de transition de spin thermiques pour différentes tailles de
nanoparticules du composé de Fe(pyrazine)[Ni(CN)4], réalisées par mesures magnétiques
et calibrées par mesures de spectroscopie Mössbauer.
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Figure III.24 – Images de microscopie électronique TEM pour les nanoparticules du
composé de Fe(pyrazine)[Ni(CN)4] dont les tailles sont de 100 nm (a), 70 nm (b), 12 nm
(c), 3 nm (d) et 2 nm (e). La figure (f) représente un zoom sur une partie de la figure (e).
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Figure III.25 – Température de Debye des nanoparticules du composé de
Fe(pyrazine)[Ni(CN)4] en fonction de leurs tailles.
haute température. Ce phénomène a déjà été évoqué dans la section II.1.2.2 : l’augmen-
tation d’une fraction résiduelle BS avec la diminution de la taille, couplée à une fraction
résiduelle HS, conduit à une réaugmentation de la température de transition (voir figure
II.6). De plus pour les particules de très petites tailles, nous assistons à une réouverture
légère du cycle d’hystérèse.
En parallèle de ces études magnétiques, une étude similaire à celle faite dans la section
III.3.1.2 visant à mesurer l’élasticité de ces particules, a été réalisée. La transition de spin
de ces matériaux gêne la mesure de la température de Debye. Ainsi, seule la température
de Debye dans la phase de basse température a été mesurée. La figure III.25 montre l’évo-
lution de la température de Debye en fonction de la taille. Cette figure met en évidence une
augmentation importante de la température de Debye des particules avec une diminution
de la taille. Dans la phase basse température, les petites particules (2–3 nm) possèdent
une fraction résiduelle HS nettement supérieure aux grosses particules (70–100 nm). La
phase HS étant normalement moins rigide que la phase BS, les petites particules devraient
avoir une rigidité moindre par rapport aux grandes particules. Cette augmentation de ΘD
montre que la diminution de la taille modifie les propriétés élastiques des particules. Ceci
peut provenir par exemple des relaxations et/ou reconstructions de surfaces, ou même
d’une interaction élastique avec la matrice. L’augmentation de l’élasticité des particules
peut être une des raisons de la réouverture du cycle d’hystérèse.
III.3.2.2 Échantillons enrichis en 57Fe
Pour les échantillons non enrichis, la synthèse du composé de Fe(pyrazine)[Ni(CN)4]
se réalise à partir d’un sel de fer commercial. Dans le commerce, il est impossible de
trouver un sel de fer similaire enrichi en 57Fe. Ainsi une étape supplémentaire est réalisée,
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consistant à la création de sel de fer enrichi en 57Fe à partir d’un échantillon de 57Fe
métallique (dissous à l’acide).
L’isotope 57Fe est le seul type de fer sensible à l’absorption du rayonnement γ. Ce
sont ces centres fer qui seront sondés en Mössbauer standard, ainsi qu’en Mössbauer
inélastique. Les échantillons enrichis en 57Fe serviront pour une étude NIS au synchrotron
de l’ESRF.
Comme le montrent les figures III.27 a) et b), les nanoparticules de 100 nm de clathrate
à base de 56Fe et 57Fe ont le même spectre Mössbauer à haute température. Cependant
à basse température, les échantillons à base de 57Fe semblent conserver une fraction rési-
duelle HS plus importante que les échantillons à base de 56Fe. De plus, les spectres Möss-
bauer des échantillons à base de 57Fe montrent des largeurs à mi-hauteur plus importantes.
D’un autre côté les figures III.26 a) et b) montrent des caractéristiques vibrationnelles
Raman identiques entre les deux types de composés, que cela soit à haute température
comme à basse température. Les modes de vibration associés à la pyrazine autour de 1030
cm−1 et 1230 cm−1 donnent une information sur la fraction nHS. Les intensités de ces pics
sont reliées de manière non proportionnelle à nHS. À basse température, la même intensité
entre les échantillons à base de 56Fe et 57Fe permet de conclure à un taux de transition
identique entre les deux échantillons.
Une explication possible pour une telle différence entre les spectres Mössbauer est
celle de l’enrichissement en 57Fe du matériau. En effet la proportionnalité entre l’aire de
la courbe d’absorption Mössbauer et le facteur de Lamb–Mössbauer n’est valable que pour
une épaisseur d’absorption de l’échantillon faible. Cette épaisseur d’absorption, notée λabs,
vaut [152] :
λabs = nRσ0e (III.36)
avec nR le nombre de noyaux résonnants par unité de volume, σ0 la section efficace du
a) b)
Figure III.26 – Spectres Raman à différentes températures pour des nanoparticules de
100 nm des composés 56Fe(pyrazine)[Ni(CN)4] (a) et 57Fe(pyrazine)[Ni(CN)4] (b).
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Figure III.27 – Spectre Mössbauer de nanoparticules de ≈ 100 nm de
Fe(pyrazine)[Ni(CN)4] pour différentes températures, pour les échantillons composés de
56Fe (a) et 57Fe (b). Le doublet avec un faible éclatement quadripolaire est associé à l’état
BS, et les deux autres doublets représentent deux états HS, un actif en température l’autre
inactif (comme le montre la différence entre les courbes de 200 K et 310 K de (a)).
noyaux Mössbauer, et e l’épaisseur de l’échantillon.
Comme le montre la relation (III.36), λabs dépend du nombre de noyaux de 57Fe par unité
de volume. Dans le fer naturel, l’isotope 57Fe est présent à 2 %. Or dans les matériaux
que nous avons enrichis l’isotope 57Fe est présent à 90 %. L’épaisseur d’absorption est
donc multipliée par 45, et l’approximation d’un λabs faible n’est plus valable. De plus
la correction à apporter à l’aire d’absorption dépend des interactions hyperfines magné-
tiques. Un matériau avec un éclatement quadripolaire faible sera plus sensible aux effets
de l’épaisseur d’absorption qu’un matériau avec un large éclatement quadripolaire. C’est
en partie pour cette raison que la proportion entre les 3 doublets semble différente entre
les spectres à 80 K des figures III.27 a) et b). Enfin, une épaisseur trop importante conduit
à l’élargissement des pics d’absorption Mössbauer.
Une étude plus approfondie sur les effets d’épaisseur est exposée dans la figure III.28.
Les courbes représentent des spectres expérimentaux Mössbauer à 80 K, d’épaisseurs
d’échantillons variables, allant de la plus fine à la plus épaisse du haut vers le bas. L’échan-
tillon est composé de nanoparticules de 57Fe(pyrazine)[Ni(CN)4] de 50 nm. Comme évoqué
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précédemment, il apparaît clairement sur cette figure qu’une augmentation de l’épaisseur
de l’échantillon conduit à un élargissement des spectres Mössbauer. De plus, la variation
des aires avec l’épaisseur est plus importante pour le cas du doublet avec l’éclatement
quadripolaire le plus petit (doublet bleu). Cette étude montre clairement que la différence
entre les spectres Mössbauer des échantillons à base de 57Fe et 56Fe est due à un effet
d’épaisseur d’absorption.
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Figure III.28 – Spectre Mössbauer de nanoparticules de ≈ 50 nm de
Fe(pyrazine)[Ni(CN)4] pour une température de 80 K, pour le composé de 57Fe
(pour l’association des doublets cf. figure III.27).
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III.3.2.3 Mesures de Mössbauer inélastique
Il est très surprenant de noter que la mesure directe de l’élasticité d’un matériau à
transition de spin dans chacune de ses phases n’a jamais été réalisée. Or il s’agit d’une
propriété clef dans le comportement de la transition de spin d’un matériau. Une mesure
par spectroscopie Brillouin a permis la mesure expérimentale des coefficients élastiques
du composé [Fe(ptz)6](BF4)2(ptz=1-propyltetrazole) dans son état HS [153]. Cependant
lors de la transition de spin HS → BS, un changement structural du cristal rend la
mesure des coefficients élastiques de l’état BS impossible. D’un autre côté, la spectroscopie
d’absorption inélastique des rayons γ permet la mesure de l’élasticité du matériau par une
mesure de la vitesse du son (c.f. section III.3.1.3). La technique NIS a déjà été utilisée dans
le domaine de la transition de spin, afin de caractériser les modes de vibrations optiques du
matériau [154, 155], et de les comparer aux modes vibrationnels Raman. Cependant, elle
n’a jamais été utilisée pour une mesure de vitesse du son dans les matériaux à transition
de spin. Dans ce sens, la mesure de la vitesse du son dans un matériau à transition de
spin en fonction de son état de spin est déjà un résultat remarquable en lui-même.
Comme dit précédemment, la mesure NIS nécessite des échantillons enrichis en
57Fe. Par conséquent, nous avons dû enrichir les nanoparticules du composé de
Fe(pyrazine)[Ni(CN)4]. La poudre de nanoparticules ainsi synthétisée a ensuite été mise
dans un porte échantillon, comme le montre la figure III.29. L’épaisseur de l’échantillon
étudié dépend de la masse molaire de celui-ci. Ainsi, les portes échantillons ont été usinés
et remplis en conséquence.
Pour l’étude NIS nous avons utilisé des nanoparticules du composé de
57Fe(pyrazine)[Ni(CN)4] de taille de 4 nm, 30 nm et 50 nm, dont les images TEM sont
exposées dans la figure III.30. Les densités d’états vibrationnels des nanoparticules ont
été obtenues après le traitement décrit dans la section III.2.1.3. Elles sont exposées
sur les figures III.31 1a), 2a) et 3a). Deux courbes sont présentes sur la figure III.31
1a). Elles représentent toutes deux la densité d’états vibrationnels de nanoparticules de
57Fe(pyrazine)[Ni(CN)4] de 50 nm. Les courbes verte et bleue représentent respectivement
les densités d’états vibrationnels g˜(E) de l’état BS et de l’état HS. À basse température
(50 K) le matériau est dans son état BS, la rigidité des liaisons fer–ligands est forte, ce
qui se traduit par plusieurs modes de vibrations fer–ligand entre 20 et 70 meV. À haute
température (310 K) le matériau est dans son état HS, la rigidité des liaisons fer–ligand
est moindre, la conséquence est un regroupement des modes optiques dans un mode large
dégénéré autour de 30 meV. En dessous de 20 meV, les modes de vibrations correspondent
aux phonons acoustiques du réseau. La figure III.31 1b) représente les courbes de g˜(E)/E2,
la partie basse énergie de ces courbes est linéaire et proportionnelle à 1/v3son, comme le
montre l’équation (III.35). Ainsi, nous pouvons directement observer que la vitesse du son
du matériau dans la phase BS est supérieure à la vitesse du son dans la phase HS. Ceci
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Figure III.29 – Portes échantillons pour une mesure de diffusion inélastique nucléaire,
remplis avec des poudres contenant des nanoparticules de 57Fe(pyrazine)[Ni(CN)4].
a) b)
c)
Figure III.30 – Images de microscopie électronique TEM pour les nanoparticules du
composé de 57Fe(pyrazine)[Ni(CN)4] dont les tailles sont de 4 nm (a), 30 nm (b) et 50 nm
(c).
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Figure III.31 – Courbes représentant les densités d’états vibrationnels pour des nano-
particules de 57Fe(pyrazine)[Ni(CN)4], de taille de 50 nm pour ses deux états de spin à
la température de 310 K et 50 K (1a), et pour des nanoparticules de taille de 4 nm, 30
nm et 50 nm à une température de 310 K (2a) et 50 K (3a). Les courbes (1b), (2b) et
(3b) représentent respectivement les densités d’états vibrationnels divisées par l’énergie
au carré des densités d’états des courbes (1a), (2a) et (3a). Les courbes (1b), (2b) et (3b)
ont une ordonnée constante entre 0 et 2 meV, étant proportionnelle à 1/v3son.
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implique que la rigidité de la phase BS est plus grande que la rigidité de la phase HS.
Les figures III.31 2a) et 3a) montrent respectivement g˜(E) de l’état HS et de l’état BS
pour trois tailles de nanoparticules. En ce qui concerne l’état HS, les trois courbes sont
fortement similaires. On peut considérer que l’état haute température (310 K) est com-
posé d’une phase HS quasiment complète. À basse température (50 K), on remarque une
différence sur les différentes courbes de g˜(E). En observant les spectres des particules de
30 nm et de 50 nm, une différence entre les spectre apparaît. La transition de spin HS →
BS des nanoparticules de 30 nm semble moins complète que celle de 50 nm. Cet effet est
nettement plus visible sur le spectre des nanoparticules de 4 nm. Les pics se situant entre
40 meV et 70 meV, associés à l’état BS, sont moins intenses, tandis que le pic entre 20
meV et 40 meV, associé plus à l’état HS, est plus intense. Le résultat d’une augmentation
d’une fraction résiduelle HS à basse température avec la diminution de la taille, observé
en magnétisme et Mössbauer classique, est confirmé. En terme de rigidité, la figure III.31
2b) montre que dans l’état HS les particules de 4 nm sont plus rigides que celles de 30
nm qui sont elles plus rigides que celles de 50 nm. À basse température, la figure III.31
3b) montre une diminution de la vitesse du son quand on diminue la taille de 50 nm à
30 nm, puis une exaltation de la vitesse du son dans les très petites nanoparticules qui
sont plus rigides que les 30 nm et 50 nm. Nous avons vu précédemment que l’état HS
est moins rigide que l’état BS. En diminuant la taille il y a l’apparition d’une fraction
résiduelle HS de plus en plus importante à basse température. Cette fraction résiduelle
est à l’origine de la diminution de la vitesse du son entre les particules de 30 nm et de 50
nm. Cependant, même avec une fraction résiduelle HS plus importante à très petite taille,
les nanoparticules de 4 nm montrent un comportement surprenant dans leurs vitesses du
son. La perte de rigidité due à la fraction résiduelle est ici largement compensée par une
exaltation de l’élasticité de la nanoparticule.
III.3.3 Bilan sur l’élasticité dans les matériaux de coordination
La spectroscopie Mössbauer classique, dont les mesures ont été faites au laboratoire
de chimie de coordination, a permis de mesurer la température de Debye en fonction de
la taille des particules. La détermination de la température de Debye s’effectue grâce à
une série de mesures de spectre Mössbauer de l’échantillon en température (entre 80 K
et 310 K). Si le composé étudié présente une transition de spin entre 80 K et 310 K, la
détermination de la température de Debye devient plus complexe. Ainsi, dans un premier
temps, pour s’affranchir de cette contrainte, nous avons étudié des composés d’analogue de
bleu de Prusse sans transition de spin. L’étude révèle une exaltation de l’élasticité de ces
matériaux quand la taille diminue. Ce résultat a été confirmé par une étude en Mössbauer
inélastique faite à l’ESRF. La vitesse du son dans les nanoparticules de 3 nm est plus
importante que dans les nanoparticules de 100 nm. Enfin, ces composés ont été étudiés
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par diffraction des rayons-X sur poudre sous pression, à SOLEIL. Les mesures semblent
révéler une élasticité plus importante dans les petits nano-objets. Cependant, nous avons
rencontré plusieurs difficultés lors de la mesure du module d’élasticité isostatique, nous
empêchant d’obtenir un résultat tranché.
Dans un deuxième temps, nos efforts ont porté sur la détection de la variation de
l’élasticité dans des nanoparticules de coordination à transition de spin. L’étude de la
température de Debye n’a été réalisée que lorsque le matériau était dans la phase BS,
pour les raisons évoquées précédemment. De manière similaire aux composés d’analogue
de bleu de Prusse, les clathrate de Hofmann démontrent une exaltation de l’élasticité
lors de la diminution de la taille des nanoparticules. Pour aller plus loin, le Mössbauer
inélastique a permis de mesurer la vitesse du son dans les nanoparticules de clathrate pour
différente taille, mais aussi pour les différents états de spin. Le résultat de cette étude
montre clairement que l’élasticité dans les nanoparticules de petites tailles (∼ 3 nm) est
plus importante que l’élasticité dans les nanoparticules de grandes tailles (∼ 100 nm).
III.4 Exaltation de la coopérativité avec la diminu-
tion de la taille
III.4.1 Élasticité et coopérativité dans le modèle nanothermo-
dynamique
III.4.1.1 Exaltation de la coopérativité
Cette section se base sur les observations expérimentales faites précédemment. Nous
avons montré expérimentalement que l’élasticité des matériaux de coordination change de
manière non négligeable avec la taille (voir figure III.32 a)). Dans le cas des analogues de
bleu de Prusse cette augmentation de 16 %, et a été confirmée dans le cas des clathrates
de Hofmann avec une augmentation encore plus prononcée. L’augmentation de la rigidité
de la particule va avoir un impact direct sur le comportement de la transition de spin de
celle-ci. Si l’on reprend le modèle nanothermodynamique développé dans la partie II.1.1,
l’augmentation de la rigidité se traduit par une augmentation du terme de coopérativité
Γ (rappel : Γ ∝ B). La figure III.32 b) représente quatre courbes de transitions de spin
thermiques. Les conditions de simulations sont identiques à celles utilisées pour la simula-
tion des courbes de la figure II.4 a). C’est à dire ∆γ = −0.1 J.m−2, ∆H = 18000 J.mol−1
et ∆S = 61 J.K−1.mol−1. Les valeurs de Γ pour les particules de 8 nm, 12 nm et du maté-
riau massif sont : ΓBS = 6852 J.mol−1 et ΓHS = 5158 J.mol−1. Ces valeurs sont de l’ordre
de grandeur des ajustements de courbes de transition de spin thermiques avec le modèle
de Slichter et Drickamer. Habituellement Γ se situe entre 1000 et 8000 J.mol−1. Pour la
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simulation des nanoparticules de 4 nm, l’augmentation de Γ a été choisie pour concorder
avec les augmentations trouvées expérimentalement. Comme le module d’élasticité iso-
statique est proportionnelle au carré de la température de Debye, son augmentation n’en
sera que plus spectaculaire. Par exemple l’augmentation de B, correspondant à celle de
la figure III.32 a), sera de 34 %.
Pour le cas des clathrates de Hofmann cette augmentation est encore plus importante.
Ainsi les valeurs utilisées de Γ pour les particules de 4 nm sont : ΓBS = 11430 J.mol−1
et ΓHS = 10860 J.mol−1. Comme le montre la figure III.32 b), l’exaltation de la rigidité
du matériau compense la perte de coopérativité engendrée par la présence d’énergies de
surface. Cette augmentation brutale à petite taille est une des origines possibles de la
présence d’un cycle d’hystérèse dans les nanoparticules à transition de spin de très petite
taille.
Augmentation de ÊD ≈ 16 %
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Figure III.32 – a) Température de Debye en fonction de la taille des particules pour le
composé Ni3[Fe(CN)6]2. b) Transitions de spin de nanoparticules simulées avec le modèle
nanothermodynamique, avec injection de l’augmentation de la température de Debye pour
les très petites tailles (4 nm).
Récemment, nous avons observé une réouverture à très petite taille du cycle d’hystérèse
dans la courbe de transition de spin thermique du composé de Fe(pyrazine)[Ni(CN)4] (voir
partie III.3.2.1). Cependant, à la différence de la figure III.32 b), la diminution de la taille
des nanoparticules engendre une diminution de la température de transition, suivie d’une
réaugmentation de la température de transition. De plus, dans les très petits objets,
une forte fraction résiduelle BS est observée à haute température. Pour comprendre le
comportement des nanoparticules de Fe(pyrazine)[Ni(CN)4] en fonction de leurs tailles,
nous avons réalisé une étude basée sur le modèle nanothermodynamique. Pour prendre en
compte de manière plus précise la structure du matériau, les simulations ont été réalisées
sur une nanoparticule de structure cubique, ayant un paramètre de maille (a) de 0, 6 nm.
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Dans cette modélisation, les sites métalliques situés dans le cœur, sur les faces et sur les
arêtes seront considérés indépendamment. Le dénombrement de ces sites est réalisé de la
manière suivante :
n = l
a
+ 1, N = n3, Nc = (n−2)3, Nf = 6× (n−2)2, Nar = N −Nc−Nf , Ns = N −Nc
(III.37)
avec l la longueur de la particule, n le nombre de sites sur une arête, N le nombre total de
sites métalliques, et Nc, Nf , Nar et Ns qui représentent respectivement les nombres de sites
dans le cœur, sur les faces, sur les arêtes et sur la surface. La figure III.33 b) montre des
courbes de transition de spin thermiques simulées avec le modèle nanothermodynamique.
Les longueurs l des particules simulées sont successivement de 100 nm, 70 nm, 10 nm,
3 nm et 2 nm. Ces courbes peuvent être comparées aux courbes expérimentales montrées
sur la figure III.33 a). Dans les simulations, les particules de 70 nm et de 100 nm sont
similaires, et leurs caractéristiques tendent vers celles du matériau massif. Une fraction
résiduelle de nHS = 0, 2, pour les sites du cœur, est ajoutée dans le calcul pour obtenir
des courbes comparables à l’expérience. Cette fraction résiduelle est associée aux défauts
dans la structure du cristal, conduisant à 20 % de centres métalliques inactifs. Avec la
diminution de la taille, un nouveau type de défaut apparaît : la surface. Dans les simula-
tions, les centres fer à la surface sont définis comme inactifs, ceci peut être physiquement
expliqué par le défaut de coordination. Cependant, la coordination peut être différente
suivant si le site se situe sur la surface ou sur l’arête, ce qui peut conduire à des états
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Figure III.33 – a) Courbes de transition de spin thermiques pour différentes tailles de
nanoparticules de Fe(pyrazine)[Ni(CN)4], réalisées par mesures magnétiques et calibrées
par mesures de spectroscopie Mössbauer. b) Évolution thermique de la fraction HS pour
différentes tailles de nanoparticules cubiques, calculée à l’aide du modèle nanothermody-
namique. Les nombres à côté des courbes indiquent la taille des particules. Les paramètres
thermodynamiques de simulation sont ∆H = 18000 J.mol−1 et ∆S = 60 J.mol−1.K−1.
Les valeurs de Γ sont listées dans le tableau III.3.
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Tailles (nm) ΓBS (J.mol−1) ΓHS (J.mol−1)
100 9140 6290
70 9140 6290
10 10510 7230
3 12800 10060
2 23770 20210
Table III.3 – Valeurs des termes d’interactions intermoléculaires pour les états BS et
HS, en fonction de la taille des particules de Fe(pyrazine)[Ni(CN)4].
de spin différents sur les molécules de la face et de l’arête. Avec cette considération, nous
avons respectivement fixé, dans les simulations, l’état de spin pour les sites de face et
d’arête à HS et BS. Il est important de noter que plus petite est la particule, plus grand
sera le pourcentage de centres localisés en surface. La diminution du nombre de centres
de cœur conduit à la réduction du nombre de défauts structuraux dans le cœur. Pour
cette raison, la fraction résiduelle de nHS = 0, 2 n’est plus ajoutée dans la simulation des
particules de 2 nm. Toutes ces approximations conduisent à une fraction résiduelle HS
à basse température dans les grandes particules, puis une augmentation de la fraction
résiduelle HS à basse température entre 100 nm et 3 nm, et pour finir une augmentation
de la fraction résiduelle BS à haute température entre 10 nm et 2 nm. Nous avons déjà
montré que des fractions résiduelles conduisent à une perte du cycle d’hystérèse, et que
des fractions résiduelles HS et BS conduisent respectivement à une diminution et une
augmentation de la température de transition (cf partie II.1.2). La réouverture du cycle
d’hystérèse dans les nanoparticules de 2 nm est la conséquence du durcissement des par-
ticules avec la diminution de la taille. En reprenant le résultat de la figure III.25, nous
avons augmenté progressivement la rigidité des particules dans les simulations jusqu’à une
augmentation de 160 %. Ces simulations impliquent beaucoup d’hypothèses, néanmoins,
elles permettent de reproduire des résultats expérimentaux assez complexes.
III.4.1.2 Discussion sur le terme de coopérativité ΓnHS(1− nHS)
Une des questions que l’on peut se poser est la pertinence du terme non linéaire de
l’enthalpie libre de ΓnHS(1 − nHS) dans le cas d’une nanoparticule. Ce terme prend en
compte une élasticité globale de la particule, et ne discerne pas l’élasticité de surface de
celle de cœur. De plus, ce terme est un développement limité en fonction du nombre total
de sites HS (nHS) de la particule, et non pas en fonction de ncHS et nsHS.
Dans le cas d’un matériau massif, ΓnHS(1−nHS) représente les interactions intermolé-
culaires du système. C’est un développement limité à l’ordre 2 d’un terme énergétique non
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linéaire beaucoup plus complexe. En effet lors d’une transition de spin le cristal subit des
déformations élastiques impliquant des énergies de déformation lors de la transition entre
les deux phases [156]. Cette énergie de déformation Udéf dépend de la déformation locale
(désaccord de volume ou de paramètre de maille) de la matière et des propriétés élastiques
de celle-ci. Prenons l’exemple d’un cristal composé de N molécules, pour chacune d’entre
elles un volume moyen leur est alloué V0 le paramètre de la maille. Le volume V0 dépend de
l’état de spin du cristal. Si celui-ci est dans l’état BS on aura V0,BS et dans l’état HS V0,HS.
Pendant la transition V0 subit une variation dépendante de nHS totale. La dépendance en
nHS totale vient du caractère infini de la portée des déformations élastiques.
Une molécule BS occupe l’espace V0,BS, tandis qu’une molécule HS l’espace V0,HS. Il
en résulte des énergies de déformation nulles dans les états BS et HS, et donc Udéf(nHS =
0) = 0 et Udéf(nHS = 1) = 0. Lors de la transition de spin le volume de la molécule
va être en désaccord avec le volume moyen de la maille du cristal V0(nHS), qui lui est
imposé. Le volume moyen et les propriétés élastiques du matériau étant dépendants de
la fraction haut spin, il en résulte une énergie de déformation dépendante de l’état de
spin Udéf(nHS). Dans l’approximation de petites déformations et de petites variations des
paramètres élastiques de la matière, il est possible de réaliser un développement limité de
Udéf. Ainsi on obtient :
Udéf ≈ α + βnHS + γn2HS (III.38)
Les conditions en nHS = 0 et nHS = 1, indiquées précédemment, impliquent α = 0 et
β = −γ. Finalement l’énergie de déformation prend la forme suivante :
Udéf = βnHS(1− nHS) (III.39)
Les énergies de déformations sont positives et additionnelles à l’énergie interne du système,
ainsi on a β ≥ 0. β est dépendant du désaccord entre le volume alloué à la molécule et le
volume occupé par la molécule, mais aussi des paramètres élastiques du matériau. Dans
des cas très simples de déformations induites par traction uniaxiale ou de cisaillement pur,
les énergies de déformations sont d’après la loi de Hooke respectivement proportionnelles
aux modules d’Young et de cisaillement.
À l’échelle du nanomètre, il convient de se demander si le terme ΓnHS(1−nHS) permet
toujours de définir les interactions élastiques. La réponse est oui, ce terme est toujours
pertinent. Le volume moyen de la maille dépend toujours de l’état de spin de toutes
les molécules de la particule. Plaçons nous du point de vue de la molécule dans une
nanoparticule. Lors de la transition de spin de la particule, le désaccord entre le volume de
la molécule et le changement de volume de la maille engendre une énergie de déformation.
Cette énergie de déformation va être non seulement dépendante de la différence entre les
deux volumes, mais aussi du coefficient élastique de la molécule (capacité de compression
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et distorsion de l’octaèdre) et des coefficients élastiques de toute la particule (caractère
infini des déformations élastiques). Or ces coefficients dépendent de la rigidité moyenne
globale de toute la particule. Dans une certaine approximation, même si la rigidité de
surface n’est pas la même que celle du cœur, et qu’il y a un gradient des grandeurs
élastiques entre le cœur et la surface, la molécule ne verra qu’une moyenne des modules
d’élasticités. Cependant, la présence d’une surface engendre une énergie de déformation
additionnelle due à une pression image. Ceci peut être pris en compte dans l’enthalpie
libre sous la forme d’énergies de surface.
Pour juger de la pertinence de la modélisation du couplage entre le cœur et la surface
par le terme ΓnHS(1 − nHS), faisons un raisonnement d’une particule avec une fraction
résiduelle HS en surface à basse température. Le paramètre de maille de la surface tend
vers le paramètre de maille HS (paramètre de maille pour une nanoparticule entièrement
HS). À contrario, le paramètre de maille du cœur tend vers un paramètre de maille BS,
qu’aurait la particule si celle-ci était entièrement BS. Cependant aucun d’eux n’aura
exactement un paramètre de maille HS ou BS. Ainsi à basse température, le volume des
mailles du cœur qui est imposé aux molécules ne sera pas, à la différence du matériau
massif, celui d’une molécule dans l’état BS, V0 6= V0,BS. Par conséquent, l’énergie de
déformation dans la phase stable de basse température ne sera pas nulle, et dépendra de
l’élasticité globale moyenne de la particule :
Udéf(nHS(ncHS = 0, nsHS = 1)) = βcsnsHS(1− csnsHS) (III.40)
La présence de cette énergie à basse température a pour conséquence de favoriser, dans
le cas présent, l’état HS des molécules. Ainsi, la température de transition du cœur est
affectée par la présence d’une surface HS et se voit alors diminuée.
III.4.2 Origine de la cooperativité dans les Nanoparticules à
Transition de Spin
III.4.2.1 Augmentation de la température de Debye
L’expérience montre une augmentation importante de la température de Debye de
nos matériaux. La mesure de la température de Debye est réalisée par spectroscopie
Mössbauer par une mesure de 〈x2〉 en fonction de la température (équations (III.1) et
(III.10)). Numériquement, l’évolution en température du 〈x2〉 peut être reproduite par
simulation MC. Durant ma thèse, j’ai pu participer à l’encadrement du stage de Master 2
de Mirko MIKOLASEK. Dans le cadre de ce stage, un programme MC a été écrit afin de
simuler la mesure de la température de Debye en suivant l’évolution de 〈x2〉 en fonction
de T .
Comme l’indique la figure III.34 a), un défaut de coordination dans une nanoparticule
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Figure III.34 – Évolutions de la température de Debye en fonction de la taille pour une
particule cubique simple a), et une particule cubique avec renforcement des liaisons de
surface trois fois plus importantes que celle de cœur b) (cf. figure III.35 a)), calculées par
simulations MC.
Figure III.35 – Représentations schématiques d’un changement de rigidité de liaison. a)
Les liaisons rouge représentent les liaisons dont la rigidité a été augmentée par rapport
aux liaisons standards représentées par des liaisons noires en pointillées. b) Dans ce cas
toutes les liaisons de la particule ont été renforcées de manière homogène.
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sans matrice environnante implique une diminution de la température de Debye avec la
diminution de la taille. Pour obtenir une augmentation de ΘD, comme dans la figure III.34
b), plusieurs hypothèses sont possibles. Les plus probables sont des reconstructions ou des
relaxations en surface venant modifier les propriétés élastiques de la surface, mais aussi
les propriétés élastiques du cœur. Afin de simuler ce durcissement, nous avons choisi deux
cas possibles :
— Un durcissement des liaisons au niveau des surfaces, figure III.35 a).
— Un durcissement global de la particule, figure III.35 b).
III.4.2.2 Effet sur la transition de spin
Des simulations MC ont été réalisées dans les deux cas exposés dans les figures III.35
a) et b). La figure III.36 a) montre trois courbes de transition de spin thermique, pour
lesquelles les interactions de surfaces sont augmentées progressivement par deux puis trois.
Une augmentation de rigidité de la particule est obtenue, ce qui joue un rôle majeur dans
le comportement de la transition de spin. La figure III.36 b) expose trois nouvelles courbes
de transition de spin thermique. Cette fois-ci la profondeur des puits de tous les potentiels
est augmentée progressivement par deux puis trois. C’est une autre méthode pour obtenir
une augmentation globale de la rigidité de la particule. Le résultat exposé sur les deux
figures III.36 a) et b) est le même. Une augmentation de la rigidité de la particule conduit
à une ouverture du cycle d’hystérèse dans la courbe de transition de spin thermique.
Le scénario le plus probable est une augmentation de la rigidité de surface. Ceci s’ex-
plique par des relaxations et des reconstructions de surface provoquées par une interac-
tion entre la particule et son environnement, donc dépendant des propriétés de la matière
entourant la particule. Cependant dans notre cas, nous avons considéré seulement une
augmentation de la rigidité de la couche externe des molécules. La surface peut avoir une
profondeur dans le matériau, ainsi les très petits objets, même si le système n’est pas
composé que par la couche externe, ne possède plus que les propriétés de la surface (on
tend vers le cas III.35 b)).
Quelque soit son origine, la modification de la rigidité de la particule a un impact non
négligeable sur le comportement de la transition de spin. Une surface de rigidité différente
a un impact sur les énergies d’interface, et donc sur les propriétés thermodynamiques de
la particule.
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Figure III.36 – Simulations MC sur une particule carré 5× 5. a) Courbes de transition
de spin pour une particule avec une rigidité de surface différente, cf. figure III.35 a). b)
Courbes de transition de spin pour une particule avec une augmentation globale de la
rigidité de la particule, cf. figure III.35 b). Les légendes indiquent le facteur multiplicatif
appliqué aux profondeurs des puits de potentiels des différentes liaisons.
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III.5 Conclusion
Dans ce chapitre nous avons montré expérimentalement que les propriétés élastiques
des matériaux de coordination varient avec leur taille. Le comportement de l’élasticité
de la matière en fonction de la dimension du système dépend de la nature du composé.
Il est largement admis dans la communauté que la transition de spin est un phénomène
fortement lié aux propriétés élastiques du matériau. Dans le cas d’une augmentation de
l’élasticité, une augmentation de la coopérativité sera visible. Dans le cas d’une diminution
de l’élasticité, l’effet inverse doit se produire.
Nous avons utilisé trois techniques expérimentales pour mesurer le changement d’élas-
ticité des matériaux en fonction de leurs tailles. Deux d’entre elles utilisent l’effet Möss-
bauer, et permettent de caractériser directement les propriétés vibrationnelles des centres
fer des composés. La spectroscopie Mössbauer classique permet de caractériser l’environ-
nement du fer et de mesurer la température de Debye des matériaux. La spectroscopie
Mössbauer inélastique mesure la création et l’annihilation de phonons, ce qui permet de
remonter à la densité d’états vibrationnels (partielle du fer) du matériau. La troisième
technique de mesure consiste à mesurer les clichés de diffraction de rayon-X à différentes
pression. En ajustant les courbes de volume en fonction de la pression par des équations
d’état, il est possible de retrouver la valeur du module d’élasticité isostatique du matériau.
Nous avons étudié deux types de matériaux de coordination, des analogues de bleu de
Prusse (sans transition de phase) et des clathrates de la famille de Hofmann (matériaux
à transition de spin). Ces échantillons ont démontré une augmentation spectaculaire des
propriétés élastiques de la matière en diminuant sa taille. Cette augmentation se produit
généralement entre 15 et 3 nm. Le composé Fe(pyrazine)[Ni(CN)4] présente un cycle d’hys-
térèse pour le matériau massif. En diminuant la taille, le cycle disparaît mais réapparaît
pour des nanoparticules de 2 nm.
La réouverture de l’hystérèse peut s’expliquer par l’augmentation de l’élasticité des
particules en diminuant la taille. En utilisant ce résultat dans le modèle de nanothermo-
dynamique développé dans le chapitre II, l’ouverture de l’hystérèse est obtenue. L’origine
de l’augmentation de la rigidité des particules peut provenir de plusieurs phénomènes sur-
faciques tels que les reconstructions ou bien les relaxations de surface. Nous avons exposé
deux cas possibles d’augmentation de rigidité dans une nanoparticule, une augmentation
sur les liaisons de surface et une augmentation globale des interactions dans la particule.
Les deux résultats conduisent à un effet similaire sur l’élasticité de la particule, et l’impact
sur la transition de spin est le même. Ainsi une vision d’augmentation de rigidité moyenne
du matériau semble une bonne approximation pour le modèle de nanothermodynamique.
L’augmentation de la rigidité des particules face à la diminution de la taille peut être
donc l’une des origines du phénomène de bistabilité à l’échelle nanométrique. Cependant
d’autres phénomènes peuvent eux aussi avoir leur importance. Des études théoriques et
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expérimentales sur l’interaction matrice–nanoparticule permettraient de répondre à la
question de l’importance de cette interaction dans le comportement de la transition de
spin de ces nano–objets. De plus, le phénomène d’interaction interparticulaire reste encore
inexploré, et pourrait être aussi un facteur gouvernant la coopérativité dans certain cas.
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Ce travail de thèse porte sur le phénomène de transition de spin dans des nano-objets.
Une large investigation théorique et expérimentale a été menée pour comprendre l’impact
de la taille sur le processus de transition de spin dans ces objets à l’échelle du nanomètre.
Après avoir identifié les différents effets de tailles pouvant modifier les propriétés de
transition de spin, nous nous sommes focalisés sur deux effets. Le premier est l’apparition
d’un “défaut” prépondérant à petite taille : la surface. L’augmentation du rapport
surface-sur-volume semble avoir un rôle important dans la stabilité des phases en général,
mais aussi sur les propriétés thermodynamiques des particules. Le deuxième est le
changement des propriétés mécaniques de ces matériaux lorsque leur taille diminue. Le
phénomène de coopérativité est fortement lié à l’élasticité du matériau, un changement
de cette propriété devrait modifier le comportement de la transition de spin de la particule.
L’impact de la surface sur le comportement de la transition de spin a été étudié
théoriquement, en couplant la thermodynamique, la physique statistique et la mécanique
des milieux continus. Tout d’abord, un modèle nanothermodynamique appliqué aux
nanoparticules à transition de spin a été développé. Dans ce modèle, la surface est
prise en compte par une énergie additionnelle dans l’énergie interne de la particule.
En venant rompre l’extensivité du système, l’ajout de cette énergie additionnelle a
une conséquence directe sur la thermodynamique du système. De plus la différence
énergétique entre une surface HS et une surface BS donne lieu a des modifications dans
le comportement de la transition de spin à l’échelle nanométrique. Cette différence
énergétique, vue comme l’élément moteur de la transition de spin avec la taille, permet
de trouver une origine physique à l’apparition de fractions résiduelles et de modification
de la température de transition et de l’hystérèse, observées dans les courbes de transition
de spin thermiques expérimentales de nanoparticules. Par la suite, à l’aide de simulations
numériques résolues par la technique de Monte Carlo, nous avons mis en évidence l’effet
du défaut de coordination de surface sur la thermodynamique d’une particule. Cette
étude de physique statistique a montré qu’à très petite échelle un bain de pression parfait
n’arrive plus à imposer sa pression à une nanoparticule. En effet, comme l’avait prédit
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la nanothermodynamique la pression interne de la particule est différente de la pression
que l’on cherche à lui exercer. Les énergies de surface, pour lesquelles nous avons montré
qu’elles dépendent de l’élasticité globale de la particule, en sont l’origine. Pour aller
plus loin, la compréhension de l’influence de l’extensivité sur la transition de spin nous
a permis d’imaginer des nano-objets originaux, telles que les nanoparticules creuses ou
cœur-coquille, qui permettent, par leurs formes et le contrôle des surfaces, la modulation
du phénomène de transition de spin. Par exemple, le fait de coupler une nanoparticule
avec une nanoparticule creuse permet de créer un système cœur–coquille. Des études
de mécanique des milieux continus couplées à des simulations Monte Carlo de physique
statistique ont montré une synergie entre le cœur et la coquille permettant la création
d’un nouveau type de bistabilité à l’échelle nanométrique.
D’un autre côté, la modification de l’élasticité de la matière à petite taille est un
phénomène connu dans le domaine de la physique de la matière. Cependant les tendances
de ce changement ne suivent pas une loi universelle, et dépendent de la nature du com-
posé. Dans notre cas, nous avons montré à deux reprises une augmentation de la rigidité
des matériaux de coordination face à la réduction de taille. Les mesures de rigidité ont
été réalisées par des techniques de spectroscopies Mössbauer classique, inélastique et de
diffraction des rayons-X sous haute pression. Les techniques de spectroscopies Mössbauer
donnent une information sur les propriétés vibrationnelles des nuclei Mössbauer dans
les matériaux, et la diffraction sous haute pression une mesure directe de l’élasticité
en étudiant le volume de la maille cristalline en fonction de la pression. Les analogues
de bleu de Prusse Ni3[Fe(CN)6]2 et les clathrates de Hofmann Fe(pyrazine)[Ni(CN)4]
montrent respectivement une augmentation de leurs températures de Debye de 16 %
et 60 % entre les particules de 2-3 nm et le matériau massif. En injectant ces résultats
dans le modèle nanothermodynamique, nous avons retrouvé un cycle d’hystérèse dans
les courbes de transition de spin thermiques de petites nanoparticules. Nous avons
ensuite proposé deux scénarios possibles permettant l’augmentation de la rigidité de ces
matériaux : une rigidité de surface différente et une augmentation globale de la rigidité
de la particule. Peu importe l’origine de l’augmentation de la rigidité, cela conduit à la
création et l’augmentation du cycle d’hystérèse.
L’étude du phénomène de la transition de spin à l’échelle nanométrique est une
thématique récente et en pleine expansion. Par ce fait, beaucoup de questions restent en
suspend, et ainsi beaucoup de perspectives de recherches sont envisageables.
D’un point de vue théorique, un approfondissement sur le terme d’énergie de surface,
et de sa dépendance en nHS, est nécessaire pour comprendre le processus de transition
de spin des nanoparticules. Ainsi, une analyse plus détaillée de la dynamique du réseau
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dans les petits objets devrait être réalisée en prenant en compte le phénomène de la
transition de spin. De plus, les effets de la matrice sur les nanoparticules et les interactions
interparticulaires restent encore peu étudiés. Il serait aussi intéressant de penser à de
nouveaux types de nano-objets permettant un contrôle de la bistabilité à l’échelle du
nanomètre. Enfin, il serait intéressant d’étudier la cinétique de la transition de spin dans
les nanoparticules. Les processus de nucléation dans les nano-objets pourraient jouer un
rôle important dans le comportement de la transition de spin.
Ces études théoriques ont besoin d’un soutien par des expériences. La caractérisation
d’un ensemble de nano-objets reste un outil limité pour la compréhension de la transition
de spin à cette échelle, beaucoup de réponses pourront être apportées lors de l’étude d’un
objet unique.
Toutes ces études passent par une étroite collaboration entre les chimistes et les
physiciens, qui devrait permettre une véritable “ingénierie” des propriétés des nano-objets
bistables. De nouveaux efforts devront être réalisés afin de créer de nouveaux objets
originaux, avec une interface définie et bien contrôlée.
Cette thèse évoque l’effet de taille sur les nano-objets à transition de spin. Cependant,
les résultats obtenus lors de cette étude peuvent être utilisés avec n’importe quel nano-
objet présentant une transition de phase gouvernée par un fort couplage électron–phonon.
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Annexe A
Simulations Monte Carlo
A.1 Ensemble isobare-isotherme appliqué à une na-
noparticule
Les simulations Monte Carlo ont été réalisées dans l’ensemble isobare–isotherme, dont
les variables thermodynamiques sont T , P et N . Dans cette ensemble, le système, de
volume V et de nombre de particules N , est plongé dans un bain thermique et un bain
de pression, de volume V0 − V et de nombre de particules M −N , comme montré par la
figure A.1. Le réservoir applique sa température et sa pression au système, lui autorisant
des fluctuations du volume et de l’énergie. La fonction de partition totale du système et
du réservoir s’écrit :
Qtot(N,M, V, V0, T ) = 1Λ3MN !(M −N)!
∫∫∫
V0−V
drM−N
∫∫∫
V
drN exp
[
−βU(rN)
]
(A.1)
Figure A.1 – Représentation schématique d’un système à N particules et de volume V
plongé dans un réservoir de pression P et de température T thermodynamique parfait,
de M −N particules et de volume V0 − V .
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avec β = 1/(kBT ), et dr = dxdydz les distances infinitésimales.
En considérant que les particules du réservoir forment un gaz idéal, que le nombre de
particules et le volume du réservoir tendent tous deux vers l’infini (limite thermodyna-
mique), et que le volume du système peut varier, alors la fonction de partition du système
dans le réservoir s’écrit :
Q(N,P, T ) =
∫ +∞
0
dV βP exp [−βPV ]Λ3NN !
∫∫∫
V
drN exp
[
−βU(rN)
]
(A.2)
Ainsi, la probabilité d’être à un volume V et un ensemble de position rN est définie
comme :
p(V, rN) ∝ exp
[
−β(PV + U(rN))
]
dV drN (A.3)
La procédure Monte Carlo (MC), consiste à parcourir l’espace des phases du système
en suivant une marche aléatoire dirigée. Elle ne permet pas de calculer la fonction de
partition du système, mais les grandeurs thermodynamiques peuvent être calculées à
l’aide d’estimateurs. Afin de parcourir l’espace des phases, la dynamique de la simulation
est définie par la probabilité d’acceptance pour passer d’un état 1 à un état 2 (pacc1→2). La
probabilité d’acceptance doit satisfaire le critère de balance, et en général, on utilise la
solution du critère de balance détaillé :
p1 α1→2 pacc1→2 = p2 α2→1 pacc2→1 (A.4)
avec, pi la probabilité d’être dans l’état i et αi→j la probabilité de sélection, d’où l’on tire
une nouvelle configuration en partant de i pour aller vers j.
Dans notre cas, nous avons choisi une dynamique de Metropolis. Ainsi les probabilités
d’acceptance s’écrivent :
pacc1→2 = min [1, χ] et pacc2→1 = min
[
1, 1
χ
]
(A.5)
En utilisant les équations (A.3), (A.4) et (A.5), on obtient :
χ = p2 α2→1
p1 α1→2
(A.6)
Nous cherchons à résoudre un modèle d’Ising compressible, et l’algorithme sera le
suivant :
— une boucle sur N , avec N le nombre de sites du système
• une chance sur N de sélectionner un site
• proposer un nouvel état de spin
• accepter ou non avec la probabilité pacc,s1→2
• une chance sur N de sélectionner un site
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• proposer une position autour de la position actuelle dans un petit volume v (en
2D, v = 2δxmax2δymax)
• accepter ou non avec la probabilité pacc,p1→2
— proposer un nouveau volume autour du volume actuel entre −δV et +δV
— accepter ou non avec la probabilité pacc,V1→2
Il est donc nécessaire de définir pacc1→2 pour chacune de ces étapes.
Cas du spin, pacc,s1→2 , χs :
La probabilité de sélection sera la probabilité de sélectionner un site (1/N), multipliée
par la probabilité de changer l’état de spin (qui est 1). De plus, la probabilité inverse
de sélectionner le site et de rechanger l’état de spin est la même. Donc αs1→2 = 1/N et
αs2→1 = 1/N . La position des sites et le volume restent identiques. Ainsi on obtient :
pacc,s1→2 = min [1, exp (−β∆U)] (A.7)
avec ∆U = U2 − U1.
Cas de la position, pacc,p1→2 , χp :
La probabilité de sélection sera la probabilité de sélectionner un site (1/N), multipliée
par la probabilité de changer la position (dv/v, avec dv le volume infinitésimal de v). Afin
d’avoir αs1→2 = αs2→1 le tirage du déplacement doit être identique dans les 2 sens, c’est à
dire lors de la simulation, les δxmax et δymax doivent être fixes. Donc αs1→2 = dv/(Nv), et
on obtient :
pacc,p1→2 = min
[
1, dr
N
2
drN1
exp(−β(∆U + P∆V ))
]
(A.8)
avec ∆V = V2−V1, dr1 et dr2 respectivement les volumes infinitésimaux de la boîte quand
celle-ci a un volume V1 et V2.
La probabilité pour un site d’être à une position de la boîte donnée est p = dr/V =
lim
M→∞
1/M , avec M de nombre de volumes infinitésimaux dr dans un volume V . Cette
probabilité est indépendante du volume, ainsi on a :
dr1
V1
= dr2
V2
→ dr2dr1 =
V2
V1
(A.9)
D’après les relations (A.8) et (A.9) on a :
pacc,p1→2 = min
[
1,
(
V2
V1
)N
exp (−β(∆U + P∆V ))
]
(A.10)
pacc,p1→2 = min
[
1, exp
(
−β(∆U + P∆V ) +N ln
(
V2
V1
))]
(A.11)
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De manière générale dans l’ensemble NPT, le volume est supposé constant lors de cette
étape. Ceci n’est valable que dans les cas de conditions aux bords périodiques et dans
l’approximation d’un système dont le volume est très grand. Dans le cas d’un système
solide avec les bords libres, la boîte de simulation coïncide avec la surface du solide.
Ainsi normalement, le déplacement d’un site en surface peut provoquer un changement
de volume. Chaque déplacement est alors sujet à la probabilité d’acceptance pacc,p1→2 .
Cas du volume, pacc,V1→2 , χV :
La probabilité de changer le volume est de 1/(2δV ). Ainsi, on a αs1→2 = αs2→1 = 1/(2δV ),
cette égalité permet d’écrire :
pacc,V1→2 = min
[
1, exp
(
−β(∆U + P∆V ) +N ln
(
V2
V1
))]
(A.12)
Il est intéressant de noter que pacc,p1→2 = pacc,V1→2 . pacc,p1→2 ayant une dépendance en volume,
cela implique qu’après chaque tirage d’une nouvelle position pour un site de la surface,
un nouveau volume associé doit être calculé. Pour calculer le volume de la particule,
et prendre en compte des déformations possibles de celle ci, nous avons développé une
nouvelle procédure de calcul de volume pour une particule avec un réseau carré. Comme
le montre la figure A.2, la particule est découpée en deux types de triangles (rouges et
verts) recouvrant la superficie totale de la particule. Les coordonnées des extrémités de
chaque triangle sont stockées dans un tableau, et la superficie, pour un triangle dont les
Figure A.2 – Schéma d’une nanoparticule 2D avec un réseau carré, découpée en triangles,
permettant la mesure du volume.
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extrémités sont aux points A, B et C, est calculée grâce à la relation suivante :
Airetriangle =
1
2‖
−→
AB ∧ −→AC‖ (A.13)
A.2 Mesure de l’entropie par la technique des histo-
grammes
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Figure A.3 – (a) Histogramme 2D de la densité de probabilité en fonction du volume et
de l’énergie pour un système 2D carré 60× 60. (b) Ajustement de l’histogramme par une
courbe gaussienne 2D.
Afin d’accéder à l’entropie, la densité de probabilité du système doit être estimée.
〈S〉 = −kB
∑
i
p(Hi, Vi) log(p(Hi, Vi)) (A.14)
Nous avons utilisé la technique des histogrammes pondérés en Monte Carlo, pour
extraire la densité de probabilité (voir figure A.3). Cette technique a été introduite par
Ferrenberg et Swedsen [157] pour l’ensemble canonique et étendue à l’ensemble NPT par
Conrad et Pable [158]. L’histogramme hT,P (H,V ) (en fonction des énergies et volumes),
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qui est associé aux visites successives de la simulation, est proportionnel à la densité d’état
g(H,V ) :
hT,P (H, V ) ∝ g(H, V ) e−(H+PV )/(kBT ) (A.15)
La densité de probabilité du système est :
p(H, V ) = hT,P (H,V )∫+∞
−∞
∫+∞
0 dHdV hT,P (H,V )
(A.16)
Et finalement, l’entropie est donnée par la relation suivante :
〈S〉 =
∫ +∞
−∞
∫ +∞
0
dHdV p(H,V ) log(p(H, V )) (A.17)
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Annexe B
Coefficients élastiques de la matière
Les différents modules d’élasticité sont au nombre de 4, et se nomment B le mo-
dule d’élasticité isostatique, Y le module d’Young, G le module de cisaillement, et ν le
coefficient de Poisson. B se calcule dans le cas d’une compression globale du matériau,
subissant une pression isostatique (voir figure B.1 a)). Y se calcule en appliquant une
force sur un matériau et en observant la longueur d’enfoncement L−L0 du matériau (voir
figure B.1 c)). G est calculé en observant le cisaillement provoqué par l’application d’une
force sur le coin du matériau (voir figure B.1 b)). ν mesure la contraction de la matière
perpendiculairement à la direction de la force appliquée.
Figure B.1 – Différents schémas expliquant le calcul du module d’élasticité isostatique
(a), du module de cisaillement (b), du module d’Young (c) et du coefficient de poisson
(c).
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La définition mathématique du module d’Young est la suivante :
Y = F/A
δL/L
(B.1)
Pour un cristal parfait ayant une maille cubique (ou carré en 2 dimensions), le module
d’Young peut être approximé de la manière suivante :
Y ≈ dFdr
r0
s
(B.2)
avec s qui vaut r20 pour un réseau cubique et r0 pour un réseau carré.
Dans le cas d’un cristal parfait 2D carré, pour lequel les atomes sont liés entre eux par une
interaction atomique de type Lennard-Jones 6–3, on obtient la valeur de module d’Young
suivante :
Y = 18vi
r20
(B.3)
avec vi la profondeur du puits de potentiel intermoléculaire.
La définition mathématique du module d’élasticité isostatique est la suivante :
B = −V dPdV = −V
d2U
dV 2 (B.4)
Chaque module peut être exprimé en fonction des autres modules d’élasticité. Ainsi, si
on connaît deux modules d’élasticité les deux autres peuvent être calculés. Par exemple,
il est possible de lier le module d’élasticité isostatique au module d’Young à l’aide du
coefficient de Poisson de la façon suivante :
B = Y3(1− 2ν) (B.5)
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Annexe C
Caractérisation des échantillons
C.1 Détails expérimentaux
C.1.1 Spectroscopie 57Fe Mössbauer classique
Les spectres de 57Fe Mössbauer classique ont été enregistrés en utilisant un spectro-
mètre conventionnel d’accélération constante, équipé d’une source 50 mCi 57Co et d’un
cryostat à azote liquide. Les spectres des échantillons poudres (≈ 30 mg) ont été enregis-
trés entre 80 K et 300 K. Le repliement et l’ajustement des spectres Mössbauer ont été
réalisés à l’aide du programme “Recoil”, par la méthode des moindres carrés.
C.1.2 Spectroscopie vibrationnelle
Les spectres Raman ont été collectés à l’aide d’un micro-spectromètre Raman
LabRAM-HR (Jobin-Yvon) et d’un cryostat Linkam THMS-600. Un laser He-Ne de lon-
gueur d’onde 632,8 nm (≈ 0.1 mW ) a été utilisé comme source excitatrice, et une réso-
lution spectrale d’approximativement 3 cm−1 a été obtenue.
Les spectres infra-rouge (IR) ont été enregistrés à l’aide d’un spectromètre Perkin
Elmer 1600, avec une résolution de 4 cm−1.
C.1.3 Diffraction des rayons-X sur poudre, au LCC
Les clichés de diffraction des rayons-X sur poudre ont été collectés à l’aide d’un diffrac-
tomètre XPert Pro (Theta-Theta mode) Panalytical, avec λ(CuKa1, CuKa2) = 1,54059,
1,54439 Å.
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C.1.4 Microscopie électronique à transmission (MET)
Les observations de microscopie électronique à transmission (MET) ont été réalisées
sur un microscope JEOL 1200 EXII à une énergie de 100 kV . Les échantillons utilisés pour
une mesure MET ont été préparés en déposant une goutte d’une solution de nanoparticules
sur une grille de cuivre.
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C.2 Analogues de bleu de Prusse
C.2.1 Spectroscopie Raman
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Figure C.1 – Spectres Raman pour des particules de différentes tailles (2 nm, 37 nm,
70 nm, 115 nm) et pour le matériau massif du composé de Ni3[Fe(CN)6]2 à température
ambiante. Tous les échantillons ont un spectre Raman similaire, à l’exception des plus
petites nanoparticules.
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Figure C.2 – Spectres Raman du composé de Fe4[Fe(CN)6] (a) et Cu3[Fe(CN)6]2 (b) à
température ambiante, pour différentes tailles de particules.
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C.2.2 Diffraction des rayons-X sur poudre
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Figure C.3 – Clichés de diffraction poudre pour différentes tailles de nanoparticules du
composé de Ni3[Fe(CN)6]2 à température ambiante. Les résultats sont en bon accord avec
ceux reportés en référence [149], pour un composé massif.
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Figure C.4 – Clichés de diffraction poudre pour différentes tailles de nanoparticules du
composé de Fe4[Fe(CN)6] à température ambiante.
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C.2.3 Spectroscopie infra-rouge
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Figure C.5 – Spectres infra-rouge pour différentes tailles de nanoparticules du composé
de Ni3[Fe(CN)6]2 à température ambiante.
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Figure C.6 – Spectres infra-rouge des composés de Fe4[Fe(CN)6] (a) et Cu3[Fe(CN)6]2
(b) à température ambiante pour des nanoparticules de taille de 2 nm et du matériau
massif.
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C.2.4 Microscopie électronique à transmission
2-3 nm 35 nm
70 nm 115 nm
Figure C.7 – Images MET pour différentes tailles de nanoparticules du composé de
Ni3[Fe(CN)6]2.
Figure C.8 – Images MET de nanoparticules du composé de Fe4[Fe(CN)6] (taille de 2
nm).
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C.2.5 Distribution en taille des nanoparticules
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Figure C.9 – La colonne de gauche représente la distribution en taille extraite des images
MET pour les différents échantillons du composé de Ni3[Fe(CN)6]2. La colonne de droite
représente la distribution en taille pondérée par le volume des particules.
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Figure C.10 – La colonne de gauche représente la distribution en taille extraite des
images MET pour les nanoparticules du composé de Fe4[Fe(CN)6]. La colonne de droite
représente la distribution en taille pondérée par le volume des particules.
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C.3 Clathrate de Hoffman
C.3.1 Spectroscopie Raman
Figure C.11 – Spectres Raman pour des particules de Fe(pyrazine)[Ni(CN)4] de 107 nm,
à différentes température.
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Figure C.12 – Spectres Raman pour des particules de Fe(pyrazine)[Ni(CN)4] de 71 nm,
à différentes température.
Figure C.13 – Spectres Raman pour des particules de Fe(pyrazine)[Ni(CN)4] de 12 nm,
à différentes température.
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Figure C.14 – Spectres Raman pour des particules de Fe(pyrazine)[Ni(CN)4] de 3 nm,
à différentes température.
Figure C.15 – Spectres Raman pour des particules de Fe(pyrazine)[Ni(CN)4] de 2 nm,
à différentes température.
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C.3.2 Diffraction des rayons-X sur poudre
Figure C.16 – Clichés de diffraction poudre pour différentes tailles de nanoparticules du
composé de Fe(pyrazine)[Ni(CN)4] à température ambiante. Les échantillons 1, 2, 3, 4 et
5, représentent respectivement les échantillons composés de nanoparticules de tailles de
107 nm, 71 nm, 12 nm, 3 nm et 2nm.
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Résumé
La réduction de taille dans les matériaux à transition de spin est un sujet actuel majeur. La
conservation de la bistabilité dans des nanoparticules à transition de spin serait un atout pour
de futures applications. Des récentes mesures expérimentales dans des nano-objets ont montré
que la diminution de la taille des particules à transition de spin avait un impact non négligeable
sur le comportement de la transition de spin thermique. L’objectif principal de ce travail de
thèse est d’étudier et de comprendre la stabilité de phases de transition de spin, pour guider
le développement de nouveaux objets originaux permettant le contrôle de ce phénomène à
l’échelle nanométrique.
En général, avec la diminution de la taille s’accompagne une perte de la bistabilité, un chan-
gement de la température de transition et l’apparition d’une fraction de molécules inactives.
Un nouveau modèle se basant sur la nanothermodynamique a été introduit permettant la
modélisation de la transition de spin dans des nanoparticules. Il a permis de mettre en évi-
dence un élément moteur dans la transition de spin à l’échelle nanométrique : la surface.
Ensuite, l’investigation des phénomènes de surface, ainsi que leurs mécanismes d’action sur
la transition de spin, a été réalisée de manière plus approfondie par des études combinant la
nanothermodynamique, la physique statistique et la mécanique des milieux continus.
Cependant, dans certains cas de très petites nanoparticules de coordination (< 4 nm), une
subsistance du phénomène de bistabilité a été observé. Des séries de mesures expérimentales de
diffraction des rayons-X sur poudre, de spectroscopies Mössbauer classique et inélastique ont
permis de mettre en évidence une exaltation de l’élasticité dans ces nanoparticules de coordi-
nation. En prenant en compte ce résultat expérimental dans le modèle nanothermodynamique,
une réouverture du cycle d’hystérèse thermique est obtenue, conduisant à un résultat extrê-
mement important, à savoir la résurgence de la bistabilité dans les très petites nanoparticules
à transition de spin.
Mots-clés : Transision de spin, Matériaux moléculaires commutables, Effets de taille, Nano-
thermodynamiques, thermodynamique statistique, Mössbauer
Abstract
Size reduction in spin crossover materials is a current hot topic. The conservation of the
bistability in spin crossover nanoparticles would be a real asset for future applications. Recent
experimental measurements show that the decrease of the size of spin crossover particles has
a direct impact on the thermal spin crossover behaviour. The principal aim of this work is
to study and to understand the phase stability in spin crossover nano-objects. Using this
knowledge, new kinds of nano-objects can be developed, allowing the control of the spin
crossover behaviour.
In general, when decreasing the size a loss of the bistability, a downshift of the transition
temperature and the emergence of a fraction of inactive molecules is observed. A new model
based on the nanothermodynamics is introduced to study the spin crossover phenomenon in
nanoparticles. It demonstrates that the driving force of the spin transition at the nanometer
scale comes from surface phenomena. Then, a deeper investigation of surface properties has
been made, combining nanothermodynamics, statistical physics and continuum mechanics.
However, in certain cases, very small coordination nanoparticles (< 4 nm) display a surprising
bistable behaviour. An enhancement of the elasticity in these coordination nanoparticles has
been observed through series of experimental measurements using powder X-ray diffraction as
well as classic and inelastic Mössbauer spectroscopies. Taking into account this experimental
result in the nanothermodynamic model, a reopening of the thermal hysteresis loop is obtained
in ultra-small particles, providing exciting perspectives for future developments.
Keywords : Spin transition, Switchable molecular materials, Size effect, Nanothermodyna-
mics, Statistical thermodynamics, Mössbauer
