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Abstract
We are concerned with the nonexistence of L2-solutions of a nonlinear differential equation
x′′ = a(t)x + f (t, x). By applying technique similar to that exploited by Hallam [SIAM J. Appl.
Math. 19 (1970) 430–439] for the study of asymptotic behavior of solutions of this equation, we
establish nonexistence of solutions from the class L2(t0,∞) under milder conditions on the function
a(t) which, as the examples show, can be even square integrable. Therefore, the equation under con-
sideration can be classified as of limit-point type at infinity in the sense of the definition introduced
by Graef and Spikes [Nonlinear Anal. 7 (1983) 851–871]. We compare our results to those reported
in the literature and show how they can be extended to third order nonlinear differential equations.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The problem of finding sufficient conditions which guarantee that nth order linear and
nonlinear ordinary differential equations do not possess nontrivial L2-solutions is of spe-
cial interest and has attracted the attention of numerous researchers. The systematic study
of this problem has been initiated by Wintner in the pioneering paper [25] concerned with
the linear differential equation
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where a(t) is a continuous real-valued function. Wintner’s results for Eq. (1) have been
refined later by Grammatikopoulos and Kulenovic´ [13] and have been extended to the
nonlinear equation
x ′′ + a(t)xp = 0, p  1,
by Suyemoto and Waltman [23], and to the nonlinear equation
x ′′ + a(t)f (x) = 0, t  t0  0, (2)
where a(t) and f (x) are continuous real-valued functions, by Burlak [6], Detki [8], and
Grammatikopoulos and Kulenovic´ [13]. A number of interesting theorems on the nonexis-
tence of L2-solutions for other classes of linear and nonlinear equations can be also found
in papers by Eliaš [9], Grammatikopoulos and Kulenovic´ [13], Hallam [14], Wong [27] and
Zettl [28]. Some new results in this direction have been obtained by the authors [20,21].
We also mention the recent paper by the authors [19], where nonexistence of nontrivial
square integrable solutions for the nth order nonlinear differential equation
x(n) + f (t, x) = 0
has been established by using an estimate for the rate of decay of the L2-norm of solutions
of the perturbed equation
x(n) + f (t, x) = b(t).
On the other hand, the problem of nonexistence of square integrable solutions is closely
related to the limit-circle/limit-point classification originating from the work by Weyl [24]
on spectral theory of Sturm–Liouville problems on infinite intervals. Given a second order
linear differential equation
−(p(t)x ′)′ + q(t)x = λx, λ ∈ C, (3)
on an interval I = [t0,∞), we say that the operator L defined by
Lx = −(p(t)x ′)′ + q(t)x
is of the limit-circle type at infinity if for a particular complex number λ0 every solution
ϕ(t) of Eq. (3) satisfies
∞∫
t0
∣∣ϕ(t)∣∣2 dt < +∞,
otherwise, L is said to be of the limit-point type at infinity (cf. Coddington and Levinson
[7, Chapter 9] and Kauffman et al. [17, Chapter 3]). This definition has been extended
to higher order linear differential equations, second order nonlinear differential equations,
and higher order nonlinear differential equations (see, for instance, Atkinson [1], Bartušek
and Graef [2], Bartušek et al. [3–5], Graef [10], Graef and Spikes [11,12], and references
cited therein).
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turbed second order nonlinear equation(
r(t)x ′
)′ + q(t)f (x) = r(t, x)
to be of the limit-circle type if, for any solution ϕ(t), either
∞∫
t0
ϕ(t)f
(
ϕ(t)
)
dt < +∞
or
∞∫
t0
F
(
ϕ(t)
)
dt < +∞,
where
F(u) =
u∫
t0
f (u) du,
and to be of the limit-point type otherwise. We note that numerous papers not only dealt
with the problem of limit-point/limit-circle classification of linear and nonlinear differ-
ential equations, but discussed such important issues as continuation of solutions and
asymptotic behavior of solutions, including boundedness, oscillation, convergence to zero,
asymptotic expansions for solutions, etc. We refer the reader to the recent papers by Bar-
tušek et al. [3–5], Graef [10], Graef and Spikes [11,12], where further references can be
found.
The purpose of this paper is to study the nonexistence of L2-solutions of the nonlinear
differential equation
x ′′ = a(t)x + f (t, x), t  t0  1, (4)
on the interval (t0,+∞) under assumptions that f (t, x) satisfies a Lipschitz-type condition
with respect to the second argument and a(t) satisfies some technical conditions specified
in the sequel. Our main result establishes sufficient conditions which guarantee that the
only square integrable solution of Eq. (4) is the trivial one, and this enables one to classify
Eq. (4) as of limit-point type at infinity.
We stress that, as opposed to the results obtained by Grammatikopoulos and Kulenovic´
[13] under the hypothesis that
∞∫
t2
∣∣a(t)∣∣2 dt < +∞, (5)
as well as to those derived by Burlak [6], Detki [8], Eliaš [9], Hallam [14], Suyemoto and
Waltman [23], and Wong [26] by requesting even a stronger condition
∞∫
t3
∣∣a(t)∣∣2 dt < +∞, (6)
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tions that belong to the class L2(0,∞) (see the examples in the last section and also
cf. [13, p. 135]). For an interesting discussion revealing the significance of the integra-
bility assumption on coefficient a(t), the reader is invited to consult the paper by Patula
and Waltman [22] and references therein. We note that condition (6) has also been used
by Hartman and Wintner [16] for the study of the existence of nonoscillatory solutions of
linear differential equations.
For the convenience of the reader, in what follows we briefly adapt the results obtained
by Grammatikopoulos and Kulenovic´ [13] and Wong [26] for the second order differential
equations (1) and (2).
Theorem 1 (cf. [13, Theorem, p. 132]). Let the function a(t) satisfy conditions (5) and
∞∫ ( ∞∫
t
( ∞∫
s
∣∣a(τ)∣∣2 dτ
)1/2
ds
)2
dt < +∞. (7)
Then Eq. (1) cannot have a nontrivial L2-solution.
The second hypothesis of Theorem 1 is rather technical, although Grammatikopoulos
and Kulenovic´ [13, p. 135] have shown that (7) is weaker than the assumption (6).
The following result, adapted from the paper by Wong [26], is concerned with the non-
linear equation (2).
Theorem 2 (cf. [26, Theorem, p. 104 ]). Let the function a(t) satisfy (6) and suppose that
the function f (u) is continuous on R and such that
(i) f (u) = 0 whenever u = 0;
(ii) lim inf|u|→+∞ f (u) α > 0;
(iii) for every L2-solution x(t) of Eq. (2),
lim sup
t→+∞
( ∞∫
t
∣∣f (x(s))∣∣2 ds
)−1( ∞∫
t
∣∣x(s)∣∣2 ds
)
= γ > 0.
Then Eq. (2) cannot have a nontrivial solution x(t) for which
∞∫ ∣∣f (x(t))∣∣2 dt < +∞. (8)
We point out that one of essential features of the proofs of Theorems 1 and 2 is that
any nontrivial solution x(t) of Eqs. (1) and (2) which satisfies (8) should also satisfy the
following two conditions:
lim
t→+∞x(t) = limt→+∞x
′(t) = 0 (9)
(this is essentially [26, Lemma, p. 104 ], cf. also [25, p. 349]), and
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T0
∣∣x(s)∣∣2 ds 
( ∞∫
T0
∣∣f (x(s))∣∣2 ds
)( ∞∫
T0
( ∞∫
t
( ∞∫
s
∣∣a(τ)∣∣2 dτ
)1/2
ds
)2
dt
)
(10)
for every T0  t0 (cf. [13, p. 134], where the inequality for a solution of an nth order
equation is presented).
Clearly, condition (10) yields that any nontrivial solution x(t) of Eq. (2) satisfying (8)
belongs to the class L2(T0,∞). Thus, if this equation does not have nontrivial L2-
solutions, it has no solutions satisfying (8). On the other hand, condition (iii) in Theorem 2
implies that there exists a strictly increasing sequence (tn)n1, diverging to +∞, such that
∞∫
tn
∣∣f (x(s))∣∣2 ds < 2
γ
∞∫
tn
∣∣x(s)∣∣2 ds, n 1, (11)
and if x(t) were square integrable, according to (11), f (x(t)) would enjoy the same prop-
erty. Therefore, if a(t) satisfies conditions of Theorem 1, solution x(t) of Eq. (2) is square
integrable if and only if f (x(t)) is square integrable, and it suffices to study existence of
L2-solutions of Eq. (2). We refer to the papers by Burlak [6, p. 262], Hallam [14, p. 133],
Suyemoto and Waltman [23, p. 970], where similar reasoning can be found.
Detki [8, p. 115] assumed for Eq. (2) that f ∈ C1(R,R), f (0) = 0, f ′(0) > 0, and
f ′(x) 0 for all real x . Then it follows that
α|x| ∣∣f (x)∣∣ β|x| for all x small enough,
where α,β > 0. If x(t) is a solution of Eq. (2) satisfying limt→+∞ x(t) = 0,
α
∞∫
T
∣∣x(t)∣∣2 dt 
∞∫
T
∣∣f (x(t))∣∣2 dt  β
∞∫
T
∣∣x(t)∣∣2 dt +∞
for all T > t0 large enough, which yields a similar conclusion for solutions that satisfy (9);
see also the discussion in [6, p. 258].
Using similar reasoning, Grammatikopoulos and Kulenovic´ [13] established the nonex-
istence of L2-solutions of Eq. (2) combining the assumptions of Theorem 2 with the
hypothesis (7) of Theorem 1.
We conclude this brief survey of the results on nonexistence of L2-solutions by ob-
serving that the conclusions of Theorems 1 and 2 remain intact if one assumes that the
functions a(t) and x(t) are complex-valued rather than real-valued functions.
2. Main result
Consider now the nonlinear differential equation (4). In what follows, we assume that
(A1) x(t), a(t) and f (t, x) are complex-valued functions;
(A2) f is continuous on J × C, J = [t0,+∞);
(A3) f satisfies a Lipschitz-type condition∣∣f (t, y1) − f (t, y2)∣∣w(t)|y1 − y2|
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defined on J ;
(A4) f (t,0) ≡ 0 for t in J ;
(A5) a(t) is a continuous function on J .
To simplify the presentation of our results, we define the functions b and c by
b(t)
def=
∞∫
t
a(s) ds, c(t)
def=
∞∫
t
b(s) ds.
We mention that condition (9), essential for the results obtained by Grammatikopoulos and
Kulenovic´ [13], allows us to study the question of nonexistence of L2-solutions of Eq. (4)
by applying a technique similar to that used by Hallam in [15] for solving a problem of a
different nature.
Theorem 3. Assume that
∞∫
t
∣∣b(t)∣∣2 dt < +∞,
∞∫ ∣∣b(t)∣∣dt < +∞,
and
∞∫
t3
∣∣c(t)a(t)∣∣2 dt < +∞,
∞∫
t3
[
w(t)
]2
dt < +∞.
Then the only square integrable solution of Eq. (4) satisfying condition (9) is the trivial
one.
Proof. Let T0  t0. In what follows, we denote by X the Banach space L2((T0,+∞);C)
of square-integrable complex-valued functions on (T0,∞) endowed with the usual norm
‖x‖L2 =
( ∞∫
T0
∣∣x(s)∣∣2 ds
)1/2
.
Define now the integral operator P (cf. [15]) by the formula
(Px)(t) = −c(t)x(t) + 2
∞∫
t
b(s)x(s) ds +
∞∫
t
(s − t)c(s)a(s)x(s) ds
+
∞∫
t
(s − t)(1 + c(s))f (s, x(s))ds,
where t  T0 and x ∈ X.
We shall show that the operator P :X → X is well defined. Applying the Cauchy–
Schwarz inequality, we have for all t  T0,
554 O.G. Mustafa, Yu.V. Rogovchenko / J. Math. Anal. Appl. 294 (2004) 548–559∞∫
t
∣∣b(s)x(s)∣∣ds  ‖x‖L2
( ∞∫
t
∣∣b(s)∣∣2 ds
)1/2
, (12)
∞∫
t
(s − t)∣∣c(s)a(s)x(s)∣∣ds  ‖x‖L2
( ∞∫
t
(
s
∣∣c(s)a(s)∣∣)2 ds
)1/2
, (13)
and
∞∫
t
(s − t)(1 + ∣∣c(s)∣∣)∣∣f (s, x(s))∣∣ds  ‖x‖L2 (1 + M)
( ∞∫
t
s2
[
w(s)
]2
ds
)1/2
, (14)
where M is defined by
∞∫
T0
∣∣b(s)∣∣ds M < +∞.
Using inequalities (12)–(14), we obtain for the operator P the following estimate:
∞∫
T0
∣∣(Px)(t)∣∣2 dt  4
∞∫
T0
∣∣c(t)x(t)∣∣2 dt + 16‖x‖2
L2
∞∫
T0
( ∞∫
t
∣∣b(s)∣∣2 ds
)
dt
+ 4‖x‖2
L2
∞∫
T0
( ∞∫
t
s2
∣∣c(s)a(s)∣∣2 ds
)
dt
+ 4‖x‖2
L2(1 + M)2
∞∫
T0
( ∞∫
t
s2
[
w(s)
]2
ds
)
dt.
We have to evaluate now the four integrals on the right-hand side of the latter inequality.
First of all, since
∣∣c(t)∣∣
∞∫
T0
∣∣b(s)∣∣ds M < +∞, t  T0,
we have
∞∫
T0
∣∣c(t)x(t)∣∣2 dt M2‖x‖2
L2 .
Passing to the second integral, we note that since
0 lim sup
t→+∞
t
∞∫ ∣∣b(s)∣∣2 ds  lim
t→+∞
∞∫
s
∣∣b(s)∣∣2 ds = 0,t t
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∞∫
T0
( ∞∫
t
∣∣b(s)∣∣2 ds
)
dt =
∞∫
T0
(t − T0)
∣∣b(t)∣∣2 dt < +∞.
The estimates for the remaining two integrals are obtained analogously, and we conclude
that the operator P is well defined on X.
Similar calculations for the norm of the operator P yield
‖Px −Py‖L2  L(T0)‖x − y‖L2 for all x, y ∈ X, (15)
where the constant L(T0) is given by the formula
[
L(T0)
]2 = 4
( ∞∫
T0
∣∣b(t)∣∣dt
)2
+ 16
∞∫
T0
t
∣∣b(t)∣∣2 dt
+ 4
∞∫
T0
t3
∣∣c(t)a(t)∣∣2 dt + 4(1 +M)2
∞∫
T0
t3w2(t) dt. (16)
The fact that the nonlinearity f (t, x) in Eq. (4) satisfies the Lipschitz-type condition (A3)
with respect to the second argument is sufficient to guarantee global existence in the future
of solutions of Eq. (4) (cf. Hallam [15] and Mustafa and Rogovchenko [18]; see also the
references in the latter paper). Since solutions of Eq. (4) exist nonlocally, we can choose
T0 > t0 large enough to ensure that the constant L(T0) in (16) satisfies
0 < L(T0) < 1. (17)
It follows from (15) and (17) that the operator P is a contraction. Therefore, the operator
equation x =Px has a unique solution in X. Clearly, this solution is trivial: x = 0.
Suppose now, for the sake of obtaining a contradiction, that Eq. (4) has a nontrivial
L2-solution x(t) on (t0,+∞) which satisfies condition (9). We note that with the same
choice of T0 which guarantees that (17) holds, we have also |c(t)| < 1/2 for all t  T0.
This means that x(t) satisfies also the differential equation(
1 + c(t))x ′′ = (1 + c(t))(a(t)x + f (t, x)). (18)
Using condition (9), by repeated integration of Eq. (18) we conclude that x(t) satisfies the
integral equation
x(t) = (Px)(t), t  T0,
but this equation has only the trivial solution, which is a contradiction. The proof is com-
plete. 
Remark 1. Since the hypotheses of Theorem 3 are quite technical, eventual extensions of
this result to higher order equations are rather intricate. Therefore, we proved the result
on the nonexistence of L2-solutions only for Eq. (4). Nevertheless, in the next section we
shall explain how a similar result can be formulated and proved for a class of the third
order nonlinear differential equations.
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We start this section with the example showing that our assumptions on a(t) are milder
compared to those imposed by Grammatikopoulos and Kulenovic´ [13]. Consider the func-
tion
a(t) = t−1 exp(itp),
where p > 5. Then we have for t  t0 that
t2
∣∣a(t)∣∣2 = 1, ∣∣b(t)∣∣ 4p−1t−p.
It is easy to see that a(t) satisfies all the hypotheses of Theorem 3 but fails to meet those
of Theorem 1. Furthermore, it is not difficult to observe that a ∈ L2((T0,+∞);C).
Let us return to condition (9). Its presence in the conclusion of Theorem 3 makes our
result less attractive than Theorem 1. Therefore, we would like to add a new hypothesis to
the assumptions of Theorem 3 in order to ensure that any L2-solution of Eq. (4) satisfies (9).
Corollary 4. Assume that, in addition to the hypotheses of Theorem 3, a(t) satisfies also
the condition (5). Then the only square integrable solution of Eq. (4) is the trivial one.
Proof. Let x(t) be an L2-solution of Eq. (4). Proceeding as in the proof of the main result
in [13] and making use of the assumption (5), we conclude that x(t) satisfies condition (9).
Then an application of Theorem 3 yields the desired conclusion. 
This proposition is useful for the classification of Eq. (4) as of the limit-point/limit-circle
type discussed in the Introduction. Indeed, we have proved a much stronger assertion, and
as an immediate consequence of Corollary 4, we obtain the following result.
Theorem 5. Under the assumptions of Corollary 4, Eq. (4) is of the limit-point type at
infinity in the sense of the definition of Graef and Spikes [11].
Consider now the function
a(t) = t−2 exp(itp),
where p > 5. A straightforward computation shows that a(t) satisfies the conditions of
Corollary 4 but fails to meet those of Theorem 1.
As it has been mentioned in the Introduction, hypothesis (7) of Theorem 1 is less re-
strictive than condition (6). Now, in order to examine the sharpness of the conditions in
Corollary 4, let us consider, for a fixed ε > 0, the function aε defined by
aε(t) = t−(3+ε)/2 exp(itp),
where p > 5. It is easy to check that aε(t) satisfies the hypotheses of Corollary 4 but does
not satisfy those of Theorem 1. Furthermore,
∞∫
t2+ε
∣∣aε(t)∣∣2 dt = +∞. (19)
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satisfy both (5) and (19), could condition (5) alone ensure the nonexistence of nontrivial
L2-solutions of Eq. (4)? The answer to this question is, unfortunately, negative. A relevant
counter-example is provided by a simple linear differential equation
u′′ = 2t−2u, t  1. (20)
Clearly, the function a(t) = 2t−2 satisfies condition (5). However, Eq. (20) has a nontrivial
L2-solution u(t) = t−1 which is defined for all t  1 and satisfies condition (9).
This example prompts that additional hypotheses are required for proving the nonex-
istence of nontrivial L2-solutions of Eq. (4). A careful inspection of the statements of
Theorem 1 and Corollary 4 reveals that they both provide such hypotheses, although of a
quite different nature. We note that other types of assumptions could be imposed for the
same purpose (see, for instance, papers on the limit-point/limit-circle classification).
Finally, consider the third order nonlinear differential equation
x ′′′ = a(t)x + f (t, x), t  t0  1, (21)
where f (t, x) satisfies condition (A3). Let us define the functions b, c, and d by
b(t)
def=
∞∫
t
a(s) ds, c(t)
def=
∞∫
t
b(s) ds, d(t)
def=
∞∫
t
c(s) ds.
Suppose now that condition (9) is replaced with
lim
t→+∞x(t) = limt→+∞x
′(t) = lim
t→+∞x
′′(t) = 0, (22)
and assume in addition that
∞∫
t3
∣∣b(t)∣∣2 dt < +∞,
∞∫
t
∣∣c(t)∣∣2 dt < +∞,
∞∫ ∣∣c(t)∣∣dt < +∞,
∞∫
t5
∣∣d(t)a(t)∣∣2 dt < +∞,
and
∞∫
t5w2(t) dt < +∞.
Then, by repeated integration of the differential equation(
1 + d(t))x ′′′ = (1 + d(t))(a(t)x + f (t, x)), t  T0,
and using condition (22), we arrive at the integral equation
x(t) = −d(t)x(t) + 3
∞∫
t
c(s)x(s) ds
− 3
∞∫
(s − t)b(s)x(s) ds − 1
2
∞∫
(s − t)2d(s)a(s)x(s) dst t
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∞∫
t
(s − t)2(1 + d(s))f (s, x(s)) ds.
It is clear now that the result analogous to Theorem 3 can be also formulated for
Eq. (21), and its proof uses an argument similar to that exploited for proving Theorem 3.
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