Electrophysiological recordings of spiking activity can only access a small fraction of all neurons simultaneously. This spatial subsampling has hindered characterizing even most basic properties of collective spiking in cortex. In particular, two contradictory hypotheses prevailed for over a decade: the first proposed an asynchronous irregular, the second a critical state. While distinguishing them is straightforward in models, we show that in experiments classical approaches fail to infer them correctly, because subsampling can bias measures as basic as the correlation strength. Deploying a novel, subsampling-invariant estimator, we find evidence that in vivo cortical dynamics clearly differs from asynchronous or critical dynamics, and instead occupies a narrow "reverberating" regime, consistently across multiple mammalian species and cortical areas. These results enabled us to predict cortical properties that are difficult or impossible to obtain experimentally, including responses to minimal perturbations, intrinsic network timescales, and the strength of external input compared to recurrent activation.
Introduction

1
When investigating spiking activity in neuronal networks, only a tiny fraction of all neurons can 2 be recorded experimentally with millisecond precision. Such spatial subsampling fundamentally 3 limits virtually any recording and hinders inferences about the collective dynamics of cortical 4 networks. [1] [2] [3] [4] In fact, even some of the most basic characteristics of cortical network dynamics are 5 not known with certainty, such as the population Fano factor, or the fraction of spikes generated 6 internally versus those triggered by input. 7 In particular, two contradicting hypotheses to describe network dynamics have competed for 8 more than a decade, and are the subjects of ongoing scientific debate: One hypothesis suggests 9 that collective dynamics are "asynchronous irregular" [5] [6] [7] (AI), i.e. neurons spike independently 10 of each other and in a Poisson manner, which may reflect a balanced state.
8,9
The other hy-11 pothesis proposes that neuronal networks operate at criticality [10] [11] [12] [13] [14] [15] [16] [17] and thus in a particularly 12 sensitive state close to a phase transition. These hypotheses have distinct implications for the 13 coding strategy of the brain. The typical balanced state minimizes redundancy, [18] [19] [20] [21] [22] supports 14 fast network responses, 8 and shows vanishing autocorrelation time ( → 0). In contrast, crit-15 icality in models optimizes performance in tasks that profit from extended reverberations of 16 activity in the network, [23] [24] [25] [26] [27] [28] [29] because it is characterized by long-range correlations in space and 17 time ( → ∞). It has been proposed that reflects an integration window over past activity, Surprisingly, there is experimental evidence for both AI and critical states in cortical net-works, although both states are clearly distinct. Evidence for the AI state is based on char-23 acteristics of single neuron spiking resembling a Poisson process, i.e. exponential inter spike 24 interval (ISI) distributionss and Fano factors close to unity. 35 Moreover, spike count cross-25 correlations 36, 37 are small. Evidence for criticality was typically obtained from a population 26 perspective instead, and assessed neuronal avalanches, i.e. spatio-temporal clusters of activ-27 ity, 1, 10, [38] [39] [40] [41] whose sizes are expected to be power-law distributed if networks are critical. 42 Devi- 28 ations from power-laws, typically observed for spiking activity in awake animals, 2, 3, 43, 44 were at-29 tributed to subsampling effects. [1] [2] [3] [4] [45] [46] [47] Hence, different analysis approaches provided evidence 30 for one or the other dynamical state's dominance. 31 We rely on a classic approach to probe the dynamical states of a system at steady state, 32 namely applying minimal perturbations. Studying how perturbations cascade through a sys-33 tem enables the inference of numerous system properties. London and colleagues applied such 34 a perturbation framework and estimated that one average = 28 additional postsynaptic 35 spikes are triggered by one extra spike in a presynaptic neuron from intracellular recordings. (iii) we predict a number of network dynamical properties, which are experimentally 47 accessible and allow to validate our approach; (iv) we predict a number of yet unknown net- 48 work properties, including , the expected number of spikes triggered by one additional spike, 49 the emergent network timescale , the distribution of the total number of spikes triggered by 50 a single extra action potential, and the fraction of activation that can be attributed to afferent 51 external input to a cortical network.
52
Material and Methods
53
Minimal model of spike propagation 54 To gain an intuitive understanding of our mathematical approach, make a thought experiment 55 in your favorite spiking network: apply one additional spike to an excitatory neuron, in analogy 56 to the approach by London and colleagues 48 . How does the network respond to that perturba- bation may cascade through the system. Mathematically, such cascades can be described by a 64 branching process.
50-52
⟨ ⟩ of individual cascades or avalanches diverge: ⟨ ⟩ ∼ 1 C − . Therefore, especially close to 93 criticality, a correct estimate of is vital to assess the risk that the network develops large, po-94 tentially devastating cascades, which have been linked to epileptic seizures, 56 either generically 95 or via a minor increase in .
96
Simulation. We simulated a branching network model by mapping a branching process 50 97 (Supp. 1) onto a fully connected network of = 10, 000 neurons. 24 An active neuron activated 98 each of its postsynaptic neurons with probability = / . Here, the activated postsynaptic 99 neurons were drawn randomly without replacement at each step, thereby avoiding that two 100 different active neurons would both activate the same target neuron. Similar to the branching 101 process, the branching network is critical for = 1 in the infinite size limit, and subcritical
102
(supercritical) for < 1 ( > 1). We modeled input to the network at rate ℎ by Poisson Fig. S1 ).
178
Avalanche size distributions Avalanche sizes were determined similarly to the procedure described in 1, 3 . Assuming that individual avalanches are separated in time, let { } indicate bins without activity, = 0. The size of one avalanche is defined by the integrated activity between two subsequent bins with zero activity:
(1) In a companion study 49 we showed that conventional estimators based on linear regression 54,55 200 significantly underestimatêwhen the system is subjected to subsampling (Fig. 1c) , as it is 201 always the case in electrophysiological recordings (Fig. 1b) . The bias is considerable: For ex- . c. Estimated branching ratiôas a function of the simulated branching ratio , inferred from subsampled activity (100 out of 10,000 neurons). While the conventional estimator misclassified from this subsampled observation (gray, dotted line), the novel multistep regression (MR) estimator returned the correct values d. For a reverberating branching network with = 0.98, the conventional estimator inferred̂= 0.21 or̂= 0.002 when sampling 50 or 1 units respectively, in contrast to MR estimation, which returned the correct̂even under strong subsampling. e. Using the novel MR estimator, cortical network dynamics in monkey prefrontal cortex, cat visual cortex, and rat hippocampus were consistently found to exhibit reverberating dynamics, with 0.94 <̂< 0.991 (median̂= 0.98 over all experimental sessions, boxplots indicate median / 25% -75% / 0% -100% over experimental sessions per species). These correspond to network timescales between 80 ms and 2 s. Reverberating spiking activity in vivo 213 We analyzed in vivo spiking activity from Macaque monkey prefrontal cortex during a short term 214 memory task, 61 anesthetized cat visual cortex with no stimulus, 59 and rat hippocampus during 215 a foraging task.
57,58
We applied MR estimation to the binned population spike counts of the In contrast, the autocorrelogram for single neurons shows a sharp drop from 0 = 1 at lag = 0 s to the next lag ± (gray solid line). We showed that this drop is a subsampling-induced bias. When ignoring the zero-lag value, the autocorrelation strength is decreased, but the exponential decay and even the value of the autocorrelation time of the network activity are preserved (inset). b. The autocorrelogram of single neuron activity recorded in cat visual cortex precisely resembles this theoretical prediction, namely a sharp drop and then an exponential decay. c. Single unit and population timescales for all experimental sessions. The boxplots indicate the distribution of timescales inferred from single unit activity (median in red / 25% -75% / 2.5% -97.5%), the blue dots the timescale inferred from the population activity of all sampled units.
Established methods are biased to identifying AI dynamics
293
On the population level, networks with different are clearly distinguishable (Fig. 1a) . Sur- = − / log . Similar to the approach in 48 , the evolution of the mean firing rate, averaged 363 over a reasonable number of trials (here: 500) unveils the nature of the underlying spike propa-364 gation: depending on , the rate excursions will last longer, the higher (Figs. 5a,b,c, S10a).
Cross-validation of model predictions
365
The perturbations are not deterministic, but show trial-to-trial variability which also depends 366 on (S10b).
367
Unless > 1, the theory of branching networks ensures that perturbations will die out 368 eventually after a duration , having accumulated a total of = ∑ =1 extra spikes in total.
369
This perturbation size and duration follow specific distributions, 50 which are determined 370 by : they are power law distributed in the critical state, with a cutoff for any < 1 (Fig. 5f,   371 Supplementary Figs. S10c,d). These distributions imply a characteristic perturbation size ⟨ ⟩
372
( Fig. 5d) , which diverges at the critical point. The variability of the perturbation sizes is also 373 determined by and also diverges at the critical point (inset of Fig. 5d and Supplementary Fig. S10e ). in experiments (Fig. S10g) . The susceptibility d /dℎ diverges at the critical transition and is 386 unique to a specific branching ratio . We predict that typical cortical networks will amplify a 387 small, but continuous increase of the input rate about 50-fold (Fig. S10h, red) .
388
While the mean activity is determined by the network input and its susceptibility, the net- The branching model readily provides an answer: the fraction of externally generated activity is 400 ℎ/⟨ ⟩ = 1 − (Fig. 5h) organization principle for neural network dynamics.
421
Figure 5: Predictions about network activity. Using our in-vivo-like, reverberating model, we can predict several network properties, which are yet very hard or impossible to obtain experimentally. a -c. In response to one single extra spike, a perturbation propagates in the network depending on the branching ratio and can be observed as a small increase of the average firing rate of the sampled neurons, here simulated for 500 trials (see also London et al. [48] ). This increase of firing rate decays exponentially, with the decay time being determined by . The perturbation a is rapidly quenched in the asynchronous irregular network, b decays slowly over hundreds of milliseconds in the reverberating state, or c persists almost infinitely in the critical state. d. The average perturbation size ⟨ ⟩ and Fano factor (inset) increase strongly with . e. Average total perturbation sizes predicted for each spike recording of mammalian cortex (errorbars: 5% -95% confidence intervals). f. Distribution ( ) of total perturbation sizes . The asynchronous irregular networks show approximately Poisson distributed, near critical networks power-law distributed perturbation sizes. textbfg. Bin size dependent Fano factors of the activity, here exemplarily shown for the asynchronous irregular ( = 0, green), representative reverberating ( = 0.98, red), and near critical ( = 0.9999, yellow) networks. While the directly measurable Fano factor of single neurons (dotted lines) underestimates the Fano factor of the whole network, the model allows to predict the Fano factor of the whole network (solid lines). h. The fraction of the externally generated spikes compared to all spikes in the network strongly decreases with larger . i. Fraction of the externally generated spikes predicted for each spike recording of mammalian cortex (errorbars as in e).
The reverberating state combines features of AI and critical regimes 422 Operating in a reverberating state, which is between AI and critical, may combine the compu-423 tational advantages of the two dynamical states: (1) AI networks react to external input rapidly, 424 and show very little reverberation of the input. In contrast, criticality is associated with "critical 425 slowing down", i.e. performing any computation might take overly long. 
i.e. the number of units in the next generation is given by the offspring of all present units and 648 those that were introduced to the system from outside.
649
The stability of BPs is solely governed by the mean offspring . In the subcritical state, < 650 1, the population converges to a stationary distribution ∞ with mean ⟨ ∞ ⟩ = ℎ/(1 − ).
651
At criticality ( = 1), asymptotically exhibits linear growth, while in the supercritical state 652 ( > 1) it grows exponentially.
653
We will now derive results for the mean, variance, and Fano factor of subcritical branching processes. Following previous results, taking expectation values of both sides of Eq. (S1) yields ⟨ +1 ⟩ = ⟨ ⟩ + ℎ. Because of stationarity ⟨ +1 ⟩ = ⟨ ⟩ = ⟨ ∞ ⟩ and the mean activity is given by
In order to derive an expression for the variance of the stationary distribution, observe that by the fixing particular laws allows to simplify these 664 expressions further. 665 We here chose Poisson distributions with means and ℎ for and respectively: , ∼ Poi( ) and ℎ ∼ Poi(ℎ). We chose these laws for two reasons: (1) Poisson distributions allow for non-trivial offspring distributions with easy control of the branching ratio by only one parameter. (2) For the brain, one might assume that each neuron is connected to postsynaptic neurons, each of which is excited with probability , motivating a binomial offspring distribution with mean = . As in cortex is typically large and is typically small, the Poisson limit is a reasonable approximation. Choosing these distributions, the variance and Fano factor become
Both diverge when approaching criticality ( = 1). regardless of the underlying dynamical state . In the limit of strong subsampling ( ≪ ) Eq.
666
Supp. 2 Subsampling
688
(S6) yields:
Hence the subsampled Fano factor is given by
Interestingly, when sampling a single unit ( = 1) the Fano factor of that unit becomes com-691 pletely independent of the Fano factor of the full process:
where = ⟨ ⟩/ is the mean rate of a single unit. 
with the first inner expectation being taken over the joint distribution of and( ). Using Eq. (S7), one easily obtains
with the mean single unit rate = ⟨ ⟩/ . For subcritical systems, the Fano factor 701 is much smaller than , and the rate is typically much smaller than 1. Therefore, the cross- . Data from monkey were recorded in prefrontal cortex during an working memory task. The third panel shows a oscillation of with a frequency of 50 Hz, corresponding to measurement corruption due to power supply frequency. Data from anesthetized cat were recorded in primary visual cortex. Data from rat were recorded in hippocampus during a foraging task. In addition to a slow exponential decay, the slopes show the -oscillations of 6 -10 Hz present in hippocampus. 
