The behavior of sample means, which needs
We assume that Y(l),...,Y(T) are identically distributed as Y but may not be independent.
However they are a sample from a time series which is covariance stationary in the sense that there is a function R(v), v=O,+1,-+2,..., such that
COVCY(S), Y(t)] = R(t-s) .
In the study of time series, the effect of the marginal distribution of Y(t) can be separated from the bivariate dependence of Y (t) and Y(t+v) by defining the correlation function
The Fourier transforms of R(v) and rho (v) are denoted S(w), 
:in terms of the sample covariance function (defined for v=O,l,....T-I) 
where tk denotes Student's t distribution with k degrees of freedom, and c = T/(T-1).
We can attain an approximate exactness by using an approximation to tk (see Gaver and Kafadar (19841);  an example of an approximation (see Parzen (1985) )' is an asymptotic formula with correction factor h:
hk log tl + (l/k)t : 1 * 2 2 where Z ' obeys chi-squared distribution with 1 degree freedom, and we define
We write symbolically The random variables YFOUR(k), k=0,'1,.
..,CT/2] are asymptotically uncorrelated for a stationary time series. The sample spectrum S'(w) and sample spectral density f'(w) are defined at w=k/T, k=O,l,...,T-1, by
One can show that
Sample spectral densities are very wiggly and need to be smoothed.
For white noise (random sample) the random variables f' (k/n) are asymptotically independent exponentially distributed with mean 1, and their optimal smoothing yields an estimated spectral density f*(w) = 1. For short memory time series one forms estimators f*(w) by suitable ave:rages of f'(k/T) for k/T in suitable neighborhoods of w.
Thus it is natural to estimate S(0) by S-(O) of the form (first suggested by Albert Einstein in 1914 in a paper only recently discovered) 
