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Abstract
Within personalized marketing, a recommendation issue known as multicampaign as-
signment is to overcome a critical problem, known as the multiple recommendation prob-
lem which occurs when running several personalized campaigns simultaneously. This paper
mainly deals with the hardness of multicampaign assignment, which is treated as a very chal-
lenging problem in marketing. The objective in this problem is to find a customer-campaign
matrix which maximizes the effectiveness of multiple campaigns under some constraints. We
present a realistic response suppression function, which is designed to be more practical, and
explain how this can be learned from historical data. Moreover, we provide a proof that this
more realistic version of the problem is NP-hard, thus justifying to use of heuristics presented
in previous work.
Keywords: Computational complexity, personalized marketing, multicampaign assignment.
1 Introduction
CRM (customer relationship management) [7] is important in obtaining and maintaining loyal
customers. To maximize income and customer satisfaction, firms try to provide personalized
services for customers. As personalized campaigns are frequently performed, several campaigns
often happen to run at the same time or in a short period of time. It is often the case that
an attractive customer for a specific campaign tends to be attractive for other campaigns. If
the other campaigns are not considered when assigning customers to a specific campaign, some
customers may be bombarded by a considerable number of campaigns [18, 19]. This problem is
called the multiple recommendation problem. As the number of recommendations to a particular
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customer increases, that customer’s interest in all campaigns decreases [3]. Eventually the rate
of customer response for campaigns will drop. This clearly lowers the targeting efficiency as
well as customer satisfaction, which leads to diminished customer loyalty. Unfortunately, most
traditional approaches have focused on the effectiveness of individual campaigns and did not
consider the problem of multiple recommendations. In the situation where several campaigns
are conducted within a short period of time, we need to find the optimal assignment of campaigns
to customers considering the recommendations in other campaigns.
The multicampaign assignment problem (MCAP) is a complex assignment problem in which
each of n customers is assigned or not to each of k campaigns. The goal is to find a set of
assignments such that the effect of the campaigns is maximized under some constraints. The
main difference between this problem and with independent campaigns is that the customer
response for campaigns is influenced by multiple recommendations. In previous work [17, 18,
19, 20], we defined MCAP and proposed three types of methods for it. We showed that one
can solve MCAP to optimality by dynamic programming. Although the dynamic programming
algorithm guarantees optimal solutions, it becomes intractable for large scale problems. We
thus proposed heuristic methods that not only have practical time complexity but also showed
good performance. There was also a recent study using particle swarm optimization to solve the
multicampaign assignment problem [6]. However, since they are heuristics, they do not guarantee
optimal solutions. Furthermore, although many approaches for MCAP have been proposed so
far, nobody has yet shown whether or not the problem is computationally intractable.
In this paper, we suggest an advanced version of the multicampaign assignment problem
that reflects a more realistic situation and to which all previous heuristics can be applied as
they are, and then prove that it is NP-complete, using a novel technique. The remainder of
this paper is organized as follows. In Section 2, we briefly review the multicampaign assignment
problem and its optimal solver. We design a reasonable response suppression function and then
present a practical version of the multicampaign assignment problem in Section 3. We provide
the NP-completeness of multicampaign assignment in Section 4. Finally, we give our concluding
remarks in Section 5.
2
2 Preliminaries
2.1 Multicampaign Assignment
The basic idea of the multicampaign assignment problem is from [19]. Let n be the number
of customers and k be the number of campaigns. In the following, we describe input, output,
constraints, and objective for MCAP.
Input: Each campaign has a weight. Each customer has a preference for each campaign and
there is a response suppression function that gives the rate at which a customers preference for
all campaigns decreases as the number of campaigns assigned to that customer increases.
– w = (w1, w2, . . . , wk) ∈ Z
k
+: the campaign weight vector (wj > 0 is the weight of campaign j).
– P = (pij): the preference matrix. Each element pij ∈ Z+ ∪ {0} is the preference value of
customer i for campaign j.
– r : Z+ ∪ {0} −→ [0, 1]: the response suppression function with respect to the number of
recommendations (for convenience, we assume r(0) = 0). The personalized extension of the
response suppression function was considered in [6, 20]. We will deal with this issue again in
Section 3.1.
If hi is the number of recommendations for customer i, the actual preference of customer i for
campaign j becomes r(hi)pij .
Constraints: Let bj be the upper bound of recommendations for campaign j, and bj be the
lower bound of recommendations for campaign j. Then the actual number of recommendations
in campaign j is constrained to lie between bj and b
j .
– b∗ = (b1, b2, . . . , bk) ∈ Zk+: the upper bound capacity constraint vector
– b∗ = (b1, b2, . . . , bk) ∈ Z
k
+: the lower bound capacity constraint vector
These values are predefined largely depending on the budget of each campaign. The required
cost of campaign j will be between bj · cj and b
j · cj , where cj is the unit recommendation cost
for campaign j.
Output: The output is an n× k binary campaign assignment matrix M = (mij) in which mij
indicates whether or not campaign j is assigned to customer i.
Objective: The campaign preference for campaign j is defined to be the actual preference sum
of recommended customers for campaign j as follows:
∑n
i=1 r(hi)pijmij , where hi =
∑k
j=1mij.
The fitness F (M) of a campaign assignment matrix M = (mij) is the weighted sum of campaign
preferences.
F (M) =
k∑
j=1
(
wj
n∑
i=1
r(hi)pijmij
)
.
Note that computing F (M) takes O(nk) time.
The objective is to find a binary matrix M = (mij) that maximizes the fitness F (M).
2.2 Getting Preferences
The preferences for a campaign can be obtained using existing methods such as collaborative
filtering [24]. Collaborative filtering (CF) is widely used to predict customer preferences for
campaigns [2]. In particular, CF is fast and simple [10], so it is popular for personalization
in e-commerce [12, 21]. There have been a number of customer-preference estimation methods
based on CF [1, 11, 13, 14, 23, 25, 26]. Nearest neighbor CF algorithms, e.g, [26], are based
on computing the distance between customers based on their preference history. Predictions
of how much a customer will like a campaign are computed by taking the weighted average of
the opinions of a set of nearest neighbors for that campaign. Neighbors who have expressed no
opinion on the campaign are ignored. This type of CF algorithm has been successfully used in
previous multicampaign studies [19, 20].
2.3 Optimal Algorithm
We can find the optimal campaign assignment matrix of MCAP using dynamic programming
[19]. The algorithm requires O(nkΠkj=1b
j) space and takes O(nk2kΠkj=1b
j) time. The dynamic
programming approach tries to solve all subproblems of the form “what is the best assignment for
the capacity (b′1, b
′
2, . . . , b
′
k), using just the first m customers,” for all 0 ≤ b
′
1 ≤ n, . . . , 0 ≤ b
′
k ≤ n,
and 0 ≤ m ≤ n. If k is a fixed number, this is a polynomial-time algorithm. However, when k
is not small and almost all bjs are Ω(n), it is nearly intractable. A practical version of MCAP,
which is described in the next section, can also be solved by this dynamic programming algorithm
with the same complexity.
4
3 Practical Version of Multicampaign Assignment
3.1 Realistic Response Suppression Function
In the case of multiple campaign recommendations, the customer response rate changes with
recommendation patterns. We introduced the response suppression functions for the response
rate with multiple recommendations [19]. But, these functions are very simple since not only
are they artificially generated but the same function is also applied to all customers. Recently,
this problem was weightily mentioned in [20] and furthermore a generalized Gaussian response
suppression function that differs among customer classes was introduced in [6]. We design a
response suppression function that is more suitable for the practical campaign situation, as
mentioned in prior work [6, 20].
We also assume that each customer can have its own response suppression function since the
degree of response suppression may vary from customer to customer [3, 23].
– ri : Z+ ∪ {0} −→ [0, 1]: the response suppression function of customer i with respect to the
number of recommendations (for convenience, we assume ri(0) = 0 and r = (r1, r2, . . . , rn)). We
now describe how such a response suppression function can be learned from historical data
Assuming that the response suppression rate of a customer varies as his/her inclination, we
classify the given (training) customers into a number of categories according to their profiles
and preference history. This can be done by using existing data mining techniques [2, 3, 15].
We are to give the same response suppression function to all the customers belonging to the
same category. Each customer has their preference for each campaign estimated by, e.g., CF.
We assume that the prediction error is not large.
We perform each campaign independently to obtain multicampaign data. If two customers
belong to the same category but showed different responses, we can consider that it is because
of response suppression. We estimate the response suppression by using function approximation
to find a function that satisfies as many of the following conditions as possible.
Condition: For each customer pair (i, j) in C and each campaign k, if customer i responded
to campaign k and customer j did not,
pik · rC(hi) > pjk · rC(hj),
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where plk is the preference of customer l for campaign k, rC is the response suppression function
of category C, and hl is the number of recommendations for customer l.
Now given new customers, we classify them into the above categories according to their
profiles and preference history. As the response suppression function for each new customer, we
use the function of his/her corresponding category. The original multicampaign model [19] is
very simple, in the sense that the number of categories is just one.
3.2 Formal Definition
When we use the realistic response suppression function of Section 3.1, the fitness F (M) is
redefined in the following formula.
F (M) =
k∑
j=1
n∑
i=1
wjri(hi)pijmij ,
where hi =
∑k
j=1mij .
Now we formally define a decision version of the multicampaign assignment problem with
the realistic response suppression function r. For convenience, we assume that 1n is the 1 × n
matrix (1 1 · · · 1).
Definition 1 MCAP = {〈w, P, r, b∗, b∗, t〉 | ∃ M = (mij) such that b∗ ≤ 1nM ≤ b
∗ and
F (M) ≥ t}
3.3 Heuristic Algorithms
There have been a number of heuristic algorithms for solving MCAP [6, 19, 20]. As stand-
alone heuristics, the constructive assignment algorithm with O(nk2 log n)-time complexity and
the iterative improvement heuristic with O(nk log n)-time complexity were proposed in [19].
Recently, a novel heuristic using Lagrange multipliers with O(nk2)-time complexity was devised
[20]. When combined with real-coded genetic algorithms [27], this algorithm could perform
near-optimally. There was also a recent heuristic algorithm of [6] based on particle swarm
optimization [16]. In summary, many kinds of heuristics for MCAP have been proposed and
they showed good performance. Most importantly, the practical version of the problem can
also be solved by all these heuristic algorithms with the same complexity. However, up to now
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nobody has shown whether or not MCAP is NP-complete. In the next section, we focus on the
computational complexity of MCAP.
4 Computational Complexity of Multicampaign Assignment
Suppose there are several assignment or allocation problems, some problems are in P (e.g., the
optimal assignment problem [22]). But, many of them are NP-complete [9] (e.g., the quadratic
assignment problem [4], the generalized assignment problem [5], and the multiprocessor docu-
ment allocation problem [8]). In this section, we prove that the practical version of MCAP is
NP-complete. In the following extreme cases, MCAP is tractable, i.e., belongs to P.
• All the response suppression function are constant functions. Then the problem can be
solved optimally in O(nk log n) time. If we only sort actual preferences of all the customers
for each campaign j, i.e., the set {p1jr1, p2jr2, . . . , pnjrn} for each j, the optimal solution
can be easily obtained.
• There is no bound constraint, i.e., b∗ = 0k and b
∗ = n1k. Then there exists an O(nk log k)-
time algorithm to solve the problem to optimality. In solving the problem, the most time-
consuming task is to sort preferences of each customer i for all the campaigns, i.e., the set
{pi1, pi2, . . . , pik} for each i.
However, in the general case, the problem becomes intractable by the following theorem.
Theorem 1 MCAP is NP-complete. Moreover, even when the campaign weight vector is ig-
nored, i.e., wi = 1, the problem is still NP-complete.
Proof: To show that MCAP is in NP, we let the campaign assignment matrix M = (mij) be
the certificate. For any instance of the problem, we can check whether b∗ ≤ 1nM ≤ b
∗ and
F (M) ≥ t in polynomial time.
We show that 3-SAT ≤P MCAP. Given a 3-CNF (conjunctive normal form) formula φ
over variables x1, x2, . . . , xl with clauses C1, C2, . . . , Cm, each containing exactly three distinct
literals, the reduction algorithm constructs an instance 〈w, P, r, b∗, b∗, t〉 of MCAP such that
the formula φ is satisfiable if and only if there is a campaign assignment matrix M = (mij)
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satisfying b∗ ≤ 1nM ≤ b
∗ and F (M) ≥ t. Without loss of generality, we make two assumptions
about the formula φ.
i) No clause contains both a variable and its negation. Such a clause is always satisfied by any
assignment of values to the variables.
ii) Each variable appears in at least one clause. Otherwise it does not matter what value is
assigned to the variable.
The reduction creates two customers, ui and u
′
i, for each variable xi and three customers,
sj, s
′
j, and s
′′
j , for each clause Cj , i.e., n = 2l + 3m. We also create k = l +m campaigns and
each campaign corresponds to either one variable or one clause. We label each campaign by
either a clause or a variable; that is, the campaigns are labelled C1, C2, . . . , Cm, x1, x2, . . . , xl.
We construct w, P, r, b∗, b∗, and t as follows:
– The campaign weight vector w is set to 1n.
– The preference matrix P = (pij) is constructed as follows. For each i = 1, 2, . . . , l, set
puixi = pu′ixi := 10
m+i−1. If literal xi appears in clause Cj , then set puiCj to 10
j−1. If literal
¬xi appears in clause Cj , then set pu′iCj to 10
j−1. For each other variable or clause y, set
puiy = pu′iy := 0. For each j = 1, 2, . . . ,m, set psjCj = ps′jCj = ps′′j Cj := 10
j−1. For each other
variable or clause y, set psjy = ps′jy = ps′′j y := 0.
– The response suppression function r is constructed as follows. For each sj, if y = 1, set rsj(y)
to 1. Otherwise set rsj (y) to 0. Set rs′j = rs′′j := rsj . For each ui, let αi be 1 +
∑
Cj ;PuiCj>0
1. If
y = αi, set rui(y) to 1. Otherwise set rui(y) to 0. For each u
′
i, let α
′
i be 1 +
∑
Cj ;Pu′
i
Cj
>0 1. If
y = α′i, set ru′i(y) to 1. Otherwise set ru′i(y) to 0.
– The upper bound capacity constraint vector b∗ is as follows. Set bC1 = bC2 = · · · = bCm := 4
and bx1 = bx2 = · · · = bxl := 1, i.e., b∗ = (4 4 · · · 4 1 1 · · · 1).
– The lower bound capacity constraint vector b∗ is equal to b
∗.
– The value t is set to the number in base 10 represented by the digit vector b∗, where the clause
campaigns C1, C2, . . . , Cm stand for the m least significant digits, and the variable campaigns
x1, x2, . . . , xl stand for the l most significant digits, i.e., t =
∑k
j=1 b
j10j−1 = 4
∑m
i=1 10
i−1 +∑l
j=1 10
m+j−1.
8
u1
u2
u3
C1 C2 C3 C4 x1 x2 x3
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104
105
106
s 2
s 3
s 4
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105
106
102 103100
100
100
100
101
101100
101
101
101
102
103
102
102
102
103
103
103
b* b*=
u1’
u2’
u3’
s 1’
s 1’’
s 2’
s 2’’
s 3’
s 3’’
s 4’
s 4’’
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recommendation
nonzero preference
1u
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2u
r    = {2}1
3u
r    = {4}1
3u
r    = {2}1
1s
r    = {1}1
1s
r    = {1}1
1s
r    = {1}1
2s
r    = {1}1
2s
r    = {1}1
3s
r    = {1}1
3s
r    = {1}1
4s
r    = {1}1
4s
r    = {1}1
2s
r    = {1}1
1u
r    = {3}1
2u
r    = {4}1
3s
r    = {1}1
4s
r    = {1}1
4 4 4 4 1 11 Constraints
’
’
’
’
’’
’
’’
’
’’
’
’’
Response suppression
functions
φ = (x1 ∨ x2 ∨ x3) ∧ (x1 ∨ ¬x2 ∨ x3) ∧ (¬x1 ∨ x2 ∨ x3) ∧ (¬x1 ∨ x2 ∨ ¬x3)
* 1A is the indicator function, i.e., 1A(x) = 1 if x ∈ A, otherwise, 1A(x) = 0.
Figure 1: An example of the reduction 3-SAT ≤p MCAP
The reduction can be performed in polynomial time. Figure 1 shows the reduction of an
example formula with 3 variables and 4 clauses. This will help to understand the reduction
algorithm.
Now we show that the 3-CNF formula φ is satisfiable if and only if there is a campaign
assignment matrix M = (mij) satisfying 1nM = b
∗(= b∗) and F (M) ≥ t. First, suppose that
φ has a satisfying assignment. For i = 1, 2, . . . , l, if xi = 1 in this assignment, then set muixi to
1. Otherwise, set mu′ixi to 1. Having either muixi = 1 or mu′ixi = 1, but not both, for all i, and
settingmsjxi = ms′jxi = ms′′j xi to 0 for all i and j, we see that for each variable-labeled campaign,
the sum of recommendations must be 1, which matches the values of b∗. Because each clause is
satisfied, there is some literal in the clause with the value one. Then, each campaign labeled by
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a clause Cj has at least one ui or u
′
i customer that has positive preference for campaign Cj and is
recommended by campaign xi. In fact, 1, 2, or 3 literals may be 1 in each clause, and so, among
the ui and u
′
i customers, each clause-labeled campaign Cj has 1, 2, or 3 customers that have
positive preference for campaign Cj and are recommended by campaign xi. For each u among
such customers, set muCj to 1. We achieve four recommendations in each campaign labeled by
clause Cj by setting msCj to 1 only for each customer s in the appropriate nonempty subset of
customers {sj , s
′
j , s
′′
j}. We have matched b
∗ (= b∗) in all campaigns. IfM is assigned as described
above, then ri(hi) = 1 for each customer i and pij = 10
j−1 whenever mij = 1. Hence, F (M) =∑n
i=1
∑k
j=1wjri(hi)pijmij =
∑n
i=1
∑k
j=1 pijmij =
∑k
j=1
∑n
i=1 10
j−1mij =
∑k
j=1 10
j−1bj = t.
Now, suppose that there is a campaign assignment matrix M = (mij) such that 1nM =
b
∗(= b∗) and F (M) ≥ t. Since ri(hi) ≤ 1 for each customer i and pij ≤ 10
j−1, F (M) =∑n
i=1
∑k
j=1wjri(hi)pijmij ≤
∑n
i=1
∑k
j=1 pijmij ≤
∑k
j=1 10
j−1bj = t. Hence, F (M) is equal to
t. The following important properties about the matrix M hold.
Property 1 For each customer i and each campaign j, if mij = 1, then pij = 10
j−1.
(∵ Suppose that pij 6= 10
j−1, i.e., pij = 0. Then, F (M) =
∑n
i=1
∑k
j=1wjri(hi)pijmij ≤∑n
i=1
∑k
j=1 pijmij <
∑k
j=1 10
j−1
∑n
i=1mij = t. Hence, F (M) < t. This is a contradiction.)
Property 2 If mij = 1, then ri(hi) = 1.
(∵ Suppose that ri(hi) 6= 1, i.e., ri(hi) = 0. Then, F (M) =
∑n
i=1
∑k
j=1wjri(hi)pijmij <∑n
i=1
∑k
j=1 pijmij ≤ t. Hence, F (M) < t. This is a contradiction.)
Property 3 If mij = 1, then miq = 1 for every campaign q satisfying piq > 0.
(∵ Since ri(hi) = 1 by Property 2, hi(=
∑k
j=1mij) = αi, i.e., hi is the same as the number of
j’s such that pij > 0. Also, if pij = 0, mij = 0 by Property 1. So, if there exists campaign q
such that piq > 0 and miq = 0, hi cannot be αi.)
Consequently, M chooses all elements that have positive preference in one row, or choose noth-
ing.
For each i = 1, 2, . . . , l, either muixi = 1 or mu′ixi = 1, but not both, for otherwise the
campaigns labeled by variables would not sum to 1. If muixi = 1, set xi to 1. Otherwise set
xi to 0. We claim that every clause Cj , for j = 1, 2, . . . ,m, is satisfied by this statement. To
prove this claim, note that to achieve four recommendations in the campaign labeled by Cj,
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for at least one ui or u
′
i, muiCj = 1 or mu′iCj = 1, since the contributions of customers sj, s
′
j,
and s′′j together sum to at most 3. If muiCj = 1, then muixi = 1 by Property 3 and puiCj > 0
by Property 1, which means that the literal xi appears in Cj. Since we have set xi = 1 when
muixi = 1, clause Cj is satisfied. If mu′iCj = 1, then mu′ixi = 1 and pu′iCj > 0, and so the literal
¬xi appears in Cj . Since we have set xi = 0 when mu′
i
xi = 1, clause Cj is satisfied. Thus, all
clauses of formula φ are satisfied.
Q.E.D.
5 Concluding Remarks
In this paper, we suggested a practical version of the multicampaign assignment problem (MCAP).
Under the practical multicampaign model, we also presented how to determine a realistic re-
sponse suppression function instead of existing artificial functions of [6, 19].
In the case that the number of campaigns is fixed, the optimal campaign assignment matrix
can be found in polynomial time using the dynamic programming method. However, in general,
the method is intractable. The MCAP could also be solved near-optimally in a reasonable time
by novel heuristics proposed in our prior work [20]. However, its intractability has been left
open. In this paper, in confirmation of the intractability, we provided an elaborate proof of that
the problem is NP-complete. The NP-completeness of the MCAP justifies the use of various
heuristics for the problem as in [6, 19, 20].
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