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Abstract 
Brezinski, C. and S. Paszkowski, Optimal linear contractive sequence transformations, Journal of Computational 
and Applied Mathematics 38 (1991) 45-59. 
It is well known that a universal convergence acceleration method can be nonexistent even for some restricted 
classes of sequences. Thus one can look for contractive sequence transformations. This paper deals with such 
linear contractive transformations where the coefficients are chosen in an optimal way. The problem leads to a 
best approximation problem for polynomials in several variables which is completely solved in Section 2. The 
corresponding optimal linear contractive sequence transformations are then built and studied in Section 3. The 
fourth section is devoted to synchronous contractive sequence transformations and it opens new ways of 
research. The last section presents some numerical results illustrating our procedures. 
Keywords: Sequence transformations, contraction, extrapolation methods. 
1. Introduction 
Extrapolation methods are an important tool in numerical analysis. Since many methods are 
iterative or produce a convergent sequence of approximations (such as when computing the 
partial sums of a series or evaluating integrals by means of quadrature rules or integrating 
differential equations,. . . ), extrapolation methods are used to accelerate the convergence of the 
sequence thus obtained. Although very powerful algorithms now exist, it is impossible to have a 
universal acceleration algorithm even if the class of sequences to which it is applied is quite 
restrictive (see [3] for a review of these questions and the literature quoted there). 
Some classes of sequences (such as the linearly converging ones) are easy to accelerate (by 
Aitken’s A2 process), some other classes lead to quite tricky methods [6,7], and for some classes 
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(such as monotone sequences) it was proved that a universal acceleration algorithm just cannot 
exist. 
Since convergence acceleration is a difficult goal to achieve, the idea came to ask less. For 
example, one can try to transform the sequence (S,) into another sequence (t,) such that 
3 la] <I, 
t -s 
nl\mW @ =a, 
where S is the limit of (S,,). But in fact no simplification occurs since, as proved in [4], the 
difficulty is the same because the sequence 
t, - a,& 
K= I-a, 
(where (a,) is a sequence converging to a) will converge faster than (S,,), that is, 
T-S 
JirnW s,-S = 0. 
An algorithm for constructing such a sequence (a,) was recently obtained [5]. Such transforma- 
tions will be studied in Section 4. 
Thus another idea emerges. It consists in transforming (S,) into a new sequence (T,) such that 
3K,, K, with -1<K,<K,<1,3N,Vn>N, 
T-S 
KlG s,-s --<K,. 
Such sequence transformations (called contractive sequence transformations) can be very useful 
as shown by simple examples. They were introduced in [2] where some general results are given 
and where the contraction properties of some well-known extrapolation processes are studied. 
Among sequence transformations, the simplest are the linear ones (often called summation 
processes). They are defined by 
T,=a,S,,+ ... +akS,,+k, n=O, l,..., 
where the ai’s are constants such that a, + - . . +a, = 1. It is well known from Toeplitz’s 
theorem that for any convergence sequence (S,,), (T,) will also converge to the same limit. 
We have 
T,-s S -S S -S 
s, - s =~,+a, ii’_s + e.1 +a, i,k_s 
S -S 
=a,+a, ;;‘_s 
S 
+ ‘*’ +a, n+1- s S”,, - s S n+k -S s,,-s &,+1-s ‘** &+&l-S . 1 
An important (because wide) class of sequences is the class such that 3ar G /?, 3N, Vn 2 N, 
S n+l -S a<m= S,-S GPO 
Thus 
Tl - s 
s, - s = a, + a,r, + . . . +ak(rn * ‘. rn+k-l), 
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and it is natural to ask for the polynomial 
Ph..., x,)= Ca,x* ... x;, 
i=o 
which minimizes 
Such a choice leads to the best linear contractive sequence transformation. 
The next section is devoted to this minimization problem which is a generalization of the 
classical Chebyshev minimization problem (it is recovered if we ask for a solution such that 
x1= . . . =xk = x). 
The optimal contractive sequence transformations thus obtained will be discussed in Section 3. 
2. The minimization problem 
Let 9, be the set of functions in x1,. . . , xk of the form 
k 
Pk(-q,..., Xk) = c a,x1 *** xi, 
i=o 
with a, + . . . +a, = 1 (that is, pk(l,. . . ) 1) = 1). 
We set 
The problem is to find jjk E 9, such that 
(2.1) 
(2.2) 
We shall write 
k 
jjk(X,,**-, Xk) = c 6,x* * * * x. I’ 
i=o 
If k = 1, the problem has the obvious solution 
2x, - (Y - p 
aA)= 2-a-p 3 P-ff IIAll= pa_pl. 
Thus we shall now assume that k > 1 and study various cases according to the values of (Y and 
p, In each case (excepting E,) the first essential step is to guess the form of Bk_ No systematic 
method to find it is known. 
Since ~(1,. . . , 1) = 1, Vp •9~ we have 11 p II 2 1 and thus 
jjk = 1 
solves the problem. 
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For the other cases the idea of the proof consists in finding x(O), x(l), . . . E Rk whose 
coordinates beIong to [a, p] and such that 
~k(xCi))=U;I(IjkI], withU,= kl. (2.3) 
If Pk E pk exists such that I] Pk ]I < I] /jk I], then, writing pk =Fk + d, we have from (2.1) 
d(X 1,...,xJ= ;: (al-a^,)x* ***xi= i6,(1-x, ... Xi), 
i=o i=l 
with aj = Bj - a,. Moreover, Vi, 
a,d(x”‘) < 0. (2.4) 
To prove that ]I $k I] is the minimum and that pk is unique we have to find k + 1 points 
x(i) = (x,(j), . . . ) x:‘)), i=o,... , k, satisfying (2.3) such that for some positive Xi, 
5 ajXjd(x(‘)) = 0 
,=o 
or 
; a,X,(l - xl(i) . * * xf)) = 0, (2.5) 
r=O 
which contradicts (2.4). If there are more than k + 1 points satisfying (2.3) (as in the cases E,, E, 
and E, below), the choice of x(O), . . . , xck) such that (2.5) holds will be another essential step in 
our considerations. 
E,: 0 < a < ,8 < 1. 
Theorem 1. If 0 G (Y < /3 < 1, the unique solution of (2.2) is 
$k(X1,oe., xk) = 
2x, . . . x&&k - a) - (,8 - a)fi”-’ 
2(1-ar)-(/Ga)pk-’ ’ 
and we have 
P”-‘tP - 4 
IIFkll= 2(1_a)_(fi_a)fik-” 
Proof. Let L denote the numerator of jk. Then, if xi E [a, p], 
-(p-a)pk-‘<L<(/3-a)pk-‘. 
Moreover, L = -/Ike’ (p-a) if and only if xk=(Y and L=Pk-‘(P-a) if and only if 
x1= ..* = xk = p. Since L > 0, we have 
,(i) = 
( 
p ,.**, p,_o1,...,01_ 1 
, j=O ,..., k, 
j k-j times 
uj= -1, j=O,..., k-l, and u,=l. 
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Now it is easy to check that (2.5) holds with 
A, = (1 - (Y)_l, Aj=PeJ, j= l,..., k - 1, and A, = Pek+‘(l - p)-‘, 
and the theorem follows since the Aj’s are positive. 0 
Theorem 2. If a < 0 < /3 < 1 and a + /I > 0, the unique solution of (2.2) is 
~k(~1,...,Xk) = 
2x, * * * Xk - (a + p>p”-’ 
2-(a+P)pk-’ ’ 
and we have 
llbk II= (P - dP”-’ 2- (CY+p)/P-l. 
Proof. We take 
x(O)= (p ,..., /?) and x(j)= 
( 
p ,..., p , a, j3 ,..., 
j-l;imes 
/3), forj=l,..., k. 
The numerator L of bk is such that 
L(x’O’) = 2pk - ((Y + p)p”-’ = (p - +I”-‘, 
L(~(~))=2ap~-‘-(a+p)p~-‘= -(P-cx)~~-‘, j=l,...,k. 
Since (Y + /I > 0, they are the extremal values of L in [a, /3]. Moreover, since Cl < (Y + /3 < /3, 2 - 
((I!+p)pk-‘>2-p5-l. 
The theorem follows with the choice 
a,= 1, aj= -1, j=l ,‘.., k, 
A 
0 
= 1 -fxpk-’ x.=pk-j 
1-p , J , j=l,..., k. q 
E,: (~<O<p<l, a+/3<0. 
Theorem 3. If a < 0 4 p < 1 and a + /3 < 0, the unique solution of (2.2) is 
k-l 
xl ’ ’ * xk - (a + p) C’ ( -gk-i-lx, . * * x; 
j+‘(Xl,-*v xk) = i=O k 
l-(CY+&-a)*-‘l 
i=O 
(where the prime in the summation means CiEobi = sbo + CElbi), and we have 
IlpkII = 
(P - 4yY 
2-2(CY+p)C’(-(Y)k-i-1 
i=O 
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Proof. The numerator L of /jk can be computed by 
J&=x,+-B), 
Li = Li-_lXk-_i+l -((~+p)(-a);-‘, i=2 ,..., k-l, 
L = L&,X, - +(cx + p)( -cYy, 
and it can be proved by induction that 
Li~[-(-cx)i-1/3,(-cx)i], i=l,..., k-l, 
if x *, . . . , xk E [a, /3] and that it attains its minimal (respectively maximal) value if 
(xk-i+l,**.Y xk) = ( _01,...,(y> & 4 
j times i - j times 
and j is odd (respectively even). 
Similarly, if xi E [a, j?] for i = 1,. . . , k, 
LE [-+(p-cx)(-~y, ~(p-~)(-cxy], 
and it attains its minimal (respectively maximal) value in each point 
x(j) = 
( _ _ 5, P,.-.,P ) 
a,..., 
j times kzes 
if j is odd (respectively even). The result follows by choosing 
a,=(-l)‘, j=O ,..., k, 
h,=(l-P))‘, Xj=(-~)j, j=l,..., k-l, and 
A,= (-qk+‘(l -q’. cl 
Theorem 4. If a < p < 0 and a/I < 1, the unique soluation of (2.2) for k > 1 is 
k-2 
x1 **’ xk - (Yx1 ** * xk_l + (p - a) C’ ( -a)k-i-‘X1 * *. xi 
jjk(X1,***,Xk) = 
i=o 
k 2 
l-a+(P-a)C’(-ol)k-‘-’ 
i=O 
(where Cim,, bi = ib,, + C~II bi), and we have 
Pkll = 
(p - a)(-a)“-’ 
k 2 
2(1- f_Y) + 2(p - LX) C! ( -(Y)k-i-l * 
i=O 
Proof. It is quite 
result holds with 
x(J) = 
( 
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similar to that of Theorem 3 and it will be omitted since it is too long. The 
a,...,ff , P, a, P, a,... 3 1 aJ= (-l)J, for j=O ,..., k, 
k - j times 
X,=(1-@-‘, h, = (-&‘(l - a/?-‘, Xi= (--cx-~, j=2 ,.._, k- 1, 
and X, = ( -cx-~+‘(~ - a)-‘. •I 
E,: a</WO, ap>l. 
Theorem 5. If a < /I -c 0 and a/l> 1, the unique solution of (2.2) is 
2x, - (Y - p 
Mx,~...,xk)= 2_-cy_-p 7 
and we have 
Since the proof of this result is long and very technical, the interested reader is referred to [8]. 
The last case, whose proof is similar to E, (and will also be omitted) is the following. 
E,: 1 -=c (Y < ,& 
Theorem 6. If 1 < (Y < p, the unique solution of (2.2) is 
&(x,,.-.,x,) = 
2x, - (Y - p 
2-a-P ’ 
and we have 
titik/I = P-a a+p-2, 
3. Optimal contractive sequence transformations 
Let Bk be the solution of the minimization problem (2.2). As explained in the Introduction, 
the linear transformation Tk : (S,) -+ (Tin)), defined by 
Tk(@ = &S,, + . . . +ZkS,+k, n=O, l,..., 
will be a contraction on the class of sequences such that ~C.Y < p, XV, Vn > N, 
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which means that V’n >, N, 
More precisely, we obtain the following optimal linear contractive sequence transformations. 
E,: O<a<p<l, 
Tk(“) = 2Lk - 2ffSn+&_l - p”-yp - a)s, . 
2(1-a)-/P-i@-a) ’ 
E,: a<O<p<l and a+p>,O, 
T”‘) = 2sn+k - (a + P>P”-‘S, ; 
2 - (a + /3)p”-’ 
E,: a<O<P<l and a+p,(O, 
k-l 
S ,,+k - (a + p) c’ ( -a)k-i-LS,,+i 
Tin) = i=O 
k 
&(a+&_a)k-i-l ’ 
i=O 
E,: a<p<Oandaj3<1(k>l), 
k-2 
S n+k - asn+k-, + (/3-a) C’ (-a)k-i-lSn+i 
i=O 
k-2 
l-a+(P-a)C’(-a)k--i-l ’ 
i=o 
E,: a < /3 < 0 and a/3 > 1, 
T’n) = WI+1 -(a+P)K 
2-(a+/3) * 
Of course the condition on (S,) cannot hold with /? < - 1 or with 1 G a since (S,) is 
convergent. This is the reason why E, was not considered. However we shall see later, when 
discussing below the notion of true contraction, that these two possibilities are important. 
When k = 1, all the cases (except E, which is only valid for k > 1) reduce to 
T’n) = Wl+1 -(a+PP, 
2-(a+@ ’ 
which corresponds to the usual Chebyshev’s method of acceleration since 
$Jx,) = 2% - (a + P> 
Wa+P) 
is the Chebyshev polynomial of degree one on [a, p]_ 
Of course, it is interesting to study the asymptotic behavior of 11 fjk 11 as k tends to infinity 
since it is a measure of the gain brought by the contractive transformation. It is easy to check 
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that in 
E, : 
E,: IIIjkII - iW4P”-‘; 
E,: IIBklI - W-4(1 +4(--~Y~ if 1y> -1, 
II AC/l - - 2(7__11) k-‘, if a[= -1, 
;imm IIAll = (P - 40 + 4 2(1+a)+(a+P)(1-a)’ if CY< -l; 
E,: II bk II - , ifa>-1, 
II All - W’~ if cx= -1, 
if cy< -1: 
E,: 1) jjk Jlis independent of k. 
Of course, ]] Fk ]) does not depend on k for E, and E,. We see that ]I ak I] tends geometrically 
to zero if and only if I a ) and I /3 I are strictly less than one. Thus one can think that better 
results are obtained with large values of k. This is true but, on the other hand, the transforma- 
tion Tk needs more terms of the original sequence and we have to consider the ratio 
Tk(“) - S 
I I 
s n+k -s 
instead of the previous one since the computation of Tk(“) makes use of S,, . . . , Sn+k. This is the 
notion of true contraction as defined in [2]. We have 
Tin) - S s, - s sn+k-, - s 
S n+k 
-S =aOSn+k-S + *.- +ak-l s~+~_S +ak. 
Setting t, = r,-’ and bi = ak_i we get 
Tk(“) - S 
S -S 
= b, + blfn+k_l + . . * +b,t, . *. t,,+k_l. 
n+k 
To find the optimal linear true contractive sequence transformation on the set of sequences 
such that 3.x’ G p’, XV, V’n 2 N, 0~’ < t, G p’, we have to look for $k E 8, such that 
II&II = qz$A 11411~ 
with llqll =max,,,...,XlrEl~,.~‘~14(~1)...)Xk)I. 
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As above, the cases E,, . . . , E, have to be considered (E, is impossible since (S,) converges) 
and we obtain the following optimal true contractive sequence transformations. 
E,: LY’ g 0 < j3’ < 1 and (Y’ + /3’ & 0, 
2S,, - ,“-‘( p’ + a’)S,,+k ; 
2 - p-y, + a’) 
E,: ~1’ -C 0 < p’ < 1 and (Y’ + p’ $0, 
k-l 
s, - (a’ + p’) c’ ( -*‘)k--i-lSn+k_-i 
T’nf = i=O 
k-1 
’ I_ (a‘+p‘) c’(_&)k--i--1 
i=O 
E,: cw’<p’<O and CK’/?‘-C~ (k> l), 
k-2 
s, - a’sn+r + (p- ff’) C’ (-rx’)k-i-lsn+k_i 
Tin) = i=O _ 7 
1 - a’ + (p’ - &) c’ (_ ay-’ 
i=o 
E,: cy’ < j3’ < 0 and cy’/3’ ) 1, 
Tk(“) = 2$,+,-l - b’ +- p’)%+k 
2-(&t+‘) ; 
E,: 1 < a’ -c /.3’, 
Tin) = 2Sn+k-1- w + P’>Sn+k 
2-(&t-/3’) ’ 
Since (S,) converges, - 1~ (Y’ cannot hold. In all the cases, except E, and E, when cy’ c - 1 
and E,, the contraction coefficient /I& 11 tends to zero when k tends to infinity. In E,, /I& /I is 
independent of k and thus it is worthwhile to take k = 1. 
Of course, in the contractive sequence transformations presented in this section the constants 
(Y, j3, LY’ and p’ can be replaced by sequences ((II,), (/3,,), ( CX~) and (p,‘) such that Vn & N, 
4. Synchronous co&active sequence transformations 
The use of the optimal contractive sequence transformations given in the preceding section 
needs the knowledge of (Y and /3 (or cr’ and j3’ or sequences). Often in practise the existence of 
such constants is known but their numerical values are unknown. 
To avoid this drawback let us come back to the idea, explained in the Introduction, of 
synchronous transformations due to Germain-Bonne [4]. 
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Let t : (S,,) + (t,) be a sequence 
t -s 
transformation such that 3 1 a 1 < 1, 
nl~mm s,-S =a. 
If a sequence (a,) such that lim, ~, 
1 
t, - a,& 
K= l-a, 
mun = Q is known, then the sequence transformation T given 
accelerates the convergence of (S,,). A process for constructing such a sequence (a,,), called the 
ACCES-algorithm, is given in [5]. 
Let us now ask less. We shall assume that intervals [k,, k2] and [k;, k;] exist such that 
((t, - S)/( S,, - S)) belongs to the first one and (a,) to the second one. Then the following result 
holds. 
Theorem 7. Let k, < k,, 1 P [k,, k2]. Let k; < ki, 1 4 [k,‘, k;]. Let (t,) be such that XV, 
v’n > N, (t,, - WAS, - S> E [k,, k21 and let (a,) be such that V’n > N, (a,) E [k,‘, kl]. Let (T,) 
be defined by 
tn - ad% 
T,= l_a, , n=O,l,.... 
If 1 -C k,, 1 < k; and 2ki > k, + 1, then Vn > N, 
k; - k, 
--‘< k;-1 G 
T, - S k; - k, 
s, - s G k;-1 <l* 
Ifk,<l, k;<l and 2k;<k,+l, then Vn>N, 
k, - k; 
-l< l-k; G 
T, - S k, - k; 
S,,-S ’ l-k; <la 
Proof. We set b,, = (t, - S)/( S, - S). Then 
K-S 1 - b, 
s, - s =l-- 1-a,’ 
and the results hold by obvious manipulations of inequalities. 0 
The two cases 1 < k, and k; < 1 or 1 < k,’ and k, < 1 lead to an impossibility which is not 
surprising since a, must be an approximation of (t, - S)/( S,, - S). 
If 1 < k, G k,, then obviously (T,) is better than (t,) since 
T, - s _ T,-S &l-s 
t, - s q-s t,-S’ 
and thus Vn >, N, 
1 k; - k, 
-l<k, k;-1 G 
T, - S 1 k;- k, 
t, - s “k, k;-1 (1. 
The transformation T above is a composite sequence transformation of rank 2 as defined in 
PI- 
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Table 1 
n %I T,'"' Tp T,'"' 
0 1 
1 0.5728 
2 0.1526 
3 0.8252.10-' 
4 0.5023.10-' 
5 0.9207.10-* 
6 o.6860~10-2 
7 0.9214.lop3 
8 o.7953.10-3 
9 o.3049.10-3 
0.1457 
-0.2676 
0.1244.10-' 
0.1794.10-' 
-0.3182.10-' 
0.4513.10-* 
-0.5017.10-2 
0.6991.10-3 
-0.1854.10-3 
-0.4901 -0.4457 
-0.2573 -0.2493 
-0.2400.10-' -0.7858.lo-' 
-0.4727.10-' -0.3611.10-' 
-0.2249.10-' -0.2785.lo-' 
-0.5702.10-2 -o.3959*10-2 
-0.3271.10-2 -0.3467.10-2 
-0.1969.10-3 
The simplest choice is t, = S,,, 1. Another possible choice is to take tn as one of the optimal 
linear contractive sequence transformations of the previous section. 
An interesting open question will be to know if the ACCES-algorithm could be adapted to 
produce a sequence (a,) satisfying the conditions of Theorem 7. 
5. Numerical experiments 
Let us consider the sequence (S,,) given by 
S,=l, Sn+l=6nSn, n=O,l,..., 
where c,, is randomly chosen in [a, p] C] - 1, 1[ with a uniform distribution. (S,,) tends to zero. 
Let us first study the case of contraction. 
E,: 0 G (Y -C /3 -C 1 with (Y = 0.1, p = 0.9, see Table 1. 
E,: (Y G 0 <: p < 1 and (Y + j3 2 0 with (Y = -0.4, j3 = 0.8, see Table 2. 
E,: a<O<,B<l and cu+p<Owithcy= -0.8, p=0.4,seeTable3. 
E,: CY < j3 G 0 and +’ < 1 with (Y = -0.9, /3 = - 0.1, see Table 4. 
E,: 1y -C p -C 0 and a/3 > 1 is impossible with - 1 G (Y. 
Table 2 
0 1 
1 0.3093 
2 -0.4652.10-' 
3 -0.1215.10-' 
4 -0.4410.10-2 
5 0.1213.10-* 
6 o.6886.10-3 
7 -0.2400.10-3 
8 -0.1787.10-3 
9 -0.4494.10-5 
0.1366 
-0.1355 
-0.3556.10-* 
-0.2476.10-* 
0.2619.10-2 
o.5575.10-2 
-0.4721.10-3 
-0.1634.10-3 
0.3906.10-4 
-0.2459 -0.1607 
-0.7337.10-l -0.5046.10-' 
0.3610.10-2 0.8220.10-2 
0.3758.10-2 0.2573.10-2 
o.1660.10-2 0.3722-10-3 
-0.5168.10-3 -0.3830-10-3 
-o.3439.10-3 -0.1062.10-3 
0.4036.10-4 
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Table 3 
n Sti T,‘“’ Tin) Tjn) 
0 1 0.9106.10-’ 0.1113 0.6061~10 -I 
-0.9072.10-’ 
0.4993.10 -I 
-0.6933.10-2 
0.2563.10-3 
-o.1730.10-3 
-0.2899.10-4 
0.2170.10-4 
o.7479.10-5 
-0.2804.10-5 
Table 4 
n S” T,‘“’ Tj”’ 
0 1 
1 - 0.4271 
2 0.3134 
3 - 0.1439 
4 0.5631.10-’ 
5 - 0.4599. lo- l 
6 0.1172.10-’ 
7 -0.1015~10-’ 
8 0.1389.10-2 
9 -0.8567.10-3 
0.1278 0.5250.10-l 
-0.6926-10-2 0.4762.10-2 
0.1752.10-’ 0.8860.10-3 
-0.2085.10-’ -0.1214.10-’ 
-o.4157.10-2 -0.4913.10-2 
-0.7148.10-* -0.4825.10-’ 
-0.1559.10-2 -0.1058.10-2 
-o.1442.1o-2 
Let us now give examples of true contraction. Again let en E [a, /3] be uniformly distributed. 
Since we must also have cil E [a’, p’], a and /3 must have the same sign. Thus only two cases 
have to be considered. 
E,: a </I < 0 with a = -0.9 and p = -0.1. We have a’ = l/p, p’ = l/a and a’/?‘> 1, see 
Table 5. 
Table 5 
n S” T,‘“’ 
0 1 
1 - 0.4271 
2 0.3134 
3 - 0.1439 
4 0.5631.10-’ 
5 -0.4599.10-l 
6 0.1172.10-’ 
7 -0.1015~10-’ 
8 0.1390.10-2 
9 -0.8567.10-3 
- 0.2094 
0.2004 
- 0.7415. lo- 1 
0.2577.10-l 
-0.3038.10-’ 
0.2920.10-2 
-0.6812.lo-* 
-0.3706.10-3 
- 0.5141’ 10-j 
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Table 6 
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n S” T$“’ 
0 1 
1 0.5728 
2 0.1526 
3 0.8252.10-' 
4 0.5023.10-' 
5 0.9207.10-* 
6 o.6860.10-2 
7 0.9214.10-3 
8 0.7953.10-3 
9 o.3049.10m3 
0.4791 
0.6035.10-' 
0.6714.10-' 
0.4314.10-' 
0.2014.10-3 
0.6344.10-' 
-0.3821.10-3 
0.7676.10p3 
o.1973.10-3 
E,: 0 G (Y -C p -C 1 with (Y = 0.1 and p = 0.9. We have (Y’ = l//3 and p’ = l/a, see Table 6. 
For these two cases, only k = 1 has to be considered since higher values of k are just a shift in 
the sequences (T:“‘). 
Let us now exemplify the transformation given in Section 4 and Theorem 7. For that we 
consider the same sequence (S,,) as above and choose t, = S,,,,. Thus (Y = k, and p = k,. a, will 
be uniformly distributed in [k;, k;] with k; < 1 and 2k; > 
p = 0.9, see Table 7. 
k, + 1. We shall take a = 0.1 and 
Let us consider the same sequence (S,,) where the E,‘S are now given by 
i 
0.9+ +$, if n = 0 (mod 3), 
‘n = 0.7 + ( -0.5)n+1, 
i 
if n = 1 (mod 3), 
0.95 - Ci-1, if n = 2 (mod 3); 
with (Y = 0.20, p = 0.95, (Y’ = l/p, p’ = 1/ (Y and k = 1. We obtain the results of Table 8. 
The fact that, for n = 2, the contraction properties of the transformations are not satisfied is 
due to r2 = 0.0475 $C [a, p]. 
Table 7 
n St2 Tl Tl 
k; = 0.1, k; = 0.9 k; = 0.2, k; = 0.7 
0 0.6080~10-' 0.1813 
1 -0.2005 -0.1553 
2 0.7382.10-' 0.6428.10-' 
3 0.1311~10-' 0.2140.10-' 
4 -0.3620.10-' -0.2657.10-' 
5 0.5578.10-l 0.5550.10-2 
6 -0.4412~10-* -0.3617.10-2 
7 0.7671.10-3 0.7529.10-3 
8 -0.3427.10-* -0.7860.10-3 
9 
1 
0.5728 
0.1526 
0.8252.10-' 
0.5023.10-' 
0.9207.10-2 
0.6860.10-* 
0.9214.10-3 
o.7953.10-3 
o.3049.10-3 
Table 8 
n 
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Contraction True contraction 
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0 1 
1 0.9500 
2 0.9025 
3 0.4287.10-’ 
4 0.3912.10-r 
5 0.2616.10-l 
6 0.1315.10-’ 
7 0.1193~10-’ 
8 0.8398.10-2 
9 o.3817.10-2 
10 o.3455.10-2 
13 0.1006.10K2 
16 0.2926.10-3 
19 o.8504.10-4 
20 o.5953.10-4 
0.8823 
0.8382 
-0.1120~10’ _ 
0.3404.10-’ 
0.8629.10p2 
-0.4446.10-2 
0.1028.10-’ 
0.3619.10-2 
-0.2381.10-2 
0.2964.10-2 
0.1012~10-2 
0.2961.10p3 
0.8605.10-4 
0.2501.10-4 
0.9253 
0.8791 
.0.3814 
0.3727.10-’ 
0.1976.1OK’ 
0.6733.10-2 
0.1133.10-’ 
0.6655.10-2 
0.1556.10-2 
0.3276.10p2 
o.1904.10-2 
o.5555.10-3 
0.1615.10p3 
0.4694.10-4 
The numerical examples of this section seem to show that linear contractive sequence 
transformations, even if they are optimal, are not very powerful, a drawback already known for 
convergence acceleration by linear summation processes (however, our examples were quite 
difficult ones). Thus, nonlinear contractive sequence transformations have to be studied in more 
detail and the results of [2] have to be extended. 
References 
VI 
PI 
[31 
141 
151 
[61 
(71 
PI 
C. Brezinski, Composite sequence transformations, Numer. M&z. 46 (1985) 311-321. 
C. Brezinski, Contraction properties of sequence transformations, Numer. Math. 54 (1989) 565-574. 
J.P. Delahaye, Sequence Transformations (Springer, Berlin, 1988). 
B. Germain-Bonne, Conditions suffisantes d’acceleration de la convergence, in: H. Werner and H. Btinger, Eds., 
Pad& Approximation and its Applications, Bad Honnef 1983, Lecture Notes in Math. I@71 (Springer, Berlin, 1984) 
132-143. 
A.M. Litovsky, Acceleration de la convergence des ensembles synchronisables, These, Univ. Lille Flandres-Artois, 
1989. 
A.C. Matos, A convergence acceleration method based on a good estimation of the absolute value of the error, 
ZMA J. Numer. Anal. 10 (1990) 243-251. 
A.C. Matos, Acceleration methods based on convergence tests, Numer. Math. 58 (1990) 329-340. 
S. Paszkowski, Sur un probleme d’approximation pose par C. Brezinski, Note AN0 210, Univ. Lille Flandres-Artois, 
1989. 
