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We outline the structure of this. In the following section we define boxings of the
Cantor set. These are nested sequences of pairwise disjoint simply connected
domains that ‘nest down’ to the Cantor set O and are invariant under the
dynamics. We then introduce our construction and the mechanism that will
destroy the geometry of our boxings, namely horizontal overlapping. Then we
give a condition in terms of the average Jacobian for horizontal overlapping
of boxes to occur. We show this condition is satisfied for a dense Gδ set of
parameters with full Lebesgue measure. This last part is purely analytical and
has no dynamical content.
Definition 5.0.2. We say that two planar sets S, S˜ ⊂ R2 horizontally overlap
if they mutually intersect a vertical line, which is equivalent to saying their
projections onto the x-axis intersect, i.e. πx(Hull(S))∩πx(Hull(S˜)) 6= ∅. If they
do not horizontally overlap we say they are horizontally separated. Similarly we
say two planar sets S, S˜ ⊂ R2 vertically overlap or are vertically separated if,
respectively, they mutually intersect a horizontal line or do not.
5.1 Boxings and Bounded Geometry
Let F ∈ IΩ,υ(ε¯0) and let O and Ψ be as in Section 3. A collection of simply
connected open sets B = {Bw}w∈W∗ is called a boxing of O with respect to F
if
(B-1) F (Bw) ⊂ B1+w for all w ∈ W ∗,
(B-2) Bw and Bw˜ are disjoint for all w 6= w˜ of the same length,
(B-3) the disjoint union of the Bww, w ∈ W , is a subset of Bw, for all
w ∈W ∗,
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(B-4) Ow ⊂ Bw for all w ∈W ∗,
The sets Bw are called the pieces of the boxing and the depth of the piece Bw
is the length of the word w. The scope functions give us a boxing Bcan =
{Bwcan}w∈W∗ , where B
w
can = Ψ
w(B), which we will call the canonical boxing.
Observe that the since the scope functions Ψn = {Ψwn }w∈W∗ for Fn can be
written as Ψwn = Ψ
−1
0,n ◦ Ψ0,n ◦ Ψ
w
n and Ψ0,n ◦ Ψ
w
n ∈ Ψ, the canonical boxing
Bn,can for Fn is the preimage under Ψ0,n of all the pieces contained in Ψ0,n(B).
Hence the scope maps preserve the canonical boxings of various heights.
There is also another ‘standard’ boxing, which we call the topological boxing.
The pieces are simply connected domains whose boundary consists of two arcs,
one of which is a segment of the unstable manifold of a particular periodic point
and the other consisting of a segment of stable manifold of a different periodic
point of the same period. These boxings in the period doubling case were first
considered in [12].
Definition 5.1.1. We say that a boxing B = {Bw}w∈W∗ has bounded geometry
if there exist constants C > 1, 0 < κ < 1 such that for all w ∈ W ∗, w, w˜,∈W ,
C−1 dist(Bww , Bww˜) < diam(Bww) < C dist(Bww, Bww˜) (5.1.1)
κ diam(Bw) < diam(Bww) < (1− κ) diam(Bw) (5.1.2)
We will say that O has bounded geometry if there exists a boxing B of O with
bounded geometry. Otherwise we will say O has unbounded geometry.
Remark 5.1.2. As the results we will prove are actually stronger than mere
unbounded geometry. We will show that Property 5.1.1 is violated almost ev-
erywhere in one-parameter families of infinitely renormalisable He´non-like maps.
We believe that any breakdown of Property 5.1.2 is much more dependent upon
the choice of boxings - in principle we could take any boxing and just enlarge
the one containing the tip. The only thing to show would then be whether the
return of this box is contained in the original box.
We will use the assumption below in the following sections for expositional
simplicity. Its necessity will become clear in Section 5.2 when we describe the
construction.
(B-5) Bww ⊂ Bwcan for all w ∈ W and all sufficiently large w ∈W
∗.
This will allow us, given any boxing B of O, to construct induced boxings Bn
at all sufficiently great heights. However below, in Lemma 5.1.3, we show this
assumption is redundant.
Lemma 5.1.3. Given a boxing B of O there is a boxing Bˆ satisfying Prop-
erty (B-5) above such that if Bˆ has unbounded geometry then B has unbounded
geometry.
Proof. Given a boxing B of O define Bˆ to be the collection {Bˆw}w∈W∗ where
Bˆww = Bww ∩Bwcan, w ∈W,w ∈W
∗
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It is clear that




Now let us introduce the construction and set-up some notation that shall be
used throughout the remainder of the paper. Firstly, for any infinitely renor-
malisable He´non-like map, we will change coordinates for each renormalisation
so that the n-th tip, τn, lies at the origin. As this coordinate change is by
translations only, this will not affect the geometry of the Cantor set. The new
scope maps will have the form
Ψˆm,n(z) = Dm,n ◦ (id+Rm,n)(z).
Secondly, the following quantities will prove to be useful. Given z = (x, y), z˜ =





where v∗ is the universal function given by Proposition 3.7.6. Given F ∈
IΩ,υ(ε¯0) and points z, z˜ ∈ Bn+1 let
Υm(z, z˜) = Υ∗(z, z˜)− cm
y˜2 − y2
y˜ − y
where cm = cm(F ) are the constants given by Proposition 3.7.6.
Remark 5.2.1. A technicality that was not present in [12] is the following: the
quantity tm,n/sm,n (where tm,n and sm,n are tilt and the squeeze of Ψm,n as
given by Proposition 3.7.6) is important in controlling horizontal overlap of
pieces of a boxing. The sign of this will determine which boxes we take to en-
sure their images horizontally overlap. Observe that the combinatorial type υ
determines whether the sign of tm,n/sm,n alternates or remains constant. This
is due to the sign of tm,n being always negative, but the sign of si will asymptot-
ically depend upon the sign of the derivative of the presentation function at its
fixed point so, as sm,n is the product of si, the sign of sm,n will either be (1)
n−m
or (−1)n−m. Consequently we will restrict ourselves to considering sufficiently
large m,n ∈ 2N or 2N+ 1 to ensure tm,n/sm,n is negative. Our method would
also work for the other case, but this would require choosing more words and
points below and doing a case analysis, which adds to the complications.































A pair of words w, w˜ are called well chosen if









(ii) w and w˜ differ only on the last letter, i.e. w = w0 . . . wn−1wn
and w˜ = w0 . . . wn−1w˜n for some w0, . . . , wn, w˜n ∈ W and some
integer n > 0.
Remark 5.2.3. Observe Property (i) will occur for certain words as Ow∗ and O
w˜
∗
are horizontally and vertically separated if w and w˜ have the same length. If
the tm,n/sm,n were positive we would change the ordering above.
Lemma 5.2.4. Well chosen pairs of words exist.
Proof. First we wish to find well-placed points, then it will become clear from
our argument that we can assume they boxes with well chosen words. Recall
that we have changed coordinates so that the tip τ∗ lies at the origin. Let fˆ∗
denote the translation f∗ that agrees with this coordinate change. Observe that
points in O∗ have the form z = (fˆ∗(y), y) where y lies in the one-dimensional



















∗ , z˜∗) =




Since v∗ and fˆ∗ are analytic so is the function v∗◦fˆ∗. Since the derivative of v∗◦fˆ∗
is zero at the critical point c∗ analyticity implies there exists a neighbourhood




∗, z˜∗ ∈ O∗
are any points whose y-projections lie in V then Property 1 implies Property 2,
by the Mean Value Theorem for example. But choosing y0∗, y
1
∗ and y˜∗ to lie all
either to the left of c∗ or to the right will give us Property 1.
Finally choosing the largest disjoint cylinder sets Ow∗ ,O
w˜
∗ of O∗, of the same




∗ and z˜∗ ∈ O
w˜
∗ gives us the desired well-chosen
words.
We can now make the following assumptions. There exist words w, w˜, of the










∗ , which we now fix, satisfying



















∗ are well placed.

































These are all well-defined nonzero quantities by Lemma 5.2.4. For any F ∈




























have the same respective addresses in On (see subsection 2 to recall the defini-





































































































4CρN (1/κ3 + 1/κ4) < κ0/8. (5.2.6)
Let A ⊂ IΩ,υ(ε¯0) denote the subspace of all infinitely renormalisable He´non-like
maps F such that, for all n > m > 0, n−m > N :


































































Figure 5.1: The Construction. We take a pair of boxes of depth n−m around the
tip and then ‘perturb’ them by the dynamics of Fm, the m-th renormalisation,
before mapping to height zero




where σm,n, sm,n, tm,n are respectively the scaling ratio, squeeze and tilt from
height n+1 to heightm, σ is the universal scaling ratio, cm is the constant and v∗
the univeraal function from inequality (3.7.49), a is the universal constant from
inequality (4.1.16) and C > 0 and 0 < ρ < 1 are chosen so that all estimates
from the preceding section hold.
Proposition 5.2.5. Given a family Fb ∈ IΩ,υ(ε¯0) parametrised by the average
Jacobian, there exists an integer N0 > 0 and 0 < b0 < 1 such that RnFb ∈ A
for all n > N0, 0 ≤ b ≤ b0.
Proof. This follows as Rn(Fb) converges exponentially to F∗ which lies in A, so
we may choose the N0 > 0 so that Rn(F0) ∈ A for all n > N0. Then it is clear
there exists a b0 > 0 such that RN0(Fb) ∈ A for all 0 ≤ b ≤ b0 since A is open.
It is also clear A is invariant under R so the Proposition follows.
We now describe the construction. This was used in [12] to prove several
negative results, such as non-existence of continuous invariant line fields (see
these two references for further details). Let F ∈ A and let us fix n,m ∈ 2N
or 2N+ 1 as per remark 5.2.1 such that n > m > 0 and n−m > N . Consider
the maps Ψ0,m−1, Fm,Ψm,n. In reverse order, these map from height n + 1 to
height m, from height m to itself and from height m to height 0 respectively
(see figure 5.1).
We will adopt the following notation convention: if we have a quantity Q in





5.3 Horizontal Overlapping Distorts Geometry
Recall that in the previous section we fixed well chosen words w, w˜ ∈W ∗ with
















∗ are well-placed. We
make the following definition.
Definition 5.3.1. Given a boxing B of a Cantor set we will say it satisfies the









m , under Ψm,n, which horizontally overlap.
Throughout the rest of the section we will assume the boxing B is fixed.
Lemma 5.3.2 (Key Lemma). Given a constant K > 0, there is a constant
C > 0 such that the following holds: given F ∈ IΩ,υ(ε¯0), if there are points
z, z˜ ∈ Dom(Fn+1) satisfying
|πy (z)− πy (z˜)| > K (5.3.1)∣∣πx (z˙)− πx ( ˙˜z)∣∣ = 0 (5.3.2)
then





< |Υ∗ (z, z˜)|+ Cmax(ρ
m, ρn−m)
(5.3.3)
Proof. Equality (3.7.16) from Proposition 3.7.6 tells us if z˙, ˙˜z lie on the same
vertical line then
0 = sm,n([x+ rm,n(x, y)] − [x˜+ rm,n(x˜, y˜)]) + tm,n(y − y˜). (5.3.4)





[x+ rm,n(z)]− [x˜+ rm,n(z˜)]
y − y˜
. (5.3.5)
By inequality (3.7.49) in Proposition 3.7.6 implies





∣∣∣∣ < |Υm (z, z˜)|+ Cρn−m|y˜ − y| . (5.3.6)
Again by inequality (3.7.49) in Proposition 3.7.6 and the definition of Υm we
know
|Υ∗ (z, z˜)| − Cε¯
pm
0 < |Υm (z, z˜)| < |Υ∗ (z, z˜)|+ Cε¯
pm
0 . (5.3.7)
By inequalities (3.7.20) and (4.1.16) in Proposition 3.7.6 we know there is a
constant C′ > 0 such that∣∣∣∣ tm,nsm,n
∣∣∣∣ (1 − C′ρm) < abpmσn−m <
∣∣∣∣ tm,nsm,n
∣∣∣∣ (1 + C′ρm). (5.3.8)
Combining inequalities (5.3.6), (5.3.7) and (5.3.8), together with our first as-
sumption and the observation ε¯p
m
0 = O(ρ
m), gives us the result.
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Corollary 5.3.3. There exists a constant C > 0 such that the following holds:
let F ∈ IΩ,υ(ε¯) and let z0n+1, z˜
0
n+1 ∈ On have the same respective addresses as
z0∗, z˜
0








Proof. This follows as z0n+1, z˜
0





and so the constant K > 0 in Lemma 5.3.2 will eventually only depend upon
the vertical distance between these points, which is fixed.
Proposition 5.3.4. For any words w, w˜ ∈ W ∗ there exists a C0 > 0 such that
the following holds: for any F ∈ IΩ,υ(ε¯0) and any boxing B of F , if points
z ∈ Bwn+1 and z˜ ∈ B
w˜











Proof. Let z = (x, y), z˜ = (x˜, y˜), z˙ = (x˙, y˙), ˙˜z = ( ˙˜x, ˙˜y) and so on. Then by
Proposition 3.7.6 and our hypothesis that z˙, ˙˜z lie on the same vertical line, we
know ∣∣ ˙˜x− x˙∣∣ = 0 (5.3.11)∣∣ ˙˜y − y˙∣∣ = |σm,n| |y˜ − y| .
Applying Lemma 3.3.5 we then know there exists η ∈ [[z˙, ˙˜z]] such that∣∣¨˜x− x¨∣∣ = |∂yφm(η)||σm,n||y˜ − y| (5.3.12)∣∣ ¨˜y − y¨∣∣ = 0.
Then Proposition 3.7.6 once more implies∣∣...x˜ − ...x ∣∣ = |σ0,m−1| |s0,m−1| ∣∣[¨˜x+ r0,m−1 (¨˜z)]− [x¨+ r0,m−1 (z¨)]∣∣ (5.3.13)∣∣...y˜ − ...y ∣∣ = 0.
But, by the Mean Value Theorem and that ¨˜y = y¨, we find there is a ξ ∈ [x¨, ¨˜x]
such that∣∣[¨˜x+ r0,m−1 (¨˜z)]− [x¨+ r0,m−1 (z¨)]∣∣ = |1+ ∂xr0,m−1 (ξ, y¨)| ∣∣¨˜x− x¨∣∣
= |1+ ∂xr0,m−1 (ξ, y¨)| |∂yφm(η)| |σm,n| |y˜ − y| . (5.3.14)
It follows from Propositions 3.7.6 and 3.3.4 that there exist three constants
C′, C′′, C′′′ > 0, independent of m,n, such that
|1+∂xr0,m−1(ξ, y¨)| < C
′, |∂yφm(η)| < C
′′bp
m
, |σm,n| < C
′′′σn−m. (5.3.15)









∣∣...x˜ − ...x ∣∣ < C0σ2mbpmσn−m (5.3.16)
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∗ are well-placed triples, there
exists a constant C1 > 0, depending upon Ω, υ and the above words and points
only, such that the following holds: Let F ∈ A and let B be a boxing for F .
Then there exist points z0, z1 ∈ Bwn+1, z˜














Proof. Let z0 = z0n+1, z
1 = z1n+1 and z˜
0 = z˜0n+1, z˜
1 = z˜1n+1. By Proposition 3.7.6∣∣x˙1 − x˙0∣∣ (5.3.18)
= |σm,n|
∣∣sm,n([x1 + rm,n(z1)]− [x0 + rm,n(z0)]) + tm,n(y1 − y0)∣∣
Applying Proposition 3.3.5 we then get∣∣y¨1 − y¨0∣∣ = ∣∣x˙1 − x˙0∣∣ (5.3.19)
= |σm,n|
∣∣sm,n([x1 + rm,n(z1)]− [x0 + rm,n(z0)]) + tm,n(y1 − y0)∣∣ .
Then again applying Proposition 3.7.6 we have∣∣∣...y 1 − ...y 0∣∣∣ (5.3.20)
= |σ0,m−1| |σm,n|
∣∣sm,n([x1 + rm,n(z1)]− [x0 + rm,n(z0)]) + tm,n(y1 − y0)∣∣ .








|. It follows from
Properties (A-3) that
2Cρn−m >





















































)∣∣∣∣∣ < 4Cκ4 ρn−m. (5.3.24)









































































or possibly both. Now by Proposition 3.7.6 there are constants C′, C′′, C′′′ > 0
such that
|σ0,m−1| > C
′σm, |σm,n| > C
′′σn−m, |sm,n| > C
′′′σn−m. (5.3.28)
This, together with Property (A-3), equality (5.3.20) and the estimate in the





















We distill these three results into the following.
Proposition 5.3.6. For any w, w˜ ∈ W ∗ well chosen there exist constants
C0, C1 > 0, depending upon υ and Ω only, such that given F ∈ A the following

































































is true. However Corollary 5.3.3 implies bp
m
and σn−m are comparable. Hence
the result follows.
Remark 5.3.7. Observe these bounds have no dependence upon n, the height at
which the overlapping boxes ‘originate’. This suggests that only the overlapping
distorts the geometry and not that they are close to the tip, τm, of Fm, which
is a crucial part of our estimate.
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5.4 A Condition for Horizontal Overlap
Now we wish to show that this horizontal overlapping behaviour occurs suffi-
ciently often. Recall that in the previous section we fixed well chosen words























∗ , z˜ ∈ O
w˜
∗ there exist constants 0 < A0 < A1, depending upon υ and













Proof. Let z0 = (x0, y0) = z0n+1, z
1 = (x1, y1) = z1n+1 and z˜ = (x˜, y˜) = z˜
0
n+1.
As we will take m,n to be fixed integers for notational simplicity we also denote
σm,n, rm,n, sm,n, tm,n,Υm and cm by σ, r, s, t,Υ and c respectively. We will still





m horizontally overlap if x˙
0 < ˙˜x < x˙1 or, equivalently,
0 < ˙˜x0 − x˙0 < x˙1 − x˙0. (5.4.2)
For i = 0, 1, Proposition 3.7.6 implies that
x˙i = σ(s[xi + r(zi)] + tyi), ˙˜x = σ(s[x˜+ r(z˜)] + ty˜), (5.4.3)
and therefore


































By Property (A-5), there is a constant C > 0 such that
2Cσsρn−m >



















































































































Our initial hypotheses imply σ, s > 0, and by Property (A-1) we know y˜−y > 0,































































































then (5.4.2) is satisfied and so there is horizontal overlap. Now let us show that
there exists constants 0 < A0 < A1 such that (5.4.1) implies inequalities (5.4.12)











implies (5.4.12). By Property (5.2.5),∣∣∣∣ ts
∣∣∣∣ < abpmσn−m + δ3 (5.4.15)















Combining these gives us ∣∣∣∣ ts
∣∣∣∣ < Υ (z˜, z0)− δ3 . (5.4.17)
By Property (A-6) and Property (A-2) we know 8Cρ
n−m
κ2
< δ3 . Hence∣∣∣∣ ts
∣∣∣∣ < Υ (z˜, z0)− 8Cρn−mκ2 . (5.4.18)
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Finally recall that t/s < 0, so multiplying by −1 and reversing the above in-





































































































































) < ∣∣∣∣ ts
∣∣∣∣ . (5.4.23)














∣∣∣∣ (1− κ12 )− 8Cρn−mκ2 . (5.4.24)













































which, by moving the error term to the right of the inequality sign, gives us







































The interval [A0, A1] is well defined by Property (A-5.2.5). Then inequal-
ity (5.4.1) implies, since a > 0, together with (5.4.14) and (5.4.19) that inequal-
ities (5.4.12) and inequality (5.4.13) hold and therefore the boxes overlap.
5.5 Construction of the Full Measure Set
We will now prove the following result which will show that set of parameters
satisfying our overlap condition is large.
Theorem 5.5.1. Given any 0 < A0 < A1, 0 < σ < 1 and any p ≥ 2 the set of






is a dense Gδ set with full Lebesgue measure.
Remark 5.5.2. We note that this result is purely analytical; it has no dynamical
content and as such is quite separate from the other sections.
We introduce the following notation, setting
d = n−m; δ = δ(m) = 1/pm; αi = logAi/ logσ = logσ Ai. (5.5.2)







The following two lemmas are an easy calculation and are left to the reader.




(ii) If Id+1,δ, Id,δ are disjoint then Id+1,δ lies to the left of Id,δ.
(iii) If Id′,δ′ , Id,δ are disjoint and Id′,δ′ lies to the left of Id,δ then





Remark 5.5.4. In the proof of Proposition 5.5.9 we will see there is a dichotomy:
either, for a fixed δ > 0, Id,δ, Id+1,δ are always disjoint or they always intersect,
for all d > 0, and moreover if property holds for one δ then it also holds for
every choice of δ. This depends on whether A1σ < A0 holds or not.
Lemma 5.5.5. Let Id,δ, Id′,δ′ , Id′′,δ′′ be pairwise disjoint and assume Id′,δ′ lies




(d′ + α1)− α0 (5.5.4)




(d+ α0)− α1. (5.5.5)
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Lemma 5.5.6. Suppose Id,δ, Id′,δ′ are disjoint and Id′,δ′ lies to the left of Id,δ.
Let 0 < δ′′ < min(δ, δ′). Let d′′min ≤ d
′′ ≤ d′′max be the range of all d
′′ for which
























Consequently, Lemma 5.5.3 and the summation formula for geometric series
implies the result.
Remark 5.5.7. By Lemma 5.5.5 we know that d′′max and d
′′









(d+ α0)− α1⌉. (5.5.8)
Lemma 5.5.8. Assume σA1 < A0. Then there exists a constant 0 < L ≤ 1
such that the following holds: choose any admissable δ, δ′, d, d′ > 0 such that
Id,δ, and Id′,δ′ are disjoint and Id′,δ′ lies to the left of Id,δ. Then there exists a
δ¯ < δ, δ′ such that for any admissable 0 < δ′′ = δ(m′′) < δ¯,




Moreover we can take L = 14
∣∣∣ 1log σ ∣∣∣ (1− A0A1) ≤ 1.
Proof. First observe that


























We wish to approximate this last quantity. By Lemma 5.5.5 we know that
δ(d+ α0)− α1δ
′′ < d′′minδ
′′ < δ(d+ α0)− α1δ
′′ + δ′′ (5.5.12)
and













































We also know, by the Mean Value Theorem and the concavity of x 7→ xδ for













































































δ′d′ and δ′ for P,Q


















































Therefore, if we let δ¯ = mini=0,1 δi, inequalities (5.5.19) and (5.5.21) tell us that
























Therefore by inequality (5.5.16) the Proposition follows.
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Proposition 5.5.9. There exists a dense Gδ subset of [0, b0] with full relative
Lebesgue measure such that each point lies in infinitely many Id,δ.




















that is, the right endpoint of Id+1,δ lies to the right of the left endpoint of
Id,δ. Therefore Id+1,δ and Id,δ overlap for all d, δ > 0. Hence for each point
x ∈ (0, b0] and any admissible δ > 0 there exists an integer d = d(x, δ) > 0 such
that x ∈ Id(x,δ),δ. Therefore x lies in infinitely many Id,δ and clearly (0, b0] is a
dense Gδ with full relative Lebesgue measure in [0, b0].
The second case is when A1σ < A0. Then observe that Id+1,δ and Id,δ will










denote the corresponding gap. The idea is to construct an infinite sequence of
full measure sets, each a countable union of intervals Id,δ. We do this by the
following inductive process. For a given δ we take the union of all Id,δ, this
gives us gaps which we fill with Id′,δ′ , which leads to further gaps and so on.
We can fill these gaps by a definite amount each time by Lemma 5.5.8. Hence
the resulting set will have full Lebesgue measure.
Now let us proceed with the proof. First let us introduce the following
notation. Given a union T ⊂ [0, b0] of disjoint intervals we will denote by Tδ the
union of all Jd,δ strictly contained in T . We will use the notation Tδ,δ′ = (Tδ)δ′ ,
Tδ,δ′δ′′ = (Tδ,δ′)δ′′ , and so on. We will denote the complement of Tδ,δ′,... by
Sδ,δ′,....
Let 0 < b1 < b0. We will show that there is a dense Gδ subset of full relative
Lebesgue measure in [b1, b0] with the required properties and then send b1 to
zero. Therefore let T = [b1, b0]. Let ∆ = {δ(m)}m∈N denote the set of all
admissible δ’s ordered decreasingly. Let us construct an infinite subset ∆0 of ∆
with infinite complement as follows. First choose δ
(0)
0 to be arbitrary. Assume
∆
(n)
0 = {δ0, . . . , δ
(n)} is given. Then Lemma 5.5.8 tells us there is a δ > 0 such








∣∣∣ < (1− L0) ∣∣∣Tδ0,...,δ(n)0 ∣∣∣ . (5.5.25)
where L0 is the contraction constant given by the same Lemma. We may do




. It is clear that by this
process we can choose the ∆
(n)
0 such that their limit ∆0 has complement with






∣∣∣ < (1− L0)n+1 |T | , (5.5.26)
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so the limiting set T0 will have zero measure since 0 < L0 < 1. Hence its com-
plement, S0, which is a dense countable union of open intervals by construction,
will have full relative Lebesgue measure.
Now assume we are given pairwise disjoint subsets ∆0, . . . ,∆N ⊂ ∆ whose
union has infinite cardinality and we have the subsets T0, . . . TN ⊂ T . Construct
∆N+1 = {δ
(n)






∣∣∣ < (1− L0) ∣∣∣TδN+1,...,δ(n)N+1∣∣∣ (5.5.27)
for all n > 0 and such that the union of ∆0, . . . ,∆N ,∆N+1 has complement
with infinite cardinality. We can do this by the same argument as in the pre-





has zero measure and its complement SN+1 is a dense
countable union of open intervals with full relative Lebesgue measure. There-
fore we construct a sequence of subsets S0, . . . , Sn, . . . ⊂ T which are dense
countable unions of open intervals with full relative Lebesgue measure, imply-
ing their common intersection S =
⋃
n≥0 Sn is a dense Gδ with full relative
Lebesgue measure.
Now let us show that any x ∈ S is contained in infinitely many Id,δ’s. For
each n ≥ 0, x is contained Sn. But Sn is the union of Id,δ’s with δ ∈ ∆n and so
x lies in one of these. Since the ∆n are pairwise disjoint, if x ∈ Idn,δn ∩ Idm,δm
for δn ∈ ∆n, δm ∈ ∆m,m 6= n then δn 6= δm. Hence x is contained in infinitely
many Id,δ’s.
5.6 Proof of the Main Theorem
All the result so far have been for individual maps F ∈ IΩ,υ(ε¯0). We will need
the following lemma to make these statements about single maps applicable to
one parameter families parametrised by b.
Lemma 5.6.1. Let Fb ∈ IΩ,υ(ε¯0) be a one-parameter family parametrised by the
average Jacobian b = b(Fb) ∈ [0, b0). Then there is an N > 0 and 0 < b1 < b0
such that RNFb ∈ A for all b ∈ [0, b1].
Proof. The set A is an open neighbourhood of F∗ in the closure ofHΩ. We know
that dist (RnFb, F∗) < ρn dist (Fb, F∗), where dist denotes the adapted metric.
Therefore there is an N > 0 such that RnFb ∈ A for all integers n > N .
We are now in a position to prove the main theorem of this chapter.
Theorem 5.6.2. Let Fb be a one-parameter family, parametrised by the average
Jacobian b = b(Fb) ∈ [0, b0), of infinitely renormalisable He´non-like maps. Then
there is a subinterval [0, b1] ⊂ [0, b0) for which there exists a dense Gδ-subset
S ⊂ [0, b1) with full relative Lebesgue measure such that the Cantor set O(b) =
O(Fb) has unbounded geometry for all b ∈ S.
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Proof. By Lemma 5.6.1 there is an integer N > 0 and a b1 > 0 such that
RnFb ∈ A for all n > N, b ∈ [0, b1]. Let F˜b = RNFb.
Proposition 5.4.1 implies if F˜b ∈ A then for every b satisfying inequal-
ity (5.4.1), F˜b has property Horw,w˜(m,n). By Theorem 5.5.1 the set, S˜, of
parameters b for which Horw,w˜(m,n) is satisfied for infinitely many m,n has
full Lebesgue measure. But then by Proposition 5.3.6 if b lies in this set then
F˜b has unbounded geometry.
Now we retrieve the statement for Fb as follows. First observe that map-
ping O(F˜b) under Ψ0,N (Fb) we get a subset of O(Fb). The maps Ψ0,N (Fb)
have bounded distortion by Proposition 3.7.6. Hence if O(F˜b) has unbounded
geometry so will O(Fb). Secondly we need to show
S ⊂
{
b : O(F˜b) has unbounded geometry
}
(5.6.1)
is a dense Gδ with full relative Lebesgue measure. This follows as b(F˜b) = b
pN ,
but b 7→ bp
N
preserves these properties, so by comparability and injectivity the
map b(Fb) 7→ b(F˜b) must also preserve these properties. Since S˜ is a dense Gδ
with full relative Lebesgue measure S must also.
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