In this paper, we aim at solving the multi-domain image-to-image translation problem by a single GAN-based model in an unsupervised manner. In the field of image-to-image translation, most previous works mainly focus on adopting a generative adversarial network, which contains three parts, i.e., encoder, decoder and discriminator. These three parts are trained to give the encoder and the decoder together as a translator. However, the discriminator that occupies a lot of parameters is abandoned after the training process, which is wasteful of computation and memory. To handle this problem, we integrate the discriminator and the encoder of the traditional framework into a single network, where the decoder in our framework translates the information encoded by the discriminator to the target image. As a result, our framework only contains two parts, i.e., decoder and discriminator, which effectively reduces the number of the parameters of the network and achieves more effective training. Then, we expand the traditional binary-class discriminator to the multi-classes discriminator, which solves the multi-domain image-to-image translation problem in traditional settings. At last, we propose the label encoder to transform the label vector to high-dimension representation automatically rather than designing a one-hot vector manually. We performed extensive experiments on many image-to-image translation tasks including style transfer, season transfer, face hallucination, etc. A unified model was trained to translate images sampled from 14 considerable different domains and the comparisons to several recently-proposed approaches demonstrate the superiority and novelty of our framework.
Introduction
The automatic image-to-image translation problem was defined as translating the input image into the corresponding output image by giving sufficient training data [1] . A lot of researches on this field were conducted after the introduction of generative adversarial networks (GAN) [2] . Isola et al. [1] proposed a general-purpose image-to-image translation model in a supervised manner by using conditional adversarial networks (CGAN) [3] . CycleGAN [4] , DualGAN [5] and DiscoGAN [6] translated images in an unsupervised manner by training two GANs. However, aforementioned researches focus on two-domain image-to-image translation, where one model only translates one domain to the other domain. When there are multiple domains, these approaches are limited and inconvenient, since every pair of image domains requires a model to be built independently.
As a scalable approach, StarGAN [7] used a single model containing one encoder, one decoder and one discriminator to translate multi-domain facial images in an unsupervised manner. In principle, the classification loss and the adversarial loss in StarGAN force the generated images to fall inside the target domain. StarGAN performs well on the task of face attribute modification, where all the domains were slight shifts in high-dimension representation. However, this method shows poor performance towards general translations such as style transfer in experiments. The problem of general multi-domain image-to-image translation remains unsolved by a single and simple model.
On the other hand, most of the GAN-based image-to-image translation models [1, [4] [5] [6] [7] [8] adopt the Encoder-Decoder-Discriminator (E-D-D) architecture ( Fig.1(a) ), where the discriminator has only one function that distinguishes if the input is real or fake in the training procedure. In the testing step, the discriminator is abandoned, which means that a encoder and a decoder are gained by training three networks. Moreover, the discriminator usually occupies most of the parameters of the E-D-D network. For example, StarGAN (128×128 image translation) has 53.2 million parameters and the discriminator takes up about 44 million parameters. To address the problems mentioned above, we first propose a new Decoder-Discriminator (D-D) architecture ( Fig.1(b) ). As the encoder in the traditional framework has similar architecture with the discriminator, in our framework, the encoder is removed and the discriminator also serves as the encoder to allow the decoder to translate the information encoded by the discriminator. We then propose the multi-classes adversarial discriminator to solve the general multi-domain translation problems. To be specific, the real images are classified in multiple domains X i , i = 1, 2, 3, · · · , N −1, where N is the number of domains. In contrast to the discriminator in the vanilla GAN which outputs a number to determine if the input is real, our proposed multi-classes discriminator outputs a vector d, a 1 × N vector. d(i) is the i th element of d, which is defined to tell if the input is real X i . The multi-classes adversarial discriminator can be considered as N binary discriminators sharing most of weights and the i th discriminator is responsible to tell if the input is real X i .
Finally, we propose a small encoder network to encode the label vector to high-dimension label vector. As we suppose the label information has the same importance with the encoded image information, the label vector has to be a high-dimension vector/matrix like the encoded image vector/matrix. Unlike that CGAN and StarGAN design the high-dimension label vector manually, our solution aims at training a two-layer auto-encoder to encode the 1 × N label vector, where N is the number of domains. Figure 2 : Our proposed framework. E is the label encoder and '⊕' means concatenation. The output of discriminator is a vector rather than a number. The decoder translates the feature maps of the discriminator and the encoded label information to the image.
To verify our proposed approaches, we performed extensive experiments on many datasets. Qualitative results are achieved by our framework and reasonable comparisons to several recently-proposed approaches illustrate the superiority of our method. Note that all our results in this paper are generated by a single model, which is trained by feeding multiple datasets.
Overall, our framework summarizing the D-D architecture, the multi-classes discriminator and the label encoder is illustrated in Fig.2 . Our contributions are concluded as follows:
• We substitute the encoder by the discriminator to encode the input image, which is a novel way to extend the discriminator of GAN to do the work of encoding. To the best of our knowledge, this method is first proposed in the field of GAN and performs very well in our experiments.
• We propose the multi-classes discriminator that allows our framework to solve the general multi-domain translation problem.
• We encode the low-dimension domain label vector to the high-dimension label vector automatically by a small label encoder network, which ease the workload by avoiding the manually designed high-dimension vector.
Related Work
Generative Adversarial Networks [2, 9] have been widely used in many computer vision tasks including image generation [9] [10] [11] [12] , super-resolution [13] and image-to-image translation [1, [4] [5] [6] [7] [8] .
The discriminator of GAN learns to distinguish if the input samples are real or fake, which is called binary discriminator in this paper. The generator is trained to translate the inputs to fake images to fool the discriminator. As most of computer vision tasks can be considered as translations, training a generator as a translator by giving prepared data and optimizing the GAN loss is a general solution to these problems. In our framework, we use the adversarial loss to train the generator to produce target-domain images as realistic as possible.
Conditional GANs (CGAN) are proposed to generate samples by giving conditional information.
As a conditional version of GAN, CGAN simply feeds the data and its corresponding condition information to both the generator and the discriminator. The discriminator in CGAN is responsible to distinguish if the sample is paired with the condition information. The generator learns to generate corresponding samples when given certain conditions. MAD-GAN [14] proposes that the discriminator outputs a vector rather than a number to distinguish if the sample is real and identify the generator that the fake sample comes from. MAD-GAN can also be regarded as a conditional version of GAN, which uses the condition to train the discriminator to identify the generator, rather than feeding the condition information and the data to the discriminator directly. The discriminator of MAD-GAN shares some similar ideas with our proposed multi-classes discriminator. The difference is that the discriminator in our framework outputs a vector that distinguishes if the input is real and identifies the domain of the input.
Adversarial Auto-Encoder (AAE) [15] uses the adversarial training method to match the distribution of the encoded code with the arbitrary prior distribution in the latent space. By training the generator to map the prior distribution to the data distribution, AAE can be applied in many tasks such as dimensionality deduction, clustering and data visualization. The architecture of our framework seems similar to AAE, but the training process and the principle are totally different. The discriminator in our framework also serves as the encoder with the main role to match the generated data distribution with the target data distribution.
Image-to-Image Translation is a crucial sub-field of computer vision, since a lot of tasks of computer vision can be classified as image-to-image translation problems such as super-resolution [13] (lowresolution to high-resolution), style transfer [16] (photo to artistic style), face hallucination [17] (face photo/sketch to sketch/photo) and so on. pix2pix [1] introduced a conditional adversarial networks-based framework as a general-purpose solution to image-to-image translation problem in a supervised manner. As pix2pix needs paired data, researchers proposed unsupervised image-to-image translation frameworks [4, 8] that are trained by unpaired data. CycleGAN, DualGAN and DiscoGAN train two GANs to learn the translation mappings between two domains by utilizing cycle consistency loss [4] . StarGAN made an impressive step in the field of multi-domain translations by using a single model to learns all the translation mappings among multiple face attributes.
The Proposed Methods
Our goal is to train one decoder and one discriminator to implicitly match the mapping functions among all the image domains. Before training the discriminator and decoder, we train the label encoder E to transform the low-dimension target label to high-dimension representation, which is demonstrated in Sec.3.1. Then, we suppose a set of images sampled from X i , i = 0, 1, 2, · · · , N − 1, where N is the number of domains. We denote the data distribution x i P data (X i ). Fig.3 shows the training process of translation X j → X i . In every iteration, the discriminator is first trained to encode the input and distinguish if the input is real X i . Then, the decoder is trained to fool the discriminator by feeding the encoded information of the input image and the target label information. The objective function for training the discriminator and the decoder contains two terms: the multiclasses adversarial loss for forcing the generated samples to be in the target domain; and reconstruction loss for conserving the content and structure information from input images to generated images. Figure 3 : The training process of X j → X i . E is the label encoder network illustrated in Sec.3.1 and ' ' means calculating the L1 distance of the two inputs. (a) Discriminator learns to distinguish real X i and fake X i . The input of Decoder is the feature maps of Discriminator and the encoded label vector of c i . The i th element of the adversarial vector d is responsible for distinguishing real X i and fake X i . We only optimize Discriminator in this step. (b) Decoder learns to translate the encoded information of X j to X i by giving the label vector of c i . Decoder tries to fool the Discriminator to make fake X i indistinguishable with real X i . Then Decoder learns to translate the encoded information of fake X i to fake X j by giving the encoded label vector of c j . The L1 distance between real X j and fake X j is the reconstruction loss. We only optimize Decoder in this step.
Label Encoder Network
CGAN used one-hot vector to present the condition information, where the vector is designed manually. StarGAN utilized the mask vector method to conclude the label information of multiple datasets. Both of them used binary codes to encode the condition information, which is insufficient when the number of domains is increased significantly. In our framework, before training the decoder and the discriminator, we train a two-layer auto-encoder to obtain the label encoder network to encode the low-dimension label vector to high-dimension vector. The details of the label encoder network are shown in Appendix (Sec.7.3 ).
As we assume that the target label information has the same importance as the input image, the high-dimension label vector has the same dimension as the encoded image vector. N is the number of domains and c is a 1 × N vector.
where i = 0, 1, 2, · · · , N − 1. Eq.(1) gives the target label vector of the j th domain. The label encoder network is denoted as E(·). C j = E(c j ).
(2)
C j has the same dimension as the encoded image vector. We concatenate the encoded target label vector C j and the encoded image vector as the input of the first layer of the decoder. The label encoder network and the decoder are considered as one network, which is the generator in our framework.
Combining the encoder and discriminator
In the vanilla GAN framework, the discriminator plays a role of 'teacher' that distinguishes if the input is real. Most models of image-to-image translations use the adversarial loss to generate more realistic images after the introduction of CGAN and DCGAN [12] , where the generator and the discriminator are deep convolutional neural networks. As far as we are concerned, the discriminator in most models conducts similar kinds of works as the encoder and the two networks usually have similar architectures, which are deep convolutional neural networks. Inspired by this, in our framework, we remove the encoder and make the discriminator do its parts. The feature maps of the discriminator are regarded as the encoded information of the input image, which becomes the input of the decoder. We define that the decoder and the label encoder in our framework are the generator G and the discriminator is denoted as D. We then denote the feature maps of the discriminator as D en (x i ) by feeding the image sampled from the distribution x i . G(D en (x i ), c j ) is the translated image by feeding D en (x i ) under the condition of the target label c j .
Multi-Classes Adversarial Loss
We use the adversarial loss to train the model to generate images indistinguishable from real targetdomain images. In terms of multi-domain translation, the initial GAN loss is not suitable because the discriminator only classifies the inputs as real or fake. To address this problem, we propose multi-classes adversarial loss:
where D adv (·)(i) is the i th element of the adversarial vector shown in Fig.3 , which is responsible to distinguish if the input image is real X i . The discriminator is trained by maximizing this objective function and the generator is trained by minimizing it. It is important that the discriminator is fixed when training the generator.
Reconstruction Loss
Minimizing the adversarial loss enables the generator to output realistic target-domain images. However, the content and structure information of the input image cannot be conserved to the output. To address this problem, the reconstruction loss is applied to the generator.
where D en (G(D en (x i ), c j )) is the encoded information of the translated image. G translates it back to the i-domain image, G(D en (G(D en (x i ), c j )), c i ). Then the L1 distance between the initial input image and the reconstructed image is defined as reconstruction loss.
Full Object
The full objective function of G and D is written as:
where i donates that the generator translates the input to the i th domain. λ rec is the hyper-parameter that controls the influence of the reconstruction loss to the full object function. λ rec is 100 in all our experiments.
Implementation
Network Architecture. We adopt U-Net [18] as the basic architecture. The input images are first down-sampled by 6 stride-2 convolutions for 128×128 images. The feature maps and the encoded target label vector are regarded as the input of the decoder which consists of 6 fractionally strided convolutions with stride 1/2. Then, one stride-2 convolution layer processes the encoded vector of the input image to the adversarial vector.
Training Details. We performed experiments on 8 datasets that consist of 14 considerable different domains. The training images conclude: 1096 aerial maps and 1096 aerial photographs from Google Maps [1] ; 2975 cityscape semantic label images and 2975 cityscape photos from the Cityscapes training set [19] ; 400 architecture labels and 400 architecture photos from [20] ; 1273 summer photos and 854 winter photos from [4] ; 401 paintings of Van Gogh, 1074 paintings of Monet, 584 paintings of Cezanne and 6853 photographs from [4] ; 88 face photos and 88 face sketches from CUHK Students dataset [21] .
We randomly chose the pairs of domains to train the model in every epoch. The model was trained with 200 × N epochs, where N is the number of domains. We use Adam Solver [22] with β1 = 0.5 and β2 = 0.999 and the batch size is 4 in all our experiments. The learning rate is 0.0002 in the first half of training procedure. Then it linearly decays to 0 in the next half. Please see the Appendix (Sec.7) for more details of network architectures and training details.
Experiments
In this section, we compare our method with baseline models including pix2pix, CycleGAN and StarGAN on multiple translations by conducting an user study. The results of our model are qualitatively and quantitatively close to CycleGAN and much better than StarGAN, which domenstates that our proposed framework can be a general-purpose method for multi-domain image-to-image translations. Then, we demonstrate the superiority of our method by analyzing the results generated by our model and comparing the number of parameters with baseline models. Qualitative and quantitative comparisons are illustrated in Sec.5.2.
Baseline Models
We compare our results with several relative baseline models. pix2pix is a general-purpose twodomain image-to-image translation model in a supervised manner and CycleGAN is a typical model in an unsupervised manner. We compare our model to pix2pix and CycleGAN to demonstrate that our method is able to translate images between considerable different domains. We also compare our model to StarGAN to illustrate that our framework is a general-purpose method in the field of multi-domain image-to-image translation.
pix2pix has a similar architecture with our framework except the encoder. pix2pix optimizes the reconstruction loss ||y − G XY (x)|| 1 and the adversarial loss to train the model. As pix2pix is trained on paired data, we suppose that the results of pix2pix have the upper-bound quality. Comparing our results to pix2pix is for illustrating that how close we can reach that.
CycleGAN learns two generators to find the mappings between two domains X and Y . CycleGAN applies cycle consistency loss ||x − G Y X (G XY (x))|| 1 and ||y − G XY (G Y X (y))|| 1 to force the generated images to keep the content and structure information of inputs. Meanwhile, the adversarial losses for both GANs are used to train the generator to generate images as realistic as possible.
StarGAN utilizes one discriminator, one encoder and one decoder to learn the mappings between multiple domains. By minimizing the classification loss and the adversarial loss, the outputs of the generator are constrained into the target domains. The cycle consistency loss in StarGAN has the similar form as CycleGAN.
Experimental Results
We first train pix2pix and CycleGAN multiple times by feeding different datasets. Then, we train our proposed model and StarGAN as unified models, where a single model handles all tasks. StarGAN was trained on 6 domains and our model was trained on 14 domains. All models are trained to translate 128×128 images.
Qualitative Evaluation
In Fig.4 , we compare our results with pix2pix, CycleGAN and StarGAN. Qualitatively, the results of our model have a small gap to supervised mehtod, pix2pix. However, the results of our method have similar visual quality comparing with CycleGAN, but we only need a single model to handle these tasks. As the figure shows, facade labels photos, cityscape labels photos and aerial maps photos are considerable different. StarGAN fails to translate facades photo labels and cityscape labels photos and has poor performance in other tasks. Comparing to StarGAN, we successfully translate all tasks by the unified model. Figure 4 : The comparisons between our model with the baseline models. From up to down: facade labels photos, cityscape labels photos and aerial maps photos As we randomly crop the training data to 128×128 to train the model, our model is able to generate high-resolution images (512×512). We run our model convolutionally on the 512×512 aerial maps at test time. Fig.5 shows the high-resolution images generated by our model. Figure 5 : The high-resolution images generated by our model.
We train a single model to learn the mappings between 14 domains. Fig.6 and Fig.7 
Quantitative Evaluation
For quantitative evaluations, we performed a user study to assess the quality of the translation between facade labels and photos. In the survey, the users were instructed to choose the best generated image of the input image based on perceptual realism and the consistency of content and structure. In each question, we gave a pair of images of the translation task as a example to the user. One question had three options, which were three images generated by CycleGAN, StarGAN and our model. We asked the user which option was the best translated image by giving the input image. Moreover, there were a few logical questions for validating human effort. 
Conclusion and Future Work
In this paper, we proposed the Decoder-Discriminator architecture that is a novel architecture for image-to-image translation. To solve the multi-domain image-to-image translation problem, we proposed the multi-classes discriminator that is capable of matching the generated distributions to the target distributions. In addition, the label encoder was proposed to encode the label vector automatically by training the two-layer auto-encoder network. Overall, a unified model successfully complete multiple translations including style transfer, season transfer, face hallucination, etc.
In principle, our proposed framework is competent to translate much more tasks with a unified model. Training a more general model and improving the quality of generated images will be our future work.
Appendix

Network Architecture
The network architectures for 128×128-image translation are listed below in Table 2 and Table 3 .
We use batch normalization [23] in all layers of the discriminator except the first layer and the output layer. Leaky ReLU [24] with a negative scope of 0.2 is used in all layers of the discriminator except the output layer. For the architecture of the decoder, we use batch normalization and ReLU [25] in all layers except the last layer, where we use Tanh function. 
Label Encoder Network
Before training the discriminator and the decoder, we first train the two-layer auto-encoder to obtain the label encoder network. The loss function of the two-layer auto-encoder is:
Where c j is the label vector of the j th domain. AE(·) is the output of the two-layer auto-encoder.
The architecture of the two-layer auto-encoder is listed in Table 5 . Batch normalization is used in both layers. For the label encoder, ReLU is used. Leaky ReLU with a negative scope of 0.2 is used in the label decoder. We train the auto-encoder for 200, 000 epochs in our experiments, which takes about 10 minutes. The learning rate is 0.01 in the first half of training procedure and it linearly decays to 0 in the next half. When training the decoder and the discriminator, we use the label encoder as a pre-trained and fixed network.
