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Abstract. In this article we continue our study of higher Sobolev regularity
of flexible convex integration solutions to differential inclusions arising from
applications in materials sciences. We present a general framework yielding
higher Sobolev regularity for Dirichlet problems with affine data in int(Klc).
This allows us to simultaneously deal with linear and nonlinear differential
inclusion problems. We show that the derived higher integrability and differ-
entiability exponent has a lower bound, which is independent of the position
of the Dirichlet boundary data in int(Klc). As applications we discuss the
regularity of weak isometric immersions in two and three dimensions as well
as the differential inclusion problem for the geometrically linear hexagonal-
to-rhombic and the cubic-to-orthorhombic phase transformations occurring in
shape memory alloys.
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1. Introduction
In this article, we continue our investigation of higher regularity properties of
convex integration solutions, which was started in [RZZ16]. We hence analyse reg-
ularity properties on a Sobolev scale of solutions to m-well problems, which are
motivated by materials sciences, in particular by shape-memory alloys.
Shape-memory alloys are materials which undergo a first order diffusionless solid-
solid phase transformation in which the underlying crystalline lattice loses some of
its symmetries. Here, in general, the austenite, which is the high temperature
phase, has many symmetries, whiles the low temperature phase, the martensite,
loses some of these. As a consequence of this loss of symmetry several variants of
martensite coexist at temperatures below the critical transformation temperature
θc.
A.R. acknowledges a Junior Research Fellowship at Christ Church. B.Z. acknowledges support
from the DFG through CRC 1060 “The mathematics of emergent effects”.
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Often these materials are modelled in the framework of the phenomenological
theory of martensite [BJ89], which adopts a variational point of view. Here energy
functionals of the type
E(∇u, θ) :=
ˆ
Ω
W (∇u, θ)dx(1)
are minimized (e.g. subject to certain boundary conditions), where Ω ⊂ R3 corre-
sponds to the reference configuration (which is often chosen to be the undeformed
austenite configuration at a fixed temperature), u : Ω→ R3 denotes the deformation
(and ∇u the associated deformation gradient) and θ : Ω → R is the temperature.
The stored energy function W reflects the symmetry properties of the material
under consideration. In particular, at high temperatures, it has a single energy
minimum corresponding to the austenite phase, while at low temperatures it has
various energetically equivalent minima corresponding to the variants of marten-
site. As the energies have to be invariant with respect to the material symmetries
and in addition have to satisfy the requirement of frame indifference, the minimiza-
tion of energies as in (1) in general leads to very complex non-quasiconvex problems.
Hence instead of analysing (1), we in the sequel fix a temperature θ < θc and
consider only exactly stress-free deformations u, i.e. deformations such that
∇u(x) ∈ K for a.e. x ∈ Ω,
where K = K(θ) denotes the absolute minima of W at temperature θ. In the
setting of transformations in shape-memory alloys this leads to an m-well problem
∇u(x) ∈
m⋃
j=1
SO(3)Uj for a.e. x ∈ Ω,(2)
where Uj = U
t
j are positive definite matrices modelling the variants of martensite.
The SO(3)-invariance is a result of frame indifference.
Due to the nonlinear structure of SO(3), it is often convenient to carry out a
further simplification step and to linearise the problem around the identity. This
then leads to a geometrically linearised m-well problem for the displacement, which
reads
∇u ∈ {e(1), . . . , e(m)}+ Skew(3)(3)
for e(1), . . . , e(m) ∈ R3×3sym. Here due to its linear structure, it is often easier to han-
dle Skew(3) invariance (which is the linearisation of SO(3)) than to work with the
full SO(3) symmetry.
Considering the Dirichlet problem for the differential inclusions (2), (3) within
a suitable class of (for instance) affine boundary conditions results in interesting
behaviour: If the matrix space geometry of the set K is suitable (in the sense that
the lamination or rank-one convex hulls Klc or Krc are sufficiently large), it can
be shown by means of convex integration [MSˇ99] or the Baire category approach
[DM12] that there is a very large set of solutions with very strong non-uniqueness
properties. In a Baire category sense, the solution set is residual in a suitable
topology (for instance in the space W 1,∞ equipped with the L∞ topology). In this
sense the differential inclusions are very flexible.
Since the inclusion problems (2), (3) however have physical origins, it is a natural
question whether all of these solutions are really the physically significant ones
or whether they are only mathematical artefacts. In this context, it is known for
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specific problems [DM95b, Kir03, Ru¨l16], that for certain inclusion problems surface
energy constraints, which mathematically correspond to regularity assumptions on
∇u rule out many of these multiple “wild” solutions and the problems (2), (3)
become very rigid. In fact only very few solutions exist for the problems studied
in [DM95b, DM95a, Kir03, Ru¨l16] under BV (or BV type) constraints on ∇u.
Hence, a strong dichotomy between the rigid (for ∇u ∈ BV ) and the flexible (for
∇u ∈ L∞) behaviour is present.
In this article we seek to study the described dichotomy further by investigating
the regularity properties of convex integration solutions, showing that the flexible
regime also exists on a Sobolev W s,p scale beyond the mere ∇u ∈ L∞ bounds.
This approach can be viewed complementary to the studies of rigidity of laminates
or branching structures, or to quantitative rigidity estimates [CO12, CO09, CC10,
JL13, Sim17].
1.1. The main result. In studying higher Sobolev regularity properties in the
flexible regime, we simultaneously consider both geometrically linearised and non-
linear m-well problems, if their underlying matrix space geometries are sufficiently
“simple”, thus allowing us to focus on the analytical aspects of the problem. In
this context we are in particular interested in the following three model problems:
(a) Weak isometric immersions. We consider the inclusion problem
∇u(x) ∈ O(n) a.e. in Ω,
where n ∈ {2, 3} and Ω ⊂ Rn is an open, bounded Lipschitz set. Here
Liouville’s theorem ensures that solutions with C1 regularity are rigid, while
classical results of Gromov prove the flexibility of the differential inclusion
for ∇u ∈ L∞ [Gro73, DM12, MSˇ99, KSSJ15, SJ12]. If, however,
– n = 2,
– or if n = 3 and additionally zero Dirichlet data are assumed,
stronger results are available: An “origami” convex integration scheme
due to Dacorogna, Marcellini and Paolini [DMP08b, DMP08a, DMP08c,
DMP10] shows that it is possible to construct solutions which are in any
W s,p with s ∈ (0, 1), p ∈ [1,∞) and sp ∈ (0, 1). Hence, in these cases the
“complete” dichotomy is understood. The only obstruction ruling out flex-
ible convex integration solutions is the presence of trace estimates, which
requires “high” Sobolev regularity. This lack of rigidity can be viewed as a
consequence of the very flexible structure of K and the presence of multiple
rank-one connections.
(b) The hexagonal-to-rhombic phase transformation. The hexagonal-to-rhombic
phase transformation can be viewed as a model setting for a very flexible
differential inclusion in the context of shape-memory alloys:
∇u ∈ Kh :=
{(
1 0
0 −1
)
,
1
2
(−1 √3√
3 1
)
,
1
2
( −1 −√3
−√3 1
)}
+ Skew(2) a.e. in Ω.
Due to its flexible structure, in [RZZ16] we studied the hexagonal-to-rhombic
phase transformation as a model problem (with physical significance [KK91],
[CPL14]) and derived higher order Sobolev regularity for a class of convex
integration solutions. While the flexibility of the transformation makes it
an interesting test case to study convex integration solutions, we remark
that there is no known rigidity result complementing the flexible regime.
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(c) The cubic-to-orthorhombic phase transformation. The inclusion problem
for the cubic-to-orthorhombic transformation is given by
∇u ∈ Kco := {e(1), . . . , e(6)}+ Skew(3) a.e. in Ω,
with
e(1) :=
1 δ 0δ 1 0
0 0 −2
 , e(2) :=
 1 −δ 0−δ 1 0
0 0 −2
 , e(3) :=
1 0 δ0 −2 0
δ 0 1
 ,
e(4) :=
 1 0 −δ0 −2 0
−δ 0 1
 , e(5) :=
−2 0 00 1 δ
0 δ 1
 , e(6) :=
−2 0 00 1 −δ
0 −δ 1
 .
In addition to being a full three-dimensional inclusion (which makes the ma-
trix space geometry harder than in (ii)), the cubic-to-orthorhombic phase
transformation is a good model problem, since, due to the results in [Ru¨l16],
it is known that this transformation displays a dichotomy between rigidity
and flexibility. Hence, it is particularly interesting to study finer proper-
ties of the arising convex integration solutions to understand whether the
presence of the dichotomy gives rise to “hidden” regularity constraints for
convex integration solutions.
In the context of these model problems our main result can be formulated as
follows:
Theorem 1. Let n ∈ {2, 3} and let Ω ⊂ Rn be a bounded Lipschitz domain.
Consider
∇u ∈ K a.e. in Ω,
∇u = M in Rn \ Ω,(4)
for M ∈ int(Klc). Then, if
(a) n = 2 and K = O(2) or K = Kh,
(b) or if n = 3 and K = O(3) or K = Kco,
there exists θ0 ∈ (0, 1), which depends on n and K but not on M , such that for all
s ∈ (0, 1), p ∈ (1,∞) with 0 < sp < θ0 there exist solutions u ∈ W 1,∞loc (Rn) to (4)
with ∇u ∈W s,p(Ω).
Remark 1.1. We remark that a similar result is true on the level of the associated
characteristic functions, c.f. Proposition 4.3.
Let us comment on the result of Theorem 1:
• Theorem 1 improves the result in [RZZ16] in various directions: Firstly,
the regularity exponent sp is independent of the position of the Dirichlet
boundary data M ∈ Rn×n in int(Klc). Secondly, our argument allows us to
deal with both the linearised and the nonlinear problems simultaneously.
Thirdly, Theorem 1 extends the higher regularity result for convex integra-
tion solutions from two to three dimensions, which allows us to deal with the
particularly interesting model setting of the cubic-to-orthorhombic phase
transformation.
• The restriction in Theorem 1 to the dimensions n = 2, 3 is a consequence
of the fact that we only prove suitable covering results in two and three
dimensions (see Section 6). Although we believe that these results remain
valid in higher dimensions, we opted to avoid the associated difficulties and
to restrict our attention to the physically relevant regimes of n = 2, 3. We
stress that apart from the covering results in Section 6 all other arguments
of our analysis are valid in any dimension.
HIGHER REGULARITY OF CONVEX INTEGRATION SOLUTIONS 5
• In the case of K = O(2), or K = O(3) and zero boundary conditions,
our results are worse than the ones by Dacorogna, Marcellini and Paolini
[DMP08b, DMP08a, DMP08c, DMP10]. This is mainly due to the fact
that our building block constructions are not optimally fitted to the specific
problem at hand, but can be used for a larger class of problems. We expect
that the results of Dacorogna, Marcellini and Paolini extend to the case of
O(n) with boundary data in intconv(O(n)).
• As already noted, our estimates on the Sobolev exponents are not optimal.
Showing that in the two-dimensional case the value sp can be uniformly
chosen independently of the position in int(Klc) however is a major im-
provement with respect to [RZZ16]. We believe that in order to obtain
qualitatively improved estimates one has to exploit the finer structure of
the underlying specific problem (similarly as in the O(n) cases).
We emphasize that our overall set-up is more general than the results explained
in Theorem 1 in the sense that we show higher Sobolev regularity of solutions to
more general differential inclusions of the type (4), if they obey several structural
assumptions (A1)-(A5) which are discussed in Section 2. These assumptions are
such that they lead to a similar structure as the ones of the model problems from
Theorem 1.
1.2. Outline of the article. The remainder of the article is organized as follows:
In Section 2 we formulate a collection of assumptions (A1)-(A5). In Sections 3-4 we
show that these conditions suffice to deduce higher regularity for solutions to (4). To
this end, relying on the assumptions (A1)-(A5), we formulate and analyse a suitable
convex integration algorithm in Section 3 (Algorithm 3.1, Lemma 3.4). In Section 4
we then complement this with the suitable L1 and BV estimates (Lemmas 4.5, 4.7),
which follow from the requirements in (A1)-(A5). This allows us to conclude the
existence of higher regularity convex integration solutions in the general framework
outlined in Section 2 (Proposition 4.3, Theorem 2). In Sections 5-6, we discuss the
examples (a)-(c) from above, which satisfy the assumptions (A1)-(A5) and which
can hence be dealt with by means of the outlined quantitative convex integration
scheme. Here the presentation is split into two main parts: In Section 5 we first show
the validity of the assumptions (A1)-(A5) for specific diamond-shaped domains.
Then in Section 6 we extend this to more general domains by presenting several
covering strategies in two and three dimensions.
2. Assumptions on the Matrix Space Geometry of K
In the following we introduce a collection of assumptions which we impose on
the set K ⊂ Rn×n in order to be able to construct convex integration solutions
with higher Sobolev regularity. Here, the typical sets K which we have in mind are
given by
Kn = O(n) = SO(n) ∪ SO(n) diag(−1, 1, . . . , 1), Kl = {e(1), . . . , e(m)}+ Skew(n),
where e(i), e(j) are pairwise symmetrised rank-one connected. We note that the
connected components of K are given by orbits of suitable representatives under
the action of a group G, where G may be bounded (G = SO(n)) or unbounded
(G = Skew(n)). In this section we introduce a unified description of these and
similar settings and briefly recall fundamental notions such as lamination convexity.
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Definition 2.1. Let K ⊂ Rn×n. Then Klc :=
∞⋃
l=0
Rl(K), where R0(K) = K and
for l ≥ 1
Rl(K) := {M ∈ Rn×n : M = λA+ (1− λ)B for some λ ∈ (0, 1),
rank(A−B) = 1, A,B ∈ Rl−1(K)}
are the laminates of order at most l.
We recall that if U ⊂ Rn×n is open, then also U lc is open and that Klc ⊂
conv(K), where, in general, the inclusion is strict. In the examples in Section 5,
we however additionally also have the opposite inclusion, i.e. the convex and lam-
ination convex hulls of K coincide. This implies that in all our applications, we
will mainly concentrate on the analytical side of the convex integration scheme and
do not have to focus on an underlying complicated geometry in matrix space (for
instance when verifying the conditions (A3)-(A5) below).
As in [MSˇ99] the construction of our solutions to the differential inclusion (4)
proceeds iteratively by solving auxiliary open inclusion problems, which approx-
imate the inclusion (4) increasingly well. To this end, we use the notion of an
in-approximation (in a slightly modified version with respect to [MSˇ99]):
Definition 2.2. Let {Uk}k∈N be a sequence of open sets Uk ⊂ Rn×n. Then the
sequence is an in-approximation of K if the following conditions are satisfied:
(i) we have the inclusion Uk ⊂ U lck+1,
(ii) Uk → K in the sense that if Vk ∈ Uk and Vk → V , then V ∈ K.
We emphasize that in contrast to [MSˇ99], we do not assume that the sets Uk are
necessarily bounded. This is motivated by the desire to deal with the geometrically
nonlinear and linear settings simultaneously. In order to compensate this poten-
tial lack of compactness in matrix space, we however require boundedness in our
construction (see Assumption (A5) below).
2.1. Assumptions on the differential inclusion. We next specify the assump-
tions which our differential inclusion (4) has to obey. They should be read as
conditions on the set K.
First we require thatG ⊂ Rn×n is a (continuous Lie) group acting onKlc ⊂ Rn×n
through
h : Klc ×G→ Klc.
In this context, for g ∈ G, M ∈ Klc we use the shorthand notation gM = h(M, g) ∈
Klc. Also we write GM to denote the orbit of M ∈ Klc under h.
We then impose the following conditions on K ⊂ Rn×n. In particular, the
connected components of K ⊂ Rn×n are then assumed to be compatible with the
group action:
(A1) There exist M1, . . . ,Mm ∈ K such that
K =
m⋃
l=1
GMl,
and this union is disjoint. Suppose further that there exists c1 > 0 such
that dist(GMi, GMj) ≥ c1 if i 6= j.
We assume that the (relative) interior int(Klc) ⊂ Rn×n of the lamination
convex hull of K is non-empty. In the following we do not distinguish
between the relative interior (with respect to a subset of Rn×n) and the
interior of Rn×n, but always assume that this is used in a consistent way,
i.e. we always mean the interior or the relative interior.
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(A2) There exist sets U˜ jk , U
j
k ⊂ int(Klc) for k ∈ N and j ∈ {0, . . . ,m} such that:
U˜ jk = GU˜
j
k , U
j
k = GU
j
k for all j, k,
int(Klc) =
⋃
k,j
U˜ jk ,
U˜mk = U
m
k = U
0
k+1,
and such that for any k,
U˜0k , U˜
1
k , . . . , U˜
m
k = U
0
k+1, U
1
k+1, . . . , U
m
k+1 = U
0
k+2, U
1
k+2, . . .
is an in-approximation of K. Further assume that for every j, the sequence
sup{dist(M,K) : M ∈ U jk} tends to zero as k →∞.
(A3) There is a replacement construction associated with U˜ jk for the given class
C of domains (e.g. right-angled rectangles, c.f. Section 6). That is, there
exists v1 ∈ (0, 1) such that for any domain Ω˜ ∈ C and any M ∈ U˜ jk , j < m,
there exists a piecewise affine function u : Ω˜→ Rn, such that ∇u has only
finitely many level sets Ω˜1, . . . , Ω˜N and there exists a set Ω˜g ⊂ Ω˜ which is
the union of finitely many of the level sets of ∇u such that
u(x) = Mx on ∂Ω˜ ∪ (Ω˜ \ Ω˜g),
∇u ∈ U˜ j+1k in Ω˜g,
|Ω˜g| ≥ v1|Ω|.
Furthermore, we assume that the level sets Ω˜1, . . . , Ω˜N of ∇u are all (finite
unions of) elements in C and satisfy the following perimeter estimates:
(i) For all the level sets contained in Ω˜g, we obtain an estimate by∑
Ω⊂Ω˜g,Ω∈{Ω˜1,...,Ω˜N}
Per(Ω) ≤ C0 Per(Ω˜),
where C0 = C0(j, k) ≥ 1.
For the level sets in Ω˜\Ω˜g we assume that one of the following two perimeter
estimates holds:
(ii) If Ω˜ ∈ C1 ⊂ C is in a special class (self-similar structure in our appli-
cation), then also Ω˜ \ Ω˜g ∈ C1 and∑
Ω⊂Ω˜\Ωg,Ω∈{Ω˜1,...,Ω˜N}
Per(Ω) ≤ C2 Per(Ω˜),
where C2 ≥ 1 is a uniform constant.
(iii) If Ω˜ ∈ C \ C1, there exists a splitting Ω˜[1] ∪ Ω˜[2] = Ω˜ \ Ω˜g such that
Ω˜[1] ∈ C1 and Ω˜[2] ∈ C such that∑
Ω⊂Ω˜[1],Ω∈{Ω˜1,...,Ω˜N}
Per(Ω) ≤ C0 Per(Ω˜),
∑
Ω⊂Ω˜[2],Ω∈{Ω˜1,...,Ω˜N}
Per(Ω) ≤ C2 Per(Ω˜),
where the constants C0, C2 are the ones from (i), (ii). In particular,
C0 = C0(j, k), while C2 is uniform and thus independent of j, k.
(A4) There is a replacement construction associated with U jk for the given class
C of domains. That is, there exists v1 ∈ (0, 1) such that for any domain
Ω˜ ∈ C and any M ∈ U jk , j < m, there exists a piecewise affine function
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u : Ω˜ → Rn, such that ∇u has only finitely many level sets and Ω˜g ⊂ Ω˜
such that
u(x) = Mx on ∂Ω˜ ∪ (Ω˜ \ Ω˜g),
∇u ∈ U j+1k in Ω˜g,
|Ω˜g| ≥ v1|Ω˜|.
Furthermore, the level sets Ω˜1, . . . , Ω˜N of ∇u are all (finite unions of) ele-
ments in C and
N∑
l=1
Per(Ω˜l) ≤ C1 Per(Ω˜).
Here, C1 ≥ 1 is required to be uniform in k and j.
(A5) For the construction in (A4), there exist constants 0 < c2 < 1 and C3 > 1
and sets Ω˜?g ⊂ Ω˜g with |Ω˜?g| ≥ (1− C3ck2)|Ω˜g| and such that
|∇u−M | ≤ C3ck2 in Ω˜?g.
Furthermore, for both (A4) and (A3) the function∇u is uniformly bounded:
|∇u| ≤ C3 in Ω˜.
We emphasize that in (A1)-(A5) and also in the sequel, we always use the notion
of “a piecewise affine function” in the sense of “a piecewise affine and continuous
function”.
Let us comment on the assumptions from (A1)-(A5):
• The requirement in (A1) states that, up to group actions, we are interested
in an m-well problem. In the present framework we can simultaneously deal
with the geometrically nonlinear and linear theory of elasticity by setting
G = SO(n) or G = Skew(n). Here the unboundedness of Skew(n) (and of
possibly other unbounded continuous Lie groups) leads to several technical
issues. For instance, the conditions on the distances of the connected com-
ponents in (A1) and the convergence of sup{dist(M,K) : M ∈ U jk} to zero
in (A2) are imposed to ensure that for a convergent sequence of matrices
Nl, the mapping to the closest connected component GMj of K remains
constant for large l. These conditions hold for any in-approximation by
convergence and continuity, if one additionally assumes that K is a closed,
bounded set and hence compact. Using the boundedness assumption in
(A5), we may reduce to this setting, even if G and thus K are unbounded.
The additional assumptions in (A1), (A2) dealing with the potential un-
boundedness of G could hence be omitted. But as they allow us to simplify
notation for instance in Section 4.1, where we then do not have to distin-
guish between Klc and Klc ∩BC3(0), we opted for including them.
If additional constraints, e.g. a trace constraint or a determinant con-
straint, are taken into account, we always work with the relative interior
of Klc. All conditions on the interior of Klc should then be read as condi-
tions on the relative interior of Klc. In the examples, which we discuss
in Section 5, this enters in the investigation of the (geometrically) lin-
earised hexagonal-to-rhombic and the cubic-to-orthorhombic phase trans-
formations (c.f. Section 5.2).
• Condition (A2) provides an in-approximation which is invariant under the
action of the symmetry group. The sets U˜ jk in (A2) are auxiliary sets which
ensure that we can start with any initial datum M ∈ int(Klc) = ⋃k,j U˜ jk .
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Using the construction in (A3), after a small number of steps we then obtain
that ∇u ∈ U j0k0 for some j0, k0. We remark that the constant C0 ≥ 1 in (A3)
may depend on k and j and thus on the initial data. However, on the sets
U jk we require uniform estimates, which are essential to obtain convergence
in W s,p with s, p independent of the initial data.
• The constructions (A3) and (A4) allow us to carry out the convex integra-
tion scheme of Mu¨ller and Sˇvera´k [MSˇ99]. In addition to the requirements
which are also needed for a non-quantitative convex integration scheme,
the perimeter estimates in (A4) and (A3) provide a first quantitative in-
gredient. Verifying it in our applications requires fine control of the scales
involved as discussed in Section 4.2 (and Section 6). In particular, in the
model situations (a)-(c) from Section 1 we have to consider various differ-
ent scenarios for the underlying geometry of the covering, which we have
hence formalized in splitting the assumption (A3) into the three cases (A3)
(i)-(iii).
• The last requirement (A5) ensures very strong control over the group action
in our convergence estimate. That is, not only does dist(G∇uk,M) tend
to zero, but also ∇uk forms a Cauchy sequence with an exponential con-
vergence rate in L1. This provides the second main quantitative ingredient
in our scheme. It is used in combination with the BV estimate to derive
quantitative higher regularity estimates by interpolation [CDDD03].
2.2. The higher regularity result. Under the assumptions from Section 2.1, we
can then construct convex integration solutions using the algorithm described in
Section 3. More precisely, we show that the conditions collected in Section 2.1
imply the following higher regularity result:
Theorem 2. Let Ω ⊂ Rn be a bounded domain with Ω ∈ C and suppose that the
conditions formulated in Section 2.1 hold. Then there exists θ0 ∈ (0, 1) depending
only on the dimension n ∈ N and the constants C1, C2, v1, c2 in (A1)-(A5) such that
for all values s ∈ (0, 1), p ∈ (1,∞) with 0 < sp < θ0 and for any M0 ∈ int(Klc)
there exist solutions u ∈W 1,∞loc (Rn) of
∇u ∈ K in Ω,
∇u = M0 in R3 \ Ω,
(5)
such that ∇u ∈ W s,ploc (Rn). Moreover, for some constant C > 1 which depends on
C0, C1, C2, C3, v1, c2, n,Ω, we have
‖∇u‖W s,p(Ω) ≤ C.
Similarly as in Theorem 1 we here show that the constructed solutions to the
differential inclusion (5) exhibit W s,p regularity, where the achieved regularity ex-
ponent is independent of the choice of the initial data (though the size of the norm
may depend on it). In particular, this improves the results from [RZZ16] signifi-
cantly, if the Dirichlet data in (4) are close to the boundary of the corresponding
convex hulls.
In Section 5 we will show that for our model cases (a)-(c) from Section 1 the
conditions (A1)-(A5) are satisfied. Here in particular the derivation of uniform
bounds for C1, C2 > 1 requires careful covering arguments, which could be signif-
icantly simplified if the uniformity of the result was given up. An application of
Theorem 2 to the model cases (a)-(c) from Section 1 then entails Theorem 1.
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3. The Convex Integration Algorithm
In the whole following section we always suppose that the assumptions of Section
2.1 hold. With these at hand, we proceed to the definition of our quantitative convex
integration algorithm. Here, we first provide a construction for the case when Ω
is in a given class of domains C. This is then extended in Section 6.11 to general
Lipschitz domains.
3.1. The formulation of the convex integration algorithm. We construct so-
lutions to the differential inclusion at hand by abiding to the following construction
rule:
Algorithm 3.1. Let Ω ⊂ Rn be such that Ω ∈ C. Let U jk and U˜ jk be as in (A2).
Let M0 ∈ int(Klc).
(a) Data: For k ∈ N ∪ {0} we consider tuples (uk, Ωˆk, lk, jk, qk), where
– uk : Ω → R is a piecewise affine, uniformly (in k) bounded Lipschitz
function.
– Ωˆk = {Ωk,1, . . . ,Ωk,ik} ⊂ C is a collection of (up to null-sets) disjoint
sets covering Ω. We have that ∇uk|Ωk,j = const for all j ∈ {1, . . . , ik}.
– (lk, jk) : Ωˆk → (N ∪ {−1, 0}) × {0, . . . , n − 1} denotes the depth of
the iteration. For any Ω˜ ∈ Ωˆk we construct (lk, jk) such that either
∇uk ∈ U jklk or ∇uk ∈ U˜ jkm0 , where m0 ∈ N is defined in Step (b).
– qk : Ωˆk → N∪{0} denotes the number of times the function u0 (defined
in (b) below) has been modified on a given domain.
(b) Initialization: We set
u0(x) := M0x, Ωˆ0 := {Ω}, l0 := −1, q0 := 0.
Further, we define
m0 := min{m ∈ N : M0 ∈ U˜0m},
j0 := 0.
(c) Replacement construction: Assume now that for k ≥ 0 the tuple (uk, Ωˆk, lk, jk, qk)
is given and let Ωk,i ∈ Ωˆk. We then distinguish two situations:
(c1) Assume that lk(Ω
k,i) = −1. Let jk,i := jk(Ωk,i) and suppose that on the do-
main Ωk,i it holds that ∇uk ∈ U˜ jk,im0 . We apply the replacement construction
from Assumption (A3). This returns
(i) a piecewise affine function w : Ωk,i → Rn such that on a subset Ωk,ig ⊂
Ωk,i, which consists of a union of elements of C, and which satisfies
|Ωk,ig | ≥ v1|Ωk,i|, it holds that
∇w(x) ∈ U˜ jk,i+1m0 for a.e. x ∈ Ωk,ig .
Moreover, w(x) = uk(x) for a.e. x ∈ (Ωk,i \ Ωk,ig ) ∪ ∂Ωk,i.
(ii) a collection Ωˆk+1,i := {Ωk+1,1, . . . ,Ωk+1,ri} ⊂ C of pairwise (up to null
sets) disjoint domains, which are the level sets of ∇w.
We define the following set-functions (the remaining ones for the tuple
(uk, Ωˆk, lk, jk, qk) do not differ from those which occur in the case (c2) and
are hence given in a unified way below, c.f. (6)):
lk+1,i : Ωˆk+1,i → N ∪ {0,−1},
lk+1,i(Ω
k+1,r) =
{
m0 + 1 if jk+1(Ω
k+1,r) = 0 but jk(Ω
k,i) 6= 0,
lk(Ω
k,i) else,
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where the function jk+1 is defined in (6) at the end of the algorithm after
step (c2).
(c2) Assume that lk,i := lk(Ω
k,i) 6= −1 and abbreviate jk,i := jk(Ωk,i). Suppose
that on the domain Ωk,i it holds that
∇uk ∈ U jk,ilk,i .
On Ωk,i we thus apply the replacement construction from Assumption (A4).
This returns
(i) a piecewise affine function w : Ωk,i → Rn and a subset Ωk,ig ⊂ Ωk,i,
which is a union of elements from C, which satisfies |Ωk,ig | ≥ v1|Ωk,i|,
and on which
∇w ∈ U jk,i+1lk,i .
For a.e. x ∈ Ωk,i \ Ωk,ig it holds that
∇w = ∇uk ∈ U jk,ilk,i .
Furthermore, w(x) = uk(x) for x ∈ ∂Ωk,i.
(ii) a collection Ωˆk+1,i := {Ωk+1,1, . . . ,Ωk+1,ri} of pairwise (up to null-
sets) disjoint domains, which are level sets of ∇w.
We then define the set function
lk+1,i : Ωˆk+1,i → N ∪ {0,−1},
lk+1,i(Ω
k+1,r) =
{
lk(Ω
k,i) + 1 if jk+1(Ω
k+1,r) = 0 but jk(Ω
k,i) 6= 0,
lk(Ω
k,i) else.
In both cases (c1) and (c2) we set
jk+1,i : Ωˆk+1,i → {0, . . . ,m},
jk+1,i(Ω
k+1,r) =
{
jk(Ω
k,i) + 1 mod m if Ωk+1,r ⊂ Ωk,ig ,
jk(Ω
k,i) else,
qk+1,i : Ωˆk+1,m → R,(6)
qk+1,i(Ω
k+1,r) =
{
qk(Ω
k,i) + 1 if Ωk+1,i ⊂ Ωk,ig ,
qk(Ω
k,i) else.
and set uk+1|Ωk,i := w. Finally, for f ∈ {j, l, q} we define
Ωˆk+1 :=
ik⋃
j=1
Ωˆk+1,j ,
fk+1 : Ωˆk+1 → R, fk(Ωm) := fk,i(Ωm) if Ωm ∈ Ωˆk,i.
Remark 3.2. We make the following observations: Assuming that Algorithm 3.1
is well-defined and with slight abuse of notation, identifying the set functions lk, qk
with functions on Ω by setting lk(x) = lk(Ω
k,i) for x ∈ Ωk,i (which is a.e. well-
defined), we have that
• lk is an increasing function in k ∈ N,
• qk is an increasing function in k ∈ N.
3.2. Well-definedness of the algorithm. In order to construct the desired solu-
tions of the differential inclusion (5), we seek to follow the prescription of Algorithm
3.1. To this end, we however first have to ensure its well-definedness. In order to
simplify notation, we thus introduce the descendent of a domain Ω˜ ∈ Ωˆk.
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Definition 3.3. Let Ω˜ ∈ Ωˆk for some k ≥ 0. Then we say that Ω ∈ Ωˆl with l > k
is a descendant of Ω˜, if Ω ⊂ Ω˜. We denote the set of all descendants of Ω˜ by D(Ω˜).
With this notation available, we discuss the well-definedness of Algorithm 3.1:
Lemma 3.4. Let Ω ⊂ Rn with Ω ∈ C. Let further M0 ∈ int(Klc) and construct the
tuple (uk, Ωˆk, lk, jk, qk) as in Algorithm 3.1. Then, beginning with the initialization
step, only the cases (c1), (c2) can occur in the course of the algorithm. In particular,
the cases (c1), (c2) cover all possible situations. Moreover, the function uk+1 defined
by restriction on the sets Ω˜ ∈ Ωˆk is piecewise affine, in particular it is continuous.
Furthermore, if qk(Ω˜) ≥ m, then ∇uk|Ω˜ is in case (c2).
Proof. We note that for k = 0, we have that l0 = −1 and ∇u = M0 ∈ U˜0m0 . Hence,
we start the algorithm in the case (c1). The Assumption (A3) then implies that
this remains unchanged as long as lk(Ω˜) = −1. Thus, initially, the claim is true.
It therefore remains to show the induction step, i.e. that if the claim is true at the
k-th iteration step, it is then also true for the iteration step k + 1.
In order to observe this, let Ω˜g :=
ik⋃
j=1
Ωk,jg . By construction, for a.e. x ∈ Ω \ Ω˜g
it holds that ∇uk+1(x) = ∇uk(x). Since on Ω \ Ω˜g we have jk+1 = jk, lk+1 =
lk, qk+1 = qk in Algorithm 3.1, we may invoke the inductive hypothesis and conclude
that on Ω \ Ω˜g the claim is true.
Hence, we only need to consider sets Ω˜ ∈ Ω˜g ∩ Ωˆk. Fix such a set and abbreviate
jk := jk(Ω˜), lk := lk(Ω˜). If on Ω˜ the case (c2) occurs, i.e. if lk > −1 and if for a.e.
x ∈ Ω˜ we have ∇uk(x) ∈ U jklk , then by Assumption (A4) for almost every x ∈ Ω˜
∇uk+1(x) = ∇w(x) ∈ U jk+1lk = U
jk+1
lk+1
,
where we used that U
(m−1)+1
lk
= Umlk = U
0
lk+1
. Hence for all Ω¯ ∈ D(Ω˜) ∩ Ωˆk+1 we
have that in the iteration step k + 1 we are in the case (c2). This in particular
shows that once a domain reaches the case (c2) its descendants will always remain
in this case.
If in step k and on the domain Ω˜ we are in case (c1), i.e. for a.e. x ∈ Ω˜ it holds
∇uk(x) ∈ U˜ jkm0 , then an application of Assumption (A3) in Algorithm 3.1 ensures
that for a.e. x ∈ Ω˜
∇uk+1(x) = ∇w(x) ∈ U˜ jk+1m0 .
If jk + 1 < m, we thus obtain ∇uk+1(x) ∈ U˜ jk+1m0 . Combined with the prescription
of lk+1 we conclude that in step k + 1 we are again in the case (c1). If instead
jk + 1 = m, then
U˜ (m−1)+1m0 = U˜
m
m0 = U
m
m0 = U
0
m0+1 = U
0
lk+1
.
As in this case for any Ω¯ ∈ D(Ω˜) ∩ Ωˆk+1 it holds lk+1(Ω¯) = m0 + 1, in step k + 1
we are in the case (c2). This concludes the induction argument showing that the
cases (c1), (c2) cover all possibilities which appear in the iteration Algorithm 3.1.
The fact that uk+1 is piecewise affine and continuous follows from the assump-
tions (A3), (A4) concerning the existence of piecewise affine replacement construc-
tions. Finally, we note that if qk(Ω˜) ≥ m, then lk(Ω˜) 6= −1, which implies that
∇uk is in case (c2) and by the above considerations remains in the case (c2) in all
subsequent steps. 
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4. Quantitative L1 and BV Estimates
As in the previous section, in the whole of the following section we always sup-
pose that the assumptions of Section 2.1 hold. Given these, we derive the desired
quantitative estimates of Theorem 2 for the convex integration solutions, which
were constructed in Algorithm 3.1. Here we argue in two steps: In Proposition 4.3
we first prove the result for the underlying characteristic functions (c.f. Definition
4.2). In Section 4.3 we then extend it to the deformation itself. In both cases, we
rely on an interpolation result between suitable Lp and BV estimates. The critical
Sobolev exponent is determined by the competition between the convergence of the
Lp and the growth of the BV norms. For the convenience of the reader, we recall a
variant of the interpolation result of [CDDD03] in the form in which we are going
to use it in the sequel (c.f. also Theorem 2 in [RZZ16]):
Proposition 4.1 ([CDDD03], Remark 2.2 in [RZZ16]). Let u ∈ L∞(Rn)∩BV (Rn)∩
L1(Rn) and let θ0 ∈ (0, 1) and θ˜ = θ0q−1 for some q ∈ (1,∞). Then,
‖u‖W θ˜,q ≤ ‖u‖
1− θ˜θ0
L∞(Rn)
(
‖u‖1−θ0L1 ‖u‖θ0BV (Rn)
) θ˜
θ˜0 .(7)
With this at hand, we introduce the characteristic functions associated with the
connected component of K introduced in (A1).
Definition 4.2 (Characteristic functions). Let Ω ⊂ Rn with Ω ∈ C and let M1, . . . ,Mm
be the matrices from (A1). Let uk : Ω → Rn be the mapping obtained in the k-th
iteration step of the Algorithm 3.1. Then, for j = 1, . . . ,m we define the charac-
teristic functions χ
(j)
k : Rn → {0, 1} at step k ∈ N associated with M1, . . . ,Mm
by
χ
(j)
k (x) =
{
1 if x ∈ Ω and dist(∇uk(x), GMj) < dist(∇uk(x),
⋃
i 6=j GMi),
0 else,
if j < m, and χ
(m)
k (x) = 1−
m−1∑
j=1
χ
(j)
k (x).
Similarly, for a given solution u ∈W 1,∞(Ω) to (4) we define the associated under-
lying characteristic functions by
χ(j)u (x) =
{
1 if x ∈ Ω and dist(∇u(x), GMj) < dist(∇u(x),
⋃
i 6=j GMi),
0 else,
if j < m, and χ
(m)
u (x) = 1−
m−1∑
j=1
χ
(j)
u (x).
With this notation at hand, we can formulate a replacement result for the level
sets of ∇u:
Proposition 4.3. Let Ω ⊂ Rn with Ω ∈ C. There exists θ0 ∈ (0, 1) such that
for all values s ∈ (0, 1), p ∈ (1,∞) with 0 < sp < θ0 and for any M0 ∈ int(Klc)
there exist solutions u ∈ W 1,∞(Ω) of (5) with underlying characteristic functions
χ
(1)
u , . . . , χ
(m)
u ∈ W s,p(Ω). The constant θ0 only depends on n ∈ N and the set K,
but not on the choice of M0 ∈ int(Klc).
Remark 4.4. We remark that as a direct consequence of Proposition 4.3 we obtain
a bound on the packing dimension of the sets Ωi := {x ∈ Ω : χ(i)u (x) = 1}. This
follows as in Remark 2.3 in [RZZ16].
Proposition 4.3 will be derived as a consequence of the L1 and BV estimates
from Sections 4.1 and 4.2.
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q= 0
1
2 1
0
1 0
v1
v1 1− v1
1− v1
v1 1− v1
Figure 1. The binomial tree, which yields the desired L1 bound
in the case that the volume fractions are always given by v1 and
1 − v1. In this case the distribution of good versus bad sets at a
certain stage would be binomially distributed. In the general case
in which the “good” volume fraction is only bounded below by v1,
the distribution is not exactly binomial, but still retains similar
properties (see Lemma 4.5).
4.1. The L1 bound. We first discuss the L1 estimate. In contrast to the piece-
wise affine convex integration scheme that was used in [RZZ16], none of the level
sets of the gradient becomes “stable” after a finite number of iteration steps. In
spite of this, the replacement constructions of (A3), (A4) allow us to conclude sim-
ilar decay properties for the L1 norm of differences of the characteristic functions
χ
(1)
k , . . . , χ
(m)
k (see Figure 1).
Lemma 4.5 (L1 control). Let Ω ⊂ Rn with Ω ∈ C and let the constants c2 ∈
(0, 1) and v1 ∈ (0, 1) be as in (A3)-(A5). Further suppose that uk : Ω → Rn
is the deformation, which is obtained in the k-th step of the convex integration
scheme from Algorithm 3.1. Then, for i ∈ {1, . . . ,m} and for some constant C > 1
depending only on the uniform constants in (A1)-(A5), it holds that
‖χ(i)k+1 − χ(i)k ‖L1(Ω) ≤ Cc˜k|Ω|,
where c˜ := v1c
1/m
2 + (1− v1) ∈ (0, 1).
Proof. We claim that it suffices to show that
‖χ(i)k+1 − χ(i)k ‖L1(Ω˜) ≤ Ccqk(Ω˜)/m2 |Ω˜|(8)
for each Ω˜ ∈ Ωˆk.
Indeed, assume that (8) holds and sum over all Ω˜ ∈ Ωˆk to obtain that
‖χ(i)k+1 − χ(i)k ‖L1(Ω) =
∑
Ω˜∈Ωˆk
‖χ(i)k+1 − χ(i)k ‖L1(Ω˜)
≤ C
∑
Ω˜∈Ωˆk
c
qk(Ω˜)/m
2 |Ω˜| =: CEk[cq/m2 ].
We here interpret our partition of Ω into smaller sets as a “Bernoulli-type” exper-
iment with probabilities equal to the volume fractions (c.f. Figure 1) and think
of Ek[cq/m2 ] as the expected value of the variable cqk(·)/m2 . We remark that if our
constructions in (A3), (A4) always used the same volume fraction v = v1 in each
step, then qk would be binomially distributed and hence
Ek[cq/m2 ] =
k∑
l=0
(
k
l
)
vl1(1− v1)k−lcl/m2 |Ω| = (1− v1 + c1/m2 v1)k|Ω| ≤ c˜k|Ω|.
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In the present slightly more general case, this identity is replaced by an estimate
which follows by first noting that
E0[cq/m2 ] = E0[1] = |Ω|,
and by secondly showing that
Ek+1[cq/m2 ] ≤ c˜Ek[cq/m2 ],(9)
which combined imply the result by induction on k.
Let thus k ∈ N, then
Ek+1[cq/m2 ] =
∑
Ω˜∈Ωˆk+1
c
qk+1(Ω˜)/m
2 |Ω˜| =
∑
Ω∈Ωˆk
∑
Ω˜∈D(Ω)∩Ωˆk+1
c
qk+1(Ω˜)/m
2 |Ω˜|
=
∑
Ω∈Ωˆk
 ∑
Ω˜∈Ωˆk+1:Ω˜⊂Ωg
c
qk+1(Ω˜)/m
2 |Ω˜|+
∑
Ω˜∈Ωˆk+1:Ω˜⊂(Ω\Ωg)
c
qk+1(Ω˜)/m
2 |Ω˜|

=
∑
Ω∈Ωˆk
 ∑
Ω˜∈Ωˆk+1:Ω˜⊂Ωg
c
(qk(Ω)+1)/m
2 |Ω˜|+
∑
Ω˜∈Ωˆk+1:Ω˜⊂(Ω\Ωg)
c
qk(Ω)/m
2 |Ω˜|

=
∑
Ω∈Ωˆk
c
qk(Ω)/m
2
(
c
1/m
2 |Ωg|+ |Ω \ Ωg|
)
=
∑
Ω∈Ωˆk
c
qk(Ω)/m
2 |Ω|
(
c
1/m
2
|Ωg|
|Ω| + 1 ·
|Ω \ Ωg|
|Ω|
)
≤
∑
Ω∈Ωˆk
c
qk(Ω)/m
2 |Ω|max
v≥v1
(
c
1/m
2 v + (1− v)
)
=
∑
Ω∈Ωˆk
c
qk(Ω)/m
2 |Ω|
(
c
1/m
2 v1 + (1− v1)
)
= c˜Ek[cq/m2 ],
where we used that |Ωg| ≥ v1|Ω| by the conditions in (A3), (A4).
It remains to present the argument for (8) which is deduced from (A5) in the
following way: Let l0 ∈ N to be fixed later and consider the sets Ω˜ with qk(Ω˜) =
l ≤ l0. Then,
‖χ(i)k+1 − χ(i)k ‖L1(Ω˜) ≤ |Ω˜| ≤ Ccl/m2 |Ω˜|,
provided C is chosen such that Cc
l0/m
2 ≥ 1.
We may hence focus on sets such that qk(Ω˜) ≥ l0. We claim that, if l0 is
chosen sufficiently large, the conditions (A1), (A2) and (A5) ensure the following
implication:
If |∇uk+1 −∇uk| ≤ Cck+12 on Ω˜?g, then χ(i)k+1 = χ(i)k on Ω˜?g.(10)
Using (A5), we then estimate
‖χ(i)k+1 − χ(i)k ‖L1(Ω˜) = ‖χ(i)k+1 − χ(i)k ‖L1(Ω˜g) = ‖χ
(i)
k+1 − χ(i)k ‖L1(Ω˜g\Ω˜?g)
≤ |Ω˜g \ Ω˜?g| ≤ C3cmax(lk(Ω˜),m0)2 |Ω˜| ≤ C3cqk(Ω˜)/m2 |Ω˜|.
It remains to prove the claim in (10), which follows from a triangle inequality.
More precisely, choose l0 sufficiently large such that sup{dist(M,K) : M ∈ U ji } ≤
c1
3 for all i ≥ l0/m, where c1 denotes the distance of the wells, as given in (A1).
Then ∇uk ∈ U jklk implies that dist(∇uk, GMi) < c13 for some i ∈ {1, . . . ,m}.
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After possibly further increasing l0, condition (A5) then yields
|∇uk+1 −∇uk| < Cclk(Ω˜)2 <
c1
3
.
Assume then for the sake of contradiction, that ∇uk+1 is closest to a different
well GMj , then
c1 ≤ dist(GMi, GMj) ≤ dist(GMi,∇uk) + dist(∇uk,∇uk+1) + dist(∇uk+1, GMj)
<
c1
3
+
c1
3
+
c1
3
< c1,
which yields a contradiction. 
Remark 4.6. As a consequence of Lemma 4.5 we infer that {χ(i)k }, i ∈ {1, . . . ,m},
is a Cauchy sequence in L1(Ω): Indeed, for k0, k1 ∈ N with k0 < k1 we have that
‖χ(i)k1 − χ
(i)
k0
‖L1(Ω) ≤ C|Ω|
k1∑
j=k0
c˜j ≤ C|Ω| 1
1− c˜ c˜
k0 → 0 as k0 →∞.
In particular, there exist functions χ(i) ∈ {0, 1}, i ∈ {1, . . . ,m}, such that χ(i)k →
χ(i) as k →∞.
If u ∈ W 1,∞(Ω) denotes the associated solution to (4) we have that χ(i) = χ(i)u for
i ∈ {1, . . . ,m}.
4.2. The BV bound. The BV estimate for the characteristic functions χ
(i)
k , i ∈
{1, . . . ,m}, is obtained analogously to the estimates from [RZZ16]. Here we esti-
mate very crudely without taking into account a lot of structure of the underlying
deformation. We only rely on the observation that the gradient is piecewise con-
stant, that all jump heights between different values of ∇uk are uniformly bounded
by assumption (A5) and that the overall size of the jump set of ∇uk is bounded by
the perimeter of the sets in Ωˆk.
Lemma 4.7 (BV control). Let Ω ⊂ Rn with Ω ∈ C. Let U jk , U˜ jk be the in-
approximation from (A3). Let uk : Ω → Rn denote the map, which is obtained
in the k-th step of the convex integration scheme from Algorithm 3.1 with pre-
scribed boundary data M0 ∈ int(Klc). Then, for i ∈ {1, . . . ,m} and C0, C1, C2 as
in (A4) and (A3)
‖χ(i)k+1 − χ(i)k ‖BV (Ω) ≤
max(C0, C1, C2)
m+1
max(C1, C2)m+1
max(C1, C2)
k3k|Ω|.
Remark 4.8. We emphasize that – as C1, C2 are uniform constants – the BV
estimate in Lemma 4.7 is such that the exponentially growing constant does not
depend on the position of the boundary data M0 in matrix space. It thus provides
the basis of the uniform dependence of the regularity modulus sp in Proposition 4.3.
Proof. We bound
‖χ(i)k+1 − χ(i)k ‖BV (Ω) ≤
∑
Ω˜∈Ωˆk
Per(Ω˜),
and use the perimeter growth bounds of (A3) and (A4) to control the right-hand-
side sum.
More precisely, for Ω˜ ∈ Ωˆk denote
δk(Ω˜) =

1
C0
, if Ω˜ ⊂ Ωg ∪ Ω[1] is in one of the cases (A3)(i), (iii),
1
C2
, if Ω˜ ⊂ Ω[2] is in case (A3)(iii) or Ω˜ ∈ C1 is in case (A3)(ii),
1
C1
, if ∇uk|Ω˜ is in case (A4).
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With this convention the estimates of (A3) and (A4) then imply that∑
Ω′∈D(Ω˜)∩Ωˆk+1
δk(Ω˜) Per(Ω
′) ≤ 3 Per(Ω˜),
where the factor 3 is a consequence of the fact that we consider three separate cases.
Iterating this estimate in k, we thus obtain∑
Ω1∈D(Ω)∩Ωˆ1
∑
Ω2∈D(Ω1)∩Ωˆ2
· · ·
∑
Ωk+1∈D(Ωk)∩Ωˆk+1
Per(Ωk+1)δ1(Ω
1) . . . δk(Ω
k) ≤ 3k Per(Ω).
We then claim that for each summand for at most m + 1 indices i ∈ {1, . . . , k}
it holds that δi(Ω
i) = 1C0 and thus∑
Ω˜∈Ωˆk
Per(Ω˜) ≤ Cm+10 max(C1, C2)k−m−13k Per(Ω),
where we for simplicity of notation assumed that C0 ≥ max(C1, C2).
In order to prove this claim, we show that if i1 < i2 < . . . is a sequence of indices
such that δi·(Ωi·) =
1
C0
, then it follows that
qil+1(Ω
il+1) ≥ qil(Ωil) + 1.(11)
Assuming that this is true, we obtain that qil(Ω
il) ≥ l− 1 for any l ≥ 2. Moreover,
if qi(Ω
i) ≥ m, Lemma 3.4 entails that the algorithm is in case (c2) for this set and
all its descendants. Thus, in this case δi(Ω
i) 6= 1C0 . Hence, it follows that if (11)
holds, then we have l ≤ m+ 1 as claimed.
It remains to prove (11). Thus let Ωil ∈ Ωˆil . We distinguish the following cases:
• If Ωil ⊂ Ω˜g for some set Ω˜ ∈ Ωˆil−1 is in the case (A3) (i), then qil+1(Ωil+1) ≥
qil+1(Ω
il+1) = qil(Ω
il) + 1 by the update step of (c1) in Algorithm 3.1.
• If Ωil is in the case (A3) (iii) and Ωil ⊂ Ω˜[1] (where we used the notation
introduced in (A3)), then Ωil+1 will be in the case (A3) (ii). Hence, for
il+1 to exist, we have to exit this case at some step i ∈ (il, il+1). But
then necessarily qi+1(Ω
i+1) = qi(Ω
i) + 1 ≥ qil(Ωil) + 1. Therefore, by
monotonicity (11) holds.
• To conclude the argument, we note that Ωil can never be in the case (A3)
(iii) with Ωil ⊂ Ω˜[2], as in this case we would have δil(Ωil) = C−12 , contra-
dicting the defining property of the sequence.
This concludes the argument for (11) and thus the proof. 
Combining the results of Lemmas 4.5 and 4.7 we infer the proof of Proposition
4.3:
Proof of Proposition 4.3. The proof follows by applying the interpolation result of
Proposition 4.1. Indeed, choosing θ0 ∈ (0, 1) such that
c˜1−θ03θ0 max(C1, C2)θ0 = 1,
and s ∈ (0, 1), q ∈ (1,∞) such that 0 < sq = θ1 < θ0, we have by Lemmas 4.5 and
4.7 that for i ∈ {1, . . . ,m}
‖χ(i)k+1 − χ(i)k ‖W s,q(Rn) ≤ Cθ1‖χ(i)k+1 − χ(i)k ‖1−θ1L1 ‖χ(i)k+1 − χ(i)k ‖θ1BV
≤ Cθ1C1−θ1 |Ω|1−θ1
(
max(C0, C1, C2)
max(C1, C2)
)θ1(m+1) (
c˜1−θ13θ1 max(C1, C2)θ1
)k
.
Since θ1 < θ0, c˜ < 1 and C1, C2 ≥ 1, this sequence is exponentially decreasing and
thus a telescopic sum ensures the convergence of χ
(i)
k in W
s,p(Rn). 
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4.3. Convergence and regularity. As the final part of the discussion of the
general set-up, we present the proof of Theorem 2 and explain the derivation of the
W s,p estimates for the gradient ∇u.
Proof of Theorem 2. Since |∇uk| < C3 by (A5) and since∇uk is piecewise constant,
by the same argument as in Lemma 4.7 it holds that
‖∇uk+1 −∇uk‖BV (Ω) ≤ ‖∇uk+1 −∇uk‖L∞(Ω)
∑
Ωk∈Ωˆk
Per(Ωk)
≤ 2C3Cm+10 max(C1, C2)k−m−13k Per(Ω).
We further claim that
‖∇uk+1 −∇uk‖L1(Ω) ≤ 2C3Cc˜k,(12)
with C, c˜ as in Lemma 4.5. The result then follows by interpolation (using Propo-
sition 4.1) as in Proposition 4.3.
We remark that for a general domain Ω˜ ∈ Ωˆk it does not hold that
‖∇uk+1 −∇uk‖L1(Ω˜) ≤ C3
m∑
i=1
‖χ(i)k+1 − χ(i)k ‖L1(Ω˜),
and hence the L1 convergence does not follow as a corollary of Lemma 4.5. However,
in order to establish (12), we can follow the same approach as in Lemma 4.5 and
claim that
‖∇uk+1 −∇uk‖L1(Ω˜) ≤ C3Ccqk(Ω˜)/m|Ω˜|,(13)
for any Ω˜ ∈ Ωˆk.
Summing (13) over all Ω˜ ∈ Ωˆk this then implies that
‖∇uk+1 −∇uk‖L1(Ω) ≤ C3CEk[cq/m]
with Ek[cq/m] being bounded as in the proof of Lemma 4.5, which would thus
conclude the argument for (12).
It hence remains to prove (13). As before, choosing C sufficiently large, this
estimate is true for qk(Ω˜) ≤ l0 since
‖∇uk+1 −∇uk‖L1(Ω˜) ≤ 2C3|Ω˜|.
For qk(Ω˜) ≥ l0, we instead make use of (A5) and our construction:
‖∇uk+1 −∇uk‖L1(Ω˜) = ‖∇uk+1 −∇uk‖L1(Ω˜g)
= ‖∇uk+1 −∇uk‖L1(Ω˜?g) + ‖∇uk+1 −∇uk‖L1(Ω˜g\Ω˜?g)
≤ ‖∇uk+1 −∇uk‖L∞(Ω˜?g)|Ω˜|+ 2C3|Ω˜g \ Ω˜
?
g|
≤ C3clk(Ω˜
?)
2 |Ω˜|+ 2C23clk(Ω˜)2 |Ω˜|
≤ (C3 + 2C23 )cqk(Ω˜)/m2 |Ω˜|.
Here, we used that ∇uk|Ω˜ is a constant matrix M and hence the first estimate in
(A5) is applicable, while |Ω˜ \ Ω˜?g| is controlled by the second estimate. Choosing C
possibly larger such that C ≥ C3 + 2C23 thus establishes (13), which concludes the
proof. 
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5. Examples
5.1. The case K = O(n). In this section (in combination with the covering results
of Section 6), we verify that the set K = O(n) with n = 2, 3 satisfies the conditions
(A1)-(A5) of Section 2, which then implies the first part of Theorem 1 (c.f. Section
5.1.3).
We first note that
K = SO(n)Id ∪ SO(n) diag(−1, 1, . . . , 1),
has a two-well structure with G = SO(n), which acts on K (and Klc) by multi-
plication from the left. In order to further describe the geometry of O(n) and its
properties, we briefly recall the singular value decomposition of a matrix.
Proposition 5.1 ([DM12], Theorem 7.1). Let A ∈ Rn×n. Then there exist V1, V2 ∈
O(n) and a diagonal matrix D(A) = diag(σ1(A), . . . , σn(A)) with 0 ≤ σ1(A) ≤
· · · ≤ σn(A) such that A = V1DV2. In particular O(n) = {A ∈ Rn×n : σi(A) =
1 for all i ∈ {1, . . . , n}}. Moreover, the function Rn×n 3 A 7→ σn(A) is convex.
If there is no danger of confusion, we will in the sequel also simply write σj ,
j ∈ {1, . . . , n}, to denote the singular values of a matrix A.
Remark 5.2. We remark that the full decomposition A = V1DV2 is not necessarily
unique. For instance, for Id = V T1 IdV1 many choices of V1 and V2 are possible.
However, the diagonal matrix D is unique as we require that
0 ≤ σ1 ≤ σ2 ≤ · · · ≤ σn.
Based on the singular value decomposition we introduce the following equivalence
relation on Rn×n.
Definition 5.3. Let M,N ∈ Rn×n we write M ∼ N if D(M) = D(N), where
D(M), D(N) are the diagonal matrices containing the singular values of M,N as
defined in Proposition 5.1.
Remark 5.4. We observe that for any matrix M ∈ Rn×n and any N ∈ O(n)M :=
{N ∈ Rn×n : N = VM, V ∈ O(n)} it holds that M ∼ N . Indeed, this follows from
noting that if M = V1DV2, then N = (V V1)DV2 for some V ∈ O(n).
By definition, we have
O(n) = {A ∈ Rn×n : A ∼ Id}.
In our iterative convex integration construction of Algorithm 3.1, it is important
to obtain precise control on the potential change of the corresponding singular
values. In order to quantify this, we recall the Lipschitz dependence of the singular
values:
Lemma 5.5 ([GVL12], Corollary 8.6.2, p.449). Let A,E ∈ Rn×n. Let σ1(A), . . . , σn(A)
and σ1(A + E), . . . , σn(A + E) denote the singular values of A and A + E. Then
we have that for k ∈ {1, . . . , n}
|σk(A+ E)− σk(A)| ≤ σn(E) = ‖E‖2.
Using the singular value decomposition, we infer that O(n)lc is very large.
Lemma 5.6 ([DM12], Theorem 7.16). We have that
conv(O(n)) = O(n)lc = {A ∈ Rn×n : σn(A) ≤ 1} = Rn(O(n)).
In particular, we have
intconv(O(n)) = int(O(n)lc) = {A ∈ Rn×n : σn(A) < 1}.
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Proof. We first show that conv(O(n)) = O(n)lc = {A ∈ Rn×n : σn(A) ≤ 1}. By
the singular value decomposition (Proposition 5.1), it suffices to prove the result for
O(n)∩ diag(n,R) =: Od(n), where diag(n,R) denotes the n× n diagonal matrices.
As the mapping A 7→ σn(A) is convex, we directly infer the inclusion
Od(n)
lc ⊂ conv(Od(n)) ⊂ {A ∈ Rn×n : σn(A) ≤ 1}.
It thus suffices to prove that {A ∈ Rn×nd : σn(A) ≤ 1} ⊂ Od(n)lc. This follows
directly by considering rank-one connections in Od(n). Let thus M ∈ {A ∈ Rn×nd :
σn(A) ≤ 1}. By a suitable permutation of coordinates and premultiplication, we
may assume that M = diag(σ1, . . . , σn) with 0 ≤ σ1 ≤ · · · ≤ σn ≤ 1. Then,
M =
1 + σ1
2
diag(1, σ2, . . . , σn) +
1− σ1
2
diag(−1, σ2, . . . , σn).
Iterating this in the remaining components yields the claim and also implies that
O(n)lc ⊂ Rn(O(n)). 
Combining Lemma 5.6 with the fact that the two components
SO(n), SO(n) diag(−1, 1, . . . , 1)
are disjoint and compact, implies that property (A1) is satisfied by K = O(n).
5.1.1. Construction of an in-approximation for O(n). Due to the symmetries of the
group O(n), it will in the sequel be convenient to work with an in-approximation
for O(n), which only depends on the singular values of a given matrix.
Lemma 5.7 (In-approximation for O(n)). For k ∈ N and κ ∈ (0, 1) define the set
Ik,κ = [ck − κdk, ck + κdk] ⊂ (−1, 1),
where ck = 1− 3 · 2−(k+2), dk = 2−(k+2). Let now κ0 = 1/4 and define
U jk := {M ∈ Rn×n : ∃D = diag(µ1, . . . , µn) : M ∼ D,µ1, . . . , µj ∈ Ik,κ0j/n,
µj+1, . . . , µn ∈ Ik−1,κ0(1+j/n)} ⊂ int(Klc),
U˜ jk := {M ∈ Rn×n : ∃D = diag(µ1, . . . , µn) : M ∼ D,µ1, . . . , µj ∈ Ik,κ0j/n,
|µj+1|, . . . , |µn| ≤ 1− 2dk + dkκ0j/n} ⊂ int(Klc).
Then the sequence
U˜0k , U˜
1
k , . . . , U˜
n
k = U
0
k+1, U
1
k+1, . . . , U
n
k+1 = U
0
k+2, U
1
k+2, . . .(14)
is an in-approximation for O(n).
Proof. For k ∈ N by definition of the sets U˜nk = Unk = U0k+1. We show that
the properties (i), (ii) from Definition 2.2 are satisfied. Here, the property (ii) is
immediately true by the definition of the sets U jk , by Remark 5.4 and by Proposition
5.1. It remains to argue that (i) holds.
Let thus M ∈ U˜ jk or M ∈ U jk and without loss of generality assume that j < m
(otherwise replace (k,m) 7→ (k+ 1, 0)). Then after multiplying with elements of G
from the left and right we may assume that M = diag(µ1, . . . , µn). This matrix can
then be expressed as a convex combination of M˜ = diag(µ1, . . . , µj , ck, µj+2, . . . , µn)
and M ′ = diag(µ1, . . . , µj ,−ck, µj+2, . . . , µn), with M˜,M ′ ∈ U˜ j+1k or U j+1k , respec-
tively, and M˜ −M ′ = diag(0, . . . , 0, 2ck, 0, . . . , 0) is rank-one. 
We further note that
∞⋃
k=1
U˜0k =
∞⋃
k=1
{M ∈ Rn×n : σ(M) ≤ 1 − 2dk} yields a
covering of int(Klc). Moreover, since the mapping
Rn×n 3M 7→ (σ1(M), . . . , σn(M)) ∈ Rn+
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Figure 2. Starting from a double laminate v we construct a do-
main Ω in the shape of a diamond.
is invariant under multiplication with elements of G = SO(n), it holds that U˜ jk =
GU˜ jk and U
j
k = GU
j
k . Similarly, we may additionally also multiply with G from the
right.
Combined with these observations Lemma 5.7 shows that form = n the condition
(A2) is satisfied for K = O(n).
5.1.2. The nonlinear replacement construction without constraints. In the sequel,
we recall replacement constructions for unconstrained, bounded differential inclu-
sions following [Con08] (which has the advantage of being a symmetric construction,
c.f. also [MSˇ99] and [CT05]). This will imply the estimates stated in (A3), (A4),
(A5) for the case K = O(n) and for a special class of suitably “adapted” domains.
In Section 6 we will then extend this to an arbitrary domain in the class C.
We first present the two-dimensional construction (Lemma 5.8) and then extend
this to three dimensions in Lemma 5.9. In principle, the same argument could be
used to apply this construction in arbitrary dimensions. As we are however mainly
interested in n = 2, 3, we do not further pursue this here.
Lemma 5.8. Let A,B ∈ R2×2 with A− B = a⊗ n for a ∈ R2 \ {0}, n ∈ S1. Let
further λ ∈ (0, 1) and assume that
C = (1− λ)A+ λB.
Then for each δ ∈ (0, 1/2) there exist
(i) a domain Ωδ in the shape of a diamond,
(ii) a map u : Ωδ → R2 with the properties
dist(∇u, {A,B}) ≤  := 4
√
2δλ(1− λ)|a|,(15)
|u− Cx| ≤  := 4
√
2δλ(1− λ)|a|.(16)
Furthermore, there exist Ω′ (which is a union of level sets of ∇u) and
constants vA, vB ∈ (1/2, 2) such that
dist(∇u,A) ≤  on Ω′ and |Ω′| = (1− λ)vA|Ωδ|,
dist(∇u,B) ≤  on Ω \ Ω′ and |Ω \ Ω′| = λvB |Ωδ|.
Proof. We follow the proof of [Con08] (without considering the additional determi-
nant constraint). Without loss of generality we may first suppose that 0 < λ ≤ 1−λ.
By carrying out a suitable translation, rescaling and rotation in matrix space, we
may without loss of generality assume that
A = −λa⊗ e2, B = (1− λ)a⊗ e2, C = 0, |a| = 1.
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Then on the domain Ω = [−1, 1]×[−δ, δ] we begin with a deformation corresponding
to a simple laminate
v(x) =
 −λ(x2 + δ)a if x2 ∈ [−δ,−λδ],(1− λ)ax2 if x2 ∈ [−λδ, λδ],−λ(x2 − δ)a if x2 ∈ [λδ, δ].
We next consider the triangle spanned by P1 = (0, δ), P2 = (1, 0), P3 = (µ, λδ)
for some µ ∈ (0, 1/2) and modify the deformation there by interpolating linearly
between the values of v(P1), v(P2), v(P3) (see Figure 2). Since v(P1) = v(P2) = 0,
the resulting new deformation v˜ vanishes along the whole line connecting P1 and
P2.
We claim that by choosing µ ∈ (0, 1/2) suitably we can ensure that
|∇v˜ −A| ≤ 4
√
2λ(1− λ)δ.(17)
Carrying out similar constructions in the other quadrants and using the odd and
even symmetry of u with respect to the x2- and x1-axes, respectively, thus entails
(15) in each of the interpolation triangles. Defining the resulting function to be the
desired deformation u and the resulting diamond shaped domain as Ωδ, we then also
obtain the validity of the boundary data and of (16) (the latter by an application
of the fundamental theorem in combination with (15)). We thus focus on proving
(17). To this end, we note that since v(P1) = v(P2) = 0, v(P3) = (1 − λ)λδa, we
have
∇v˜
(−1
δ
)
=
(
0
0
)
, ∇v˜
(
µ− 1
λδ
)
= (1− λ)λδa.
The first condition immediately implies that ∇v˜ = b ⊗
(
δ
1
)
, while the second
condition yields b = ca with c = (1−λ)λλ−1+µ . Choosing µ = (1− λ)δ and recalling that
δ ∈ (0, 1/2) then leads to
|∇v˜ −A| = λ
∣∣∣∣a⊗ ((01
)
+
1− λ
λ− 1 + µ
(
δ
1
))∣∣∣∣ = λ
∣∣∣∣∣
(
1−λ
1−λ−µδ
− µ1−λ−µ
)∣∣∣∣∣
≤
√
2 min{λ, (1− λ)} δ
1− δ ≤ 4
√
2λ(1− λ)δ.
This concludes the argument for (17).
Finally, we observe that
|{x : dist(∇u,B) < dist(∇u,A)}| = 2λδ(1 + (1− λ)δ),
|{x : dist(∇u,A) ≤ dist(∇u,B)}| = 2δ(1− λ)(1− λδ),
which for δ ∈ (0, 1/2) also implies the claim on the volume fractions (with vA =
1− λδ, vB = 1 + (1− λ)δ). This concludes the argument. 
Next we extend the previous two-dimensional construction to a three-dimensional
building block:
Lemma 5.9. Let A,B ∈ R3×3 with A− B = a⊗ n for a ∈ R3 \ {0}, n ∈ S2. Let
further λ ∈ (0, 1) and assume that
C = (1− λ)A+ λB.
Then for each δ ∈ (0, 1/2) there exist
(i) a domain Ωδ in the shape of a diamond of the aspect ratio 1 : δ : 1,
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(ii) a map u : Ωδ → R3 with the properties
dist(∇u, {A,B}) ≤ ,
|u− Cx| ≤ ,
with  as given in Lemma 5.8. Furthermore, there exist Ω′ ⊂ Ωδ (which
consists of a union of level sets of ∇u) and constants vA, vB ∈ (1/2, 2)
(which can be chosen as in Lemma 5.8) such that
dist(∇u,A) ≤  on Ω′ and |Ω′| = vA(1− λ)|Ωδ|,
dist(∇u,B) ≤  on Ω \ Ω′ and |Ω \ Ω′| = vBλ|Ωδ|.
Proof. By normalization we can assume that C = 0, n = e1, |a| = 1 and a ∈
span{e1, e2}. Then we consider the two-dimensional deformation v from Lemma
5.20 in the two-dimensional domain conv(±e1,±δe2) and add the two points P± =
(0, 0,±1). We extend the two-dimensional deformation v to a three-dimensional one
u by linear interpolation between the corners of the triangles in conv(±e1,±he2)
and P± = (0, 0,±1) by defining u(P±) = 0. By linearity, u3 = 0 and hence
∇u =
(∇v d
0 0
)
, d ∈ R2.
Computing the value of d ∈ R2 in each of the tetrahedra, which are obtained
as level sets of the interpolation, we infer that |d| ≤ max{λδ, (λδ)/(1 − δ)}|a| ≤
4λ(1−λ)δ. Moreover, the volume estimates follow by Cavalieri’s principle with the
same constants as in the two-dimensional setting of Lemma 5.8. 
Remark 5.10. Using Lemma 5.5, the condition
dist(∇u, {A,B}) ≤ 
also implies that the singular values of ∇u are locally within an  neighbourhood
of A or B. More precisely, let x∇u := (σ∇u1 , . . . , σ
∇u
n ), x
A := (σA1 , . . . , σ
A
n ) and
xB := (σB1 , . . . , σ
B
n ) denote the vectors of the singular values of ∇u,A and B,
respectively. Then it holds that
min(‖x∇u − xA‖, ‖x∇u − xB‖) ≤ c.(18)
In the following we apply the preceding construction of Lemma 5.8 to our in-
approximation and verify that a replacement construction, which satisfies the esti-
mates from (A3)-(A5), can be obtained in specific diamond-shaped domains. Based
on these constructions on model domains, in Section 6 we provide a covering argu-
ment extending the result to the full class C of admissible domains, thus yielding
the full statement of (A3)-(A5).
Lemma 5.11. Let n ∈ {2, 3} and let U jk be given as in Lemma 5.7. Assume that
M ∈ intconv(O(n)) with M ∈ U jk for some k ∈ N and j ∈ {0, 1, . . . , n − 1}. Then
there exist a domain Ω♦ in the shape of a diamond of aspect ratio 1 : δ if n = 2 (or
1 : δ : 1 if n = 3), where δ = κ02
−10/n and a set (Ω♦)?g ⊂ Ω♦ such that with the
notation from (A4) and (A5)
(i) ∇w(x) ∈ U j+1k for a.e. x ∈ Ω♦.
(ii) |∇w(x)−M | ≤ C2−k for a.e. x ∈ (Ω♦)?g.
(iii) w(x) = Mx for x ∈ ∂Ω♦.
(iv) Ω♦g = Ω
♦ and |(Ω♦)?g| ≥ (1−C2−k)|Ω♦g |, where C ≥ 1 is independent of k.
(v) Let Ω1, . . . ,ΩN ⊂ Ω♦ denote the level sets of ∇w. Then it holds that
N∑
i=1
Per(Ωi) ≤ 2n+2 Per(Ω♦).
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As we discuss in Section 6.1, the level sets Ωi are given by triangles in the two-
dimensional setting and are hence contained in the class C (which is defined by
using triangles). In the three-dimensional setting, the definition of the class C and
the inclusion of the level sets is established in Section 6.2. This then allows for an
iterative application of the replacement construction, which is for instance used in
Algorithm 3.1.
Proof. Let M ∈ U jk . By the singular value decomposition (Proposition 5.1), we then
have that M = V1DMV2 ∼ DM with V1, V2 ∈ O(n). Here DM = diag(σ1, . . . , σn)
is a positive definite diagonal matrix with σ1, . . . , σj ∈ Ik,κ0j/n and σj+1, . . . , σn ∈
Ik−1,κ0(1+j/n). Here, we without loss of generality assume that σj+1 = min
i∈{1,...,n}
σi.
For ck ∈ R as in Lemma 5.7, we then define two matrices A,B by
A = V1 diag(σ1, . . . , σj , ck, σj+2, . . . , σn)V2 ∈ U j+1k ,
B = V1 diag(σ1, . . . , σj ,−ck, σj+2, . . . , σn)V2 ∈ U j+1k ,
with V1, V2 as in the singular value decomposition of M . We note that A − B is
rank one. Since σj+1 ∈ Ik−1,κ0(1+j/n) ⊂ (−ck, ck), there exists λ ∈ (0, 1) such that
M = (1− λ)A+ λB.(19)
A direct computation further shows that
λ =
ck − σj+1
2ck
.
The inclusion σj+1 ∈ Ik−1,κ0(1+j/n) ⊂ Ik−1,1 then implies that
dk = 2
−(k+2) ≤ ck − σj+1 ≤ 3 · 2−(k+1),
and that hence λ ≤ c2−k and λ(1− λ) ≤ c2−k.
Applying Lemma 5.8 we thus obtain a domain Ωδ and a function w : Ωδ → Rn
satisfying
dist(∇w, {A,B}) ≤ k := Cδλ(1− λ)|a| ≤ c2−kδ,
|w −Mx| ≤ k := Cδλ(1− λ)|a| ≤ c2−kδ.
Denoting Ω′ ⊂ Ωδ as the set in which dist(∇w,A) ≤ dist(∇w,B), we in particular
also infer
|∇w −A| ≤ k on Ω′.
Here, we note that by Lemma 5.5, we have that the singular values of ∇w are in a
ck neighbourhood of the singular values of A and B. Using that κ0j/n + 2
kk ≤
κ0(j + 1)/n, we thus conclude that ∇w ∈ U j+1k almost everywhere in Ωδ, which
shows (i).
Furthermore,
|A−M | = λ|A−B| ≤ Cλ ≤ C2−k on Ω′,(20)
where Ω′ satisfies
|Ω′| = (1− λ)|Ωδ| ≥ (1− C2−k)|Ωδ|.(21)
Setting Ω♦ := Ωδ and combining (20), (21) then also proves (ii). As by Lemma 5.8
we also have that w(x) = Mx on ∂Ωδ = ∂Ω
♦, we also directly conclude the validity
of (iii). Condition (iv) follows from (21) and the boundedness of O(n) by defining
(Ω♦)?g := Ω
′ (where Ω′ was defined in Lemmas 5.8, 5.9). Finally, we note that Ω♦ is
composed of at most 2n level sets of ∇w (which are all in the shape of tetragons),
whose perimeter is controlled by that of Ω♦. Summing the perimeter bounds over
all these level sets, we obtain the desired perimeter estimate stated in (v). 
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Lemma 5.12. Let n ∈ {2, 3} and let U˜ jk be given as in Lemma 5.7. Assume that
M ∈ intconv(O(n)) with M ∈ U˜ jk for some k ∈ N and j ∈ {0, 1, . . . , n − 1}. Then
there exists a domain Ω♦ in the shape of a diamond of aspect ratio 1 : δk (or
1 : δk : 1), where δk = κ02
−k−10/n such that
(i) ∇w(x) ∈ U˜ j+1k for a.e. x ∈ Ω♦.
(ii) w(x) = Mx for x ∈ ∂Ω♦.
(iii) Ω♦g = Ω
♦.
(iv) Let Ω1, . . . ,ΩN ⊂ Ω♦ denote the level sets of ∇w. Then it holds that
N∑
i=1
Per(Ωi) ≤ 2n+2 Per(Ω♦).
As remarked after Lemma 5.11, in Section 6 we verify that Ωi ∈ C.
Proof. The proof follows as the one of Lemma 5.11, the only difference being in the
proof of the inclusion ∇w ∈ U˜ j+1k , which differs from the argument in Lemma 5.11,
since in the setting of Lemma 5.12, we can in general only estimate
λ(1− λ) ≤ 1
4
.
But, due to the requirement that δk = κ02
−k−10/n, this then implies that
0 < k ≤ cλ(1− λ)δk ≤ cκ02−k−10/n.
As in the previous lemma, we may thus conclude that
κ0j/n+ 2
kk ≤ κ0(j + 1)/n,
and ∇w(x) ∈ U˜ j+1k on Ω♦. 
5.1.3. Proof of Theorem 1 for K = O(2) and K = O(3).
Proof. Using the results of Lemmas 5.6, 5.7, 5.11, 5.12 and the boundedness of
O(n) we conclude that for K = O(n) the conditions (A1), (A2) and the estimates
in (A3)-(A5) are satisfied for a specific class of diamond-shaped domains Ω♦. The
construction for these specific domains as such is however not sufficient, as the
class of diamond-shaped domains is not “closed” in the sense that it produces
level sets for the replacement construction, which can not be covered by finitely
many diamond-shaped domains. In order to iterate the construction and to apply
Theorem 2, we hence need to enlarge our class of admissible domains. In Section 6
we show that there are replacement constructions satisfying conditions (A3)-(A5)
for the full class of domains C, if we restrict to n = 2, 3. In particular, combining
the results of the present section with the covering arguments from Lemmas 6.2
and 6.9 implies the proof of Theorem 1, first for domains which consist of a finite
union of elements of C and then, by applying Lemma 6.11, for general Lipschitz
domains. 
5.2. The hexagonal-to-rhombic and the cubic-to-orthorhombic phase trans-
formation. We consider the sets K = K˜ + Skew(n), where n = 2 and K˜ = K˜h is
given by the (geometrically linearised) matrices of the hexagonal-to-rhombic trans-
formation,
K˜h := {e(1), e(2), e(3)} ⊂ R2×2sym,0 with
e(1) :=
(
1 0
0 −1
)
, e(2) :=
1
2
(−1 √3√
3 1
)
, e(3) :=
1
2
( −1 −√3
−√3 1
)
,
(22)
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or n = 3 and K˜ = K˜co corresponding to the cubic-to-orthorhombic transformation,
K˜co := {e(1), . . . , e(6)} ⊂ R3×3sym,0 with
e(1) :=
1 δ 0δ 1 0
0 0 −2
 , e(2) :=
 1 −δ 0−δ 1 0
0 0 −2
 , e(3) :=
1 0 δ0 −2 0
δ 0 1
 ,
e(4) :=
 1 0 −δ0 −2 0
−δ 0 1
 , e(5) :=
−2 0 00 1 δ
0 δ 1
 , e(6) :=
−2 0 00 1 −δ
0 −δ 1
 .
(23)
Here R2×2sym,0 and R
3×3
sym,0 denote the vector space of symmetric, trace free matrices
in two and three dimensions. We seek to verify the assumptions (A1)-(A5) for these
inclusion problems. More generally, the described properties remain valid, if
K˜l := {e(1), . . . , e(m)},
with e(i), e(j) being pairwise rank-one connected for i 6= j, and if conv({e(1), . . . , e(m)})
is sufficiently large (e.g. dim conv({e(1), . . . , e(m)}) = n(n+1)2 or dim conv({e(1), . . . , e(m)}) =
n(n+1)
2 − 1 if there is an additional trace constraint as in our examples). As this
only requires minor modifications, we focus on the examples K˜h and K˜co in the
sequel.
We note that, by definition, as required in the condition (A1) the sets K are of
the form
K =
m⋃
j=1
{e(j) + Skew(n)},
with G = Skew(n). This group acts on K (and Klc) by addition.
In order to simplify notation, we use the following convention: For a matrix
M ∈ Rn×n we set
e(M) :=
1
2
(M +M t), ω(M) :=
1
2
(M −M t).
Thus M = e(M) + ω(M) is the unique decomposition of M into its symmetric
and antisymmetric parts. Based on this, we also adopt the point of view that
Rn×n := Rn×nsym × Skew(n).
5.2.1. Convex hull and in-approximation. Since we are working in the context of
symmetrized matrices, we replace the notation of the lamination convex hull by the
notion of symmetrized lamination convex hull. It is defined as follows:
Definition 5.13. Let K˜ ⊂ Rn×nsym . Then K˜lc,sym :=
∞⋃
l=0
Rl,sym(K˜), where R0,sym(K˜) =
K˜ and for l ≥ 1
Rl,sym(K˜) := {M ∈ Rn×nsym : M = λA+ (1− λ)B for some λ ∈ (0, 1), A,B ∈ Rl−1(K˜)
and A−B = a b for some a ∈ Rn \ {0}, b ∈ Sn−1},
where a b = 12 (a⊗ b+ b⊗ a).
Next we recall that it is always possible to pull-up a symmetrized rank-one
connection for symmetric matrices with the same trace.
Lemma 5.14 (Rank-one vs symmetrized rank-one connectedness, [Ru¨l16], Lemma
9). Let e1, e2 ∈ Rn×nsym with tr(e1) = 0 = tr(e2). Then the following statements are
equivalent:
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(i) There exist vectors a ∈ Rn \ {0}, b ∈ Sn−1 such that
e1 − e2 = a b.
(ii) There exist matrices M1,M2 ∈ Rn×n and vectors a ∈ Rn \ {0}, b ∈ Sn−1
such that
M1 −M2 = a⊗ b,
e(M1) = e1, e(M2) = e2.
(iii) rank(e1 − e2) ≤ 2.
Remark 5.15. For later reference, we note that if for some matrices e, e1, e2 ∈
Rn×nsym with e1 − e2 = a b for a ∈ Rn \ {0}, b ∈ Sn−1 we have
e = λe1 + (1− λ)e2, λ ∈ (0, 1),
and e = e(M) for some M ∈ Rn×n, then there exist matrices M1,M2 such that
M = λM1 + (1− λ)M2, e(M1) = e1, e(M2) = e2, rank(M1 −M2) = 1.
Indeed, setting
M1 = e1 + ω(M) + (1− λ)S,
M2 = e2 + ω(M)− λS,
with S = ±ω(a⊗ b) yields
M1 −M2 = a b+ S = ±a⊗ b.
Thus, given a symmetrized rank-one connection for symmetric matrices, it is always
possible to “pull this up” to obtain a rank-one connection for the associated non-
symmetric matrices. Here we have the choice between ±ω(a ⊗ b) for the matrix
S.
We note that by a well-known result (c.f. for instance [Ru¨l16], Lemma 4, where
this is detailed) we obtain that the symmetrized lamination convex hulls of K˜h and
K˜co coincide with the corresponding convex hulls. Combined with Lemma 5.14 this
also allows us to characterise the full convex hulls of the sets K.
Lemma 5.16. Let K˜ = K˜h or K˜ = K˜co be as above. Then, K˜
lc,sym = conv(K˜).
More specifically,
R2,sym(K˜h) = K˜
lc,sym
h , R5,sym(K˜co) = K˜
lc,sym
co .
In particular, dim(Klc,symh ) = 2 and dim(K
lc,sym
h ) = 5.
Furthermore, for K = K˜h × Skew(2) or K = K˜co × Skew(3) we have
conv(K) = Klc = K˜lc,sym × Skew(n),
with n = 2 (if K = K˜h × Skew(2)) or n = 3 (if K = K˜co × Skew(3)).
In particular, we remark that in the both examples, i.e. for K = Kh and
K = Kco we are working with an additional trace constraint. Hence, in the sequel,
the conditions stated in (A1)-(A5) are understood as conditions on the relative
interior of Rn×n, i.e. on the interior of Rn×n with an additional trace constraint.
Based on the observation of Lemma 5.16 and in order to simplify notation, we
introduce barycentric coordinates: As any element e ∈ conv(K˜) with K˜ as above
can be written as
e =
m∑
j=1
µje
(j),
m∑
j=1
µj = 1, µj ∈ [0, 1],
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where the matrices e(1), . . . , e(m) are the ones from K˜h or from K˜co (in which case
m = 3 or m = 6). We identify e with the coordinates µ = (µ1, . . . , µm).
With these barycentric coordinates at hand, we can describe a possible and
convenient in-approximation. This makes use of the following sets:
Definition 5.17. Let m ∈ N be as above. For k ∈ N and κ ∈ (0, 1) define the sets
Jk,κ = [2
−(k+2m+2)(3−κ), 2−(k+2m+2)(3+κ)]. Let κ0 = 1/4 and j ∈ {0, . . . ,m−1}.
Then define
U jk,l := {µ = (µ1, . . . , µm) : There exist i1, . . . , ij ∈ {1, . . . ,m} \ {l} s.t.
µi1 , . . . , µij ∈ Jk,κ0(j/(m−1)) and for ij+2, . . . , im ∈ {1, . . . ,m} \ {l, i1, . . . , ij}
µij+2 , . . . , µim ∈ Jk−1,κ0(1+j/(m−1)),
m∑
j=1
µj = 1},
Uˆ jk := {µ = (µ1, . . . , µm) : There exist i1, . . . , ij ∈ {1, . . . ,m} s.t.
µi1 , . . . , µij ∈ Jk,κ0(j/(m−1)) and for ij+1, . . . , im ∈ {1, . . . ,m} \ {i1, . . . , ij}
µij+1 , . . . , µim ≥ 2−(k+2m)(1 + κ0j/(m− 1)),
m∑
j=1
µj = 1}.
Based on this, we define for k ∈ N, j ∈ {0, . . . ,m− 1}
U jk =
m⋃
l=1
U jk,l × Skew(n), U˜ jk = Uˆ jk × Skew(n).
Remark 5.18. We note that for m ≥ 2 in the definition of U jk,l we have that
µl ≥ 1−
∑
j 6=l
µj ≥ 1−m2−k−2m+2 ≥ 34 .
We claim that these sets form a convenient in-approximation.
Lemma 5.19. Let n = 2 and m = 3 or n = 3 and m = 6. Let k ∈ N, j ∈
{0, . . . ,m− 1} and let U jk , U˜ jk be the sets from Definition 5.17. Then the sequence
of sets
U˜ jk , U˜
j+1
k , . . . , U˜
m−1
k = U
0
k+1, . . . , U
m−1
k+1 = U
0
k+2, U
1
k+2, . . .
forms an in-approximation for K, where K = Kh = K˜h × Skew(n) or K = Kco =
K˜h × Skew(n). Moreover,
U˜ jk , U
j
k ⊂ int(Klc), int(Klc) =
⋃
k,j
U˜ jk .
Proof. As the last statement is a direct consequence of the definition of the sets
U jk , U˜
k
j , it suffices to prove the statement on the in-approximation. To this end, we
first note that the symmetrized rank-one connectedness of the matrices e(1), . . . , e(m)
implies (U jk)
lc,sym = conv(U jk) and (U˜
j
k)
lc,sym = conv(U˜ jk) by an argument similar
to the one from Lemma 5.16. By translating in skew space and recalling Lemma
5.14, this also yields (U jk)
lc = conv(U jk)×Skew(n) and (U˜ jk)lc = conv(U˜ jk)×Skew(n).
This shows condition (i) in the definition of the in-approximation. Property (ii) is
a direct consequence of the definition of the sets U˜ jk and U
j
k . 
Noting that e(j) + Skew(n) and e(i) + Skew(n) with i 6= j are parallel, disjoint
surfaces in Rn×n and invoking Lemma 5.16 implies the condition (A1). Combining
Lemma 5.7 with the invariance of U˜ jk and U
j
k with respect to actions of Skew(2) (if
n = 2) and Skew(3) (if n = 3) also yields the property (A2).
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5.2.2. Replacement constructions. In the sequel, we seek to verify the conditions
(A3), (A4) in the geometrically linearised setting. Here we rely on an analogue of
Lemma 5.8, which however takes the additional trace constraint into account. This
is achieved by linearising a construction due to Conti [Con08] (see also [Ru¨l16],
Lemmas 5 and 6).
We begin by discussing the two-dimensional construction.
Lemma 5.20 ([Con08], Lemma 2.3, and [Ru¨l16], Lemma 5). Let A,B ∈ R2×2 with
tr(A) = tr(B) = 0 be such that
A−B = a⊗ n for a ∈ R2 \ {0}, n ∈ S1.
Assume that M = λA+(1−λ)B for some λ ∈ (0, 1). There exist a diamond shaped
domain Ωδ ⊂ R2 with side ratio 1 : δ and a piecewise affine function u : Ωδ → R2
such that
(i) u(x) = Mx on ∂Ωδ.
(ii) ∇ · u = 0 in Ωδ.
(iii) dist(∇u,A ∪B) ≤ Cλ(1− λ)h|a| and
|{x ∈ Ωδ : dist(∇u,A) < dist(∇u,B)}| = vAλ|Ωδ|,
|{x ∈ Ωδ : dist(∇u,B) ≥ dist(∇u,A)}| = vB(1− λ)|Ωδ|,
for some constants vA, vB ∈ (1/2, 2).
(iv) ∇u attains at most five different values.
(v) The domain is given as Ωδ = Q(conv({±e1,±δe2})), δ = δ(λ, |a|) ∈ (0, 1/2),
Q ∈ SO(2). It can be divided into 10 triangles on which u is affine.
(vi) ‖u−Mx‖L∞(Ω) ≤ Cδλ(1− λ)|a|.
δ
−δ
λδ
−λδ
µ 1−µ
P2
P1
P3
Figure 3. The diamond shaped domain of the construction of
Lemma 5.20. Here, the triangle P1P2P3 is highlighted.
Proof. By a translation in matrix space, without loss of generality, we may assume
that M = 0. By a further rotation and scaling (depending on A −M , B −M) in
real space we may assume that n = e2 and that a = e1 (this in particular involves
the passage u→ u|a| ), where we used that a ⊥ n (by the imposed trace constraint).
Hence, we have that
A =
(
0 1− λ
0 0
)
, B =
(
0 −λ
0 0
)
,
Without loss of generality we may further assume that 0 < λ ≤ 1− λ (else replace
A by −A and B by −B and rename λ˜ = 1−λ). As in Conti’s original construction
[Con08] we construct a solution in the diamond with length scales δ, λ, µ, 1 as de-
picted in Figure 3. As in the original construction, we focus on the deformation in
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the first quadrant and then extend it to the full diamond by symmetry afterwards.
We define the affine functions
vM0(x) :=
(
(1− λ)x2
0
)
, vM1(x) :=
(−λx2 + λδ
0
)
,
vM2(x) :=
(
0
−q(1− µ)x1
)
, vM3(x) :=
(
0
qµx1 − qµ
)
,
which have the gradients
M0 =
(
0 1− λ
0 0
)
, M1 =
(
0 −λ
0 0
)
,
M2 =
(
0 0
−q(1− µ) 0
)
, M3 =
(
0 0
qµ 0
)
,
where q ∈ R is to be specified in the sequel. As M0,M1 and M2,M3 are each
respectively rank-one connected, we can define the following
v˜(x) :=

vM0(x) + vM2(x) in [0, µ]× [0, δλ],
vM0(x) + vM3(x) in [µ, 1]× [0, δλ],
vM1(x) + vM2(x) in [0, µ]× [δλ, δ],
vM1(x) + vM3(x) in [µ, 1]× [δλ, δ],
as a piecewise affine (in particular continuous) function. Setting P1 := (0, δ) and
P2 := (1, 0), we infer that
v˜(P1) = 0 = v˜(P2).
Furthermore, setting P3 := (µ, δλ) and interpolating linearly in the shaded triangle
in Figure 3, which is defined as the convex hull of P1P3P2, we deduce that on
the line segment P1, P2 the zero boundary conditions are satisfied. We define a
new function u on conv(P1, P2, (0, 0)) by setting it equal to v˜ outside the triangle
P1P2P3 and defining it as the interpolated function in this triangle. In order to
ensure that ∇·u = 0, we choose q = λ(1−λ)µ(1−µ)δ2 (indeed, this can for instance be seen
by computing the gradient in the interpolated region. It is given by
D =
q(1− µ)µ
δ(1− λ− µ)
(
−λ(1−λ)δ2q(1−q)µ −λ(1−λ)δq(1−q)µ
δ 1
)
.
Alternatively, it is possible to argue by Gauß’s theorem). Inserting the value of q
into the expression for the gradient hence yields
D =
λ(1− λ)
1− λ− µ
(−δ −1
δ2 δ
)
.
Recalling that λ ∈ (0, 1/2] and that δ ∈ (0, 1/2), we infer that for µ = (1− λ)δ
|D −M1| ≤ 3δλ(1− λ)
1− λ− µ +
λµ(1− λ)
1− λ− µ
≤ 3 δλ(1− λ)
(1− λ)(1− δ) +
λ(1− λ)2δ
(1− λ)(1− δ) ≤ 5
δλ
(1− δ) .
Similarly, we infer the closeness condition
dist(∇u,A ∪B) ≤ 20δλ(1− λ).
Using these observations and the distribution of the gradients then also entails the
result on the volume fractions which is stated in (iii). More precisely, as in Lemma
5.8 we have that
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|{x : dist(∇u,B) < dist(∇u,A)}| = 2δ(1− λ)(1− λδ),
|{x : dist(∇u,A) ≤ dist(∇u,B)}| = 2λδ(1 + (1− λ)δ),
Finally, we estimate the L∞ error. We have
|Mx− u(x)| ≤ |(M −B)|(1− λ)δ + dist(∇u,A ∪B)((1− λ)δ + 1)
+ |M −A|λδ
≤ Cλ(1− λ)δ.
Undoing the rescaling with |a| then implies the claims. This concludes the proof. 
We next show that as in Lemma 5.9 it is possible to pass from the two-dimensional
to the three-dimensional variant of Lemma 5.20.
Lemma 5.21 ([Con08], Lemma 2.4, and [Ru¨l16], Lemma 6). Let A,B ∈ R3×3 with
tr(A) = tr(B) = 0 be such that
A−B = a⊗ n for a ∈ R3 \ {0}, n ∈ S2.
Assume that M = λA+(1−λ)B for some λ ∈ (0, 1). There exist a diamond shaped
domain Ωδ ⊂ R3 with side length ratio 1 : δ : 1 (with δ ∈ (0, 1/2)) and a piecewise
affine function u : Ωδ → R3 such that
(i) u(x) = Mx on ∂Ωδ.
(ii) ∇ · u = 0 in Ωδ.
(iii) dist(∇u,A ∪B) ≤ Cλ(1− λ)δ|a| and
|{x ∈ Ωδ : dist(∇u,A) < dist(∇u,B)}| = vAλ|Ωδ|,
|{x ∈ Ω : dist(∇u,B) ≥ dist(∇u,A)}| = vB(1− λ)|Ωδ|,
for some constants vA, vB ∈ (1/2, 2) which can be chosen as in Lemma
5.20.
(iv) ∇u attains at most ten different values.
(v) The domain is given as Ωδ = Q conv(±e1,±δe2,±e3), Q ∈ SO(3), can be
divided into 20 triangles on which u is affine.
(vi) ‖u−Mx‖L∞(Ωδ) ≤ Cδλ(1− λ)|a|.
Proof. The proof and error bounds follow as in Lemma 5.9 and by noting that as
∇u˜ =
(∇′v d
0 0
)
, d ∈ R2,
the trace constraint is still satisfied. 
The previous replacement construction in combination with the covering results
from Section 6 allow us to deduce the properties (A3) and (A4), which were for-
mulated in Section 2:
Lemma 5.22. Let n ∈ {2, 3} and let K = Kh (with m = 3) or K = Kco (with
m = 5). Let U jk be given by Definition 5.17. Assume that M ∈ int(Klc) with
M ∈ U jk for some k ∈ N and j ∈ {0, 1, . . . ,m− 1}. Let δ = κ02−(10+2m)/m. Then
there exist a domain Ω♦ of aspect ratio 1 : δ (or 1 : δ : 1), a piecewise affine map
w : Ω♦ → Rn and a domain (Ω♦)?g ⊂ Ω♦ such that with the notation from (A4),
(A4)
(i) ∇w(x) ∈ U j+1k for a.e. x ∈ Ω♦g .
(ii) |∇w(x)−M | ≤ C2−k for a.e. x ∈ (Ω♦)∗g.
(iii) w(x) = Mx for x ∈ (Ω♦ \ Ω♦g ) ∪ ∂Ω♦.
(iv) Ω♦g = Ω
♦ and |(Ω♦g )?| ≥ (1− C2−k)|Ω♦g |.
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(v) Let Ω1, . . . ,ΩN ⊂ Ω♦ denote the level sets of ∇w. Then it holds that
N∑
i=1
Per(Ωi) ≤ 2n+2 Per(Ω♦).
As remarked after Lemma 5.11, in Section 6 we further verify that Ωi ∈ C.
Proof. The proof follows similarly as in the analogous case of O(n) and is based on a
suitable application of the replacement construction of Lemma 5.20. By assumption
we have that e(M) = (µ1, . . . , µm) ∈ U jk,l for some l ∈ {1, . . . ,m}. Without loss of
generality assume that l = 1 and that µ2 ∈ Jk−1,κ(1+j/(m−1)). Let
e˜ = (3 · 2−k−2−2m, µ1 + µ2 − 3 · 2−k−2−2m, µ3, . . . , µm),
eˆ = (µ1 + µ2 − 3 · 2−k−2−2m, 3 · 2−k−2−2m, µ3, . . . , µm).
We note that
e˜− eˆ = (3 · 2−k−1−2m − µ1 − µ2)(e(1) − e(2))
= (3 · 2−k−1−2m − µ1 − µ2)a12  n12.
(24)
Moreover the assumption that e(M) ∈ U jk,1 combined with the construction of e˜, eˆ
implies that e˜ ∈ U j+1k,2 and eˆ ∈ U j+1k,1 . Also,
e(M) = λe˜+ (1− λ)eˆ,
where λ = µ2−3·2
−k−2−2m
µ1+µ2−3·2−k−1−2m . Recalling Remark 5.18, we infer that λ ∈ (0, 1) and
λ ≤ C2−k.
Lemma 5.14 and Remark 5.15 ensure that there exist matrices M1,M2 ∈ Rn×n
such that
M = λM1 + (1− λ)M2, e(M1) = e˜, e(M2) = eˆ, rank(M1 −M2) = 1.
Since e˜ ∈ U j+1k,2 and eˆ ∈ U j+1k,1 , we have that M1,M2 ∈ U j+1k . We apply the
construction from Lemmas 5.20 or 5.21 with δ = κ02
−10−2m/m. This yields a
domain Ωδ and deformation w : Ωδ → Rn (with n = 2, 3). We remark that in the
application of Lemma 5.14 we have the choice between two possible skew directions,
the matrices±S in the notation of Remark 5.15. In order to ensure that the gradient
remains bounded (i.e. to satisfy our assumption (A5)), we have to prescribe the
skew part carefully. The discussion of this is however postponed to Lemma 5.24 in
Section 5.2.3.
Ignoring for the moment the issue of choosing the skew part in such a way
that the gradient remains bounded, thus leaves us to verify that ∇w ∈ U j+1k . By
construction of e˜, eˆ we have that
dist(e(∇w), e(M1) ∪ e(M2)) ≤ k
2
:= cλ(1− λ)δ.
Recalling the construction of the skew part from Remark 5.15 (independently of
which sign is chosen) then also yields that
dist(∇w,M1 ∪M2) ≤ k.
Thus, it suffices to show that the error k is sufficiently small. This however follows
from the fact that
0 < k ≤ 2cλ(1− λ)δ ≤ c2−k+2mκ02−9/m.
Defining
Ω♦ := Ωδ, (Ω♦)?g := {x ∈ Ω♦ : dist(e(∇w), eˆ) ≤ dist(e(∇w), e˜)},
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and using the notation introduced in (A3), (A4) then gives properties (i), (ii), (iii),
(v) and the first property in (iv). The result on the volume fractions of Ω?g which is
stated in (iv) follows from the volume fraction estimates in Lemmas 5.21 and 5.20
and the explicit expression for λ ∈ (0, 1) from above. 
Analogously, we infer the replacement construction for the sets U˜ jk :
Lemma 5.23. Let K = Kh or K = Kco. Let U˜
j
k be given by Definition 5.17.
Assume that M ∈ int(Klc) with M ∈ U˜ jk for some k ∈ N and j ∈ {0, 1, . . . ,m− 1}.
Let δk = κ02
−(10+k+2m)/m. Then there exist a domain Ω♦ of aspect ratio 1 : δk
(or 1 : δk : 1) and a piecewise affine map w : Ω
♦ → Rn such that
(i) ∇w(x) ∈ U˜ j+1k for a.e. x ∈ Ω♦g .
(ii) Ω♦g = Ω
♦.
(iii) w(x) = Mx for x ∈ ∂Ω♦.
(iv) Let Ω1, . . . ,ΩN ⊂ Ω♦ denote the level sets of ∇w. Then,
N∑
i=1
Per(Ωi) ≤ 2n+4 Per(Ω♦).
Proof. The proof proceeds analogous to the previous one, but as we can in general
only bound λ(1−λ) ≤ 14 , we use the smallness assumption for the ratio δk to control
the error k. Indeed, as above we have that
0 ≤ k ≤ Cλ(1− λ)δk ≤ 1
4
κ02
−(k+10+2m)/m ≤ 2−k−2−2m,
which then also concludes the argument. 
5.2.3. Skew control. We seek to verify the assumption (A5). While the condition
on the size of Ω?g follows similarly as in the O(n) case, the unboundedness of the
sets K implies that we additionally have to argue that it is possible to construct
uniformly bounded sequences ∇uk, in order to ensure the validity of the assumption
(A5). To this end we use the flexibility in the choice of the skew part (c.f. Remark
5.15). Heuristically, we give ourselves a ball of a fixed radius such that as long as
the skew part of our constructions remains in this ball, we choose the skew part
freely. If the skew part leaves this radius, we choose the sign of the skew part, such
that we move from the exterior of the ball back into its interior. While this can
directly be made rigorous in the case of Skew(2) (which is a one-dimensional linear
space), the case of matrices in Skew(3) requires a little more care.
Lemma 5.24. Consider the constructions from Lemma 5.22 and 5.23. Then in the
application of Algorithm 3.1 for any initial data M ∈ int(Klc), we can choose the
signs of the skew-parts in the application of the Lemmata such that for any k ∈ N
it holds that
ω(∇uk) ∈ BCR(ω(M)),
where R = R(m,n) > 0 is independent of M and BCR(ω(M)) := {ω ∈ Skew(n) :
|ω − ω(M)| ≤ CR} with a constant C = C(n, c2, diam(K)) > 1.
Proof. Before coming to the formal proof, we give a brief overview of our strategy:
As noted in Remark 5.15, we may freely choose the sign of the skew part S in our
rank-one connection. On any level set Ω˜ ∈ Ωˆk of our construction, we thus obtain
a net change of the skew part that is (up to a controlled, geometrically decaying
error) a sum of the terms
±λS or ± (1− λ)S,
depending on how Ω˜ was constructed.
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Since by definition of the in-approximation, we may assume that along the con-
struction (1 − λ) converges to zero geometrically and each jump S is bounded by
two times the diameter R of K˜ ⊂ Rn×nsym , we note that any series of the form∑
i
±(1− λi)Si ≤
∑
ck22R ≤
2R
1− c2 ≤ CR(25)
is absolutely convergent and hence all its partial sums are uniformly bounded.
In contrast, the remaining series is of the form∑
i
±λiSi.(26)
Here in general neither the coefficients λi nor the matrices Si tend to zero, so there
is no hope for the series (26) to be absolutely convergent. Instead we rely on a
good choice of signs to ensure that all partial sums are uniformly bounded. The
argument for this essentially reduces to a one-dimensional argument. Since any
series of jumps in the skew part decomposes into the two cases (25), (26), this then
establishes the desired bound.
More formally, we make the following claim:
Claim 1. There is a choice of signs
 : (Ωˆk)k∈N 7→ {−1, 1}
with the following property: Let Ω1 ⊃ Ω2 ⊃ · · · ⊃ Ωk be any sequence of descendants
in our construction and denote by iSi, where i := (Ω
i), the choice of the respective
skew part and by λi the choice of the associated coefficient λi in the convex splitting.
Let further Λg ⊂ {1, . . . , k} denote the iteration steps in which the descendant picked
up the change by (1−λi)iSi and Λb = {1, . . . , k}\Λg, the “bad” set, its complement.
Then, it holds that ∑
i∈Λg
|(1− λi)iSi| ≤ 2R
1− c2 ,(27)
and
|
∑
i∈Λb
λiiSi| ≤ 2Rm2.(28)
In particular, the net change of the skew part is uniformly bounded by
2R
1− c + 2Rm
2.
We remark that (27) is independent of the choice of  and indeed follows by the
geometric convergence of (1− λi) and the boundedness of Si as explained above.
It hence remains to verify (28). We note that Si always satisfies |Si| ≤ 2diam(K˜)
and is (up to normalization) always given by the skew part of a rank-one connection
between the wells e(1), . . . , e(m) and can thus only take the N = m(m − 1) values
ω(akl ⊗ nkl) (c.f. Lemma 5.24) for some k, l ∈ {1, . . . ,m}, which we denote by
v1, . . . , vN .
We then claim that for any k0 ∈ N and any Λb corresponding to a sequence of
length up to k0, i can be chosen such that
∑
i∈Λb
λiiSi ∈
S ∈ Rn×n : S =
N∑
j=1
µjvj , µj ∈ [−1, 1] for all j ∈ {1, . . . , N}

⊂ B2NR(0),
(29)
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which implies (28).
We establish (29) by induction over k0 and note that for k0 = 0, 1 it is satisfied
(for any choice of  by the triangle inequality). Thus suppose that the statement is
true for any sequence up to length k0 − 1 and consider a sequence of length k0. If
in the k0-th step, we chose (1− λk0)k0Sk0 , then k0 6∈ Λb and hence the statement
follows by considering the truncation of the sequence to length k0−1. Thus suppose
k0 ∈ Λb, we then claim that for a suitable choice of k0(Ωk0) we achieve (29) for
this sequence. Since we did not modify i on any other sequence up to level k0
(ancestors are unique), we can use this choice of k0(Ω
k0) as our definition of the
value of |Ωk0 and thus conclude the induction step. It hence remains to show that
such a choice is possible. We note that Λb = Λ
′
b ∪ {k0}, where Λ′b is the “bad” set
of the truncated sequence. Hence, by the induction assumption∑
i∈Λb
λiiSi = λk0k0Sk0 +
∑
i∈Λ′b
λiiSi
= λk0k0Sk0 +
N∑
i=1
µivi,
(30)
for some µ ∈ [−1, 1]N . Let further l ∈ {1, . . . , N} be such that Sk0 = vl and write
(30) as
λk0k0vl + µlvl +
N∑
i=1,i6=l
µivi.
Choosing k0 = − sgn(λk0) sgn(µl) then implies that λk0k0 + µl ∈ [−1, 1] and thus
establishes the claim. 
We summarize that the arguments in this section show that for any M ∈ int(Klc)
the constructions in Lemmas 5.22, 5.23 can always be prescribed such that the full
statement of (A5) holds.
5.2.4. Proof of Theorem 1 in the case K = Kh or K = Kco.
Proof. The proof follows as in Section 5.1.3: The constructions of Lemmas 5.22
and 5.23 together with the covering arguments from Section 6 (which are needed in
order to work with a “closed” class of domains) show the validity of assumptions
(A3) and (A4) as well as the estimate
|e(∇u)− e(M)| < Cck2 on (Ω♦)?g.
The argument in Section 5.2.3 proves the boundedness of the gradient, which hence
yields (A5). As a consequence, combining these observations with Lemmas 6.2 and
6.9 implies that Theorem 2 is applicable. This thus provides the proof of Theorem
1 for domains, which are given as a finite union of elements of C. Invoking Lemma
6.11 then also yields the claim for general Lipschitz domains. 
6. The Precise Covering Constructions
6.1. The 2D covering construction. In this section we introduce several cover-
ings which allow us to extend our constructions on the model domains Ω♦ intro-
duced in Section 5 to the more general class C as defined below.
Definition 6.1. The class C consists of arbitrary triangles. The class C1 is given
by certain isosceles triangles whose aspect ratio (axis of symmetry to base) is 1 : δ
for a given δ ∈ (0, 1/2) and which are oriented in the same way as the current
diamond-shaped replacement construction Ω♦ (c.f. Lemma 6.2 (i) for a precise
statement on this).
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In Section 5 we showed that it is possible to verify the estimates from Section 2
for special diamond-shaped domains Ω♦. The class of diamond-shaped domains Ω♦
is however not “closed” under the replacement construction, in that it for instance
produces level sets, which are triangles, which cannot be covered by finitely many
diamonds. In particular, with only the class of diamonds at hand, we cannot
directly apply Algorithm 3.1 and iterate the replacement constructions. Hence, it
is necessary to extend the set of domains to a larger collection of sets denoted as
C and to provide constructions which can be used on any domain in the class C.
As a consequence, the class C is chosen in such a way that it is “closed” under
the replacement construction in the sense that if Ω ∈ C, all the level sets of the
replacement deformation are again elements of C. In particular, it contains all types
level sets of the deformations arising in the replacement constructions from Section
5.
In order to achieve this, we begin with the construction, which we have at hand
already, i.e. the diamond-shaped domains Ω♦ and show that this can be used as
a building block to construct more general domains with the desired properties
stated in (A3)-(A5). This is the content of Lemma 6.2 where we argue by a step by
step construction: We first introduce specific isosceles triangles and square-shaped
domains Ω such that Ω \ Ωg ∈ C1 has an (essentially) self-similar geometry
allowing for a very simple covering construction. Here and in the following, we
will call a set self-similar if it is similar to the set we started with. With this at
hand, we then prove that for any Ω ∈ C there exists a suitable covering/partition
involving Ω such that (A3)-(A5) are satisfied.
Lemma 6.2. Assume that the estimates in conditions (A3)-(A5) are satisfied, if
Ω = Ω♦, where Ω♦ is a diamond-shaped domain of aspect ratio 1 : δ for some
δ ∈ (0, 1/2). In the case (A3) the parameter δ may depend on k, j, while in the
case (A5) it is required to be independent of k, j. Suppose further that Ωg = Ω
♦,
which in particular yields that the conditions (A3) (ii), (iii) are empty for Ω = Ω♦.
Denote the constants from conditions (A3) (i) and (A4) by C?0 , C
?
1 , if Ω = Ω
♦, and
assume that both are uniform in j, k.
(i) If Ω is an isosceles triangle of aspect ratio 1 : δ oriented in in the same
way as Ω♦ (i.e. as depicted in Figure 4 top), there exists a replacement
construction which satisfies (A3) (ii) or (A4) with C0 = C
?
0 , C1 = C
?
1 ,
C2 = 2 and v1 = 1/2. We include the corresponding isosceles triangle in
the set C1.
(ii) If Ω = Ω is a rectangle of aspect ratio 1 : δ · b 1δ c, there is a replacement
construction such that the conditions (A3)-(A5) are satisfied with constants
C0 = C
?
0/δ, C1 = C
?
1/δ, C2 = 8 and v1 = 1/2.
(iii) For any Ω ∈ C there exists a construction such that the conditions (A3)-
(A5) are satisfied with constants C0 = 100C
?
0/δ, C1 = 100C
?
1/δ, C2 = 100
and v1 ≥ 1100 .
Remark 6.3. Due to the uniform dependence of the constants C?0 , C
?
1 on k, j and
the k, j (in-)dependence of δ, we in particular infer the required k, j (in-)dependence
of the constants C0, C1, C2.
We recall that the replacement construction for the model domains Ω♦ has been
established for several differential inclusion problems in Section 5. The following
construction makes use of self-similar tiling properties of these model domains (c.f.
Figure 4) in order to derive sufficiently strong perimeter estimates. We recall that
this allows us to establish the good BV estimates from Section 4.2 and to deduce
W s,p regularity of our convex integration solution with s, p independent of our
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Ω♦
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♦
Ω♦
Ω♦
Ω♦
Ω♦
Ω♦
Ω♦
Ω♦
Figure 4. Illustration of the constructions used in Lemma 6.2
(i), (ii). The figure on the top shows two isosceles triangles between
two diamonds Ω♦ (in white), to whose geometry these triangles are
adapted. The triangles in C1 are thus constructed to fit into the
gaps between vertical stackings of the diamonds Ω♦. The right
isosceles triangle is covered as explained in the proof of Lemma
6.2 (i): We insert a self-similar diamond, and obtain as remainders
two self-similar isosceles triangles. Due to the self-similarity of the
covering, it is obvious that this covering strategy can be iterated.
The figure on the bottom illustrates the argument from the proof
of Lemma 6.2 (ii): Stacking b 1δ c many diamonds, we can construct
a rectangle of aspect ratio similar to a square. Here, the light
green areas are of type C1 and the black right-angled triangles are
of controlled perimeter.
initial data. If we instead accepted such a dependence, we could allow C2 = C0 in
(A3) and C1 = ∅ and employ a simpler covering strategy.
Proof. In this proof we proceed step by step and construct each covering/partition
using the preceding ones. We remark that in all these constructions Ωg is composed
of copies of Ω♦. Denoting the replacement deformation in Ω♦ by w, we always
obtain the new replacement construction u : Ω → R2 as follows: The function u
is always constructed to be piecewise affine, such that u(x) = Mx + b in Ω \ Ωg
(where Mx+b with M ∈ Uk,j or U˜k,j is the deformation that is to be replaced) and
such that u is a translated and rescaled version of w in the respective diamonds,
into which Ωg is decomposed. In particular, ∇u ∈ U jk is constant and unchanged
outside Ωg. As |(Ω♦)?g| ≥ (1 − C2−k)|Ω♦|, condition (A5) is always satisfied. It
hence remains to ensure that v1 =
|Ωg|
|Ω| is sufficiently large and that the perimeter
bounds are true.
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2m
2
Tm
Rm
1
µ
1−µ
1−µ
m
1
Figure 5. Any right-angled triangle Tm can be partitioned into
a rectangle Rm and two self-similar triangles. At least half the
volume of Rm can then be filled by axis-parallel squares Si, i ∈
{1, . . . ,m}, and a rotated square Ω can be fitted inside each axis-
parallel one.
In the sequel, we will hence not discuss the construction of u, but only describe
the underlying partitioning of the respective domains, the function u being under-
stood to be constructed as just outlined.
Case (i): Let Ω ∈ C1 be an isosceles triangle compatible with the geometry of Ω♦
as depicted in Figure 4, top. Here when writing that the isosceles triangle is compat-
ible with the geometry of Ω♦, we mean that if Ω♦ = conv({(0,±δ), (∓1, 0)}), then
the isosceles triangle is up to rescaling and translation given by conv({(0,±δ), (−1, 0)})
or conv({(0,±δ), (−1, 0)}). If Ω♦ is rotated, then any compatible isosceles triangle
is analogously rotated. We cover Ω by a (by a factor t ∈ R+ rescaled) version
Ω♦t of Ω
♦ and two rescaled copies of Ω, rescaled by a factor 1/2 (these are the
dark green diamond and the two light green triangles in Figure 4 on the top right).
Setting Ωg := Ω
♦
t , all conditions on Ω \ Ωg are thus satisfied by self-similarity
with C2 ∈ [1, 4), while all conditions on Ωg are satisfied by assumption on Ω♦ and
|Ωg| = 12 |Ω|. In addition to (A5), this shows the validity of (A3) (i), (ii) and (A4)
(the other cases in (A3) being empty).
Case (ii): Given a rectangle Ω, we can cover half of its area by stacking b 1δ c
copies of Ω♦ as depicted in Figure 4 bottom. Denoting the union of these copies of
Ω♦ by Ωg, we observe that Ω \ Ωg consists of 2(b 1δ c − 1) triangles of type C1 and
four right-angled triangles at the top and bottom. In the notation of (A3), these
collections correspond to Ω[1] (consisting of the 2(b 1δ c−1) triangles of type C1) and
Ω[2] (consisting of the four remaining triangles), respectively.
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Then it holds that∑
Ω˜∈Ω[1]
Per(Ω˜) ≤
∑
Ω˜∈Ω[1]
2 Per(Ω) ≤ 2b1
δ
cPer(Ω) =: C0 Per(Ω),
∑
Ω˜∈Ω[2]
Per(Ω˜) ≤ 8 Per(Ω) ≤ C2 Per(Ω),
|Ωg| = 1
2
|Ω|.
In addition to (A5), this shows the validity of (A3) (i), (iii) and (A4) (the other
cases in (A3) being empty).
Case (iii): Let Ω ∈ C be a given triangle, then drawing a perpendicular, we
may partition this triangle into two right-angled triangles whose perimeters are
controlled by Per(Ω). We may thus without loss of generality assume that Ω is a
right-angled triangle and may also choose a coordinate system such that Ω is axis-
parallel. Further by scaling and rotation, we may assume that it has side-lengths 2
and 2m with m ∈ R+,m ≥ 2 as depicted in Figure 5 (left).
Then, we can partition Ω into two self-similar triangles of half the lengths and a
rectangle Rm, as depicted in Figure 5 (left). Since the perimeter of both triangles
is controlled by 1/2 Per(Ω), the perimeter of R by Per(Ω), and |Rm| = 12 |Ω|, it
suffices to show that there exists a replacement construction on Rm. We can cover
at least half the volume of Rm by bm2 c squares Si of side length 1 as illustrated in
Figure 5 (bottom). The remainder of Rm can then be split into two (self-similar)
right-angled triangles, whose perimeter is controlled by Per(Rm) and the combined
perimeter of all squares can be controlled by 2 Per(Rm). Thus, again it suffices
to provide a construction on each square Si. As illustrated in Figure 5 (right), a
suitable rescaling Ωi of Ω
 (i.e. of the domain from (ii)) can be fitted inside Si
such that |Ωi | ≥ 14 |Si| and such that Si \Ω consists of four right-angled triangles
of comparable perimeter. Finally, we apply the construction on Ωi inside each Si
and note that Ω \ ⋃Ωi consists of right-angled triangles that we collect in Ω[1].
The conditions (A3)-(A4) are then satisfied with the claimed constants. In addition
to (A5), this hence shows the validity of (A3) (i), (iii) and (A4). 
6.2. The 3D covering construction. In this section we introduce several cov-
erings and partitions in the three-dimensional setting to extend the replacement
construction on a symmetric, three-dimensional diamond Ω♦ to more general do-
mains Ω ∈ C, as defined in Definition 6.10. In this context, the outline of the
argument is analogous to the two-dimensional setting. Given a certain class of
model domains, we first argue that it always suffices to construct a covering of a
box by the diamond shaped domains from Lemmas 5.23, 5.22, 5.12, 5.11. This is
the content of Section 6.2.1, where we introduce a number of auxiliary domains,
which are needed to obtain a “closed” collection of sets C. In Section 6.2.2 we
then show that these boxes can indeed be covered by diamonds and provide a self-
similar refinement which is analogous to Lemma 6.2 (ii). Combined with the results
in Section 6.2.1 this then concludes the three-dimensional covering construction in
such a way that we obtain W s,p estimates, whose differentiability and integrability
exponents sp are uniform in the position of the boundary data in int(Klc). We
again emphasize that if were willing to give up the uniformity of these estimates, a
simpler covering argument would suffice.
6.2.1. Reduction to boxes. We begin by introducing an auxiliary set C0 of model
domains. Together with the class C1, which is defined in Section 6.2.2 this then
constitutes the class of domains C.
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Figure 6. The model domains for our 3D construction are ramps,
triangle pyramids and rectangle pyramids.
Definition 6.4. In the three-dimensional setting the class C0 is built from several
model shapes (c.f. Figure 6):
(i) A ramp or triangle prism is a domain of the type T ′ × I, where T ′ is a
triangle and I is an interval. Bisecting the triangle using a perpendicular,
we may without loss of generality assume that T ′ is a right-angled triangle.
(ii) A triangle pyramid is the convex hull of a right-angled triangle T ′ and a
point P , which we require to be vertically above one of the corners. That
is, there exists a corner Q of the triangle such that P −Q is orthogonal to
the plane containing T ′.
(iii) A rectangle pyramid is the convex hull of a rectangle R and a point P ,
which we require to be vertically above one of the corners.
A set Ω is then an element of the class C0 if it can be expressed as the union of up
to 30 of these model sets.
In the sequel, we discuss how the existence of the replacement construction for Ω♦
(c.f. Lemmas 5.12, 5.11, 5.23, 5.22) implies the existence of suitable replacement
constructions satisfying the requirements (A3)-(A5) for the building blocks from
Definition 6.4. To this end, it suffices to concentrate on the necessary covering.
Indeed, constructing this in a way such that for any Ω ∈ C we always have that
Ωg consists of a union of translated and rescaled model domains Ω
♦, we implicitly
understand the associated replacement deformation u : Ω → R3 to be a piecewise
affine function, which is a translated and scaled model deformation on Ωg (i.e. one
of the deformations from Lemmas 5.11, 5.12, 5.22, 5.23), and which is unchanged in
Ω\Ωg. Provided that |Ωg| is sufficiently large compared to |Ω|, all the requirements
on u are therefore satisfied. Hence, we only discuss the covering construction in the
sequel.
Lemma 6.5. Let R be a rectangle and let P5 be a point such that there exists P˜5 ∈ R
so that P5 − P˜5 is orthogonal to R. Then the shape obtained as the convex hull of
R and P5 can be partitioned in four rectangle pyramids as described in Definition
6.4.
Similarly, let T ′ be a triangle and let P4 be a point such that there exists P˜4 ∈ T ′
so that P4−P˜4 is orthogonal to T ′. Then the tetrahedron obtained as the convex hull
of T ′ and P4 can be partitioned into six triangle pyramids as described in Definition
6.4.
Proof. We partition R into four rectangles R1, R2, R3, R4, which all have P˜5 and
one of the corners of R as opposite corners. Then the convex hulls of each rectan-
gles and P5 are rectangle pyramids due to the assumed orthogonality and yield a
partition of the convex hull of R and P5.
Let P1, P2, P3 denote the corners of T
′. Then we may draw perpendiculars from
P˜4 to the sides of the triangle opposite of P1, P2 or P3 and obtain points Q1, Q2, Q3,
respectively. In this way we may partition T ′ into six right-angled triangles P˜4QiPj
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Figure 7. Fitting a rotated cube into an axis-parallel one in the
case of an axis-parallel rotation. Decomposing a general rotation
into Euler angles allows to reduce to this situation. As the original
box Wδ is in general not exactly a box, we potentially need to fill
the remainder of the inner-most cube up with ramps.
with i, j ∈ {1, 2, 3} and i 6= j. Then, by the assumed orthogonality of P4− P˜4, each
tetrahedron P˜4QiPjP4 is a triangle pyramid. 
We next show that given a possibly rotated box (which should be thought of as
the convex hull of a stacking of diamonds analogous to the two-dimensional stacking
described in the proof of Lemma 6.2 (ii), c.f. Section 6.2.2), it is possible to fit this
in a controlled way into a slightly larger axis parallel cube.
Lemma 6.6. There are constants c ∈ (0, 1) and C > 1 with the following properties:
Let Wδ ⊂ R3 be a box of side length ratio 1 : 1 : δb 1δ c. Then there is an axis-parallel
cube W such that
• Wδ ⊂W , |W \Wδ| ≤ c|W |,
• W \Wδ is either empty or can be written as a union of at most 20 elements
Bi ∈ C0, and ∑
j
Per(Bj) + Per(Wδ) ≤ C Per(W ).
Proof. There exists a rotation R ∈ SO(3) such that RtWδ is axis-parallel. In
the case that the rotation axis is given by a coordinate axis, we can use the 2D
construction to place the box into a slightly larger axis parallel cube, where the
remainder is given by ramps, see Figure 7.
Consider now the case of a general rotation R ∈ SO(3). Using Euler angles, every
rotation can be decomposed into three rotations Rx, Ry, Rz around the respective
coordinate axes, R = RzRyRx. We thus iterate the above construction to build an
axis-parallel box: First start with an axis parallel box W˜ . Consider the rotated box
RxW˜ . As described above, this box can be placed in a slightly larger axis-parallel
cube W1, where the complement consists of ramps. Now consider RyW1. Note
that inside W1 the box W˜ is now rotated by RyRx. Again, there exists a slightly
bigger axis-parallel cube such that RyW1 lies inside it and the complement is filled
by ramps. Finally rotating this cube by Rz and repeating the construction yields
the desired cube W . Here, the triangle inequality ensures that in every step the
exterior box is at most increased by a factor of
√
2. Again, we fill the remainder
up with ramps. 
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Figure 8. Fitting a rectangle into a building block.
As in the two-dimensional case, given an axis-parallel rectangle, we can cover at
least half of its volume by axis-parallel cubes. We hence next address the problem
of fitting a rectangle into an arbitrary element of C0.
Lemma 6.7. Every building block B as described in Definition 6.4, contains a
three-dimensional rectangle R of volume fraction at least 3/16, such that the com-
plement B \R is (up to null-sets) a disjoint union of at most seven building blocks
U` ∈ C0, and
∑
` Per(U`) + Per(R) ≤ 8 Per(B).
Proof. We consider the three cases of Definition 6.4 separately (c.f. Figure 8).
(i) For ramps B = T ′× I, we use the 2D-construction, see left panel of Figure
8. Precisely, in the right-angled base triangle T ′ we fit a rectangle R˜ of half
the area, and define the 3D-rectangle R as R˜× I. Then this rectangle has
half the volume of the ramp, and the complement consists of two ramps
U1, U2 that are similar to the original ramp. Denoting by a and b the lengths
of the legs of the base triangle, and by h the height of the ramp, we have
Per(B) = ab+h
√
a2 + b2+ah+bh and Per(R) = 12ab+ah+bh. Since the two
ramps in B\R have only faces which are (up to translation) contained in the
surfaces of B and R, we can very roughly estimate
∑2
`=1 Per(U`)+Per(R) ≤
3 Per(B).
(ii) Consider now a rectangle pyramid B, see second panel of Figure 8. The
base rectangle contains a rectangle of half the length and half the width
which has as one corner the vertex of the pyramid above which the top
is located. Then the 3D rectangle which has this smaller rectangle as one
face and is of half the height of the pyramid is contained in the pyramid,
and has 1/8 of its volume. Further, denoting the side lengths of the base
rectangle by a and b, and the height by h, we have Per(B) = ab + 12ah +
1
2bh+
1
2a
√
b2 + h2 + 12b
√
a2 + h2, and Per(R) = 12 (ab+ ah+ bh).
Consider now the complement, which has four components U1, . . . , U4. We
claim that two of them are ramps and the other two are rectangle-based
pyramids which are similar to the original one. Consider first the rectangle-
based pyramids (the yellow and the top part in the figure). By construction,
their base is a rectangle of half the side lengths and the height is half the
height of the original rectangle-based pyramid. The remaining two parts
which lie above the green and the white part of the base rectangle are
ramps by construction. For every set U`, we have Per(U`) ≤ Per(B), and
the assertion follows.
(iii) Consider now triangle-based pyramids, see the two right panels of Figure
8.
We begin by discussing the case when the corner Q is not above the right
angle of the triangle T ′, which is illustrated in the third panel of Figure 8.
Then the base triangle can be partitioned into two self-similar triangles of
half the side lengths and a rectangle of half the side lengths. This partition
of the base then yields a partitioning of the pyramid into two self-similar
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Figure 9. The 3D diamond and the 2D diamond. The
three-dimensional diamond is obtained by embedding the two-
dimensional construction which is depicted on the right into the
(x, y, 0)-plane and adding the points P±4 := (0, 0,±1). Setting
u(P±4 ) = 0 and interpolating linearly between the boundary points
of the two-dimensional construction then yields the piecewise affine
three-dimensional construction (c.f. Lemmas 5.9, 5.21).
triangle pyramids (yellow and white) and two ramps (green and purple).
The volume of the ramps is then 3/8 of the volume of the triangle-pyramid,
and the perimeters of all four objects are not bigger than the perimeter of
the triangle-pyramid. Hence, the assertion follows by (i).
Finally, consider the case when the top Q is above the right angle of
the base triangle T ′, which is depicted in the fourth panel of Figure 8. We
first introduce a ramp of half the side lengths of the pyramid around the
corner of the base triangle at which the right angle is located (violet in
the figure). The pyramid on top of this ramp also has a base of half the
side lengths of the original one, and half its height, and is therefore similar
to it with 1/8 of its volume. Similarly, for the yellow ones. It remains to
consider the green part, which is a rectangle-based pyramid whose base is
the face that it shares with the ramp. Its top is not above a corner but
in view of Lemma 6.5, we can split this pyramid into shapes of class (ii)
in Definition 6.4. Since the top corner lies already above an edge, we only
need two pyramids. We now use the construction from (i) to fit a box into
the ramp. Note that this box has 1/2 of the volume of the ramp, and
thus 1/2 · 3/8 = 3/16 of the volume of the original triangle-based pyramid.
Denoting the legs of the base triangle by a, b and the height of the pyramid
by h, we have Per(B) = 12 (ab+ah+ bh+
√
a2 + b2
√
a2/4 + b2/4 + h2) and
Per(R) = 18ab+
1
4ah+
1
4bh. The assertion follows.

As an additional step compared to the two-dimensional setting, in three dimen-
sions we have to verify that each level set of the construction in Ω♦ (c.f. Lemmas
5.9, 5.21) can be partitioned into (a small number of) the above model domains.
Lemma 6.8. Let Ω1, . . . ,ΩN denote the level sets of the three-dimensional re-
placement construction from Lemmas 5.9, 5.21 (c.f. Figure 9). Then each set is
contained in the class C0 given in Definition 6.4.
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Proof. We recall that the set Ω♦ was obtained by interpolating the 2D construction
from Lemmas 5.8, 5.20 with a point vertically above the centre of the 2D diamond
(c.f. Figure 9 and also Figure 2).
Let us thus fix a coordinate system such that P4 = (0, 0, 1) is the vertical point at
the top and P2 = (1, 0, 0), P1 = (0, δ, 0), P3 = (µ, λδ, 0) and O = (0, 0, 0) are corners
of the level sets of the 2D construction. Furthermore, we introduce P˜3 = (µ,−λδ, 0)
and Pˆ3 = (−µ, λδ, 0).
We note that the tetrahedron OP3P˜3P4 can be bisected into two triangle pyra-
mids by introducing the point P6 =
1
2P3+
1
2 P˜3. Hence, by symmetry it only remains
to discuss the three tetrahedra P3P˜3P2P4, P3Pˆ3P1P4 and P1P2P3P4.
The tetrahedron P3P˜3P2P4: We claim that there exists a point P5 contained in
the line P2P4 such that the triangle P3P˜3P5 is orthogonal to the vector P2−P4 (with
slight abuse of notation, we do not distinguish carefully between vectors and points
in the sequel). If this is the case, the tetrahedron P3P˜3P2P4 can be expressed as the
disjoint (up to null sets) union of two triangle pyramids P3P˜3P5P4 and P3P˜3P5P1.
Indeed, let l = µ+12 ∈ (0, 1) and define P5 = lP2 + (1− l)P4 and P6 = (µ, 0, 0) =
1
2P3 +
1
2 P˜3. Then a short computation yields
P5 − P6 = (1− µ)
2
(1, 0, 1),
P3 − P˜3 = 2λδ(0, 1, 0),
P4 − P2 = (−1, 0, 1).
We note that the first two vectors are linearly independent and hence span the
plane containing P5P3P˜3. Since both vectors are orthogonal to P4 − P2, it follows
that P4 − P2 is orthogonal to P5P3P˜3, as claimed.
The tetrahedron P3Pˆ3P1P4: We argue similarly as in the previous case and intro-
duce P7 = lP1 + (1− l)P4 with l = δ2λ+1δ2+1 ∈ (0, 1) and P8 = (0, λδ, 0) = 12P3 + 12 Pˆ3.
Then a short calculation yields
P7 − P8 = (1− λ)δ
δ2 + 1
(0, 1, δ),
P3 − Pˆ3 = (2µ, 0, 0),
P4 − P1 = (0,−δ, 1).
We note that P4 − P1 is orthogonal to both other vectors and hence orthogonal to
P3Pˆ3P7. Thus, the tetrahedra P3Pˆ3P7P4 and P3Pˆ3P7P1 are triangle pyramids.
The tetrahedron P1P2P3P4: We claim that there exists P
?
3 ∈ P1P2P4 such that
P3 − P ?3 is orthogonal to P1P2P4. If this is the case, then Lemma 6.5 yields a
partition of P1P2P3P4 into six triangle pyramids.
Indeed, let P9 = (−1,−δ−1, 0), then it holds that P9 − P4 is orthogonal to the
plane containing P4P2P1, since
P4 − P9 = (1, δ−1, 1),
P2 − P1 = (1,−δ, 0),
P4 − P2 = (−1, 0, 1),
satisfy (P9 − P4)⊥(P2 − P1) and (P9 − P4)⊥(P4 − P2). Thus P4 is the orthogonal
projection of P9 onto P4P2P1. Finally, we note that the set of all points in the
xy-plane such that their orthogonal projection onto the plane containing P1P2P4
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is contained in P1P2P4 is a convex set and contains P9, P1 and P2. The claim thus
follows by noting that P3 is contained in P9P1P2. 
6.2.2. The self-similar case in 3D. Following a similar approach as in the two-
dimensional setting which was considered in Section 6.1 and which is depicted in
Figure 4, we explain how to cover a box by diamonds and a controlled remainder.
As in the two-dimensional situation, we here introduce a self-similar covering by
diamonds of dyadic sizes. This gives rise to the cases (A3) (ii), (iii) involving the
class of domains in C1. Due to the more complicated geometry in three dimensions
we introduce several additional building blocks:
• We consider a symmetric diamond as constructed in Lemmas 5.9, 5.21.
Without loss of generality after rotation and scaling, we may assume that
it is the convex hull of the points (0, 0,±δ), (±1,±1, 0), (∓1,±1, 0). In
particular, its base is a square. We call this shape, as well as translates and
rescalings of it, a symmetric diamond.
• Since our covering by diamonds leaves some gaps, we further introduce
symmetric tetrahedra T , which up to rescaling, translation and switching of
the x- and y- axes have corners (−2, 0,−δ), (2, 0,−δ), (0,−2, δ) and (0, 2, δ)
(c.f. Figure 11).
• In analogy to the self-similar triangles in the 2D setting, we introduce a ring
shaped domain Rj for j ∈ N0. These domains are given by non-convex
polygons with corners (±1,±1,±δ), (∓1,±1,±δ) and (±(1 − 2−j),±(1 −
2−j), 0), (∓(1 − 2−j),±(1 − 2−j), 0) and are depicted in Figure 10. Their
projections onto the yz-plane then include isosceles triangles as in Figure
4, while the xy-projection is a square annulus. We remark that in the
special case j = 0 the ring consists of 8 rectangle pyramids and instead of
an annulus the projection is a rectangle.
Given a symmetric diamond, we define the class C1 as the collection of tetrahe-
dra T and rings Rj described above. For a rotated diamond, we also rotate the
tetrahedra and rings correspondingly.
With these additional building blocks at hand, we formulate our main covering
lemma, which should be viewed as analogous to the two-dimensional statement of
Lemma 6.2.
Lemma 6.9. Assume that the estimates from (A3)-(A5) are satisfied, if Ω = Ω♦,
where Ω♦ is a symmetric diamond for some δ ∈ (0, 1/2). In the case (A3) the pa-
rameter δ may depend on k, j, while in the case (A4) it is required to be independent
of k, j. Suppose further that Ωg = Ω
♦, which in particular yields that the conditions
(A3) (ii), (iii) are empty for Ω = Ω♦. Denote the constants from conditions (A3)
(i) and (A4) by C?0 , C
?
1 , if Ω = Ω
♦, and assume that both are uniform in j, k.
(i) If Ω = Rj is a ring or if Ω = T is a symmetric tetrahedron, there is a
replacement construction, which satisfies (A3) (ii) or (A4) with C0 = C
?
0 ,
C1 = C
?
1 , C2 = 2. The volume fractions are given by v1 = 1/3 in the case
of a ring and by v1 =
1
2 in the case of a tetrahedron. We define the set C1
to consist of these symmetric tetrahedra or rings, which are oriented in the
same way as the relevant current symmetric diamond.
(ii) If Ω = Ω is a box of aspect ratio 1 : 1 : δ · b 1δ c, there exists a replacement
construction such that (A3) and (A4) are satisfied with constants C0 =
C?0/δ, C1 = C
?
1/δ, C2 = 8 and v1 = 1/3.
(iii) For any Ω ∈ C there exists a construction such that (A3)-(A5) are satisfied
with constants C0 = 100C
?
0/δ, C1 = 100C
?
1/δ, C2 = 100 and v1 ≥ 10−6.
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Figure 10. Ring-shaped domains in various projections. Top:
j > 0, Bottom: j = 0.
Using the additional building blocks from above, we define the full class of ob-
jects, which are used in three-dimensions:
Definition 6.10. Let C0 be as in Definition 6.4 and let C1 be as described at the
beginning of this subsection. Then we define the class C as C = C0 ∪ C1.
Proof of Lemma 6.9. We largely follow the same strategy as in the proof of Lemma
6.2.
Case (i): We begin by discussing the case of a tetrahedron T , which after rescal-
ing, translation and possibly relabelling of the x- and y-axes we may assume to
have corners (−2, 0,−δ), (2, 0,−δ), (0,−2, δ) and (0, 2, δ). We note that the cross-
section at z = 0 is given by the square with corners (±1,±1, 0), (±1,∓1, 0), since
1
2 (±2, 0,−δ) + 12 (0,±2, δ) = (±1,±1, 0). We then introduce the points (0, 0,−δ)
and (0, 0, δ). Connecting the square with these points, we obtain a diamond D
with this square as base and as a remainder we obtain four self-similar copies of the
tetrahedron T1, T2, T3, T4 whose lengths are rescaled by a factor 1/2 (c.f. Figure
11).
It follows that |T1|+ |T2|+ |T3|+ |T4| = 4 ·
(
1
2
)3 |T | = 12 |T | and thus |D| = 12 |T |.
Furthermore, by direct computation
Per(D) +
4∑
i=1
Per(Ti) ≤ 2 Per(T ).
Hence, the lemma is proven for the case of a symmetric tetrahedron.
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Figure 11. Fitting a symmetric diamond into a symmetric tetrahedron.
Figure 12. Combining symmetric diamonds and tetrahedra, we
can cover half the volume of a ring Rj . The complement then
is given by two copies of Rj+1. More precisely, we begin with a
ring Rj , which is shown on the two right hand side figures as the
domain shaded in grey. We seek to cover half of its volume by
tetrahedra and diamonds. This is achieved by forming an inner
square shaped annulus by first stacking diamonds (as shown in the
two figures on the left) and then filling the gaps in between by
tetrahedra (depicted in blue in the two figures on the right hand
side).
Next let j ∈ N0 and consider the ring shaped domainRj . We then may cover half
of this domain’s volume using dj := 4 ·(2j+1−1) symmetric diamonds, D1, . . . , Ddj ,
of size 2−j−1 as well as tj := 4 · (2j+1 − 2) symmetric tetrahedra, T1, . . . , Ttj (c.f.
Figure 12).
Scaling then yields a total perimeter bound
dj∑
l=1
Per(Dl) +
tj∑
l=1
Per(Tl) + Per(Rj \
 tj⋃
l=1
Tl ∪
dj⋃
l=1
Dl
) ≤ C (2−j−1)3 2j+1
= C2−2j−2 ≤ C Per(Rj).
Concerning the volume fractions, we note that the diamonds cover twice as much
volume as the symmetric tetrahedra and hence v1 =
1
3 corresponds to the volume
fraction covered by the diamonds. Finally, we note that the complement of this
cover is given by two copies of Rj+1 with Per(Rj+1) ≤ Per(Rj), so we we can
iterate self-similarly on this complement, as well as on the symmetric tetrahedra.
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Figure 13. Steps of the box covering, here for δ = 1/4. We first
stack the diamonds, which contain the replacement construction
from Lemmas 5.23, 5.22, 5.12, 5.11. This corresponds to the stack-
ing of the green diamonds on the very right. Then we iteratively
seek to fill the gaps between the green diamonds in such a way
that in each step, the volume of the remaining gaps is reduced
by a fixed factor. To this end, we note that the gaps between the
green diamonds are always rings Rj , for which we can hence invoke
the covering construction from Lemma 6.9 (i). The construction
filling the gap in the first iteration step is depicted in the two left
most figures: We first stack the grey diamonds which are of half
the size of the green diamonds, fill these up by the blue tetrahedra,
to create a band, which is then put around the green diamonds in
the third figure.
Case (ii): As in the 2D setting, we vertically stack
⌊
1
δ
⌋
copies of the square dia-
mond (c.f. Figure 13). This then covers a volume fraction v1 =
1
3 of the enveloping
axis-parallel box Ω and its perimeter is controlled by 1/δ times the perimeter of
the box. As in the 2D setting, the top and bottom can be decomposed into 8 rec-
tangle pyramids of small perimeter, while the remainder is given by
⌊
1
δ
⌋− 1 copies
of R0 ∈ C1.
Case (iii): Let Ω ∈ C be one of the building blocks as described in Definition 6.4.
Then using Lemma 6.7 it suffices to provide a covering for a box R contained in
Ω. Furthermore, as sketched in Figure 5 in 2D, we can cover at least a quarter of
the volume of a box of lengths 1 : a : b with a, b ≥ 1 by bac · bbc ≈ Per(R) many
unit cubes. Using Lemma 6.6, we can cover a large volume fraction of each of these
cubes by an axis-parallel cube. Finally, in each axis-parallel cube, we make use of
case (ii) and thus conclude our proof. 
6.3. General Lipschitz domains. In this section briefly comment on the ideas
which are used to extend the setting from domains in the class C to general bounded
Lipschitz domains. As the argument proceeds as in [RZZ16], we omit most details
and refer to Section 6 in [RZZ16].
Lemma 6.11. Let θ0 ∈ (0, 1) and n ∈ N. Assume that for any cube Q ⊂ Rn
and for any limit u ∈ W 1,∞(Q,Rn) of a sequence uk : Q → Rn, obtained through
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Algorithm 3.1, it holds ∇u ∈W s,p(Q,Rn) for all s ∈ (0, 1), p ∈ (1,∞) with sp < θ0.
Moreover assume that the bound
‖∇uk+1 −∇uk‖1−θL1(Q)‖∇uk+1 −∇uk‖θBV (Q) ≤ CQµk(31)
holds, where µ = µ(s, p) ∈ (0, 1) and θ = θ(s, p) ∈ (0, 1) is the interpolation
exponent for the W s,p interpolation from [CDDD03] and CQ > 1 is independent
of k. Then for any Lipschitz domain Ω ⊂ Rn and any s ∈ (0, 1), p ∈ (1,∞)
with sp < θ0 there are deformations u ∈ W 1,∞(Ω) solving (4) with the additional
property that ∇u ∈W s,ploc (Ω,Rn) and
‖∇u‖W s,p(Ω) ≤ C(Ω, µ, sp, CQ) <∞.
Proof. The proof follows as in Section 6 in [RZZ16]. Its consists of two main
ingredients, for whose details we refer to [RZZ16]. In a first step we note that
locally the boundary of Ω can be written as a Lipschitz graph. In a second step, we
exhaust the set below the graph by cubes. Using (31), it is thus possible to obtain
a telescope sum estimate on Ω, which is similar to (31). 
As any cube can be partitioned into two right-angled triangles or two ramps,
we always have that cubes are contained in our admissible class C. Hence Lemma
6.11 is applicable, extending the result from polygonal domains Ω which can be
decomposed into finitely many elements of C to general Lipschitz domains.
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