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The aim of this paper is to assess the applicability of Markov chain models to predict 75 vegetation changes using several different data sets, both from the scientific literature 76 and own observations. It is anticipated that the results and the insights in model 77 behaviour will also be useful for large-scale landscape ecosystem models by using 78
Markov chains as submodels. 79 80 81
Markov chains 883
The Russian mathematician Andrei Andreyevich Markov (1856 Markov ( -1922 
developed the 84 theory of Markov chains in his paper 'Extension of the Limit Theorems of Probability 85
Theory to a Sum of Variables Connected in a Chain' (Markov, 1907) . A Markov chain is 86 defined as a stochastic process fulfilling the Markov property (Eq.3) with a discrete state 87 space and a discrete or continuous parameter space. In this paper, the parameter space 88 represents time, and is considered to be discrete. Accordingly, a Markov chain 89 represents a system of elements making transitions from one state to another over time. 90
The order of the chain gives the number of time steps in the past influencing the 91 probability distribution of the present state, and can be greater than one. 92
93
The conditional probabilities P( X t j X s i) p ij (s,t ) i.e. p ii =1. A Markov chain is time-homogeneous, if the transition probabilities are 122 constant over time (Binkley, 1980; Usher, 1981) . 123
124
For several special cases where assumptions are violated, modifications of Markov chain 125 models have to be made. Transition probabilities are modelled as linearly dependent on 126 ecological factors by some authors (Usher, 1987; Baker, 1989) . If the time intervals 127 between observations are not equal, specific estimation techniques are available 128 (Frydman, 1992; 1995a; 1995b) . (Odum, 1991) . Changing ecological factors do not only 137 influence the performance of plant species but may in return be modified by the species 138 themselves, e.g. through nitrogen accumulation by Rhizobium bacteria. Each plant 139 species occupies a certain physical space, both above and below the ground. Imagining7 an abstract multidimensional space, bounded by available resources plant species again 141 occupy a certain space, the ecological niche (Pratt, 1995 Lee et al. (1970) . MCS was verified using sample data from Lee et al. 167 (1970) . The program is capable of reading macro-and microdata from ASCII files, 168 interactively testing some model assumptions and predicting and saving reports to an 169 output file in ASCII format. An SPSS 6.1.3 syntax file is automatically created, which 170 calculates Spearman's R, Wilcoxon's signed-rank test and the mean square error (mse) 171
and gives a histogram of the deviations of predictions from observations. MCS is 172 freeware and can be ordered from the author. 173 174
Vegetation data 175 176
To ensure the use of a wide variety of vegetation data from different sites, climatic and 177 soil conditions, three published data sets were taken from the literature and one from an 178 own experiment. To ensure sufficiently precise parameter estimation only a subset of 179 plant species is modelled. The criterion for species to be included is in having at least 180 5% percentage phytomass, percentage cover or proportion of specimen at one or more 181 observation times. For percentage phytomass and proportion of specimen, which add to 182 100%, the other species are added up to a state 'others', while for percentage cover the 183 other species are excluded from analysis and percentage cover values are normalised. and underestimation of herbs due to the shapes of the leaves (Goodall, 1952) . This estimator is subject to the constraints that 0 p ij 1. In practice, to hold the 296 constraints an iterative quadratic programming procedure (Lee et al., 1970 ) is used to 297 find the absolute or a local maximum of the likelihood function. If it does not provide a 298 single solution, a linear programming procedure and the minimum absolute deviations 299 estimator is used instead (Lee et al., 1970) . 1987; see also Guttorp, 1995) Time-homogeneity of the Markov chain is tested using another likelihood ratio test by 337
Anderson and Goodman (1957; cited in Usher, 1987) . The test statistic in Eq. 9 is 338 obtained from the time-dependent transition probabilities p ij (t), and the time-independent 339 transition probabilities p ij . If it exceeds the corresponding 2 value, the null hypothesis 340 of time-homogeneity is rejected and tests for the order of the chain have to be 341 performed. 342
Testing the order of the chain is possible for microdata using hierarchical 2 tests 346 (Guttorp, 1995) . Given T observed times, one can iteratively test for all r<T-1 whether 347 the Markov chain is of r-th order. If the test statistic shown in Eq. 10 exceeds the 348 corresponding 2 value, the null hypothesis of the chain being of r-th order is rejected. 349
Note that this procedure is problematic because the probability of falsely rejecting the 350 true order of the chain cannot be controlled (Guttorp, 1995) . 351 The results of testing the assumptions for the microdata of the Giessen test site are given 366 in Table 1 R. acetosa were able to penetrate this layer (Runge, 1985) . Until 1984 no forest 404 established itself in the quadrat. For the Giessen test site a comparison of the goodness of fit of Markov models using 500 time steps of one year instead of three months and by using microdata instead of 501 macrodata was carried out. Except when comparing UNMICY to UNMACY, models 502 with microdata produce a smaller mse than models with macrodata (Table 3) (1998). One major drawback of this model is the rapidly increasing number of 529 parameters that need to be estimated, and this requires a very large spatial data set. 530
531
The mse found in the models examined in this paper is considered to be too high to 532 allow metric predictions of species composition in grassland. The metric variables are 533 valuable as input to the chain, but interpreting the predictions must be undertaken with 534 care. It is recommended to look at ranks of dominant species rather than predicting 535 species proportions in the community. The correlation of the ranks is measured by 536
Spearman's R. It is important to check whether the predicted ranks deviate significantly 537 from the observed ranks with Wilcoxon's signed-rank test, too. Although R is 538 satisfactory, Wilcoxon's P may still discover a poor model fit, if the majority of ranked 539 predictions is all higher or all lower than the observations (Figure 6 ). R is more robust 540 than Pearson's r, as the assumption of bivariate normal distribution is rarely true for 541 Regardless of the data type used, the first step is to define the state space of the chain. In 570 case of microdata obtained by the point-quadrat method, the multivariate observations 571 need to be classified before defining the state space. This approach models transitions 572 between vegetation types rather than between species. On the contrary, macrodata 573 models may be defined using single species as states. A decision has to be made, which 574 species to include in the model, because the number of parameters to be estimated 575 increases exponentially with the number of states. On the one hand, the more parameters 576 are necessary, the less precise the estimation becomes. On the other hand, omission of 577 important species may cause poor predictions. Some authors use only two states in their 578 vegetation Markov model (Usher, 1987) , but others use more than ten (Miles et al., 579 1985; Hobbs and Legg, 1983) or even 400 in a model of amino acid substitution (Gonnet 580 et al., 1994) . To increase the precision of parameter estimation, the data set should 581 extend over a time period as long as possible. 582 583
In conclusion, Markov chains are a framework for estimated replacement rates (or 584 transition probabilities) between plant populations. They can contribute to the numerical 585 analysis and understanding of species replacements in a pathway of succession. The 586 mechanistic richness which is often observed in a succession (Pickett et al., 1987) is 587 summarised in the transition matrix. The existence of a limiting distribution of a Markov 588 chain implies a successional pathway with directional change and termination. 589 Table 3 : Reduction of mean square error (mse) caused by using time steps of one year instead of three months and by using microdata instead of macrodata. Ratios < 1 actually reduce the mse and are shown in bold italic. 
