Abstract-Relevance Vector Machine (RVM) is a novel kernel method based on Sparse Bayesian, which has many advantages such as its kernel functions without the restriction of Mercer's conditions, the relevance vectors automatically determined. In this paper, a new RVM model optimized by Particle Swarm Optimization (PSO) is proposed, and it is applied to groundwater level forecasting. The simulation experiments demonstrate that the proposed method can reduce significantly both relative mean error and root mean squared error of predicted groundwater level. Moreover, the model achieved is much sparser than its counterpart, so the RVM based on PSO is applicable and performs well for groundwater data analysis.
I. INTRODUCTION
Water is a limited resource and essential for agriculture, industry and creatures existence on earth including human beings. Now, water resource scarcity has become a restricting factor for the economic and social development in the world. In the past decades there has been a tremendous pressure on this precious natural resource mainly due to rapid industrialization and human population, as an increase in the human population will simply result in increasing the demand for irrigation purpose to meet food production requirements [1] .
Groundwater provides one-third of the world's drinking water for human beings, animals, and plants. Since surface water is largely allocated, demand on the finite groundwater resources is increasing. However, groundwater is highly susceptible to contamination, various human factors and factitious factors would result to declining of groundwater level and pollution of groundwater For example, groundwater can be contaminated by localized releases from waste disposal sites, landfills, and underground storage tanks. Pesticides, fertilizers, salt water intrusion, and contaminants from other source pollutants are also major sources of groundwater pollution [2] . So, we must understand the groundwater level and the change characteristic, the groundwater resources are reasonably used and protected, then it is important for us to research the change trend of groundwater level using the existing data and materials.
In this direction several studies were carried out for forecasting the groundwater levels using conceptual models that are not only laborious, but also have practical limitations, In the recent past, soft computing tools like Support Vector Machine （ SVM ） has been used increasingly in various fields of science and technology for prediction purposes. But SVM does exhibit some significant drawbacks. For example, it lacks of necessary probability information and is unable to obtain forecast in uncertainty; it need to entail a cross-validation procedure which is wasteful both of data and time; its kernel function must satisfy Mercer's conditions; the number of kernel functions will increase with the increase of training set; its output is a point estimate rather than the conditional distribution in order to capture uncertainty in the prediction, therefore its predictions are not probabilistic [3] .
RVM is a probabilistic sparse kernel model identical in functional form to SVM, where a Bayesian approach to learning is adopted, introducing a prior over the weights governed by a set of hyperparameters, one associated with each weight whose most probable values are iteratively estimated from the data. One of the main advantages of RVM is its capability to obtain a generalization performance comparable to SVM but using dramatically fewer kernel functions. Furthermore, RVM suffers from none of the other limitations of SVM outlined above [4, 5] . In this paper, a novel RVM model based on PSO algorithm is proposed and is applied to groundwater level forecasting, compared with the SVM model, the simulation experiments show it has more accurate predicting results than its counterpart, moreover, it can achieve the greatest levels of sparsity.
II. RELEVANCE VECTOR MACHINE
Tipping [5, 6] proposed the Relevance Vector Machine (RVM) in 2000. Followed by Noslen Hernández's illustration [3] , we show a main idea of the RVM. For a regression problem, given a training dataset{ 
The 
Maximum-likelihood estimation of w and 2 σ from the above equation will generally lead to overfitting problem. Here, though, RVM adopts a Bayesian perspective, and constrains the parameter by defining an explicit prior probability distribution over them, encoding a preference for smoother (less complex) functions by making the popular choice of a zero-mean Gaussian prior distribution:
Where ( )
hyperparameters. There is an individual hyperparameter associated independently with every weight, moderating the strength of the prior over its associated weight. It is this form of prior that is ultimately responsible for the sparseness properties of the model..
Given α , the posterior parameter distribution conditioned on the data is given by combining the likelihood and prior within Bayes's rules:
and A is defined as diag ( ) 
which is easily computed due to the fact that both integrated terms are Gaussian, resulting in a Gaussian too
It can be seen that the predictive mean is intuitively 
III. PARTICLE SWARM OPTIMIZATION
PSO is a method for performing numerical optimization without explicit knowledge of the gradient of the problem to be optimized [7, 8] . It is simplified and (1) The method is based on researches on swarms such as fish schooling and bird flocking.
(2) It is based on a simple concept. Therefore, the computation time is short and it requires few memories.
PSO is basically developed through simulation of bird flocking in two-dimension space. The position of each individual (agent) is represented by XY axis position and also the velocity is expressed by vx (the velocity of X axis) and vy (the velocity of Y axis). Modification of the agent position is realized by the position and velocity information.
An optimization technique based on the above concept can be described as follows: namely, bird flocking optimizes a certain objective function. Each agent knows its best value so far (pbest) and its XY position. Moreover, each agent knows the best value so far in the group (gbest) among pbests. Each agent tries to modify its position using the following information: the current positions (x,y), the current velocities (vx,vy), the distance between the current position, pbest and gbest.
This modification can be represented by the concept of velocity. Velocity of each agent can be modified by the following equation:
where, v i k : velocity of agent i at iteration k, w : inertia weight, c j : weight factor, rand : random number between 0 and 1, x i k : current position of agent i at iteration k, pbest i : pbest of agent i. Using the above equation, a certain velocity, which gradually gets close to pbest and gbest can be calculated. The current position (searching point in the solution space) can be modified by the following equation: Fig. 1 shows scheme of of position update of a particle.
IV. THE RVM BASED ON PSO MODEL
In this section, we describe the proposed hybrid PSO-RVM method for groundwater level forecasting, PSO-RVM method combines two machine learning methods by optimizing the parameters of RVM using PSO. PSO starts with n-randomly selected particles and searches for the optimal particle iteratively. Each particle is a mdimensional vector and represents a candidate solution. PSO algorithm can gain the optimal parameters of RVM that lead to best prediction accuracy in present circumstances, and it uses the fittest particles to contribute to the next generation of candidate particles. Thus, on the average, each successive population of candidate particles fits better than its predecessor. This process continues until the performance of RVM converges [10] . The procedure describing proposed PSO-RVM approach is as follows.
[
Step 1] Parameters m, w, c 1 , c 2 ,T are initialized, and k=0 is set, where m: number of population, w: inertia weight, c i : weight factor, T: number of iteration.
[Step 1.1] Velocity and position of each particle are initialized randomly. Each particle vector stand for a RVM model, which is corresponding to kernel function parameter σ.
[Step 1.2] Each of the particle fitness is evaluated, gbest is initialized with the index of the particle with the best function value among the population and pbest i is initialized with a copy of each previous particle.The fitness function is defined as:
where y is the measured value of a sample, y i is the predictive value of a sample, and N is the number of samples for i=1,2,…,N.
Step 2] The following steps are repeated until a stopping criterion is satisfied.
[Step 2.1] Each particle's velocity is updated according to (11) and each particle's position is updated according to (12) .
[Step 2.2] Each particle's fitness is evaluated.
[Step 2.3] The personal best position pbest i and the global best position gbest are updated.
Step 3] Let k=k+1 and return to Step 2 until the last maximum generation is reached or the best gbest is found.
V. THE SIMULATION EXPERIMENTS

A. Experimental Data
There is 12-year (1983-1994 ) record of shallow monthly groundwater level in Beijing of China from the literatures [11, 12, 13] , that is {Z(t),t=1,2,…,144}. The first nine years time series are used for training the model, and the remaining three years data are used for verification or testing purposes. Table I shows the observed groundwater level on the remaining three years.
Parameter Selection Because RVM is a kernel method, it is important to choice the parameter of its model, including the selection of kernel function and its parameter. Some researches show that when the lack of a prior knowledge about the process. Gaussian kernel function outperforms others in fitting for regression problems. So Gaussian kernel function is used in the RVM model, meanwhile it is vital to determine the parameter of kernel function because of its direct effect on generalization capability of the model.
The PSO algorithm we used is the standard global version with inertia weight, the acceleration factors c 1 and c 2 are both 2.0, a decaying inertia weight w starting at 0.9 and ending at 0.4 is used, and the population size is set at 30 [14] . The parameter setup of PSO-RVM is shown in Table II detail.
B. Prediction Methodology
Suppose the current time is t, we want to predict y(t+l) for the future time t+l with the knowledge of the value y(t-m), y(t-n+1),…, y(t) for past time t-m, t-m+1,…,t, respectively. The prediction function is expressed as [ 
15]: y(t+l)=f(t, y(t), y(t-1), …, y(t-m))
. So, the input and output samples for the build model are shown in Table  III , where m=5 [16] is reasonable and the number of training samples is n-m=103 in this paper. We examine the groundwater level prediction of different time, Relative Mean Error (RME) and Root Mean Squared Error (RMSE) are applied as performance indices. 
C. Results and Analysis
The 103 samples are used as training, the 36 samples are used as test, the convergence process is shown in Fig.  2 , and the optimal Gaussian kernel parameter is determined σ 2 =4.382. For the sake of comparison，the SVM based PSO model (C=92, ε=0.05, σ 2 =3.25) is also applied to this study [12] .
.The RVM and the SVM regression models optimized by the PSO are separately established according to the above parameters for groundwater level forecasting, 36 test samples are tested by the two models, Fig. 3 and Fig.  4 show the foretasted groundwater level and the absolute error for the RVM on the remaining three years, Fig. 5 and Fig. 6 show the foretasted groundwater level and the absolute error for the RVM on the remaining three years, respectively. Table IV shows the RME and RMSE for the two predicting models. It can be noticed that the RVM model outperforms the SVM model, whether the RME or the RMSE of training samples, the former is less than the letter, and with the increase of time, the predicting error increase gradually for the SVM model, however, the forecasted results show good agreement with observed results in last months for the RVM model.
To exhibit the influence of each training sample to the final solution, the estimated variances values of the models are used [3] . For the RVM, the estimation of the inverse variance hyperparameter a i according to the maximum likelihood II method can be considered as a weighting of the sample importance in the regression, the estimated Lagrange multipliers are taken into account for the SVM. According to this, the highest alpha values (lowest a i -1 ) for the RVM are assigned to the least relevance vector samples and the highest Lagrange multipliers a i for the SVM to the least support vector samples for their model fitting respectively. Fig.7 and Fig. 8 show the most important training samples for two models as well as those who do not contribute to the solution (a i -1 →0 for the RVM and a i =0 for the SVM). There are some samples that are used by the two models as well as others that are not significant for any of them.
The RVM model is comprehensively compared with the SVM model in Table V , it presents not only the numbers of support vectors for the SVM and relevance vectors for the RVM needed to build respective models for the prediction but only the MSE of the training samples and the test samples. It is evident that the RVM exhibits some important advantages over the SVM. The RVM is drastically more sparse, 25 relevant vectors may establish a good model, its sparsity is reduced more than a half with respect to the SVM implying that less than a quarter of the training samples contribute to the fitted model, all the relevant vectors for the RVM are used as the support vectors for the SVM. And then the MSE of training samples for the RVM are smaller than that for the SVM as a result of its conditional distribution instead of a point estimate [3, 17, 18] . The RVM model based on PSO is proposed in this paper, the PSO has good convergence speed and search ability to the optimum, it can well optimize the parameter of RVM model, groundwater level forecasting is applied to the optimized RVM model, and the simulation experiments demonstrated its success. And compared with the SVM model, the RVM model is more accurate than the SVM model; furthermore, it can obtain the best results and achieve the greatest levels of sparsity. So, the RVM based on PSO will provide reliable method for time-series analysis and statistical learning. 
