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This paper is devoted to efficient sequential estimation in stochastic processes whose correspond- 
ing sufficient statistics are processes with stationary independent increments. It is proved that a 
stopping time is efficient if and only if it represents a time of the first attaining of a hyperplane., 
which cannot ‘be passed’, in the sense which is made precise below. The problem of determining 
the explicit form of the hyperplanes which cannot ‘be passed’ is also discussed. 
sequential plan * Cramer-Rao inequality * efficient Markov stopping time 
1. Introduction 
Recently, many papers dealing with the problem of efficient sequential estimation, 
in the Cramer-Rao sense, have appeared [7, 8, 15, 17, 18, 20, 23, 24, 251. Also if a 
stopping time is efficient, then the measure generated by the sufficient statistic is 
accumulated on some hyperplane. An interesting problem is the following: which 
hyperplanes are connected with efficient stopping times? (see section ‘Unsolved 
problems’ in [13]). We consider the case when the sufficient statistic is a process 
with stationary independent increments. Under mild conditions, W. Winkler and 
J. Franz [24] have shown that a process with stationary independent increments 
forms a sufficient statistic if and only if it belongs to the exponential class of 
processes. Thus we limit our consideration to this class. 
Some preliminary results and basic definitions are given in Section 2. In Section 
3 we prove a necessary and sufficient condition for a stopping time to be efficient 
and in Section 4 we obtain useful expressions for determining the explicit form of 
the efficient stopping times. Some examples are also discussed. 
2. Preliminaries 
Let {X(t)ltET be a random process defined on the probability space (Q.93, PO) 
with values in (R”, a,.), where 0 is a parameter, 8 E 0 c Rk. The time parameter t 
may be discrete (T = (0, 1,2, . . .}) or continuous (T = [0, +a)). Let the process 
{S(t)},, T be a sufficient statistic for 0 ([2]). We observe the process {S( t)}l, T up to 
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some Markov stopping time 7 and we want to estimate a given real function h( 0). 
As a measure of efficiency we shall use the lower bound of the Cramer-Rao inequality 
in the sequential case [14,23,24]. A result of Dijhler [6], which asserts that (S(r), r) 
forms a sufficient statistic in the sequential case, allows us to consider only estimators 
which are real functions of (S(T), T). In the present paper we assume that {S(t)},, 7 
belongs to the exponential class of processes, defined as follows: 
Definition 1 [24]. The random process {S(t)},,, belongs to the exponential class 
if the following conditions are fulfilled: 
(i) {S(r)I,,r is continuous in probability, has stationary independent increments 
and S(0) = 0 P,-a.s. for each 0 E 0. 
(ii) The probability distributions at time t are dominated by a o-finite measure 
v and the densities with respect to Y may be represented in the form 
f(X, 6 e)=g(X, f) exp .f ( ai(e)xi+P(e)f i=l > 
where x = (x,, . . . , x,) E R”, g is a nonnegative function defined on R”’ x T and LY,, 
ff2,. . . , aIn, p are nonconstant functions defined on 0. 
Following [24] we can properly treat the problem of efficient estimation if we 
additionally assume that K = m, a,, . . . , a,,,,, p are continuously differentiable and 
M-’ exists, where M denotes the matrix (&zi(0)/aO,),. However, these conditions 
allow us to introduce a canonical parametric representation of our exponential 
family. Thus without loss of generality we shall suppose throughout the paper that 
ai = &. We remark that the sufficient statistics of the most important processes 
occurring in practice belong to the exponential class of processes and satisfy the 
conditions mentioned above (binomial, negative-binomial, gamma, Poisson, Wiener, 
multinomial, compound Poisson with jumps of exponential type processes etc.). 
Definition 2. We call a sequential plan the triplet (~,f, h) consisting of a Markov 
stopping time T with respect to {9,},,0, 9, := a(X(s): s < t), a real function h = h(0) 
and an unbiased estimator f =f( S( r), T) of h. We shall consider only finite stopping 
times i.e. Po{~ < +a} = 1, for each 0 from some m-dimensional interval Z, Z = 0. 
From the well known lemma of Sudakov [2,21] we have for every finite stopping 
time 7 that for each 0, r&E I: 
po{(s(T), T) E B) = I eXp f &$(T)+p(e)T dPe,, BE.?&“. ((S(T),T)E BI i=l > 
The conditions, written below are known as Cramer-Rao regularity conditions([23]): 
f OiSi(r)+/?(0)r dPoO= 
i=l 
) 1 $exP( ic, e.$(r)+P(e)r) dPOO, 
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.f(S(~l, 7) exp(. . .) dPoo= 7) exp(. -.I df’oo, 
2 
<+co, i=1,2 ,..., m, f3EI. 
Under these conditions we obtain the Cramer-Rao inequality [23,24] for the variance 
of f(S(T), r), where equality holds if and only if for each 8 E I P,-as. 
where b,, b2, . . . , b,,, are real numbers which may depend on 0. 
Remark 1. It is easy to see that a sufficient condition for the Cramer-Rao regularity 
conditions to be satisfied is the finiteness of the first two moments of the sufficient 
statistic i.e. 
&S:(T) < +CO, E,T~ < +CO, i=1,2 ,..., 111, BEI. (2) 
The definitions given below are basic in efficient sequential estimation theory. Some 
of them, in one-dimensional case, may be found in the book [2]. 
Definition 3. The sequential plan (~,f; h) is said to be efficient if there exists a 
m-dimensional interval 1, I c 0 such that, for each 0 E I equality holds in the 
Cramer-Rao inequality. The estimator f and function h are then called efficient 
and efficiently estimable respectively. 
Definition 4. The Markov stopping time T is said to be efficient if there exist h and 
f, such that (~,f, h) is an efficient sequential plan. 
Definition 5. The Markov stopping time T is said to be efficient for @,, OOc 0, if 
there exist h and f; such that equality holds in the Cramer-Rao inequality for each 
8 E Oo, for the sequential plan (~,f, h). 
It is well known [24] that for every efficient stopping time T the equality 
f USi(T)+%n+,T=%n+2 
i=l 
(3) 
holds P,-a.s. for each BE I, where a,, a2,. . . , a,,, are real numbers such that 
u,,,+~ # 0, xy=: af # 0. Without loss of generality we assume that am+2> 0. In other 
words, the equality (3) means that the measure generated by the sufficient statistic 
(S(T), T) is accumulated on some hyperplane A 
m+l 
A:= (x,, . . . , x,+,)E R”‘+‘: iz, uixi= %+2 
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where am+2 > 0 and X:=:1 af # 0. Define 
Z(t):= F a$,(t)+a,+,f, 
i:l 
To := inf{ t > 0: Z(t) = am+2}r n,:=inf{t>O: Z(t)>.s}, s>O. 
Let T be an efficient stopping time. Thus EOr < +a. By (3) we also have E,Z( T) = 
a m+2. so ([4, 121) 
&Z(7)= EoTEoZ( 1) 
for each 0, for which T is efficient. But EeZ(~) > 0 and E@T> 0. Thus the largest 
subset for which T may be efficient is the following: 
@,:={eE@: E,Z(l)>O}. 
Definition 6. We say that the hyperplane A can ‘be passed’ by the process {S(t), c}~, T
if, for each 0 E Or, 
P~{Z(Q,+J > am+J > 0. (4) 
In fact, this definition is more natural than the definition of ‘passed hyperplanes’ 
in the author’s previous paper [20]. Denote by X the family of all hyperplanes 
which cannot ‘be passed’ by the process {S(t), t}rtT and let W := {TV: A E YC}. 
Remark 2. Since E,Z( 1) > 0, 0 E O,, we have [9, p. 4941 
PO{%,+* -c +co} 2 P,{ sup Z( 1) = +oo} = 1, e E 0,. 
0cr<+cc 
From the finiteness of nL1,+* and the lemma of Sudakov, we have for each B,, ti2 E Or, 
that PB,,n Pe,,T are mutually absolutely continuous, where PO,, means the restriction 
of PO to the v-algebra generated by (S(T), T). Thus the equality P,,{Z( v,“,+J > 
a,,,} = 0 for some &E O,, yields P,{Z(q,,+,) > am+z} = 0 for each 0 E 0,. This 
means that AE X if and only if Pe{Z( v~_+J > amt2} = 0 for each 8 E Or. Thus 
7~ = %_+, P,-a.s. l3 E @r, when TA E W. 
3. Main result 
Theorem 1. A stopping time T is eficient if and only if 7 belongs to W. Every ~~ which 
belongs to W is eficient for 0,. A real function f = ~(S(T), T), TE W, is an ejicient 
estimator ifand only iff(S(T), ) . 7 IS a linear function of S,( 7), S,(T), . . . , S,(T), 7. 
All ejiciently estimable functions satisfy the condition: 
E, f c,Si(TA)+Cm+1TA+Cm+2 
) 
am+2 ijY,-ci$+cm+l) 
( I 
= +Gl+2 
i=* 
a 
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where c,, c2, . . . , c,,,+~ are arbitrary real numbers and a,, a2, . . . , amf2 are those 
numbers, which determine the hyperplane A, A E YC. 
Proof. Let T be an efficient stopping time. Thus the equality (3) is satisfied for some 
aI, a,, . . . , am+2. Suppose that the hyperplane A, given by these numbers does not 
belong to 2. According to (4), for each 0 E 0, there exists S > 0 such that 
P~Z(T,~+,) >amt2 + 81’ 0. (5) 
The process {Z(t)},,, has also stationary independent increments and it satisfies 
the strong Markov property for n, [16]. Thus it is not difficult to see that 
pB{rA = +a) 2 PJZ(G_+,) > amt2 + @PO{ inf (Z(r) - Z(%,+,)) > -61. 
r).“,+*<l<+m 
(6) 
We shall show that, for each 0 E Or, 
Pd inf (Z(t)-Z(TLI_+J)>--S}>O. 
r)‘I_+2<f<+m 
(7) 
Let us := inf{ t > 0: (-Z( t)) > s}, s > 0. Obviously 
PO{ inf 
%_+2<t<+m 
(Z(r) -Z(na,,+,))’ -6]= G{,s~p_ (-Z(r)) < 6], 
PO{ sup (-Z(t)) < 6) c Pe{a, = +a>, (8) 
o<t<+oo 
P@{ sup (-Z(t))<S}~P,{a,,=+co}, 0<&<6. 
o<,<+cc 
Using the fact that {Z( t)},E T satisfies the strong Markov property for u, [16], one 
can easily get: 
P8{~~2s<+CO}~P~{u,<+~}P,{inf(t~w~:-Z(t)+Z(a,)~s)<+~} 
= Pfl{US < +co}P,{ff, < +oo}, s > 0. 
Suppose now that Pe{us, < +a} = 1, 6 E 0,. Thus P,{a,,, < +CO} = 1, which yields 
P,{a, < +co} = 1 for every s > 0. Thus in accordance with (8) we obtain 
P,{ sup -Z(t)<+oo}=O, 8E0,. 
o<,<+ai, 
(9) 
But since I$,(-Z( 1)) (0, 13 E O,, we have that [9, p. 4941 
PO{ SUP -Z(t)< +a}= 1, OE o,, 
O<lc+‘x 
which contradicts (9). Thus P,{u*, < +a} < 1, which with (8) yields (7). From 
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inequalities (S), (6) and (7) we get 
P,{T, = +a} > 0, 8 E 0, 
which with the obvious fact r 2 rA yields 
Pg{7=+tco}>0, eE 0,. 
Since we consider only finite stopping times, we obtain that if the stopping time T 
is efficient, then the measure generated by (S(T), r is accumulated on a hyperplane ) 
which belongs to XC. Suppose that the stopping time r is efficient. Then relation (3) 
is satisfied. Let 7A be its corresponding time of the first passage. According to the 
efficiency of r and the fact r 2 rA we have Eg < +OO, E~TA < +a, and according to 
r4, 121, 
&z(~)=&~&Z(l), EJ(TA)=GTAEZ(~), e E I. 
Hence E,g = E~TA = urni /E,J( l), which yields T= 7~ P,-a.s. for each 0 E I. Thus 
the efficient stopping times belong to W. We shall show that the inequalities in (2) 
are satisfied for each 7A E W and 0 E 0,. Taking into account Remark 2, we have 
TV = %,,,+> I’,-a.s. for each 8 E @,, when 7~ E W. From the results of A. Gut [lo, 1 l] 
concerning the finiteness of the moments of first passage times, we have Eels,,,+, < +a 
for each 0 E 0,. The remaining inequalities in (2) follow from the results in [4, 121. 
According to (1) we have that every efficient estimator can be represented as a linear 
function of the components of the sufficient statistic. To complete the proof of 
Theorem I we shall show that every linear function of So, . . . , S,(TA), TA, can 
be represented in the form given in (1) for each 0 E @,, TA E W. Introduce the 
following notation: 
ui:= si(T,)+$ TA, i=1,2 ,...) m. (10) 
, 
Of course 
and according to (3) we have 
? uiUi= um+2-7.4 am+, 
i=l 
But as one can see, E,Z( 1) = a,,, -C,“=, ai(dj3/a0,). Since E,Z(I)>O for each 
8 E O,, we obtain that rA can be represented as a linear function of Ui, i = 1,2, . . . , m, 
and from (10) the same is true for each Si( TV), i = 1,2, . . , m. Using relation (3) 
and Wald’s equations, 
&si(T,) = -2 &TA, eE o,, 
I 
and we immediately get all efficiently estimable functions. Cl 
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4. Applications 
From a practical point of view it is important to know how one can construct the 
hyperplanes from .‘X. Thus in this section we obtain useful expressions (1 l), (12) 
and (13) for determining the explicit form of the hyperplanes from X Some examples 
are also given. 
Consider first the case when {S(t)},, T is a discrete time process. We shall suppose 
that the distribution of S( 1) (i) is discrete, (ii) is absolutely continuous with respect 
to the Lebesgue measure, where the density function is continuous on the domain 
where it is positive, or, (iii) consists of these two parts mentioned in (i) and (ii). 
Let rA belong to W and let Z(t) be defined as above. Since E,Z( 1) > 0 8 E Oi, we 
have one of the following three cases: 
1. There exist h,>O and h,>O, h, # hz, such that P,{Z(l)=hi}>O, i= 1,2. 
2. There exists an interval [a, b]c (0, +a), such that the distribution of Z( 1) is 
absolutely continuous on [a, b] with respect to the Lebesque measure and the density 
function is positive on [a, b]. 
3. There exists h>O, such that PO{Z(l) =h}>O and P@{Z(l)e (-a,O]}= 
1-Pe{Z(l)=h}. 
Case 1. Let h, < h,. It is easy to see that for each s > 0 there exists a natural K 
such that 
Case 2. It is easy to see that for each s> 0, there exist a suitable subinterval 
[x, y] c [a, b] and a natural K such that 
Thus if rAe W, then the distribution of Z(1) is of the type given in Case 3. 
Furthermore, in a similar way to the above, it is easy to show that the equality 
P,{Z( 77,) > s} = 0, 0 E O,, holds for some s > 0 if and only if 
PO{z(i) E (h, 0, -h, -24.. .>} = 1, 8 E 0,. (11) 
Of course s may take only the values h, 2h, 3h,. . . . 
Consider now the case when {S( f)},6T is a continuous time jump process. Let t, 
denote the moment of the sth jump of the process. We suppose that the distribution 
of S(r,) is of the same type as that of S(1) in the discrete time case considered 
above. Let rA E W and Z(t) be defined as above. Consider the case when a,,, f 0. 
In a similar way to the above for the discrete time process, it is not difficult to show 
that the equality Pe{Z( ns) > s} = 0 holds for some s > 0 if and only if 
~,+I’ 0, Pe{ $ UiSi(t,)>O}=Op eE 0,. 
i=l 
(12) 
The case a,,, =0 leads to the discrete time case. Thus in this case we have that 
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A E YE if and only if 
P,{Z(t,)E(h,O,-h,-2h )... )}=l, h>0,a,+z=h,2h )...) BE@, (13) 
Consider now the case when {S(t)},,, is a continuous time process, whose 
trajectories are continuous. Of course each hyperplane A belongs to Yt. 
Example 1 (Multinomial process [3, 171). A random process {X(t)},,, T= 
(0, 1,2,. . .}, with values in R” and with stationary independent increments, is said 
to be multinomial if X(0) = 0 and 
P{X(l)=ei}=Pi, i=l,2 ,..., m, (14) 
where 
O<p,<l, i=l,2 ,..., m, ,t, PI = ’ 
and 
e,=(l,O ,..., 0), e,=(O,l,O ,..., 0) ,..., e,=(O ,..., 0,l). 
The unknown parameter is p = (p,, pz, . . , pm-,). Of course the process 
(X,(t), . . . , xv?-,(t)),eT belongs to the exponential class [24] and the equality (3) 
takes the following form (observing that t =Cfl, X,(t)): 
where am+2 > 0, CL, a: # 0. Taking into account (11), without loss of generality we 
can assume that a,, u2,. . . , a,, am+2 are integers and their greatest common divisor 
equals 1. Then immediately from (11) we obtain that the hyperplane A belongs to 
YC if and only if ui G 1 for each i, i = 1,2, . . . , m, where at least for one io, 1 G i,s m, 
u4,= 1. 
Example 2 (Compound Poisson process with exponential jump [18]). Consider the 
process 
N(r) 
X(f) = c 6 
i=l 
where 5,, &, . . . are independent exponentially distributed random variables with 
parameter EL, /1 E (0, +a), independent of the process { N( f)}ET. Here { N( t)},t-r is 
a classical Poisson process with parameter h, A E (0, +a). The unknown parameter 
is (A, p). The process {X(t), iV(t)},,T forms a sufficient statistic which belongs to 
the exponential class [ 181. The equality (3) takes the form 
where u4> 0, a:+ ai+ a: # 0. Immediately from (12) and (13) we obtain that the 
hyperplane A belongs to ?C if and only if one of the following two conditions is 
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fulfilled: 
1. a,>O, a,SO, a,SO (see (12)), 
2. a3=0, a,=O, a,>O, u4=az,2a, ,... (see (13)). 
Example 3 (Compound Poisson process with multinomial jumps). Consider a com- 
pound Poisson process 
N(c) 
X(l)= c 5i 
i=l 
where the jump 4 has the multinomial distribution (14). The unknown parameter 
is (A, PI, p2,. . . , p,_,). It is easy to see that the process (X,(t), . . . , X,,,(t))ttT forms 
a sufficient statistic which belongs to the exponential class (observe that iV( t) = 
Cyl, X,(f)). The equality (3) takes the form 
2 aiXi(T)+am+~T=am+2 
i=l 
where G+~>O, C,,, m+’ af# 0. Immediately from (12) and (13) we have that the 
hyperplane A belongs to 9% if and only if one of the following two conditions is 
satisfied: 
1. a,+, >O, a,GO, i=1,2 ,..., 171 (see(12)), 
2. am+, =O,a,,a, ,..., a,,a,+,areintegersandai~lforeachi,i=1,2 ,..., m, 
where at least for one iO, 1 G i. s m, ub = 1 (see (13)). 
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