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INTRODUCTION
The objective of this research program was to explore and investigate innovative concepts and algorithms that can be used to develop a user friendly knowledge-based system for command and control decision making process. For an information fusion and data reasoning system, the data from different individual data channels are usually noisy, uncertain, partial, occasionally incorrect and usually incoherent. The data patterns obtained are usually of different sizes and resolution, distorted, rotated and presented in different scales. Information from multiple sensors allows features in the environment to be perceived that are impossible to perceive using just the information from each individual sensor operating separately. The information from multiple sensors should be processed in a way to enhance recognition, identifying capabilities and thus the reliability of the decision making process. The processing of redundant information can reduce overall uncertainty, and thus, increase the accuracy with which the features are perceived by the system.
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Further, processing of complementary information usually increases the discrimination ability of the information system.
With standard techniques used for the information fusion and data reasoning in the command and control process make explicit assumptions concerning the nature of the sensory information.
The most common assumptions include the use of a measurement model for each sensor that includes a statistically independent additive Gaussian error or noise term and an assumption of statistical independence between the error terms for each sensor. Many of the differences in the information fusion and data reasoning methods center on their particular techniques (e.g., calibration, thresholding) for transforming raw sensory data into a form so that the above assumptions become reasonable, and thus a mathematically tractable information fusion and data reasoning method can result. The information fusion and data reasoning methods based on these A challenge of these statistical classifiers is that the statistical data distributions of the sensor data are usually not exactly known, and the common assumption of Gaussian distribution is not usually valid. This absence of knowledge of the prior probabilities has been long recognized as a difficulty for the Bayesian approach.
Many different artificial neural networks (ANNs) have been applied to the problems of information fusion and data reasoning. As compared to the traditional information fusion and data reasoning methods, such as k nearest-neighbor classifier, Bayesian classifier using Parzen windows, statistic quadratic, rules and weighted sums, it had been demonstrated that the performance of the ANNs is either equivalent or better [10] - [13] . Furthermore, ANNs tend to use far fewer free parameters, and requires much less computations. However, the performance of the ANNs is usually dependent on the following issues:
1. The form of the ANNs, such as the input and the output signals of the ANNs, the architecture of the ANNs, and the learning rules used for learning.
2. The structure of the training and testing data sets used to train and test the ANNs, since the ANNs must be trained to be general and robust enough so that all the possible system scenarios can be handled.
In a practical information fusion and data reasoning system, the information received purely from sensors is usually constrained, and thus, the design and the training of the ANNs are constrained, and therefore, the performance of the system is bounded. Further, due to the use of the sensors' raw data or features data, the classifications made by the ANNs are the low level classifications which usually do not have good discrimination between various pattern types.
Furthermore, redesign and retraining of a well trained ANN is usually necessary for the case that more relevant and important information is available. That is, time consuming processes are usually required to "expand" an ANNs based information fusion and data reasoning system.
With the uncertainties and the problems stated above, an information fusion and data reasoning system for command and control, which can be employed for reliable and robust decision making process should be:
1. Intelligent enough to accommodate or even compensate the uncertainties that come from the various inputs.
2. Flexible enough to work with various types of information or sensor data.
3. Adaptable enough to synthesize previous experiences and the knowledge of different domain experts.
4. Friendly enough to let the user edit, create and manipulate the algorithms used for data reasoning and the decision making process.
To fulfill these requirements, based on the concept of Fuzzy Cognitive Map (FCM) [14] - [27] , we proposed a research program to investigate and to develop a user friendly knowledge-based system for command and control decision making processes.
A fuzzy cognitive map is a nonlinear feedback dynamical system for modeling causal knowledge process. It is an alternative to conventional expert systems in situations where the available Approved for public release; distribution is unlimited. 3 knowledge has some uncertainties and where the knowledge base resides in a large number of experts, possibly having different levels of expertise and diverse or even conflicting views. As compared to conventional expert systems, fuzzy cognitive maps have the following special characteristics which make them outstanding candidates for use in complex control and planning systems:
1. Inferencing in the expert system involves tree searching and is, therefore, inherently a sequence process. The fuzzy cognitive map allows synchronous updating of all nodes and links (i.e., high speed parallel processing).
2. If the basic structure of the expert system is a tree, two or more expert systems cannot be readily combined. Fuzzy cognitive maps permit, in a simple manner, the combining of knowledge acquired from different sources.
3. Conventional expert systems cannot be adaptively refined through the learning process. The fuzzy cognitive map is capable of adaptive refinement through supervised and unsupervised learning.
4. Knowledge acquisition and its translation into a form suitable for expert system use requires special skills. A domain expert can sketch a fuzzy cognitive map after a very short period of instruction.
The fuzzy cognitive map was proposed by Kosko [14] [15] as an alternative to conventional expert systems in situations where the available knowledge has some uncertainties and where the knowledge base resides in a large number of experts, possibly having different levels of expertise and diverse or even conflicting views. The structure of the fuzzy cognitive map is such that two or more maps can be readily combined, even if the maps differ substantially. When combining different maps acquired from a group of experts, the individual maps may be weighted so as to reflect the level of credibility of each expert. Gathering and combining knowledge from a large number of sources leads to a dynamic structure which preferentially exhibits behavior corresponding to that knowledge which is most firmly known. The acquisition of fuzzy cognitive maps can be accomplished in three ways:
1. by asking for the knowledge from an expert or group of experts.
2.
by abstracting situation-response prototypes from historical data.
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3.
by autonomously growing them in adaptive learning networks.
All three of these methods are likely to be of utility in a planning and control system. Moreover, the methods of acquisition can be freely mixed. For example, a fuzzy cognitive map acquired initially by querying experts might later be refined adaptively during actual use.
Unlike conventional expert systems, fuzzy cognitive maps operate with dynamic feedback.
Dynamic feedback permits the use of knowledge which contains some uncertainties. For example, in a fuzzy cognitive map, a logical inference once made is not immutable, but may be changed in light of subsequent inferences. In other words, an inference in a chain of inferences can be altered if it leads to conclusions which are incompatible. In this way a piece of uncertain knowledge can be used as a guide in reaching decisions without locking the system into rigid, and possibly paralyzing, behavior.
In many complex control systems, the human operator participates critically in providing decisions based on experience in situations which are not easily quantified to allow automatic decision making. One may argue that the human is nevertheless following a set of rules and that, in principle, the rules could be written down and followed by an automatic decision maker.
Even if such a set of rules is obtained, however, the rule designer is faced with the nearly insurmountable task of verifying that the rules lead to an acceptable decision in all conceivable circumstances, including those which have an infinitesimal probability of occurring. The near impossibility of anticipating all possible consequences of strictly following a set of rules suggests that the rules in a rule-based control system should not be inviolable, but should have provisions for being overridden by a higher authority. The fuzzy cognitive map with its feedback mechanism provides a natural means by which decisions can be overridden. In fact, any inference can be overridden selectively, and the fuzzy cognitive map will immediately converge to "the next best" inference. This allows a human operator, for example, to veto a fuzzy cognitive map decision, based on the human's broader experience and values. In such cases, the fuzzy cognitive map converges to a new solution, automatically overriding first those rules in the knowledge base which are less firmly held.
A primary function of the human operator in many complex control systems is the rapid selection of relevant observational data from the huge quantity of data being gathered and presented. The selection of the relevant data requires much more than a simple filtering of the Approved for public release; distribution is unlimited. 5 data stream since data which is not relevant, in most situations, may suddenly become of critical importance as the situation changes. The operator must also be capable of making decisions in situations which have never arisen before; hence he must have, or develop through experience, an ability to make accurate predictions of future system states given a previously unseen system state. It is in the areas of prediction and data selection that the fuzzy cognitive map is particularly promising for taking some of the burden off the human operator.
II. RESULTS

Task 1:
Explore the inherent opportunities of fuzzy cognitive maps.
Approach: This section provides a theoretical basis for fuzzy inferencing in the fuzzy cognitive map.
Structure of the Fuzzy Cognitive Map
The The cognitive map of Figure 2 , therefore, represents in a very simple way some of the knowledge that is required to control an aircraft. It is a qualitative causal model. It can be argued that it is cognitive maps of this sort that enable human pilots to quickly adapt their flying skills to aircraft they haven't flown before.
Approved for public release; distribution is unlimited. Figure 4 shows the matrix representations of these four cognitive maps, each augmented appropriately so that they may be added together directly. After standard matrix addition of these four matrices, a new matrix representation can be obtained, and Figure 4 shows the resulting composite matrix, normalized so that maximum causality is still represented by a connection strength of one. Finally, with this new matrix, a fuzzy cognitive map which Approved for public release; distribution is unlimited.
represents the combination of four experts' knowledge can be generated, and Figure 5 shows the schematic representation of the final composite fuzzy cognitive map. In the example illustrated above in Figure 3 , the fuzzy cognitive map matrices were added together with equal weights. It is also possible to weight each fuzzy cognitive map individually, depending on the credibility or degree of expertise of the source from which it was obtained. In combining several fuzzy cognitive maps, causal connections (edges) differing in sign will tend to cancel. Thus causal connections over which there is some disagreement among experts will be diminished in the composite fuzzy cognitive map. As the knowledge of more experts is added, the composite fuzzy cognitive map will come to represent that knowledge which is most firmly known.
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Figure 6. Composite fuzzy cognitive map.
Fuzzy Cognitive Map Application
The fuzzy cognitive map offers a very important application related property which is not fully addressed by other knowledge representation methods: it can be utilized to perform qualitative causal modeling, that is, emulate behavior of a system through qualitative causal modeling. The system may be one for which it is infeasible or undesirable to produce a full quantitative model because:
1. The system is too complex (too many variables or too many interactions) to be modeled in detail in a reasonable amount of time.
2.
Portions of the system are not understood well enough to define a quantitative model.
3.
Although the system is understood, the data required to build a quantitative model are not available and cannot be easily obtained.
4.
The system is subject to unpredictable variation which would render any quantitative model inexact.
5.
A generic model is desired, that is, one which can be applied to any of several systems of a given class.
6.
The inner workings of the system are inaccessible, and hence, a plausible model can only be inferred from the observed behavior of the system. As a qualitative model, the fuzzy cognitive map is capable of predicting future states of a system. With this capability, there are two primary application areas for fuzzy cognitive maps:
1.
In the monitoring of complex systems, where the fuzzy cognitive map is continually predicting future system states.
2.
In the planning operations of a mission, where the fuzzy cognitive map is used to predict the likely outcome of a proposed action.
For the system monitoring application, the current states of the system(s) that are being monitored are periodically loaded into the fuzzy cognitive map, and the fuzzy cognitive map is then allowed to evolve forward in time at a rapid rate (faster than real time). In this way, the likely future states of the system can be predicted. The predicted states may be used, for example, to automatically trigger some alarm signals and corrective action may be taken before a truly critical system state arises.
Furthermore, for this real time monitoring and predicting application, the fuzzy cognitive map has the potential to significantly increase accuracy and reduce human workloads. The fuzzy cognitive map is able to follow large numbers of interactions in complex situations without being overwhelmed by too much data. It, therefore, has the potential to greatly reduce the amount of data that must be considered by the human operators of the system. Unlike human beings, the fuzzy cognitive map is not affected by emotional stress in crisis situations, nor is it subject to distraction or fatigue.
For the planning and prediction applications, hypothetical system states are loaded into the fuzzy cognitive map, and the fuzzy cognitive map is then allowed to evolve forward in time. The predicted future states may be examined to determine the likely outcome of placing the system in the hypothetical state. For this kind of applications, the fuzzy cognitive map can serve as a planning aid.
Fuzzy cognitive maps can serve as aids in both near-term and long-term planning. An example of near-term planning is using the fuzzy cognitive map to aid in finding a corrective action in the event of a system malfunction. Upon system malfunction, the current state of the system is loaded into the fuzzy cognitive map and a plausible corrective action in the form of a forcing input is applied to the fuzzy cognitive map. The fuzzy cognitive map is then allowed to evolve forward in time to predict the likely outcome of the corrective action. If the predicted outcome is acceptable, the corrective action may then be applied to the real system. The process may be repeated should the evolution of the real system deviate from the previous prediction. This fuzzy cognitive map application example resembles the likely mental process of a human operator of a complex system. That is, before the operator applies the corrective action, he or she will try to predict the outcome by mentally modeling the evolution of the system. Several plausible corrective actions may be considered by the operator before one leading to an acceptable predicted outcome is found.
Furthermore, a fuzzy cognitive map may be used, for example, in the design phase to predict the consequences of component or subsystem failure, thereby leading to safer system designs.
Another use is as a system simulator for training purposes. It is conceivable too, that the fuzzy cognitive map might find use in long-term strategic planning and policy making.
The fuzzy cognitive map offers a very important application related property which is not fully addressed by other knowledge representation methods: it can be utilized to perform qualitative causal modeling, that is, emulate behavior of a system through qualitative causal modeling. The system may be one for which it is infeasible to produce a full quantitative model because: 1) the system is too complex to be modeled in detail in a reasonable amount of time, 2) the system is subject to unpredictable variation which would render any quantitative model inexact, or 3) the inner workings of the system are inaccessible, and hence, a plausible model can only be inferred from the observed behavior of the system.
As a qualitative causal model, according to the knowledge embedded in the map, the fuzzy cognitive map is capable of doing the following functions:
1. Classify or discriminate the essential variables among a large set of data variables, and thus correct decisions can be made on the actions that should be taken by the system or a human operator.
Predict the future status of a system. With this capability, fuzzy cognitive maps can be used to predict the likely outcome of a proposed action.
3.
Identify the most likely causes for a specific system status. This is especially important for a system whose overall status is a result of propagating and magnifying of some minor problems which occurred on a small fraction of the system.
Based on the discussions shown above, it is obvious that a decision making system based on fuzzy cognitive maps will fulfill the characteristic requirements of a reliable and robust decision making system.
We next present the fuzzy logic inferencing (modus ponens) of Lukasiewicz and then compare it to the fuzzy inferencing rule of Gaines. We find that either form of inferencing may be used in the fuzzy cognitive map, though the latter has a more natural (and conventional) implementation.
Lukasiewicz Inferencing Rule
The Polish logician Lukasiewicz developed a logical system in which truth values are extended continuously over the range [0, 1] . In this system the implication operator is defined as
where t(A) and t(B) are the truth values of statements A and B, respectively. To derive the fuzzy inferencing rule corresponding to classical modus ponens we take
and
and then solve for truth value t(B):
Casel: c<l
\-t(A) + t(B) = c,then t{B) = t(A) + c-\>a + c+\
Case 2: c = 1
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-t(A) = t(B) > 1, then t(B) > t(A) provided t{B) > 0, then (5) t(B)>a = a + c-l
Therefore, the truth value t(B) may be expressed by
This result reduces to classical modus ponens for bivalent truth values a and c.
Gaines Inferencing Rule
The Gaines implication operator is defined as
lmm(l,t(B)/t(A)) ift(A)>0\
'^-^Hl
as before we take and then solve for the truth value t(B):
Casel:t(A)>0 
t(B) I t(A) = c, then t(B) = t(A)-c>a-c
The last result gives theoretical justification for the use of multiplication as the fundamental inferencing operator in the fuzzy cognitive map.
Inference Example
For the purpose of demonstrating the fuzzy cognitive map inference process, the example shown in [20] is utilized here. Figure 7 displays a fuzzy cognitive map with causal links between ice, ozone, and chlorine monoxide in the atmosphere, and Figure 8 shows the matrix representation of the fuzzy cognitive map.
Approved for public release; distribution is unlimited. The fuzzy cognitive map inference procedure has five steps and results in stable states or dynamic equilibrium depending upon the matrix and the initial conditions, and the inference procedure recalls these hidden patterns given an initial states. The five steps of the fuzzy cognitive map inference procedure are:
1. Form the current state vector.
2.
3.
Multiply 
4.
Compose the new state vector.
5.
Return to step 2 until the state stabilizes to a constant vector or a state repeats.
Suppose the initial state of the atmosphere is the vector (0, +1, 0), that is, normal ice, high chlorine monoxide, and normal ozone. The states listed in Table 1 are the results of inference processing for the fuzzy cognitive map shown in Figure 7 .
The net effect (+1, +1, -1) means the atmosphere system has more than normal amounts of ice, more than normal chlorine monoxide, and low ozone. According to this abbreviated model, are the transition states. They lead to a stable state » a fixed point limit cycle (+1, +1, -1). Approved for public release; distribution is unlimited.
FCM Time Evolution
To define the time evolution of the FCM, we choose the dynamical equation
where % is the activation of the jth node, S is a signal function with a range in [0,1] (usually a sigmoid), w y is the strength of the connection from node i to node j (may be positive or negative), Rj is a positive constant which controls the decay rate of the jth node's activation, Ij is an external input to the jth node, and Cj is a positive constant controlling the slew rate of the jth nodes' activation. With this formulation the dynamical behavior of the FCM becomes that of the continuous Hopfield network. A more general form of the dynamics may be given by
I where a is a nonnegative amplification function and ß is an arbitrary continuous function. The later form was introduced and studied by Cohen and Grossberg. Although the more general form may find use in FCM's, the present work will focus on equation (1).
FCM Training
In this section we consider FCM training -the adjustment of the causal interconnections, either offline or in real time, so as to improve performance. A principal finding, to be presented below, in that it is important to distinguish between two types of training: refinement of existing FCM's and the growing of entirely new FCM's. A learning law appropriate for one of these might not be suitable for the other. In general, the growing of new FCM's will resemble the training of neural network and will require a large set of training examples. The refinement of existing FCM's, on the other hand may include those cases where a small amount of new data is used to refine an FCM which is already in use.
Hebbian Learning
The Hebbian learning law, in its simplest mathematical form, may be expressed as
It is also often expressed in the form
where the first term on the right gives a decay or "forgetting." Implicit in equation (14) is a coefficient to set the decay rate.
Hebbian learning in the form presented above is inadequate for FCM training since there is an incompatibility between equation (13) and the basic FCM structure which has bipolar interconnections and unipolar nodes. Without modification, equation (13) can lead only to increases in the interconnection strengths.
A straightforward way to avoid the above mentioned incompatibility is to employ the differential Hebbian learning law:
The differential Hebbian learning law is based on concomitant variation; if Q increases concomitantly with Cj then there is likely to be a causal connection between Q and Cj.
We note here that the Hebbian laws are symmetric. That is, growing a causal connection from Q to Cj using eq. (14) or eq. (15) will also grow a causal link from Cj to Q. This is undesirable. Fire is likely to cause smoke but smoke is not likely to cause fire. Fortunately, this situation can be mitigated by using differential Hebbian learning with lagged variation: Approved for public release; distribution is unlimited.
Klopfs drive-reinforcement
A simplified form of the Klopf drive-reinforcement model can be expressed as Wij =-Wij + \WijfiCj (16) or in lagged form (without decay) as
The chief advantage of this rule in an FCM context is that only non-zero edges are altered. It therefore is well suited to the adaptive refinement of already existing FCMs, though it may not be appropriate for growing FCM's from scratch.
We conclude this section by summarizing the main findings about FCM learning:
Simple Hebbian learning is not suitable for training FCMs having the structure presented here since it is incompatible with the use of bipolar interconnects and unipolar nodes.
2.
Differential Hebbian learning is compatible with the FCM structure and is appropriate for growing new FCM's from scratch. If used to refine existing FCMs, this learning rule may generate spurious causal connections.
3.
A version of Klopfs drive reinforcement is probably the best learning rule for the refinement of existing FCMs, since it alters only those causal connections which are already non-zero and therefore will not lead to a proliferation of possibly spurious connections.
For Marine Corp application, the FCM approach needs to be developed in a software module to demonstrate a command and control application.
Task 2. Develop a Prototype Knowledge-based System Module in Software
With the Microsoft 8 Visual C++™ language, a stand-alone software module, called TACAN's FCM ToolKit™ Software, used for the formation, configuration and manipulation of fuzzy cognitive maps was designed and created.
/TU Figure 9 . C++ FCM ToolKit .
The FCM ToolKit™ Software has the following functions/features:
1. Allows user to create and manipulate fuzzy cognitive maps.
2. Synthesizes different fuzzy cognitive maps into a new fuzzy cognitive map.
3. Defines hierarchical fuzzy cognitive maps structure.
A friendly Windows™ graphical user interface.
5. Users can drag-and-drop the nodes in a fuzzy cognitive map freely to design the topology of the map in the way they like.
6. The nodes and links in a fuzzy cognitive map can be freely modified, added or deleted.
7. With a defined fuzzy cognitive map and the initial states of the map nodes, users can run continuous causal inference simulations on the currently opened fuzzy cognitive map.
Install the FCM ToolKit™ Software
The FCM ToolKit™ Software is written with the Microsoft*Visual C++™ language, and it can be run on a computer system with the Microsoft* Windows95™ operating system.
TM
Getting Started With the FCM ToolKit Software
Double click on the program icon that is created in "Install" to start the FCM ToolKit
Software. Then the main window of the FCM ToolKit ' Software appears, shown in Figure 10 
TM
Approved for public release; distribution is unlimited. 20 Figure 11 and Figure 12 show additional screens that are used to start the FCM ToolKitTM during the installation of the software.
;V»Ä-K**~#jW3i->ä-.<£*-.' Approved for public release; distribution is unlimited. Select this command to create a new fuzzy cognitive map, see Figure 13 . After this command is selected, a series of dialog boxes (Figures 14-17) will be presented to the user to configure a new FCM with 2 nodes interconnected with a link weight.
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Initially, the user is prompted for the parameters of the "source" node. Approved for public release; distribution is unlimited. 24
After setting up the source node, the user is then prompted to enter the "Destination" node properties.
SBBBIIilll^ Figure 16 . Destination Node Setup.
Once the initial node properties have been configured for the first two nodes, the user is prompted to enter the link weight. Approved for public release; distribution is unlimited. 25
In the Link Properties tab, the user has the ability to modify the link weight value and display Note that by making this weight negative, you tell the FCM Inferencing engine to us negative causal inference between these two nodes.
A brief description of the causal effect that the source node has on the destination node is displayed at the bottom of the dialog box.
By clicking the "Display Link Weight as Number" check box, you modify the way the link weight is displayed within the FCM window. Checking the box causes the numeric value to be displayed, while not checking the box tells the system to use the linguistic term in the graphical display of the link.
After clicking OK, the ToolKit displays the graphical representation of the FCM (topology map).
Inserting a New Node into an Existing FCM
There are a few methods the user may use to insert a new node into an existing FCM: 1) Select "Insert" from the "Nodes" menu.
2) Depress the Insert Node button on the tool bar ( Figure 19 ).
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Inserting a Link Between Two Nodes
There are a few methods the user may use to insert a link weight between two nodes: 1) Select "Insert" from the "Links" menu.
2) Depress the Insert Link button on the tool bar ( Figure 21 ).
Approved for public release; distribution is unlimited. After executing either of the above commands, the FCM ToolKit will display a confirming dialog box ( Figure 22 ) that gives the user a chance to change his mind about connecting two nodes together. Upon confirmation, the FCM ToolKit then prompts the user to indicate the source node ( Figure   23 ) by clicking on the appropriate node. Figure 23 . Prompt for Source Node.
TACAN FCM ToolKit
Next, the user is prompted to click on the destination node ( Figure 24 ).
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Creating Bidirectional Links
The sample FCM requires a bidirectional link between two of the nodes. To create a bidirectional link, use one of the methods for inserting a link as described above, with one of the nodes as the source node, the other as the destination node. Then repeat the insert link process again, only this time use the previously selected destination node as the source, (i.e., if node A was the source and node B was the destination for the first link, then make node B the source and node A the destination for the second link.) Note you may need to reposition the nodes on the screen to make bidirectional links easier to read (Figure 27 ). 
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Alternative Node/Link Insert Method
There is an alternative shortcut method for simultaneously inserting a new node and creating a link to this node:
While holding down the Ctrl, key, click on a node you consider to be the source node, and start dragging the node. This will "peel off a new node from the source node. A new node will be placed on the map when you release the mouse button, and the Node Properties dialog box will be displayed allowing the user to configure the new node. Once configured, the user clicks OK and the Link properties dialog box is automatically displayed allowing the link weight between the original (source) node and the new(destination) node to be set.
Saving the newly created FCM
To save the FCM, select Save As from the File menu to display the Save As dialog box ( Figure   28 ). This is the standard Windows95 Save As dialog box, which allows the user to navigate to an existing folder or create a new folder, and specify the name of the FCM file.
FCM Inference Simulations
One of the most powerful advantages of the TACAN's Visual C++ FCM ToolKit is that it allows user step forward (prediction) and backward(diagnostics) through node states until an equilibrium or limit cycle has been reached ( Figure 29 ). Approved for public release; distribution is unlimited. 31
In the current version of the ToolKit, inferred states are output to a text file which contains the following information:
1) The initial input vector
2) The FCM matrix used during the inferencing process
3) The series of inferred output vectors
To run a forward inference with the ToolKit, first create a FCM and save it. Figure 30 below shows the Simulation Toolbar.
* ^
Step Foward Run
Foward
Step Reverse
Continuous
Foward Run Reverse Figure 32 shows the text output from running the Benchmark.fcm example in the reverse inference mode.
Approved for public release; distribution is unlimited. Approved for public release; distribution is unlimited. Advantage state is formed in the same way, where a 1 state indicates some reason NOT to destroy the given bridge.
Approved for public release; distribution is unlimited. A function call is then made to the FCM ToolKit, which tells it to perform the Step Forward Inference algorithm. As the algorithm executes, the ToolKit queries the simulator for the initial Approved for public release; distribution is unlimited. 36 node states. The inferencing engine is then iterated just once to find what the next state will be based upon the current input vectors and the configuration of the FCM.
The FCM ToolKit then returns the vector of the Target Value node to the simulator. If there is no target value to this bridge, (vector of 0 or -1), the simulation advances to the next bridge and the process is started again. Once all bridges have been tested, the simulator loops back to the first bridge and continues iterating through all bridges until the simulation is topped.
If the conditions are such that the ToolKit returns a Valid Target state (1) to the simulator (Figure 36) , the simulation sends a bomb (Figure 37 ) to destroy the bridge (Figure 38 ) and Damage State for that bridge is set to High.
According to the FCM, the next time this bridge is tested, it should not be bombed because the Damage State node for that bridge is now High(l). Note: the user can double click on any bridge at any time to toggle its state from damaged to good, and vice versa, to see the effect.
(Make a bridge good, then it's a candidate for bombing, make it damaged and no bombing should occur.) Users can also drag and drop the flags on a bridge to indicate that there is some
Advantage to NOT destroy a given bridge (political climate, strategic advantage, etc.), see 
IV. CONCLUSIONS
This program investigated a novel knowledge-based technology employed for command and control decisions in amphibious warfare. This technology is based upon the inherent causal inference and knowledge synthesis properties of the fuzzy cognitive maps which provide a nonlinear feedback dynamical system for modeling fuzzy causal knowledge process.
Furthermore, fuzzy cognitive maps allow the synthesis of various different knowledge bases from different domain experts to generate a better and more robust knowledge representation.
Based on the knowledge embedded in the predefined fuzzy cognitive maps, appropriate causal inference processes can be performed to enhance the decision making processes on various command and control systems. Investigations included the following: (1) methods to map the received information data into the node states of a fuzzy cognitive map, (2) algorithms to transfer the knowledge of various domain experts to the node links of a fuzzy cognitive map, and (3) causal inference rules and evolution algorithms for data discrimination and status prediction. With the results of these investigations, a prototype knowledge-based information fusion and data reasoning software module was created to demonstrate the concept of using fuzzy cognitive maps for reliable and command and control. There is a strong commercial and DoD need for this type of decision making technology, and TACAN has a strong prior record of commercialization of SBIR programs. The successful exploration and development of this knowledge-based system for reliable and robust decision making will eventually lead to a considerable increase in efficiency, reliability, and systems performance. Examples are areas such as complex manufacturing and quality control processes, information synthesis and analysis for medical or environmental and natural problems, and any applications that require integrated decisions and timely and accurate information.
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