Gallai conjectured that every 4-critical graph on n vertices has at least 5 3 n − 2 3 edges. We prove this conjecture for 4-critical graphs in which the subgraph induced by vertices of degree 3 is connected.
Introduction

For a graph G = (V, E), let |G|, G , χ(G)
For k = 4, this conjecture states that every 4-critical graph G has at least 5 3 |G| − 2 3 edges. The low-vertex subgraph of a k-critical graph is the subgraph induced by the vertices of degree k − 1, i.e. the vertices of minimum degree. The low-vertex subgraph was defined by Gallai in his first study of critical graphs [Gal63] where he proved the important structural result that every block of the low-vertex subgraph is either a complete graph or an odd cycle. It has since become a crucial part of the study of critical graphs.
For example, most known lower bounds on the number of edges in k-critical graphs are based on Gallai's characterization of the low-vertex subgraph.
In this paper, we prove Gallai's conjecture for every 4-critical graph whose low-vertex subgraph is connected: 
Theorem 1.2 For every 4-critical graph G with a connected low-vertex subgraph, G ≥
Related work
The lower bound from Conjecture 1.1 is the best possible. One can see this by applying Hajos' Construction (see [Kri98] ) to make an infinite family F of k-critical graphs, k ≥ 3, for which the bound is tight. We start by F = {K k } for which it is easy to see that the the bound is tight. Repeatedly, we extend F in the following way. Let G 1 = (V 1 , E 1 ) and G 2 = (V 2 , E 2 ) be two disjoint copies of k-critical graphs in F, and let e 1 = (u 1 , v 1 ) ∈ E 1 and e 2 = (u 2 , v 2 ) ∈ E 2 . Denote by G the graph obtained from G 1 and G 2 by applying Hajos' Construction as follows: (i) delete e 1 and e 2 ; (ii) identify u 1 and u 2 ; (iii) join v 1 and v 2 by an edge. It is easy to see that G is k-critical and that the lower bound from Conjecture 1.1 is tight for G. Thus we add G to F.
In the remainder of this section, we will assume that n is the number of vertices of the critical graph and that k ≥ 4, as 1-, 2-and 3-critical graphs have a very simple structure.
The fact that every vertex of a k-critical graph has degree at least k − 1, easily implies that every k-critical graph has at least (k−1)n 2 edges. Brooks'
Theorem strengthens this slightly to (k−1)n 2 + 1 2 when the graph is not K k , since at least one vertex has degree at least k. Dirac [Dir57] proved that every k-critical graph, other than K k , the complete graph on k vertices, has at least Weinstein [Wei75] gave a shorter proof for Dirac's lower bound by showing that any counterexample is (k − 1)-regular and thus contradicts Brooks' Theorem. 3 Later, Mitchem [Mit78] gave another proof for this bound where he also showed that the only graphs for which it is tight have the same structure as the example given above. Dirac [Dir74] extended his bound by showing that for k ≥ 5, if a k-critical graph is not K k or one of those with the same structure as the example above, then it has at least (k−1)n 2
edges. Kostochka and Stiebitz [KS99] strengthened this to (k−1)n 2
for any k ≥ 4, so long as the graph is not K k and n = 2k − 1.
As an easy implication of his characterization of the low-vertex subgraph, Gallai (see [JT95] ) proved that if a k-critical graph is not K k , then it has at least (k−1)n 2
edges. In particular, the number of edges in a 4-critical graph (other than K 4 ) is at least 20 13 n. Kostochka and Stiebitz [KS98] 3 A completely different proof was given later by Kronk and Mitchem [KM72] which was motivated by Melnikov and Vizing's proof of Brooks' theorem.
improved that bound, in the case where n = 2k −1, to
2 . Krivelevich [Kri98] improved it further to (k−1)n 2
(even when n = 2k − 1). For k = 4 then Krivelevich's bound is 11 7 n which is currently the best known.
Recently, Kostochka and Stiebitz [KS03] proved that for k ≥ 6, every k-critical graph other than K k has at least
The high-vertex subgraph of a k-critical graph is the subgraph induced by the vertices of degree at least k; i.e. it is what remains after deleting the low-vertex subgraph. A key ingredient in Krivelevich's proof is the following theorem of Stiebitz [Sti82] , which was first conjectured by Gallai. This immediately implies the following lower bound on e H , the number of edges in H, the high-vertex subgraph. We use r to denote the number of components of the low-vertex subgraph:
Any improvement on (1) will yield an improvement on Krivelevich's bound. Most of the work in this paper can be viewed as obtaining substantial improvement for the case r = 1, i.e. when the low-vertex subgraph is connected.
Definitions and preliminaries
It is easy to see that every vertex of a k-critical graph has degree at least Consider any k-colouring φ of A ⊂ G and any
Gallai's proof of Theorem 1.4 implies a more general statement: For the remainder of this section, we will assume that G is a 4-critical graph with a connected low-vertex subgraph.
Lemma 1.5 Suppose that L is a connected subgraph of an arbitrary graph
G induced by a subset of the vertices of degree
Proof. Let c denote the number of cycles in L. Since L is a 4-Gallai tree
3 . Let a >3-cycle denote a cycle of length at least four. The above proof shows that the bound in the lemma is tight iff there is no >3-cycle in the lowvertex subgraph. In fact, Construction 1.8 below shows that for 4-critical graphs, this bound is tight in the sense that from any 4-critical graph G with >3-cycles in its low-vertex subgraph, we can get another 4-critical graph G with H(G) = H(G ) where L(G ) has no >3-cycle, and G ≥ In order to prove Theorem 1.2, considering Lemma 1.6 and Corollary 1.7, it would suffice to show that if |H| > 1 then
Thus, the following sections are devoted, very roughly speaking, to studying the structure of H(G) in order to prove the lower bound in (2).
The following construction shows that to prove Theorem 1.2, we only need to consider 4-critical graphs with no >3-cycle in their connected lowvertex subgraph. 
Proof outline
We begin by proving a special case of the theorem which gives the reader a taste of the complete proof.
Special Case 2.1 If G is a 4-critical graph where L(G) is connected and
It suffices to prove Inequality (2), which with n d = 0, states that
We may assume that L = ∅ as otherwise Inequality (2) follows from the fact that every vertex of H has degree at least 4. By Corollary 1.7, we may also assume that |H| ≥ 2. Since every 4-critical graph is 2-connected, this
The most useful implication of G having no d-vertices is that in every Now, we count the number of edges in H in two ways:
Proof of (4):
since it has at least one neighbour of each of colours 2 and 3.
We next prove:
This will prove Special Case 2.1 as using the lower bounds on H given by Inequalities (4) and (5), we have
as we required.
Proof of (5): Let H 1,2 and H 1,3 be the subgraphs of H induced by the vertices of colours 1 and 2 and by the vertices of colours 1 and 3, respectively.
Let P 2 (or P 3 ) be the set of vertices in H 1,2 (or H 1,3 ) that do not have any neighbour of colour 3 (or colour 2). Let H N (L),2 be a component of degree at least 1 in Q since no such vertex lies in P 2 and P 3 . Finally, every
as required.
Remark 2.2 It is valuable to note that the -2 in (5) corresponds to the number of components of H
The proof of Inequality (2), basically, follows the same idea; however, a naive extension of the above proof will not work. The main difficulty is that, 
But this, with (4), is not enough to prove Inequality (2). So, we have to focus more closely on the degrees in H of the vertices in N (L). Let α, β and γ denote the number of vertices in N (L) with at least three, exactly two and exactly one neighbour(s) in H, respectively. So, (4) becomes:
Unfortunately, (6) and (7) are not enough to yield (3), which we need.
Roughly speaking (see below), by being much more careful, we can improve (6) to:
Inequalities (7) and (8) imply Inequality (2) and hence our main theorem, as follows:
Actually, Inequality (8) does not hold for every 4-critical graph. Therefore, for technical reasons, we work with pruned L-critical graphs -a class of graphs which we define in Section 4. Lemmas 5.2 and 5.3, the analogues of Inequalities (7) and (8), show that Inequality (2) holds for pruned Lcritical graphs which satisfy specific degree constraints, and thus implying Theorem 1.2 for that class of graphs. In Section 4, we prove that if Theorem 1.2 holds for such graphs then it holds for every 4-critical graph whose low-vertex subgraph is connected (see Lemma 4.2 and Construction 4.3).
A generalized structure
Our proof of Lemma 5.1, the main ingredient for Lemma 5.3, is by induction.
When carrying out our induction, it is problematic to show that the graphs we reduce to remain 4-critical. We overcome this problem by extending our setting to a broader class of graphs, which we call L-critical.
Let L be a 4-Gallai tree, and let F be a graph that contains L as an
when there is no ambiguity, to be the graph F − L. F is not necessarily 4-critical, and in particular, possibly some vertices of H have degree 0, 1, 2
For any Gallai tree L and any L-critical graph F , we have the following two observations. below are exactly the same as the proofs of Lemma 1.6 and Corollary 1.7.
Let φ be a 3-colouring of H.
such that only one colour appears in N H (v). Roughly speaking, P φ corresponds to vertices in P 2 and P 3 in Section 2. For every vertex v ∈ P φ , there is an available colour (other than its own colour) that can be assigned to v without violating the properness of the 3-colouring. In fact, we can recolour any independent set of P φ , without violating the properness of the 3-colouring. However, when we recolour a vertex v ∈ P φ , graph H obtains a new colouring, say φ , and thus P φ can be different from P φ .
We will need to focus on possible ways to recolour the vertices of N (L).
One way is to do so using traditional kempe chains. But such switches will not suffice for our purposes. Instead we need to consider a combination of recolouring an independent set of P φ and then switching on a kempe chain.
In what follows, we will define sets of vertices in N (L) whose colours can be switched in this manner. We will denote such sets by kempes.
Let I be a maximal independent subset of P φ . Define H 1,2 to be the set of the components of the subgraph of H\I induced by the vertices of colours 1 or 2 that intersect N (L). The set of vertices of N (L) in a particular component of H 1,2 is called a (1, 2)-kempe. Let Ω 1,2 denote the set of (1, 2)- Note that for an L-critical graph F , we may have many different collection of kempes depending on our choice of the 3-colouring φ and the set I.
From the 3-colouring φ of H we can obtain another 3-colouring of H, say φ , by performing a switch on a kempe ω as follows.
Suppose that ω ∈ Ω 1,2 where ω = Q ∩ N (L) and Q is a component of 
Pruned critical graphs and credits
As we said in Section 2, the proof of the inequality in Lemma 5.3, the analogue of Inequality (8) 
Pruning a critical graph
As we explained at the beginning of Section 4, we also require some degree constraints on the vertices of a pruned L-critical graph. Instead of considering a simple edge-count, it will be convenient to consider a more general notion: We will define the credit of vertex v which we denote by credit(v) to be a nonnegative real value. The credit of a graph G is defined
If L is a 4-Gallai tree and F is an L-critical graph, then F meets degree criteria if for every vertex v ∈ H(F ): is easy to see that since these vertices satisfied (Q0) in F , they satisfy (Q0)
Remark 4.4 Note that the above inequality is tight only if we give 
In this operation, F remains the same as F . By Observation 3.2, L is a 4-Gallai tree, and F is L -critical. Also, the degree and the credit of no vertex in F is changed. So, F satisfies (Q0) and (R).
Operation ZP1. If L has a >3-cycle, we perform Construction 1.8 in which L and F are obtained from L and F by replacing the >3-cycle by a sequence of 3-cycles. F is easily seen to be L -critical iff F is L-critical.
Moreover, the degree and the credit of no vertex in H was changed, and so F satisfies (Q0). Also, since the edge credit of no vertex was changed, the argument in Construction 1.8 shows that F satisfies (R). Operation ZP4. Suppose that there is a pendant wing W that has no neighbour in N α . Suppose that u is the root of W and that u is adjacent to a cycle C in L, and let u 1 and u 2 be the other two neighbours of C.
Operation ZP3. If a vertex v ∈ H(F
Operation ZP4 consists of at most two steps.
Step 1. Let L (or F ) be the graph obtained by removing the vertices of wing W and cycle C from L (or F ) and adding the edge (u 1 , u 2 ). Now, if a vertex v had a neighbour in L but has no neighbour in L , then we give Then we carry out Step 2 which calls Operation ZQ1 as a subroutine.
Step 2. We will apply Operation ZQ1 
Thus, it remains to prove that F satisfies (R). If credit(F
) ≥ 5 3 |F |− 2 3 then credit(F ) ≥ credit(F ) − 5k 3 − 1 3 ≥ 5 3 (|F | − k) − 2 3 − 5k 3 + 1 3 = 5 3 |F | − 1 3 .
By Claim 4.5, in
Step 1, we give at most |W |+1 3 credit to the vertices. If Define
Thus, if credit(F ) ≥
We are now ready to state our formal versions of Inequalities (7) and (8). Contradiction.
Lemma 5.2 If F is a pruned L-critical graph that meets the degree criteria, then credit(H) ≥ 2|H\N (L) − H + | +
Lemma 5.3 If F is a pruned L-critical graph that meets the degree criteria,
Proof. Let φ be a 3-colouring of H and I be a maximal independent set of P φ . Lemma 5.1 implies that a valid collection of kempes has at most n d −β − 2γ +5 kempes. Let H 1,2 be those components of H\I on vertices of colours 1 and 2 that intersect N (L). Define H 1,3 and H 2,3 similarly. Recall that there is a one-to-one correspondence between the components of H 1,2 , H 1,3 and H 2,3 and the kempes. Also, let Q be the subgraph obtained by deleting all
. Let T 0 , T 1 and T 2 be the set of vertices in H\N (L) that are in none, one and two components of H 1,2 , H 1,3 and H 2,3 , respectively. So,
N (L) appears in exactly two kempes, and thus, in exactly two components.
Every vertex in T 1 has an edge to a vertex in I or has an edge to a vertex of the third colour. Furthermore, 
, as we required. Proof of Lemma 5.1. We prove this lemma by induction on |L|.
Proof of Lemma
5.1
Base cases:
Case 1: |L| = 1. Then, α = 3, β = γ = 0 and n d = 1. It can be easily
Case 2: L is a 3-cycle. Then, by Observation 5.4, we know that all vertices in N (L) are of the same colour, say 1; and they belong to the same kempes of Ω. Also, Ω 2,3 is empty. So, |Ω| = 2. Furthermore, F is pruned, and so β = 0 and γ ≤ 1. Thus, |Ω| = 2 < n d − β − 2γ + 5.
Induction step:
If L is a 4-Gallai tree that does not match with any of the base cases, It is easy to see that F is a pruned L -critical graph: v 1 ∈ N α since it has exactly one neighbour in L , and so we do not violate (P2) and (P3), and furthermore, any new pendant wing must be adjacent to v 1 which is in N α , and so, (P4) is not violated.
We define Ω = (Ω 1,2 , Ω 1,3 , Ω 2,3 ) to be a collection of kempes for φ as follows: Initially, let Ω = Ω. Vertices a and a belong to the same kempes in Ω 1,2 and Ω 1,3 . Now, (1) considering the path v 1 , v 2 , a on vertices of colours 1 and 2, we add v 1 to the kempe in Ω 1,2 which contains a and a , and remove a and a from it; (2) considering the path v 1 , v 3 , a on vertices of colours 1 and 3, we add v 1 to the kempe in Ω 1,3 which contains a and a , and remove a and a from it. Since both a and a were in the same kempes in Ω, they have neighbours of both colour 2 and 3, and thus, a, a / ∈ P φ . This guarantees
that Ω is a valid collection of kempes for φ .
In the above procedure, n d , β and γ are not changed, and no kempe was 
We observe that vertices in N β with < 2 neighbours in W and those in N γ with < 4 neighbours in W have neighbours in L − W (by (P2) and Lemma 4.1), and so, will not be deleted from the collection of kempes. Let k be the number of kempes deleted during operation MOVE-UP. Notice that a vertex in N γ with exactly one neighbour in W will be moved to N β after operation MOVE-UP. Now, by the induction hypothesis, we have
where the last inequality is obtained by applying (9). Then it suffices to show that
In order to prove (11), we use what we call the deletion graph of W .
The vertex set of the deletion graph is the set of vertices that belong to at least one deleted kempe. There is an edge between two such vertices if they share a deleted kempe. Two vertices have two edges between them when they share both their (deleted) kempes.
The right hand side of (11) is a trivial upper bound on the number of vertices of the deletion graph minus 1. To get a feeling for the deletion graph, we first show that it is fairly easy to prove a relaxed version of (11) 
To see the right hand side inequality, notice that to count the number of deleted kempes after W to H, we only need to consider those kempes that contain only vertices which have no neighbours in L − W . So, those kempes that contain vertices that are counted in β 1 , γ 1 , γ 2 or γ 3 (by (P2), and Lemma 4.1) will not be deleted. To see k(M ) ≤ |M | + 1, we consider a rooted spanning tree of M . The root of the tree may be involved in at most two deleted kempes. Now, each child of the root is also involved in at most two deleted kempes. However, since it has an edge to its parent, one of the child's kempes is in common with its parent and has already been considered. So, the child adds only one to the number of deleted kempes.
Similarly, every vertex other than the root adds at most one to the number of deleted kempes, and this implies (12). Now, consider a less relaxed version of (12): 
Remark 5.8 To complete the proof of (11) it suffices to show that (13) is not tight for at least one of the components of the deletion graph. 
Extending our main theorem
We believe that, with sufficient labour, the proof of Theorem 1. Our restrictions on the permissable colourings of N (L) allowed us (essentially) to say something about the extent to which the vertices of N (L) must be joined by kempe chains, and those kempe chains contributed many edges to H. The lack of similar restrictions has thus far prevented us from extending these arguments to the case where L is disconnected.
On the other hand, we close with an observation that may make things a bit simpler for the case where L is disconnected: In that case, we can assume that we are in the simplified setting of Special Case 2.1. In fact, using the Hajos Construction, one can show that we only need to consider Gallai forests where each component consists of two triangles joined by an edge.
