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We consider a class of discrete parameter Markov processes on a complete 
separable metric space S arising from successive compositions of i.i.d. random maps 
on S into itself, the compositions becoming contractions eventually. A sufficient 
condition for ergodicity is found, extending a result of Dubins and Freedman [S] 
for compact S. By identifying a broad subset of the range of the generator, a 
functional central limit theorem is proved for arbitrary Lipschitzian functions 
on S, without requiring any mixing type condition or irreducibility. 0 1988 Academic 
Press, Inc. 
1. INTRODUCTION 
Recent work has shown that the Billingsley-Ibragimov martingale 
central limit theorem (Billingsley [6, Theorem 23.11) is the right tool for 
deriving functional central limit theorems for general ergodic Markov 
processes (Gordin and Lifsic [lo], Bhattacharya [2]). There are several 
reasons for this. First, no mixing type condition is needed. Computations of 
mixing rates are often virtually impossible, and there are many important 
ergodic Markov processes for which none of the usual mixing rates goes to 
zero. Second, the martingale central limit theorem is applicable to each 
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centered function belonging to the range of the generator of the Markov 
process. The class of such functions is dense in the L2-space with respect to 
the invariant probability. Last, but not least, an analytical expression for 
the variance parameter of the limiting Brownian motion is automatically 
provided. Some illustrations of these different aspects of the theory 
may be found in Bhattacharya and Gupta [4], Bhattacharya [3], and 
Bhattacharya and Lee [5]. The present article provides another class of 
such processes. The nontrivial tasks in these applications are (1) the 
derivation of a criterion for ergodicity and (2) the identification of (a large 
subset of) the range of the generator. 
In this article, we consider a discrete parameter Markov process {X, } on 
a complete separable metric space (S, p), represented as X, = a,,a,- 1 . . . 
cr,X,, where X0 is a given random variable with values in S and {a,} is an 
independent and identically distributed (i.i.d.) sequence of continuous 
random maps on S into itself. Also, X,, and {a,,} are independent. It is 
assumed that there exists a positive integer m, such that with probability 
one, a, ... a1 is a contraction for each m am,. Under two additional 
assumptions (see (A,), (A2) in Section 2) it is shown that there exists a 
unique invariant probability rc, and that the n-step transition probability 
pcn’(x, dy) converges weakly to n(dy), as n -+ co, for every XE S 
(Theorem 2.2). This extends to noncompact spaces an earlier result of 
Dubins and Freedman [8, Corollary 2.31. What is novel about such a 
result is that the transition probability p(x, dy) need not be irreducible. 
Recall that p is said by q-irreducible with respect to a non-zero sigma finite 
measure cp if cp(B) > 0 implies, for each x, the existence of an integer 
n = n(x, B) such that p@)(x, B) > 0 (Orey [ 131). Typically, irreducibility is 
violated when the distribution of a1 has a finite or discrete support. Such 
examples arise even in the case of linear autoregressive models of order 
one. See Bradley [7, Example 6.21 for a discussion of a example originally 
due to Rosenblatt [14]. 
Under an additional assumption (see (2.19)) it is shown that all centered 
Lipschitzian function f in L2(S, 71) belong to the range of T-Z, where 
(Tg)(x) = E( g(alx)) = j g(y) p(x, dy), and Z is the identity operator. It 
then follows from Gordin and Lifsic [lo] and Bhattacharya [2] that the 
functional central limit theorem holds for such functions f (Theorem 2.5). 
2. MAIN RESULTS 
Let S be a complete separable metric space with metric p and W(S) its 
Bore1 sigma field. Let Z be a set of continuous maps on S into S. Endow Z 
with the topology of uniform convergence on bounded sets and let W(Z) be 
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the Bore1 sigma field on IY Let P be a probability measure on (r, g(r)). 
Consider a probability space (52,9’, Q) on which are defined an i.i.d. 
sequence of random maps ai, az, . . . with common distribution P, and a 
random variable X,, with values in S independent of the sequence {a,,}. 
Then the following sequence {X,,} is a Markov process on S, 
X0, X, :=a,...alXO (n3 1). (2.1) 
Here, we write yx for the value of the map y E r at x, and yn .. . yi for the 
composition of the maps yi, y2, . . . . yn. It is well known (Kifer [12, 
Theorem 1.1, p. 81) that every discrete parameter Markov process on S 
may be constructed in this manner, although r need not be a set of 
continuous maps. 
Write P for the usual Cartesian product TX . . . x r, and r(“‘) for the 
set of all compositions y1 y2 ...ym of elements yid- (i= 1, . . ..m). Let P” 
denote the product probability on (Y, B(Y)). 
The following assumptions are made: 
(A,) There exists m, such that for all m 2 m, every element of rem) is 
a contraction, i.e., p(yx, yy) < p(x, y) for y E r(m). 
(A,) Let m, be as in (A,). For every E > 0 there exists /I, < 1 such that 
P”“( { (Yl 3 . ..1 Lo) E rmo: P(Y~~-w, ~~~-3 Y) G mWMx~ Y), 4 
vx, Y})>O. 
Write diam( C) for the diameter of Cc S, diam(C) = sup{p(x, y): 
x, YE C}. Also, yC denotes the set {yx:x~ C}. 
LEMMA 2.1. Under the assumptions (A,), (A,), diam(a, . . . a, C) + 0 
almost surely for every bounded Cc S, as n -+ 00. 
Proof: Fix a bounded set C. For each E > 0 and positive integer N 
define the sequence {Fi} of events (in (n, 9, Q)) by 
<max{/I,p(x, y),~}Vx,y,andVmsatisfying(j-l)N<m<jN] 
(j=2,3, . ..). (2.2) 
Then Q(Fj) = Q(Fz) > 0, each Fj being the intersection of N independent 
events each with the probability appearing in (A,). Also, {Fi} are indepen- 
dent. Therefore, by the Borel-Cantelli lemma, with Q-probability one, 
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infinitely many Fj occur. Now if Fj occurs (for some j> 2) then for all 
n > (jlv+ l)m, one has, for every pair X, y in C, 
PC% . ..a1 x, a, “‘al Y) 
S P(ajNmo “‘alxp C(INmo . . . aI Y) 
~max{~,P,p(~~j~~~)~~~~~~~X~~(j~~~)~~~~~~~Y)~ 
<max{E, flfP(a(jN-2)mo...alX9 a(jN-2)mo”‘a1 Y)> 
< ... ~max{~,P~~(~~j~~~Nmg~~~~l~,~~j~l)Nmg~~~~l~)~ 
<max{s, fi:p(x, y)} <max{a, B,“diam(C)}. (2.3) 
Now find N such that /?,“diam(C) <E. Then for all sufficiently large n 
(depending on o E Q) one has for all x, y E C, 
Aa, . ..alx.a;..aIy)<e. 1 
Let p’“‘(x, dy) denote the n-step transition probability for the Markov 
chain {Xn}, where p”)(x, dy) = p(x, dy). Note that p(“)(x, dy) is the 
distribution of a,, . . . a, x. 
On the set B(S) of all probability measures on (S, .49(S)) define the 
bounded Lipschitzian distance 
d~~(r,v)=sup{llfd~-~fdvl:llfll,~l, llfll4) (PAVES), 
(2.4) 
where Ilf II m = sup{ IfWl :=sj, IlfIIL=SUP{lf(X)-f(Y)ll~(x, v): xf 
YES}. It is known that dBL metrizes the weak-star topology on B(S) 
(Dudley [9]). 
For the next result, we need the following additional assumption. 
(A,) For some x,, E S, p(*)(xO, dy) has the following property: for every 
E>O there exists M,, n, finite such that ptn)(x,,, {x:p(x, x,)>M,})<E 
Vn > nE. 
THEOREM 2.2. Assume (A,,), (A,), (A,). There exists a unique invariant 
probability Ir(dy) for p(x, dy), and 
w+Mp’“‘(x, dy), a(dy)):x E C} + 0, as n+co, (2.5) 
for every bounded set Cc S. 
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Proof. Fix a bounded set C. For all x,, x2 E C one has 
Mp’“‘(x,, dy), PYXZ, dy)) 
=sup{I~f(~,...a,x,)-~f(a,~..a,x,)l:Ilfll,d1, IlfllLG1} 
<E(p(a,...a,x,, ~L,...cI,x~) A 1) 
< E(diam(a, . ..a.C) A l)-+O as n+co, (2.6) 
by Lemma 2.1. Similarly, writing B(x, :M) for the ball of radius M centered 
at x0, for all f satisfying [IfI] o. < 1, llfllL < 1, one has 
IW(an+m..~ ~lxo)-~f(~,~~~~Ixo)I 
= IEf(al . ..a....a,+,xO)-Ef(a, . ..a.x,)( 
<E(p(a, . ..a.a,+, ...a,+mxOr a, . ..a.xO) A 1) 
~Q({P(an+I...an+mxo,xo)~M}) 
+ Q( {diam(a, . ..a.B(x,:M))>h})+J, (2.7) 
for every M > 0, 6 > 0. Given E > 0, let 6 = ~13 and choose M= M: such 
that 
Q(bh ~~~a,x,,x,)>M~})<E/3 trm = 1, 2, . . . . (2.8) 
This is possible since the family of distributions of p(al ... a,x,,, x,), 
m2 1, is relatively weak-star compact, by (A*). By Lemma 2.1, 
QWam(al . ..a.B(x,:M~))>E/3})~0 as n-+oo. Hence, by (2.7) and 
(2.8), for all sufficiently large n, say n > nl(E), 
dm(p (“+“‘)(x~, dy), p’“‘(x, dy)) <E Vm = 1, 2, . . . . (2.9) 
Since (Y(S), dBL) is a complete metric space (Dudley [9]), it follows that 
there exists a probability measure rc such that 
d,dp’“‘(x,> dy), 4dy)) + 0 as n-+oo. (2.10) 
Now (2.6), (2.10) imply the uniform convergence of pcn)(x, dy) to z(dy), in 
the d,, metric, for XE C. Since x + p(x, dy) is weak-star continuous, it is 
easily checked that 7c is the unique invariant probability. 1 
Theorem 2.2 extends Theorem 4.4 of Dubins and Freedman [S]. We 
state their result as a corollary. 
COROLLARY 2.3 (Dubins and Freedman [S] ). Let S be a compact 
metric space, I- a set of contractions on S, and P a probability measure on 
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(f’, 9(r)). If there exists a strict contraction y. in the support of P, then 
there exists a unique unvariant probability TT, and p’“‘(x, dy) converges 
weakly to n(dy ), as n + 00, for each x E S. 
Proof: Assumptions (A,), (A,) are trivially satisfied in this case. It is 
enough to check (A,) with m, = 1. For each E > 0 define /IL = 
sup{p(y,x, y,y)/p(x, y):x, y such that p(x, y)>&}. Then 8:~ 1. For each 
6 > 0 let r, = {y E T:p(yx, yox) < 6 Vx}. Then P(T,) > 0. Now if y E Ta then 
G Bali+; #4x, Y)X{p(x,y)>J2) + 26+; X{Pcx,Y)4@~. 
( ) ( ) 
(2.11) 
Choose 6 < s/4 such that BE := flk12 + 46/s < 1. Then (2.11) becomes 
P(YX, YY) ~BePk Y) X{p(r,.“)>E/2} + ~X{p(x,y)<e/2) 
~maxOMx, Y), 4 vyer,. (2.12) 
0 
Remark 2.3.1. Assumption (A2) is obviously necessary. It may be 
violated even for linear autoregressive models, 
x n+l =aX,+E,+, (2.13) 
with Ial < 1, {Ed} an i.i.d. sequence. Here S= R’, r= (~,:EE RI} with 
y,(x) = ax + E, so that P is determined by the distribution G, say, of Ed. It is 
easy to check that a unique invariant probability exists if and only if 
C,“=, a%, converges almost surely or, equivalently, in distribution. For 
example, if C,“= r G( { E: la”&1 > S}) = co for some 6 > 0 then an invariant 
probability does not exist. 
Remark 2.3.2. It is not difficult to check that Theorem 2.2 holds if the 
hypothesis (A,) is replaced by the following alternative (A;). A contraction 
y. will be said to be asymptotically uniform on bounded sets abbreviated as 
a. u. b, if 
lim sup P(Y,“X, r: Y I= 0 Vr>O. 
m + cc (r. y:u(x, y) $ r} 
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(A;) There exists an a ’ u. h contraction y0 such that for all E > 0 and 
all m 2 m, one has 
P”({(Yl, ..‘, Ym)E~m:P(Ym.. %x,y,x)~&Ex})>O. 
Assume that the hypothesis of Theorem 2.2 holds. Let T be the transition 
operator on L2(S, n), 
(Tf )(x) := jf(y) ~(x, dy), f ELys, n). (2.14) 
Then (T”f)(x)=jf(y)p’“)(x,dy).W e will denote the L2-norm on L’(S, x) 
by I( II 2. Let I denote the identity operator. Write 
f=jf drc. (2.15) 
LEMMA 2.4. Let ~EL~(S, n). rf C,“=,, IIT”(f -f)II,< co, then f-f 
belongs to the range of T- Z; indeed, (T- I) g = f - j: where 
g= - f T”(f -3). (2.16) 
fl=O 
Proof: Apply T to both sides of (2.16). 1 
It will be convenient to denote the sequence (2.1) as {X,(x)} if X0 E x, 
X,(x) :=x, X,(x) :=y”“‘ylX (n2 1). (2.17) 
In order to state the functional central limit theorem, fix f E L*(S, n). 
For each positive integer n, write 
[ 
Cntl 
Y,(t) :=np’12 1 (fCxj)-3)+ 1-y 
( ) 
(f(X 
j=O 
r.tl+l)-f)], (t>O), 
(2.18) 
where [nt] is the integer part of nt. 
THEOREM 2.5. Let the assumptions (A,), (A,), (A2) hold. In addition, 
assume 
&U,(x), X,(Y)) 44) * n(dx) 1 > 
m 
< 00. (2.19) 
(a) Zf the initial distribution is A, then for every Lipschitzian f in 
L*(S, n) the function f-f belongs to the range of T - Z, and for every such 
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f the processes Y,,( .) converge in distribution to a Brownian motion with 
mean zero and variance parameter 11 gJ[ i - 11 Tgl[ z, where (T - Z)g = f - x 
(b) If, further, 
n 
n-‘/2 
c D 
EP(xj(X), XjC VI) n(b) 
k=O 1 + 0, (2.20) 
as n + co, then the convergence in (a) holds when X0 G x. 
Prooj (a) Let f be Lipschitzian on S, If(x)- f(y)/ 6 Mp(x, y) for all 
x, y. Then 
IT’Yf -fM2=(j C~f(~,(x))-~f(~,(y))l N&J 
2 
2 
GM2 
D 
~%Un(x)> Jo,) n(b) . 1 
Therefore, 
IW(f-f)W2j[j Mxn(x), X,(Y)) 4dY) 1 ' 4dx). 
(2.21) 
(2.22) 
Hence if (2.19) holds, f -3 belongs to the range of T - I by Lemma 2.4. To 
prove the functional central limit theorem under the initial distribution 71, 
let g be given by (2.16). Consider the representation 
n-1 n-l 
j:. (f(T) -3) = ,F;, (Tdxj) - g(xj)) 
=jcl (Tg(xj~~)-g(xj))+(g(x”)-g(xo)). (2.23) 
Since Tg(X/- i) - g(X,) (ja0) is, under the initial distribution rt, a 
stationary ergodic sequence of martingale differences the functional central 
limit theorem follows (see Billingsley [6, Theorem 23.11, Gordin and Lifsic 
[lo], Bhattacharya [2, Theorem 2.11). In this case, the variance parameter 
of the limiting Brownian motion is E(Tg(X,- 1) - g(X,))’ = I( glli - II Tgllz. 
(b) Suppose (2.20) holds for some x (By (2.19) this is true for almost 
all (x)x.) Then, if f is as in (a), 
< Mn-‘12 jco EP(xj(x)9 xj(Y)). (2.24) 
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Let X,, have distribution rc and be independent of the sequence {CC,}. 
Denoting Xi=aj...alX,,, and letting Y,( .) be the process defined by (2.18) 
and Y;( .) the corresponding process with X, replaced by Xi(x) (j > 0), one 
gets 
E( max IY,‘(t)- Y,(t)l)<MnP1/2 i 
O<f<l ( 1 
EP(xj(x)3 xj(Y)) n(dY) 3 
j=O ) 
which goes to zero, as n + co, by (2.20). 1 
Remark 2.51. By Holder’s inequality, (2.19) implies 
(2.25) 
Therefore, (2.20) is a mild extra condition and holds for all x outside a set 
of 7c-measure zero. 
Remark 2.52. It is simple to check that every Lipschitzian f is in L2(S, 7~) if, for some z E S, 
s p2(x, z)n(dx) < co. (2.26) 
EXAMPLE 2.5.3 (Linear time series models). Let S = Rk, yEx = Ax + E, 
where A is a k x k matrix and r= { y, :E E IW’} is endowed with the 
Euclidean topology on the set of labels E. Let P be a probability measure 
on (r, a(r)), i.e., on (Rk, .~@(l@)) such that j l.s12 P(d&) c cc. Assume that 
the eigenvalues of A are all less than one in magnitude. Since the spectral 
radius r(A), i.e., the largest magnitude of the eigenvalues, equals 
lim l/A” 11 ‘In (see Halmos [ 11, p. 182]), there exists m, such that IlA” II < 6” 
for some 6 c 1 and for all n >m,. The hypotheses (A,), (A,), (A2) of 
Theorem 2.5 are satisfied with /I, = 6, and x0 = 0, since IX,(x) - X,( y)l = 
[AX,_,(x) - AX,-,(y)1 = ... = IA”(x- y)l < llA”II Ix- yl. Also, the 
invariant distribution 71 is the distribution of C,“=. A?,, where E, are i.i.d. 
with common distribution P. 
It is easy to check now that (2.19) holds, and (2.20) holds for all x. 
Hence the functional central limit theorem holds for Y,( .) with f 
Lipschitzian, whatever the initial distribution is. In particular, 
Z, = n-l/’ C;;A (Xi- (I- A)-lE~I) converges in distribution to a 
Gaussian law on Rk with mean zero. To calculate the dispersion matrix of 
this limiting Gaussian, check that g(x) = -c’(l- A)-‘(x- (I- A)-‘EC,) 
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solves (T- I) g(x) = c’(x - (I- A)-‘,?$) for every c E IWk. Hence the 
variance of the limiting distribution of c’Z, is 11 gll s - [I Tgll z = c’Dc, where 
D=(Z-A)-‘I’(&A’)-‘, 
V := dispersion matrix of aj under P. 
(2.27) 
This D is then the desired dispersion matrix. 
One may treat the so-called AR(q) or linear autoregressive models of 
order k, and ARMA(k, q) or autoregressive-moving average models of order 
(k, q) as special cases of the above example. 
An ARMA(k, q) model is given by 
u n+k= i fiiun+k-i+ f 6i61n+k-i+qn+k, 
i=l i=l 
(2.28) 
where v], are i.i.d. real-valued and PI, . . . . fik, 6,, . . . . 6, are real constants. 
write x,,=(u,, )..., Un+k-l? qnfk--qy . . . . qn+k--l)‘, &=(o ?..., 0, 0 ?..., 0, 
q, + k)‘. Then (2.28) may be expressed as 
x ~+I=AX,+E,+~, (2.29) 
where A is the (k + q) x (k + q) matrix 
A= 
0 10. .oo 0 .. . 0 0 
0 0 10.00 0 .. . 0 0 
. . . . . . . . . . . . 
0 0 O..lO 0 . . . 0 0 
bk Pkpl . ’ ’ B, 6, h-1 . ’ ’ ’ 6, 
0 0 .. .oo 1 o...o 
0 0 . . .oo 0 1 0 . 0 
. . . . . . . . . . . . 
0 0 . ..oo 0 oo-.o 
Since Det(A -AZ) = Det(B - AZ) . ( -I)q, where B comprises the first k rows 
and columns of A, the nonzero roots of the characteristic polynomial 
equation for A are those of Det(B- AZ) = 0. This last equation may be 
expressed as 
(2.31) 
i=l 
As a special case of Example 2.5.3, therefore, there exists in this 
ARMA(k, q) model a unique invariant probability for X,, on (rWk’q, Bk+q) 
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if the roots of (2.31) all lie within the unit circle and if Eqi < co, and then 
the central limit theorem also applies. 
A comprehensive account for the traditional treatment of the AR and 
ARMA models may be found in Anderson [ 1, Chaps. 5,8]. By making use 
of Theorem 2.5 one may, however, prove central limit theorems for a broad 
class of nonlinear functions of X,, and therefore of U,, not provided by the 
classical treatment. 
Remark 2.5.4. One may let I!J”+~ in (2.28) depend on all Vi, 
- cc < j < n + k. In this case S = [w O” and, given appropriate convergence of 
the coefficients, one may again derive conditions under which Theorems 2.2 
and 2.5 apply. However, applications to nonlinear models of the form 
x n+I=4(Xn)+%+I promise to be of greater significance. 
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