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ABSTRACT 
TOWARDS ACCESSIBLE, USABLE KNOWLEDGE FRAMEWORKS IN 
ENGINEERING 
FEBRUARY 2014 
JEFFREY D. MCPHERSON, B.S., UNIVERSITY OF MASSACHUSETTS AMHERST 
M.S.M.E., UNIVERISTY OF MASSACHUSETTS AMHERST 
Directed by: Professor Sundar Krishnamurty and Professor Ian Grosse 
A substantial amount of research has been done in the field of engineering knowledge 
management, where countless ontologies have been developed for various applications 
within the engineering community. However, despite the success shown in these research 
efforts, the techniques have not been adopted by industry. This research aims to uncover 
the reasons for the slow adoption of engineering knowledge frameworks, namely 
ontologies, in industry. 
There are two projects covered in this thesis. The first project is the development of a 
cross-domain ontology for the Biomesh Project, which spans the fields of mechanical 
engineering, biology, and anthropology. The biology community is known for its 
embrace of ontologies and has made their use quite popular with the creation of the Gene 
Ontology. This ontology spawned the establishment of the Open Biological and 
Biomedical Ontologies (OBO) Foundry, a consortium which approves and curates 
ontologies in the biology field. No such consortium exists in the field of engineering. 
This project demonstrates the usefulness of curated reference ontologies. Ontological 
knowledge bases in four different domains were imported and integrated together to 
connect previously disparate information. A case study with data from the Biomesh 
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Project demonstrates cross-domain queries and inferences that were not possible before 
the creation of this ontology. 
In the second part of this thesis we investigate the usability of current ontology tools. 
Protégé, the most popular ontology editing tool, is compared to OntoWiki, a semantic 
wiki. This comparison is done using proven techniques from the field of Human-
computer interaction to uncover usability problems and point out areas where each 
system excels. A field of 16 subjects completed a set of tasks in each system and gave 
feedback based on their experience. It is shown that while OntoWiki offers users a 
satisfying interface, it lacks in some areas that can be easily improved. Protégé provides 
users with adequate functionality, but it is not intended for a novice user.   
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CHAPTER 1 
INTRODUCTION 
Knowledge capture and reuse are vastly important in many disciplines due to the 
massive rise in data and information being gathered in everyday practice [1]. In the 
engineering design community, semantic frameworks seek to systematically categorize 
and reveal relationships in this information to form knowledge. Significant work has been 
done to develop semantic knowledge frameworks in the form of ontologies by the 
engineering design community, specifically by the researchers at the University of 
Massachusetts and the National Science Foundation (NSF) Center for e-Design [2-8]. 
Despite advancements in the development of semantic frameworks, there has been a lack 
of adoption by the engineering industry where these frameworks are meant to be used. In 
this thesis, we investigate two reasons why ontologies have not been adopted by the 
engineering industry: lack of proper ontology standards and curation, and lack of 
ontology usability.  
It is widely known that the biology community experiences much larger buy-in to 
their ontological knowledge management approach compared to the engineering 
community. They have demonstrated that proper ontology creation and curation can lead 
to massive success [9, 10]. In Chapter 3 of this thesis, we demonstrate the usefulness of 
curated reference frameworks by interlinking ontologies from the engineering and 
biology fields in a cross-domain knowledge management case study.  
It has been identified in previous work that the usability of engineering knowledge 
frameworks is a significant deterrent to their adoption [11]. It was observed that the 
engineering design research community relies heavily on the popular ontology editing 
tool Protégé in case studies to demonstrate the usefulness of ontologies. However, 
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semantic wikis offer an alternative ontology experience that promises to be more familiar 
and user-friendly [12-19]. Chapter 4 of this thesis outlines a usability study of Protégé 
and OntoWiki, which is an open-source semantic wiki. This study aims to do two things: 
first, identify which system is superior to the other in terms of usability; second, suggest 
ways in which the superior system can be customized and improved to make the user 
experience even better.  
1.1. Objective 
The goal of this thesis is to explore ways in which to make engineering knowledge 
frameworks more accessible and usable. By demonstrating the success of curated and 
shared knowledge frameworks in other disciplines, namely biology, and by uncovering 
the usability problems with Protégé and current semantic wikis, we hope to suggest ways 
to encourage greater ontology usage in engineering.  
1.2. Research Challenges  
The first research challenge addressed in this work was to create an interlinked, cross-
domain ontology for Biomesh (www.biomesh.org). This project involved a deep 
understanding of the current ontological culture in the biology community. It also 
required the use of widely accepted high-level ontologies that had been adopted by the 
Open Biological and Biomedical Ontologies (OBO) Foundry [10]. It is shown that a 
powerful knowledge base, capable of interdisciplinary queries and inferences, can be 
built by linking cross-domain reference ontologies.  
The second research challenge is to use proven techniques and best practices from the 
human-computer interaction (HCI) field to explore the usability of the ontology editing 
tool Protégé and the open-source semantic wiki OntoWiki. In order to properly execute 
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this research challenge, an extensive review of HCI usability testing methods was 
required. A study involving 16 participants was administered where subjects completed a 
set of tasks in both Protégé and OntoWiki. Quantitative data was collected in the form of 
user feedback and subjects were given the chance to answer open response questions. 
Recommendations are made in the conclusions of Chapter 4 concerning which system is 
superior in terms of usability.  
1.3. Approach 
The challenges outlined in the previous section will be overcome in two separate 
stages, as outlined below: 
1. Develop a cross-domain, interlinked ontology which satisfies the needs of the 
Biomesh project and demonstrate its usefulness. 
2. Perform a usability analysis of Protégé and OntoWiki using proven techniques 
from the field of HCI and present results.  
1.4 Organization of Proposal 
This introduction section provided a high level overview of the intent and scope of 
this work. Next, Chapter 2 provides a detailed literature review of the subjects covered in 
this thesis. Chapter 3 discusses the integration of biological and engineering ontologies 
through the creation of the Biomesh Ontology. Next, a usability study comparing Protégé 
and OntoWiki is conducted and discussed in Chapter 4. Chapter 5 provides a research 
summary and Chapter 6 discusses future work on this topic.  
 4 
 
1.5 Definitions 
In this thesis, we will refer to data, information, and knowledge as they are defined in 
[20]: Data are syntactic entities, information is interpreted data, and knowledge is learned 
from information. For example, data could be seen as an individual number. A collection 
of individual numbers in the form of a table would form information. An understanding 
of the collection of tables would be considered knowledge.  
The term “curated” is used frequently in this thesis. A curated ontology is one which 
is looked after by a consortium of expert individuals who have a vested interest in the 
content represented in the ontology.  
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CHAPTER 2 
LITERATURE REVIEW 
2.1. Ontology and the Semantic Web 
According to Barry Smith [21], philosophical ontology has been a subject of study 
since the time of Aristotle around 300 BC. The history of the word “ontology” dates back 
to the 1600s and was defined in English as “an Account of being in the Abstract”. In 
today’s terms, philosophical ontology “has sought the definitive and exhaustive 
classification of entities in all spheres of being” [21].  
In the 1980s, the information science and artificial intelligence (AI) fields took the 
term “ontology” and slightly skewed its meaning to cover their contributions in 
knowledge engineering [21]. Later, in 1993, Thomas Gruber published a paper that said: 
“A specification of a representational vocabulary for a shared domain of discourse – 
definitions of classes, relations, functions, and other objects – is called an ontology” [22]. 
This definition is the one which the knowledge engineering field has maintained for the 
past 20 years and is the one that will be used in this thesis. During this time, a slew of 
publications across many fields (e.g. information science, biology/bioinformatics, 
engineering, etc.) have sought to use ontologies to define strict knowledge models.  
In 2001, Tim Berners-Lee outlined his vision of the semantic web [23]. This was a 
web that would use strict markup definitions and data structures to turn information into 
meaningful content. This structured “web of knowledge” would allow computers to 
perform automatic operations that are not currently possible on today’s jumbled World 
Wide Web. Berners-Lee specified that ontologies were to be used to define knowledge in 
the semantic web.  More recently and possibly counterproductively, there has been a push 
for Linked Open Data on the web. Linked Open Data provides “a set of best practices for 
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publishing and connecting structured data on the Web” [24]. Some believe that this effort 
is counterproductive because the standard of annotating and structuring this data before it 
is on the web is not being adhered to by all participants [25].  
Although the semantic web has made no official “debut”, popular web applications 
and tools like Facebook and Google are moving to more semantically enabled search 
systems. Facebook has implemented a “graph search” feature which has the ability 
exploit the connected nature of objects and terms which are stored in this service [26]. 
While these more expressive search engines and web features are being developed, 
software companies like Microsoft are working on creating more intuitive user interfaces 
to be used for completing complicated tasks. The software giant recently introduced 
Microsoft Power BI Q&A, which interprets natural language inputs from users to 
perform complicated data analysis tasks [27]. The “interface first” design approach used 
to create this program is one that is slowly being adopted by the semantic web 
community as evidenced in the recent emergence of semantic wikis for ontology 
interaction. 
2.2. Semantic Wikis 
Semantic wikis are very similar to normal wikis, in that they are editable and 
community based. They differ in the fact that they rely on an underlying knowledge 
model to store and relate the information that resides in them. This knowledge model, in 
the applications described in this thesis, is an OWL [28] based ontology. Semantic wiki 
alternatives are numerous, including DataWiki [12] (formerly SMW+ [13]), OntoWiki 
[14, 15], Knoodl [16], Kiwi [17], SweetWiki [18], and AceWiki [19, 29]. Here, we discuss 
the advantages and disadvantages of each wiki system.  
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Knoodl [16] is a web-based application that allows users to create “Communities” 
where various things can be uploaded and linked. Each Community can consist of 
Members, Wikis, Ontologies, and Queries, among others. Members can be defined so 
that only select individuals can make changes to a community page. Wikis can be created 
that pertain to the content of the Community page, but the Wikis cannot be linked to the 
underlying ontology. Ontologies can be uploaded and viewed using a content tree. 
SPARQL [30] queries can be created using a primitive tool. 
SweetWiki [18] was a short-lived project which lasted from about 2006-2009. This 
web-based semantic wiki was focused on social contribution to semantic content. 
SweetWiki claimed to be a more usable semantic wiki because it implemented web 
standards in its format, macros, semantic annotation, and ontology manipulation. This 
wiki implemented a “What You See Is What You Get” (WYSIWYG) text editor which 
made it easy for novice users to make changes to the wiki pages.  
AceWiki [19, 29] is a project that aims to meld controlled English (specifically 
Attempto Controlled English [31], or ACE), with a semantic wiki to improve usability 
and expressivity. In short, ACE is a controlled subset of English for writing requirements 
which can be processed by computers. AceWiki claims to display ontologies in a manner 
that is friendly to novices and very closely resembles natural language. Adding 
knowledge to AceWiki is meant to be simple and is performed by typing natural 
sentences stating facts. The usability of AceWiki was evaluated in [19] and a normal 
distribution was observed around “medium” usability.  
Although they are still in a new, developmental stage, form-based wikis, such as 
OntoWiki [14] (successor to pOWL), seem to have reached the necessary point for 
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implementation in a case study to investigate their potential. The most appropriate, 
currently available form-based wiki option was determined to be OntoWiki. OntoWiki is 
an open-source wiki developed by researchers as part of the Agile Knowledge 
Engineering and Semantic Web (AKSW) [32] project headed by the University of 
Leipzig. OntoWiki has a significant user support community and additionally offers 
multiple extensions to the basic semantic wiki. This wiki is highly customizable; 
however, it was discovered that it takes a high level of programming expertise to make 
even small customizations. OntoWiki has very robust ontology import capabilities as it is 
capable of importing large ontologies.  
DataWiki [12] is a commercially supported text-based semantic media wiki run by 
DIQA [33]. Formerly known as SMW+, this wiki resurged after being unsupported for 
nearly a year after the collapse of its owner Ontoprise. It was not tested in this thesis 
because no working version was available when testing was administered. DataWiki is 
built on top of the MediaWiki engine which powers Wikipedia. This is certainly the most 
popular semantic wiki as displayed by the number of participants in recent conferences 
known as SMWCon [34]. DataWiki was heavily investigated and has many appealing 
features, including a large suite of extensions, faceted search capabilities, easy ontology 
navigation, user access control, graphical query building, and a WYSIWYG text editor.  
2.3. Information and Knowledge Management in Engineering Design 
Here we present a background of knowledge management in the engineering design 
community. We discuss expert systems which were first used in the 1980s for 
engineering decision making. Next, we discuss some of the standards that have been 
published to try to deal with the increase in engineering information caused by the advent 
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of Computer-aided Engineering (CAE) and Computer-aided Design (CAD). We then 
present some of the progress on Product Lifecycle Management (PLM) tools that were 
created to manage engineering information. Finally, we discuss some of the semantic 
approaches to knowledge management in engineering design.  
2.3.1. Expert Systems 
Expert systems, like MYCIN [35], were first developed in the early 1970s to aid in 
complex decision making processes for physicians. MYCIN was able to make 
recommendations on antimicrobial therapy selection based on a set of criteria for patients 
who had bacterial infections. Those in the engineering design community saw that they 
could adapt this type of decision aid so that it could be used in their field. Research in 
Carnegie Mellon University’s Engineering Design Research Center has yielded several 
publications on the subject of expert systems for various fields within engineering design 
(civil engineering, mechanical engineering etc.). Maher et al. describe the applicability of 
OPS5, SRL, and PROLOG programming languages to a knowledge-based engineering 
system in [36]. Here, they outline an engineering problem and attempt to solve it using a 
system based in each language. Later, Rychener in 1988 [37] covered the contributions of 
many authors to the field of expert systems in engineering design. After the publication 
of this book, research on expert systems slowed as new areas were investigated.   
2.3.2. Engineering Information Standards 
The advent of CAE and CAD systems has contributed to a significant increase in 
engineering information and data. In order to cope with the large rise in engineering 
information, standards were issued. The most widely used and studied standard is ISO 
13033 [38], or the STEP (STandard for Product Data Exchange) standard. Development 
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of STEP began in 1984 and the first parts were published in 1994. This standard is meant 
to describe a wide range of product-related data over the entire product life-cycle. Recent 
work has demonstrated that STEP is now capable of capturing finite details, such as 2-
dimensional procedural drawings that are used to build 3-dimensional features in CAD 
systems [39].  
2.3.3. Product Lifecycle Management Tools 
Commercial product lifecycle management (PLM) tools have become nearly essential 
in the engineering industry in the past decade. Popular tools include PTC’s Windchill 
[40] and Siemens’ Teamcenter [41]. These tools are very widely used and afford large 
companies the ability to manage projects involving many engineers, software tools, parts, 
and manufacturing processes. PLM systems allow information to be passed transparently 
between all participants in a project. Access control can be used to restrict user rights of 
lower level project members, while managers are able to see all parts of a project. These 
systems are very robust and feature rich, but they lack a semantic layer that would allow 
the information stored in them to be linked together and turned into knowledge. Next, we 
discuss we discuss semantically rich approaches to engineering knowledge management.  
2.3.4. Semantic Approaches to Engineering Knowledge Management 
In the previous subsections, we have shown the ways in which the engineering 
community has sought to manage information. Here, we look at knowledge management 
tools that employ semantic technology to connect information in order to form 
knowledge, as called for by Sainter et al. in 2000 [42].  
Despite the many advantages of commercial PLM systems, researchers are still 
attempting to bridge the gap between these information systems and semantic knowledge 
 11 
 
management systems. Sudarsan et al. outline a framework which can support all product 
information, can ease interoperability between CAD/CAE systems, and can capture 
product evolution [43].  
ANSYS developed its Engineering Knowledge Manager (EKM) in an attempt to 
address shortcomings in metadata tagging of engineering analysis models [44]. While this 
tool does add value to analysis models, it is unable to store some valuable model 
knowledge. In a recent thesis, Breindel demonstrated the value that semantic frameworks 
can add to ANSYS EKM [45]. 
Research at the University of Massachusetts Amherst and the National Science 
Foundation Center for e-Design has resulted in a full suite of engineering ontologies [2, 
3, 6-8].  This network of ontologies comprises the e-Design Framework and provides a 
modular approach to define “engineering analysis, optimization, design decision making, 
etc.” [46]. Figure 1 shows the ontologies that are currently part of the framework within 
the domains depicted along the outside.  Ideally, the e-Design Framework would utilize 
the fully developed ontologies created at UMass with fully developed, web-based 
ontologies such as units, materials and products.  Unfortunately, not all of these 
ontologies exist in a fully developed state. The e-Design Framework connects all of the 
available ontologies to allow for local classes, properties, and instances to create an 
integrated knowledge base suitable for capturing and reusing knowledge. 
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Figure 1: e-Design Framework of ontologies 
 
Increased efforts by others to utilize semantic technologies in engineering have also 
advanced the cause. Semantic techniques were implemented by McMahon et al. in their 
Waypoint system [47]. This system is intended as an engineering document search and 
retrieval tool. Through automatic semantic classification of documents, the system 
enables search refinements in order to focus queries toward relevant and specific results. 
A case study implemented the system into the Airbus UK network. A large number of 
electronic documents were classified with taxonomies that were preexistent in the Airbus 
UK organization. Although the successfulness of the Waypoint system is still being 
determined, the semantic relationships as a ‘back-end’ and a continual feedback system 
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as a ‘front-end’ user interface allows this system to have large potential to meet their 
specific goals. However, the system has some limitations. It relies on company 
documents initially being in a structured electronic form, as opposed to paper copies of 
documents. Further, even with the preexisting organization taxonomies, the system is not 
able to make inferences about the back-end ontology as many emerging semantic 
technologies allow.  
To overcome the seeming lack of preexisting organization taxonomies and 
classifications, researchers at Purdue University have placed considerable interest in the 
acquisition of engineering information and the development of an ontology-based design 
document analysis and retrieval tool (ODART) [48-50]. This research addresses the need 
for a facilitated and more automated way to index and locate design documentation. This 
system mainly focused on the information retrieval and classification portion of the 
overall knowledge acquisition and reuse process, leaving other aspects of the process 
unaddressed. The system does not include the ability to allow users to interact with 
documents in a central location nor the ability to employ security restrictions on sensitive 
material. These types of system limitations have led to the growing use of Semantic Web 
technologies. 
Ameri et al. [46] used SKOS [47] to create a lightweight ontology to classify and 
define terms in the manufacturing process. This lightweight ontology was then used to 
create an OWL-based model which contained properties. This formal model contained 
axiomatic restrictions, making it possible to reason about the “castability” of a part. This 
application of a semantic tool to an industry need gives insight into the future of semantic 
technologies in engineering.  
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Verhagen et al. [51] used Ardens Knowledge Maker (AKM) in a case study to prove 
the usefulness of ontological structure in the aerospace industry. They discovered 
limitations in this web-based KM tool, including its inability to use inference 
mechanisms and lack of support for automatic ontology import. 
Patil et al. have presented work on the exchange of product data using ontologies in 
[52]. Here, they give an example where different disciplines which work on a product 
within its lifecycle (product design and manufacturing) have different meanings for the 
same words. This is an area where meaning would normally be lost, but the use of an 
ontological approach allows communication between disciplines without such loss of 
meaning.  
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CHAPTER 3 
INTEGRATING BIOLOGICAL AND ENGINEERING ONTOLOGIES 
3.1. Project Summary 
This chapter outlines the research performed in the creation of the Biomesh Ontology. 
This work was published in the proceedings and presented at the ASME 2013 
International Design Engineering Technical Conferences and Computer and Information 
in Engineering Conference (IDETC/CIE) [62].  
Methods for acquiring data in engineering and other fields have resulted in the 
possession of extremely large amounts of information and have sparked the “big data” 
revolution [1]. However, much work remains to be done to turn that information into 
knowledge. This is especially apparent in the engineering community, where 
standardization of knowledge is rare. Although there has been a recent call to develop 
more ontologies for KM in the engineering community [63], this is only part of the 
solution. As Professor Barry Smith, arguably the founder of the biomedical ontology 
community, stated in a recent talk [64], “…the semantics, the content, the meanings of 
the terms, are still unconstrained because there’s no governance. The governance is 
applied to the syntax, to the logic of OWL [Web Ontology Language], but not to the 
content of OWL.” There must be some communal discussion to move towards 
standardized KM. There must be full buy-in and common understanding of the problem 
from the community in order for sharing and reuse to work [65]. To this end, the 
engineering community can look at advances in other fields to better address the KM 
challenges that it is facing.  
One of these advances comes from the biomedical community, where significant 
steps have been taken towards standardizing their KM techniques. Particularly, 
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organizations like the Open Biomedical Ontologies (OBO) Foundry [10] 
(http://www.obofoundry.org/) have assembled a team of ontology and domain experts to 
work towards a standard method of classifying information in several biological domains. 
Although there are many ontologies published in this domain, very few are accepted as 
part of the OBO Foundry. The ontologies listed as OBO Foundry ontologies must pass 
through a stringent review process before being accepted, which is paramount to their 
success. They are also accepted as domain reference ontologies such that their classes do 
not overlap. This means that they can be used together in a referential manner without 
introducing consistency problems. The most famous and widely used ontology residing 
here is the Gene Ontology (GO) [9]. 
In this project, we present the formal process used to create an ontology for a cross-
domain application, namely for the interlinking of biological materials and finite-element 
(FE) models which were used as part of the Biomesh project (www.biomesh.org). 
Biomesh draws information from engineering, species taxonomy, anatomy, and materials 
domains. All of these domains overlap in various ways, but this overlap is not exposed in 
the current database. The goal of this paper is expose this overlap and to demonstrate the 
benefit that engineering can gain from the advances that the biology community has 
made in the field of KM by interlinking ontologies from engineering and biological 
fields. Although these ontologies will be interlinked via properties, they will not contain 
any overlapping classes that will lead to conflicting facts. In doing this, we will be able to 
satisfy the requirements of an ontology for the Biomesh project. These requirements 
include 1) facilitate free sharing of the FE models developed by the Biomesh project, 2) 
provide easy access to the biological materials database, and 3) link knowledge between 
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materials and models that was previously disconnected. This chapter serves as a 
demonstration of how one can seamlessly interlink well defined ontologies from different 
domains and allow for automated reasoning to infer new relationships across domains.  
3.2. Background 
3.2.1. Biological Ontologies: Lessons Learned 
KM is hugely popular and important in the biology community. With so much 
information being collected, it is necessary to store it intelligently so that it can be 
properly reused. Therefore, there has been major investment in the development and 
sharing of ontologies for standardized KM. Once a common vocabulary is used to 
describe things in a domain, it is possible to perform computational analysis because of 
the standardization [66]. The largest community ontology project is the Gene Ontology 
(GO) Consortium [9]. Due to the scope of this project and the number of contributors, it 
was paramount to create a standardized annotation system. The success of the GO led to 
the creation of the Open Biomedical Ontologies (OBO) consortium [10]. The OBO 
requires that all of its ontologies be open, orthogonal, instantiated in a well-specified 
syntax, and designed to share a common space of identifiers [10]. The principle of 
orthogonality, which requires that each term is only defined in one ontology [67], allows 
ontologies to be interoperable so that they can be imported seamlessly [65]. The OBO 
Foundry website (http://www.obofoundry.org/) now boasts more than 100 ontologies 
contributed by the community. However, only six of these ontologies have passed the 
review process of the OBO. These six ontologies are critiqued and therefore curated by 
the community. The National Center for Biomedical Ontology (NCBO) hosts the 
BioPortal (http://bioportal.bioontology.org/ontologies) which boasts over 300 ontologies 
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in the biology domain. NCBO is also credited with creating the ontology development 
tool Protégé in collaboration with Stanford University. The biology community is also 
active in sharing biosimulation models. Repositories like CellML [68] 
(http://models.cellml.org/cellml) hold over 500 standardized, shareable biosimulation 
models which have been taken from peer reviewed literature. There has also been 
extensive work done in the area of integrating biological system models with ontologies 
[69, 70]. This work demonstrates the direction that the engineering community should 
take to establish standardized knowledge sharing.  
3.2.2. Biomesh 
Comparative biologists are using finite element analysis to investigate form, function 
and evolution in organisms as diverse as plants, insects, jellyfish, bats and dinosaurs. The 
Biomesh project (NSF 0743460 “Biomesh: A Digital Resource Collection at the Biology-
Engineering Interface”) has played a leading role in this movement by providing unique 
digital resources coupled with training, expert consultation and outreach. Some of the 
goals of Biomesh are; 1) to create the cyber infrastructure required to archive existing 
finite element data and modeling knowledge, and support the continued development of 
finite element models of biological systems, 2) provide a free, open, community-based 
platform for sharing finite element data, knowledge, and tools among biologists and 
engineers, 3) establish and develop community standards and develop and an integrated 
set of ontologies for finite element models and material properties of biological systems 
that support archiving of models and sharing and extraction of meaningful metadata and 
knowledge and 4) provide educational and outreach resources. As a digital repository 
Biomesh (biomesh.org) hosts numerous downloadable FEA models of biological 
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systems, a searchable database of material property values of biological tissues, 
educational FE resources, and freely-available software tools developed by the project to 
support finite element modeling of biological systems. An example of a typical project 
page describing a finite element model is shown in Figure 2 below.  
 
Figure 2: Example of FE model project page at Biomesh.org 
 
3.2.3. Existing Ontologies Leveraged/Imported 
The Biomesh Ontology was created by interlinking reference ontologies from the 
various domains that were covered. Here, we discuss the reference ontologies that were 
utilized.  
This work has benefited from the efforts of the NCBO BioPortal and the OBO since it 
borrows several reference ontologies from the biology domain. It was necessary to store 
information about the anatomy of each model and material test. The most popular 
ontology for anatomy, the Foundational Model of Anatomy (FMA) [71], is beyond the 
 20 
 
scope of this chapter and only deals with the anatomy of humans. It was necessary to find 
an ontology that could describe the anatomy of all plants and animals in a minimal 
fashion. Therefore, the choice was made to use the Minimal Anatomical Terminology 
(MAT) ontology, which is acceptable for use with any organism [72]. Although this 
terminology does not sport the restrictive properties that a robust ontology does, its 461 
classes were found to be adequate for providing an annotative description of the anatomy 
of the materials and models for this project.  
Species classification information also needed to be captured for each model and 
material test. Therefore, the National Center for Biotechnology Information (NCBI) 
organismal classification taxonomy was investigated [73]. The 847,760 classes of this 
taxonomy provide the structure for complete biological classification of every organism 
following a Linnaean taxonomic system. However, it is similar to MAT in that it does not 
provide restrictive properties on classes and therefore does not classify as a rigid 
ontology.  
It was also necessary to store information about each finite-element model, such as 
the element type used, loading types, material treatment and properties, material test 
results, constraints, and modeling assumptions. This was done by leveraging another pre-
existing ontology called the Engineering Analysis Models (EAM) ontology which was 
created as part of the e-Design Framework at the University of Massachusetts Amherst 
[7]. This ontology contains 19 classes and 16 properties which allow deep description of 
the finite-element models in the Biomesh database. The e-Design Framework also 
provides adequate classification of materials and material property data. The NASA Units 
Ontology was also imported so that a semantic information model could be provided for 
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the units used in each model, such as units used for material property values [74]. The 
NASA Units Ontology includes 12 classes, 8 properties, and about 100 individual units, 
therefore making it a very rigid and robust ontology.  
3.2.4. Scope and Limitations 
This chapter shows an application of interlinking ontologies from disparate domains 
within engineering and biology. It outlines the formal process used for this interlinking 
which can be followed for other applications. It is meant to explore the benefits of well 
defined, curated ontologies that exist in the biology domain but are rarer in engineering. 
Due to the large size of the full Biomesh database, the ontology created for the case study 
in this chapter does not include all classes and instances that would be needed to cover 
the full database. Instead, it focuses on showing the usefulness of the integration to reveal 
knowledge that was formerly lost in the disparate databases.  
3.3. Interlinking Cross-Domain Ontologies 
3.3.1. Objective 
As stated previously, we are presenting the formal process used to create an ontology 
for a cross-domain application, namely for the interlinking of biological materials and 
finite-element (FE) models which were created as part of the Biomesh project 
(www.biomesh.org). There is an opportunity to improve KM in engineering by 
leveraging on the success of KM in biology. The link between biology and engineering 
will be created by using ontologies from multiple domains to create a knowledge 
repository for the models and materials.  
In order to demonstrate the usefulness of reference ontologies and sharing 
repositories, a specific use case is addressed from the Biomesh project. Biomesh 
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currently possesses about 30 finite element models and over 800 material properties 
relating to various anatomical structures of various species in its ever-growing database. 
The models and materials currently reside in separate databases, although they may share 
certain information. For example, a particular model may use material properties that are 
located in the material database. Previously, this link was hidden and could only be 
deduced by reading the textual description of the model. The following demonstrates the 
methods used to expose this link.  
3.3.2. Formal Procedure 
First, the domains covered by the project were identified. Reputable repositories were 
searched for existing ontologies that covered the domains in appropriate levels of 
granularity. Once the set of ontologies was identified, they were imported into Protégé 
3.4.8. In the case of this chapter, some of the ontologies were imported using BioPortal 
and others using the “Import Ontology” feature of Protégé. This allowed for namespace 
management which mitigated naming conflicts. Once all ontologies were successfully 
imported into Protégé, consistency checks allowed for identification of class conflicts. If 
consistency checks were passed, the hybrid ontology could be manipulated to fulfill the 
needs of the application. Properties which would link the previously disparate domains 
together were added. Finally, the hybrid ontology could be instantiated with the 
information from the original sources.  
3.3.3. Application-Specific Procedure 
In this case, there was data, information, and knowledge related to FE models, 
anatomy, species classification, and materials. The EAM ontology and parts of the e-
Design Framework were imported to store FE model and material property knowledge. 
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MAT was imported to store anatomical knowledge. NCBI was imported to store species 
classification knowledge. The NASA Units Ontology was imported to store knowledge 
about units for material properties. A more extensive justification for the ontologies 
imported for this project can be found in Section 3.2.2. The ontologies from these 
disparate domains were imported into one hybrid, interlinked ontology, called the 
Biomesh Ontology. Figure 3 shows the previously disparate model and material 
databases that currently exist for the Biomesh project which are now integrated into the 
Biomesh Ontology by the linking of concepts between imported ontologies. 
Protégé was used to create the hybrid ontology. This particular ontology editor is 
linked to the BioPortal, which is a repository of ontologies maintained by the NCBO. It is 
possible to import specific classes from the BioPortal repository by simply selecting them 
in a graphical window. This allowed the direct importation of the NCBI organismal 
classification ontology, as well as the MAT ontology. Due to the size of the NCBI 
organismal classification ontology (over 800,000 classes), only small subsections of it 
were imported that would demonstrate its usefulness. Similarly, only classes relating to 
animal and plant anatomy were imported from the MAT ontology.  
Since the BioPortal tool does not allow importation of many properties (likely 
because of its flexibility with class importation and the possible conflicts this could 
cause), properties needed to be added to the NCBI and MAT ontologies to extend them 
for our particular application. An opportunity for improvement was seen in the NCBI 
ontology, where restrictive Boolean properties could be added to species classification 
levels to enforce the principles of biological classification. For example, a Boolean 
property hasHair (note: all properties will be italicized and bold) with a restricted value 
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of “True” was added to the class Mammalia (note: all class names will be in Bold), since 
all mammals have hair. This way, an organism without hair, which would carry the value 
“False” for the hasHair property, could not be mistakenly classified as a mammal. 
 
Figure 3: Merging of Biomesh model and material databases into the Biomesh Ontology 
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Once the ontologies from BioPortal were successfully imported, it was necessary to 
import the NASA Units ontology. This was done as a full import, including all classes, 
properties, and instances. This ontology is very robust and no editing was needed.  
The EAM ontology from the e-Design Framework was imported next. This was also 
done as a full import of classes and properties. This ontology contains classes and 
properties relating to materials as well as engineering analysis models.   
The Biomesh Ontology now contained classes and properties from four different 
reference ontologies: NCBI, MAT, NASA Units, and EAM. Classes were added at the 
top level to host People and Publications related to the other instances that would reside 
in the ontology. Once all ontologies were successfully imported and the classes were 
finalized, it was necessary to add properties to create links between concepts that needed 
to be related. As an example, the multiple domains of the property hasMaterial tie a 
material to the organismal classification (NCBI), anatomy (MAT), and model (EAM) 
ontologies.  
Consistency checks using the Pellet Reasoner [75] in Protégé 3.4.8 revealed no 
conflicting facts in the Biomesh Ontology. Now, the Biomesh Ontology was ready to be 
instantiated with the knowledge from the case study. This is demonstrated in the 
following section. 
3.4. Case Study: Macaca Fascicularis in the Biomesh Ontology 
The Biomesh project currently stores information about biological FE models and 
materials in separate databases. There are instances where an FE model exists in the 
database and uses material properties that are stored in a separate database. As an 
example this occurs with the crab-eating macaque (Macaca fascicularis). This particular 
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monkey species is native to Southeast Asia and is widely studied in laboratories due to its 
close physiology to humans [76]. 
First, all major instances had to be created in the ontology. Macaca fascicularis had to be classified in 
the NCBI organismal classification ontology, so the instance “NCBI_Macaca_fascicularis_1” (note: 
all instances will be in “quotes”) was created to reside in the species level class Macaca_fascicularis. 
Next, the instance “MAT_Macaca_fascicularis_cranium” was created in the Cranium class of the 
MAT ontology. This process continued until the ontology was fully populated with this example.  
Table 1 below shows the main instances that were created along with the reference 
ontologies in which they reside.  
Once instantiation of the ontology was complete, datatype and object properties had 
to be given values. Datatype properties contain values such as strings, integers, and 
Booleans. Object properties related instances to one another. This is where the connection 
was created between instances which had been unrelated in the previous database. The 
species Macaca fascicularis was connected to its anatomy (the cranium in this case), its 
FE model, the material properties that were used in that model, and the publication 
reference using the properties hasAnatomy, hasModel, hasMaterialTest, and hasPaper, 
respectively. This is displayed in Figure 4 below, where classes are shown with yellow 
circles, and instances with purple diamonds. The connecting lines between classes 
display the subclass relationship, and the connecting lines between instances represent 
object property relationships. Note the similarity between Figure 3 and Figure 4, where 
Figure 3 represents the theoretical goal of the project and Figure 4 represents the results. 
 
Table 1: Main instances in the Biomesh Ontology 
Instance Class Reference 
Ontology 
Description 
“NCBI_Macaca_fascicularis_1” Macaca_fascicularis NCBI Species instance of 
macaque classified 
in NCBI 
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“MAT_Macaca_fascicularis_cranium” Cranium MAT Anatomical instance 
of macaque cranium 
“EAM_Static_Tests_Macaca_fascicular
is_cranium” 
Static_Tests EAM Material property 
instance for the 
macaque cranium 
“EAM_Finite_Element_Models_ 
Macaca_fascicularis” 
Finite_Element_Models EAM Model instance of 
macaque cranium 
“pascal” ComplexUnit NASA 
Units 
Units of measure of 
elastic modulus in 
macaque cranium 
“Modeling_Elastic_Properties 
_in_Finite-Element_Analysis” 
Paper None Reference 
publication where 
model came from 
“Dechow_P” People None Author of the 
publication for 
model 
“Elastic_Properties_of_External_ 
Cortical_Bone_in_the_Craniofacial_ 
Skeleton_of_the_Rhesus_Monkey” 
Paper None Reference 
publication for 
material properties 
“Strait_D” People None Author of 
publication for 
material properties 
 
 
Figure 4: Visualization of Biomesh Ontology in Protégé’s OntoGraph 
 
Now that the databases are connected in the Biomesh Ontology, queries and 
inferences can be performed that span across the previously disparate biological materials 
and FE models. For example, a powerful example of an inference was performed using a 
SWRL rule [77]. SWRL rules can be used to infer relationships between individuals 
using properties and classes. In our example, we wanted to populate a class with all 
individuals in the ontology which fell into a very specific category. A SWRL rule was 
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written which placed all FE models of mammalian crania which assumed simple isotropic 
material properties in a class called MammilianCraniumIsotropicFEModels. The code 
for the SWRL rule is as follows: 
EAM:Finite_Element_Models(?model) ∧ 
Biomesh1:Mammalia(?organism) ∧ cranium(?anatomy) ∧ 
Biomesh1:hasOrganism(?model, ?organism) ∧ 
Biomesh2:hasAnatomy(?model, ?anatomy) ∧ 
EAM:has_Assumptions(?model, CASE:Simple_Isotropy) →  
CASE:MammilianCraniumIsotropicFEModels(?model) 
 
When this rule is applied to the ontology in our case study, one model becomes an 
inferred instance in the class MammilianCraniumIsotropicFEModels. This is a 
powerful inference because it spans the gap between the previously disparate databases. 
An FE model which pertains to a certain species and anatomical structure with a 
particular material property assumption is revealed immediately to the user. This is 
knowledge that could not have been uncovered automatically by the old database. Thus, 
we are able to use machine reasoning to reveal new knowledge. This is especially 
powerful in massive knowledge bases which have many thousands of instances. 
Automated reasoning is invaluable when it comes to developing scalable knowledge 
bases. 
Additionally, queries can be performed in the SQWRL Rule [78] tab in Protégé. 
These queries can reveal knowledge stored in the Biomesh Ontology. An example was 
investigated where a researcher was looking for an anatomical structure that had a 
Young’s modulus (E) greater than 17 Gigapascals (GPa). This static material test result is 
located in the Material_Tests class of the ontology. By typing this query in as shown in 
Figure 5, the researcher can see that one instance in the ontology has E>17 GPa, and that 
it is the cranium of Macaca fascicularis. This query strongly relies on the meaning 
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contained in the knowledge base, as it ensures that we are seeing results that not only 
have the correct value but the correct units. This shows the value gained from the 
importation of the NASA Units Ontology.    
Simpler queries can also be conducted using Protégé’s built in query builder. For 
example, if a researcher is looking at cranial morphology in crab-eating macaques, they 
may want to check if any FE models or material properties exist that could be reused. 
This researcher may also have some specific preferences as to which models they want to 
see, e.g. only models which assume simple isotropy. Using the Biomesh Ontology, a 
simple query can reveal this information. Figure 6 shows this example, where the first 
line of the query suggests that we are looking for an FE model which is related to the 
organism Macaca fascicularis. The second line of the query restricts the anatomy of the 
models, since we only want to see FE models of the cranium of this species. Since we are 
also interested in materials properties, the third line of the query looks for material test 
results that are related to the species Macaca fascicularis.  
The Biomesh Ontology is currently being shared on the University of Massachusetts 
Center for e-Design website at (http://edesign.ecs.umass.edu/ontology-downloads/). 
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Figure 5: SQWRL query and results from the Biomesh Ontology in Protégé 
 
 
Figure 6: Query and results from the Biomesh Ontology in Protégé 
 
3.5. Discussion of Results 
The goal of this project was to demonstrate the benefit that engineering could gain 
from the advances that the biology community has made in the field of KM by 
interlinking ontologies from engineering and biological fields. We have satisfied the 
requirements set forth by the Biomesh project, which were to 1.) facilitate free sharing of 
the FE models developed by the Biomesh project, 2.) provide access to the biological 
materials database, and 3.) link knowledge between materials and models that was 
previously disconnected. Requirement 1 was satisfied by using an ontology as a means of 
organization of the models. This is an open access medium which allows quick search 
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and retrieval of the desired model. Requirement 2 was satisfied in the same way. 
Requirement 3 was realized when the multiple ontologies were linked together so that 
previously disparate information could be shared between models and materials, and the 
power of this linkage was demonstrated in our case study.  
The existence of the NCBI organismal classification and MAT ontologies greatly 
reduced the amount of groundwork needed for this project. The ontology builder did not 
need to be an expert in either of these fields because the ontologies used have already 
been published and accepted by their domain experts. If this is paralleled in engineering, 
it would be possible to reduce workload in the KM field significantly. For example, a 
published and curated Materials Ontology could be used in many engineering fields 
where information about material properties, types and tests would be stored. The 
existence of this reference ontology would mean that a researcher would not have to 
“reinvent the wheel” and could reuse material property data, information, and knowledge. 
This has already been seen with the NASA Units ontology. Since this ontology had 
already been created, we did not have to develop our own way to store information about 
units for this project.  
As stated previously, the Biomesh Ontology is currently being shared online. 
However, it does not represent the entire suite of biological models and materials 
properties that the Biomesh project has collected. In the future, when the Biomesh 
Ontology is fully instantiated, a semantic wiki [79] such as OntoWiki [14, 15] may be 
used for online browsing of the ontology. The models could be shared here for 
investigation and download.  
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The NCBI and MAT ontologies were both very light on properties when they were 
imported. However, the addition of properties and class restrictions that was done in this 
project increased the rigidity and decidability of these ontologies. The EAM and NASA 
Units ontologies already had many properties and no additions were needed. The 
decidability of the Biomesh Ontology was demonstrated through the query which bridged 
across previously disparate databases (Figure 3).  
Although the interlinking of ontologies from different domains was fairly seamless in 
this application, there could be many challenges that could arise. These include naming 
conflicts, overlapping classes and properties, and variable levels of descriptiveness. The 
problems were mitigated in this application because of the use of robust reference 
ontologies, but certainly could pose large problems in areas where a strong ontology 
building community does not exist.  
While this project does demonstrate a step in the right direction in terms of the reuse 
of reference ontologies, it does not claim to have solved the problem of disjointed KM in 
the engineering community. To solve this problem, we can build on the lessons learned 
by consortiums like the OBO and successful ontologies like the GO. This can be seen as 
an opportunity for a standards organization like the National Institute of Standards and 
Technology (NIST) or the Defense Advanced Research Projects Agency (DARPA). With 
curated ontologies backed by federal organizations, the full power of the semantic web 
envisioned by Berners-Lee [23] can be realized.  
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CHAPTER 4 
ONTOLOGY USABILITY STUDY 
4.1. Project Summary 
This research involves the evaluation of the current state of the usability of 
ontologies. It has been previously stated that the reason that ontologies are slow to be 
adopted by the engineering industry as knowledge management tools is that they lack 
usability. Despite the technical advantages that they offer, the lack of usability is enough 
to discourage their use. Here, we aimed to figure out why ontologies are not user friendly. 
We analyzed the most common ontology interface, which is an ontology editing tool, 
called Protégé [80, 81]. We also analyzed an original configuration of the semantic wiki 
OntoWiki that has been selected for this project. Note that OntoWiki was studied here as a 
representative semantic wiki. It is known by the authors that using a different semantic 
wiki would likely yield altered usability results. The availability of OntoWiki at the time 
that this testing was performed led to its selection over other semantic wikis. The 
objective of this study was to reveal usability problems within Protégé and OntoWiki and 
to possibly reveal areas where one performs better than the other.  
4.2. Background 
4.2.1. Human-computer Interaction Evaluation Methods 
Human-computer interaction (HCI) is a long studied field which has led to massive 
advances in computing technology. It is defined, quite reciprocally, as the study of the 
interaction between humans and computers. This has been an important field since 
computers became widely used in the mid-1970s. Figure 7, from Ali et al. [82], shows the 
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advances in user interfaces (UI’s) over time. These advances can be largely credited to 
the needs identified by the study of HCI.  
 
Figure 7: Advances in user interface technology over the past 50+ years [82] 
 
Just as important as the study of HCI in general are the evaluation methods of user 
interfaces. It is not satisfactory to have ad hoc approaches for evaluating interfaces. 
Instead, step-by-step guided approaches, such as the ones discussed here, will yield 
quantitative and qualitative results.  
In one of the first papers on HCI, Bailey and Pearson [83] developed a definition for 
computer user satisfaction. This definition was based on the work of psychologists, 
specifically Wanous and Lawler [84], who suggested the following formula for 
satisfaction measure: 
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where  
  = The satisfaction of individual i. 
 = The total number of factors, where a factor is an evaluation criterion. 
   = The reaction to the factor j by individual i. 
   = The importance of factor j to individual i. 
 
Bailey and Pearson developed a questionnaire which was able to help identify usability 
problems that had been formerly overlooked by programmers. They noticed that when 
the questionnaire was administered to employees who used software at a company, there 
was apprehension to be honest because of fear of termination. Therefore, they encouraged 
anonymity when administering the questionnaire.  
Root and Draper [85] tested the usefulness of questionnaires in the human-computer 
interaction field. They gained insight into the types of questions that would gather the 
most meaningful information for a questionnaire to evaluate a user interface. They found 
that a checklist is very useful, and that open-ended questions would allow the tester to 
input a problem that had not been identified by the administrator.   Chin et al. [86] 
attempted to develop a questionnaire, called the Questionnaire for User Interface 
Satisfaction (QUIS), which would measure a user’s rating of a human-computer 
interface. They noted that command line systems (e.g. MS-DOS) were given poor ratings, 
while menu driven applications (e.g. WordPerfect) performed better.  
Nielsen and Molich [87] found that a group of heuristic evaluators of a user interface 
were much more effective at identifying problems than a single evaluator. Using a group 
of 37 computer science students, they surveyed them and asked them to identify usability 
problems with a system that was known to have issues. They found that a single evaluator 
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was only able to identify “between 20% and 51% of the usability problems” [87]. By 
collecting results from between 3 and 5 evaluators, the number of usability problems 
identified went up substantially. This suggests that when evaluating the usability of a 
system, a team of investigators should be assembled. It is also mentioned that the 
investigators should work individually so as to not influence each other’s responses. 
Using one expert on usability can allow problems to slip through. In a similar paper, 
Molich and Nielsen [88] looked at the capabilities of designers and programmers at 
identifying usability problems. 77 designers and programmers from industry and 
academia tested a system that was known to have 30 usability issues according to the 
authors’ 9 principles of good human-computer dialogue, which are listed below [88]: 
1. Simple and Natural Dialogue 
2. Speak the User’s Language 
3. Minimize the User’s Memory Load 
4. Be Consistent 
5. Provide Feedback 
6. Provide Clearly Marked Exits 
7. Provide Shortcuts 
8. Provide Good Error Messages 
9. Error Prevention 
 
When the testers struggled to identify the issues independently, without guidance from a 
method, Molich and Nielsen concluded that designers and programmers are not 
sufficiently aware of usability issues. They also replicated their findings that “…the more 
people that look at the interface, the more problems are detected.”[88] 
Jeffries et al. [89] discuss the advantages of four different methods of usability 
evaluation: heuristic evaluation (UI experts look for known issues), software guidelines 
(similar to heuristic methods, where known issues are identified), cognitive walkthrough 
(tasks are attempted with the interface), and usability testing (UT) (the interface is studied 
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under real-world conditions). They found that heuristic evaluation identified the highest 
number of problems. However, they identified that the weakness of heuristic evaluation is 
the need for a UI specialist. If UI specialists are not available, it is still effective to use 
guidelines and cognitive walkthroughs [89].  
Karat et al. [90] compared the results of empirical testing and cognitive walkthrough 
methods. They found that empirical methods did a good job identifying more problems 
than cognitive walkthroughs. In addition, they said that team walkthroughs were more 
effective than individual ones. In general, Karat et al. suggested that it is most effective to 
do more than one usability test. 
Nielsen and Landauer [91] attempted to create a mathematical model to describe the 
amount of evaluators needed to achieve desired levels of usability. Using a Poisson 
process model, it was found that 16 evaluations would produce optimum results based on 
cost/benefit. Using this method, the number of evaluators needed to catch most usability 
issues for a project could be calculated before any testing was done.  
Lewis analyzed several usability questionnaire types in [92]. Here, he declared that 
two different types of usability questionnaires, the Post-Study System Usability 
Questionnaire (PSSUQ) and the Computer System Usability Questionnaire (CSUQ), both 
are psychometrically sound measures of usability. The PSSUQ and CSUQ consist of very 
similar questions which measure overall system satisfaction. The only difference between 
the two questionnaires is in their administration. The PSSUQ is given in a controlled 
environment and the CSUQ is given as a field test, allowing users to take the test in any 
environment. The questions for the PSSUQ are listed below. All responses are given on a 
Likert-type scale [93] as shown in Question 1.  
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1. Overall, I am satisfied with how easy it is to use this system. 
Strongly Agree  1    2    3    4    5    6    7   Strongly Disagree 
2. It was simple to use this system. 
3. I could effectively complete the tasks and scenarios using this system. 
4. I was able to complete the tasks and scenarios quickly using this system.  
5. I was able to efficiently complete the tasks scenarios using this system. 
6. I felt comfortable using this system. 
7. It was easy to learn to use this system. 
8. I believe I could become productive quickly using this system. 
9. The system gave error messages that clearly told me how to fix problems. 
10. Whenever I made a mistake using the system, I could recover easily and quickly. 
11. The information (such as on-line help, on-screen messages and other 
documentation) provided with this system was clear. 
12. It was easy to find the information I needed. 
13. The information provided for the system was easy to understand.  
14. The information was effective in helping me complete the tasks and scenarios. 
15. The organization of the information on the system screens was clear. 
16. The interface of this system was pleasant. 
17. I liked using the interface of this system.  
18. This system has all the functions and capabilities I expect it to have. 
19. Overall, I am satisfied with this system.  
This questionnaire allows the collection of user reactions after using a system to complete 
a set of tasks. As stated in [92], the data collected using these types of questions is 
accurate provided an adequate number of users are surveyed. Tullis and Stetson [94] 
compared several questionnaire types including QUIS and CSUQ when comparing web 
sites. They found that both methods yield quality results as long as the sample size was 
around 12-14 participants.  
In a very recent work, Nielsen demonstrated the use of a simple evaluation method in 
[95]. Here, Nielsen tested the usability of a program called GRAVSOFT which is used 
for gravity field modeling. He described in great detail the methods used to collect data 
from the users in order to make improvements to the software. A survey questionnaire 
was administered to the subjects after they complete a set of tasks in GRAVSOFT. This 
questionnaire used ratings scales from 1-6 with descriptive words on either end of the 
scale. For example, subjects were asked to answer: “Overall, the software was terrible or 
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wonderful”. The negative word, terrible in this case, was on the bottom end of the scale 
and was scored with a 1. The positive word, wonderful in this case, was on the top and 
was scored with a 6. Therefore a higher score meant a more positive response. This same 
method of collecting feedback from the user is used this chapter as described below. 
Here, we discussed four different interface evaluation methods: heuristic evaluation, 
software guidelines, cognitive walkthrough, and user testing (questionnaire). Of these 
four general methods, we have chosen to use user testing.  
4.2.2. Example Ontology 
This study involved the testing of usability of two different programs, Protégé and 
OntoWiki , which are designed to edit and display ontologies. In order to test ontology 
usability, a test ontology needed to be chosen. This ontology would preferably be simple, 
but would contain a vast amount of information which would make finding specific items 
challenging.  
The ontology used in this project, which is called the Raytheon Document Support 
(RDS) Ontology, was developed by previous researchers in the University of 
Massachusetts Amherst Center for e-Design [11]. It was made to store knowledge 
captured in memorandum documents currently stored in file cabinets by an engineering 
directorate at Raytheon. Previous work was done to digitize these memorandums and 
then extract important information from them such as author, recipient, subject, and date. 
All of this information was then imported in the RDS Ontology. “Dummy data” was used 
for this project so that no sensitive information from Raytheon was lost. The ontology 
contained 5,000 memorandums written by 1,000 different authors covering 8 projects. 
The main function that concerns the users of this ontology is the efficient retrieval of 
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information. This means that the use case will be based on a retrieval task where Protégé 
and OntoWiki are evaluated as to their performance in this area.  
4.3. User Testing 
In order to evaluate the usability of ontologies in both Protégé and OntoWiki, a user 
testing questionnaire was designed and administered to subjects at the University of 
Massachusetts Amherst. Subjects were asked to complete various tasks in each system 
and then asked to rate their experience. Information such as the time to complete each 
task and errors encountered were recorded by the proctor of the test. The following 
subsections give a detailed overview of the testing performed in this chapter.  
4.3.1. Subject Population 
We calculated the number of subjects needed to notice a large effect and achieve a 
power of 0.80 using the standard alpha cutoff of 0.05. The power calculation resulted in 
requiring 15 subjects, but 16 were chosen so that the same number of subjects would 
initially be exposed to Protégé as OntoWiki to eliminate the effects of ordering on the 
data. Approximately 25% of the subjects were between 25-44 years old and the 
remaining 75% were between 18-24 years old. 41% of the subjects had a background in 
engineering, 6% had a background in biology, computer science, mathematics, or 
psychology, and 35% had an unspecified background. Subjects did not need any prior 
background knowledge about ontologies to complete the tasks for this experiment. No 
information was gathered about subject gender because it was deemed unnecessary. 
Subjects were assumed to be competent because they were enrolled as students at the 
University of Massachusetts Amherst.  
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4.2.2. Testing Environment 
All subjects performed testing in the same controlled environment located in a cubicle 
complex at the University of Massachusetts Amherst. No subjects were disturbed during 
testing by outside influences because this was a closed environment. All subjects used the 
same desktop computer with a Windows 7 operating system. Qualtrics [96] was used to 
create the task list and survey, both of which can be found in Appendix A.  The proctor of 
the test sat near the subjects to take note of their navigation through each task, as well as 
to record the amount of time it took the subjects to complete each task. Subjects were not 
allowed to ask the proctor for assistance on any of the questions.  
4.3.3. Survey – Tasks and Feedback 
Subjects performing this testing completed five tasks in each of two different 
software applications. All of the tasks involved finding memorandums in the ontology 
based on different criteria. For example, Task 1 prompted subjects to find any 
memorandum written by a certain author e.g. John Smith. The tasks became increasingly 
more difficult, with Task 5 asking subjects to find a memorandum written by a certain 
author and on a certain date, e.g. John Smith on November 4, 1978. A full listing of the 
tasks can be found in Appendix A.   
After subjects completed all of the tasks, they were prompted to provide feedback 
about each software application they had used. The questions for the survey were 
customized for this application but were based strongly upon the past work of other 
researchers in this area. Specifically, the recent work of Nielsen [95]  provided a basis for 
the feedback questions.  
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There were three sections of user feedback. First there was a comparison of the two 
systems. Then, subjects rated Protégé and OntoWiki separately. These ratings were split 
into two pages, one for each system. The pages were presented to the subjects in random 
order so that no ordering effects would be observed. Questions in these sections were 
split into four categories: Overall usability, learning, system capabilities, and open 
response. The full feedback survey can be found in Appendix A.  
Usability of Protégé and OntoWiki was compared on a relative scale. A preview of 
this section of the survey can be seen in Figure 8. Here participants compared the 
usability of the two systems by showing their preference toward one or the other. This 
was done on a seven-point scale, giving subjects the option to show no preference toward 
either system. Subjects were also given a chance to provide written open response 
feedback about their preference toward one system or the other.  
 
Figure 8: Example question from the first section of user feedback 
 
When Protégé and OntoWiki were evaluated separately, the questions were formatted 
in a different manner. Figure 9 shows a preview of the “overall usability” section of the 
OntoWiki evaluation page of the survey. The same question format was used to ask 
subjects to describe their usability experience in terms of learning and system 
capabilities. Notice that a six-point scale was used to force subjects to pick a positive or 
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negative word to describe their experience. The same strategy was employed by Nielsen 
in [95].  
 
Figure 9: The “overall usability” section of the OntoWiki evaluation page 
 
4.4. Results 
Subjects rated Protégé and OntoWiki separately with questions formatted as shown in 
Figure 9. Responses were given on a 1-6 scale, with 1 being the most negative answer 
and 6 being the most positive answer. The responses from each subject can be averaged 
to provide a mean score for each question. A mean score of 3.5 indicates that subjects 
showed no preference in either direction. A score on either side of this mean shows a 
tendency in the positive or negative direction. In order to figure out if this tendency is 
statistically significant, a t-test had to be performed around the constant of 3.5. Those 
questions with mean response scores lower than 3.5 and with p-values of less than 0.05 
were considered to be statistically significant negative responses. Likewise with 
responses that have mean values greater than 3.5, p-values of less than 0.05 suggest a 
statistically significant positive response.  
Protégé had a mean response score of below 3.5 on 11 out of the 14 questions. It was 
found that Protégé received statistically significant negative scores on 3 out of these 11 
questions, most notably “Is Protégé designed for all levels of users?” This question had a 
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mean response score of 2.44 and a p-value of 0.0005. The results of this question are 
displayed in a histogram in Figure 10 below. Protégé scored positively (average of above 
3.5) on 3 out of the 14 questions, two of which were statistically significant. One question 
concerned system speed, and the other concerned system reliability. The results of the 
question involving system reliability in Protégé can be seen displayed in a histogram in 
Figure 11. 
 
Figure 10: Histogram showing responses to survey question about Protégé: “Designed for all levels of 
users?” 
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Figure 11: Histogram showing responses to survey question about Protégé system reliability 
 
OntoWiki was evaluated in the same way as Protégé which was described in the 
previous paragraph. OntoWiki had a mean score below 3.5 on 2 out of 14 questions, 
neither of which was statistically significant. OntoWiki scored positively on the other 12 
questions, 5 of which were statistically significant. The question “Remembering names 
and commands” had the highest p-value for significance over 3.5 and the responses can 
be seen in the histogram in Figure 12.  
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Figure 12: Histogram showing responses to survey question for OntoWiki: “Remembering names and 
commands” 
 
Protégé and OntoWiki were also compared on a relative scale as shown previously in 
Figure 8. A score of 4 in this case showed no preference toward one system or the other. 
Scores lower than 4 showed preference towards Protégé and greater than 4 towards 
OntoWiki. The mean score for every question in this comparison was greater than 4 
indicating a preference towards OntoWiki. A t-test was used to compare each score to the 
constant of 4 to test if it was statistically significant. Those questions with a p-value of 
less than 0.05 were deemed to have scores statistically significantly greater than 4.  
Statistical significance of preference towards OntoWiki was seen on 2 out of the 12 
questions. The first of these questions was “It was simple to use this system”. The second 
was “It was easy to learn this system”. Histograms of the responses to these questions can 
be seen in Figure 13 and Figure 14. 
 47 
 
 
Figure 13: Histogram showing responses to the question “It was simple to use this system” 
 
 
Figure 14: Histogram showing responses to the question “It was easy to learn this system” 
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Subjects were given the opportunity to point out three problematic and three positive 
aspects of Protégé and OntoWiki in the open response section of the survey. We read and 
coded these responses into 8 categories: Navigation, Speed, Organization, Search, 
Design, General Use, Learning, and Capabilities. Examples of responses coded into each 
of these categories can be found in Appendix B. Once coding was complete, the number 
of responses that fell into each category was counted. The coding results of the positive 
comments can be seen in Table 2 and negative comments in Table 3.  
Table 2: Open response coded positive comments; green highlights were most frequently observed 
Positive Comments 
Categories OntoWiki Protégé 
Navigation 3 1 
Speed 1 3 
Organization 1 2 
Search 6 3 
Design 6 7 
General Use 5 0 
Learning 7 1 
Capabilities 1 5 
 
Table 3: Open response coded negative comments; red highlights were most frequently observed 
Negative Comments 
Categories OntoWiki Protégé 
Navigation 2 2 
Speed 9 1 
Organization 0 3 
Search 6 10 
Design 5 4 
General Use 0 9 
Learning 4 1 
Capabilities 4 3 
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4.5. Discussion 
The experiment described in the previous section yielded interesting results which are 
described in this section.  As stated in the introduction, the objective of the study 
performed in this research was to reveal usability problems in both Protégé and OntoWiki 
as well as to reveal areas where one system excels over the other. Users preferred 
OntoWiki in the comparative study, and gave it better marks in the individual studies. 
They also provided more positive and less negative feedback on the open response 
questions. Here, we discuss the feedback on each system.  
Protégé recorded its most positive open response comments in the category of 
Design. This is not reflected in the quantitative data presented previously. Upon review 
of the questions in that section, none of them query about design of the system in 
particular. This could point out a flaw in the survey and suggest that this question should 
have been asked. The most negative comments on Protégé were in the category of 
Search. Users complained that searching in Protégé was not flexible and was hard to 
learn. Protégé received its lowest scores on the question: “Designed for all levels of 
users?” This is an expected response since Protégé was built as an ontology editing tool 
where experts were the anticipated users. It is not specialized for ontology browsing.   
OntoWiki recorded the most positive open response comments in the category of 
Learning. This was echoed loudly in the quantitative data, where OntoWiki scored above 
a 3.5 on all five questions concerning learning, three of which were statistically 
significant. OntoWiki recorded the most negative comments in the category of Speed. Out 
of the 16 subjects tested, 9 of them reported that OntoWiki was too slow. There was a 
quantitative question about speed where users reported an average score of 3.9, 
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suggesting that speed was adequate. However, this was considerably lower than 
Protégé’s score of 4.7.  
It is important to note that OntoWiki was used as a demonstrative semantic wiki. 
There are many other alternative wikis that exist as discussed in Section 2.2. The results 
of this testing suggest that semantic wikis are a step in the right direction in terms of 
ontology usability. However, there are still many areas that can be improved. The 
subjects who completed this test complained most about the speed of OntoWiki. 
Preliminary testing has been done in the new semantic wiki DataWiki, and this system is 
considerably faster than OntoWiki.  
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CHAPTER 5 
RESEARCH SUMMARY 
In this thesis, we have investigated ways in which ontologies could be made more 
appealing to the engineering industry. First, a comprehensive review of the use of 
ontologies in the engineering design community was presented. Here we discussed the 
science of ontology, semantic wikis, and the history of knowledge management systems 
in engineering design.  
In Chapter 3 we demonstrated the successful reuse of published, curated reference 
ontologies from different domains. The simple methods of reference ontology 
importation showed the benefits of leveraging existing KM systems. The case study 
presented demonstrated the instantiation and query capabilities of a decidable ontology. 
While a great amount of progress had been made by the Biomesh project in the collection 
and sharing of biological models and materials, vast improvements have been made by 
this project. If the engineering community recognizes the benefits that arise when KM 
techniques are shared in a communal manner, our domain can move to a better and more 
interoperable place. 
Chapter 4 explained research that was performed to attempt to uncover usability 
problems in current ontology tools. Protégé, the most popular ontology editing tool, and 
OntoWiki, a semantic wiki, were studied in this project. A study was developed based on 
an extensive review of past usability studies in the field of HCI. 16 subjects were selected 
to perform a set of similar tasks in both Protégé and OntoWiki. They were then asked to 
rate their experience in terms of usability. It was found that subjects preferred OntoWiki 
over Protégé in all categories, but only a small set of the question responses showed 
statistical significance. When Protégé and OntoWiki were rated separately, subjects 
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reported that OntoWiki was far easier to learn and master. This was echoed in the section 
of open response questions, where many subjects reported that OntoWiki’s learnability 
was pleasing. It is important to note that the results of this study do not suggest that 
OntoWiki is the perfect solution to the ontology usability problem. Several problems with 
OntoWiki were identified, including system speed.  
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CHAPTER 6 
FUTURE WORK 
There were certain limitations imposed on the work covered in this thesis in order to 
make the projects reasonably sized. The project presented in Chapter 3, Interlinking 
Biological and Engineering Ontologies, only investigated the importation and use of a 
small portion of the Biomesh database. Had the entire database been imported, more new 
knowledge could have been formed because the ontology reasoner would have been able 
to perform inferences over a larger set of information. In the future, it is the hope that this 
ontology will be used as the main database for the Biomesh Project. This largely hinges 
on the usability of the ontology so this is strongly linked to the work done in Chapter 4. If 
customizations are made to a semantic wiki making it easy for operators to populate and 
search for information, OntoWiki or DataWiki could be the true front-end for the 
Biomesh Project. It is also our hope that this could be done for the e-Design Framework 
of ontologies.  
Limitations also affected the work done in Chapter 4 of this thesis. Only one HCI 
evaluation method was used because resources were not present to hire experts to carry 
out any of the other methods. Also, subjects had to be selected from a specific population 
at the University of Massachusetts Amherst in order to adhere to Institutional Review 
Board regulations. If the testing was repeated in the future, it would be useful use 
different methods and to bring in subjects from different backgrounds. Additionally, 
DataWiki appears to be the most promising semantic wiki available at this point in time. 
Performing an individual analysis of this semantic wiki could bring to light some of its 
usability issues and make it a truly adequate front-end for the Biomesh Project and the e-
Design Framework.  
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It is our hope that the demonstration in Chapter 3 of the usefulness of curated 
reference ontologies leads to further cultural embrace in the engineering community. As 
stated previously, this can be seen as an opportunity for a standards organization like the 
National Institute of Standards and Technology (NIST) or the Defense Advanced 
Research Projects Agency (DARPA). With curated ontologies backed by federal 
organizations, the full power of the semantic web envisioned by Berners-Lee [23] can be 
realized.  
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APPENDIX A 
TASKS AND QUESTIONNAIRE 
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APPENDIX B 
CODED OPEN RESPONSE DATA 
Here, we present summary tables of subjects’ answers to the open response questions found on the survey.   
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