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Abstract
We study the nonparametric estimation of the coecients of a 1-dimensional diusion process
from discrete observations. Dierent asymptotic frameworks are considered. Minimax rates of
convergence are studied over a wide range of Besov smoothness classes. We construct esti-
mators based on wavelet thresholding which are adaptive (with respect to an unknown degree
of smoothness). The results are comparable with simpler models such as density estimation or
nonparametric regression. c© 1999 Published by Elsevier Science B.V. All rights reserved.
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1. Introduction and main results
1.1. Objectives
In this paper, we investigate nonparametric estimation in 1-dimensional diusion
processes, when only a discrete sample is available. Our major point is to estimate the
diusion coecient when one observes a diusion process at times i=n for i=0; : : : ; n
(Sections 1 and 2). The method we use allows to derive similar results for other
diusion models (for instance, ergodic diusions; see Section 4).
Our goal is to carry over to diusion models the minimax results which were ob-
tained by Donoho et al. (1995, 1996) for the models of density estimation (with i.i.d.
variables) and nonparametric regression. By comparing discretely observed diusion
models with nonparametric regression, observed on random design, we construct an
estimator of the diusion coecient by wavelets methods. For the integrated error
L over compact intervals of R with 2 [1;1), we obtain a rate of convergence (as
n!1) which is nearly optimal in the minimax sense over a wide variety of Besov
smoothness classes.
By thresholding the estimated wavelet coecients, our procedure becomes adaptive:
the estimator achieves the optimal rate of convergence (up to a logarithmic factor
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in some cases) without the knowledge of the smoothness properties of the estimated
function. Such considerations are more realistic if practical purposes are considered. The
results obtained show that the optimal minimax rates of convergence for the problem
of estimating the diusion coecient are the same as in density estimation.
The nonparametric estimation of the diusion coecient has some history: Genon-
Catalot et al. (1992) studied the estimation of the diusion coecient (depending
on the time) in L2 error. Florens-Zmirou (1993) studied the pointwise estimation of
the diusion coecient (depending on the space variable) and obtained the rate n−1=3
which is suboptimal. More recently, we obtained in Homann (1996) the rate n−s=(1+2s)
when the diusion coecient belongs to some ball of the Besov space Bsp1 (i.e.
when the diusion coecient has \smoothness" measured in Lp of order s, see below)
for the integrated error in the particular case =p. Similar results were obtained by
Jacod (1997) using Nadaraya-Watson type estimators (both for pointwise and integrated
error). This paper is thus an extension of the results in Genon-Catalot et al. (1992) and
Homann (1996) and also conrms that the results of Jacod (1997) (for the integrated
error) are optimal.
1.2. Assumptions and construction of an estimator
(1) We consider a 1-dimensional diusion process X dened by
Xt = x0 +
Z t
0
b(s; Xs) d s+
Z t
0
(Xs) dWs (1)
where x0 2R; W is a standard Brownian motion, b and  are unknown. For i=0; : : : ; 3,
let mi>0 be given constants. The assumptions on b and  are the following.
Assumption A. The function b is continuous and b2(t; x)6m0(1 + x2).
Assumption B. The function 2 belongs to the set U dened by
U= fg2C1(R): m16g(x)6m2; kg0k16m3g
where we denote kgk1= supx jg(x)j. Assumptions A and B imply the existence of a
unique (strong) solution for Eq. (1). We wish to estimate the diusion coecient 2(x)
from the observation X (n) = (Xi=n; i=0; : : : ; n). The drift b is regarded as a nuisance
parameter. In the following, we will denote by P the law of X and by Ft the -eld
generated by (Xs; 06s6t).
To estimate 2(x) we require that the process X has spent some minimal time around
the level x. Let
Lx1 = lim!0
1
2
Z 1
0
1jXs−xj6 d s
denote the local time of X at x up to time 1 at the Lebesgue measure scale. We
introduce a level >0 (the \minimal accuracy of estimation") and dene for a compact
interval D
A(; D)=

inf
x2D
Lx1>(1 + )

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where >0 and D= fx + y; x2D; jyj6g. The constant  is xed throughout the
paper and is needed for technical reason. The behaviour of our estimator of 2(x) will
be studied conditionally on the event A(; D).
(2) Let us describe our estimator Tn(x) of 2(x). For the reader unfamiliar with multi-
scale decompositions and wavelets, we recall in the appendix some basic denitions
and heuristics about thresholding techniques.
Using Ito’s formula, we get the following decomposition, for i=0; : : : ; n− 1
n(X(i+1)=n − Xi=n)2 = n
Z (i+1)=n
i=n
2(Xs) d s+ i=n + a term of higher order (2)
where
i=n=2n
Z (i+1)=n
i=n
(Xs − Xi=n)(Xs) dWs:
The variable i=n can be considered as a noise term when estimating n
R (i+1)=n
i=n 
2(Xs) d s
’ 2(Xi=n) from the observation n(X(i+1)=n−Xi=n)2. The remainder term in Eq. (2) comes
from a drift eect which will prove to be negligible. We thus translate our problem in
a nonparametric regression setting: estimate 2(x) from noisy data n(X(i+1)=n − Xi=n)2
observed on the random design (Xi=n; i=0; : : : ; n).
We need some notation. Let us be given a pair (’;  ) of compactly supported scaling
function and wavelet such that the wavelet  has N vanishing moments, i.e.Z
xl (x) dx=0; l=0; : : : ; N: (3)
We can choose the pair in a given library of wavelets (e.g. Daubechies (1992) wavelets)
and thus (’;  ) will be specied hereafter by N only.
The estimator Tn will depend on (’;  ), on the minimal time >0 and on four
parameters in (0;1) which need to be tuned with the asymptotic: (jn; Jn; hn; n) and
which are dened as follows.
For l2Z we consider a grid of equispaced points x nl of mesh hn, i.e. x nl = lhn. We
then dene the process
Nli =
0
@ X
06j6i
1fx nl 6Xj=n<x nl+1g
1
A ^ bnhnc
where bxc denotes the integer part of x, and an increasing sequence of random times
1 = 0 and for i>2: i= inf
(
j=n>i−1:
X
l2Z
(Nlj − Nli−1 )>1
)
^ 1:
We also need a sequence of random points i on a ner equispaced grid of mesh
bnc−1 dened as follows. First, set
li = inffj2Z: Xi>x nj g; mi =#fj6i: x ni6Xj<xni+1g
and let
i = x
n
li−1 + mi =bnc:
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Note that i, li , mi and i depend on n. For integers (k; j) and a function g, we denote
as usual gjk(x)= 2 j=2g(2 jx − k). Thus, for a bounded and compactly supported g, the
function gjk is essentially located around k=2 j in a neighbourhood of size 2−j. We
estimate the wavelet coecients cjk =
R
2(x)’jk(x) dx and djk =
R
2(x) jk(x) of the
function 2 by
c^jk =
1
bnc
bncX
i=1
’jk(i)n(Xi+1=n − Xi)2; (4)
d^jk =
1
bnc
bncX
i=1
 jk(i)n(Xi+1=n − Xi)2: (5)
Note that c^jk and d^jk only depend on (’;  ); ; hn and the data X (n). Finally the
estimator Tn()=Tn(; hn; jn; Jn; n; N )() at point x will be
Tn(x)=
X
k2Z
c^jnk ’jnk(x) +
JnX
jn
X
k2Z
d^jk 1fjd^jk j> ng  jk(x): (6)
1.3. Main results
We will describe the quality of Tn in the minimax theory. For 2 [1;1) and D a
compact subset of R, let us consider the following integrated error:
L(; Tn; D)=
Z
D
jTn(x)− 2(x)j dx:
For xed (D; ; ) and given a set of constraint , we dene the minimax risk of Tn
over  as
RD;;(Tn; n; )= sup
22
Ef−n L(; Tn; D) jA(; D)g1= (7)
where n>0 is some normalizing factor. Of course, the niteness of RD; ;  will only
be meaningful if n! 0 as n!1 and the class \U is rich enough. Our main result
is about the performance of Tn when  is a Besov ball intersected with U. This choice
of functional constraint is standard in nonparametric estimation (see e.g. Kerkyacharian
and Picard, 1993).
For s; p; q2 [1;1], let Bspq(D) denote the Besov space on D, i.e. the restriction of
the functions of the space Bspq(R) to D. Denote by k  kspq the Besov norm over D
(see, e.g. Cohen (1998), Meyer (1990) and=or the appendix below). For L>0, set
Bspq=Bspq(D; L)= fg2Bspq(D): kgkspq6Lg:
Let us introduce the following quantities, involving ; s; p and q:
=
s
1 + 2s
^ s− 1=p+ 1=
1 + 2s− 2=p and = sp−
− p
2
:
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The rates of convergence are determined by  and : for a function in Bspq estimated
in L norm, the optimal rates are of order (log n=n) if <0 and n− if >0 (see
Donoho et al. (1996) and Theorems 1 and 2 below). Let
2 jn =(n(log n)−p)1−2; 2 Jn =

n
log n
1=(1+2s−2=p)
; (8)
n= 
r
log n
n
; hn= n−s0=(1+2s0) (9)
with s0 = s + 1 and =(1 + 2s − 2=p)−1=2K(r0 _ (4s + 2)), where K() and r0 are
specied in Lemma 2 below. Finally, let
vn= vn(s; p; q; )=
8>>>>>>>><
>>>>>>>>:

(log n)1−=sp
n

>0;
log n
n

(log n)(1=2−p=q)+ =0;
log n
n

<0:
Theorem 1. Grant Assumptions A and B, and let >0 and let D be a compact interval
of R. Let s>1+1=p; 16p6<1; q2 [1;1]. Let Tn be specied by (; jn; Jn; n; hn)
dened in Eqs. (8) and (9) and let N>bsc+ 1. We have
lim sup
n!1
RD;;fTn; vn; Bspq \Ug<1:
Our next result shows that Tn is indeed optimal (up to a logarithmic factor in some
cases) for RD; ;  over Bspq \U. Let
wn=wn(s; p; q; )=
8><
>:

log n
n

60;
n− >0:
Theorem 2. Grant Assumptions A and B, and let >0 and let D be a compact
interval of R. If s>2 + 1=p; 16p6<1; q2 [1;1], then
lim inf
n!1 inf~Tn
RD; ; f ~Tn; wn; Bspq \Ug>0
where the inmum is taken over all estimators.
Remark. (1) We obtain the same rates as in density estimation or nonparametric re-
gression. In the case <0, the rates vn and wn agree and our result is sharp. In the
case >0, we loose a logarithmic factor. The restriction >p is inessential. For <p,
usual estimators (such as those constructed in Homann (1996) and Jacod (1997))
achieve the optimal rate of convergence and there is no need to introduce a threshold-
ing procedure.
(2) The major drawback of our construction is that Tn discards some data (after the
time bnc). This has no eect on the rates of convergence, but can lead to dramatic
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results for practical implementation, especially if  is too small. For technical reasons,
we are unable to construct an estimator using all the data.
Let us mention that even if we knew how to do so, the criterion RD; ;  is too rough to
compare procedures achieving the rate vn: one should look at their respective minimax
eciency, and compare it to the optimal minimax constants for the risk RD; ; . Such
results are beyond the techniques used in this paper.
(3) For =p we obtain the classical rate n−s=(1+2s). The restriction s>1 + 1=p
ensures that 2 is at least C1 over D which makes the two constraints Bspq and U
compatible. The restriction s>2 + 1=p in Theorem 2 is made for technical reason.
1.4. Adaptive estimation
Fix an integer 0>2 and dene
S= f(s; p; q): 1 + 1=p<s60; q2 [1;1]; p2 [1;1)g:
The goal of adaptive estimation in the framework of Besov smoothness classes is
to construct a single estimator T n (independent of s, p or q) which achieves the rate
vn(s; p; q; ) if 2 belongs to Bspq \U for some (s; p; q) in S. This corresponds to more
realistic considerations since the smoothness of 2 is generally unknown in practice.
The following results shows that a slight modication of jn; Jn; n and hn makes
Tn adaptive (up to a logarithmic term in some cases). Let
2 j

n = n1=(1+20); 2 J

n =
n
log n
; (10)
n= 

r
log n
n
; hn = n
−0=(1+20) (11)
with =(1 + 20)−1=2 ~K(20 + 4). The function ~K() is obtained from K() by spec-
ifying  =1=4 in Lemma 2 (see below). Thus  only depends on ,  ,  and m2.
Dene
zn= zn(s; p; q; )=
8>>><
>>>:

log n
n

 6= 0
log n
n

(log n)(1=2−p=q)+ =0
and note that zn diers from the optimal rate only by a logarithmic factor in some
cases (compare with Theorem 2 above).
Theorem 3. Grant Assumptions A and B, and let >0 and D a compact interval
of R. Let T n be specied by (; jn ; J n ; n; hn) dened by Eqs. (10) and (11) and let
N>r0 + 1.
Then T n is (nearly) adaptive over S, i.e.
sup
(s;p; q)2S
lim sup
n!1
RD; ; fT n ; zn; Bspq \Ug<1:
Note that T n does not depend on (s; p; q).
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2. Proofs
2.1. Proof of Theorem 1
The proof of Theorem 1 essentially relies on two kinds of inequalities: a moment
bound for the dierence c^jk − cjk and an exponential inequality for the deviation of
d^jk − djk . Given these tools, the proof of Theorem 1 is obtained in the same line as
Theorem 3 in Donoho et al. (1996). Nevertheless, for the reader’s convenience, we
will give a self-containing proof of Theorem 1.
2.1.1. Preliminary lemmas
Let ~P denote the law of the process Y such that dYt = (Yt) dWt; Y0 = x0. For a
compactly supported function g we denote by S(g) the support of g. In this sec-
tion, whenever reference is made to j, we assume that jn6j6Jn. We denote by C a
generic constant, possibly varying from line to line, which may depend on (’;  ) and
mi; i=0; : : : ; 4. Any other dependence will be explicitly mentioned.
Lemma 1. For r 2 [1;1) we have
~Efjc^jk − cjk jr jA(; D)g6C(; D; r)n−r=2: (12)
Proof. The proof will be done in several steps. We write
c^jk − cjk =A(n)jk + B(n)jk + C(n)jk
where
A(n)jk =
1
bnc
bncX
i=1
2(Xi)’jk(i)− cjk ;
B(n)jk =
1
bnc
bncX
i=1
Z i+1=n
i
(2(Xs)− 2(Xi))’jk(i) d s;
C(n)jk =
1
bnc
bncX
i=1
’jk(i)i :
Recall from Section 1 that i =2n
R i+1=n
i
(Xs − Xi)(Xs) dWs and that we adopt the
convention 1 = 0. We will successively give moment bounds for A
(n)
jk ; B
(n)
jk and C
(n)
jk .
(a) Let  be a smooth function with support in [− 12 ; 12 ] such that kk161 andR
(x) dx> 12 . Set
(x)= (
R
(u) du)−1(x). Let 0 = (
R
(u) du)−1 and
Ln(x)=
1
nhn
n−1X
i=0
(h−1n (Xi=n − x));
Tjk =
\
l: xln2S(’jk )
fLn(xln)>0g:
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Note that Ln(x) is an approximation kernel of the local time Lx1. We have the fol-
lowing inclusion
(Ln(xnl )>0)=
 
1
nhn
n−1X
i=0

(
h−1n (Xi=n − xnl )

>
!

 
n−1X
i=0
1jXi=n−xnl j6hn>bnhnc
!
:
It follows that i<1 on Tjk , hence, from the construction of i and i :
j2(Xi)− 2(i)j1Tjk6CjXi − i j1i<16Chn: (13)
(b) Write now A(n)jk − cjk =R(n)k;1 + R(n)k;2, where
R(n)k;1=
1
bnc
bncX
i=1
(2(Xi)− 2(i))’jk(i);
R(n)k;2 =
1
bnc
bncX
i=1
2(i)’jk(i)− cjk :
Using that on Tjk , the sum in A
(n)
jk has of order n2
−j terms together with Eq. (13)
yields
~E
2
(jR(n)k;1jrjTjk)6C(; r)2−jr=2hrn:
Using Riemann’s approximation, we also have ~E(jR(n)k;2jrjTjk)6C(; r)n−r2jr=2. From
the choice of jn and Jn, we derive E(jA(n)jk − cjk jrjTjk)6C(; r)n−r=2.
(c) Note that jA(n)jk − cjk j6C2 j=2, hence
~EfjA(n)jk − cjk jrjA(; D)g6C(; D)( ~EfjQ1jr \Tjkg)
+(2j=2 ~PfTcjk \A(; D)g): (14)
It remains to study the second term in the right-hand side of Eq. (14). Clearly
~P

Tcjk
\
A(; D)

6
X
l:xln 2S(’jk )
~P(fLx
l
n
1 >(1 + )g \ fLn(xln)<g)
6Ch−1n 2
−j sup
x2S(’jk )
~P (jLx1 − Ln(x)j>) :
By approximation of the local time, this last term is of arbitrarily small order (in
power of n), therefore ~EfjA(n)jk − cjk jrjA(; D)g6C(; D)n−r=2.
(d) Using the Burckholder{Davis{Gundy inequality
~E
 
Z i+1=n
i
[2(Xs)− 2(Xi)]ds

r!
6C(r)n−r=2:
The same penalty argument by the event Tjk as in (b) and (c) ensures that the sum
in B(n)jk has at most of order n2
−j terms. We derive ~E(jB(n)jk jr jA(; D))6C(; D; r)
2−j=2n−r=2.
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(e) For the last term, we use a martingale version of Rosenthal inequality (see Hall
and Hegde, 1980, p. 23). We have
~E(jBnjk jr)6C(r; )
8><
>:
0
@ ~E
8<
:
bncX
i=0
~’2jk(i) ~E(
2
ni ; njFi)
9=
;
1
A
r=2
+
bncX
i=0
~E(j’jk(i)ni ; njr)
9>=
>;:
From the Burckholder{Davis{Gundy inequality, it is easily seen that
8r 2 [1;1): ~E(jni ; njr jFi)6C(r)2jr=2:
Hence, using that the i are all distinct on (bnhnc<1) and that i =0 on (i>1),
we see that the sum in C(n)jk has at most of order n2
−j terms. We easily derive
~E(jC(n)jk jr)6C(r; )(n−r=2 + n−r+12jr=2). From the choice of jn and Jn, we obtain the
desired bound, hence (15) follows and Lemma 1 is proved.
Lemma 2. Let
 =
1
2

1− 1 + 2s
1 + 2s0

:
Let r0=4jS( )j(3c0  log 2)−1. For r>r0, the choice K=12r −1c2m2k k1 yields
the following inequality:
~Pfjd^jk − djk j>K(r)
p
j=njA(; D)g6C(; D; r)2−j r : (15)
Proof. We use the following decomposition.
d^jk − djk =U (n)jk + V (n)jk
where
U (n)jk =
1
bnc
bncX
i=1
 
n
Z i+1=n
i
2(Xs)ds
!
 jk(i)− djk ;
V (n)jk =
1
bnc
bncX
i=1
i  jk(i):
(a) We rst give a bound for
~P

jU (n)jk j>
1
2
K
p
j=n
A(; D)

where K>0 is to be determined later. Replacing ’ by  in (b){(d) of Lemma 1, we
obtain that for r>1
~EfjU (n)jk jrg6C(r; ; D)f2−jr=2hrn + 2jr=2(n−r + n−r=2)g
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which is less than C(r; ; D)2−jr=2hrn for jn6j6Jn. Chebyshev’s inequality yields
~P

jU (n)jk j>
1
2
K
p
j=n
A(; D)

6C(r; ; D)

2
K
r
nr=2hrn j
−r=22−jr=2
6C(r; ; D)nr=2(1+2s0)2−jr=2 (16)
where we used that hn= n−s0=1+2s0 . Writing 2−jr=2 = 2−j r2−j(1=2− )r , using that for
jn6j6Jn, we have
2−j6n2−16n2s=(1+2s)−1 = n−(1=1+2s)
and inserting (2=K)r in the constant C(r; ; D) of Eq. (16), we derive that the right-hand
side of Eq. (16) is less than
C(r; ; D; K)2−jr=22−j rnr(1=2(1+2s0)−1=(1+2s)(
1
2− )):
From the choice of  , the term in power of n vanishes and we obtain
~P

jU (n)jk j>
1
2
K
p
j=n
A(; D; K)

6C(; r; D)2−j r : (17)
(b) We now turn to V (n)jk . The following Bernstein type inequality will be needed
Lemma 3. Let (Mn; n>0) be a (Fn)-martingale such that for all k2[2;1); E(jMi+1−
Mijk jFi)6ckkk for some constant c>0. Then
8t>0: P(jMnj>t)62 exp

− t
2
ce(2cn+ t)

:
Proof. Pick up u2 (0; 1=ce). We have
1X
k=2
uk
k!
E(jMi+1 −Mijk jFi)6(uc)2
1X
k=2
uk
k!
(uc)k−2: (18)
Since k!>kke−k+1 for k>2 (apply the concavity of the logarithm) the last term in
Eq. (18) is less than (uc)2e
P1
k=2(uce)
k−2 = (uc)2e=(1 − uce). Using 1 + x6 exp x, it
follows that
E(e(Mi+1−Mi)jFi)61 +
1X
k=2
uk
k!
E(jMi+1 −Mijk jFi)6 exp (uc)
2e
(1− uce) : (19)
For t>0, using Chebyshev’s exponential inequality and Eq. (19), we get
P(Mn>t)6e−utE(euMn)6e−ut exp

n
(uc)2e
(1− uce)

;
where the last inequality is obtained by conditioning n times w.r.t. Fi ; i=1; : : : ; n. The
choice u= t=(2nc2e + cet) yields
P(Mn>t)6 exp

−1
2
t2
ce(2cn+ t)

: (20)
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It suces to note that P(jMnj>t)6P(Mn>t) + P(Mn6 − t) and to apply (20) to
−Mn to obtain Lemma 3.
Proof of Lemma 2 (Completion). We apply Lemma 3 with Mi+1 − Mi= i  jk(i).
First note that
jMi+1 −Mij6k k12 j=2ji j:
Let k>2. Using twice the Burckholder{Davis{Gundy inequality with best constant
Ck = c
p
k (see for instance Barlow and Yor, 1982) together with Jensen inequality,
we successively have, for 16i6bnc
~Efji jk jFig = 2knk ~E
8<
:

Z i+1=n
i
(Xs − Xi)(Xs)dWs

k
Fi
9=
;
6 2knpkckk
k=2 ~E
8<
:
 Z i+1=n
i
(Xs − Xi)22(Xs)ds
!k=2 Fi
9=
;
6 2knk=2+1ckk
k=2k2kk=21
Z i+1=n
i
~EfjXs − Xi jk jFig
6 2kc2k k
kk2k16(2c2m2)k :
In conclusion, we can apply Lemma 3 to Mi with c=2 j=2c0, where
c0 = 2c2m2k k1:
We obtain
~P

jV (n)jk j>
1
2
K
p
j=n
A(; D)

6 2C(; D) exp

− K
2n22j
2j=2+1c0[42−j=2njS( )j+ kpjn]

where we used that the sum in i has at most bn2−jjS( )jc terms. Using that for
jn6j6Jn, we have j2j6n, the right-hand side in the previous inequality is less than
C(; D) expf−j#rg ; (21)
where
#r =
k22
2c0[4jS( )j+ K] :
We look for a K which provides the following inequality:
 r − #r
log 2
60: (22)
Elementary computation shows that for r>r0 = 4jS( )j(3c0  log 2)−1, the choice
K =K(r; ;  ;  ; m2)= 12r −1c2m2k k1
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yields Eq. (22). This together with Eq. (21) entails
~P

jV (n)jk j>
12K
p
j=n
A(; D)

6C(; r; D)2−j r : (23)
Putting together Eqs. (17) and (23) proves Lemma 2.
2.1.2. Proof of Theorem 1
For x2R, we have
2(x)=
X
k
cjnk’jnk(x) +
JnX
j=jn
X
k
djk jk(x) +
"
2(x)−
X
k
cJnk’Jnk(x)
#
:
Let us stress that since ’ and  are compactly supported, the sum in k is nite
hence the above decomposition is well dened. Let us write
Tn(x)− 2(x)=An(x) + Bn(x) + Cn(x)
where
An(x) =
X
k
(c^jnk − cjnk)’jnk(x);
Bn(x) =
JnX
j=jn
X
k
(d^jk1jd^jk j>n − djk) jk(x);
Cn(x) = 2(x)−
X
k
cJnk’Jnk(x):
Clearly
RD; ; (Tn; vn; Bspq \U)6C(; D; )fR(1)n +R(2)n +R(3)n g (24)
where
R(1)n = sup
22U
E

v−n
Z
D
jAn(x)jdx
A(; D)
1=
;
R(2)n = sup
22U
E

v−n
Z
D
jBn(x)jdx
A(; D)
1=
;
R(3)n = sup
22Bspq

v−n
Z
D
jCn(x)j dx
1=
:
(a) For R(1)n , using the localization property of ’, we have (see e.g. Meyer, 1990,
p. 30)
E

Z
D
jAn(x)j dx
A(; D)

6C()2jn(=2−1)
X
k
E(jc^jnk − cjnk j jA(; D)):
(25)
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The measures P and ~P are equivalent on F1 with density
D=
dP
d ~P
= exp
 Z 1
0
b(s; Xs)
2(Xs)
dXs − 12
Z 1
0
b2(s; Xs)
2(Xs)
ds
!
:
By Holder inequality, it follows that
E(jc^jnk − cjnk j jA(; D))6 ~E(D jc^jnk − cjnk j jA(; D))
6 ~E(Du)1=u ~E(jc^jnk − cjnk jvjA(; D))1=v
where u−1 + v−1 = 1. The second term in the right-hand side of the last inequality is
less than C(; D; v; )n−=2 by Lemma 1. For the rst term, it suces to pick u2 (1;1)
such that
sup
22U
~E (Du)<1
a choice which is possible since Assumption A implies the existence of some >0 such
that sup06t61 E[e
X 2t ]<1 (see e.g. Theorem 4.7. in Lipster and Shiryayev (1977)).
This yields
R(1)n 6C(; D; )v
−1
n

2jn
n
1=2
:
From the choice of jn, this last term is bounded.
(b) Let us study R(3)n . Consider a function 2 2Bspq(R) such that
2(x)=
(
2(x) if x2D;
0 if x2RnD;
and k 2kspq6L+ , a choice which is obviously possible. Let Pj denote the projection
operator onto Vj =spanf’jk ; k 2Zg. We haveZ
D
jCn(x)jdx6
Z
D
j 2(x)− PJn 2(x)jdx= k 2 − PJn 2kL(R):
Using the Sobolev embedding Bspq(R)B s1(R) where
s= s− 1
p
+
1

and the rate of approximation provided by PJn (see e.g. Appendix), the last quantity
is less than
C()(L+ )2−Jn s:
From the choice of Jn, this bound has the right order.
(c) We turn to the main term R(2)n . We will use the following decomposition:
Bn(x)=
4X
i=1
JnX
j=jn
X
k
h(i)jk  jk(x)
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where
h(1)jk = (d^jk − djk)1fjd^jk j>n;jdjk j<n=2g;
h(2)jk = (d^jk − djk)1fjd^jk j>n;jdjk j>n=2g;
h(3)jk =−djk1fjd^jk j6n;jdjk j>2ng;
h(4)jk =−djk1fjd^jk j6n;jdjk j62ng:
For notational simplicity, we will abbreviate P(jA(; D)) by P. For t>0, set
Sn(t)=
PJn
j=jn 2
jt . The following bound will be repeatedly used in this sequel
Lemma 4. For i=1; : : : ; 4 and >0
E
(Z
D

JnX
j=jn
X
k
h(i)jk  jk(x)


dx
)
6C()
JnX
j=jn
2j(=2−1)
X
k
E(jh(i)jk j) 1662
6C()Sn



− 2
=2−1 JnX
j=jn
2 j(=2−1−=2)
X
k
E(jh(i)jk j) >2:
Proof. Straightforward using the localization of  and Holder inequality.
(c1) Note that from the construction of , we have K
p
j=n6n. Using Holder
inequality, the inclusion fjd^jk j>n; jdjk j<n=2gfjd^jk − djk j>n=2g, and Lemmas 1
and 2, we successively have, for r>r0X
k
E(jh(1)jk j)6
X
k
E(jd^jk − djk ju)1=u P(jd^jk − djk j>n=2)1=v
6C(; u; r)n−=22 j(1−r =v)
where u−1 + v−1 = 1. Applying Lemma 4 yields
E
(Z
D

JnX
j=jn
X
k
h(1)jk  jk(x)


dx
)
6C(; D; ; u; r)n−=2Sn



− 2
(=2−1)+ JnX
j=jn
2j(=2−1−=2)2j(1− ur)
6C(; D; ; u; r)n−=2Sn



− 2
(=2−1)+
Sn ((1− )=2−  vr) : (26)
When >2 we have Sn(=(− 2))(=2−1)+Sn(t)6C(t; ; )2(=2+t)js , where js= jn if
both >0 and t<0 and js= Jn if  and t>0. When 62, S(t)6C(t)2tjs , with js= jn
if t<0 and js= Jn if t>0.
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Since r can be chosen arbitrarily large and the choice of  is free, when >2, we
can choose the appropriate argument of Sn in Eq. (26) to be negative (both arguments
when >2 and the second one when 1662). Thus, for >1
E
(Z
D

JnX
j=jn
X
k
h(1)jk  jk(x)


dx
)
6C(; D; ; )2 jn(=2−vr)n−=2:
For any choice of r>r0, this bound is asymptotically negligible w.r.t. v

n.
(c2) For h(3)jk , we still have the inclusion of (c1). Therefore, for r>r0X
k
E(jh^(3)jk j)6
X
k
jdjk j P(jd^jk − djk j>n=2)
6 kdj:k2−j r (27)
where we also denote by k  k the l norm on sequence spaces. We then use the
inclusion B sq(R)B s1(R) and the norm equivalence
sup
j60
(2j( s+1=2−1=)kdj:k) 
∥∥∥∥∥
X
k
h(3):k  :k
∥∥∥∥∥
s1
to derive
kdj:k6C(; s)
∥∥∥∥∥
X
k
h(3):k  :k
∥∥∥∥∥

s1
2−j( s+=2−1+r): (28)
Finally choosing  and r as for h(1)jk and using the embedding Bsp1(R)B s1(R) we
derive
E
 Z
D

JnX
j=jn
X
k
h(3)jk  jk(x)


dx
!
6C(; D; )Sn



− 2
(=2−1)+
Sn(−(=2 + s)− r)
6C(; D; )2−jn(r+s):
This term also shows to be asymptotically negligible by taking r large enough.
(c3) Dene
Kj(g)= fk 2Z: S(gjk) (1 + )Dg
and let Bj = fk 2Kj( ): jdjk j>n=2g. Using Lemma 1, we getX
k
E

jh^(2)jk j

6C(; D; )n−=2
X
k2Bj
j2djknjp
6C(; D; )kdj:kpp j−p=2n−(−p)=2
6C(; D; )
∥∥∥∥∥
X
k
h(2)jk  jk
∥∥∥∥∥
p
sp1
2−j(s+1=2−1=p)pj−p=2n(−p)=2: (29)
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In the case  6=0, we use Lemma 4 and we obtain
E
 Z
D

JnX
j=jn
X
k
h(2)jk  jk(x)


dx
!
6C(; D; )n−(−p)=2Sn



− 2
(=2−1)+
Sn(−− =2)
6C(; D; )n−(−p)=22max(−Jn;−jn): (30)
These powers are negligible compared to v−n . In the case =0 (so that >2), set
=0 in Lemma 4 to obtain
E
 Z
D

JnX
j=jn
X
k
h(2)jk  jk(x)


dx
!
6 C(; D; )
(Jn − jn)=2−1
n(−p)=2
JnX
j=jn
j−p=2
6 C(; D; )

Jn
n
(−p=2)
where we used that for >2, Jn=jn  =(− 2). Thus this term has the right order.
(c4) Finally, we consider the important case h(4)jk . Let Bj = fk 2Kj( ): jdjk j>2ng.
The condition k 2 Bj implies
jdjk j621=2n = n
say. In Donoho and Johnstone (1995) the following modulus of continuity was studied

0(; k:k; B)= supfkdk: d2B; jdjk j6; 8j; kg
where B is a (double indexed) sequence space and k  k is a norm on B. Using the
embedding B0^2(R)L(R) and the characterization of Besov spaces in terms of
sequence spaces, we have Z
D

JnX
j=jn
X
k
h(4)jk  jk(x)


dx
!1=
6k(fdjk ; jn6j6Jn; k 2 Bjg)k0p0p0^2
where k  k0p0p0^2 denotes the equivalent Besov norm on sequence spaces. It follows
that  
E
(Z
D

JnX
j=jn
X
k
h(1)jk  jk(x)


dx
)!1=
6
0(n; k:k0p0p0^2; Bspq)=
n;
say. From Theorem 3 in Donoho and Johnstone (1995), we have

n6C(s; p; q; L; D)(log n)eC

log n
n

(31)
where
eC =
8<
:
0  6=0;
1
2 − pp0q

+
=0:
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This bound is sharp when 60. In the case >0, the exponent of log n can be improved
to (1− =sp) by a more detailed examination of the proof of Theorem 3 of Donoho
and Johnstone (1995). The proof of Theorem 1 is complete.
2.2. Proof of Theorem 2
We follow classical methods for nonparametric lower bounds (see Korostelev and
Tsybakov (1993) for instance). We evaluate lower bounds on a properly chosen para-
metric subfamily of functions in Bspq \U.
We break the proof in two parts, the sparse case (60) and the dense case (>0).
The term \dense" and \sparse" refers to the number of basis functions used to form
the perturbation. Without loss of generality, we restrict our attention to the case b=0
(the drift component) and assume that D= [0; 1].
2.2.1. The dense case
Given g2Bspq \U, we consider the family
Cjn =
8<
:g+ n
X
k2Kjn
k jnk ; k = 1
9=
; (32)
where jn>0 and n>0. The function  is a Daubechies wavelet with N vanishing
moments, and we take N>bsc + 1. Thus  has compact support in [−A; A], where
A=2N − 1, and
Kjn = f−(2−jn − 1)A+ 2lA; l=0; : : : ; 2jn − 1g
so that #Cjn =2
2jn which increases as n grows to innity. Note that the functions  jnk
and  jnk0 have disjoint support for k 6= k 0.
For 2f−1; 1gKjn we denote by gjn , =(k ; k 2Kjn) a generic element of Cjn and
by Pgjn the law of the observation X
(n) = (Xi=n; i=1; : : : ; n) starting at time 1=n and
specied by the parameter gjn . Thus the vector X
(n) has a density w.r.t. the Lebesgue
measure on Rn. Set
(gjn ; g
0
jn ; X
(n))=
dPgjn
dPg0jn
(X (n))
for the likelihood ratio between Pgjn and Pg0jn
. For xed k 2Kjn , dene
g+jnk = g+ n
X
k0 6=k
k0 jnk0 + n jnk ;
g−jnk = g+ n
X
k0 6=k
k0 jnk0 −  jnk :
The following lemma can be found in Korostelev and Tsybakov (1993) in a slightly
dierent version.
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Lemma 5. Let >1. Assume that the following conditions are fulllled:
(i) 82f−1;+1gKjn ; gjn 2Bspq \U:
(ii) For large enough n, we have
Pg−jnk
((g+jnk ; g
−
jnk ; X
(n))>e− jA(; D))>p0>0
where >0 and p0 are independent of n.
Then, for any estimator g^n and for large enough n
max
2f−1;+1gKjn
Egjnk
Z
D
jg^n(x)− gjnk(x)j dx jA(; D)

>
1
2
p0(; D)2jn=2
Z
j je−n
where (; D)= inf 22U P(inf x2D L
x
1>).
Proof of Theorem 2 (Dense case). We take
g(x)= (m2 − m1)=2; jn=

1
1 + 2s

log2 n

and n=
m02−jn
k k1 ^
m1
2
2−jn(s+1=2)
so that condition (i) of Lemma 5 is satised, by simple calculation of its Besov norm
using the wavelet expansion of gjnk (see Appendix). To prove (ii), we readily follow
the proof of Proposition 1 in Homann (1996). We conclude by applying Lemma 5
and noting that the factor wnn is asymptotically bounded below.
2.2.2. The sparse case
We now consider the family
Pjn = fg; gjnk = g+ n jnk ; k 2 Kjng for j>0: (33)
Denote by Pgjnk (resp. Pg) the law of the observations dened by the parameter gjnk
(resp. Pg). Set
(g; gjnk ; X
(n))=
dPgjnk
dPg
(X (n)) (34)
for the likelihood ratio between the parameters gjnk and g. The following result is again
to be found in Korostelev and Tsybakov (1993) in a slightly dierent version.
Lemma 6. Assume the following conditions are fullled:
(i) 8k 2Kjn : gjnk 2Bspq \U.
(ii) The likelihood ratio (34) has the representation
(g; gjnk ; X
(n))= exp(L(n)k − log 2jnM (n)k )
where L(n)k and M
(n)
k are random variables such that for large enough n
Pgjnk (L
(n)
k >0)>p0>0 (35)
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and
Egjnk (jM (n)k j)6
1
2
p0 (36)
for some p0 and 06<1 independent of n.
Then, for any estimator g^n and large enough n
max
k2Kjn
Egjnk
Z
D
jg^n(x)− gjk(x)j jA(; D)

>(; D)
1
2
p0
Z
j j(1− )2jn(=2−1)n:
Proof of Theorem 2 (Sparse case).
(a) We again take
g(x)= (m2 − m1)=2; jn=

1
1 + 2s− 2=p

log2 n

and
n=L0
m02−jn
k k1 ^
m1
2
2−jn(s+1=2−1=p)
where L0>0 is a constant to be determined later so that condition (i) of Lemma 6 is
satised.
(b) To prove (ii), we approximate the likelihood function by a rst-order Gaus-
sian transition, denoted by ~, obtained when replacing the transition density of (Xt;
06t61) by
~p(x; y)=
1p
2
1
(x)
exp− 1
2
(y − x)2
2(x)
while X (n) is still taken under Pgjnk . Under Pgjnk , we have
log ~(g; gjnk ; X
(n))
=
n−1X
i=1
log
1
1 + n jnk(Xi=n)
−1
2
n−1X
i=0
"
1
1 + n jnk(Xi=n)
2
− 1
#
n(W(i+1)=n −Wi=n)2 + R(n)1; k : (37)
Elementary computation leads to
log ~(g; gjnk ; X
(n)) =−n
n−1X
i=1
 jnk(Xi=n)(n(W(i+1)=n −Wi=n)2 − 1)
+
1
2
2n
n−1X
i=1
 2jnk(Xi=n)
−3
2
2n
n−1X
i=1
 2jnk(Xi=n)(W(i+1)=n −Wi=n)2 + R(n)2; k :
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Set
i=1− n(W(i+1)=n −Wi=n)2
and dene
L(n)k =− n
n−1X
i=0
 jnk(Xi=n)i
M (n)k =−
1
2
2n(log 2
jn)−1
n−1X
i=1
 2jnk(Xi=n)
+
3
2
2n(log 2
jn)−1
n−1X
i=1
 2jnk(Xi=n)(W(i+1)=n −Wi=n)2 + R(n)k
where R(n)k is a suitably renormalized remainder term. Thus we have the representation
of (ii) for ~. It remains to prove Eqs. (35) and (36). The arguments for replacing ~
by  are obtained is the same line as in Proposition 1 of Homann (1996) so we omit
them.
(c) We rst check that Pgjnk (L
(n)
k >0)>p0 for some p0>0, or equivalently
Pgjnk
 
1p
n
nX
i=1
 jnk(Xi=n)i>0
!
>p0>0: (38)
We will use the following elementary lemma.
Lemma 7. Let (Un; n>0) be a sequence of random variables such that E(Un)= 0,
0<p16E(U 2n ) for large enough n and (U
2
n ; n>0) is uniformly integrable. Then,
there exists p1>0 such that, for n large enough
P(Un>0)>p0>0: (39)
Proof. Assume on the contrary that Eq. (39) is false. Then, up to taking a subsequence,
we may assume that P(Un>0)! 0. From the assumption, E(jUnj1Un>0) is arbitrarily
small for n large enough, and since E(Un)= 0, E(jUnj1Un60) can be taken arbitrarily
small as well. It follows that E(jUnj)! 0. Moreover
E(U 2n )6E(jUnj1jUnj61) + E(jU 2n j1jUnj>1): (40)
The rst term in the right-hand side of Eq. (40) converges to 0. We also have that
P(jUnj>1) converges to 0. Hence, from the uniform integrability of U 2n , the second
term in the right-hand side of Eq. (40) is arbitrarily small for large enough n. Hence
E(U 2n ) converges to 0, which contradicts E(U
2
n )>p1>0.
We apply Lemma 7 to Un=(1=
p
n)
Pn
i=1  jnk(Xi=n)i. Clearly, Egjnk (Un)= 0. To show
that Egjnk (U
2
n ) is bounded below by some p1>0 for large enough n, we will use an
auxiliary result.
Lemma 8. We have
lim sup
n!1
sup
k2Kjn
sup
z2S( jnk )
Egjnk (jU 2n − Lz1j)= 0:
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Proof. We write U 2n − Lz1 =F (n)1 + F (n)2 + F (n)3 , where
F (n)1 =
1
n
n−1X
i=1
 2jnk(Xi=n)− Lz1;
F (n)2 =
1
n
n−1X
i=1
 2jnk(Xi=n)(
2
i − 1);
F (n)3 =
1
n2
X
i<j
 2jnk(Xi=n) 
2
jnk(Xj=n)ij:
First, note that  2jnk(x)= 2
jnh(2jnx), where h(x)=  2(x−k). Hence the rst term F (n)1 is
a kernel approximation of the local time around S( jnk) and the convergence of F
(n)
1
follows. Clearly, F (n)2 and F
(n)
3 are zero-mean, and using that k jnkk162jn=2k k1, it
is easily seen that their variances both tend to zero uniformly in k.
Since Egjn (inf x2D L
x
1)>(; D), the lower bound on Egjnk (U
2
n ) follows by taking for
instance p1 = (; D)− , for small enough >0. Likewise, the uniform integrability
of U 2n is easily checked and Eq. (38) follows.
(d) Let us now turn to M (n)k . Note that n6C0L0
p
log n=n, where C0 =C0(s; p; q).
Clearly
Egjnk (jM (n)k j)6L20C20
2
n
nX
i=0
Egjnk ( 
2
jnk) + Egjnk (jR(n)k j): (41)
Using the rough inequality for the density pi=n(x0; ) of Xi=n
pi=n(x0; x)6C
p
n=i
where C only depends on D and mi; i=1; 2; 3, we see that the rst term in the right-
hand side of Eq. (41) is bounded. Likewise, one easily check that Egjnk (jR(n)k j) converges
to 0 uniformly in k. By taking L0 small enough, the existence of <1 provided
Eq. (36) follows.
Putting together (c) and (d), the assumptions of Lemma 6 hold and the conclusion
of Theorem 2 in the sparse case follows. This ends the proof of Theorem 2.
2.3. Proof of Theorem 3
It is easily seen that under the specication of the levels jn and J

n , Lemmas 1 and 2
remain valid. Dene the indices jl(s; p; q), l=1; 0; by
2j0(s;p; q) = (n(log n)−If>0g)1−2 and 2j1(s;p; q) = (n(log n)−If60g)= s
where s= s− 1=p+1=. Clearly jn6j0(s; p; q)6jn6j1(s; p; q)6J n : We again use the
decomposition of 2(x)− Tn(x) used in the proof of Theorem 1.
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(a) The terms R(1)n and R
(2)
n have rates of convergence no worse than in Theorem 1.
More specically
R(2)n 6C(; D; )z
−
n 2
−Jn s6C(; D; )z−n 2
−j1(s;p; q) s;
R(1)n 6C(; D; )

z−n
2j

n
n
=2
6C(; D; )z−n

2jn
n
=2
:
(b) The asymptotic behaviour of the terms of (c1) and (c2) is treated exactly as in
Theorem 1.
(c) The proof for the term in (c4) remains unchanged. We focus on the term in
(c3). We rst look at the case 60 which implies >2. Let p<p1< be dened by
(− p1)=2= . Applying Lemma 4 for =0 gives
X
k
E(jh^(2)jk  jk j)6C(; D; )(J n − jn )(−2)=2n=2
JnX
jn
2j(=2−1)
X
k
2djkn
r
n
j

p1
6C(; D; )

J n
n
(−p1)=2 
sup
j
2j(−2)=2p1kdj:kp1

:
Since 60, we have (− p)=2>. Set ~s= s+ 1=2− 1=p. It follows that
p1 = (1− s= ~s)= (− 2)=2~s:
Hence (−2)=2p1 = ~s, and since kdj:kp increases as p decreases, the above supremum
is bounded by k2ksp1. Thus
X
k
E(jh^(2)jk j)6C(; D; )

J n
n

k2kp1sp16C(; D; )

log n
n

:
When >0, we write
X
k
h^(2)jk  jk(x) =
0
@j1(spq)X
jn
+
JnX
j1(spq)
1
AX
k
(d^jk − djk)1fjd^jk j>jn; jdjk j>jn=2g jk(x)
= F (n)1 (x) + F
(n)
2 (x);
say. The term F (n)2 is bounded exactly like in the previous section since the upper limit
J n does not aect the estimate. For F
(n)
1 , we exploit Lemma 4 along with Lemma 1
applied to d^jk instead of c^jk to obtain
E
Z
jF (n)1 (x)j dx

6C(; D; )S(a)(=2−1)+
j1(s;p; q)X
jn
2−j=2

2j
n
=2
6C(; D; )

2j1(s;p; q)
n
=2
6C(; D; )n−:
The proof of Theorem 3 is complete.
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3. Extension to other diusion models
We show in this section how to obtain results similar to Theorems 1{3 in other diu-
sion models. The forthcoming results will be given without proof but the modications
from Theorems 1 and 3 which are needed will be sketched.
3.1. Time-dependent diusion coecient
We consider a 1-dimensional diusion process X dened by
Xt = x0 +
Z t
0
b(s; Xs) ds+
Z t
0
(s) dWs; (42)
where x0 2R, W is a standard Brownian motion and b and  are unknown. We assume
A and
Assumption C. The function  is nonvanishing and 2 is Lipschitz continuous over
[0; 1].
Under Assumptions A and C, the process X is well dened. We aim at estimating
2(t) from the observation (Xi=n; i=0; : : : ; n). The decomposition (2) of Section 1 now
becomes
n(X(i+1)=n − Xi=n)2 = n
Z (i+1)=n
i=n
2(s) ds+ i=n + a term of higher order (43)
where i=n=(
R (i+1)=n
i=n (s) dWs)
2 − R i=n(i−1)=n 2(s) ds. The variables i=n are centred and
independent. The regression approximation reads
n(X(i+1)=n − Xi=n)2’ 2(i=n) + i=n:
Thus, we are in the most favourable case, with xed design and independent noises.
To estimate 2(t), we simply estimate the wavelet coecients by
~cjk =
n−1X
i=0
’jk(i=n)(X(i+1)=n − Xi=n)2 and ~djk =
n−1X
i=0
 jk(i=n)(X(i+1)=n − Xi=n)2 (44)
and we construct an estimator ~Tn with formula (6) using ~cjk and ~djk . Given a compact
subset D of [0; 1], 2 [1;1) and a set of constraint  we consider the following
minimax risk:
RD; fTn; n; g= sup
22
E

−n
Z
D
j2(t)− Tn(t)j dt
1=
where n>0 is a normalizing factor.
Theorem 4. Grant Assumptions A, C and let D (0; 1) be a compact interval. Let
s>1 + 1=p, 16p6<1, q2 [1;1].
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Let Tn be specied by (jn; Jn; n) from Eqs. (8) and (9) of Section 1, and let
N>bsc+ 1.
(a) We have lim supn!1RD; fTn; vn; Bspq([0; 1]; L)g<+1.
(b) We have lim inf n!1 inf T^n RD; fT^n; wn; Bspq([0; 1]; L)g>0, where the inmum is
taken over all possible estimators.
(c) With the notations of Section 1, T n =Tn(j

n ; J

n ; 

n), with (j

n ; J

n ; 

n) specied
by Eqs. (10) and (11) N>r0 + 1 is nearly adaptive over S:
sup
(s;p; q)2S
lim sup
n!1
RD; fTn; zn; Bspq([0; 1]; L)g<+1:
This results extend former results of Genon-Catalot et al. (1992).
3.2. Ergodic diusions
We consider a 1-dimensional homogeneous diusion process X solving, for t 2 [0;1)
Xt = x0 +
Z t
0
b(Xs) ds+
Z t
0
(Xs) dWs; (45)
where x0 2R, W is a standard Brownian motion and b and  are unknown. Let
mi; i=0; : : : ; 5 be given constants. The assumptions on b and  are more stringent
than in Section 1.
Assumption A0. The function b belongs to the set V dened by
V= fg2C2(R): kg0k16m0; kg00k16m1; sgn(x)g(x)6m2g
with the notation sgn(x)= 1 if x>0 and −1 otherwise.
Assumption B0. The function 2 belongs to the set W dened by
W= fg2C2(R): m36g(x)6m4; kg0k16m5; kg00k16m6g:
Under Assumptions A0 and B0, the process X is geometrically ergodic over R and has
a unique invariant density ; b. We will denote by P;b the law of X .
We aim at estimating both b(x) and 2(x) from the observation (Xin ; i=0; : : : ; n),
with n! 0 and nn!+1 as n!1.
(1) To estimate the drift b(x), we rst note that
−1n (X(i+1)n − Xin)=−1n
Z (i+1)n
in
b(Xs) ds+ i=n
with i=n=−1n
R (i+1)n
in
(Xs) dWs. Thus we are led again to a regression framework,
since −1n
R in
(i−1)n b(Xs) ds’ b(Xin) if n is small enough. The noise term i=n has a
variance of order −1n and explodes as n!1. This will aect the rates of convergence
for the estimation of b(x).
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Following the procedure described in Section 1, replacing the times i=n by in, we
estimate the wavelet coecients cjk and djk of b by
cjk =
1
bnc
bncX
i=1
’jk(i)
−1
n (Xi+n − Xi) (46)
and
djk =
1
bnc
bncX
i=1
 jk(i)
−1
n (Xi+n − Xi) (47)
and we construct an estimator n(x) of b(x) using formula (6) of Section 1 along with
the cjk and djk .
The requirement that enough observations are available around x to estimate b(x)
can be transferred into a condition on the invariant density ; b of X , namely that ; b
is bounded away from zero in a neighbourhood of x, uniformly in (; b). We have
; b(x)=
C;
2(x)
exp

2
Z x
0
b(u)
2(u)
du

where C; is a normalizing constant. Straightforward computations show that if D is
a compact subset of R
inf
(2 ; b)2VW
inf
x2D
; b= >0
where = (D;mi; 16i65) which suggests a choice for  in the construction of n.
Finally, if n= (n) is a real-valued sequence, we will denote by n the sequence with
values (nn). For a set of constraint , we choose the risk
RdriftD;  fn; n; g= sup
b2
E; b

−n
Z
D
jn(x)− b(x)j dx
1=
for a normalizing factor n>0. The performances of n are summarized in the fol-
lowing theorem:
Theorem 5 (The drift function). Grant Assumptions A0;B0 and let nn!1, n2n! 0.
Let s>2 + 1=p, 16<1, q2 [1;1] and D be a compact interval of R.
(a) Let n be specied by, (jn ; J

n ; 

n ; hn) from Eqs. (8) and (9), together with
(D) and N>bsc+ 1. We have
lim sup
n!1
RdriftD;  fn; vn ; Bspq \Vg<1:
(b) The following lower bound holds
lim inf
n!1 inf~n
RdriftD;  f ~n; wn ; Bspq \Vg>0;
where the inmum is taken over all possible estimators.
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(c) The same adaptation results as in Theorem 3 can be derived for n, replacing
n by nn.
(2) To estimate 2(x), we use exactly the same procedure as in Section 1, taking
into account the new observation scheme (in; i=0; : : : ; n). Formally, we obtain an
estimator Mn(x) of 2(x) by replacing the time step 1=n by n in the construction of
the estimator Tn(x) of Section 1. We choose the risk
RdiD; fMn; n; g= sup
22
E; b

−n
Z
D
jMn(x)− 2(x)j dx
1=
and we obtain the following result.
Theorem 6 (The diusion coecient). Grant Assumptions A0 and B0 and let nn!1,
n2n! 0. Let Mn be specied by (jn; Jn; n; hn) from Eqs. (8) and (9), together with
(D) and N>bsc+ 1.
(a) If s>2+1=p, Theorem 1 holds for Mn, replacing RD; ;  by RdiD;  and U by W.
(b) If, in addition, s>3 + 1=p, we have Theorem 2, replacing RD; ;  by RdiD;  and
U by W.
(c) The same adaptation results as in Theorem 3 can be derived for Mn.
Remark. (1) As we might expect, the rates for estimating b(x) and 2(x) dier.
(2) The smoothness of 2(x) does not aect the rate of convergence for the estima-
tion of b(x) and vice versa.
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Appendix
We give some basic properties and denition of multiscale decomposition and Besov
spaces, following Cohen (1998). More data on the subject may be found in classical
textbooks (for instance Daubechies, 1992; Meyer, 1990).
A.1. Characterization of Besov spaces by wavelet sequences
One can construct a function ’ (the scaling function) such that
(i) The sequence f’(x − k); k 2Zg is an orthonormal family of L2(R).
(ii) If Vj denotes the subspace spanned by fjk ; k 2Zg then 8j2Z; Vj Vj+1. We
then have
T
j2Z Vj = f0g and
S
j2Z Vj is dense in L2(R).
(iii) ’ is of class Cr and compactly supported. Under these conditions, dene the
space Wj by
Vj+1 =Vj Wj:
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Then, there exists a function  (called the wavelet) such that
(iv) f (x − k); k 2Zg is an orthonormal basis of W0.
(v) f jk ; k 2Z; j2Zg is an orthonormal basis of L2(R), where  jk(x)=
2j=2 (2jx − k).
(vi)  has the same regularity and localization properties as ’.
In addition, we have the following decomposition for any integer j0:
L2(R)=Vj0 
M
j>j0
Wj:
For j0 2Z, the following expansion holds for a function f2L2(R):
f=
X
k2Z
cj0k’j0k +
X
j>j0
X
k2Z
djk jk
where cj0k =
R
f(x)’j0k(x) dx and djk =
R
f(x) jk(x) dx.
Let Pj be the associated projection operator onto Vj and Dj =Pj+1−Pj. Besov spaces
depend on three parameters: s>0 (regularity parameter), 16p61 (Lp parameter) and
16q61 (interpolation parameter) and are denoted by Bspq(R).
Denition 1. A function f belongs to the space Bspq(R) if and only if, for any j0, the
norm
Jspq(f)= kPj0fkLp(R) +
 X
j>j0
(2jskDjfkp)q
!1=q
<1
if q<1 and
Jsp1(f)= kPj0fkLp(R) + sup
j>j0
(2jskDjfkp)<1
otherwise.
Using now the decomposition of f
Pj0f=
X
k2Z
cj0k’j0k
Djf=
X
k2Z
djk jk
we may also say that f2Bspq(R) if the equivalent norm
J 0spq(f)= kcj0 :klp +
 X
j>j0
(2j(s+1=2−1=p)kdj:klp)q
!1=q
<1
where we have set kdj:klp =(
P
k2Z jj; k jp)1=p. This second denition is equivalent to
the rst one as a consequence of Meyer’s lemma (see Meyer, 1990, p. 30).
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Well known particular cases of Besov spaces include the Sobolev spaces Hs(R)=Bs22
(R) and the set of Holder functions Bs11(R) when s is not an integer.
A.2. Multiscale decompositions and thresholding
Multiscale methods are based on approximations of the data of a given problem
at various (here dyadic) resolution levels. A multiscale decomposition is obtained by
expanding a function f into the sum of a coarse approximation at a level j0 and
additional details
f=fj0 +
X
j>j0
gj (48)
where each gj =fj+1−fj represents the uctuations of f between the two successive
levels j and j + 1. The coarse approximation fj0 at level j0 is a sketchy picture of f
which does not oscillate at a frequency higher than 2j0 . The existence of orthonormal
wavelet bases allows to have a decomposition (48) of the form
gj =
X
k2Z
djk jk (49)
where djk =
R
f(x) jk(x) dx and  jk(x)= 2j=2 (2jx−k). The wavelet  is well localized
both in time and frequency, and oscillates, in the sense thatZ
xl (x) dx=0; l=0; : : : ; N (50)
for some integer N . Each wavelet  jk contributes to the uctuation of f at scale 2−j
in a neighbourhood of size 2−jjSupp( )j around k2−j. It can be shown that fj0 can
also be written in the form
fj0 =
X
k2Z
cj0k’j0k
where ’ is a scaling function, cj0k =
R
f(x)’j0k(x) dx and ’j0k(x)= 2
j0=2’(2j0x − k).
The advantage of the multiscale structure follows from the cancellation property
(50) of the wavelet  : it implies that djk is signicantly small if f is smooth around
k2−j. For instance, if f is m times dierentiable around k2−j, then jdjk j6C2−j(m+1=2).
This has crucial consequences for estimating a smooth function f from noisy data:
intuitively, the \small" wavelet coecients estimates contain only \noise" and the
nonlinear procedure
X
k2Z
c^j0k’j0k +
j1X
j0
X
k2Z
d^jk1fjd^jk j>g jk
where c^j0k and d^jk are estimates of cj0k and djk will essentially be better than its linear
analogX
k2Z
c^j1’j1k
for a proper choice of ’,  , j0, j1 and .
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