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Предисловие 
Учебное пособие содержит материал учебной дисципли-
ны в виде рисунков, схем, таблиц, ключевых формул, 
в наглядной форме демонстрируя логику и основную суть 
рассматриваемых вопросов. 
Использование студентами индивидуального экземпляра 
пособия во время лекционных занятий может способствовать 
переносу внимания с механической письменной фиксации со-
держания лекции на осмысление представляемого материала, 
выявление и обсуждение с преподавателем и другими студен-
тами проблемных, сложных для понимания моментов, сопо-
ставление и анализ. Вне аудитории пособие может служить 
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для восстановления в памяти рассмотренного на лекции мате-
риала, его углубленного изучения. 
Пособие может быть использовано как основа презента-
ционной составляющей лекции. 
В содержании учебной дисциплины упор сделан не на 
математическую сторону методов и моделей исследования 
операций, а на их экономические приложения, технологий их 
применения к операционному анализу практических произ-




3. Сетевое планирование 
и управление 
 
3.1. Сетевой график  
и его элементы 
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Сетевой график – это графиче-
ская модель, отражающая техноло-
гическую и организационную взаи-
мосвязь элементов сложного 
комплекса работ. 
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Комплекс работ – это совокуп-
ность работ, которые необходимо 







Элементы сетевого графика 
• Работа – это четко очерченная 
часть комплекса, связанная с затра-
тами труда, времени, материальных 
и других ресурсов, не делимая на от-
дельные стадии и элементы (обозна-
чается              ). 
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•  Событие – это готовность к вы-
полнению одной или нескольких ра-
бот (обозначается     ). 
• Фиктивная работа – элемент се-
тевого графика, указывающий нали-
чие взаимосвязи между событиями 




 – событие 2-е может 





Пример сетевого графика 




3.2. Основные понятия 





• Предшествующие и последую-





• Исходное и завершающее собы-




• Путь сетевого графика – это по-
следовательность выполняемых друг 







Примеры путей на графике 
 
 
Путь 2–3–5;        Путь  2–4–5. 
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Полный путь сетевого графика – 
это путь от исходного до завершаю-






Полные пути сетевого графика 
 
Полные пути: 1–2–3–5–6–7; 1–2–
6–7; 1–2–4–5–6–7; 1–2–3–4–5–6–7. 
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• Критический путь сетевого гра-
фика – это самый продолжительный 
путь от исходного до завершающего 
события комплекса. 
Критических путей может быть 
несколько: 
• Критический срок выполнения 
комплекса работ Ткр – это минималь-
 20
ный срок, за который комплекс мо-
жет быть выполнен. 
Ткр равен продолжительности 
критического пути. 
• Плановый срок выполнения 
комплекса работ – Тпл .  
Тпл может быть =, ≤, ≥  Ткр 
 21
3.3. Методика (этапы)  
построения сетевого графика 
1. Составление перечня (списка) 
работ, обеспечивающих достижение 
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2. Установление взаимосвязей работ 













Ремонт дверей и окон 
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3. Установление перечня непосред-
ственно предшествующих работ 
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4. Нанесение на график исходного 
события комплекса. 
5. Выведение из исходного события 







6. Выделение нанесенных работ 
в таблице работ в первой графе и 


























7. Нанесение на график работ, 
у которых все предшествующие 
нанесены (выделены). 
В первую очередь наносятся ра-









8. Если не осталось ненанесенных 
на график работ, то наносится за-
вершающее событие комплекса 
с введением в него всех свободных 
концов работ (стрелок). 
Если остались ненанесенные 











































































































































Поскольку не осталось ненане-
сенных работ, наносим заверша-
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3.5. Расчет сетевых графиков 





Ранний срок наступления события






• Ранний срок наступления со-
бытия – самый ранний срок, в кото-
рый наступит событие, если все 
предшествующие работы будут вы-
полняться без задержки в макси-
мально ранние сроки.  
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Ранний срок наступления события 
равен длительности самого продол-
жительного пути от исходного собы-
тия комплекса до данного события. 
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Ранний срок начала работы ра-
вен раннему сроку наступления ее 
начального события. 
Ранний срок окончания работы 
равен сумме раннего срока наступ-
ления ее начального события и про-








• Поздний срок наступления собы-
тия – самый поздний срок, в который 
может наступить событие, чтобы 
комплекс в целом был завершен в 
плановый срок при условии, что все 
последующие работы будут выпол-
няться без задержек. 
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Поздний срок наступления собы-
тия равен разности между плановым 
сроком выполнения комплекса работ 
и самым продолжительным путем от 
данного события до заключительно-
го события комплекса. 
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• Поздний срок окончания рабо-
ты равен позднему сроку наступле-
ния конечного события данной рабо-
ты. 
• Поздний срок начала работы 
равен разности позднего срока нас-
тупления конечного события данной 





• Резерв времени по работе (пол-
ный) – время, на которое можно ото-
двинуть начало работы или увели-
чить ее продолжительность без 
ущерба для выполнения комплекса 




• Частный (свободный) резерв вре-
мени по работе – время, на которое 
можно отодвинуть начало работы 
или увеличить ее продолжитель-
ность без изменения ранних и позд-
них сроков выполнения других ра-
бот. 
 72
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Расчет ранних сроков 
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Порядок расчета ранних сроков 
наступления событий 
 
Расчет ведется от начала графика. 
Для исходного события комплекса 
ранний срок его наступления равен 
нулю (началу отсчета времени). 
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3. Для события, имеющего одну 
предшествующую работу, ранний 
срок наступления события равен 
сумме раннего срока начала этой ра-
боты и продолжительности самой 








4. Для события, имеющего не-
сколько предшествующих работ, 
ранний срок наступления события 
рассчитывается по каждой из них и 
выбирается максимальное из полу-
ченных значений: 
                 tрj = max (tрi + tij). 
      i 
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Порядок расчета поздних сроков 
наступления событий 
1. Расчет ведется от конца графика. 
2. Для завершающего события 
комплекса поздний срок его наступ-
ления совпадает с плановым сроком 
выполнения комплекса. 
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3. Для события, имеющего одну 
последующую работу, поздний срок 
наступления события равен разности 
позднего срока окончания этой рабо-
ты и продолжительности самой ра-








4. Для события, имеющего не-
сколько последующих работ, позд-
ний срок наступления события рас-
считывается по каждой из них и 
выбирается минимальное из полу-
ченных значений 
              tпi = min (tпj - tij). 
 
 82
Порядок расчета резервов  
по работам 
• Полный резерв по работе  
 Rij = tпj – tpi – tij. 
• Частный резерв по работе 




tпitрi tрjtij  
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R=0 R=0 R=0 R=0 R=0
R=2
R=4 r=44  
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По всем работам, кроме Б, част-







3.7. Оптимизация сетевых 
графиков 
Оптимизация сетевого графика 
может проводиться  
 по времени; 
 по ресурсам. 
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Оптимизация сетевого графика 
по времени 
Необходима, когда критический 
срок больше планового (Ткр > Тпл). 
Основной способ – сокращение 
продолжительности одной или нес-
кольких работ критического пути за 
счет привлечения дополнительных 
ресурсов. 
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Оптимизация сетевого графика 
по ресурсам 
Возможные цели оптимизации: 
1. Сглаживание потребления ре-
сурсов, в результате чего достигается 





2. Калибровка, в результате ко-
торой потребление ресурса в любой 
момент времени не превышает (или 





Калибровка по верхнему пределу 
 
 91







3. Сдвиг расходования ресурсов 
на наиболее позднее время.  
(Особенно важно для финансовых 
ресурсов, арендуемых, лизинговых – 
для снижения расходов по оплате 
использования этих ресурсов). 
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Способы оптимизации графика 
по ресурсам 
• Смещение сроков выполнения ра-
бот в пределах резервов. 
• Изменение продолжительности 
выполнения работ за счет маневра 
ресурсами (сокращение срока путем 
привлечения большего количества 
ресурсов и увеличение срока путем 
изъятия части ресурсов). 
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3.8. Пример оптимизации сетевого 
графика по трудовым ресурсам 

































































А –  14 6 84 
Б А  18 4 72 
В –  5 10 50 
Г В  8 2 16 
Д В, Г, Е, Ж  7 9 63 
Е В  5 12 60 


































































А – – 14 6 84
Б А А 18 4 72
В – – 5 10 50
Г В В 8 2 16
Д В, Г, Е, Ж Г, Ж 7 9 63
Е В В 5 12 60
Ж В, Е Е 1 7 7 
Итого 352
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Установление критического пути 




















Ткр=32       Тпл = Ткр 
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Диаграмма потребности  
в рабочей силе 












График потребности  









Суммарная потребность в трудо-
вых ресурсах – 352 чел.-дн. 
Средняя (сглаженная) суточная 
потребность в трудовых ресурсах: 





диаграммы потребности  






Выделяем ресурс на работы кри-




5 10 15 20 25 30
БА 6 4
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     Шаг 2 













































     Шаг 6. Оптимизированная диаг-
рамма потребности в рабочей силе 












График потребности в рабочей 







4. Теория игр 
4.1. Основные понятия теории игр 
Предмет изучения теории игр – 
конфликтные ситуации в условиях 
неопределенности и риска. 
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Конфликтная ситуация – ситуа-
ция, в которой действуют два и бо-
лее участников с несовпадающими 
интересами, и  результаты каждого 
из  участников зависят не только от 
его действий, но и от действий дру-
гих сторон. 
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Цель теории игр – выработка ме-
тодов нахождения оптимальных ре-
шений в конфликтных ситуациях. 
 
• Игра – формализованная модель 
конфликтной ситуации. 
• Игрок – участник конфликтной 
ситуации. 
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• Ход игры – этап игры, заклю-
чающийся в одном выборе, реали-
зации решения каждой из сторон 
и получении общего результата.  
Ходы могут быть  сознатель-
ными и случайными. 
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• Стратегии игрока – возможные 
варианты его действий в рассмат-






Оптимальной является такая 
стратегия игрока, которая при мно-
гократном повторении игры обеспе-
чивает ему максимальный средний 





4.2. Классификация игр 
• По числу игроков 
 Парные игры. 
 Множественные игры. 





• По сумме выигрышей  
 Игры с ненулевой суммой. 
 Игры с нулевой суммой (сум-
марный выигрыш всех игроков 
равен нулю). 




• По количеству стратегий   
 Игры конечные. 
 Игры бесконечные. 
Конечная парная  игра с нулевой 





• По степени информирован-
ности игроков 
 
 Игры с полной определен-
ностью (не предмет теории игр). 
 Игры с частичной неопре-
деленностью (статистические). 
 Игры с полной неопреде-
ленностью (стратегические). 
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• По наличию сознательного 
противодействия 
 
 Игры с «природой». 






4.3. Стратегические матричные 







В матричной игре результаты мо-
гут быть представлены в виде пла-
тежной матрицы, в которой отража-










Стратегии второго игрока 
В1 … Bj … BJ 
A1 a11 … a1j … a1J 
…      
Ai ai1 … aij … aiJ 
…      
AI aI1 … aIj … aIJ 
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Элемент платежной матрицы aij – 
это выигрыш первого игрока (проиг-
рыш второго) при применении пер-
вым игроком стратегии Аi и вторым 








Стратегии второго  
игрока
В1 … Bj … BJ  
A1 a11 … a1j … a1J a1 
…       
Ai ai1 … aij … aiJ ai 
…       
AI aI1 … aIj … aIJ aI 
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Для стратегии Аi наихудший ответ 
2-го игрока αi = min aij. 
       j 
 
Разумный выбор стратегии пер-
вым игроком:  
max min aij. 
    i      j 
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Эту стратегию называют макси-
минной стратегией. 
max min aij = α. 
    i        j 
α – нижняя цена игры. 
 
Выигрыш первого игрока при 






Стратегии второго игрока 
В1 … Bj … BJ  
A1 a11 … a1j … a1J a1 
…       
Ai ai1 … aij … aiJ ai 
…       
AI aI1 … aIj … aIJ aI 
 β1  βj  βJ  
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Для стратегии Bj наихудший ответ 
1-го игрока βj =max aij. 
          i 
Разумный выбор стратегии вто-
рым игроком: 
min max aij. 




Эту стратегию называют мини-
максной стратегией: 
min max aij = β. 
    j       i 
β – верхняя цена игры. 
Проигрыш второго игрока при 
минимаксной стратегии всегда ≤ β. 
Всегда выполняется α ≤ β. 
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4.4. Игры с седловой точкой 
Если α = β       игра имеет седло-
вую точку, задаваемую комбинаци-
ей стратегий:  
α = max min aij = min max aij = β. 
i     j       j         i 
α = β – цена игры 
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Седловая точка игры – это эле-
мент платежной матрицы, равный 







Если игра имеет седловую точку, 
то соответствующая ей пара страте-
гий является оптимальной для обоих 
игроков (отступление от нее не вы-
годно ни одной из сторон). 
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Игроки – две конкурирующие 
фирмы, производящие продукцию 
близкого ассортимента и участву-
ющие в тендерном размещении за-
казов. В зависимости от ценовых 
предложений каждой фирмы они мо-
гут расчитывать на различные до-ли 
выставленных на конкурс заказов и, 
соответственно, на разную сумму 
прибыли. 
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Платежная матрица игры 
  В1 В2 В3 αi 
А1 3 4 7  
А2 6 5 6  
А3 8 3 4  
βj     
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Расчет αi и βj 
  В1 В2 В3 αi 
А1 3 4 7 3 
А2 6 5 6 5 
А3 8 3 4 3 
βj 8 5 7  
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Нижняя цена игры:  
      α = max(3,5,3) = 5 
верхняя цена игры:  
      β = min(8,5,7) = 5 
 
   α = β = 5 
Игра имеет седловую точку. Оп-
тимальные стратегии  А2 и В2. 
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Седловая точка игры 
  В1 В2 В3 αi 
А1 3 4 7 3 
А2 6 5 6 5 
А3 8 3 4 3 
βj 8 5 7  
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4.6. Матричные игры  
без седловых точек 
Смешанной стратегией игрока 
называется комбинация его чистых 






ная игра имеет решение в смешан-
ных стратегиях, то есть можно 
найти такие комбинации вероят-
ностей применения чистых страте-
гий {рi} и {qj}, которые определя-
ют оптимальные смешанные стра-
тегии для обоих игроков. 
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4.7. Статистические  
матричные игры 
Игра со статистической неопреде-
ленностью – это игра с известными 
вероятностями применения страте-




Пример статистической  
матричной игры 
Принимается решение об объеме 
закупки летом топлива на зиму. Цена 
закупки летом ниже, чем зимой. Зим-
ние цены зависят от погодных усло-
вий – чем холоднее, тем выше цены. 
Излишне запасенное на зиму топли-
во пропадает.  
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• Стратегии ЛПР (лица, принима-
ющего решения) – купить летом 4, 5, 
6 тонн топлива (по цене 6 ден.ед/т). 









Цена 1 т 
зимой, 
ден.ед. 
мягкая 4 7 
обычная 5 7,5 













 Стратегии природы (зима) 
П1 –  
мягкая 
П2 –  
обыч-ная 
П3 –  
холодная 
А1:  4 –4·6 = –24 –4·6–1·7,5 = 
= –31,5 
–4·6–2·8 =  
=  –40 
А2:  5 –5·6 = –30 –5·6 = –30 –5·6–1·8 =  
= –38 
А3:  6 –6·6 = –36 –6·6 = –36 –6·6 = –36 
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Ожидаемая денежная оценка  
стратегии 
 
ОДО Аi =                            
 
– это средний ожидаемый резуль-





Ожидаемая денежная оценка игры 





 ОДО Аi = max .p aj ij
j
   
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 Стратегии природы (зима)          
П1 –  
мягкая 
П2 –  
обычная 
П3 –  
холодная
А1:  4 –24 –31,5 –40 
А2:  5 –30 –30 –38 
А3:  6 –36 –36 –36 
Вероят-
ность 
0,35 0,5 0,15 
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А1: 4 –24 –31,5 –40 –24·0,35–31,5· 
·0,5-40·0,15= –30,15
А2: 5 –30 –30 –38 –30·0,35–30· 
·0,5–38·0,15 = –31,2
А3: 6 –36 –36 –36 –36·0,35–36· 
·0,5–36·0,15 = –36
Вероятность 0,35 0,5 0,15  
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Ожидаемая денежная оценка игры  
• ОДО = max {–30,15; –31,2; –36} =  
= –30,15. 
• Оптимальная стратегия – А1. 
 
При многократном повторении 
данная стратегия обеспечивает 
максимальный средний выигрыш. 
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4.8. Учет риска при выборе 
оптимальной стратегии 
Среднеквадратическое откло-
нение получаемых результатов для 
каждой стратегии игрока – мера рис-






      
Расчет среднеквадратических от-
клонений 









     
     
2 2 2
30 31,2 30 31,2 38 31,2
A2 3
2 2 2





      








Проблема выбора оптимальной 
стратегии с учетом риска 
ОДО Аi < ОДО Аj                 Aj  лучше, 
σAi > σAj        чем Ai. 
 
ОДО Аi = ОДО Аj             Aj  лучше 
σAi > σAj        чем Ai, 
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ОДО Аi < ОДО Аj               Aj  лучше, 
σAi = σAj        чем Ai. 
 
ОДО Аi < ОДО Аj                ситуация 
σAi > σAj          неопреде- 
            ленная. 
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Характеристики стратегий 
в задаче о топливе 
Стратегия ОДО Аi σAi 
А1 –30,15 5,36 
А2 –31,2 2,86 
А3 –36 0 
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Стратегия А2 обеспечивает немно-
го меньший выигрыш, чем стратегия 
А1. 
Однако рисковость А2 почти в два 
раза ниже (то есть результат ее при-
менения существенно более гаранти-
рован, чем у стратегии А1). 
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Однозначно говорить об опти-
мальности А2 нельзя, но это может 







4.9. Использование  
дерева решений 







Дерево решений − это графиче-
ское изображение последователь-
ности принимаемых решений и их 
результатов для любых возможных  
комбинаций решений и состояний 
среды. 
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Пример игровой ситуации 
Принимается решение о выборе 
одной из трех стратегий использова-
ния возможности выпуска новой 




• Строительство большого пред-
приятия. 
• Строительство малого предпри-
ятия. 

























•        – сознательно принимаемое 
решение. 
 
•        – стихийно складывающаяся 








Ожидаемые денежные оценки для 
вершин «дерева»: 
ОДО1 = 0,5·200-0,5·180 = 10. 
 
ОДО2 = 0,5·100-0,5·20 = 40. 
 
ОДО3 = max {10; 40; 10} = 40. 
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ветви – стратегии строительства 
большого предприятия и продажи 
патента.  
Оптимальная стратегия – строи-
тельство малого предприятия. 
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Дополнительная информация  
Возможен заказ предваритель-
ного маркетингового исследова-ния 
стоимостью 10 ден. ед. с целью 
уточнения вероятностей благоприят-
ного и неблагоприят-ного состояний 
рынка. 
 186











ятный 0,78 0,22 
Неблаго-




• ситуация будет благоприятной 
с вероятностью 0,45; 
• ситуация будет неблагоприят-











Расчеты по дереву решений 
• ОДО4 = 0,78·190 – 0,22·190 = 
= 106,4. 
 
• ОДО5 = 0,78·90 – 0,22·30 = 63,6 
 
• ОДО6 = 0,27·190 – 0,73·190 =  
= –87,4. 
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• ОДО7 = 0,27·90 – 0,73·30 = 2,4. 
 
• ОДО8 = max{106,4; 63,6; 0} =  
= 106,4. 
 















Расчет оптимального решения: 
• ОДО10 = 0,45·106,4 + 0,55·2,4 = 
= 49,2 




















• Заказать исследование рынка. 
• Если в результате исследования 
прогноз окажется благоприятным, 
то строить большое предприятие. 







5.1. Понятие корреляционной 
зависимости 
 196
Функциональная зависимость – 
это зависимость, при которой каж-
дому значению одного показателя 
(независимого) соответствует одно 
значение другого (зависимого): 
Х                 Y 
Пример: Sкруга = πR2. 
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Статистическая зависимость 
– это зависимость, при которой каж-
дому значению одного показателя 
(независимого) соответствует закон 
распределения другого (зависимого): 




– это зависимость, при которой каж-
дому значению одного показателя 
соответствует среднее значение дру-
гого: 
 
Х                  .Y   
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• Непосредственная связь:  
    Х → Y. 
 










• Корреляционный анализ опреде-
ляет наличие и тесноту связи 
между показателями. 
 
• Регрессионный анализ устанав-
ливает конкретную форму связи. 
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5.2. Парный  
корреляционный анализ.  















































Корреляционное поле (облако): 
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Коэффициент парной корреляции 
 





















ции характеризует тесноту парной 
линейной корреляционной зави-
симости между показателями. 
Диапазон значений:   –1 ≤ r ≤ 1,  
то есть | r | ≤ 1. 
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Поведение коэффициента парной 
корреляции 
1. r ≈ 0 связь отсутствует. 
2. r ≈ 1 связь тесная, показатели 
меняются однонаправленно. 




5.3. Проверка значимости 
коэффициента парной корреляции 





потезы невозможна в связи с не-
определенностью закона распре-
деления r. 
Проверка осуществляется с по-
мощью функции от r, имеющей 







    
 
t = 0             r = 0. 
t-статистика распределена по за-
кону Стьюдента. 
Закон распределения Стьюдента: 
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При справедливости гипотезы  
 213
Г: r = 0         t = 0          c вероятно-
стью р = 99% (99,9%; 99,99%...)  
должно быть:  
–t*< t <t*. 
α = 1–р = 0,01 (0,001, …) – уро-
вень значимости (вероятность 
ошибки первого рода, что будет от-
вергнута правильная гипотеза). 
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Ошибка второго рода – приня-
тие неправильной гипотезы. 
Уменьшение α увеличивает ве-





Логика проверки гипотезы 
 
| t | < t*            Г – верна            t = 0 
        r = 0 (незначим). 
| t | > t*       Г – неверна        t ≠ 0        
r ≠ 0   (значим). 
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5.4. Парная линейная регрессия 
 
Линейное уравнение регрессии: 
Y = b0 + b1 X. 
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Выбор линии регрессии 
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Метод наименьших квадратов 
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Отклонения от линии регрессии: 
en=Yn – Ynтеор. 
Для лучшей линии регрессии: 
2 min.n
n





Суть метода наименьших  
квадратов 
Выбирается функция, для которой  
теор 2) min.n n
n
(Y Y    
Для линейного уравнения регрес-
сии условие выбора 
2
0 1( ) min.n n
n
Y b b X    
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5.5. Проверка значимости 
полученного уравнения регрессии 
Первый этап проверки – с помо-




























Поведение коэффициента  
детерминации 
R2 ≈ 0 – уравнение плохо описы-
вает (отражает) реальную зависи-
мость Y от Х.  
R2 ≈ 1 – уравнение хорошо опи-
сывает (отражает) реальную зависи-
мость Y от Х.  
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Коэффициент детерминации 
показывает долю вариации зависи-
мой переменной, объясненную (опи-














    
– обращается в ноль одновременно 
с коэффициентом детерминации. 
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Проверка гипотезы  
о незначимости R2: 
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Г:  R2 = 0        F = 0, находим F* 
(например, для α = 0,01). 
 
F < F*         Г – верна        R2 = 0, 
незначим. 
F > F*        Г – неверна        R2 ≠ 0, 
значим. 
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Второй этап проверки качества 
(значимости) уравнения регрессии – 
проверка значимости его коэффици-





σ σb bb b
b bt , t    
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| tbj | < t*          bj – незначим 
 
| tbj | > t*         bj – значим (j = 0,1). 
 
Если хотя бы один из коэффи-
циентов bj незначим, уравнение 
в целом не является значимым. 
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Y b b X











• Метод нахождения коэффициен-
тов уравнения регрессии выбран-
ной формы – метод наименьших 
квадратов. 
• Проверка значимости полученно-
го уравнения осуществляется так 





Исходная информация для ана-







































































Отбор факторов для включения 
в множественную регрессионную 
модель  
1. Оценка тесноты парных связей 
Y с каждым фактором X(1), X(2),…, 
X(m). 
 237
Проводится с использованием 
коэффициентов парной корреля-
ции. В модель отбираются только 
факторы, имеющие значимую 





2. Проверка наличия мультикол-
линеарности факторов. 
 
Мультиколлинеарность – это 
наличие тесной корреляционной за-
висимости факторов регрессионной 
модели друг с другом. 
 239




и второго факторов:  





устойчивы (нет объективной основы 
разделения влияния одного фактора 





Формы уравнений  
множественной регрессии 
• Аддитивная (влияние факторов 
суммируется, действуют незави-
симо друг от друга). 
Линейная аддитивная форма: 
Y = b0 + b1X(1)+b2X(2)+…+bmX(m). 
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(3) 2 ( )
3
   
 
( )  .mm
bY b b X
X
b X b X







• Мультипликативная (факторы 
ослабляют или усиливают влия-
ние друг друга на результирую-
щий показатель). 
(1) (2) 2 ( )1
0 ( ) ( ) ( )
m mb b bY b X X ...  X       
(1) (2) ( )
0 1 2( ) ( ) ( )
m
m




5.8. Этапы разработки 
множественной 
регрессионной модели 
1. Предварительный отбор фак-
торов путем содержательного анали-
за изучаемых процессов. 
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2. Сбор исходных данных по ре-
зультирующему показателю и всем 







Каждое наблюдение должно вклю-
чать значения результирующего по-
казателя и факторов за один и тот же 
временной интервал (при наблюде-
ниях в динамике) либо по одному и 
тому же объекту (при наблюдении 
совокупности разных объектов). 
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3. Исследование парных связей 
факторов с результирующим показа-
телем и между собой. 
Изучается наличие, теснота связей 





4. Отбор факторов для включения 
в регрессионную модель с учетом: 
 тесноты связи с результирую-
щим показателем; 
 наличия тесных взаимных свя-
зей факторов между собой (мульти-
коллинеарности). 
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5. Выбор вида уравнения регрес-
сии. 
6. Расчет коэффициентов уравне-
ния регрессии. 
7. Проверка адекватности (значи-
мости, качества) полученной регрес-
сионной модели. 
 250
5.9. Проверка значимости 
(качества) уравнения 
множественной регрессии 
1. Оценка значимости уравнения 




2. Оценка значимости каждого 
коэффициента уравнения регрессии 






5.10. Автокорреляция остатков 




При хороших статистических ха-
рактеристиках полученное методом 
наилучших квадратов уравнение да-
ет далекие от реальности прогнозы 
даже на ближайших к периоду 
наблюдений интервалах времени. 
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Остатки – это отклонения 
наблюдаемых (эмпирических) значе-
ний зависимого показателя от теоре-




Значения остатков: en=Yn – Ynтеор. 
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В наблюдаемой ситуации следу-
ющие значения остатков не являются 






Автокорреляция остатков – это 
корреляционная зависимость после-
дующих остатков от предыдущих. 















































































































Поведение статистики  
Дарбина – Уотсона 
12 2 .n, ndw re e     
 
1. Нет автокорреляции  




2. Положительная автокорреляция 
ren,en-1 = 1           dw = 0. 
3. Отрицательная автокорреляция 




Критические интервалы  





dw<dL – положительная автокор-
реляция. 
du<dw<4-du – отсутствие авто-
корреляции.      





5.11. Причины низкого качества 
уравнения регрессии  


















































































Предисловие .............................................................................................. 3 
3. Сетевое планирование и управление .................................................. 5 
3.1. Сетевой график и его элементы ................................................. 5 
3.2. Основные понятия .................................................................... 12 
3.3. Методика (этапы)  построения сетевого графика .................. 21 
3.4. Способы нанесения работ на график ...................................... 41 
3.4. Пример построения  сетевого графика ................................... 49 
3.5. Расчет сетевых графиков .......................................................... 60 
3.5.1. Расчетные показатели....................................................... 60 
Характеристики события: .......................................................... 61 
3.5.2. Методика расчета  сетевого графика .............................. 72 
3.7. Оптимизация сетевых графиков .............................................. 85 
 271
3.8. Пример оптимизации сетевого графика по трудовым 
ресурсам с целью сглаживания их потребления ........................... 95 
4. Теория игр .......................................................................................... 122 
4.1. Основные понятия теории игр ............................................... 123 
4.2. Классификация игр ................................................................. 129 
4.3. Стратегические матричные игры с сознательно действующим 
противником ................................................................................... 134 
4.4. Игры с седловой точкой ......................................................... 144 
4.5. Пример игры с седловой точкой ............................................ 147 
4.6. Матричные игры  без седловых точек .................................. 153 
4.7. Статистические  матричные игры ......................................... 155 
4.8. Учет риска при выборе оптимальной стратегии .................. 166 
4.9. Использование  дерева решений для выбора оптимальной 
стратегии поведения ...................................................................... 174 
5. Корреляционно-регрессионный анализ .......................................... 195 
5.1. Понятие корреляционной зависимости ................................ 195 
 272
5.2. Парный  корреляционный анализ.  
Коэффициент парной корреляции ............................................... 201 
5.3. Проверка значимости коэффициента  
парной корреляции ........................................................................ 209 
5.4. Парная линейная регрессия .................................................... 216 
5.5. Проверка значимости полученного  
уравнения регрессии ...................................................................... 221 
5.6. Парная нелинейная регрессия ................................................ 231 
5.7. Множественный корреляционно-регрессионный  
анализ .............................................................................................. 234 
5.8. Этапы разработки множественной регрессионной модели 244 
5.9. Проверка значимости (качества) уравнения множественной 
регрессии ........................................................................................ 250 
5.10. Автокорреляция остатков в регрессионном анализе ......... 252 
5.11. Причины низкого качества уравнения регрессии  и пути их 
устранения ...................................................................................... 264 
 
 Учебное издание 
 
 
Слукина Светлана Александровна 
 
ТЕХНОЛОГИИ ПРИМЕНЕНИЯ МЕТОДОВ ИССЛЕДОВАНИЯ 
ОПЕРАЦИЙ В УПРАВЛЕНИИ ПРОМЫШЛЕННЫМ 
ПРОИЗВОДСТВОМ 
 




Редактор О. С. Смирнова 





Подписано в печать 05.09.2014. Формат 60×90 1/16. 
Бумага писчая. Плоская печать. Усл. печ. л. 17,5. 
Уч.-изд. л. 2,9. Тираж 60 экз. Заказ № 1611. 
 
Издательство Уральского университета 
Редакционно-издательский отдел ИПЦ УрФУ 
620049, Екатеринбург, ул. С. Ковалевской, 5 
Тел.: 8(343) 375-48-25, 375-46-85, 374-19-41 
E-mail: rio@urfu.ru 
 
Отпечатано в Издательско-полиграфическом центре УрФУ 
620075, Екатеринбург, ул. Тургенева, 4 
Тел.: 8(343) 350-56-64, 350-90-13 
Факс 8 (343) 358-93-06 
E-mail: press-urfu@mail.ru 
 Для заметок 
 Для заметок 
С. А. СЛУКИНА
ТЕХНОЛОГИИ ПРИМЕНЕНИЯ МЕТОДОВ 
ИССЛЕДОВАНИЯ ОПЕРАЦИЙ 
В УПРАВЛЕНИИ ПРОМЫШЛЕННЫМ 
ПРОИЗВОДСТВОМ
Часть 2
Учебно-наглядное пособие
