Analysis of RNA-sequence (RNA-seq) data is widely used in transcriptomic studies and it has many applications. We review RNA-seq data analysis from RNA-seq reads to the results of differential expression analysis. In addition, we perform a descriptive comparison of tools used in each step of RNA-seq data analysis along with a discussion of important characteristics of these tools. A taxonomy of tools is also provided. A discussion of issues in quality control and visualization of RNA-seq data is also included along with useful tools. Finally, we provide some guidelines for the RNA-seq data analyst, along with research issues and challenges which should be addressed.
INTRODUCTION
T RANSCRIPTOME analysis enables researchers to understand the molecular basis of phenotype variation in general, and in the context of diseases. Microarrays have been widely used for such analysis, but the evolution of RNA-seq has made transcriptome analysis more effective. Gene expression refers to the amount of mRNA produced by a gene at a particular time. Gene expression data consist of expression levels of genes over conditions such as development stages of diseases. Gene expression data are generated using two technologies, namely Microarrays [1] and RNA-sequencing (RNA-Seq) [2] . Both of these technologies have pros and cons, and limitations and similarities. Most recent advances in RNA-seq include the development of scRNA-seq where quantification of distribution of expression levels for each gene across a population of cells [3] is performed.
RNA-seq experiments allow studying the whole transcriptome in a single experiment. In typical RNA-seq experiments, RNAs are first converted into a library of cDNA fragments and then sequencing adaptors are added to the cDNA fragments, and short sequences are obtained using high throughput sequencing technology to get the raw reads dataset. Reads are the sequences of DNA fragments present in the raw data [4] . The reads are aligned to an annotated reference sequence: genome or transcriptome and the expressions of genes are obtained. In scRNA-seq, before library preparation, Unique Molecular Identifiers (UMI) 1 are added during reverse transcription to produce cDNAs and then amplification is performed. UMI enables assigning reads to individual molecules.
If no reference genome is available, de novo transcript reconstruction is required to assemble RNA-seq reads into a trascriptome [5] . RNA-seq data has different inherent biases such as hexamer, 3 0 , GC, amplification, mapping, sequencespecific, and fragment-size biases [6] . So, in every step of RNA-seq data analysis, quality control is required to reduce biases that arise during sequencing, alignment, de novo assembly and expression quantification.
Expression quantification is an important application of RNA-seq. It can be performed at exon or gene or transcript level. In expression quantification, we count the number of reads mapped to a transcript sequence. The outcome is a count data matrix. For further analysis, normalization of the count data and handling batch effects are necessary to ensure accurate inference of gene expression and subsequent analysis. For effective normalization, one can take into account factors such as transcript size, GC-content, sequencing depth, sequencing error rate and insert size [7] .
The most common use of transcriptome profiling is to find differentially expressed genes (DEG), i.e., determine whether for a given gene, an observed difference in read count is significant between conditions. In other words, whether the gene expression level differences between conditions are greater than what is expected due to natural random variations. Differential expression (DE) analysis is usually performed based on fold changes of read counts or in the presence of significant differences. Power analysis estimates the likelihood of successfully finding the statistical significance in a dataset [8] .
Functional profiling is also an important step in transcriptomic studies to characterize molecular functions or pathways in which DEGs are involved. To gain insight and to find biological meaning in the data through human interpretation and judgment, data visualization is needed.
It is difficult to survey the entire gamut of work that constitutes RNA-Seq analysis in a single review. Therefore, we restrict ourselves to reporting recent advances in RNA-seq data analysis and new RNA-seq technologies, which are changing the state-of-the-art in transcriptome studies. Interested readers can refer to recent articles by Dal et al. [9] for detailed review of workflow of scRNA-seq and by Haque et al. [10] for different computational methods developed for scRNA-seq data analysis.
Prior Surveys and Motivation
There are several published surveys on RNA-seq data analysis [5] , [11] , [12] , [13] , [14] . Chen et al. [11] , Oshlack et al. [13] , Conesa et al. [5] , Zhao et al. [12] and Han et al. [14] , do not provide sufficient comparison among the tools needed in all steps of RNA-seq data analysis. Chen et al. [11] and Oshlack et al. [13] provide an overview of RNA-seq data analysis in brief with a few tools, but do not discuss quality control and visualization tools. Chen et al. [11] do not discuss normalization of RNA-seq data. Zhao et al. [12] discuss the important steps in RNA-seq data analysis in a general way, and provide a discussion on advanced technologies that are changing the stateof-the-art of transcriptomics, but do not discuss any tools for de novo transcript reconstruction and the scope of discussion on quality control tools is limited to raw read quality checking only. Conesa et al. [5] review all the major steps and provide a generic roadmap for RNA-seq computational analysis. Han et al. [14] provide an overview of the applications of RNA-seq technology and the challenges that need to be addressed in all major steps of RNA-seq data analysis. They discuss tools used in each step of RNA-seq data analysis in a limited way, but no comparisons are provided. None of these RNA-seq data analysis papers include a taxonomy, any kind of comparison of tools at each step with proper description or any basic guidelines for the RNA-seq data analyst. Our survey differs from these previous surveys in the following ways. a) Like Oshlack et al. [13] and Chen et al. [11] , we discuss the workflow of RNA-seq data analysis with all major steps from raw reads to results of DE analysis of RNA-seq data. In addition, we present a pipeline for RNA-seq data analysis and include all recent tools including RNA-seq data visualization. We also include important research issues and challenges for the RNA-seq data analyst. b) Like Han et al. [14] , we provide a description of each mentioned tool, and also provide descriptive comparison among them by considering crucial parameters. In addition, we include workflow, taxonomy of tools and general guidelines for the RNA-seq data analyst. c) Unlike Zhao et al. [12] and Conesa et al. [5] , our survey is not restricted to descriptive comparison among tools in RNA-seq data analysis. We also provide a taxonomy of all discussed tools and general guidelines for the RNA-seq data analyst. d) Unlike Zhao et al. [12] , Oshlack et al. [13] and Chen et al. [11] , we do not restrict ourselves to discussing only quality control issues in RNA-seq data analysis. e) Unlike other surveys, we discuss widely used RNAseq datasets and statistical tests for DE analysis. f) Unlike other surveys, we mention tools used in both RNA-seq and scRNA-seq data analysis.
Our Contributions
In this paper, we present a structured and comprehensive survey of RNA-seq data analysis in terms of general overview, taxonomy, tools with descriptive comparison, useful guidelines, and research issues and challenges for researchers. Our paper is detailed with ample comparisons where necessary and intended for readers who wish to begin research in this field. The major contributions of this survey are the following.
We discuss microarray and RNA-seq technologies considering pros, cons, similarities and differences, limitations and applications. We present a workflow for RNA-seq data analysis with diagrams. We review each step from RNA-seq read to the result of DE analysis in detail. In addition, we present tools that are used in each step with descriptive comparisons among them. We include a discussion of widely used RNA-seq datasets and test statistics used for analysis. We emphasize quality control in RNA-seq analysis, and enumerate widely used tools for this purpose.
To understand the RNA-seq data intuitively, visualization is important. We present a list of visualization tools and compare them. If a reference sequence is not available for further analysis of RNA-seq data, de novo transcript reconstruction is required, but most existing surveys do not pay much attention to it. We discuss this step and refer to many tools used for de novo trascript reconstruction and quality control, including necessary quality measures. We discuss power analysis of DE methods. We include a discussion on gene fusion detection with useful tools. We provide a list of useful guidelines for the RNAseq data analyst. We highlight important research issues from both theoretical and practical viewpoints. We mention tools used in both RNA-seq and scRNAseq data analysis.
MICROARRAY VERSUS RNA-SEQ

Microarrays
The main purpose of microarrays is to study the expression levels of many genes simultaneously in response to biological activities or environmental conditions. This technology uses a hybridization process, which is the basis for many experiments in molecular biology. There are many inherent limitations of microarray technology. For example, knowledge of the sequences is a prerequisite for array design, and analysis of highly correlated sequences is difficult because of cross-hybridization. A major challenge is the difficulty in reproducibility of results between laboratories and across platforms. In addition, DNA microarrays lack sensitivity to genes expressed either at low or very high levels, and therefore have a much smaller dynamic range (few-hundred folds) whereas RNAseq data has very large dynamic range (greater than 9000 folds) of expression levels over which transcripts can be detected [15] . The non-specific binding of cDNA, which are only complementary to the probes, creates background noise in gene expression measurements. It is also unreliable to compare between two transcripts in the same microarray because of non-specific binding of cDNA, and this technology cannot detect differential expressions of the same probe targets between samples [16] .
RNA-seq
RNA-seq is a sequencing based technology to measure gene expression. There are many high throughput sequencing technologies for RNA-seq. Some of the recent technologies include Illumina HiSeq/NextSeq/MiSeq/NovaSeq, Roche 454 FLX Titanium/FLX+, and Life Technologies SOLiD/Ion PGM/Ion Proton [17] , [18] . Following sequencing, the resulting reads are either aligned to a reference genome or reference transcriptome, or assembled de novo without the genomic sequence to produce a genome-scale transcription map that consists of both the transcriptional structure and/or level of expression for each gene. Usually the reads are classified as three types: exonic reads, junction reads and poly(A) endreads. These three types are used to generate a base-resolution expression profile for each gene [19] . scRNA-seq is one of the most recent advances in RNA-seq that enables the identification of new, uncharacterized cell types in tissues [5] .
RNA-seq technology overcomes most limitations of microarrays. In a single RNA-seq experiment, it is possible to investigate not only gene expression, but also alternative splicing [20] , novel transcript expression [21] , allele specific expression [22] , gene fusion events [23] and genetic variation. This technology shows highly accurate measurement of expression levels [15] . One major advantage of RNA-seq is that it can measure almost 70000 non-coding RNAs, which cannot be done by microarrays. Such non-coding RNAs play vital roles in diseases [24] . The results of RNA-Seq also show high levels of reproducibility, for technical replicates [15] . Although a decade ago, RNA-seq data analysis was a troublesome task due to non-availability of a standard pipeline and gold standards, in recent years, the complexity of the task has been significantly minimized due to availability of relatively standard and well-defined pipelines. RNA-seq generates big volumes of data, and therefore, needs specialized algorithms and powerful servers to conduct analysis.
These two technologies are governed by same statistical principles and they generate statistically relevant samples which have no major statistically significant differences. Both methods suffer from background noise and biase. It has been reported that correlation between gene expression profiles generated by Affymetrix one-channel microarray and RNA-seq is a Spearman correlation coefficient of 0.8 [25] . Moreover, it has been observed that measuring expression of low abundance genes with both the technologies is challenging, due to the presence of background noise. These low abundance genes have poorer correlations than high abundance genes.
A microarray covers approximately 20 percent of all genes on average whereas RNA-seq provides a comprehensive view of the transcriptome. Microarray analysis is straightforward and it has lower cost than RNA-seq. However, there is the possibility of reducing the cost of RNA-seq using lower sequencing depths. Unlike continuous probe intensity based microarrays, de-novo analysis of samples without a reference genome is possible in RNA-seq. When analyzing microarray data, researchers assume that gene intensities across experimental replicates follow a normal distribution or a heavier tailed distribution whereas in RNA-seq, they assume that the read counts follow Poisson or Negative Binomial distribution [26] . The higher the superiority and sensitivity of the RNA-seq data, higher is the ability to identify accurate DEGs.
TRANSCRIPTOME PROFILING
The starting point for RNA-seq data analysis is RNA-seq reads. Subsequent analysis steps include quality control, mapping of reads with or without reference sequence: genome or transcriptome, expression quantification, DE analysis, and pathway or network analysis to gain biological insight. In this section, we address three major analysis steps, viz., quality control and read alignment with or without reference sequence. In every step of RNA-seq data analysis, there is scope for adoption of big data technologies to handle massive sizes of data [27] . We present a workflow for DE analysis for RNA-seq data in Fig. 1 . In Fig. 2 , we present another view of the pipeline to illustrate each step better. A taxonomy of RNA-seq data analysis tools is presented in Fig. 3 . Well-known repositories and blogs for RNA-seq data analysis are available at Bioconductor [28] , https://omictools.com/rna-seq-category, Fig. 1 . RNA-seq data analysis workflow. If reference sequence genome or transcriptome is present, quality reads are mapped to the genome or transcriptome using reference sequence, else de novo transcript reconstruction is required to map reads to the trascriptome. Next, mapped reads for each sample are assembled into gene-level, exon-level, or transcript-level for expression quantification. Then, the summarized data are normalized to generate count data. DE analysis is performed next to find DEGs. Finally, biological insight from these DEG lists can be gained.
http://bioinformaticssoftwareandtools.co.in/ngs.phpand http://www.rna-seqblog.com/category/technology/ methods/data-analysis/.
Apart from the mentioned workflow of RNA-seq data analysis in Fig. 1 , scRNA-seq requires an additional step called cell quality control. Here, detection and filtration of low quality cells are performed. The low quality cells may be considered dead cells [29] . SCell [30] is a tool which can filter such low quality cells by comparing the number of genes expressed in the background level to the average number of genes expressed for a given sample. scPipe [31] is another effective tool (pipeline) which supports different preprocessing steps including filtration of low quality cells. SinQC [32] can find the low quality samples by integrating gene expression pattern and data quality information.
RNA-seq Reads Quality Checking
Low quality reads can arise due to problems in library preparation and sequencing. In addition, PCR artifacts, untrimmed adaptor sequences, and sequence specific bias can also lead to low quality reads. So, to analyze the raw read data, it is necessary to perform quality checking to handle information loss and to improve downstream biological analysis. Quality checking helps identify and reduce bias from RNA-seq data. To deal with parameters such as read quality, presence of adaptors, GC content, over representation of k-mer and reads that are duplicated, an appropriate quality control mechanism is necessary. Several tools are available for quality analysis. These are discussed below and a comparison is given in Table 1 . Detailed performance assessment of these tools can be seen in [33] . Most tools run on Linux, Windows and MAC operating systems. All tools discussed below for quality control of RNA-seq reads support reads generated from the Illumina platform, whereas a few tools support reads generated from other platforms. a) FastQC 2 : FastQC provides a quality control (QC) report, which can eliminate problems that originate during the sequencing process or when starting library preparation. It can run in interactive or noninteractive mode. This standard tool can be used to perform quality control of scRNA-seq reads. This well-documented tool has been developed using the Java programming language and requires a suitable Java Runtime Environment. b) NGSQC [34] : This comprehensive quality control tool can be used in any deep sequencing platform. It checks whether the most interesting sequencing data are influenced by quality issues. It supports cluster computing, and can be used in a large sequencing project. This well-documented tool has been developed using a GNU make, shell script and the Python programming language, and runs in Linux environment. It requires BOWTIE, gnuplot and Sun Grid Engine or TORQUE as cluster manager if NGSQC is running on a Linux cluster. Non-academician need license to use it. : This tool is for easy and rapid quality control. It provides a variety of options such as filtering of sequences, reformatting and trimming to improve downstream analysis. This Linux based tool was developed using the Perl language. However, the tool is not well-documented or well-maintained. e) Trimmomatic [37] : Trimmomatic is a flexible and efficient tool, which can correctly handle paired end data. It can be used to drop low quality reads present through 3 0 end. It works well for both reference based and de novo tasks. This OS independent tool was developed in Java 1.5 and it is well-documented. f) Cutadapt [38] : This command-line tool offers trimming of adaptors added during library preparation and can handle contaminating sequences based on user parameters. This very well-documented and maintained tool was developed using Python and C programming languages. It runs on Windows, Linux and Mac OS X. g) SolexaQA [39] : SolexaQA is a fast, automated userfriendly package that can compute and control read quality for data from Illumina sequencing technology. It was developed using Perl and R, and runs in Unix environments. The maintenance and documentation of this tool are satisfactory.
Read Alignment
The conventional pipeline for RNA-Seq data includes aligning reads to an annotated reference genome or transcriptome, and quantifying the expression of genes. Alignment is necessary to discover origins of reads with respect to the reference sequence. It is important to consider parameters such as type of read, single-or paired-end (SE or PE), strandedness of RNA-seq library and length of sequenced fragments. The main aim of alignment is to accurately align sequence reads to intron boundaries. Some features of the reference genome may create problems during read alignment for a subset of reads. These features include assembly errors, and the presence of repetitive regions and assembly gaps. Polymorphism is another problem which occurs when reads are aligned to multiple locations on the reference, also called multireads. It is important to resolve mapping ambiguity for accurate detection and quantification of a transcript [40] . This problem can be handled by discarding multireads or by randomly assigning multireads to a position from possible matches.
Read mappers for RNA-Seq data are divided broadly into two categories, unspliced aligner and spliced aligner [11] . Splice aware aligners are of two types, seed-and-extend and Burrows-Wheeler transform (BWT) [41] based. An unspliced aligner aligns reads against the transcriptome for expression quantification estimation. On the other hand, spliced read aligners are generally used to align reads onto reference genomes. Spliced read aligners allow large gaps to match introns during alignment. When a reference genome is available, after mapping of reads using a spliced aligner to the genome, transcript discovery and identification are performed with or without an annotation file [5] . If transcript discovery is not required, reads can be mapped to the transcriptome using an unspliced aligner and then transcript identification is performed [5] . In principle, most methods developed for RNA-seq alignment can also be used for scRNA-seq alignment [42] , [43] . But, the barcodes (UMI) attached to cDNAs need to be removed before alignment [44] . This can be done using UMI-based tools [9] , [45] , [46] . A systematic evaluation of spliced and unspliced aligners can be found in [47] , [48] , [49] . For more information on alignment algorithms, refer to [50] . We discuss tools for mapping or alignment below, with a comparison among them in Table 2 . a) TopHat [43] : It uses a fast RNA-seq mapping strategy, and can quickly align reads to a reference genome without relying on unknown splice sites. Initially, it maps unspliced reads to locate exons, and finally, unmapped reads are split and aligned independently to identify exon junctions [51] . TopHat2 [51] is scalable and supports a wide range of read lengths, making it useful for most RNA-seq and scRNA-seq experiments [44] . It is a well-documented and well-maintained tool, implemented in C++ and Python, and runs on Linux and Mac OS. It is a fast tool and can map 2.2 million reads in an hour. b) GSNAP [52] : It allows fast detection of complex variants and splicing in short SE and PE reads. It can detect short and long-distance splicing, using probabilistic models or a database of known splice sites. It can perform SNP-tolerant alignment to a reference space. This command-line tool is implemented in C and Perl and can be used in scRNA-seq reads alignment [44] . This tool is well-documented and updated regularly. c) MapSplice [53] : This efficient tool is not dependent on any prior knowledge of splice sites to detect splice junctions. It finds non-canonical junctions and other novel splicing events using the quality and diversity of read alignments. It performs well in terms of sensitivity, specificity, CPU utilization and memory efficiency. d) STAR [54] : Spliced Transcript Alignment to a Reference (STAR) is an ultrafast sequence aligner. It uses sequential maximum mappable seed search in uncompressed suffix arrays, followed by seed clustering and stitching. STAR outperforms other aligners in mapping speed by a factor of 50 or more, while improving alignment sensitivity and precision. It can map full-length RNA sequences. This tool is also used in scRNA-seq read alignment. 3 This well-documented and maintained stand-alone tool is implemented in C++ and can run on Linux. e) GEM mapper [55] : Genome Multitool (GEM) mapper uses string matching to search the alignment space efficiently. It has high precision and speed, and returns all possible matched strings, including gapped ones. This well-documented command-line tool is implemented in C and Python. f) Bowtie [56] : This ultrafast, memory-efficient tool aligns short DNA sequence reads to large genomes. It cannot handle spliced transcripts. Alignments can be parallelized by distributing reads across search threads. Bowtie 2 is faster and aligns a bigger fraction of reads than Bowtie [57] . It can run on all platforms and binaries are currently available for 64-bit Intel architectures. It is well-documented and wellmaintained. g) HISAT [58] : A widely used tool to align reads to a genome, HISAT2 is the successor of HISAT and TopHat2 and is expected to be the core of the next version of TopHat (TopHat3). It can detect splice variants and uses less memory than STAR. This stand-alone command-line tool can run on any platform. It is well-documented and maintained.
Quality Control for Mapping Reads
RNA-Seq data has numerous inherent sources of bias, including hexamer, 3 0 , GC, amplification, mapping, sequence-specific, and fragment-size biases. Therefore, quality control is important for downstream biological analysis. The success of reference-based alignment depends on the quality of the reference genomes. These techniques may suffer from missing or erroneous information, because they rely on the reference genome and annotation information [59] . Often, the sequencing technology, protocol and/or the selected mapping algorithm introduce unwanted biases in alignment data as well in results. The detection of such biases is non-trivial. Most tools for quality control display their output in graphs. Here are a few tools to ensure quality control of mapping reads and these are compared in Table 3 . a) Picard 4 : Picard is a group of command-line tools for quality control of mapping reads. This tool produces metrics detailing the quality of read alignments. This is a well-documented and well-maintained standalone command-line tool, implemented in Java. b) RSeQC [60] : This package takes into account different aspects of RNA-seq experiments, such as sequence quality, GC bias, polymerase chain reaction bias, nucleotide composition bias, sequencing depth, strand specificity, coverage uniformity and read distribution in the genome. This tool is also used with scRNA-seq data 3 . It is well-documented and maintained. It was implemented in Python and C. This also runs using GenePattern 5 for web interface. c) AlignerBoost [61] : AlignerBoost can estimate the quality of ambiguously mapped reads, and can increase mapping precision. It uses a Bayesian framework to find quality of mapping reads. If we can provide known SNPs, it can achieve higher quality alignment. It is a Java based command-line stand-alone tool that can run on any platform. This wellmaintained and well-documented tool needs an aligner of user choice. d) QoRTs [62] : It can detect and identify errors, biases and artifacts produced by paired-end RNA-seq technology. [63] : This is a tool that provides quality measures for alignment and duplication rates, GC bias, rRNA content, regions of alignment (exon, intron and intragenic), continuity of coverage, 3 0 =5 0 bias and count of detectable transcripts, among others to estimate the quality of data. It provides three quality control metrics: Read Counts, Coverage and Correlation. This tool is also used with scRNA-seq data. It can be used in any platform that supports Java and R. It is a well-documented and well-maintained commandline tool. f) QuaCRS [64] : This integrated quality control tool combines FastQC, RNA-SeQC, and selected functions from RSeQC to provide a detailed quality report. This is a stand-alone, well-documented GUI based tool implemented in Python. g) MultiQC [65] : It has the ability to support different aligners, processing tools and QC programs. Currently the supported tools can be viewed at https:// github.com/ewels/MultiQC. It scans given directories for recognized log files and generates a summary of parsed log files in HTML format. This command-line and well-documented tool are implemented in Python.
De Novo Transcript Assembly
When there is no reference genome for transcript assembly, it is necessary to perform de novo reconstruction that leverages the redundancy of short-read sequencing to find overlaps between the reads and assemble them into a transcript [66] . However, de novo methods are computationally intensive and may require long PE reads and high levels of coverage to work reliably. In general, long reads and PE strandspecific sequencing are preferable because they contain more information than short and SE reads [67] . After de novo reconstruction, quantification can be performed. For expression quantification, reads are aligned to the novel reference transcriptome, and further analysis is performed [5] . After alignment, transcript identification is performed, followed by functional annotation of that transcript [5] . There are many tools to assemble a de novo transcriptome. These are discussed below with a comparison in Table 4 . Detailed assessment of transcript reconstruction methods can be seen in [68] , [69] . These tools can broadly be divided into two groups based on whether stranded reads are supported or not. The reason stranded read based tools are better is that we can tell which strand of RNA is being transcribed with such tools. Before assembly, some preprocessing is required on raw reads to obtain high quality reads for subsequent assembly. We need a trimming procedure to remove adaptor sequences, ambiguous nucleotides and reads with quality scores less than 20 and length below 30 bp. De novo trascript assembly has advantages as it does not depend on a reference genome. As a result, for organisms which do not have a reference genome, de novo assembly can provide an initial strategy. This method is suitable only for highly expressed transcripts, although using a large sequencing depth this limitation can also be eliminated. a) Oases [70] : It is a heuristic RNA-seq reads assembler in the absence of a reference genome. It works across a broad spectrum of expression values, and in the presence of alternative isoforms. It uses dynamic error removal from RNA-seq data to predict a full length transcript. This well-documented commandline tool is implemented in C and runs in 64 bit Unix environments. It requires 12 GB physical memory for installation. b) Trinity [71] : Trinity is a popular tool that uses dynamic programming to solve the splicing problem by identifying potential paths in the de Bruijn graph generated from reads or PE reads. This tool can detect isoforms. The running time of the approach increases exponentially with respect to the number of branches in the graph. This command-line, welldocumented and maintained tool requires 1 GB RAM per 1 million pairs of Illumina reads, and is implemented in Java. c) SOAPdenovo-Trans [72] : This assembler uses the error-removal model from Trinity and the robust heuristic graph traversal method from Oases. It also uses strict transitive reduction to provide accurate results by simplifying the scaffolding graph. It provides higher contiguity, lower redundancy and faster execution. This command-line tool is implemented in C and C++. This is well-documented and requires 64bit Linux system with large physical memory. d) Rnnotator [73] : It is an automated software pipeline that generates transcript models with highly accurate contigs. It addresses limitations due to short reads, and assembly errors due to poor quality of reads. This tool produces full-length transcript assemblies with deep sequencing coverage. This tool is only available for free for collaborators of the developer. Other users need a commercial license. e) IDBA-tran [59] : IDBA-Tran is able to assemble both highly and lowly expressed transcripts. It uses a probabilistic progressive approach to remove erroneous vertices or edges generated from highly expressed isoforms from a de Bruijn graph while keeping the correct ones with lowly expressed isoforms. This well-documented and maintained command-line tool is suitable for Unix-like systems with GCC installed. f) ABySS [74] : The Assembly By Short Sequences tool is for parallel short read sequencing data, and can handle genome of any size. It supports larger k-mer sizes, which improve the assemblies and complexity of the graph. It represents the graph in a distributed way to support parallel computing. This is a well-documented and maintained stand-alone tool that can be run in Linux and Mac OS X. It is implemented in Python. g) Bridger [75] : It combines ideas used in Cufflink and Trinity to produce a de novo transcriptome assembly. It is used to assemble full-length reference transcripts. It outperforms many other assemblers in running time and memory requirements. It overcomes the limitations of Trinity, and is comparable to the reference-based assembler Cufflink in both sensitivity and specificity. This is a command-line tool, for which documentation and maintenance are poor. h) Trans-AbySS [66] : It is a de novo short-read transcriptome assembly and analysis pipeline that addresses variations in local read densities by assembling read substrings with varying stringencies, and then merging the resulting contigs. It has very high sensitivity and specificity. This is a well-documented and maintained stand-alone tool, that runs in Linux. It is implemented in Python and requires ABySS and BLAT [76] . i) BinPacker [77] : It is a packing-based full-length de novo transcriptome assembler and is reported to outperform almost all other existing de novo assemblers. It runs fast and takes less memory than most other assemblers. This is a well-maintained command-line tool. It is a very effective tool. However, documentation is not satisfactory. j) StringTie [78] : It is an efficient assembler of RNA-Seq alignments into transcripts. It uses the optimization technique of maximum flow to construct a network to determine gene expression levels. It incorporates alignments to both a genome and a de novo assembly of reads. A very well-documented and wellmaintained command-line tool, it can be run on Linux and Mac OS X and is implemented in C++. k) Scripture [21] : It can reconstruct a trascriptome using reads and the genome sequence. It uses gapped alignments of reads across splice junctions and reconstructs reads into statistically significant transcript structures by performing segmentation. This tool can be used to reconstruct full-length gene structures. This is a well-documented command-line tool implemented in Java and can run on any platform.
Quality Control of De Novo Assemblies
It is important to assess the quality of de novo transcriptome assemblies to identify parameters which can improve downstream biological analysis. Some quality metrics used with transcriptome assemblies are listed in Table 5 .
TransRate [79] is a tool which can assess the quality of de novo assemblies by evaluating accuracy and completeness using only input reads. It calculates these through two novel reference-free statistics: the TransRate contig score and the TransRate assembly score. The contig score measures a quantitative score for the accuracy of an assembly of individual contigs. The assembly score measures accuracy and completeness of the assembly. DETONATE [80] is another tool for the evaluation of quality of de novo transcriptome assemblies. Wang and Gribskov [81] performed a comprehensive evaluation of different de novo transcriptome assembly programs and their effect on downstream DE analyses. After assembly quality assessment, the authors reported that almost 70 percent of the DEGs were common between reference-based sequences and de novo assemblies. The remaining 30 percent were not common due to factors such as incomplete gene annotations, exon level differences, and transcript fragmentation. The authors suggested that it is a good idea to perform de novo analysis even when a reference genome is available to eliminate biases.
Expression Quantification
Transcript quantification is the most important application of RNA-seq analyses. To measure gene and transcript expressions, one needs to compute the number of reads that map to a transcript sequence. The algorithms for gene quantification can be divided into two categories: transcript based and union-exon based approaches [12] .
In union-exon based methods which are simple, all overlapping exons of the same gene are merged into a union of exons. Although commonly used, this approach significantly underestimates gene expression levels. When quantifying expressions, special care must be taken not to double-count the so-called multi-mapping reads, although discarding multi-mapping reads leads to significant information loss.
There are a few union-exon counting tools, e.g., HTSeq, easyRNASeq and FeatureCounts, which aggregate raw counts of mapped reads. For expression quantification, it is necessary to start from the genome coordinates of exons and genes. The outcome is raw read counts data. The generated read count data contain different types of biases because of factors such as transcript length, total number of reads, and sequencing biases. So, before DE analysis, for reliable computation of expression levels of genes, normalization must be performed. Multi-mapping of reads creates problems in achieving highly accurate quantification [83] .
There are many sophisticated algorithms to estimate transcript-level expression. Algorithms for transcript quantification for transcriptome mappings include eXpress, RSEM (RNA-Seq by Expectation Maximization) and Kallisto. The main challenge of transcript level quantification is to handle problems related to the sharing of reads by related transcripts. Teng et al. [84] performed a comparative study and found that RSEM out-performed competitors. A few tools are discussed below and a comparison is given in Table 6 . Many repositories of publicly available count data can be found in [85] . a) HTSeq [86] : HTSeq is a tool that assigns expression values to genes based on reads that they have been aligned with by an aligner such as STAR and HIS-TAT. HTSeq provides parsers for reference sequences, short reads and short-read alignments, and for genomic features, annotation and score data. This tool is also used for scRNA-seq expression quantification 3 . It also provides functions for quality control and preprocessing for DE analysis. It can run on any platform and is implemented in Python. This is a well-documented and maintained stand-alone command-line tool. 
It is the percentage of correctly assembled bases estimated with the help of a set of expressed reference transcripts (N) or a reference genome. L i is the length of the alignment between a reference transcript and an assembled transcript T i , A i is the number of correct bases in transcript T i , and M represents the number of best alignments between assembled transcripts and the reference.
It is the percentage of expressed reference transcripts covered by all the assembled transcripts. l is an indicator function, and C i (the percentage of a reference transcript, i, that is covered by assembled transcripts) is greater than some arbitrary threshold, d: for example, 80%
It is the same as completeness, the only difference being that in place of all the assembled transcripts, we need to consider a single longest transcript.
It is the percentage of transcript variants assembled. This can be calculated by the average of the percentage of assembled variants within the reference. C i and E i are the numbers of correctly and incorrectly assembled variants for reference gene i, respectively, and V i is the total number of variants for i.
Chimerism -
The percentage of chimaeras that occur owing to misassemblies among all of the assembled transcripts. b) easyRNASeq [87] : It goes through several steps for expression quantification, such as reading in sequenced reads, retrieving annotations, summarizing read counts by features of interest, e.g., exons and genes, and finally reporting results. This well-documented stand-alone command-line tool is implemented in R. c) FeatureCounts [88] : FeatueCounts is similar to HTSeq, but is much faster and requires less memory. It works with both SE and PE reads. This standard tool is also used for scRNA-seq expression quantification. 3 It is implemented in C and can run on Unix. It also supports multithreading for speed-up. d) Kallisto [89] : Kallisto is a program for quantifying abundance of transcripts in RNA-Seq data. It can process both SE and PE reads. This is a welldocumented and a widely used command-line tool. It can run on Mac OS X, Ubuntu and CentOS. e) EMSAR [90] : It is a tool for transcript quantification.
It can handle multiread mapping and is efficient in CPU time and memory. It supports both SE and PE reads. This command-line tool is implemented in C. f) RSEM [91] : The RSEM algorithm is based on expectation maximization and returns transcripts per million (TPM) values [91] . Teng et al. [84] performed a comparative study based on specificity and sensitivity among different quantification methods and found that RSEM performs the best. It can also perform read alignment. It shows linear increase in running time with increase in read alignment. This stand-alone command-line, and widely used tool is implemented in C++ and Perl and runs on Linux and Mac OS X. By default, it uses Bowtie as an alignment tool. It is a welldocumented and maintained tool. g) Salmon [92] : This lightweight tool measures transcript abundance. Most methods suffer from GCcontent bias but this method can correct this bias on its own, making it effective. It can also perform mapping if required, before quantification. It supports parallel processing as well. This command-line tool is implemented in C++.
NORMALIZATION OF RNA-SEQ DATA
Despite initial optimistic claims that RNA-seq read count data do not require sophisticated normalization [19] , in general it is an important issue for downstream biological analysis. After getting the read counts, it is essential to ensure accurate inference of gene expression and proper subsequent analysis, and normalization helps theese processes. A number of normalization methods for count data are enumerated in Table 7 .
For effective normalization, one must take into account factors such as transcript size, GC-content, sequencing depth, sequencing error rate, and insert size [7] . To eliminate bias in normalization for a dataset, one can use different normalization methods and compare corresponding estimated performance parameters using measurement error models [7] . Comparative analysis or integrative analysis shows that an approach like quantile normalization can improve the RNA-seq data quality including those with low amounts of RNA [6] . An R package called EDASeq can reduce GC-content bias [93] . The NVT package [94] can identify the best normalization approach for a RNA-seq dataset by analyzing and evaluating multiple methods via visualization, based on a user-defined set of uniformly expressed genes. Zyprych-Walczak et al. [95] provide a procedure to find the optimal normalization for a specific dataset. They report that an inappropriate normalization method affects DE analysis. Please refer to [96] for detailed performance evaluation of normalization methods.
Batch effects are common and powerful sources of variation and systematic error and generally arise because of the measurements made in RNA-seq and are affected by laboratory conditions. Batch effects impact RNA-seq or scRNAseq analysis and can bias the results and lead to an incorrect conclusion [97] . Luckily, high throughput sequencing generates enough data to detect and minimize batch effects. Hicks et al. [98] examined scRNA-seq data from five published studies and found that batch effect can create a considerable level of variability in cell-to-cell expression. Normalization cannot remove batch effects because it removes biases from individual samples by considering global properties of data. Batch effects, generally, affect specific subsets of genes differently and lead to strong variability and decreased ability to detect real biological signals [99] . COMBAT [100] and ARSyN [101] are two methods initially developed for microarray data for removal of batch effects. Later, it was found that these work well for RNAseq data as well [5] . Reese et al. present gPCA [102] , an extension of PCA, to quantify the amount of batch effects that exist in RNA-seq data. Swamp [103] is a GUI based R package that can be used to control batch effects. SVAseq [104] is a tool for removing batch effects and noises from RNA-seq data. Liu et al. [105] , in their empirical study, reported that SVAseq is the best method for batch effect removal whereas COMBAT over-corrects the batch effects.
DIFFERENTIAL EXPRESSION ANALYSIS
DE analysis is the most common use of transcriptome profiling for effective disease diagnosis. The main aim of DE analysis is to find DEGs, i.e., determine whether gene expression level differences between conditions are greater than what would be expected due to natural random variations only. An important application of RNA-seq is the comparison of transcriptomes across developmental stages, and across disease states, compared to normal cells. This type of analysis can be performed using DE analysis.
Many difficulties are faced during RNA-seq analysis. These include 1) Biases and errors present in the NGS technology [110] , 2) Bias introduced by nucleotide composition and varying lengths of genes or transcripts during measurement of read counts [13] , 3) Bias due to sequencing depth and the number of replicates, 4) Difficulty in accurately discriminating real biological differences among groups due to combined variations in both biological and technical replicates, and 5) Difficulties due to the existence of alternative gene isoforms [111] .
The basic tasks of DE analysis tools are the following: 1) Find the magnitude of differences in expressions between two or more conditions based on read counts from replicated samples, i.e., calculate the fold changes in read counts, taking into account the differences in sequence depths and variability, 2)
Estimate the significance of differences using statistical tests. (Table 2) , available online.
Some commonly use such test statistics are t-test, F-test, Likelihood Ratio Test (LRT), Fisher's exact test and Wilcoxon signed rank sum test. A brief description of each test is reported in Supplementary material
To determine the genes whose read count differences between two conditions are greater than expected by chance, DGE tools make assumptions about the distribution of read counts. The null hypothesis for DE analysis between two conditions typically states that for each feature (gene, transcript, or another feature), the means m for the two conditions A and B are equal. One of the most popular choices to model read counts is the Poisson distribution because it provides a good fit for counts arising from technical replicates [16] , and it is suitable when a small number of biological replicates are available. However, this model predicts smaller variations than those seen between biological replicates [112] . The data show an over-dispersion that cannot be captured by the equal mean and variance assumptions of a Poisson distribution. Robinson et al. [112] propose the use of a Negative Binomial (NB) distribution to model counts across samples and capture the extra-Poisson variability, known as over-dispersion. The NB distribution has parameters, which are uniquely determined by mean and variance. With the introduction of a scaling factor for the variance, NB outperforms Poisson, and is a widely used model for feature counting [13] . However, the number of replicates in datasets of interest is often too small to estimate both parameters, mean and variance, reliably for each gene. Several empitical studies and evaluations of performance of DE analysis methods can be found in [113] , [114] , [115] .
Tools for Differential Expression Analysis
Many algorithms have been introduced for the identification of DEGs from RNAseq data. Most techniques accept the read count data matrix as input. Read count is the number of reads mapped to each gene in the samples. Some methods directly accept count data as input, but others transform count data before taking it as input. The methods that directly work on count data can be classified into two 
Method Abbreviation Details Comments
Trimmed mean of M-values [106] TMM After removal of genes with the highest log expression ratios between samples and the genes with highest expression, the weighted mean of log ratios between the compared samples is used as scaling factor.
Normalized read counts are obtained by dividing raw read counts by TMM adjusted library sizes. Can be calculated with edgeR's calcNormFactor() function (method="TMM").
Relative Log Expression [4] RLE
This normalization method is based on size factors that renders counts from different samples comparable.
Implemented in edgeR and DESeq packages. Can be calculated with edgeR.
Relative log expression method implemented in DESeq [26] DESeq This method uses a scaling factor for a sample (or lane). Per gene, the ratio of read count to its geometric mean across all samples (lanes) is calculated and the median of this ratio is used. It is specifically developed to find DEGs between two conditions for RNA-seq data.
Size factor is applied to all read counts of a sample. More robust than total count normalization. Can be calculated with edgeR's calcNormFactor() function (method="RLE") also implemented by R library (estimateSizeFacors() function).
Reads per kilobase per million mapped reads [2]
RPKM It corrects for different library sizes and gene length. The number of mapped reads per gene is divided by the total number of million mapped reads (RPM) and then divided by the gene length in kilobases to yield RPKM. It assumes that the total mRNA amount was identical in the compared samples.
It introduces a bias in per-gene variance, in particular for lowly expressed genes. It is implemented in edgeR's rpkm() function. The RPKM method is popular in practice.
Fragments per kilobase million FPKM
Mainly used for applications of paired-end sequencing, where two paired-reads can map. The number of fragments (defined by two reads each) is used.
It is implemented in edgeR's fpkm() function.
Reads per million mapped reads RPM
The number of mapped reads per gene is divided by the total number of million mapped reads.
-Transcripts per million mapped reads [83] TPM For TPM normalization, the read counts are divided by the gene length (in kilobases) and then divided by a scaling factor, which is the sum of the read per kilobase values.
-Counts per million CPM Each gene count is divided by the corresponding library size (in millions).
-Hypothesis Testing based Normalization [107] HTN It is based on hypothesis testing. It incorporates knowledge about housekeeping genes during normalization. It reduces type I error.
It performs better than state-of-the-art normalization methods.
RAIDA [108] -It uses ratios between counts of genes in each sample for normalization
Avoids problems due to highly abundant transcripts.
RUV [109] RUV-seq It removes unwanted variations (RUV) that are arose due to the different library sizes, sequencing depths and other technical effects.
It enhances DE analysis by performing more accurate normalization than state-of-the-art methods.
Notes: All of these methods can be divided into two subgroups: ones that refer to knowledge from library (TMM, DESeq, CPM, G, HTN, RLE, and MRN) or distribution adjustment of read counts (TC, UQ, Med, Q, RPKM, FPKM, RPM, TPM, RAIDA, and RUV-seq).UQ, CPM, RPKM, FPKM, and TPM can be equally applied to scRNA-seq 3 . TC, ME, UQ, Q, MRN, RPM, and G are presented in the Supplementary file ( It is a well-documented and widely used tool that can be run on Windows and Mac OS X, and is implemented in R. This tool can also be used in DE analysis of scRNA-seq reads. 3 c) edgeR: It also takes a classical hypothesis testing approach. Like DESeq, edgeR uses information sharing across all genes. It computes the dispersion parameter using a weighted likelihood approach [118] . After estimation of the mean and the dispersion parameter for each gene, edgeR performs twogroup comparisons or uses a Generalized Linear Model (GLM). This tool is also used in DE analysis of scRNA-seq reads. 3 It is a well-documented and widely used tool, implemented in R. d) DESeq 2: A new version of the DESeq package, named DESeq2 (v1.6.3), detects more DEGs, but also produces more false positives [119] . It sets the results to NA for the following cases: 1) all samples have zero counts in a row, 2) if a row contains an outlier, and 3) a row is automatically filtered for having a low mean normalized count. It is a well-documented and widely used tool, implemented in R. e) Cuffdiff 2: It is a part of the Cufflink package developed to identify DEGs and transcripts. This package estimates differential expressions at transcript as well as at gene levels. A new version of Cuffdiff2, named Cuffdiff 2.1 (v.2.1.1) released recently, detects more DEGs, although it also increases the number of false positives [119] . This command-line tool is implemented in C++. This widely used tool with good documentation can run on Linux and Mac OS X. f) DEApp: It is the only web-based package for DE analysis of count data to the best knowledge of the authors. This application offers model selection, parameter tuning, cross validation and visualization of results in a user-friendly interface. For cross validation it has three DE analysis methods, Limma+Voom, edgeR and DESeq2. It uses a filtering strategy to eliminate genes with very low count values. This easy to use tool can be run on any operating system. It was implemented in R with Shiny. g) DSS: It uses empirical Bayes shrinkage estimate of the dispersion parameters to control count data distribution. It uses the Wald statistic, and to handle different sequence depths, it uses two-group comparison that provides dispersion shrinkage for multiple factors. It fits GLMs using edgeR. In this package, underestimation of FDR in the top-ranked genes gives an over-optimistic certainty in the reported DEGs. This is a welldocumented and maintained tool, implemented in R. h) ImpulseDE: It detects DEGs in time-course experiments. This tool accepts two kinds of datasets: a single time course dataset to detect differential behavior over time (to identify DEGs across time points), or a dataset containing multiple conditions as well as a time-course dataset (to identify DEGs between conditions). To increase efficiency, this tool allows multiple cores to fit the model to the genes. It returns q-values for DEGs as well as impulse model parameters, and fitted values for each gene. This recent tool, implemented in R, can run on any operating system. It works on time course RNA-seq data and scRNA-seq data. i) SARTools: It uses DESeq2 or edgeR, discussed earlier.
SARTools requires two types of input files: count data files containing raw counts and a target file that describes experimental design [120] . The analysis process includes three steps: normalization, dispersion estimation and test for differential expression. This well-documented web-based recent tool is implemented in R.
Power Analysis of RNA-seq
Power analysis estimates the likelihood of successfully finding statistical significance in a dataset [8] . It is very important to know the number of samples required before conducting DE analysis to achieve desirable power. Due to the complexity of the negative binomial model, it is difficult to estimate power and satisfactory sample size for RNA-seq analysis [127] . In addition, normalization factor, multiple hypothesis testing, and p-value estimation create problems in power estimation and satisfactory sample size estimation.
Ching et al. [128] conduct an empirical study by evaluating the performance as power of five DE analysis methods and they observe some interesting patterns, (1) Up to a certain number of samples, the power increment is proportional to the number of samples. (2) Higher power can be achieved by increasing the sequencing depth. However, beyond 5-20 million reads, the power increase is minimal depending on the dataset. (3) Generally, high fold change and high expression values show more power than low fold changes and low expression values. Dispersion shows a great impact on power analysis. Lower the dispersion in the dataset, more easy it is to achieve higher power [128] . Yu et al. [129] provide a framework to calculate the power of RNA-seq analysis. Their method is able to control false positives at a nominal level. Some of the available tools for power estimation are reported in Table 9 . More details on power analysis can be found in [130] .
FUNCTIONAL PROFILING WITH RNA-SEQ
Differentially expressed biological pathways or molecular functions provide more explanatory results than a long list of seemingly unrelated genes. Molecular function or pathway characterization is performed in transcriptome studies, and DEGs are generally involved in molecular functions or pathways. So, it is important in a transcriptomic study to characterize molecular functions or pathways in which DEGs are involved. Two widely used approaches for functional characterization are (a) gene set enrichment analysis (GSEA) and (b) comparing DEGs against the rest of the genome. To study functional enrichment between two groups, GSEA is widely used because of its effectiveness [135] . These approaches were initially developed for microarray technology, but later these have been adapted to RNA-seq. Many tools have also been developed for RNA-seq data for functional profiling. GOseq [136] can estimate the effect of bias, and can adapt accordingly in functional profiling. Gene Set Variation Analysis (GSVA) [137] or SeqGSEA [138] can perform enrichment analyses similar to GSEA, using prior knowledge such as splicing information. SeqGSEA detects more biologically meaningful gene sets without bias toward longer or more highly expressed genes [138] . GAGE is another method for pathway analysis. It is applicable to both microarray and RNA-seq data. GSAASeqSP [139] is a powerful platform for investigating differential molecular activities within biological pathways. SeqGSA [140] is a promising tool for testing significant gene pathways within RNA-seq data that can take into account inherent gene length effects. Functional annotation is required to study transcriptome functionality. Resources containing functional annotation data include Gene Ontology, Bioconductor [141] , PANTHER [142] , g:Profiler [143] , clusterProfiler [144] , Enrichr [145] , Top-pGene [146] , WebGIVI [147] , GOEAST [148] , GOrilla [149] , and DAVID [150] . PANTHER uses a comprehensive protein library with human curated pathways and evolutionary ontology for functional enrichment. g:Profiler is a web-based tool that performs enrichment analysis for gene ontologies, KEGG pathways and protein-protein interaction. clusterProfiler automates the process of biological term classification and enrichment analysis of gene clusters. Enrichr is a tool for performing gene overrepresentation analysis using a comprehensive set of functional annotations. ToppGene is used for DEG prioritization or functional enrichment using either functional annotations or by identifying and prioritizing genes responsible for diseases. WebGIVI is an interactive web-based visualization and enrichment tool to explore gene: iTerm pairs. GOEAST is a GO enrichment analysis tool, whereas GOrilla is a tool for visualization of enriched GO terms. DAVID uses knowledge from annotation databases such as GO [151] , KEGG pathways [152] , BioCarta [153] and SwissProt [154] for functional clustering.
Unannotated gene probes are excluded in functional clustering. Transcripts discovered during de novo transcript assembly lack functional information, and so, annotation is very important for functional profiling of such analysis results. External knowledge such as information from protein databases such as SwissProt [154] , Pfam [155] and InterPro [156] can be used for functional annotation of protein-coding transcripts. Gene Ontology (GO) is a controlled vocabullary of terms for describing gene characteristics and gene products. GO enables exchange of functional information across orthologs. Blast2GO [157] is another tool which allows annotation of DEGs using databases and controlled vocabularies.
Applications of scRNA-seq and Reconstruction of Transcriptional Network
There are numerous applications of scRNA-seq. Some of them are as follows [44] . (1) Cellular state and cell type identification, where clustering of cells is performed based on count data to find hidden tissue heterogeneity, (2) Once cell type is identified, DE can be used to find out DEGs across different cell types, (3) Highly variable gene identification without knowing the cells types a priori across a population of cell using statistical approaches based on biological variability, (4) Co-regulated network and gene regulatory network (GRN) identification, (5) Characterization of diversity in transcription among individual cells. RNA-seq measures average expression values of genes like microarrays do, but, from all cells. RNA-seq data have also applications in Network Inference (NI). NI is a reverse engineering process which aims to infer GRN structures and parameters using high-throughput data. In NI, additional data can be integrated based on prior knowledge, such as predicted or known relationships or knowledge sources [158] . Gene Regulatory Network predicts relationships among genes with the help of gene expression data [159] . In a GRN, nodes represent objects of interest and edges represent relationships such as activation or repression between them. These relationships between a pair of genes can happen through binding of Transcription Factors (TF) or via signaling cascades or pathways [159] . A GRN helps in extracting regulatory information from expression patterns. Generally, genes with similar expression patterns are regulated by same TF. So, the reason for creating a GRN is to infer (a) TF activation or repression events, (b) target genes for TFs and (c) extraction of the master regulators [160] . Two widely used tools to construct regulatory networks include ARACNE [161] and GENIE3 [162] . Details of a comparative study of GRNs construction tools can be found in [163] . Some biological insights that are not obtainable from RNA-seq based GRN can be obtained in scRNA-seq based GRNs such as a set of genes activated independently by two transcription factors and one of them is expressed in one cell and another is expressed in a second cell would never been discovered as co-expressed [44] using RNA-seq.
We mentioned earlier that RNA-seq measures average expression values of genes from all cells. These cells may be of diverse types. So, studying heterogeneity in terms of GRNs is difficult. scRNA-seq can provide gene expression data for individual cells, which enable the study of heterogeneity in GRNs and provide insights as to the stochastic nature of gene expression and regulatory mechanisms. In scRNA-seq data, temporal information is not present. So, only static features of the underlying cellular mechanism can be captured. But, building a GRN from scRNA-seq requires cell ordering to infer relationships between targets and regulators. Recently, for scRNA-seq data, Oncone et al. [3] used a cell-time ordering algorithm to generate pseudo time series observations to reverse engineer the gene expression data. The authors of [164] use diffusion map and state transition graphs to reconstruct transcriptional regulatory networks. SCENIC [165] is a package for simultaneous reconstruction of GRNs and identification of stable cell states, using single-cell RNA-seq data. Please refer to [160] for more details on GRN inference from scRNA-seq data along with required tools.
GENE FUSION DETECTION
In gene fusion, two distinct genes are fused into a single gene as a result of chromosomal rearrangement such as translocation, deletion, or chromosomal inversion [166] . These chromosomal rearrangements can be detected by PE information, fragment lengths and orientations of NGS [167] . RNA-seq has become a useful tool for detection of disease associated gene fusion, and now it is considered the technology for gene fusion discovery [168] . Fusion transcripts are formed by two events called gene fusion or trans-splicing [169] . These events usually come from different chromosomal rearrangements.
Liu et al. [169] summarize 23 state-of-the-art tools for fusion detection. Out of these 23 tools, they performed an experimental study using 15. They reported that no single method always performed the best. They recommended combining the results of the three best performing tools, i.e., SOAPfuse [170] , FusionCatche [171] and JAFFA [172] to rank the fusion transcript candidates with high confidence. They characterized fusion detection tools based on alignment methods, criteria for detection of gene fusion, filtering criteria and output information [169] . Some tools take the help of other alignment tools during read alignment whereas some others have in-built alignment algorithms. Filtering criteria such as minimal threshold of spanning and split reads, minimum anchor length to be set properly to get the best performance. The most recent method GFusion [173] has been found to be most effective method for fusion discovery in RNA-seq data.
RNA-SEQ DATA VISUALIZATION
Data visualization is an important component of genomic data analysis. A Next Generation Sequencing (NGS) method generates a large amount of diverse types of RNA-seq data. To gain insight and find biological meaning in data through human judgment, data visualization is needed. Visualization of RNA-seq data can be performed at RNA-seq read level, read alignment level, trascriptome level and read count level (normalized or unnormalized). Tools available for genomic data visualization can be divided into major types: web-based (WB) applications running on dedicated web servers and stand-alone (SA) tools running on platforms like Windows, Mac and Linux. Web-based genome browsers support a variety of annotations without the necessity of installation. A comparison among RNA-seq data visualization tools is given in Table 10 .
Some RNA-seq data analysis tools have built-in visualization ability, for example, DESeq2 and DEApp. Other tools use external packages to visualize results. For example, Sashimi plots can be used for visualization of CuffDiff results. TRAPR [186] has the ability to perform quality checking, normalization, statistical analysis and visualization of RNA-seq data. Read alignment quality control tools RSeQC and QoRTs have the ability to visualize the output. The NVT package can be used to visualize RNA-seq data to choose the best normalization method. The DE analysis tool MultiRank-Seq is also able to visualize DE analysis results. WebGIVI is an interactive web-based visualization and enrichment tool to explore gene:iTerm pairs.
GUIDELINES FOR THE PRACTITIONER
Based on our extensive review of tools and relevant literature, the following are some informal guidelines and recommendations for RNA-seq data analysis.
a) It necessary to perform read quality checking very aggressively to improve overall quality of the data without incurring sequence-specific bias. So, it is recommended that the reads of quality below 30 percent be discarded for effective downstream biological analysis [5] . b) We have mentioned numerous tools throughout the paper for RNA-seq data analysis. Most are able to work on specific and limited formats of data. So, it is necessary to have a data format converter. NGS-FC [187] is one such converter of sequence data from one format to another. It supports conversion among 14 different data formats.
c) It is established that the number of replicates has greater impact on DE analysis than sequencing depth for highly expressed genes [188] . For lowly expressed genes, both of these have almost similar impact. So, it is good a idea to consider lower sequencing depths, but more biological replicates to increase power of differential expression of RNAseq under budgetary constraints [189] . d) Use of the STAR tool for splice aware alignment is recommended because it is a ultra fast and and highly sensitive aligner [190] . e) Success of any data analysis technique depends on the quality of the data provided to it. So, preprocessing steps like removal of outlier genes, removal of genes with very low read counts, and detection and filtration of low quality cells in case of scRNA-seq, and selection of appropriate normalization and batch effect removal techniques should be done very carefully. f) One of DESeq, TPM and RUV-seq can be used for RNA-seq data normalization as default because they are robust in the presence of varying library sizes and varying sequencing depths. g) Sample size is an important factor to consider in analyzing RNA-seq data, given budgetary constraints. RNAseqPS [131] and RNAseqPower [132] are tools that can be used to find best trade-offs between sequence depth and sample size for a specific dataset. h) Generally, the power of DE methods depends on the number of samples considered in each group. Large sample size improves measurements in spite of experimental variations, increase precision on averaging the gene expressions and detection of outlier genes. It is recommended to have at least 3 samples per group to perform DE analysis [190] . i) Fischer et al. [115] reported that ImpulseDE2 [191] is the best DE analysis method for time course RNAseq data analysis because of its high statistical testing power. j) Consensus among multiple DE tools guarantees finding a more accurate set of DEGs [113] . k) For a set of DEGs identified for a disease, a multiobjective approach considering topological characteristics, pathway sharing and roles as regulator may be suitable for identification of strong association among the causal genes with potential non-causal genes across progression states. l) For most steps of RNA-seq data analysis, there are no gold standard tools. So, for validation and finding accurate sets of DEGs, DE analysis over multiple datasets generated by different combinations of standard tools used in different steps, through appropriate consensus building is a promising approach.
ISSUES AND CHALLENGES
Based on our both theoretical and experimental study, we observe that in the past decade, a large number of methods and tools have been developed to support effective RNAseq data analysis. However, there are some important issues and research challenges that still need attention. In this section, we highlight some such issues and challenges. a) We explored the NVT tool [94] which has the ability to select best normalization method from a set of 11 methods for a datsaset. Our experimental study reveals that these normalization techniques are dataset dependent. The presence of a few highly expressed genes repress the counts for all other genes, leading to the possibility that a lot of genes are falsely called differentially expressed [114] . An appropriate normalization technique can help improve effectiveness of DE analysis. So, there is a need for the development of effective statistical and computational methods for RNA-seq data normalization which is dataset independent and can handle the misleading of DE analysis mentioned above by a few highly DEGs. b) RNA-seq experiments sometime generate very small sample sizes, creating problems for further analysis. Our experiments sow that with increase in the size of samples, the power of detection of DEGs of a method also increases. It is also our observation that more than 80 percent of RNA-seq count data available in public repositories like recount2 and ARCHS4 [85] have very few samples. So, developing a DE method which can work well even in the presence of smaller sample size, is another task that requires attention. c) There are almost 40 structural and 7 semantic proximity measures to support unsupervised analysis of gene expression data. Our experiments reveal that none of the measures is able to capture both structural and semantic similarity between a pair of genes at the same time. So, there is a need for developing a proximity measure that can capture both structural and semantic similarity between two genes simultaneously. d) There is no strategy available to identify which DE analysis method is optimal. In other words, a proper analysis approach that can judge a DE analysis method in terms of reproducibility, accuracy and robustness is unavailable [192] . e) Transformation of count data into continuous variables without considering distribution of count data creates inconsistencies [193] . There are a few transformation techniques available [194] and they transform data by considering mean, variance and covariates of data without considering finer distribution patterns of count data. So, there is need for a proper transformation algorithm, which considers count data distribution at a more detailed level than mean and variance. f) The absence of a sufficient number of positive and negative controls for gene fusion creates a major problem when evaluating an algorithm for discovering gene fusion [195] . This can be considered another important research issue. g) Handling of multi-mapping reads, i.e., the presence of homologous and repetitive reads between genes creates ambiguity and decreases the efficiency and reliability in alignment and also creates challenges in gene fusion discovery [173] . It also creates problems in accurate transcript abundance estimation [91] . h) Limited sensitivity of scRNA-seq is still an issue.
Distinguishing technical noise and biological variability for lowly expressed transcripts is still challenging [196] . i) Zero inflation, technical noise, batch effects and dropout events are inherent problem in scRNA-seq. Accurate handling of these problems using proper imputation, normalization and batch effect removal improves DE analysis of scRNA-seq and accuracy in cell heterogeneity study [197] . But, their is no strategy available to deal with all the problems accurately together in single framework without compromising result quality. j) Proprcessing steps like alignment and counting are carried out individually in case of scRNA-seq. However, with the growing number of cells considered in scRNA-seq and with a requirement for cell-to-cell comparison, the analysis task becomes computationally intensive and it necessitates high computational resources having appropriate support of parallelisation. k) Developing an effective integrated DE analysis method that enables handling of bulk RNA-seq as well as scRNA-seq data for non-homogeneous tumor cell towards identification of interesting biomarkers needs to be explored.
CONCLUSIONS
In this paper, we presented an overview of the steps in RNA-seq data analysis. We also presented a taxonomy of tools that we discussed at length later in the paper. We performed descriptive comparisons of the tools commonly used in each step of RNA-seq data analysis and presented them in several tables throughout the paper. We also mentioned tools used in both RNA-seq and scRNA-seq data analysis. Our discussion emphasizes workflow from RNAseq reads to results of DE analysis. We also presented approaches to normalization of count data and performance evaluation of DE analysis techniques. We discussed different quality control tools that can be used in each step to ensure quality RNA-seq data analysis. In addition, we provided a discussion of multiple RNA-seq data visualization tools that help understand RNA-seq data intuitively. Functional profiling for results of DE analysis is necessary to gain biological insight. We presented some recommendations, guidelines for the practicing RNA-seq data analyst. Finally, we outlined several research issues and challenges for future researchers and practitioners.
Hussain Ahmed Chowdhury received the BE degree in computer science & engineering from Jorhat Engineering College, in 2013 and the MTech degree in information technology from Tezpur University, in 2016. Currently, he is working toward the PhD degree in computer science at Tezpur University. His current research interests include machine learning and computational biology.
Dhruba Kumar Bhattacharyya received the PhD degree in computer science from Tezpur University, in 1999. He is a professor of computer science & engineering with Tezpur University. His research areas include data mining, network security, and content-based image retrieval. He has published more than 250 research papers in the leading international journals and conference proceedings. In addition, he has written/edited many books. He is a program committee/advisory body member of several international conferences/workshops. Jugal Kumar Kalita received the PhD degree from the University of Pennsylvania, in 1990.
He is a professor of computer science with the University of Colorado at Colorado Springs. His research interests include natural language processing, artificial intelligence, and bioinformatics. He has published more than 200 papers in international journals and referred conferences.
