Introduction
The systematic study of artificial cellular systems, like cellular automata, neural networks or processor arrays, has gained momentum during the past few years in Artificial Life studies. The goal is to understand the emergent behaviours observed in natural cellular systems [1] . One such behaviour is the ability to tolerate faults. For example, the human body is one of the most complex systems ever known; failures are not rare, but the overall function is highly reliable because of self-diagnosis and self-healing mechanisms that work ceaselessly throughout the body. To borrow the main principles sustaining these mechanisms and applying them to the design of electronic systems could result in a new approach for the design of fault-tolerant systems [2] .
Incorporating fault tolerance to cellular arrays implies the mapping of a logical array onto a physical non-faulty array; i.e. every logical cell must have a correspondent physical cell. When faults arise, a mechanism must be provided for reconfiguring the physical array such that the remaining non-faulty cells can still represent the logical array. All reconfiguring mechanisms are based on one of two types of redundancy: Time redundancy or hardware redundancy [3] .
Most hardware redundancy reconfiguration techniques rely on complex algorithms to re-assign physical resources to the elements of the logical array. In most cases these algorithms are executed by a central processor, which also performs diagnosis functions and co-ordinates the reconfiguration of the physical array [4] . This approach has demonstrated to be effective, but its centralised nature makes it prone to collapse if the processor in charge of the fault tolerance functions fails.
An alternative approach is to distribute the diagnosis and reconfiguration mechanisms among all the cells in the array; in this way no central agent is necessary and the time response of the system improves. This mechanism resembles that found in natural cellular systems.
Embryonics
Embryonics introduces a new family of fault-tolerant field programmable gate arrays (FPGAs) inspired by nature. Its main ideas come from the mechanisms sustaining the embryonic development of multicellular organisms in nature. Embryonic arrays have also been studied as a technique for improving the fault tolerance properties of cellular architectures [5, 6] .
When biological multicellular organisms reproduce, the new individual is formed out of a single cell (the fertilised egg). During the weeks that follow the time of conception, the egg divides itself by a mechanism called mitosis. The result of mitosis is two cells with identical genetic material (DNA). The new cells continuously repeat mitosis, passing to every offspring a copy of the DNA that corresponds to the individual under development. During this reproductive process cells differentiate to shape the different tissues, organs and limbs that characterise a complete healthy individual of a particular species. Differentiation takes place according to "instructions" stored in the DNA (the genome); different parts of the DNA are interpreted depending on the position of the cell within the embryo. Before differentiation cells are (theoretically) able to take over any function within the body because each one possess a complete copy of the DNA. Correspondingly, every cell in an embryonic array stores not only its own configuration register, but also those of its neighbours. When differentiation takes place, every cell selects a configuration register according to its position within the array. Position is determined by a set of co-ordinates that are calculated from the co-ordinates of the nearest neighbours. Every embryonic cell performs self-checking continuously. In case of failure, a distributed reconfiguration mechanism takes place [7, 8] .
This paper presents mathematical models to assess up to what extent the embryonics architecture improves the reliability of cellular systems. 
The k-out-of-m Reliability Model
In many situations, a system functions properly if any k out of m units function properly. If each of the units is identical and the probability of success of every unit is p, then the probability of exactly k units working correctly out of m is given by the binomial distribution [9] ,
For the general case, the system remains functional as long as k, k+1… m-1 or m units function correctly. Therefore, the probability of system success is obtained by adding up the probability of all possible successful configurations,
Equation (2) holds for any k-out-of-m system with independent units.
In electronic systems, p is generally assumed to be an exponential failure distribution of the form,
Where λ is a constant known as the failure rate. Substituting (3) in (2) yields the system reliability for a k-out-of-m configuration, Figure 1 shows the graphic representation of (4) for m=100, λ=0.2 and different values of k. Figure 2 shows the reliability distributions for different failure rates (λ). Figure 2 shows the high reliability associated to small values of λ, nevertheless decreasing the value of λ requires an improvement in the quality of the system's components and, in the majority of cases, the cost associated with this is too high.
Analysis of Reconfiguration Strategies
In order to achieve distributed diagnosis and fast reconfiguration in embryonic arrays, every cell must perform both tasks. But cells should also be simple in order to maintain the value of λ as low as possible. Therefore a balance between versatility and simplicity must be found. Complex cells would be able to perform more and better diagnosis tasks at the expense of high failure rates. On the other hand, simple cells would have long mean time to failure (MTTF) but their diagnosis and processing capabilities had to be necessarily restricted.
In the following analysis an array of size nxm will require at least a sub-array of size rxk working correctly in order to be considered in perfect working order. Figure 3 illustrates these assumptions.
In figure 3 active cells are the minimum amount of cells needed to perform certain function. Spare cells are powered-up, but do not contribute to the normal operation of the array, they only become active when substituting faulty cells. Under this mode of operation the reliability of a spare cell is the same as that of any active cell and, therefore, a failing spare cell can also trigger the reconfiguration mechanisms described in the following sections. A model that assumes the power-up of spare cells just before they become active implies a different set of problems and will not be considered in this paper.
Reliability model for the row-elimination strategy
In row elimination, the failing of one cell provokes the elimination of the corresponding row, and cells are logically shifted upwards so that a spare row takes over the function of the failing one. Figure 4 shows an example of row elimination in an array with one spare row.
For the purpose of reliability analysis, cells in a row are connected in series. Therefore, the reliability for a row R rr (t), would be given by the multiplication of the reliability distributions for all the cells in the corresponding row, Expression (5) demonstrates that a system made out of m identical elements connected in series is equivalent to a single element whose reliability is determined by the failure rate mλ.
Once the reliability of every row has been determined, the array can be considered an r-out-of-n system with r being the number of active rows needed for a particular application, and n being the total number of rows in the array. Therefore, the reliability of the whole array R tr (t), would be given by (2), Even though this strategy eliminates many good cells when a fault occurs, the algorithm to carry it out is very simple and therefore, fast and easy to implement in hardware. Simpler hardware implies lower failure rates.
Reliability model for the cell-elimination strategy
In cell-elimination, spare cells replace faulty cells in two stages. First, spares located in the same row replace faulty cells. When the number of faulty cells in a row surpasses the number of spare cells, then the whole row is eliminated and cells are logically shifted upwards so that a spare row takes over the function of the failing one. Figure 5 shows an example of cell elimination in an array with one spare cell per row and one spare row.
Each row of the arrays is itself a k-out-of-m system. The reliability of every cell is given by (3), therefore the reliability for each row R rc (t), would be given by (4) . Similarly to (6) , the reliability of the whole array R tc (t), would be obtained by substituting (4) 
This strategy provides a very efficient use of spare cells, but the complexity of cells increases (with the corresponding increment in λ), due to the extra logic needed to re-route data after reconfiguration.
Analysis of reliability models
In order to make a comparison of the reconfiguration strategies presented, the graphs for their reliability expressions are presented next, first for row-elimination and next for cell-elimination Figure 6 shows system reliability of an embryonic array of size 100x25 (2500 cells), using the row-elimination strategy for different values of λ. It is assumed that the functional array, i.e. the array performing the required function if of size 75x25.
Bearing in mind that the MTTF is defined as the area under the reliability distribution curve, these graphs allow a straight comparison of the MTTF for different configurations in the same system. By these means, figure 6 reveals that the MTTF of the system is very short even for small values of λ. This is due to the low reliability of the rows where 25 cells are connected in series. Figure 7 shows the reliability of the same array for different number of active rows out of 100. The reliability of a 25-cells single row is also shown to allow a direct comparison against system reliability. By visual inspection of figure 7 it can be concluded that the reliability of the system is noticeable improved by the use of spare cells, and that long MTTF can only be achieved by using a large number of them. Figures 8 and 9 show the reliability for a modify version of the array used before as example. 25 spare cells are introduced to each row so that the cell-elimination strategy can be carried out. The size of the new array is 100x50 (5000 cells), i.e. twice the size of the one used in the previous example.
The first thing to observe about the graphs in figures 8 and 9 is the change of time scale with respect to figures 6 and 7. This means that the MTTF of the system has been greatly improved. This increase in value is exclusively due to the improvement in the reliability of the rows. The same failure rate has been assumed to calculate the reliability in the examples above. Nevertheless, in a real implementation, the cells on both arrays might not be equivalent in complexity. The extra logic needed to perform cell-elimination will have a negative impact on the value of λ.
Conclusions and future work
Embryonic arrays were conceived as a bio-inspired architecture for field-programmable gate arrays (FPGAs). It is expected that complete arrays, like those used in the examples presented, would be integrated in a single chip, therefore, the number of cells and columns, as well as the reconfiguration strategy will be fixed.
Using embryonic arrays implies the mapping of a particular application onto the cells of the array, i.e. assigning a physical cell to every logic one. The algorithm used to assign cells will have to be different depending on the reconfiguration strategy implemented. For row-elimination, the algorithm must minimise the number of unused cells per row so that the number of spare rows can be maximised, whereas for cell-elimination the maximum number of spare cells per row should be sought after.
The distributed automatic reconfigurability characteristic of embryonic arrays offers considerable advantages over more conventional reconfiguration strategies where, in most cases, a centralised agent, e.g. operating system or central processor, must solve the routing of information problem. For reliability analysis purposes, the effects that this central router imposes to the system must be taken into account.
The reliability models presented in this paper can be adapted to cellular systems other than embryonics. Further research must carried out in order to determine to what extent the models proposed hold for any fault-tolerant cellular system with spares.
Our research will continue extending the present model towards the analysis of embryonic arrays with hundreds of thousands or even millions of cells. Large hardware cellular systems will be ideal platforms to investigate in real time the emergent behaviours characteristic of evolutionary systems.
