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Abstract
For a massless Dirac equation in flat spacetime with scalar long-range potential, we define the
Dollard-modified wave operators and prove their existence and asymptotic completeness by means
of fully time-dependent methods as used by Derezin´ski and Gérard [Scattering Theory of Classical
and Quantum N -Particle Systems, Springer-Verlag, Berlin/New York, 1997]. We also establish some
intermediate results that are new and interesting for their own sake: several weak propagation esti-
mates in different cones of the spacetime and the construction of the asymptotic velocity operators
P±. The spectra of P± can be interpreted as the physically admissible values of the speed and direc-
tion of propagation of the fields when t → ±∞. We prove that σ(P±) = S2 or S2 ∪ {0}, where the
states of zero asymptotic velocity correspond (when they exist) to the bound states of the massless
Dirac Hamiltonian.
 2005 Elsevier SAS. All rights reserved.
Résumé
Dans cet article, nous définissons des opérateurs d’ondes modifiés à la Dollard pour une équation
de Dirac sans masse en espace–temps plat avec potentiel à longue portée. Nous utilisons les méthodes
dépendant du temps développées par Derezin´ski et Gérard dans [Scattering Theory of Classical and
Quantum N -Particle Systems, Springer-Verlag, Berlin/New York, 1997] pour montrer l’existence
et la complétude asymptotique de ces opérateurs. Par ailleurs, nous établissons quelques résultats
intermédiaires nouveaux et intéressants en eux-mêmes : des estimations de propagation dans divers
cônes de l’espace–temps et la construction des opérateurs de vitesse asymptotique P±. Les spectres
de P± peuvent être interprétés comme les valeurs physiquement admissibles de la vitesse et de la
E-mail address: daude@math.u-bordeaux1.fr (T. Daudé).0021-7824/$ – see front matter  2005 Elsevier SAS. All rights reserved.
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616 T. Daudé / J. Math. Pures Appl. 84 (2005) 615–665direction de propagation des champs lorsque t → ±∞. Nous montrons que σ(P±) = S2, ou bien
S2 ∪ {0}, où les états ayant pour vitesse asymptotique zéro correspondent (lorsqu’ils existent) aux
“états bornés” associés à l’équation.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction
Since the last twenty years, the scattering theory for massive Dirac Hamiltonians with
long-range potentials has been precisely studied in [2,3,6,7,14]. However, all the meth-
ods used in these papers fail when we want to extend them to the case of massless Dirac
Hamiltonians. In this work, we use the same fully time-dependent approach, developed in
[3], to establish a complete scattering theory for such Hamiltonians with scalar long-range
potentials. This can be understood as the study of the asymptotic behaviour of massless
charged Dirac fields. Let us point out that such situations also appear when we consider,
for instance, the propagation of massive Dirac fields in certain curved spacetimes such as
extreme Reissner–Nordström black holes. In this case, the particular geometry near the
event horizon tends to make the effect of the mass disappear and leads (locally) to a situa-
tion of the above type.
The analytical difficulties involved by the absence of mass are twofold. First, massless
Dirac Hamiltonians have no gap in their spectrum and thus, are not invertible. Conse-
quently, the methods used in [3,6] and [14] do not work directly. The second (related)
difficulty is due to the singularity at 0 of the scalar symbol locally associated to massless
Dirac Hamiltonians. This forces us to be particularly cautious when we consider what hap-
pens for the low energies. Precisely, we shall need to systematically cut-off low energies in
the course of the computations. It also prevents us from using the same pseudodifferential
techniques as in [7].
The time-dependent methods developed by Sigal and Soffer [16] and Derezin´ski and
Gérard [4] for Schrödinger operators are well adapted to relativistic equations as showed
in [3]. The foundation of these time-dependent methods is the analysis of the asymptotic
behaviour of physically relevant observables such as position and velocity. They are based
on weak propagation estimates (see [16]). The basic tools to obtain such estimates are
commutator methods and Mourre’s theory [13]. We call them “weak” since these esti-
mates only guarantee that the energy contained in certain cones of the spacetime tends to
0 when t → ∞ but they provide no information on the decay rate. Nevertheless, they give
a natural and visual interpretation of the scattering results we require and they suffice to
construct Dollard-modified wave operators. Let us emphasize the role played by the mini-
mal velocity estimate whose meaning is that the fields must escape at late times from any
fixed compact region with a small but strictly positive velocity: a weak form of the Huy-
gens principle. This will enable us to use standard Cook’s method in the construction of
the wave operators.
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operators P± and to study their spectra. There are several reasons which motivate these
constructions. First, the spectra of P± give the admissible values of the speed as well as
the direction of propagation of fields: an information of physical significance. Besides, it
allows us to classify physical states according to their asymptotic behaviours, which can
be viewed as a weak version of scattering. For instance, the states with zero asymptotic
velocity correspond to the bound states of our Dirac Hamiltonian whereas the states with
non-zero asymptotic velocity correspond to the scattering states (i.e., the states whose
energy does not remain trapped in a compact region of the spacetime). Such a classifica-
tion allows to considerably simplify the structure of the proof of existence and asymptotic
completeness of wave operators. Eventually, they can serve to choose, among many possi-
bilities, a particular Dollard modification such that the associated Dollard-modified wave
operators satisfy natural interwining relations between the physical observables corre-
sponding to local velocities ±V and asymptotic velocities P±.
Let us briefly describe the contents of this paper. We first present some properties of
massless Dirac Hamiltonians with scalar long-range potential. In defining the observables
of the theory such as position and velocity, it turns out that there is some freedom in the
choice of these observables. This is due to the so-called Zitterbewegung phenomenon.
A precise description of Zitterbewegung as well as the definitions of the “good” observ-
ables of the theory (the Newton–Wigner operator xnw for the position and the classical ve-
locity operator V for the velocity) are the objects of Section 2. In Section 3, we present the
basics of Mourre’s theory in an abstract setting. We introduce here a new locally conjugate
operator, inspired by [3] and [12], which proves useful for obtaining the minimal velocity
estimate in an optimal form. Section 4 is devoted to the proof of the weak propagation esti-
mates. In particular, we show how the minimal velocity estimate is related to the existence
of a locally conjugate operator. In Section 5, we construct the asymptotic velocity opera-
tors P± and obtain a precise characterization of their spectra. Eventually, we apply all the
previous results to the proof of existence and asymptotic completeness of Dollard-modified
wave operators in Section 6. In Appendix A, we recall basic results on the Helffer–
Sjöstrand formula, useful to manipulate functions of selfadjoint operators. Appendix B
contains two abstract propositions on the commutator methods used throughout this paper.
2. Dirac’s equation
2.1. Analytic framework
Let us consider a massless Dirac operator H = H0 + V acting on the Hilbert space of
physical statesH= L2(R3;C4). Here, H0 = Γ.p, with p = −i∇ , denotes the free massless
Dirac operator and Γ = (Γ 1,Γ 2,Γ 3) are the Dirac matrices. Together with the matrix Γ 0
defined below, the Γ ’s satisfy the anticommutation relations Γ iΓ j +Γ jΓ i = 2δij for any
i, j = 0,1,2,3. We shall use the following representation for the Dirac matrices. Set:
Γ 0 =
(
σ 0 0
0 −σ 0
)
, Γ k =
(
0 σk
σ k 0
)
,
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σ 0 =
(
1 0
0 1
)
, σ 1 =
(
0 1
1 0
)
, σ 2 =
(
0 −i
i 0
)
, σ 3 =
(
1 0
0 −1
)
.
The long-range potential V is assumed to be a scalar regular function with a certain decay
at infinity. Let us fix ρ > 0. We assume that
V ∈ S−ρ(R3)= {f ∈ C∞(R3): ∣∣∂αf (x)∣∣ C〈x〉−ρ−|α|, ∀α ∈ N3}.
Under this assumption, it follows by the Kato–Rellich theorem that H is a selfadjoint
operator on H and its domain D(H) is equal to [H 1(R3)]4.
Let us denote e−itH the unitary evolution associated to H . For any initial data ψ0 ∈H,
there exists a unique solution ψ(t) ∈ C0(Rt ;H) satisfying:
i∂tψ(t) = Hψ(t), ψ(0) = ψ0. (2.1)
This solution is given by ψ(t) = e−itHψ0. Since e−itH is a unitary operator on H, the
energy is conserved along the evolution, i.e., ‖ψ(t)‖ = ‖ψ0‖, for all t ∈ R.
In this paper, we are interested in studying the asymptotic behaviour of solutions of
(2.1). It is well known that it critically depends on the spectral properties of the Hamiltonian
H . A first important remark is that
σess(H) = σess(H0) = R, (2.2)
by the standard Weyl theorem. Note that, contrary to the massive case, the massless Dirac
operator has no gap in its spectrum and is not invertible. Invertibility was one of the essen-
tial features in [3] to obtain a complete scattering theory. Despite this, we shall see that the
methods used in [3] can be extended in a natural way to the massless case. The spectrum
of H will be further explored in Section 3 by means of Mourre’s theory. We turn now to a
brief overview of some important properties satisfied by massless Dirac Hamiltonians.
2.2. Domain invariance
Dirac Hamiltonians have the following interesting property: the domain D(〈x〉n), n ∈ N,
of the selfadjoint operator 〈x〉n = (1 + x2)n/2 on H is invariant under the action of the
unitary evolution {e−itH }t∈R. Furthermore, this implies that the domain D(〈x〉n), n ∈ N, is
also invariant under the action of the resolvent (H − z)−1, z /∈ σ(H). Precisely, we have
(see [17]):
Theorem 2.1. Let H be the Dirac operator defined above. Then for any n ∈ N,
e−itHD
(〈x〉n)⊂ D(〈x〉n),
and there exists a constant Cn such that∥∥〈x〉ne−itHψ∥∥Cn(1 + |t |)n∥∥〈x〉nψ∥∥.
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(H − z)−1D(〈x〉n)⊂ D(〈x〉n).
2.3. Velocity operator and Zitterbewegung
The velocity operator V (t) is usually defined as the time derivative of the position
operator denoted X(t) = eitHXe−itH . In Dirac’s theory, the notions of position operator,
and thus of velocity operator, are not uniquely defined and each choice for X leads to dif-
ferent difficulties of interpretation, see [17, Chapter 1]. However, we can be guided by the
principle of correspondence between classical and quantum mechanics to choose the more
adequate observables. In the case of massive Dirac fields, this principle leads to defining
the classical velocity operator Vm as
Vm = p
Hm0
, Hm0 = Γ.p +mΓ 0.
Although H0 is not invertible, this expression has a limit (in the strong sense) when m → 0.
Indeed, we can write Vm as
Vm = Hm0
p
λ2(p)
, λ(p) =
√
p2 +m2.
This last expression tends strongly to the classical velocity operator,
V = H0 p
p2
= (Γ.p) p
p2
,
which is obviously a well defined bounded operator on H. The observable V satisfies the
following properties:
(1) V commutes with H0,
(2) H0V = VH0 = p,
(3) V can be viewed as a vector of matrix-valued functions of the variable p and V = V(p)
belongs to the space C0b(R3p; (M4(C))3) of bounded continuous functions on R3.
Note that V(p) does not belong to the space S0(R3p; (M4(C))3) but only to the space
S0(R3p \ {0}; (M4(C))3). When viewed as a function of the variable p, the operator V is
singular at 0. This is the origin of the problems encountered in this paper. In particular,
we cannot use directly the Helffer–Sjöstrand formula or pseudodifferential calculus on the
function V(p).
Let us now make the link between the classical velocity operator V and the time
derivative of a position observable. First consider the standard position observable
x(t) = eitH0xe−itH0 for the free Dirac operator H0. This is a vector of commuting selfad-
joint operators on H. By Theorem 2.1, its natural domain contains D(x). Let us compute
its time derivative. We obtain:
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dt
= eitH0 i[H0, x]e−itH0 = eitH0Γ e−itH0 =: Γ (t).
We call Γ (t) the standard velocity operator associated to H0. If we compute its time
derivative again, we obtain:
dΓ (t)
dt
= eitH0 i[H0,Γ ]e−itH0 = 2iH0eitH0(Γ − V)e−itH0, (2.3)
where we used p = H0V . The operator Γ −V , which we denote F , anticommutes with H0,
i.e., FH0 = −H0F . Hence, we have F(t) := eitH0F e−itH0 = e2itH0F and if we integrate
(2.3) between 0 and t , we get:
Γ (t) = V + e2itH0F.
Thus, the standard velocity operator Γ (t) oscillates without damping around the classical
velocity operator V and this oscillation is called the Zitterbewegung phenomenon. For the
proof of the weak propagation estimates, we need to find a position observable X(t) which
satisfies:
d
dt
X(t) = V . (2.4)
It is clearly not the case for the standard position observable x because of the Zitterbe-
wegung. We describe now another position observable called Newton–Wigner observable
satisfying (2.4).
2.4. The Newton–Wigner observable
First, we diagonalize the free Dirac operator using the Foldy–Wouthuysen transforma-
tion. Denoting F the Fourier transform on H, we have:(FH0F−1)(k) = Γ.k, (2.5)
and for each k ∈ R3, the right-hand side of (2.5) is a Hermitian 4 × 4 matrix which has two
eigenvalues {−|k|, |k|} and both have multiplicity 2. Let us call U(k) the unitary matrix
such that U(k)(Γ.k)U(k)−1 = Γ 0|k|. It is given by:
U(k) = 1√
2
(
1 + Γ 0Γ. k|k|
)
, U∗(k) = 1√
2
(
1 − Γ 0Γ. k|k|
)
. (2.6)
We define the Foldy–Wouthuysen transformation UFW = U(p) =F−1U(k)F acting from
H to H. This transformation is clearly unitary on H and H0 conjugated by UFW can be
written as
UFWH0U
−1 = Γ 0|p|.FW
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xnw = U−1FWxUFW.
Obviously, it is a vector of commuting selfadjoint operators on H unitarily equivalent to
the standard position observable. Its domain is given by D(xnw) = U−1FWD(x). Further-
more, it is straightforward to check that the Newton–Wigner observable satisfies (2.4), or
equivalently,
i[H0, xnw] = V . (2.7)
We shall use the Newton–Wigner observable as an intermediate position operator in
Section 4 to prove the microlocal velocity estimate. Nevertheless, we prefer to state this
estimate using the standard position observable since it is easier to interpret. Thus, we have
to make the link between these two observables. Writing xnw = x +U−1FW[x,UFW], we get:
xnw = x − Γ
0
2i|p|
(
Γ − 1|p|2 (Γ.p)p
)
− 1|p|2 S ∧ p = x +Z,
where S denotes the spin angular momentum and is defined by S = − i4Γ ∧Γ . The symbol
Γ ∧ Γ denotes the three matrices ∑k,l εjklΓ kΓ l where ε is the totally antisymmetric
tensor. The spin angular momentum S is bounded, everywhere defined and selfadjoint.
Note that, the operator Z can also be viewed as a vector of matrix-valued functions of the
variable p. Like V , Z = Z(p) belongs to the space S0(R3p \{0}; (M4(C))3) and is singular
at 0.
However, we saw in [3] that the manipulation of the operators V , Xnw and Z as well as
functions of these, is crucial for the proof of the propagation estimates. To avoid problems
due to the singularity at 0, we need to cut-off the low energies. This is done as follows.
Let a function η ∈ C∞b (R3) such that ‖η‖∞  1, η(x) = 0 for |x|  ε/2 and η(x) = 1
for |x| ε. We define the cut-off operator ηp = η(p) which is bounded on H. We denote
ηc = 1 − η, suppηc ⊂ B(0, ε) and ηcp = ηc(p).
Now, we define the modified Newton–Wigner observable:
Xnw = ηpxnwηp.
Lemma 2.1. The operator Xnw is essentially selfadjoint on D(x).
Proof. We can write Xnw = xp + Zp where xp = ηpxηp and Zp = ηpZηp . First remark
that the operator Zp = Zη(p) belongs to the space S0(R3p; (M4(C))3) since the values
of p around 0 have been cut-off thanks to ηp . Therefore, Zp is bounded on H. Using
the Kato–Rellich theorem (see for example [15]), we only have to prove that the operator
xp is essentially selfadjoint on D(x). Let us check the assumptions of the Nelson lemma
(Lemma 3.2 below) with N = x2 +1. Clearly, N is a selfadjoint operator onHwith domain
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and thus D(N). Indeed, for any u ∈ D(x), we have:
xpu = η2pxu+ ηp[x,ηp]u. (2.8)
Using the Fourier transform, the commutator,
[x,ηp] = i∇η(p) ∈ B(H), (2.9)
is bounded on H since η ∈ S0(R3). It follows that D(xp) contains D(x). Assume now
that u ∈ D(N). We deduce from (2.8) that ‖xpu‖  C‖Nu‖. It remains to check that
|(u, [xp,N]u)|C(u,Nu). From (2.9), we get:
[xp,N] =
[
ηp, x
2]xηp + hc = −i(∇η(p).x + x.∇η(p))xηp + hc.
Therefore, using (2.9) again, we obtain |(u, [xp,N]u)|  C(‖xu‖2 + ‖u‖2)  C(u,Nu)
which concludes the proof of the lemma. 
We also introduce the modified classical velocity operator:
Vp = ηpVηp.
Viewed as a vector of matrix-valued functions of p, the operator Vp = Vη(p) belongs
to S0(R3p; (M4(C))3). Finally, from (2.7), we have the following relation between Xnw
and Vp .
i[H0,Xnw] = Vp. (2.10)
3. Mourre theory
3.1. Abstract theory
Mourre’s theory [13] is a powerful tool for studying the spectrum of selfadjoint op-
erators. Especially, it provides criteria for a selfadjoint operator H on H to have empty
singular continuous spectrum; a fundamental prerequisite in scattering theory.
The main idea is to introduce another selfadjoint operator A, called locally conjugate
operator for H , which increases along the evolution. This means that the Heisenberg deriv-
ative of the operator A must be essentially positive. Precisely, we look for an operator A
such that there exist a strictly positive constant ε and a compact operator K which satisfy,
1∆(H)i[H,A]1∆(H) ε12∆(H)+ 1∆(H)K1∆(H), (3.1)
on an open interval ∆ of R. In this case, we say that (H,A) satisfy a Mourre estimate on
∆. Although this last assumption is the key ingredient of Mourre’s theory, we need some
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selfadjoint operator H . We do not state here the original version proposed by Mourre but
a refined version inspired by Amrein, Boutet de Monvel-Berthier and Georgescu [1]. We
first introduce a notion of regularity between two selfadjoint operators H,A given in [1].
Definition 3.1. For a selfadjoint operator A, we say that another selfadjoint operator
H belongs to Ck(A), k ∈ N, if and only if ∃z ∈ C \ σ(H), s → eisA(H − z)−1e−isA ∈
Ck(Rs;B(H)), for the strong topology of B(H).
Then one has the following definition:
Definition 3.2. Let H,A two selfadjoint operators on H. Let ∆ ⊂ R an open interval. We
shall say that A is a locally conjugate operator for H on ∆ if it satisfies the following
assumptions:
(i) H ∈ C1(A);
(ii) i[H,A] defined as a quadratic form on D(H) ∩ D(A) extends to an element of
B(D(H),H);
(iii) [A, [A,H ]] well defined as a quadratic form on D(H) ∩ D(A) by (ii) extends to an
element of B(D(H),D(H)∗);
(iv) there exist a strictly positive constant ε and a compact operator K such that the Mourre
estimate (3.1) holds.
Let us make a few remarks about the conditions stated above. Firstly, there exist weaker
versions depending on the properties of the Hamiltonian we consider. For instance, the
assumptions (i) and (ii) could be replaced by (see [1]):
(i)′ eisAD(H) ⊂ D(H).
(ii)′ i[H,A] extends to an element of B(D(H),D(H)∗).
Actually, the conditions (i) and (ii) we propose in the definition imply the conditions (i)′
and (ii)′. Indeed we have the following result due to Gérard and Georgescu [8]:
Lemma 3.1. Let H and A two selfadjoint operators such that H ∈ C1(A) and
i[H,A] ∈ B(D(H),H), then eisAD(H) ⊂ D(H) for all s ∈ R.
The assumption H ∈ C1(A) has the advantage of being easier to prove than eisAD(H) ⊂
D(H), thanks to general criteria, see below Nelson’s lemma and an extended version due
to Gérard and Laba [9]. Moreover, assumptions (i) to (iii), together with Lemma 3.1, imply
that H ∈ C2(A), see Theorem 6.3.1 [1]. This point will be particularly useful to obtain the
minimal velocity estimates in Section 4. At last, we mention that, in the case of Hamilto-
nians having a spectral gap, the condition (iii) on the double commutator could be slightly
weakened, see Theorem 7.3.5 [1]. However, contrary to the massive case, massless Dirac
Hamiltonians have no gap in their spectrum and this refinement is not available.
We now state the main result of this section, due to Mourre [13].
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gate operator for H on an interval ∆. Then H has no singular continuous spectrum in ∆.
Moreover, the number of eigenvalues of H in ∆ is finite (counting multiplicity).
A subtle aspect of Mourre’s theory is the manipulation of commutators of unbounded
selfadjoint operators. Such commutators [H,A] are naturally defined as quadratic forms on
the intersection of the domains D(H)∩D(A) and one needs to be cautious when extending
them. We have the following equivalent properties for the class of operators C1(A) [1]:
(1) ∃z ∈ C \ σ(H), ∣∣((H − z)−1u,Au)− (Au, (H − z)−1u)∣∣ C‖u‖2,
∀u ∈ D(A)∩D(H);
(2) (i) ∃z ∈ C \ σ(H), (H − z)−1D(A) ⊂ D(A), (H − z)−1D(A) ⊂ D(A),
(ii) ∣∣(Hu,Au)− (Au,Hu)∣∣ C(‖Hu‖2 + ‖u‖2), ∀u ∈ D(H)∩D(A).
In general, the domain D(A) is not explicitly known and thus it is not easy to check the
condition (H − z)−1D(A) ⊂ D(A). To overcome this difficulty, it is useful to consider
another operator N called comparison operator whose domain is well-known and that
allows us to make the link between H and A. Precisely, we shall use the following lemmata
[9]:
Lemma 3.2 (Nelson). Let N  1 a selfadjoint operator on H. Let A a symmetric operator
on H such that D(N) ⊂ D(A). Assume that
(i) ‖Au‖ C‖Nu‖, ∀u ∈ D(N),
(ii) ∣∣(Au,Nu)− (Nu,Au)∣∣ C‖N1/2u‖2, ∀u ∈ D(N). (3.2)
Then A is essentially selfadjoint on D(N). Furthermore every core for N is also a core
for A.
Lemma 3.3 (Gérard and Laba). Let H , H0 and N three selfadjoint operators on H satis-
fying N  1, D(H) = D(H0) and (H − z)−1D(N) ⊂ D(N). Let A a symmetric operator
on D(N). Assume that H0 and A satisfy the assumptions of Lemma 3.2, and∣∣(Au,Hu)− (Hu,Au)∣∣ C(‖Hu‖2 + ‖u‖2), ∀u ∈ D(N). (3.3)
Then we have:
• D(N) is dense in D(A)∩D(H) with the norm ‖Hu‖ + ‖Au‖ + ‖u‖,
• the quadratic form i[H,A] defined on D(A)∩D(H) is the unique extension of i[H,A]
on D(N),
• H ∈ C1(A).
T. Daudé / J. Math. Pures Appl. 84 (2005) 615–665 6253.2. Locally conjugate operator
Not only the existence of a locally conjugate operator for H provides an important infor-
mation on the spectrum σ(H) but it also enables to obtain the minimal velocity estimate
in a simple way. As we shall see in Section 4, it is preferable to use a locally conjugate
operator whose domain contains D(x) to derive this estimate more directly. Moreover, the
constant ε in the Mourre estimate (3.1) is physically relevant since it gives the upper bound
of the minimal velocity with which the fields escape to infinity (see Proposition 4.1 for the
exact statement of this assertion). Intuitively, massless fields should propagate with a speed
equal to the light velocity (equal to 1 in our convention). Therefore, we expect to obtain
the value 1 for the constant ε in (3.1).
As suggested by the massive case [3], a good candidate for a locally conjugate operator
seems to be 12 (x.V + V .x). However, it is not easy to manipulate commutators involving
this operator since V is singular at 0 when viewed as a function of p. Therefore, we prefer
to consider the operator:
A = 1
2
(x.Vp + Vp.x). (3.4)
Lemma 3.4. The operator A is essentially selfadjoint on D(x).
Proof. We apply Nelson’s Lemma 3.2 with N = 〈x〉. Let u ∈ D(x). We can write Au =
Vp.xu+ 12 [x,Vp]u and we have:
[x,Vp] = i∇.Vη(p) ∈ B(H), (3.5)
since Vη ∈ S0(R3p; (M4(C))3). Hence, D(x) is contained in D(A) and ‖Au‖ C‖Nu‖. It
remains to check that |(u, [A,N ]u)| C(u,Nu). We have [A,N ] = 12 (x.[Vp, 〈x〉] + hc).
But using the Helffer–Sjöstrand formula, we have:
[Vp, 〈x〉]= −i
(2π)3
∫
C3
∂z¯V˜η(z)
( 3∑
l=1
(
l∏
k1=1
Rk1
)(
−i xl〈x〉
)( 3∏
k2=l
Rk2
))
dz ∧ dz¯,
where Rk = (z − pk)−1. Therefore, the commutator [Vp, 〈x〉] is bounded by (A.2) and we
have |(u, [A,N ]u)| C‖xu‖‖u‖ C(u,Nu). 
Lemma 3.5. The massless Dirac operator H belongs to the class C1(A). Furthermore, the
commutators [H,A] and [[H,A],A] are bounded on H. In consequence, H ∈ C2(A).
Proof. We define the comparison operator N = p2 + x2 + 1. It is well known that the
domain of N is equal to D(N) = H 2(R3)∩D(x2). Thus D(N) ⊂ D(x) ⊂ D(A). We know
that ‖Au‖ C(‖xu‖+‖u‖) C‖Nu‖. It remains to see that |(u, [A,N ]u)| C‖N1/2u‖.
We have:
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2
([
x,p2
]
.Vp + Vp.
[
x,p2
])+ 1
2
(
x.
[Vp, x2]+ [Vp, x2].x)
= ip.Vp − ix.∇Vη(p).x,
where x.∇Vη(p).x =∑i,j xi(∂jV iη)(p)xj . Therefore, we get:∣∣(u, [A,N ]u)∣∣ C(‖pu‖‖u‖ + ‖xu‖2) C(u,Nu),
and (A,N) satisfies the assumptions of Nelson’s Lemma 3.2.
The fact that (H0,N) also satisfies Lemma 3.2 is immediate. Moreover, we have
(H − z)−1D(N) ⊂ D(N) by Theorem 2.1. To apply Lemma 3.3, it remains to check
whether |(u, [H,A]u)| C(‖Hu‖ + ‖u‖), for any u ∈ D(N). We have:
i[H,A] = 1
2
(Γ.Vp + Vp.Γ )+ i2
(
x.[V,Vp] + [V,Vp].x
)
.
The first term is clearly bounded on H. Using the equality x.[V (x),Vp] = [xV (x),Vp] −
i∇.Vη(p)V (x) and (3.5), we rewrite the second term as
i
[
xV (x),Vp
]+ 1
2
(∇.Vη(p)V (x)+ V (x)∇.Vη(p)).
Since ∇.Vη(p)V (x) is bounded onH, we only have to prove that [V (x)x,Vp] is bounded.
By the Helffer–Sjöstrand formula, we get:
[
xV (x),Vp
]= −i
(2π)3
∫
C3
∂z¯V˜jη (z)
( 3∑
l=1
(
l∏
k1=1
Rk1
)[
xjV (x),pl
]( 3∏
k2=l
Rk2
))
dz ∧ dz¯.
(3.6)
Since [xjV (x),pl] = i∂l(xjV (x)) ∈ S−ρ(R3), this term is bounded. Therefore, we finally
have:
i[H,A] = 1
2
(Γ.Vp + Vp.Γ )+ i
[
xV (x),Vp
]+ 1
2
(∇.Vη(p)V (x)+ V (x)∇.Vη(p))
∈ B(H), (3.7)
and H ∈ C1(A).
It remains to check the assertion concerning the double commutator. A long but straight-
forward computation using several times the Helffer–Sjöstrand formula, the condition
V ∈ S−ρ(R3) with ρ > 0 and (2.9), (3.5) shows that[
i[H,A],A] ∈ B(H).
Eventually, H ∈ C2(A) by Lemma 3.1 and the discussion below it. This concludes the
proof of the lemma. 
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neighbourhood of 0. First observe that
1
2
(Γ.Vp + Vp.Γ ) = ηpV2ηp + 12ηp(F.V + V .F )ηp,
where F = Γ −V . Since V2 = 1 and F anticommutes with V , we have 12 (Γ.Vp +Vp.Γ ) =
η2p and we can rewrite (3.7) as
i[H,A] = η2p + i
[
xV (x),Vp
]+ 1
2
(∇.Vη(p)V (x)+ V (x)∇.Vη(p)). (3.8)
Since V ∈ S−ρ(R3), the term 12 (∇.Vη(p)V (x) + V (x)∇.Vη(p)) is compact, by the
standard compactness criterion. Similarly, using (3.6) and the fact that [xjV (x),pl] =
i∂l(xjV (x)) ∈ S−ρ(R3), the term [xV (x),Vp] is also compact. Eventually we obtain:
χ(H)i[H,A]χ(H) = χ(H)η2pχ(H)+ χ(H)Kχ(H), (3.9)
with K a compact operator on H. Now, we can choose the function η such that
χ(|x|)ηc(x) = 0. In this case, we have χ(H0)ηcp = 0. Since χ(H) − χ(H0) is a compact
operator on H, we have:
χ(H)η2pχ(H) = χ(H0)η2pχ(H0)+K,
where K is compact. We write η2p = 1 − (η2)cp and we finally obtain:
χ(H)η2pχ(H) = χ(H0)
(
1 − (η2)cp
)
χ(H0)+K = χ2(H0)+K = χ2(H)+K,
where K denotes different compact operators on H. Finally, for any χ ∈ C∞0 (R) equal to
0 on a neighbourhood of 0, the Mourre estimate (3.1) holds with the constant ε equal to 1.
As a consequence of Theorem 3.1 and σess(H) = R, we have proved the:
Theorem 3.2. The singular continuous spectrum σsing(H) of the Dirac operator H is
empty. Moreover, H can only have an eigenvalue of infinite multiplicity at 0.
4. Weak propagation estimates
In what follows, we shall use constantly the results given in Appendix B. We define
by D = ddt + i[H, .] the Heisenberg derivative which acts on time-dependent selfadjoint
observables B(t). The Heisenberg derivative satisfies:
d
dt
[
eitHB(t)e−itH
]= eitH DB(t)e−itH .
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The minimal velocity estimate takes the following form:
Proposition 4.1. For any constant δ ∈ ]0,1[ and for any χ ∈ C∞0 (R) such that χ = 0 on a
neighbourhood of 0, we have:
∞∫
1
∥∥∥∥1[0,1−δ]( |x|t
)
χ(H)e−itHψ
∥∥∥∥2 dtt  Cδ‖ψ‖2, ∀ψ ∈H. (4.1)
Furthermore,
s-lim
t→+∞ 1[0,δ]
( |x|
t
)
χ(H)e−itH = 0. (4.2)
In order to prove Proposition 4.1, we first recall an abstract proposition, given in [10],
which shows how the minimal velocity estimate is closely related to the existence of a
locally conjugate operator A for H in the sense of Mourre theory.
Proposition 4.2 (Gérard and Nier). Let H,A two selfadjoint operators on H. Assume that
for ε > 0, H ∈ C1+ε(A), and assume that there exists c0 > 0 such that the Mourre estimate,
1∆(H)i[H,A]1∆(H) c012∆(H), (4.3)
holds on an open interval ∆. Then
(i) ∀g ∈ C∞(R), ∀χ ∈ C∞0 (R) such that suppg ⊂ (−∞, c0), g = 1 on (−∞,0) and
suppχ ⊂ ∆,
∞∫
1
∥∥∥∥g(At
)
χ(H)e−itHψ
∥∥∥∥2 dtt C‖ψ‖2, ∀ψ ∈H, (4.4)
and
s- lim
t→∞g
(
A
t
)
χ(H)e−itH = 0. (4.5)
(ii) Furthermore, assume that there exists another selfadjoint operator B  1 which satis-
fies,
D(B) ⊂ D(A), ±A B, [A,B]B−1 ∈ B(H),
then, ∀χ ∈ C∞(R), suppχ ⊂ ∆ and for any δ ∈ ]0, c0[, we have:0
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1
∥∥∥∥1[0,c0−δ](Bt
)
χ(H)e−itHψ
∥∥∥∥2 dtt  Cδ‖ψ‖2, ∀ψ ∈H, (4.6)
and
s-lim
t→+∞ 1[0,c0−δ]
(
B
t
)
χ(H)e−itH = 0. (4.7)
The first part of the proposition clearly indicates that the minimal velocity estimate holds
in the spectral representation of the locally conjugate operator A. We would like to obtain
a more physical interpretation of the estimate by replacing A by the position observable x.
That is what the second part of the Proposition allows us to do.
Proof of Proposition 4.1. Let us apply Proposition 4.2. We already know from Lemma 3.5
that H ∈ C2(A). Let ∆ an open interval included in R\{0} and δ ∈ ]0,1[. Then there exists
a compact operator K such that the Mourre estimate,
1∆(H)i[H,A]1∆(H) 1∆(H)+ 1∆(H)K1∆(H),
holds. Since the only possible eigenvalue for H is 0, and since ∆ avoids this value,
s- lim 1∆(H) = 0 when |∆| tends to 0. Moreover, since K is compact, K1∆(H) tends
to 0 in operator norm when |∆| tends to 0. Therefore, for |∆| small enough, we have:
1∆(H)i[H,A]1∆(H)
(
1 − δ
2
)
1∆(H).
Hence, if we choose χ ∈ C∞0 (R) such that suppχ ⊂ ∆, (4.4) holds with c0 = 1−δ/2. Now,
we apply the second part of Proposition 4.2 with the operator B = 〈x〉µ = (x2 +µ)1/2 and
µ> 0. We must check that
• D(B) ⊂ D(A). This follows from D(B) = D(x) and the fact that D(x) ⊂ D(A) (see
Section 3).
• ±A B . Let u ∈ D(B).
We have:
∣∣(u,Au)∣∣= ∣∣∣∣12(u, (x.Vp + Vp.x)u)
∣∣∣∣

∣∣(〈x〉1/2u, 〈x〉−1/2x.Vpu)∣∣

∣∣(〈x〉1/2u, 〈x〉−1x.Vp〈x〉1/2u)∣∣+ ∣∣(u, 〈x〉−1/2x.[〈x〉1/2,Vp]u)∣∣. (4.8)
Since ‖x/〈x〉‖  1 and ‖Vp‖  1, by Cauchy and Schwarz, the first term in (4.8) is
bounded by ‖〈x〉1/2u‖2 = (u, 〈x〉u). To estimate the commutator in the second term,
we use the Helffer–Sjöstrand formula. We obtain:
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〈x〉1/2 .
[〈x〉1/2,Vp]= ( i2π
)3∑
j
∫
C3
∂z¯V˜jη (z)
xj
〈x〉1/2
( 3∑
l=1
(
l∏
k=1
Rk
)(
i
2
xl
〈x〉3/2
)
×
( 3∏
k′=l
Rk′
))
dz ∧ dz¯,
where Rk = (zk − pk)−1. We commute 〈x〉−1/2 with the resolvents on its left and
noting that [Rk, 〈x〉−1/2] is bounded, we obtain:
x
〈x〉1/2 .
[〈x〉1/2,Vp]= ( i2π
)3∑
j
∫
C3
∂z¯V˜jη (z)
xj
〈x〉
( 3∑
l=1
(
l∏
k=1
Rk
)(
i
2
xl
〈x〉
)
×
( 3∏
k′=l
Rk′
))
dz ∧ dz¯ +B1,
where B1 is bounded on H by (A.2). Since xj/〈x〉 is bounded for any l = 1,2,3, this
last integral converges in operator norm and is bounded onH by (A.2). Eventually, we
have:
∣∣(u,Au)∣∣ (u, 〈x〉u)+C(u,u) (u, 〈x〉µu),
for µ C + 1.
• [A, 〈x〉µ]〈x〉−1µ bounded on H. Indeed we have:
[
A, 〈x〉µ
]〈x〉−1µ = 12 (x.[Vp, 〈x〉µ]+ [Vp, 〈x〉µ].x)〈x〉−1µ . (4.9)
But using the Helffer–Sjöstrand formula, we get:
x.
[Vp, 〈x〉µ]
=
(
i
2π
)3∑
j
∫
C3
∂z¯V˜jη (z)xj
( 3∑
l=1
(
l∏
k=1
Rk
)(
−i xl〈x〉µ
)( 3∏
k′=l
Rk′
))
dz ∧ dz¯.
Then if we commute xj with the product of resolvents on its right and since [xj ,Rk]
is bounded for any k = 1,2,3, we obtain x.[Vp, 〈x〉µ] = B1.x + B2 where B1 and B2
are bounded thanks to estimate (A.2). In particular, (4.9) is bounded on H.
Hence, we have established (4.6) with the operator B = 〈x〉µ, suppχ ⊂ ∆ and any
δ ∈ ]0,1[. Now, observe that 1[0,δ](〈x〉µ/t) − 1[0,δ](|x|/t) ∈ L1(dt). Thus, (4.1) and (4.2)
hold for any χ with sufficiently small support. It remains to treat the general case. Note
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as a finite sum,
χ =
N∑
j=1
χj ,
where the χj ’s have sufficiently small support and satisfy (4.1). By the Cauchy–Schwarz
inequality, we have:
∞∫
1
(
1[0,1−δ]
( |x|
t
)
χi(H)e
−itHψ,1[0,1−δ]
( |x|
t
)
χj (H)e
−itHψ
)
dt
t

( ∞∫
1
∥∥∥∥1[0,1−δ]( |x|t
)
χi(H)e
−itHψ
∥∥∥∥2 dtt
)1/2
×
( ∞∫
1
∥∥∥∥1[0,1−δ]( |x|t
)
χj (H)e
−itHψ
∥∥∥∥2 dtt
)1/2
.
Therefore, we obtain:
∞∫
1
∥∥∥∥1[0,1−δ]( |x|t
)
χ(H)e−itHψ
∥∥∥∥2 dtt  CN2‖ψ‖2,
which concludes the proof of the proposition. 
4.2. Maximal velocity estimate
The maximal velocity estimate states, in a weak sense, that massless Dirac fields do not
propagate faster than the light velocity (equal to 1 in our convention). More precisely, we
prove in the following proposition that the energy contained in C = {|x|  t} tends to 0
when t → ∞.
Proposition 4.3. For any 1 < θ1 < θ2, we have:
∞∫
1
∥∥∥∥1[θ1,θ2]( |x|t
)
e−itHψ
∥∥∥∥2 dtt C‖ψ‖2, ψ ∈H. (4.10)
Given any g ∈ C∞(R) with g′ ∈ C∞0 (R) and suppg ∈ (1,+∞), we have:
s-lim
t→+∞g
( |x|
t
)
e−itH = 0. (4.11)
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4.3. Microlocal velocity estimate
Roughly speaking, the microlocal velocity estimate asserts that, in the region of the
spacetime where the energy does not decrease with time, we can approach the position
observable x by the operator tV in a weak sense. Although the strategy used to prove the
microlocal velocity estimate remains identical to the one given in [3], the low energy case
requires caution since we want to use the Newton–Wigner observable xnw = x +Z where
Z is an unbounded operator of domain D(|p|−1). The idea is to use the operators Xnw
instead of xnw. We have:
Proposition 4.4. For any 0 < θ1 < 1 < θ2, for any χ ∈ C∞0 (R) such that χ = 0 on a
neighbourhood of 0, we have:
∞∫
1
∥∥∥∥1[θ1,θ2]( |x|t
)(
V − x
t
)
χ(H)e−itHψ
∥∥∥∥2 dtt  C‖ψ‖2, ∀ψ ∈H. (4.12)
Furthermore,
s-lim
t→+∞ 1[θ1,θ2]
( |x|
t
)(
V − x
t
)
χ(H)e−itH = 0. (4.13)
In the proof of Proposition 4.4, we need several technical lemmata. The first one permits
to make the link between the operators x and Xnw. More precisely, it says that a cut-off
function f (x/t) is almost the same as a cut-off function f (Xnw/t) up to a term that is
small for large time.
Lemma 4.1. Let f ∈ C∞0 (R3) such that f = 0 on a neighbourhood of 0. Let g ∈ S−µ(R3)
with 0 µ 2. Then
g(x)f
(
Xnw
t
)
∈ O(t−µ). (4.14)
Let χ ∈ C∞0 (R) such that χ = 0 on a neighbourhood of 0. If we choose the function η in
the definition of Xnw such that suppηc ∩ suppχ = ∅, we have:
χ(H)
(
f
(
Xnw
t
)
− f
(
x
t
))
∈ O(t−min(1,ρ)), (4.15)
where ρ is the decay rate of the potential V (see Section 2.1).
Proof. Assume first that 0  µ  1. We rewrite (4.14) as follows g(x)f (Xnw/t) =
g(x)(f (Xnw/t)− f (x/t))+ g(x)f (x/t). Clearly, it suffices to prove that
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(
f
(
Xnw
t
)
− f
(
x
t
))
∈ O(t−µ). (4.16)
Using the Helffer–Sjöstrand formula, we have:
g(x)
(
f
(
Xnw
t
)
− f
(
x
t
))
= −i
(2π)3
∫
C3
∂z¯f˜ (z)
( 3∑
l=1
(
l∏
k1=1
Rxk1
)
g(x)
(
Xlnw
t
− x
l
t
)( 3∏
k2=l
R
Xnw
k2
))
dz ∧ dz¯,
where Rxk1 = (zk1 − xk1/t)−1 and R
Xnw
k2
= (zk2 −Xk2nw/t)−1. Now, remark that Xnw − x =
x(η2p − 1) + [ηp, x]ηp . Using (2.9), we can write, more concisely, Xnw − x = xB1 + B2
where B1,B2 are bounded. Therefore, we have:
g(x)
(
f
(
Xnw
t
)
− f
(
x
t
))
= −i
(2π)3
∫
C3
∂z¯f˜ (z)
( 3∑
l=1
(
l∏
k1=1
Rxk1
)
g(x)
(
xl
t
B1 − B2
t
)( 3∏
k2=l
R
Xnw
k2
))
dz ∧ dz¯.
It is immediate that the term involving B2/t belongs to O(t−1) by (A.2). Let us estimate
the remaining term. We claim that∥∥∥∥g(x)xlt Rxl
∥∥∥∥ Ctµ 〈zl〉| Im zl | . (4.17)
Indeed, we have g(x)xl
t
Rxl = 1tµ sgn(xl)g(x)|xl |µ(|xl |/t)1−µRxl . Since 0  µ  1, note
that ‖(|xl |/t)1−µRxl ‖ C 〈z
l〉
| Im zl | and g(x)|xl |µ bounded onH, (4.17) holds. Therefore, we
conclude the proof of (4.16) using (A.2).
We assume now that 1 µ 2 and we denote µ0 = µ−1. Clearly, we have 0 µ0  1.
We also consider a function f1 ∈ C∞0 (R3) such that f1 = 0 on a neighbourhood of 0 and
ff1 = f . We have:
g(x)f
(
Xnw
t
)
= g(x)f
(
Xnw
t
)
f1
(
Xnw
t
)
= g(x)〈x〉f
(
Xnw
t
)
〈x〉−1f1
(
Xnw
t
)
+ g(x)〈x〉
[
〈x〉−1, f
(
Xnw
t
)]
f1
(
Xnw
t
)
= L1 +L2.
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the second term L2, we use the Helffer–Sjöstrand formula (A.10) to get:
g(x)〈x〉
[
〈x〉−1, f
(
Xnw
t
)]
f1
(
Xnw
t
)
= 1
t
g(x)〈x〉∇f
(
Xnw
t
)
.
[〈x〉−1,Xnw]f1(Xnw
t
)
+ O(t−2).
Note that we used the fact that [〈x〉−1,Xnw] and [[〈x〉−1,Xnw],Xnw] are bounded on H.
Thus, we deduce from (4.16) that L2 ∈ O(t−µ) which concludes the first part of the lemma.
To prove the second part, we first rewrite (4.15) as
χ(H)
(
f
(
Xnw
t
)
− f
(
x
t
))
= χ(H0)
(
f
(
Xnw
t
)
− f
(
x
t
))
+ (χ(H)− χ(H0))(f(Xnw
t
)
− f
(
x
t
))
= I1 + I2.
We show that the term I1 belongs to O(t−1) and that the term I2 belongs to O(t−min(1,ρ)).
By the Helffer–Sjöstrand formula, we have:
I1 = χ(H0) −i
(2π)3
∫
C3
∂z¯f˜ (z)
( 3∑
l=1
(
l∏
k1=1
Rxk1
)(
Xlnw
t
− x
l
t
)( 3∏
k2=l
R
Xnw
k2
))
dz ∧ dz¯.
Since ‖Rxl x
l
t
‖  C 〈zl〉| Im zl | and ‖R
Xnw
l
xl
t
‖  C 〈zl〉| Im zl | , the integral converges in norm by
(A.2). Now we commute χ(H0) with
∏l
k1=1 R
x
k1
. Since for any k = 1,2,3, [χ(H0),Rxk ] =
Rxk [χ(H0), xk/t]Rxk and [χ(H0), xk/t] ∈ O(t−1) by the Helffer–Sjöstrand formula, we
have:
I1 = −i
(2π)3
∫
C3
∂z¯f˜ (z)
( 3∑
l=1
(
l∏
k1=1
Rxk1
)
χ(H0)
(
Xlnw
t
− x
l
t
)( 3∏
k2=l
R
Xnw
k2
))
dz ∧ dz¯
+ O(t−1).
Using ηp + ηcp = 1, we write:
χ(H0)
(
Xlnw − x
l
)
= χ(H0)
(
ηcp
xl
(ηcp − 2)−
[
xl
, ηcp
]
+ Z
l
p
)
.t t t t t
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is bounded, we conclude that
χ(H0)
(
Xlnw
t
− x
l
t
)
∈ O(t−1),
by (2.9). Finally, I1 ∈ O(t−1).
It remains to study the term I2. Using the Helffer–Sjöstrand formula, we have:
I2 = 1
(2π)4
∫
C4
∂w¯χ˜(w)∂z¯f˜ (z)(w −H)−1V (x)(w −H0)−1
×
( 3∑
l=1
(
l∏
k1=1
Rxk1
)(
Xlnw
t
− x
l
t
)( 3∏
k2=l
R
Xnw
k2
))
dw ∧ dw¯ ∧ dz ∧ dz¯.
We would like to commute (w−H0)−1 with the terms on its right. Since for any k = 1,2,3,
[
(w −H0)−1,Rxk
]= Rxk (w −H0)−1[H0, xkt
]
(w −H0)−1Rxk ∈ O
(
t−1
)
,[
(w −H0)−1, X
l
nw
t
− x
l
t
]
= − i
t
(w −H0)−1
(V lp − Γ l)(w −H0)−1 ∈ O(t−1),
we obtain:
I2 = 1
(2π)4
∫
C4
∂w¯χ˜(w)∂z¯f˜ (z)(w −H)−1
( 3∑
l=1
(
l∏
k1=1
Rxk1
)
V (x)
(
Xlnw
t
− x
l
t
)
× (w −H0)−1
( 3∏
k2=l
R
Xnw
k2
))
dw ∧ dw¯ ∧ dz ∧ dz¯ + O(t−1).
But, since V ∈ S−ρ(R3), we already saw in the first part of the lemma that this term belongs
to O(t−ρ) by (4.17). Hence L2 ∈ O(t−min(1,ρ)) and the lemma is proved. 
We prove now another technical lemma:
Lemma 4.2. Let J ∈ C∞0 (R3), J = 0 on a neighbourhood of 0. Then,
i
[
H,J
(
Xnw
t
)]
= 1
t
∇J
(
Xnw
t
)
.Vp +L1(dt).
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(1) H ∈ C1(Xnw), (2) [H,Xnw] and [[H,Xnw],Xnw] bounded on H. To prove the first
point, we use Lemmata 3.2 and 3.3 with the comparison operator N = p2 + x2 + 1. Recall
that D(N) = H 2(R3) ∩ D(x2). The operator Xnw is symmetric and its domain contains
D(N). Let u ∈ D(N). We already saw that ‖Xnwu‖ C‖|x|u‖ C‖Nu‖. Moreover, as a
quadratic form on D(N), we have:
[Xnw,N] = ηp
[
x,p2
]
ηp +
([
ηp, x
2]xηp + hc)+ [Zp,x2]
= 2iηppηp − i
((∇η(p).x + x.∇η(p))xηp + hc)− i(∇Zη(p).x + x.∇Zη(p)).
Since each component of Zη(p) and η(p) belong to S0(R3p;C), using (2.9), we can esti-
mate this commutator as follows,∣∣(u, [Xnw,N]u)∣∣ C(∥∥|p|u∥∥‖u‖ + ∥∥|x|u∥∥2 + ∥∥|x|u∥∥‖u‖) C∥∥N1/2u∥∥2,
and thus, (Xnw,N) satisfies Nelson’s Lemma 3.2; (H0,N) also satisfies this Lemma and by
Theorem 2.1, we know that (H − z)−1D(N) ⊂ D(N). It remains to check the assumption
on the commutator [H,Xnw]. As a quadratic form on D(N), we have:
i[H,Xnw] = i[H0,Xnw] + i
([
V (x), ηp
]
xηp + hc
)+ [V (x),Zp]. (4.18)
By (2.10), the first term in (4.18) is equal to Vp . Using [V (x), ηp]x = [V (x)x, ηp] −
iV (x)∇η(p), the second term in (4.18) can be written as
i
([
V (x), ηp
]
xηp + hc
)= (i[V (x)x, ηp]ηp + V (x)∇η(p)ηp + hc).
Since V ∈ S−ρ(R3) and using the Helffer–Sjöstrand formula, all these terms are bounded
operators on H. Finally, using the fact that Zη(p) ∈ S0(R3p; (M4(C))3), the third term in
(4.18) is also bounded by the same argument. Thus we have:∣∣(u, i[H,Xnw]u)∣∣ C‖u‖2.
Now, straightforward computations using the Helffer–Sjöstrand formula show that the dou-
ble commutator [[H,Xnw],Xnw] is also bounded on H.
Therefore, we can use the commutator expansion (A.9) and we get:
i[H,Xnw] = 1
t
∇J
(
Xnw
t
)
i
[
H,Xnw
]+ O(t−2)
= 1
t
∇J
(
Xnw
t
)
.Vp + 1
t
∇J
(
Xnw
t
)
.i
[
V (x),Xnw
]+ O(t−2).
Now, we claim that
∇J
(
Xnw
)
.i
[
V (x),Xnw
] ∈ O(t−ρ), (4.19)
t
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bounded. We have:
〈x〉ρ i[V (x),Xnw]= 〈x〉ρ(i[V (x)x, ηp]ηp + V (x)∇η(p)ηp + hc)+ 〈x〉ρ i[V (x),Zp].
Since V ∈ S−ρ(R3), the term 〈x〉ρV (x)∇η(p)ηp is clearly bounded. Let us analyse the
term 〈x〉ρ i[V (x),Zp]. By the Helffer–Sjöstrand formula, we have:
〈x〉ρ i[V (x),Zp]
= 〈x〉ρ −i
(2π)3
∫
C3
∂z¯Z˜η(z)
( 3∑
l=1
(
l∏
k1=1
Rk1
)(−i∂lV (x))
( 3∏
k2=l
Rk2
))
dz ∧ dz¯.
If we commute 〈x〉ρ with the resolvents on its right and since 〈x〉ρ∂lV (x) is bounded, we
obtain:
〈x〉ρ i[V (x),Zp]
= −i
(2π)3
∫
C3
∂z¯Z˜η(z)
( 3∑
l=1
(
l∏
k1=1
[〈x〉ρ,Rk1]
)(−i∂lV (x))
( 3∏
k2=l
Rk2
))
dz ∧ dz¯ +B,
where B is bounded by (A.2). Now, note that [〈x〉ρ,Rk] = ρRkxk〈x〉ρ−2Rk . Therefore,
if this term is bounded, we have proved that 〈x〉ρ i[V (x),Zp] is bounded and in the other
case, we commute xk〈x〉ρ−2 with the resolvent on its right. By induction, we finally prove
that 〈x〉ρ i[V (x),Zp] is bounded.
By the same argument, the remaining term 〈x〉ρ i[V (x)x, ηp]ηp is also bounded on H
which concludes the proof of the lemma. 
Eventually, we shall need the lemma:
Lemma 4.3. Let f,g ∈ C∞0 (R3). Then,[
f
(
Xnw
t
)
,Vp
]
∈ O(t−1), [f(Xnw
t
)
, g(Vp)
]
∈ O(t−1).
Proof. Using the Helffer–Sjöstrand formula, it suffices to show that [Xnw,Vp] is bounded
on H. We have:
[Xnw,Vp] = [xp,Vp] + [Zp,Vp] = −ηp∇Vη(p)ηp + [Zp,Vp],
which is bounded since Vη(p) ∈ S0(R3p; (M4(C))3). 
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of the generator of dilations A. We define:
A= 1
2
(Xnw.Vp + Vp.Xnw);
A is essentially selfadjoint on D(x). Indeed, since Xnw = xp +Zp , we have A= Ap +B
where B is a symmetric bounded operator and Ap = 12 (xp.Vp +Vp.xp). Thus, if we prove
that Ap is essentially selfadjoint on the domain D(x), so isA by the Kato–Rellich theorem.
Commuting ηp with x, we rewrite Ap as follows:
Ap = 12 (x.η
2
pVη2p + η2pVη2p.x)+B = A1 +B,
where B is bounded by (2.9). Again we only have to prove that A1 is essentially selfadjoint
on D(x). This follows using the same proof as in Lemma 3.4.
Let 0 < θ0 < θ1 < 1 < θ2 < θ3. Let J ∈ C∞0 (R3) such that suppJ ⊂ {θ0  |x| θ3} and
J = 1 on {θ1  |x| θ2}. Let us consider the propagation observable:
φ(t) = χ(H)J
(
Xnw
t
){
X2nw
t2
− 2A
t
}
J
(
Xnw
t
)
χ(H),
which is a selfadjoint operator-valued function uniformly bounded with respect to t . Let us
compute its Heisenberg derivative:
−Dφ(t) = −1
t
χ(H)
(
DJ
(
Xnw
t
)){
X2nw
t2
− 2A
t
}
J
(
Xnw
t
)
χ(H)+ hc
+ 2
t
χ(H)J
(
Xnw
t
){
X2nw
t2
− A
t
}
J
(
Xnw
t
)
χ(H)
− χ(H)J
(
Xnw
t
)
i
[
H,
X2nw
t2
− 2A
t
]
J
(
Xnw
t
)
χ(H).
From Lemma 4.2, we get:
DJ
(
Xnw
t
)
= −1
t
∇J
(
Xnw
t
)
.
(
Vp − Xnw
t
)
+L1(dt). (4.20)
Now we claim and we shall prove later that
J
(
Xnw
t
)
i
[
H,
X2nw
t2
]
J
(
Xnw
t
)
= 2
t
J
(
Xnw
t
)A
t
J
(
Xnw
t
)
+L1(dt), (4.21)
J
(
Xnw
)
i
(
H,
A)
J
(
Xnw
)
= 1J
(
Xnw
)
V2pJ
(
Xnw
)
+L1(dt). (4.22)t t t t t t
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−Dφ(t) = −1
t
χ(H)∇J
(
Xnw
t
)
.
(
Vp − Xnw
t
){
X2nw
t2
− 2A
t
}
J
(
Xnw
t
)
χ(H)+ hc
+ 2
t
χ(H)J
(
Xnw
t
){
X2nw
t2
− 2A
t
+ V2p
}
J
(
Xnw
t
)
χ(H)+L1(dt). (4.23)
Let us consider a function j ∈ C∞0 (R3) such that supp j ∩ {θ1  |x|  θ2} = ∅ and
j∇J = ∇J . Then, using Lemma 4.3, the first term of (4.23) can be written as
χ(H)j
(
Xnw
t
)
B(t)j
(
Xnw
t
)
χ(H)+L1(dt),
where B(t) is operator-valued function uniformly bounded in t . Since the support of j
is disjoint from a neighbourhood of the unit sphere S2, this term is integrable along the
evolution by Propositions 4.1 and 4.3.
For the second term in (4.23), note that {X2nw/t2 − 2A/t +V2p} = (Xnw/t −Vp)2. Thus
we obtain:
−Dφ(t) = 2
t
χ(H)J
(
Xnw
t
)(
Xnw
t
− Vp
)2
J
(
Xnw
t
)
χ(H)+L1(dt).
By Lemma 4.1, one can replace Xnw by x in the equality above. Furthermore, one can also
replace Vp by V thanks to the following result:
VpJ
(
x
t
)
χ(H) = VJ
(
x
t
)
χ(H)+ O(t−ρ). (4.24)
To prove (4.24), let us write
VpJ
(
x
t
)
χ(H) = Vpχ(H0)J
(
x
t
)
+ Vp
[
J
(
x
t
)
, χ(H0)
]
+ VpJ
(
x
t
)(
χ(H)− χ(H0)
)
.
By the Helffer–Sjöstrand formula, one has (χ(H) − χ(H0))J (x/t) ∈ O(t−ρ) and
[J (x/t),χ(H0)] ∈ O(t−1). Now recall that we chose η such that ηc(x)χ(|x|) = 0. Hence,
one has χ(H0)ηcp = 0. Now using that ηp + ηcp = 1, we obtain Vpχ(H0) = Vχ(H0) which
proves (4.24). Finally, we have:
−Dφ(t) = 2
t
χ(H)J
(
x
t
)(
x
t
− V
)2
J
(
x
t
)
χ(H)+L1(dt).
Thus, (4.12) holds by Proposition B.1. It only remains to prove (4.21) and (4.22). We have:
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(
Xnw
t
)
i
[
H,
X2nw
t2
]
J
(
Xnw
t
)
= 1
t
J
(
Xnw
t
)(
Xnw
t
.i[H,Xnw] + hc
)
J
(
Xnw
t
)
= 2
t
J
(
Xnw
t
)
AJ
(
Xnw
t
)
+ 1
t
J
(
Xnw
t
)(
Xnw
t
.i
[
V (x),Xnw
]+ hc)J(Xnw
t
)
,
by (2.10). Moreover, the second term belongs to O(t−1−ρ) by (4.19) which implies (4.21).
Eventually, we have:
J
(
Xnw
t
)
i
[
H,
A
t
]
J
(
Xnw
t
)
= 1
t
J
(
Xnw
t
)
V2pJ
(
Xnw
t
)
+ 1
2t
J
(
Xnw
t
)(
i
[
V (x),Xnw
]
.Vp + hc
)
J
(
Xnw
t
)
+ 1
2
J
(
Xnw
t
)(
Xnw
t
.i
[
V (x),Vp
]+ hc)J(Xnw
t
)
.
(4.25)
The second term in (4.25) clearly belongs to O(t−1−ρ) by (4.19). Moreover, we have:
J
(
Xnw
t
)[
V (x),Vp
] ∈ O(t−1−ρ), (4.26)
by the same argument as for (4.19). Therefore, the third term in (4.18) also belongs to
O(t−1−ρ). Hence, (4.22) holds which concludes the proof of (4.12).
To prove (4.13), let us consider the following propagation observable:
φ(t) = χ(H)J
(
x
t
)(
V − x
t
)2
J
(
x
t
)
χ(H)
= χ(H)J
(
x
t
){
x2
t2
− 2A
t
+ V2
}
J
(
x
t
)
χ(H).
In particular, note that φ(t) is a positive operator for any t . Let us prove that
lim
t→∞
(
e−itHψ,φ(t)e−itHψ
)= lim
t→∞
∥∥∥∥(V − xt
)
J
(
x
t
)
χ(H)e−itHψ
∥∥∥∥2 = 0,
which proves (4.13). For technical reasons, we need to modify φ(t) slightly. Let us define
the modified propagation observable:
φm(t) = χ(H)J
(
Xnw
){
X2nw − 2A + V2p
}
J
(
Xnw
)
χ(H),t t t t
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suppχ = ∅. By Lemma 4.1, we have the following relation between φm(t) and φ(t):
φm(t) = φ(t)+ O(t−ρ).
Thus it is sufficient to show
lim
t→∞
(
e−itHψ,φm(t)e−itHψ
)= 0.
Let us compute the Heisenberg derivative of φm(t). As shown in the computation of the
first part of the proposition and using again Lemma 4.1, we obtain:
−Dφm(t) = 2
t
χ(H)J
(
Xnw
t
)(
V − x
t
)2
J
(
x
t
)
χ(H)
− χ(H)J
(
Xnw
t
)
i
[
H,V2p
]
J
(
Xnw
t
)
χ(H),+L1(dt).
The term J (Xnw/t)i[H,V2p]J (Xnw/t) = J (Xnw/t)i[V (x), η2p]J (Xnw/t) belongs to L1(dt)
by Lemma 4.1. Thus
−Dφm(t) = 2
t
χ(H)J
(
Xnw
t
)(
V − x
t
)2
J
(
x
t
)
χ(H)+L1(dt).
Hence, by (4.12), we can apply Lemma B.1 and the following limit exists:
s-lim
t→+∞ e
itH φm(t)e
−itH . (4.27)
Clearly, we can replace φm(t) by φ(t) in (4.27) without changing the limit. Now, we also
know by (4.12) that
0
+∞∫
1
(
e−itHψ,φ(t)e−itHψ
)dt
t
< +∞,
Hence the limit (4.27) vanishes which concludes the proof. 
5. Asymptotic velocity
In this section, we use the previous propagation estimates to construct the asymptotic
velocity operators. We follow the exposition given in [4] with slight changes for Dirac op-
erators already introduced in [3]. We recall that the construction of the asymptotic velocity
is valid under the weak assumption: V ∈ S−ρ(R3), with ρ > 0. In the remaining of this pa-
per, we will only give the proofs of the results for t → +∞, since the proofs for t → −∞
are identical.
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The main theorem of this section is:
Theorem 5.1. Let H be the massless Dirac operator. Let J ∈ C∞(R3). Then, the limits
J (P±) := s-lim
t→±∞ e
itH J
(
x
t
)
e−itH , (5.1)
exist. The operators P± defined by (5.1) are vectors of commuting selfadjoint operators
onH defined on a dense subspace ofH and P± commute with H . Furthermore, the states
having zero asymptotic velocity are the bound states of H , i.e.,
1{0}(P±) = 1pp(H) or equivalently 1R3\{0}(P±) = 1c(H), (5.2)
where 1pp(H) and 1c(H) denote respectively the projections onto the pure point and con-
tinuous spectral subspaces of H . We can also characterize the asymptotic velocity P± in
terms of the classical velocity operator V by:
J (P±)1R3\{0}(P±) = s-lim
t→±∞ e
itH J (±V)e−itH 1R3\{0}(P±). (5.3)
Proof. First consider ψ ∈Hpp , ψ = 0. Since the only possible eigenvalue for H is 0, we
have Hψ = 0. Let J ∈ C∞(R3). Then
lim
t→±∞ e
itH J
(
x
t
)
e−itHψ = J (0)ψ + lim
t→±∞ e
itH
{
J
(
x
t
)
− J (0)
}
ψ = J (0)ψ.
Therefore, the limit (5.1) exists on Hpp . Now, assume that ψ ∈Hc . Let J ∈ C∞0 (R3) and
χ ∈ C∞0 (R) such that J is constant on a neighbourhood of 0 and χ = 0 on a neighbourhood
of 0. By a density argument and since [χ(H),J (x/t)] ∈ O(t−1), the existence of (5.1) is
equivalent to that of the limit:
s-lim
t→+∞ e
itHχ(H)J
(
x
t
)
χ(H)e−itH . (5.4)
Let us introduce the propagation observable
φ(t) = χ(H)
{
J
(
x
t
)
+
(
V − x
t
)
.∇J
(
x
t
)}
χ(H).
Clearly, φ(t) is a selfadjoint operator-valued function uniformly bounded in t . By Propo-
sition 4.4, the existence of (5.4) is equivalent to:
s-lim
t→+∞ e
itHφ(t)e−itH . (5.5)
For technical reasons, we need to introduce the modified propagation observable:
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{
J
(
Xnw
t
)
+
(
Vp − Xnw
t
)
.∇J
(
Xnw
t
)}
χ(H),
where the function η (in the definition of the Newton–Wigner observable Xnw and the
classical velocity operator Vp) is chosen such that suppηc ∩ suppχ = ∅. By Lemma 4.1
and the proof of Proposition 4.4, it is enough to prove the existence of
s-lim
t→+∞ e
itH φm(t)e
−itH . (5.6)
Let us compute the Heisenberg derivative of φm(t). Using Lemma 4.2, we obtain:
Dφm(t) = −1
t
χ(H)
〈(
Vp − Xnw
t
)
,∇2J
(
Xnw
t
)
.
Xnw
t
〉
χ(H)
+ χ(H)i
(
H,J
(
Xnw
t
)
+
(
Vp − Xnw
t
)
.∇J
(
Xnw
t
))
χ(H)
= 1
t
χ(H)
〈(
Vp − Xnw
t
)
,∇2J
(
Xnw
t
)
.
(
Vp − Xnw
t
)〉
χ(H)
+ χ(H)i[V (x),Vp].∇J(Xnw
t
)
χ(H)+L1(dt). (5.7)
Now, the second term in (5.7) is integrable along the evolution by (4.26). Whence we get:
Dφm(t) = 1
t
χ(H)
〈(
Vp − Xnw
t
)
,∇2J
(
Xnw
t
)
.
(
Vp − Xnw
t
)〉
χ(H)+L1(dt).
By Propositions B.1 and 4.4, the limit (5.6) exists and hence so does (5.1).
In order to prove that the operators P± defined by (5.1) are vectors of selfadjoint oper-
ators on H with dense domain, it suffices to show that
s-lim
R→+∞
(
s-lim
t→±∞ e
itH J
(
x
Rt
)
e−itH
)
= 1, (5.8)
for a given J ∈ C∞(R3) with J (0) = 1 (see Proposition B.2.1 in [4]). The proof of (5.8)
is identical to that given in [3]. We omit it. Eventually, using the definition of P± and
[H,x/t] ∈ O(t−1), it is immediate that P± commute with H .
Now, we prove that the states of zero asymptotic velocity correspond to the (possible)
bound states of H . This result only requires the minimal velocity estimate. We already saw
that, for any ψ ∈Hpp , we have:
lim
t→±∞ e
itH J
(
x
t
)
e−itHψ = J (0)ψ.
This entails that P±ψ = 0 and proves 1{0}(P±)  1pp(H). Let us prove the con-
verse inequality. We consider a function J ∈ C∞(R3) such that J (0) = 1, J  0 and0
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bourhood of 0. Then (5.1) implies:
s-lim
t→±∞ e
itH J
(
x
t
)
χ2(H)e−itH = J (P±)χ2(H) 1{0}(P±)χ2(H).
Note that the left-hand side is equal to 0 by Proposition 4.1. Therefore, we have 1{0}(P±)
1{0}(H). But the only possible eigenvalue of H is precisely 0. Thus 1{0}(P±)  1pp(H)
and we have proved (5.2).
It remains to give another characterization of P+ in term of the classical velocity oper-
ator V . By definition of the asymptotic velocity P+ and by a density argument, we simply
need to prove:
s-lim
t→±∞ e
itH
(
J (V)− J
(
x
t
))
f
(
x
t
)
χ(H)e−itH = 0, (5.9)
where J,f ∈ C∞0 (R3) such that f = 0 on a neighbourhood of 0 and χ ∈ C∞0 (R) satisfying
χ = 0 on a neighbourhood of 0. Now using the Helffer–Sjöstrand formula (A.11), we see
that the left-hand side of (5.9) is equal to:
s-lim
t→±∞ e
itH
(
C
(
V − x
t
)
+B(t)
)
f
(
x
t
)
χ(H)e−itH ,
where C is a bounded on H and B(t) ∈ O(t−1). Now, this limit vanishes thanks to Propo-
sition 4.4. 
5.2. Spectrum of P±
This section is devoted to the study of the spectrum of P±. We recall that in the case of
a massive Dirac equation, the spectrum of the corresponding asymptotic velocity P±m was
the unit closed ball, i.e., σ(P±m ) = B(0,1). Intuitively, when the Dirac field is massive, the
modulus of the asymptotic velocity can take any value between 0 and 1 and no space-like
direction is preferred. Moreover, the states corresponding to the zero asymptotic velocity
are the bound states of the massive Hamiltonian. We do not expect such a result in the case
of a massless Dirac equation since there is no mass to slow the field down. Actually, we
have:
Theorem 5.2. Let P± be the asymptotic velocity defined in Theorem 5.1. If S2 denotes the
unit 2-sphere, then
σ(P±) =
{ {0} ∪ S2 if σpp(H) = ∅,
S2, otherwise.
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that σ(P±1R3\{0}(P±)) = S2. Let us first prove σ(P±1R3\{0}(P±)) ⊂ S2. We shall use the
characterization (5.3) of the asymptotic velocity P± and the fact that
σ(V) = S2. (5.10)
Let ξ0 ∈ R3 \ S2. Let χ ∈ C∞0 (R3) chosen such that χ(ξ0) = 1 and suppχ ∩ S2 = ∅. It
suffices to prove χ(P±) = 0 to prove the above inclusion, since in this case, ξ0 belongs to
the resolvent set of P±. But, from (5.3), one has:
χ(P±) = s-lim
t→±∞ e
itH χ(V)e−itH .
This term is equal to 0 by (5.10).
Let us prove the converse inclusion σ(P+1R3\{0}(P+)) ⊃ S2. Let ξ0 ∈ S2 and choose
two real numbers r1, r0 such that |ξ0| = 1 > r1 > r0 > 0. Let g ∈ C∞0 (B(ξ0, r0)) such that
g(ξ0) = 1. This time we want to show that g(P+) = 0. Let J ∈ C∞(R) such that J = 1 on
(−∞, r1], J = 0 on [1 − (1 − r1)/2,+∞) and j = −J ′  0. Clearly J and g satisfy the
following relations:
J
(|ξ − ξ0|)g(ξ) = g(ξ), (5.11)
j
(|ξ − ξ0|)|ξ − ξ0| r1j(|ξ − ξ0|), (5.12)
g(ξ)|ξ − ξ0| r0g(ξ). (5.13)
By Theorem 5.1 and (5.11), we have:
g2(P+) = s-lim
t→±∞ e
itH J
(∣∣∣∣xt − ξ0
∣∣∣∣)g2(V)J(∣∣∣∣xt − ξ0
∣∣∣∣)e−itH .
Now let us consider a function χ ∈ C∞0 (R), χ = 0, such that χ = 0 on a neighbourhood of
0. It suffices to prove that for any such function χ , we have:
χ(H)g2(P+)χ(H) = 0.
If we introduce the propagation observable
φ(t) = χ(H)J
(∣∣∣∣xt − ξ0
∣∣∣∣)g2(V)J(∣∣∣∣xt − ξ0
∣∣∣∣)χ(H),
it is the same to prove:
s-lim eitH φ(t)e−itH = 0. (5.14)
t→±∞
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φm(t) = χ(H)J
(∣∣∣∣Xnwt − ξ0
∣∣∣∣)g2(Vp)J(∣∣∣∣Xnwt − ξ0
∣∣∣∣)χ(H),
where the function η in the definition of Xnw and Vp is chosen such that suppηc∩suppχ =
∅. By Lemma 4.1 and (4.24), we see that
φm(t) = φ(t)+ O(t−ρ),
whence it is enough to show that
s-lim
t→±∞ e
itHφm(t)e
−itH = 0. (5.15)
Let us compute the Heisenberg derivative of φm(t). Using Lemma 4.2, we obtain:
Dφm(t) = 1
t
χ(H)j
(∣∣∣∣Xnwt − ξ0
∣∣∣∣) Xnw/t − ξ0|Xnw/t − ξ0| .Xnwt g2
(
Xnw
t
)
J
(∣∣∣∣Xnwt − ξ0
∣∣∣∣)χ(H)
+ hc − 1
t
χ(H)j
(∣∣∣∣Xnwt − ξ0
∣∣∣∣) Xnw/t − ξ0|Xnw/t − ξ0| .Vpg2(Vp)J
(∣∣∣∣Xnwt − ξ0
∣∣∣∣)χ(H)
+ hc + χ(H)J
(∣∣∣∣Xnwt − ξ0
∣∣∣∣)i[V (x), g2(Vp)]J(∣∣∣∣Xnwt − ξ0
∣∣∣∣)χ(H)
+L1(dt). (5.16)
Now, the Helffer–Sjöstrand formula together with (4.26) imply that the third term in (5.16)
belongs to L1(dt). Eventually we obtain:
Dφm(t) = 1
t
χ(H)j
(∣∣∣∣Xnwt − ξ0
∣∣∣∣)∣∣∣∣Xnwt − ξ0
∣∣∣∣g2(Xnwt
)
J
(∣∣∣∣Xnwt − ξ0
∣∣∣∣)χ(H)+ hc
+ 1
t
χ(H)j
(∣∣∣∣Xnwt − ξ0
∣∣∣∣) Xnw/t − ξ0|Xnw/t − ξ0| .(ξ0 − Vp)g2(Vp)
× J
(∣∣∣∣Xnwt − ξ0
∣∣∣∣)χ(H)+ hc +L1(dt). (5.17)
Then commuting certain terms in (5.17) and using (5.12), (5.13) and Lemma 4.3, we get:
Dφm(t)
1
t
(r1 − r0)g(Vp)(Jj)
(∣∣∣∣Xnwt − ξ0
∣∣∣∣)g(Vp)+L1(dt).
Therefore, as r1 − r0 > 0, one has Dφm(t)R(t) with R(t) ∈ L1(dt).
We can conclude the proof of the proposition in the following way. Let us write:
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∞∫
t0
eitH Dφm(t)e−itH dt
 eit0Hφm(t0)e−it0H −
∞∫
t0
∥∥R(t)∥∥dt.
Observe that the quantity
∫∞
t0
‖R(t)‖dt becomes as small as we want when t0 tends to
infinity. Thus it suffices to show that the limit,
lim
t0→∞
∥∥eit0Hφm(t0)e−it0H∥∥,
exists and is nonzero to prove (5.15). Equivalently, we prove that
lim
t0→∞
∥∥eit0Hφ(t0)e−it0H∥∥ = 0. (5.18)
We have:
lim
t0→∞
∥∥eit0Hφ(t0)e−it0H∥∥= lim
t0→∞
∥∥eit0ξ0.pφ(t0)e−it0ξ0.p∥∥
= lim
t0→∞
∥∥∥∥χ(H0 + V (x + t0ξ0))J( |x|t0
)
g2(V)
× J
( |x|
t0
)
χ
(
H0 + V (x + t0ξ0)
)∥∥∥∥.
Since
χ
(
H0 + V (x + t0ξ0)
)
J
( |x|
t0
)
g2(V)J
( |x|
t0
)
χ
(
H0 + V (x + t0ξ0)
)
goes strongly to χ(H0)g2(V)χ(H0) which is a non-zero operator, (5.18) holds. Hence
χ(H)g2(P+)χ(H) = 0 which concludes the proof of the inclusion σ(P+1R3\{0}(P+)) ⊃
S2. 
6. Wave operators
This section is devoted to the construction of Dollard modified wave operators. We
assume here that V ∈ S−ρ(R3) with ρ > 1/2. We shall see that the asymptotic velocity
operators P± enable to transform the problem into a time-dependent problem. The great
advantage is that we then manipulate quantities which are directly integrable along the
evolution. In particular, we will not need stationary phase estimates or radiation estimates
as used in [7].
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The main objects of study in this subsection are time-dependent massless Dirac Hamil-
tonians of the following type H(t) = H0 + V (t, x), where V (t, x) is a scalar time-
dependent potential belonging to L1loc(Rt ;B(H)). We aim at constructing time-dependent
wave operators for this kind of Hamiltonians. Naturally, we need a certain decay of the
potential V ; we assume this decay only in the variable t . Precisely, for a given ρ > 0,∣∣∂αx V (t, x)∣∣ C〈t〉−ρ−|α|, ∀α ∈ N3, ∀x ∈ R3. (6.1)
We can define an associated unitary dynamics U(t, s) for such time-dependent Hamilto-
nians (see [4, Appendix B.3, Proposition B.3.6], for a detailed presentation). In particular,
this unitary dynamics satisfies:
• The map (t, s) → U(t, s) is strongly continuous with values in unitary operators onH
and satisfies
U(t, t) = 1, U(t, u)U(u, s) = U(t, s).
• If we denote B = (H 20 + 1)1/2, we have:
∂sU(t, s)B
−1 = U(t, s)iH(s)B−1,
∂tB
−1U(t, s) = −iB−1H(t)U(t, s).
We would like to prove the existence of the asymptotic velocity operators for the unitary
dynamics U(t,0). However, contrary to the massive case [3], this can be done only for high
energies. Precisely, we have:
Proposition 6.1. Let χ ∈ C∞0 (R) such that χ = 0 on a neighbourhood of 0. Then, for any
J ∈ C∞(R3), the limits,
s-lim
t→±∞U(0, t)J (±V)χ(H0)U(t,0) =: P
±
J,χ , (6.2)
exist.
Proof. Let us choose a function η such that suppηc ∩ suppχ = ∅. We have g(V)χ(H0) =
g(Vp)χ(H0). Thus, we can replace V by Vp in (6.2). We compute the time derivative of
this expression. We obtain:
d
dt
U(0, t)g(Vp)χ(H0)U(t,0)ψ = U(0, t)i
[
V (t, x), g(Vp)
]
χ(H0)U(t,0)ψ
+U(0, t)g(Vp)i
[
V (t, x),χ(H0)
]
U(t,0)ψ. (6.3)
Using the Helffer–Sjöstrand formula and (6.1), we have:
T. Daudé / J. Math. Pures Appl. 84 (2005) 615–665 649i
[
V (t, x),χ(H0)
]= − i
2π
∫
C
∂z¯χ˜(z)(z −H0)−1Γ.∇V (t, x)(z −H0)−1 dz ∧ dz¯
∈ L1(dt). (6.4)
Similarly, since Vp = Vη(p) belongs to S0(R3p; (M4(C))3), we have:[
V (t, x), g(Vp)
] ∈ L1(dt). (6.5)
Hence, (6.3) is integrable along the evolution by (6.4) and (6.5) and the limit (6.2) exists
using Lemma B.1. 
Beside these “asymptotic velocity” operators, we also need to establish weak propaga-
tion estimates of the same type as in the time-independent case. First, we prove:
Proposition 6.2. Suppose that j, g ∈ C∞0 (R3) and supp j ∩ suppg = ∅. Let χ ∈ C∞0 (R),
χ = 0 on a neighbourhood of 0. Then,
∞∫
1
∥∥∥∥j(xt
)
g(V)χ(H0)U(t,0)ψ
∥∥∥∥2 dtt  C‖ψ‖2, ∀ψ ∈H. (6.6)
Furthermore, if J ∈ C∞0 (R3) such that J = 1 on a neighbourhood of suppg, then
s-lim
t→±∞U(0, t)J
(
x
t
)
g(V)χ(H0)U(t,0) =P±g,χ . (6.7)
Proof. Since the intersection of the supports of j and g is empty, by a covering argument,
we may assume that there exists v ∈ R3, v = 0 such that
suppg ⊂ {x: 〈v, x〉 > θ2}, (6.8)
supp j ⊂ {x: 〈v, x〉 < θ1}, (6.9)
where 0 < θ1 < θ2. Let us choose a function J˜ ∈ C∞(R) such that J˜ ′ ∈ C∞0 (R), J˜ ′(x) = 0
when x  θ1 and
J˜ ′
(〈v, x〉) j2(x). (6.10)
Now we define J (x) := J˜ (〈v, x〉). We consider the propagation observable:
φ(t) = χ(H0)g(V)J
(
Xnw
)
g(V)χ(H0).t
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then we have:
φ(t) = χ(H0)g(Vp)J
(
Xnw
t
)
g(Vp)χ(H0).
We also call the “Heisenberg derivative” of φ(t) the following operator Dφ(t) = ddt φ(t)+
i[H(t),φ(t)]. Then we get:
Dφ(t) = i[V (t, x),χ(H0)]g(Vp)J(Xnw
t
)
g(Vp)χ(H0)+ hc
+ χ(H0)i
[
V (t, x), g(Vp)
]
J
(
Xnw
t
)
g(Vp)χ(H0)+ hc
− 1
t
χ(H0)g(Vp)Xnw
t
∇J
(
Xnw
t
)
g(Vp)χ(H0)
+ χ(H0)g(Vp)i
[
H(t), J
(
Xnw
t
)]
g(Vp)χ(H0). (6.11)
Clearly, the first two terms in (6.11) are integrable in norm by (6.4) and (6.5). Using the
same proof as in Lemma 4.2, we also have:
i
[
H(t), J
(
Xnw
t
)]
= 1
t
∇J
(
Xnw
t
)
.Vp +L1(dt). (6.12)
Eventually, we get:
Dφ(t) = 1
t
χ(H0)g(Vp)∇J
(
Xnw
t
)
.
(
Vp − Xnw
t
)
g(Vp)χ(H0)+L1(dt).
Using Lemma 4.1, we can replace J (Xnw/t) by J (x/t) in the above expression and we
get:
Dφ(t) = 1
t
χ(H0)g(Vp)∇J
(
x
t
)
.
(
Vp − x
t
)
g(Vp)χ(H0)+L1(dt).
Now, we claim that there exists a constant C0 strictly positive such that
1
t
χ(H0)g(Vp)∇J
(
x
t
)
.
(
Vp − x
t
)
g(Vp)χ(H0)
 C0
t
χ(H0)g(Vp)j2
(
x
t
)
g(Vp)χ(H0). (6.13)
To see this, we use that [Vp,f (x/t)] ∈ O(t−1) to rewrite (6.13) as
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t
χ(H0)g(Vp)∇J
(
x
t
)
.
(
Vp − x
t
)
g(Vp)χ(H0)
= 1
t
χ(H0)g(Vp)J˜ ′
〈(
v,
x
t
)〉〈
v,Vp − x
t
〉
g(Vp)χ(H0)
 1
t
χ(H0)
(
J˜ ′
(〈
v,
x
t
〉))1/2
g(Vp)〈v,Vp〉g(Vp)
(
J˜ ′
(〈
v,
x
t
〉))1/2
χ(H0)
− 1
t
χ(H0)g(Vp)
(
J˜ ′
(〈
v,
x
t
〉))1/2〈
v,
x
t
〉(
J˜ ′
(〈
v,
x
t
〉))1/2
g(Vp)χ(H0)+L1(dt).
Using (6.8), (6.9) and (6.10), we obtain:
1
t
χ(H0)g(Vp)∇J
(
x
t
)
.
(
Vp − x
t
)
g(Vp)χ(H0)
 1
t
(θ2 − θ1)χ(H0)g(Vp)j2
(
x
t
)
g(Vp)χ(H0)
and the constant C0 = θ2 − θ1 is strictly positive. Eventually, we have:
Dφ(t) C0
t
g(V)j2
(
x
t
)
g(V)+L1(dt).
We conclude the proof of (6.6) using Proposition B.1.
We now prove (6.7). We assume, without loss of generality, that g = g21 . Let us
consider a function J ∈ C∞(R3) such that ∇J ∈ C∞0 (R3) and suppJ ∩ suppg1 = ∅.
We also introduce a function η ∈ C∞(R3) such that suppηc ∩ suppχ = ∅. We have
g(V)χ(H0) = g(Vp)χ(H0). Now, using Proposition 6.1, it is enough to prove that
s-lim
t→+∞U(0, t)J
(
x
t
)
g21(Vp)χ2(H0)U(t,0) = 0.
After some commutations, this is equivalent to proving that
s-lim
t→∞ U(0, t)φ(t)U(t,0) = 0, (6.14)
where φ(t) = χ(H0)g1(Vp)J (x/t)g1(Vp)χ(H0). We compute its Heisenberg derivative:
Dφ(t) = 1
t
χ(H0)g1(Vp)∇J
(
x
t
)
.
(
Γ − x
t
)
g1(Vp)χ(H0)
+ i[V (t, x),χ(H0)]g1(Vp)J(x
t
)
g1(Vp)χ(H0)+ hc
+ χ(H0)i
[
V (t, x), g1(Vp)
]
J
(
x
)
g1(Vp)χ(H0)+ hc.t
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Dφ(t) = 1
t
χ(H0)g1(Vp)j˜
(
x
t
)
B(t)j˜
(
x
t
)
g1(Vp)χ(H0)+L1(dt),
where B(t) is uniformly bounded and j˜ ∈ C∞0 (R3) satisfies supp j˜ ∩ suppg1 = ∅ and
j˜∇J = ∇J . This expression is integrable along the evolution by (6.6) and thus the limit in
(6.14) exists by Lemma B.1. Now assume, furthermore, that the function J is compactly
supported, i.e., J ∈ C∞0 (R3). Then, since suppJ ∩ suppg = ∅ by hypothesis, using (6.6)
again, the limit in (6.14) is equal to 0.
To conclude the proof, we need to show that (6.14) remains true for general J , not
compactly supported. But this follows by the same limiting procedure used in [3]. We omit
the details. 
Let us now give a time-dependent version of the microlocal velocity estimate for high
energies.
Proposition 6.3. Suppose that g,J ∈ C∞0 (R3) and suppg∩ supp∇J = ∅. Let χ ∈ C∞0 (R)
such that χ = 0 on a neighbourhood of 0. Then
∞∫
1
∥∥∥∥(xt − V
)
J
(
x
t
)
g(V)χ(H0)U(t,0)ψ
∥∥∥∥2 dtt < C‖ψ‖2, ∀ψ ∈H. (6.15)
Moreover,
s-lim
t→∞
(
x
t
− V
)
J
(
x
t
)
g(V)χ(H0)U(t,0) = 0. (6.16)
Proof. Let us define the uniformly bounded propagation observable:
φ(t) = χ(H0)g(V)J
(
x
t
)(
x
t
− V
)2
J
(
x
t
)
g(V)χ(H0).
We choose a function η ∈ C∞(R3) such that suppηc ∩ suppχ = ∅ and we define:
φm(t) = χ(H0)g(Vp)J
(
Xnw
t
)(
Xnw
t
− Vp
)2
J
(
Xnw
t
)
g(Vp)χ(H0)
= χ(H0)g(Vp)J
(
Xnw
t
)(
X2nw
t2
− 2A
t
+ V2p
)
J
(
Xnw
t
)
g(Vp)χ(H0).
Using Lemma 4.1 and χ(H0)g(V) = χ(H0)g(Vp), it is immediate that
φm(t) = φ(t)+ O
(
t−min(1,ρ)
)
. (6.17)
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Dφm(t) = 2
t
χ(H0)g(Vp)J
(
Xnw
t
)(
Xnw
t
− Vp
)2
J
(
x
t
)
g(Vp)χ(H0)+L1(dt)
= 2
t
φm(t)+L1(dt)
= 2
t
φ(t)+L1(dt), (6.18)
where, for the last equality, we use (6.17). Thus, (6.15) holds by Proposition B.1.
In order to prove (6.16), it is enough to show that
s-lim
t→∞ U(0, t)φ(t)U(t,0) = 0.
First, observe that, from (6.18) and Lemma B.1, the limit
s-lim
t→∞ U(0, t)φm(t)U(t,0),
exists. Therefore, by (6.17), the limit
s-lim
t→∞ U(0, t)φ(t)U(t,0), (6.19)
also exists. Now, noting that φ(t) 0, we have:
0
∞∫
1
(
ψ,U(0, t)φ(t)U(t,0)ψ
)dt
t
< ∞,
using (6.15) again. Therefore the limit (6.19) is zero which concludes the proof of the
proposition. 
We end this section with the proof of the existence and asymptotic completeness of the
Dollard modified wave operators with energy cut-off for time-dependent massless Dirac
Hamiltonians. From now on, we assume that the potential V (t, x) satisfies (6.1) with
ρ > 1/2. We define the Dollard modified dynamics (see [5]) by,
U0(t) = e−itH0T
(
e−i
∫ t
0 V (s,sV)ds),
where T denotes time-ordering.
The main theorem of this subsection is:
Theorem 6.1. Let χ ∈ C∞0 (R) such that χ = 0 on a neighbourhood of 0. Then thefollowing limits,
W±χ = s-lim U(0, t)χ(H0)U0(t), (6.20)t→±∞
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t→±∞U
∗
0 (t)χ(H0)U(t,0), (6.21)
exist.
Proof. As the proofs are identical, we only prove (6.21). We want to use Cook’s method
(Lemma B.1). Let ψ ∈ D(〈x〉). We compute:
d
dt
(
U∗0 (t)χ(H0)U(t,0)ψ
)= U∗0 (t)i(V (t, tV)χ(H0)− χ(H0)V (t, x))U(t,0)ψ
= U∗0 (t)i
(
V (t, tV)− V (t, x))χ(H0)U(t,0)ψ +L1(dt),
where we used (6.4) in the second equality. Now, we use the Helffer–Sjöstrand formula
(A.12) to estimate this last quantity. We have:
V (t, tV)− V (t, x) = C(t).(tV − x)+B(t),
with B(t),C(t) ∈ O(t−ρ−1). Since ρ > 1/2, it is enough to show that
(tV − x)χ(H0)U(t,0)ψ ∈ O
(
t1/2
) (6.22)
to prove (6.21). By the usual argument, we choose a function η ∈ C∞(R3) such that
suppηc ∩ suppχ = ∅ and thus, (6.22) is equivalent to proving:
(tVp −Xnw)χ(H0)U(t,0)ψ ∈ O
(
t1/2
)
. (6.23)
Since ψ ∈ D(〈x〉) and ρ > 1/2 , it is enough to show that
L(t) := 1
t1/2
d
dt
(
U(0, t)(tVp −Xnw)χ(H0)U(t,0)〈x〉−1
) ∈ L1(dt), (6.24)
in order to prove (6.23). Using (6.4) and (6.5), we have:
L(t) = 1
t1/2
U(0, t)
(Vp − [H(t),Xnw])χ(H0)U(t,0)〈x〉−1 +L1(dt). (6.25)
By (6.1) and the same proof as in Lemma 4.2, we have i[H(t),Xnw] = Vp + O(t−ρ).
Therefore, we finally obtain:
L(t) ∈ L1(dt),
which concludes the proof of (6.21) and the proof of the theorem. 
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Theorem 6.2. The Dollard modified wave operators defined by:
Ω± := s-lim
t→±∞ e
itHU0(t), (6.26)
Ω˜± := s-lim
t→±∞U
∗
0 (t)e
−itH 1R3\{0}(P±), (6.27)
exist onH. Furthermore, we have Ω˜±Ω± = 1H, Ω±Ω˜± = 1c(H), (Ω±)∗ = Ω˜± and ±V
and P± satisfy the intertwining relation:
(Ω±)(±V)(Ω±)∗ = P±1R3\{0}(P±), (6.28)
and
(Ω±)H0(Ω±)∗ = H. (6.29)
Proof. We transform the time-independent problem into a time-dependent one to which we
apply the previous results. First consider a function g ∈ C∞0 (R3) such that 0 /∈ suppg and
S2 ⊂ suppg. Therefore we have g(V) = 1H and g(P+) = 1R3\{0}(P+) by Theorem 5.2.
Now, let χ ∈ C∞0 (R) such that χ = 0 on a neighbourhood of 0. Using 1{0}(P+) = 1pp(H)
(Theorem 5.1) and a density argument, the existence of the limits (6.26) and (6.27) is
equivalent to that of the limits:
s-lim
t→+∞ e
itHU0(t)g
2(V)χ3(H0), (6.30)
s-lim
t→+∞U
∗
0 (t)e
−itH g2(P+)χ3(H). (6.31)
Let us introduce a function J ∈ C∞0 (R3) such that J = 0 on a neighbourhood of 0 and
J = 1 on a neighbourhood of suppg, denoted Θ . We associate to the potential V (x) the
time-dependent potential VJ (t, x) defined by:
VJ (t, x) = V (x)J
(
x
t
)
.
This potential satisfies the properties:
• For any y in Θ ,
V (ty) = VJ (t, ty). (6.32)
• For any t  1 fixed, x → VJ (t, x) ∈ C∞0 (R3) and there is a constant M such that
suppVJ (t, .) ⊂ B(0,Mt).
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From (6.32), we call the potential VJ (t, x) effective time-dependent potential on suppg.
This property allows us to make the link with the time-dependent results of the previous
subsection.
We introduce the time-dependent massless Dirac Hamiltonian,
HJ (t) = H0 + VJ (t, x),
and we denote UJ (t, s) the unitary dynamics associated to HJ (t). Since the potential
VJ (t, x) satisfies the property (6.1), the results of the previous subsection hold. In particu-
lar, to any function f ∈ C∞(R3), we define the “asymptotic velocity” operators associated
to HJ (t), i.e., the following limit:
P±f,χ = s-limt→±∞UJ (0, t)f (±V)χ(H0)UJ (t,0),
exists. Eventually, we introduce the time-dependent Dollard dynamics
U0,J (t) = e−itH0T
(
e−i
∫ t
0 VJ (s,sV)ds),
where T denotes time ordering.
Let us now begin the proof of (6.30) and (6.31). First, using the unitarity of UJ (t, s),
we have:
(6.30) = s-lim
t→+∞ e
itHUJ (t,0)UJ (0, t)g(V)χ2(H0)UJ (t,0)UJ (0, t)χ(H0)U0(t)g(V),
since g(V) and χ(H0) commute with U0(t). But, observe that U0(t)g(V) = U0,J (t)g(V)
by property (6.32). Hence, we obtain:
(6.30) = s-lim
t→+∞
(
eitHUJ (t,0)
)(
UJ (0, t)g(V)χ2(H0)UJ (t,0)
)
× (UJ (0, t)χ(H0)U0,J (t)g(V)). (6.35)
By Proposition 6.1 and Theorem 6.1, we already know that the limits,
s-lim
t→+∞UJ (0, t)χ(H0)U0,J (t),
s-lim
t→+∞UJ (0, t)g(V)χ
2(H0)UJ (t,0) =P+g,χ2 ,
exist. Therefore, by the chain rule, it is enough to prove the existence of the limit,
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t→+∞ e
itHUJ (t,0)P+g,χ2 , (6.36)
in order to prove (6.30).
The proof of (6.31) is almost identical to that of (6.30). Indeed, using the characteriza-
tion (5.3) of the asymptotic velocity P+, we have:
g2(P+)χ3(H) = s-lim
t→+∞ e
itH g(V)χ(H0)e−itH g(P+)χ2(H)
+ s-lim
t→+∞ e
itH g(V)(χ(H)− χ(H0))e−itH g(P+)χ2(H).
The second term can be written as
s-lim
t→+∞ e
itH g(V)(χ(H)− χ(H0))g(x
t
)
e−itHχ2(H),
and thus vanishes since (χ(H)− χ(H0))g(x/t) ∈ O(t−ρ). Therefore we obtain:
(6.31) = s-lim
t→+∞
(
g(V)U∗0,J (t)χ(H0)UJ (t,0)
)(
UJ (0, t)e−itH g(P+)χ2(H)
)
,
where we used the fact that g(V)U∗0 (t) = g(V)U∗0,J (t) by (6.32). But we know that the
limit
s-lim
t→+∞U
∗
0,J (t)χ(H0)UJ (t,0),
exists by Theorem 6.1. Hence, using the chain rule, it suffices to prove the existence of the
limit
s-lim
t→+∞UJ (0, t)e
−itH g(P+)χ2(H), (6.37)
in order to prove (6.31).
Since the proofs of (6.36) and (6.37) are almost identical, we only show the latter. Let
us introduce two functions g1, g2 ∈ C∞0 (Θ) such that g1g = g and g2g1 = g1. By Theo-
rem 5.1, we have:
s-lim
t→+∞UJ (0, t)e
−itH g(P+)χ2(H)
= s-lim
t→+∞UJ (0, t)e
−itH g(P+)g1(P+)χ2(H)
= s-lim
t→+∞UJ (0, t)χ(H0)g(V)g2
(
x
t
)
g1
(
x
t
)
g2
(
x
t
)
χ(H)e−itH . (6.38)
Let us define the uniformly bounded propagation observable:
φ(t) = χ(H0)g(V)g2
(
x
)(
g1
(
x
)
+
(
V − x
)
.∇g1
(
x
))
g2
(
x
)
χ(H).t t t t t
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(6.38) = s-lim
t→+∞UJ (0, t)φ(t)e
−itH .
For technical reasons, we introduce the modified propagation observable:
φm(t) = χ(H0)g(Vp)g2
(
x
t
)(
g1
(
Xnw
t
)
+
(
Vp − Xnw
t
)
.∇g1
(
Xnw
t
))
g2
(
x
t
)
χ(H)
= g(Vp)g2
(
x
t
)
M(t)g2
(
x
t
)
χ(H),
where the function η in the definition of Xnw and Vp is chosen such that suppηc ∩
suppχ = ∅. Obviously φm(t) is also uniformly bounded in t . By Lemma 4.1 and (4.24),
we have φm(t) = φ(t) + O(t−ρ) and therefore, it is enough to prove the existence of the
limit,
s-lim
t→+∞UJ (0, t)φm(t)e
−itH , (6.39)
in order to prove (6.31). Let us compute the time derivative of the function in (6.39). We
obtain:
d
dt
UJ (0, t)φm(t)e−itH
= UJ (0, t)
(
d
dt
φm(t)+ i
(
HJ (t)φm(t)− φm(t)H
))
e−itH
= −1
t
UJ (0, t)χ(H0)g(Vp)
(
∇g2
(
x
t
)
M(t)g2
(
x
t
)
+ hc
)
χ(H)e−itH
− 1
t
UJ (0, t)χ(H0)g(Vp)g2
(
x
t
)〈(
Vp − Xnw
t
)
,∇2g1
(
Xnw
t
)
.
Xnw
t
〉
× g2
(
x
t
)
χ(H)e−itH
+UJ (0, t)i
[
HJ (t),χ(H0)g(Vp)
]
g2
(
x
t
)
M(t)g2
(
x
t
)
χ(H)e−itH
+ 1
t
UJ (0, t)χ(H0)g(Vp)
(
Γ.∇g2
(
x
t
)
M(t)g2
(
x
t
)
+ hc
)
χ(H)e−itH
+UJ (0, t)χ(H0)g(Vp)g2
(
x
t
)
i
(
HJ (t)M(t)−M(t)H
)
g2
(
x
t
)
χ(H)e−itH
= L1 +L2 +L3 +L4 +L5.
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HJ (t),χ(H0)g(Vp)
]= [VJ (t, x),χ(H0)]g(Vp)+ χ(H0)[VJ (t, x), g(Vp)],
the term L3 belongs to L1(dt) by (6.4) and (6.5).
The terms L1and L4 can be written, after some commutations, as
UJ (0, t)χ(H0)g(V)g˜
(
x
t
)
B(t)g˜
(
x
t
)
χ(H)e−itH +L1(dt),
where B(t) is an operator-valued function uniformly bounded in t and the function
g˜ ∈ C∞0 (Θ) satisfies the three conditions:
(1) suppg ∩ supp g˜ = ∅,
(2) g˜∇g2(x/t) = ∇g2(x/t),
(3) supp g˜ ∩ S2 = ∅.
This last condition is reasonable since, by definition of g2, one has ∇g2 = 0 on a neigh-
bourhood of S2. Hence, the terms L1 and L4 are integrable along the evolution by Propo-
sitions 4.1, 4.3 and 6.2.
Using Lemma 4.2, we see that the term L5 is equal to:
L5 = 1
t
UJ (0, t)χ(H0)g(Vp)g2
(
x
t
)〈(
Vp − Xnw
t
)
,∇2g1
(
Xnw
t
)
.Vp
〉
g2
(
x
t
)
χ(H)e−itH
+UJ (0, t)χ(H0)g(Vp)g2
(
x
t
)
i
(
VJ (t, x)M(t)−M(t)V (x)
)
g2
(
x
t
)
χ(H)e−itH .
(6.40)
But, since suppg2 ⊂ Θ , we have V (x)g2(x/t) = VJ (t, x)g2(x/t) by (6.32). Thus, the
second term in (6.40) is equal to:
UJ (0, t)χ(H0)g(Vp)g2
(
x
t
)
i
[
VJ (t, x),M(t)
]
g2
(
x
t
)
χ(H)e−itH .
Since we have [VJ (t, x),Vp] ∈ L1(dt), by the same proof as (6.5), and since [VJ (t, x),
f (Xnw/t)] ∈ L1(dt) for any f ∈ C∞0 (R3), by the same proof as in Lemma 4.2, the term
L5 is integrable along the evolution.
Eventually, if we put together these results, we obtain:
d
dt
UJ (0, t)φm(t)e−itH
= 1
t
UJ (0, t)χ(H0)g(Vp)g2
(
x
t
)〈(
Vp − Xnw
t
)
,∇2g1
(
Xnw
t
)
.
(
Vp − Xnw
t
)〉
× g2
(
x
)
χ(H)e−itH +L1(dt).t
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We conclude that the time derivative ddt UJ (0, t)φm(t)e
−itH belongs to L1(dt) by Proposi-
tions 4.4 and 6.3. Hence, the limit (6.39) exists by Lemma B.1.
Therefore, we have constructed the Dollard-modified wave operators Ω± and Ω˜±. The
fact that Ω˜±Ω± = 1H, Ω±Ω˜± = 1c(H), (Ω±)∗ = Ω˜± follows from Lemma B.5.1 in [4].
It remains to prove the intertwining relations (6.28) and (6.29). Using (5.3), we see that
P+ = s-lim
t→+∞ e
itHVe−itH = s-lim
t→+∞ e
itHU0(t)VU∗0 (t)e−itH = Ω+V(Ω+)∗,
which proves (6.28). Now, (6.29) is equivalent to:
s-lim
t→+∞ e
itH (H −H0)e−itH g(P+) = 0.
But, using Theorem 5.1, we have to show that
s-lim
t→+∞ e
itHV (x)g
(
x
t
)
e−itH = 0.
Since V ∈ S−ρ(R3), V (x)g(x/t) ∈ O(t−ρ) and the result holds. 
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Appendix A. Helffer–Sjöstrand formula
In this appendix, we give a brief review of the Helffer–Sjöstrand formula introduced in
[11]. Let us consider a function f belonging to the function space:
S−ρ
(
R
3)= {f ∈ C∞(R3): ∣∣∂αx f (x)∣∣C〈x〉−ρ−|α|, ∀α ∈ N3}, ρ > 0.
Let τ ∈ C∞0 (R) satisfying τ(x) = 1 for |x|  1 and τ(x) = 0 for |x|  2. We define the
almost-analytic extension of f in the following way:
f˜ (z1, z2, z3) =
{∑
αβ
∂αx f (x)
(iy1)α1
α1!
(iy2)α2
α2!
(iy3)α3
α3!
}
τ
(
y1
〈x1〉
)
τ
(
y2
〈x2〉
)
τ
(
y3
〈x3〉
)
,
where α = (α1, α2, α3), β = (n1, n2, n3) and nj  1, for all j = 1,2,3. This function
satisfies the properties:
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f (x) = −i
(2π)3
∫
C3
∂z¯f˜ (z)(z1 − x1)−1(z2 − x2)−1(z3 − x3)−1 dz ∧ dz¯. (A.3)
Here, we have denoted z = (z1, z2, z3) = (x1 + iy1, x2 + iy2, x3 + iy3). Moreover, ∂z¯ stands
for ∂z¯1∂z¯2∂z¯3 and dz ∧ dz¯ for (dz1 ∧ dz¯1) ∧ (dz2 ∧ dz¯2) ∧ (dz3 ∧ dz¯3). Eventually, if A
denotes a vector of commuting selfadjoint operators on H, we can define f (A) by:
f (A) = −i
(2π)3
∫
C3
∂z¯f˜ (z)(z1 −A1)−1(z2 −A2)−1(z3 −A3)−1 dz ∧ dz¯. (A.4)
Note that, since we assumed f ∈ S−ρ(R3) with ρ > 0, the integral in (A.4) converges in
operator norm. Nevertheless, the formula (A.4) remains true when we consider functions
f ∈ S−ρ(R3) with ρ  0. In this case, the integral only converges strongly.
We need a time dependent version of the Helffer–Sjöstrand formula. Let us consider
a function J ∈ C∞0 (R3 \ {0}). Define the time-dependent function f (t, x) = f (x)J (x/t).
The almost-analytic extension is given by,
f˜ (t, z1, z2, z3) =
{∑
α
∂αx f (t, x)
(iy1)α1
α1!
(iy2)α2
α2!
(iy3)α3
α3!
}
τ
(
y1
〈x1〉
)
τ
(
y2
〈x2〉
)
τ
(
y3
〈x3〉
)
,
and satisfies the properties:
supp f˜ ⊂ [−Mt,Mt]2z1 × [−Mt,Mt]2z2 × [−Mt,Mt]2z3 , (A.5)∣∣∂z¯f˜ (t, z)∣∣Ct−ρ−3−|α||y1|α1 |y2|α2 |y3|α3 , (A.6)
f (t, x) = −i
(2π)3
∫
C3
∂z¯f˜ (t, z)(z1 − x1)−1(z2 − x2)−1(z3 − x3)−1 dz ∧ dz¯. (A.7)
Given A a vector of commuting selfadjoint operators on H, we define:
f (t,A) = −i
(2π)3
∫
C3
∂z¯f˜ (t, z)(z1 −A1)−1(z2 −A2)−1(z3 −A3)−1 dz ∧ dz¯. (A.8)
Application 1 (Commutator expansion). Let A a vector of commuting selfadjoint operators
onH and T a selfadjoint operator onH. Let f ∈ S−ρ(R3) with ρ ∈ R. We want a formula
to express the commutator [T ,f (A)] in function of the commutator [T ,A].
Assume that
(H1) A ∈ C1(T ) if T is unbounded;
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Then we have:
[
T ,f (A)
]= ∇f (A).[T ,A] +B, (A.9)
where B is bounded on H if ρ > −2. In many cases, we have to deal with functions of
time-dependent Hamiltonians of the form f (A/t). Therefore, under the same hypotheses
on f,T ,A, we have: [
T ,f
(
A
t
)]
= 1
t
∇f
(
A
t
)
.[T ,A] + O(t−2). (A.10)
Application 2. Given two vectors of selfadjoint operators A and T on H and a function f
belonging to the space S−ρ(R3) , we would like to express the difference between f (A)
and f (T ) as the product of an operator B and A− T . Assume that A ∈ C1(T ) and [T ,A]
is bounded on H, then
f (A)− f (T ) = B1.(A− T )+B2, (A.11)
where Bi , i = 1,2, are bounded if ρ > −1.
We end this application by giving a time-dependent version useful for Section 6.
Given two selfadjoint operators A and T in a Hilbert space H and given two functions
f ∈ S−ρ(R3) and J ∈ C∞0 (R3), we want to express the difference between the functions
of operators f (t,A) and f (t, tT ) as the product of one operator B1(t) and A− tT . Assume
that A ∈ C1(T ) and [A,T ] bounded on H then, we have
f (t,A)− f (t, tT ) = C1(t).(A− tT )+B2(t), (A.12)
where B1(t),B2(t) ∈ O(t−ρ−1).
Appendix B. Propagation estimates
In this appendix, we give the fundamental criteria used throughout this paper to prove
the weak propagation estimates and the existence of asymptotic observables of Sections 4–
6. We refer to [4, Appendix B], for a more detailed presentation.
Let U(t, s) be the unitary evolution generated by a time-dependent Hamiltonian
H(t). Assume that there exists a positive invertible operator B such that U(t, s) be
B-regularly generated (see [4, Appendix B.3] for these definitions). For simplicity, we
write U(t) = U(t,0). Note that U(t) satisfies:
d
U(t)ψ = −iH(t)U(t)ψ, ψ ∈ D(B1/2), U(0) = 1.dt
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derivative associated with A(t), i.e.,
DA(t) = d
dt
A(t)+ i[H(t),A(t)].
We say that A(t) ∈ W 1,1loc (R,B(H)), if there exists B(t) ∈ L1loc(R,B(H)) such that for any
t1, t2 ∈ R,
A(t1)−A(t2) =
t2∫
t1
B(s)ds.
Proposition B.1. Suppose that Φ(t) is a family of selfadjoint operators satisfying the con-
ditions:
(a) Φ(t) ∈ W 1,1loc (R+,B(H)),
(b) ‖B1/2Φ(t)B−1/2‖ C for almost all t ,
(c) the time-dependent operator [H(t),Φ(t)] originally defined as a quadratic form on
D(B1/2) extends to an element of L1loc(R+,B(H)).
(i) Assume that DΦ(t) ∈ L1loc(R+,B(H)). Then
∥∥Φ(t)U(t)ψ∥∥ ∥∥Φ(0)ψ∥∥+ t∫
0
∥∥DΦ(s)U(s)ψ∥∥ds.
(ii) Assume that Φ(t) is uniformly bounded and that there exists C0 > 0 and some operator
valued functions B(t) and Bi(t), i = 1, . . . , n, such that
DΦ(t) C0B∗(t)B(t)−
n∑
i=1
B∗i (t)Bi(t),
with
∞∫
1
∥∥Bi(t)U(t)ψ∥∥2 dt  C‖ψ‖2, ∀ψ ∈H, i = 1, . . . , n.
Then there exists a constant C such that
∞∫
1
∥∥B(t)U(t)ψ∥∥2 dt  C‖ψ‖2, ∀ψ ∈H. (B.1)
664 T. Daudé / J. Math. Pures Appl. 84 (2005) 615–665Weak propagation estimates of the type of (B.1) allow to prove the existence of asymp-
totic observables. Precisely, we have the following lemma which summarizes previous
results due to Cook and Kato.
Lemma B.1 (Cook and Kato). Let Φ(t) be a uniformly bounded function with values in
selfadjoint operators satisfying the conditions (a)–(c) of Proposition B.1. Let D a dense
subspace of H.
(i) (Cook) Assume that for ψ ∈D,
∞∫
1
∥∥DΦ(t)U(t)ψ∥∥dt < ∞,
then there exists:
s-lim
t→∞ U
∗(t)Φ(t)U(t). (B.2)
(ii) (Kato) Assume that
∣∣(ψ2,DΦ(t)ψ1)∣∣ n∑
i=1
∥∥B2i (t)ψ2∥∥∥∥B1i (t)ψ1∥∥, with
∞∫
1
∥∥B2i (t)U(t)ψ∥∥2 dt  C‖ψ‖2, ψ ∈D, i = 1, . . . , n,
∞∫
1
∥∥B1i (t)U(t)ψ∥∥2 dt  C‖ψ‖2, ψ ∈D, i = 1, . . . , n,
then the limit (B.2) exists.
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