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Abstract:
LTE is a standard offering high speed wireless communication, and it is a major milesto-
ne towards flourishing the capabilities of 5th generation (5G) mobile networks to meet the
exploding traffic growth in the current and future Internet.
However, the introduction of new devices and smartphones is creating many challenges to the
LTE operators, and one of the most significant challenges is to control the load on the LTE eNB
base stations. In the meantime, operators look for ways to reduce their energy consumptions,
for which putting the no- or low-throughput base stations to sleep is a promising solution.
Therefore, this project is designed to provide a solution, which would detect congestion in
the Radio Access part of LTE network and remotely wake up base stations in the congestion
zones. If a congestion is detected at one eNB, a nearby eNB that had been put to sleep (for
reasons of energy conservation, reduction of interferences, etc.) is woken up. We provide two
implementations of this Congestion-aware On-demand eNB Wake-up (COEW) solution: a
deployment of traditional LTE network using a softwarized LTE implementation, consisting
of EPC and eNB implementations on different machines. The second implementation is based
on Software Defined Networking (SDN), which is then integrated to the traditional network
setup. For this, Open vSwitch (OVS) is used on eNBs and EPC machines, in order to have
the congestion information to be collected by the SDN controller using OpenFlow protocol.
SDN controller (based on OpenDayLight-ODL) communicates with COEW Application via
Northbound plugins. COEW application then analyzes the data from each eNB and wakes
up sleeping eNB remotely. Validation of the two COEW solutions have been done through
physical experiments using commercial UEs and aforementioned community-driven SDN soft-
ware components.
Keywords: Software Defined Networking, Network Softwarization, Open Air Interface, LTE,
eNB, EPC.
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Chapter 1
Introduction
Mobile broadband is a fast growing reality today, given that by the end of 2016 mobile
broadband subscription were close to 5 billions users across the world. LTE is continuously
developing to make sure the future requirements are met, for which new LTE releases intro-
duce new functionalities and performance enhancements. These advances in LTE, allowed
for enhanced user experience to further enjoy demanding more applications, like advanced
games,mobile video and interactive TV.
Increasing number of mobile users (also since more and more fixed DSL modems are being
replaced with LTE modems) increased the challenges to the operators, sporadic congestion is
being one of those challenges. Congestion can happen at Radio Access, Backhaul or Core Net-
work entities. In the meantime, operators look for ways to reduce their energy consumptions,
for which putting the no- or low-throughput base stations to sleep is a promising solution.
This project is designed to provide a solution to this challenge, which would detect congestion
in the Radio Access part of LTE network and remotely wake up base stations in the congestion
zones. If a congestion is detected at one eNB, a nearby eNB that had been put to sleep (for
reasons of energy conservation, reduction of interferences, etc.) is woken up. The concept of
this Congestion-aware On-demand eNB Wake-up (COEW) solution is shown in Figure 1.1.
This project is part of the Master degree in telecommunication engineering, which is
present at the end of the degree. The project develops two COEW solutions and validates
them through a physical LTE testbed environment that we build with the help of Software
13
Defined Radio (SDR) and open-source LTE implementation for LTE base station (eNB) and
for EPC (Evolved Packet Core). The open-source eNB and EPC implementation is taken from
Open Air Interface (OAI) project [8], which does the baseband processing at a generic purpose
PC using the signals digitized by an SDR. As SDR, we use low cost USRP B200 (Universal
Software Defined Radio) and connect it to a general purpose computer where the eNB software
is running. USRP B200 provide the LTE air interface to make wireless connection with a User
Equipment (UE), which can be a mobile phone or an LTE USB Dongle.
Figure 1.1 – EPS using COEW Controller.
According to traffic fluctuations, an application (COEW Controller) will activate the
nearby eNB. To control the congestion on each eNB there are two COEW solutions proposed
in this document such as:
• Traditional Networking solution
• Software Defined Networking solution
1.1 Traditional Networking solution
In traditional networking solution, many eNBs can be connected to one EPC and one
COEW controller as shown in Figure 1.1. EPC connects eNBs to Internet, while COEW con-
troller polls statistics from eNBs, analyze these for a possible congestion and send wake-up
14
message to the sleeping eNBs if congestion occurs. Congestion can be decided by monitoring
traffic on eNBs or the number of users that are connected to the eNB. In this project both
solutions are implemented in order to analyze the congestion. For this, standard Linux com-
mands are used, without the need of any change in the networking setup of the system.
1.2 Software Defined Networking (SDN) solution
In the last years, the concept of SDN emerged as a proposal to encounter the limitations
of traditional networking [19]. The main goal of SDN is to separate control plane from data
plane, which allows the restructuring of the network management. Figure 1.2 depicts the
SDN-based COEW solution designed. We use Open vSwitches [20] as SDN agents on each
node of the network which generate node statistics. These statistics are collected by the
SDN controller (implemented using OpenDayLight [5]) through regular poll requests using
OpenFlow [7]. COEW application will communicate with the SDN controller in order to
analyze these node statistics. On the bases of node statistics, COEW Application will decide
which nodes are congested. If a node is congested, COEW Application will send an eNB
wake-up message to activate the sleeping eNB.
This report is structured into 6 main chapters. Chapter 1 includes a brief introduction of
Figure 1.2 – SDN Based COEW Application.
congestion problems and solutions on Access network. Chapter 2 provides the background
and core concept of Evolved Packet System (EPS) and Software Defined Network. EPS
15
is divided into two main parts Access Network (eNB) and Core Network (EPC). In the
same chapter OpenAir Interface and its hardware and software elements will be discussed.
Implementation and configuration of OpenAir interface will be introduced in Chapter 3. In
Chapter 4 congestion control solutions and its implementations will be explained, and Chapter
5 summarizes the validations and project results. Finally, Chapter 6 gives the project’s overall
conclusion and future work.
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Chapter 2
Background
2.1 Evolved Packet System (EPS)
EPS system is introduced by the 3GPP (3rd Generation Partnership Project) [1][2], when
they were designing the 3G system. The aim of this technology was to transport data over
dedicated IP (Internet Protocol) as key protocol to all services. 3GPP community agreed to
design EPC (Evolved Packet Core) as packet-switching instead of circuit-switching.
2.1.1 Long Term Evolution (LTE)
LTE is the evolution of the UMTS, which provides radio access through the E-UTRAN
(Evolved UMTS Radio Access Network) [2]. Unlike the circuit-switching, which is used in
the old cellular system, LTE is packet-switched system. LTE provides wireless IP connection
between Packet Data Network (PDN) and end terminal or UE (User Equipment), and also
provides mobility aspects without any disruptions. The standard of LTE is also introduced
by the 3GPP as the technological future of UMTS and HSPA (High Speed Packet Access).
The combination of LTE and SAE (System Architecture Evolution) is considered as EPS
(Evolved Packet System). 3G LTE is applies more to radio access technology of the cellular
telecommunications system, while SAE is an evolution to core network. The core objective
of LTE is its high speed data rate in uplink and downlink. The 3GPP standard guarantees
that access network reduces latency, and replaces BSC (Base Station Controller) in 2G, with
17
the RNC ( Radio Network Controller) of 3G in order to simplify the network architecture.
Important aspect of LTE, is its capabilities to flexibly handle more ranges of bandwidths such
as 1.4,3,5,15 and 20 MHz.
2.1.2 EPS Network Architecture
EPC provides the connectivity between PDN and user in order to access the network to
facilitate with the services and other applications like VoIP (Voice over IP). EPS bearer is
usually associated with Quality of Service (QoS) and thus user can be facilitated with QoS
by establishing multiple bearers connecting them with different PDNs.
Figure 2.1 – The overall EPS network Architecture.
Figure 2.1 shows the complete architecture of the EPS network. The network interfaces
and elements will be discussed in detail later in this chapter. EPS is based on E-UTRAN
and CN (Core Network), where eNB connecting UE (User Equipment) to EPC. EPS con-
sists of many logical nodes, interconnected by means of standardized interfaces to allow for
interoperability with other EPCs (from other operators).
2.1.3 Elements of EPC
HSS
HSS stands for Home Subscriber Server. It is a database where users profiles are stored [4].
It works as coordinator with MME in order to provide the authentication and user profiles.
It communicates with mobility management entity (MME) through S6a interface. It contains
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the information about the user’s subscription, QoS profile and roaming restrictions etc. HSS
also provides information related to PDN gateway which is necessary for the user to connect
with. It is important for HSS to have the identity of the MME that users are connected with..
MME
Mobility Management Entity (MME) is the most important element of the CN [3]. It
connects the eNB with a signalling interface. MME provides the initial handshaking process
facility with UE via eNB. MME verifies user data in HSS.
Serving GateWay (S-GW)
It is connected to eNBs with a physical link. All IP traffic from/to eNBs pass through the
Serving gateway [3]. It also provides the local mobility services for the data bearers between
the eNB and UE during the handover process. Packet forwarding, routing and buffering are
also the responsibilities of the Serving gateway.
PDN GateWay (P-GW)
In order to have access to Packet Data Network and external Internet resources, PGW
provides this facility to UE by assigning an IP address from the address space of the PDN [3].
It also provides the services mobility anchoring point, in order to make the handover process
easier between 3GPP and non-3GPP (e.g CDMA2000 and WiMAX) entities. Packet filtering,
policy enforcement and charging etc, are also the responsibilities of PGW.
2.1.4 E-UTRAN (Access Network)
E-UTRAN handles traffic between the Core Network and UE [17]. It consists of eNB,
which is connected to EPC through S1 interface as shown in Figure 2.2 . S1 interface is
later divided in two parts, i.e: S1-C which performs signalling procedure between eNB and
MME, while S1-U connects eNB to S-GW. eNB connects other eNBs with X2 interfaces. eNB
which is communicating with UE is considered as Serving eNB. X2 interface is mainly used
for forwarding and handover process.
eNB supports the following functions:
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Figure 2.2 – The E-UTRAN communication between eNBs and with UE
• eNB performs Radio transmissions in order to send and receive data to all connected
UEs using digital and analogue functions of LTE air interface.
• eNB also controls low level operation of all the terminals, using signalling messages
transmission such as handover processing commands.
2.2 Software Defined Networking
The concept of Software Defined Networking (SDN) was introduced by Stanford Univer-
sity. SDN is different than the traditional network in terms of its functionalities of control
and forwarding plane. SDN separates control plane from data plane which is the core concept
of traditional network as it was discussed before. SDN enables network control to be directly
programmed and underlying infrastructure to be abstracted for applications and network ser-
vices. SDN has the capability to be functional in all network domains from data centers to
service provider and local area network.
2.2.1 Software Defined Network Architecture
The core concept of SDN is to centralize the control plane that allows us to use one control
plane for the whole network. Figure 2.3 shows the architecture of SDN. The SDN consists
of two interfaces Northbound and Southbound. Northbound interface allocates interaction
between controller and application, while Southbound describes communication with low level
devices such as routers and switches.
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Figure 2.3 – The Software-Defined Network Architecture.
2.2.2 OpenFlow Protocol
In order to enable communication between control plane and data plane we need a pro-
tocol [19]. OpenFlow is the first protocol started in 2007 and introduced by the openflow
community, which collaborates between academic and commercial entities. OpenFlow was
first developed by the Stanford and California Berkley Universities under the standardization
of ONF (Open Networking Foundation). ONF is responsible for the promotion and adoption
of SDN through open standards. It is an open standard communication interface between
both planes (control and data ). OpenFlow is a communication protocol, which provides ma-
nipulation and direct access to switches and routers (Data Plane) of either physical or virtual
network. It allows packet forwarding with the help of defined software. The best aspect of the
OpenFlow, is its backward compatibility characteristics. OpenFlow allows devices to work
with conventional protocols, it also allows OpenFlow switches to communicate without any
big problem with traditional switches and routers.
2.2.3 OpenFlow structure diagram
OpenFlow protocol defines messages for example packet received, packet sent, modification
in forwarding tables, etc. Figure 2.4 shows the components of OpenFlow network. OpenFlow
switch functions according to the rules that switch gets from the OpenFlow controller, and
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thus switch directs the traffic in the network. As the figure shows that both Open vSwitch
and SDN controller are installed with OpenFlow protocol. SDN controller and Open vSwitch
communicates through a SSL (Secure Socket Layer) / TLS (Transport Layer Security) based
channel. The execution of packet forwarding is based on the table entries in the Open vSwitch,
while forwarding decisions are taken on the controller side. In case a packet received at switch
side that does not match the flow entries, it will be forwarded towards the Controller. If the
controller decided not to drop the packet, packet will be added to the switch flow table entries
to accept the packet next time [19].
Figure 2.4 – OpenFlow architecture and Functions.
OpenFlow Channel
The interface which connects Open vSwitch to the Controller is called OpenFlow Channel.
From the controller side also this is the only interface that is used to manage and configure
devices.
2.2.4 Controllers
SDN Controller controls the network programmably with the help of software applications
that allows instructions to be sent to the existing devices on the network. The controller per-
forms the following instructions: add, remove, drop and modify etc. That’s why controller is
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considered as the brain of the SDN. There are plenty of controller softwares with specific iden-
tities and functions. Software applications for different controllers use different programming
languages such as NOX, POX, Floodlight, Beacon and Opendaylight, etc [10].
NOX
NOX is an open source development platform for application control, based on program-
ming language C++. It was developed by Nicira Network [18] side-by-side with OpenFlow
Controller. NOX provides C++ OpenFlow 1.0 API and asynchronous IO. It has included
components such as topology discovery, learning switch and Network-wide switch.
POX
POX is python based controller. It has the following features:
• Python OF interface.
• Reusable components for path selection and topology discovery etc.
• Specifical targets Linux, Mac OS and Windows.
• Supports the same GUI and visualization tools as NOX.
Floodlight Controller
Floodlight Controller is written in Java, and was introduced by Big Switch Network that
works with the OpenFlow protocol to orchestrate traffic flows in SDN environment. It has
many advantages for the developers, since it has the software adaptation ability, because it is
written in java. REST APIs (Representational State Transfer) is also included in the flood-
light which make programming interfaces easier with the product. Floodlight has also the
advantage of compatibility with both physical and virtual switches. Network compatibility is
another advantage of floodlight, where OpenFlow switches are connected to conventional net-
works. Compatibility with OpenStack help in building and manage cloud computing platform
for both public and private clouds.
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OpenDayLight (ODL)
ODL is one of the most used controllers, which is written in Java. It’s modularity and
flexibility permit end user to select whichever features. ODL is open-source platform, so
anyone can configure it in many different ways, in order to solve the network problems and
challenges. It is integrating open source, open standards and open APIs to deliver an SDN
platform, that makes the created network suitable for programming, more intelligent and
adaptable.
2.3 OAI-OpenAirInterface Platform
The aim of the OpenAirInterface and Software Alliance [15], is to provide tools and soft-
ware/hardwares, not only for experimental purpose, but also for the 5G wireless research,
C-RAN (Cloud RAN) and Product development. It is a legal separate entity which is created
by the EUROCOM, whose mission is to make open source ecosystems, for the Access Network
(EUTRAN) and core (EPC) protocols of 3GPP (3rd Generation Project Partners) cellular
system. The present scenario of the software and hardware of RAN, is based on a large num-
ber of elements, which are proprietary hardware for some vendors and organizations, which
increased the cost for the operator to deploy new services. The source is designed to run on
any general purpose processor such as x86, ARM, etc.
There are various standard in order to work depending on our interest and objectives. In
our case, because we are going to use USRP B200 as SDR (Figure 2.5), so we have many
options such as: OpentBTS for GSM, OpenBTS-UMTS for WCDMA and OpenLTE, srsLTE
and Amarisoft LTE for LTE [10]. Without the last two (srsLTE and Amarisoft LTE) with
high implementation costs, the rest is Open Source. Among all, OAI is the most suitable and
popular among educational institutions [21], manufacturers and operators.
In the context of the above explanation, it is understood that OAI platform provides soft-
ware based implementation of LTE system, which follows the standard protocols architecture
of 3GPP for both Access Network (E-UTRAN) and Core (EPC). In this thesis, an OAI plat-
form will establish for the LTE base station (eNB) and core network (EPC) on two different
machines. We will discuss the architecture of our current scenario that we have implemented
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in simple way.
Figure 2.5 – A host machine with SDR.
The source code of our testbed environment are divided into major parts. The EPC
part is named as openair-cn and E-UTRAN is contained in openairinterface5g directories
respectively. The source code in a release directory or in the trunk directory is organized as
follows:
Cmake-targets : Openair build system (latest)
Common : Common code to all layers
Openair1 : Physical layer source code
Openair2 : Layer 2 (MAC, RLC, RRC, PDCP) source code
Openair3 : Middleware code (mainly unused).
Openair-cn : Core network protocols source code.
Targets : Specific code for executables (may contains unsupported old build system) [8].
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2.3.1 Host Machines and its Processors
According to OAI documentation [8], host machines should have some requirements that
are fully compatible to OAI. Computer must have Intel architecture processor with the op-
timized function of DSP which make intensive use of SIMD instructions. The following
processors are recommended:
• 3rd Generation Intel R© CoreTM i7
• 3rd Generation Intel R© CoreTM i5
• 4th Generation Intel R© CoreTM i7
• 4th Generation Intel R© CoreTM i5
• 2nd Gen Intel R© CoreTM/Xeon
• Intel Rangeley Atom
USRP X-series/B-Series (USRP B200)
OAI supports Ettus USRP B and X series, but in this project we will use USRP B200/B210
because of its relatively inexpensive radio software platform for research. The only difference
between USRP B200 and USRP B210 is its SISO and MIMO technology, respectively. USRP
B200 was introduced in the second half of 2013, as a prototype and test GSM base stations
using open source OpenBTS [12]. B200 belongs to Ettus bus-series, with requirements of USB
3.0 interface, in order to transfer samples to host PC. In case of using USB 2.0 the sample
transfer rate is very slow. That’s why OAI community highly recommends USB 3.0. Another
aspect of USRP B200 is its design for application that requires low bandwidth.
The frequency range of USRP B200 is from 70MHz to 6GHz. It has a full support through
the open-source USRP Hardware Drive (UHD). GNURadio with UHD gives us the oppor-
tunity to develop our own GSM base station with OpenBTS and get the wireless transition
code from USRP B200 with high performance. USRP B200 has reconfigurable open Spartan
6 XC6SLX75 FPGA with free Xiling tools [11].
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As we have mentioned before that USRP B200 contain direct conversion transceivers,
which is also known as zeroIF. This transceiver does not use intermediate frequency stage.
But the detection of incoming signal is carried out by means of a local oscillator operating at
frequency very close to the carrier. The oscillator precision is +-2 ppm.
Figure 2.6 – USRP B200.
User Equipment
According to UMTS (Universal Mobile Telecommunications System) and 3GPP LTE, user
equipment can be any device that can communicate with the base station NodeB/eNB (spec-
ified by the ETSI 125/136-series and 3GPP 25/36-series). User equipment is also considered
as end-user equipment. Any device could be UE which hold mobile broadband adapter. It
can be mobile phone (smart phone or other) or a laptop (in case of using USB dongle). UE
handles some tasks to get access to core network such as:
• Identity Management (through MME)
• Mobility Management
• Call Controlling
• Session Management
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eNB is the entity which make possible to transmit protocols and recognize the UE. The
kind of protocols are known as NAS (Non Access Stratum) protocols. UE is the devices which
is responsible for the calls, and is considered as a terminal device in the network. UE should
be based on the following elements:
• Physical Cellular device(e.g smartphone)
• SIM Card in order to carry USIM (for UMTS and LTE System) information and appli-
cations to achieve required services to the end user via 3GPP technology.
In this thesis we will work with a smartphone (Nexus 5) and Huawei USB Dongle 3372
which will be referred to as end-user or UE. LTE dongle could be connected to a separate
computer or laptop in order to check mobility. Both UEs carry a specially programmed SIM
cards for this project.
2.3.2 SIM Card
IMSI
IMSI stands for International Mobile Subscriber Identity. It identifies the user in the
network. It contains country code and network service provider code that user is belonging
to. IMSI is stored on the SIM card. The format of IMSI is based on the following elements:
• MCC: Mobile Country Code
• MNC: Mobile Network Code
• MISN: It is Sequential Serial Number
ICCID
ICCID stands for Integrated Circuit Card ID. It identifies each SIM chip internationally.
The information contained on the SIM card can be changed, but the identity and IMSI
assigned to it can not be changed.
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IMEI
IMEI stands for Internal Mobile Equipment Identity. It is a unique number given to each
mobile phone. In a smartphone, it can be found in settings or behind the battery of the
phone. In the core network database (EIR Equipment Identity Register) all the IMEIs are
stored in order to verify the new user connected to the concerned network.
2.3.3 Software Platform
Linux System
Once we have all the required equipment and devices, the next step is to create our setup
according to OAI requirements. The processing of the baseband signal is performed on bases
of software, in our case the Operating system used is Ubuntu 14.04.5 LTS. Even though there
are many later Ubuntu versions, Ubuntu 14.04 is highly recommended and tested by the OAI
community.
• Linux Kernel version
In this project we need different kernel version for different machines. We need to
have Low latency kernel version for eNB side. It provides a basic environment for the
execution of SDR applications, multitask scheduling, interrupt handling and memory
management. It is important for the SDR to have computational resources that make
sure the margin of time or deadlines that exist in LTE. For example TTI of 1ms probably
necessary for balance of a low latency. EPC was built on a separate machine. According
to OAI it is recommended to make EPC setup on ubuntu 14.04 with the kernel version
4.7.1, because our testbed need to have a GTP tunnel between the UE and EPC passing
through eNB.
• USRP Hardware Driver
To achieve the installation part of the USRP B200, we needed UHD, which is a hardware
driver for all USRP devices. UHD is working comfortably with all major operating
systems such as Linux, Windows and Mac. It can be built with Clang, GCC (in Linux)
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and MSVC (Microsoft Visual C++) compilers. It is a free software driver and free
code, which is specifically directed and developed for the Software Defined Radio USRP
platform by the Ettus Research [13][14]. GNU Radio, OpenBTS and Simulink are the
software instruments that use the UHD APIs. In this thesis we will mention USRP
B200 device which is recommended by the OAI for the communication between the
underlying layers and hardware. In order to control large number of low level USRP
parameters like Transport controls, device identification, clock speed, etc., this kind of
APIs are used. By default USRP has a built in special firmware and images for the
FPGA. During the implementation process of OAI testbed, when UHD is called, these
actions are performed and separate windows appeared and remained until the device is
turned off. Later in this thesis we will show these actions practically.
30
Chapter 3
Implementation of Softwarized LTE
Testbed
Classical LTE hardware solutions bring high CAPEX and OPEX costs to the operators
such as maintenance, upgrade costs, etc.. In contrast, softwarized LTE uses generic off the
shelf hardware, which has many advantages such as easy availability, lower prices, low main-
tenance cost and open-source software availability. There are several network softwarization
efforts including in the LTE domain. One such project is the Open Air Interface (OAI) led by
EURECOM. OAI aims to provide an open source ecosystem for the Access Network and Core
Network based on 3GPP specifications. OAI platform is a software development platform
targeting 4G experimentation and 5G research using commodity hardware. Using commod-
ity hardware with OAI can reduce cost, increase flexibility, improve innovation speed and
accelerate time-to-market for introduction of new services. In addition OAI has achieved a
huge economic success and attraction by industry. Therefore, OAI is getting high community
support such as from National Instruments, TCL, Thales, Orange, Intel, etc.
In this project, OAI testbed scenario will be implemented by using commercially off the
shelf hardware. This chapter describes the implementation of this softwarized LTE testbed.
Open Air Interface platform can be used in many configuration scenarios such as:
• Commercial UE <-> OAI eNB + Commercial EPC
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• Commercial UE <-> OAI eNB + OAI EPC
• Commercial UE <-> Commercial eNB + OAI EPC
• OAI UE <-> Commercial eNB + OAI EPC (experimental)
• OAI UE <-> Commercial eNB + Commercial EPC (experimental)
• OAI UE <-> OAI eNB + Commercial EPC (experimental)
• OAI UE <-> OAI eNB + OAI EPC
• OAI UE <-> OAI eNB (noS1, i.e., without EPC)
In this project, the Commercial UE <-> OAI eNB + OAI EPC scenario is used as a basis for
the final implementation. As compared to other available scenarios, it is less complex, yet,
use of a commercial UE validates the feasibility of the proposed solution. In this scenario a
UE (Nexus 5, Huawei USB LTE Dongle) and USRP B200 will be required, while the source
code will be provided by OAI.
3.1 Requirements and Installation
Linux PCs used for OAI installation are required to run Ubuntu 14.04 LTS 64-bit, which
is currently the only supported version by the OAI project. Using other versions can result in
problems, since OAI needs many packages that are not usually compatible with other versions.
As part of requirements, it is also necessary to disable C-states from BIOS, in order to run
processor at performance mode, i.e. at full speed.
OAI provides executables for MME, HSS and SPGW (SGW and PGW functionalities
combined) and eNB (Figure 3.1). Within this project, we use Nexus 5 mobile phone and
Huawei USB LTE Dongle as UEs. The resulting communication flows are then:
Uplink:
UE—–>USRP B200—>eNB—->EPC (SPGW+MME+HSS) —->Internet
Downlink:
Internet—->EPC (SPGW+MME+HSS) —->eNB—>USRP B200—->UE
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Figure 3.1 – EPS Elements within OAI testbed.
To build the setup shown in Figure 3.1, we used two different machines (PCs), which is
recommended setup by OAI to avoid the possible problems during the execution. The first
machine hosts eNB with USRP B200, while the second machine hosts EPC components. For
multiple eNB evaluations, additional machines with USRP B200 are setup.
3.2 Implementation and Configuration of OAI-based LTE Net-
work Setup
The setup is depicted in the following Figure 3.2 , where two major parts of this project
with the IP addresses and interfaces has shown. Both major parts E-UTRAN and EPC are
implemented and configured on different machines, LG Nexus 5 and Huawei USB Dongle 3372
are used as UEs. In case of Huawei USB Dongle, a separate machine is used with some initial
configuration process.
Although OAI provides the opportunity to work with one host machine in order to im-
plement the scenario with virtual machines, it is not recommended. Building scenario on
different hosts might consume more resources but it is more closer to the real network setups.
On the other hand using a single host for E-UTRAN and EPC increases CPU processing and
leaves limited resources to baseband signal processing in eNB, which can cause packet drops
and latency. So to avoid such problems of using a single host, we use separate machines.
S1-C interface connects MME to achieve signalling procedure for new users and controls
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high-level operations of the mobile signalling message and HSS. In the core network side
intertask communication (communications between the entities of the EPC) is managed by
the operating system without going through the network layer. The intertask communication
is preconfigured by the OAI EPC and OAI eNB. In this project, IP addresses are configured
according to the scenario shown in the Figure 3.2.
Figure 3.2 – Full diagram of OAI testbed with IP addresses and network interfaces.
3.3 eNB System Settings
Detailed installation procedure of eNB will be explained in the eNB installation section
but before that, some pre-installation processes are required. The Linux PC that hosts eNB
needs to perform several calculation with a time limit. Low latency kernel is hence required
on eNB machine, since is responsible for the processing part. The kernel version used for eNB
is 3.19-61-lowlatency. Low-latency kernel installation steps are provided in the following.
3.3.1 Low-latency kernel installation
In order to install Low-latency kernel on top of the Ubuntu, the following command is
executed:
$sudo apt-get install linux-image-$3.19.0-61-$lowlatency linux-headers-$3.19.0-
61-$ lowlatency
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To check kernel version after rebooting the system, we type uname -r or uname -a (for
complete list) in Ubuntu terminal. Sometimes, because of the various reasons, kernel version
does not change [9]. In that case we use the following commands:
$version=3.19
$wget -r -e robots=off –accept-regex "(.*lowlatency.*amd64)|(all).deb"http:// ker-
nel.ubuntu.com/ kernel-ppa/mainline/v$version-vivid/dpkg -i kernel.ubuntu.com
/*/*/*/*deb
3.3.2 CPU Frequency Scaling
For real-time operation, the CPU frequency scaling should be disabled. For this, we first
install cpufrequtils package:
$sudo apt-get install cpufrequtils
After that, we need to indicate the “performance” mode in the following file:
$sudo nano /etc/default/cpufrequtils And then add the following line
GOVERNOR=”performance”
After saving the file, now we disable on-demand daemon in order to avoid overwriting:
$sudo update-rc.d ondemand disable
To check the setting type:
$cpufreq-info
You should see the output of the following settings in Figure 3.3.
3.4 EPC System Settings
3.4.1 Operating System (Ubuntu Installation)
Regarding the EPC, a generic kernel version 4.7.1 is required by SPGW to create GTP
tunnels. The IP packets to/from the UE are delivered between the eNB and the SPGW
through such GTP tunnel. UE sends all the IP packets to SPGW through eNB regardless of
their destination IP address. In order to install kernel version the following steps should follow.
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Figure 3.3 – CPU frequency policy set to “performance”
Changing the kernel version from 3.19 to kernel version 4.7.1 is a time consuming procedure.
Before starting the process, open a terminal and then run the following commands one by
one.
$sudo apt-get update
$sudo apt-get install xz-utils build-essential wget
$sudo apt-get build-dep linux-image-$(uname -r) ncurses-bin
$wget https://cdn.kernel.org/pub/linux/kernel/v4.x/linux-4.7.1.tar.xz
$unxz linux-4.7.1.tar.xz
$tar -xovf linux-4.7.1.tar
$cd Linux-4.7.1
$make menuconfig
After running the “make menuconfig” command, Kernel Configuration window will appear
in the terminal, where we need to set “GPRS Tunneling Protocol” (Figure 3.3).
Path to go to “GPRS Tunneling Protocol datapath (GTP-U)” is:
Device Drivers->Network device support->GPRS Tunneling Protocol datapath
(GTP-U)
Then, the kernel is installed with:
$make -j‘nproc‘
$sudo make modules_install
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Figure 3.4 – GTP Tunneling.
$sudo make install
3.4.2 EPC Source Code
After the process of Ubuntu and a higher kernel version installation, now it’s time to
install the EPC source code. The source code can be obtained from the git server. It is
important to log in to the first machine as non root user, for EPC the git server provide top
directory with the name of openair-cn. To start installation process, open a terminal and run
the following commands:
$sudo apt-get update
$sudo apt-get install git
Ubuntu 14.04 needs to be certificated, the certificate can be downloaded from the gitlab.eurecom.fr.
It is important to be root user when running the following certificate.
$roothost: echo -n | openssl s_client -showcerts -connect gitlab.eurecom.fr:443
2>/dev/null | sed -ne ’/-BEGIN CERTIFICATE-/,/-END
CERTIFICATE-/p’ » /etc/ssl/certs/ca-certificates.crt
In order to check the git repository for openair-cn:
$git clone https://gitlab.eurecom.fr/oai/openair-cn.git and optionally
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$git clone https://gitlab.eurecom.fr/oai/xtables-addons-oai.git
At the end of this process you will see a directory appeared with name “openair-cn” in your
home folder.
3.4.3 Specify FQDN for EPC
To check your hostname
$cat /etc/hostname
zainul
To make changes in hosts
$cat nano /etc/hosts
127.0.0.1 localhost
127.0.1.1 zainul.openair4G.eur zainul
127.0.1.1 hss.opernair4G.eur hss
3.5 EPC Elements Installation
3.5.1 HSS Build
In order to install HSS, execute the build command in openair-cn/SCRIPTS directory.
$./build-hss -i
This command will install all required software on our host (first machine). During the instal-
lation procedure another configuration window will occur in order to install MySQL server
too. By default MySQL server has set to username “root” and we will give a password “linux”.
• MySQL installation
During the installation process, phpmyadmin will also ask for the username and pass-
word. In this case the username and password will be same as it was for MySQL.Choose
web server that has to be configured as Apache. During the installation process the fol-
lowing windows will occur:
38
Figure 3.5 – Entering password “root”.
Figure 3.6 – Repeat Password “root”.
Apart from that we have to install phpmyadmin
Figure 3.7 – Phpmyadmin installation and configuration of database.
Enter here the MS-PW-ROOT.:
Figure 3.8 – Phpmyadmin installation DB admin password.
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Figure 3.9 – Phpmyadmin installation application password.
Figure 3.10 – Selection of apache the server.
Once the building process is completed, the next step is to check the database through
local host. In order to do this, invoke a browser (google chrome, firefox, etc.) in host
EPC machine and write down http://localhost/phpmyadmin. A new window will ap-
pear asking username and password.
To see the databases, enter the username “root” and password “linux” as it was intro-
duced in the installation process. During the building process of HSS, the database
named oai-db has been imported to databases list. oai-db database contain all the nec-
essary information that is required for the registration of SIM cards (UE). There are
different ways to register (insert) new user in the database such as database GUI as
shown in Figure 3.12 . The second way is also the most authentic and professional using
mysql database through Ubuntu terminal.
• Add User to the table oai-db.users
Check the existing user through phpmyadmin.
$mysql -u root -p
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Figure 3.11 – Phpmyadmin login.
Figure 3.12 – Oai-db with the list of contents.
mysql > use oai_db;
mysql > show tables;
mysql > select * from mmeidentity;
mysql > INSERT INTO users (‘imsi‘, ‘msisdn‘, ‘imei‘, ‘imei_sv‘, ‘ms_ps_status‘,
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‘rau_tau_timer‘, ‘ue_ambr_ul‘, ‘ue_ambr_dl‘, ‘access_restriction‘, ‘mme_cap‘,
‘mmeidentity_idmmeidentity‘, ‘key‘, ‘RFSP-Index‘, ‘urrp_mme‘, ‘sqn‘, ‘rand‘,
‘OPc‘) VALUES (’208930000000001’, ’33638060010’, NULL, NULL, ’PURGED’,
’120’, ’50000000’, ’100000000’, ’47’, ’0000000000’, ’3’, 0x8BAF473F2F8FD09
487CCCBD7097C6862, ’1’, ’0’, ”, 0x00000000000000000000000000000000,
”);
See in the above mentioned command that IMSI is 208930000000001, where 208 is
MCC, 93 is MNC and the rest (0000000001) is ID. Now, check the database through
phpmyadmin, the inserted data to oai_db will be seen clearly.
Figure 3.13 – Inserted user in oai_db.
MME Build
To perform MME installation process,follow the same steps as HSS Installation. First,
built MME:
$cd openair-cn/SCRIPTS
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$./build_mme -i
command will install all required software.
SPGW Build
To build spgw repeat the same process.
$cd openair-cn/SCRIPTS
$./build_spgw -i
3.5.2 EPC configuration file updates
To start configuration of files, copy all required .conf files. Make two directories with the
name “oai” and “freeDiameter”.
$sudo mkdir -p /usr/local/etc/oai/freeDiameter
$sudo cp /openair-cn/ETC/mme.conf /usr/local/etc/oai
$sudo cp /openair-cn/ETC/hss.conf /usr/local/etc/oai
$sudo cp /openair-cn/ETC/spgw.conf /usr/local/etc/oai
$sudo cp /openair-cn/ETC/acl.conf /usr/local/etc/oai/freeDiameter
$sudo cp /openair-cn/ETC/mme_fd.conf /usr/local/etc/oai/freeDiameter
$sudo cp /openair-cn/ETC/hss_fd.conf /usr/local/etc/oai/freeDiameter
Now all required files were copied to the new directories. Just before the configuration, it is
important to know that direct changes cannot be made in the .conf files. So the files have to
be reached through terminal with the command sudo nano.
$sudo nano /usr/local/etc/oai/mme.conf
Just before the configuration of MME, a few things should be known such as
• EPC IP address
• eNB IP address
• IP address of EPC (SGi) in order to connect to Internet
• Operator Code information (SIM card Information)
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– MCC: Mobile Country Code
– MNC: Mobile Network Code
In this project the following data have been added in mme.conf files.
Ethernet Interface : eth0 //1st machine
EPC IP address :192.168.12.63
Ethernet Interface : eth0 // 2nd machine
eNB IP address : 192.168.12.82
Once we configure all EPC .conf files, it will contain the following updates:
Table 3.1 – MySQL mandatory options to be added to hss.conf
MYSQL_server "127.0.0.1"
MYSQL_user "root"
MYSQL_pass "linux"
MYSQL_db "oai_db"
OPERATOR_key "11111111111111111111111111111111"
Table 3.2 – SIM Card Information in MME Configuration File
MME served GUMMEIs
MCC="208" ; MNC="93"; MME_GID="4" ; MME_CODE="1";
MME served TAIs
MCC="208" ; MNC="93"; TAC = "1";
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Table 3.3 – NETWORK_INTERFACES (MME)
MME_INTERFACE_NAME_FOR_S1_MME "eth3";
MME_IPV4_ADDRESS_FOR_S1_MME "192.168.12.63/24";
MME_INTERFACE_NAME_FOR_S11_MME "lo";
MME_IPV4_ADDRESS_FOR_S11_MME "127.0.11.1/8";
MME_PORT_FOR_S11_MME 2123;
Table 3.4 – NETWORK_INTERFACES of (SGW)
SGW_INTERFACE_NAME_FOR_S11 "lo";
SGW_IPV4_ADDRESS_FOR_S11 "127.0.11.2/8";
SGW_INTERFACE_NAME_FOR_S1U_S12_S4_UP"eth3";
SGW_IPV4_ADDRESS_FOR_S1U_S12_S4_UP "192.168.12.63/24";
SGW_IPV4_PORT_FOR_S1U_S12_S4_UP 2152;
SGW_INTERFACE_NAME_FOR_S5_S8_UP "none";
SGW_IPV4_ADDRESS_FOR_S5_S8_UP "0.0.0.0/24";
Table 3.5 – NETWORK_INTERFACES (PGW)
PGW_INTERFACE_NAME_FOR_S5_S8 "none";
PGW_IPV4_ADDRESS_FOR_S5_S8 "0.0.0.0/24";
PGW_INTERFACE_NAME_FOR_SGI "eth4";
PGW_IPV4_ADDRESS_FOR_SGI "147.83.47.159/24";
PGW_MASQUERADE_SGI "yes";
UE_TCP_MSS_CLAMPING "no";
3.6 eNB Installation
eNB station has to be build on the ubuntu 14.04.5 Linux distribution with the intel
processor x86 64 bits platforms alongs with the kernel version of low latency 3.19.
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3.6.1 eNB Source Code
The software is obtained from the oai git lab server. In order to do that, follow the next
steps:
Before starting the building process we need to install git on our 2nd machine.
$sudo apt-get update
$sudo apt-get install git
$sudo apt-get install subversion git
Download certificate as root user
$root@host: # echo -n | openssl s_client -showcerts -connect gitlab.eurecom.fr:443
2>/dev/null | sed -ne ’/-BEGIN CERTIFICATE-/,/-END
CERTIFICATE-/p’ » /etc/ssl/certs/ca-certificates.crt
$sudo git clone https://gitlab.eurecom.fr/oai/openairinterface5g.git
After running the above command line a folder “openairinterface5g” will appear in your home
directory. Now it’s time to build the eNB with the following commands:
$cd /openairinterface5g
$source oaienv
$cd cmake_targets$
For using USRP as the SDR:
$cd /openairinterface/cd cmake_targets$./build_oai -I –eNB -x –install-system-
files -w USRP
3.6.2 Configuring eNB
Configuration files are provided within the openairinterface5g directory to facilitate the
determination of the parameters for each component. To configure eNB some parameters has
to be changed. These parameters are the following:
Main parameters: Station ID,TAC (Tracking Area Code), MCC (Mobile Country Code)
and MNC (Mobile Network Code).
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PHY Parameters: Frequency, Power control, Tx/Rx Number of Antennas [16], Gain etc
are considered to be as Physical Layer parameters.
SRB Parameters: SRB stands for Special Radio Bearers parameter and it is for the con-
figuration of the poll retransmission and reordering timer.
Network Interfaces: It is used in order to configure Network interfaces such as S1-U, S1-
MME. Interfaces must be configured according to IPv4 addresses. In eNB machine we will use
the enb.band7.tm1.usrpb210.conf file, which corresponds to the LTE Band 7, Transmission
Mode 1 (SISO) and USRP SDR.
$sudo nano /openairinterface5g/targets/PROJECTS
/GENERIC-LTE-EPC/CONF/enb.band7.tm1.usrpb210.conf$
• eNB configuration file
Configuration file of eNB is divided into:
– Identification parameters
– Physical Parameters
– MME Parameters
– Network Interfaces Parameters
The following table shows all the indicated parameters along the values that has been assigned
to it, during the experiments. In case of multiple eNBs, some parameter will be changed which
will be explained in the experiments chapter.
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Table 3.6 – Identification Parameters (eNB)
eNB_ID 0xe00
cell_type "CELL_MACRO_ENB"
eNB_name "eNB_Eurecom_LTEBox"
tracking_area_code "1"
mobile_country_code "208"
Mobile_network_code "93"
Table 3.7 – Physical Parameters (eNB)
frame_type "FDD";
tdd_config 3;
tdd_config_s 0;
prefix_type "NORMAL";
eutra_band 7;
downlink_frequency 2680000000L;
uplink_frequency_offset -120000000;
Nid_cell 0;
N_RB_DL 25;
Table 3.8 – MME Parameters (eNB)
ipv4 "192.168.12.62";
ipv6 "192:168:30::17";
active "yes";
preference "ipv4";
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Table 3.9 – NETWORK_INTERFACES (eNB)
ENB_INTERFACE_NAME_FOR_S1_MME "eth0";
ENB_IPV4_ADDRESS_FOR_S1_MME "192.168.12.82/24";
ENB_INTERFACE_NAME_FOR_S1U "eth0";
ENB_IPV4_ADDRESS_FOR_S1U "192.168.12.82/24";
ENB_PORT_FOR_S1U 2152; # Spec 2152
3.7 Compiling and Running eNB, EPC and HSS
After all the installations and configuration of .conf files now it’s time to connect both ma-
chines (via Ethernet). It is important to compile and run first EPC and then eNB. In order
to run EPC it is important to run HSS, MME and SPGW in the mentioned order.
3.7.1 Running EPC: Initializations (Needed only one time)
In order to install certificates run the following commands in the openair-cn/SCRIPTS direc-
tory.
$./check_hss_s6a_certificate
/usr/local/etc/oai/freeDiameter/ hss.openair4G.eur
$./check_mme_s6a_certificate
/usr/local/etc/oai/freeDiameter/ zainul.openair4G.eur
Then run the command:
$./run_hss -i /openair-cn/SRC/OAI_HSS/db/oai_db.sql
Running HSS
$./run_hss
After running HSS you will find terminal display as Figure 3.14.
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Figure 3.14 – HSS output.
Running MME
Figure 3.15 – State open.
$cd /openair-cn/SCRIPTS
$./run_mme
A successful connection between MME and HSS will show a STATE_OPEN in MME terminal.
Running SPGW
$cd /openair-cn/SCRIPTS
$./run_spgw
The output of the SPGW run is shown in Figure 3.16.
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Figure 3.16 – SPGW run.
3.8 Compilation and running eNB
Before compiling and running eNB make sure that both machines are connected through
Ethernet and able to ping each other. Second, make sure that USRP B200 is connected to
eNB via a USB 3.0 port. To run eNB enter to “openairinterface5g” directory and execute the
following commands in a terminal.
$source oaienv
$./cmake_targets/build_oai -w USRP -x -c –eNB
After this command line terminal will take few minute for configuration of USRP B200.
$cd openairinterface5g/cmake_targets/lte_build_oai/build
$ sudo -E ./lte-softmodem -O /openairinterface5g/targets/
PROJECTS/GENERIC-LTE-EPC/CONF/enb.band7.tm1.usrpb210.conf -d
3.9 OAI Soft Scope
OAI Soft Scope is a tool that allows us to monitor physical interface by means of real time
graphs of received power, frequency response, throughput and constellations diagram etc. It
also provide various kinds of statistics such as assigned PRBs, Channel Quality Indicator
(CQI) etc. In this project we will observe the uplink statistics on eNB side. In order to
analyze UE side physical interface execute the eNB and EPC according to the following
scenario Commercial UE <-> OAI eNB + OAI EPC and Soft Scope windows will appear as
shown in Figure 3.17.
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Figure 3.17 – Different physical level data, captured in the eNB side using 16 QAM.
3.10 Verification of OAI Testbed
Once the testbed is established with both the configuration files (i.e EPC and eNB) in the
previous sections. Now we will verify that the network correctly respond once UE connection
established to outside network. Through the following tests we will check the differents
aspects of UE connection and we will analyzed some packets that are exchanging during the
process between the different entities of eNB and EPC. UE synchronize to each frequency
after switch on in order to check whether the frequency is from the right operator to which it
wants to connect. After the synchronization process UE reads the Master Information Blocks
(MIBs) and System Information blocks (SIBs) in order to check that is this the right PLMN.
Although, Wireshark does not support MIBs but it supports the SIBs, which we can seen
in the Wireshark Figure 3.25. Figure 3.18 shows the UE RRC_RECONFIGURED message
on the eNB side, which means that the connection is correctly established between UE and
eNB using radio carrier signalling. Figure 3.19 shows established connectivity of eNB with
EPC by highlighting the local address (EPC 192.168.12.62) and remote peer address (eNB
192.168.12.82).
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Figure 3.18 – RRC Connection validation on eNB side.
Figure 3.19 – Connection between Access Network and Core Network.
3.10.1 UE Connectivity
UE requires some changes in settings, in order to perform connectivity test. Specifically,
the APN information should be provided to UEs as: Name = “eur” APN field = “oai.ipv4”
Bearer = “LTE” In Nexus 5, this is done through the following menus:
Settings->Mobile network settings->Access Point Names-> Add a new apn
Huawei Dongle USB E3372 is another option we used as UE, which can be configured with
GUI. The APN info is provided through this GUI. The default IP address of Dongle USB to
access the GUI is 192.168.8.1.
After adding new APN, insert the SIM Card and restart the mobile phone. When the
mobile phone will completely switched on, MME terminal will show its existence as shown
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in the Figure 3.20. Figure 3.21(a) shows UE connectivity to 4G network, where operator is
Figure 3.20 – Successful registration of UE to MME.
UPC because SIM card is specifically programmed for UPC. Figure 3.21(b) indicate rest of
the available networks that can be connected within the location.
Figure 3.21 – Available network operators and OAI connection.
Successful Connection to Internet
Internet access through Nexus 5
Once eNB and EPC connection is established, UE (Nexus5) is turned on and successfully
connects to Internet. Ping and Traceroute commands are used to check the connectivity
and response time by ICMP Echo Request/Reply packets. Speed measurement application
“SPEEDTEST” is used to check the application level speed. Figures 3.22 shows the UE
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Figure 3.22 – Internet access through Nexus 5.
screenshots, regarding the speed test, ping and traceroute applications. Figure 3.22(a) shows
traceroute command in order to check route to www.google.com , while Figure 3.22(b) shows
ICMP echo request in order to check IP level connectivity. Speed test is performed in Figure
3.22(c) and (d).
Internet access through Huawei Dongle E3372
In case of LTE Dongle, no need to give commands in order to configure it, because its config-
uration is possible through graphical interface. By default IP address 192.168.8.1 is assigned
to LTE Dongle. By using url 192.168.8.1 the following GUI opens as shown in Figure 3.23,
where user has to add a new APN in the Profile Management. In the scenario of OAI oai.ipv4
will be used as APN.
Iperf Measurements
Iperf is TCP, UDP and SCTP network bandwidth measurement tool, which is used for
active measurements of the maximum achievable bandwidth on IP networks. In order to avoid
the interference of the intermediate nodes of the external network, Iperf test will be perform
on the Uu interface only. It is not possible to see the command line directly, that’s why we
download Iperf Android application. For the downlink, UE is used as client and EPC host
is used as server in this test and TCP protocol has been chosen. Figure 3.24 illustrates the
Iperf output in both UE and EPC using the following commands.
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Figure 3.23 – Dongle USB GUI.
Server (EPC)
$iperf -B 192.168.12.63 -s
Client (UE)
$iperf -B 192.168.12.63 -c 192.172.0.2
Figure 3.24 – Iperf results between UE and EPC.
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Wireshark Captures
Wireshark is another integrated tool in order to capture packets. In addition to the analysis
of Level 3 protocols, OAI has implemented Wireshark interface for Layer 2 protocols (PDCP,
RLC, MAC) using UDP sockets. The following Wireshark captures in Figures 3.25-3.30 shows
the connectivity procedure on each node.
Figure 3.25 – RRC attach Request.
Figure 3.26 – RRC attach Accept.
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Figure 3.27 – Attach request from eNB and later GTP with UE.
Figure 3.28 – Wireshark capture on S1AP authentication response.
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Figure 3.29 – UE release message from S1AP protocol.
Figure 3.30 – GTP tunnel on UE side.
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Chapter 4
Congestion Aware On-demand eNB
Wake-up (COEW)
The current society is highly dependent on the mobile communication, especially on daily
use of mobile applications such as checking train times, online games, live sports and using of
social media facebook, twitter etc. On the one side this is good for telecom operator companies
but on the other hand it is increasing number of challenges to the operating companies as well.
Among all these challenges one of the most important is the increase of congestion on the
eNB. Congestion gets worse when an event is going on in a place and a huge number of people
try to connect to networks for example a big number of people watching match in a stadium
and they are using their smartphones as well. Congestion in a specific area can be controlled
by using the nearby eNBs. In order to control congestion we can wake up the sleeping base
stations, while keep them in rest, if there is no congestion or zero traffic. Diagram 4.1 show
three eNBs connected to one single EPC. Let’s assume that eNB1 is congested and the traffic
is increasing on the Link1. The dotted lines show the signalling procedure between the eNBs
and the COEW controller. The controller will continuously measure the congestion on the
eNBs and take a decision on whether sending a wake-up signal to sleeping eNBs. For example,
if the capacity of Link1 is used, then eNB3 will be functional.
In this project two COEW solutions are proposed in order to control congestion on eNB:
• COEW Solution without any Networking Setup Changes.
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Figure 4.1 – Congestion on eNBs EPC links.
• COEW Solution through SDN.
4.1 COEW Solution without any Networking Setup Changes
Linux system provides a number of standard commands that can be used for extraction
of data from Linux interfaces and ports, such commands can also be used for extraction of
data speed from Ethernet interfaces. In this project such kinds of commands will be used to
monitor congestion. We define two methods to evaluate the congestion, by:
• Monitoring the traffic on eNB-EPC link.
• Monitoring the Number of Connected UEs.
4.1.1 Congestion Assessment by Monitoring Traffic on eNB-EPC Link
If the capacity of a link is X and the required bandwidth is more than X ∗ λth, where
0 < λth ≤ 1 then the situation will be considered as congestion . A monitoring controller
based on the eNB will keep counting the data rate d and when X ∗ λth ≤ d (i.e., the data
rate is equal to or greater than the threshold capacity), controller will send a wake up signal
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to a sleeping neighboring eNB to be functional. If the data rate goes lower than a minimum
capacity x of the link, the eNBs will be turned off. This process will control not only congestion
but also help the operators in order to save energy.
Practical Implementation
We are using two eNBs (i.e, eNB1 and eNB2) with a common EPC as shown in the Figure
4.2. As our testbed environment is not commercial, so we have to use commodity hardware
to perform our tests. We are using Nexus 5 and Huawei USB dongles (E3372 L) as UEs and
USRP B200 along with our eNBs.
Figure 4.2 – Entire Scenario of two eNBs.
eNB1 is connected to EPC and eNB2 using Ethernet interface eth0. A switch provide mul-
tiple Ethernet in order joint all nodes. eNB2 communicates with EPC and eNB1 using eth1
via switch. Both eNBs are assigned with different frequencies in order to avoid interference.
Figures 4.3 and 4.4 shows the downlink_frequency parameters for eNB1 and eNB2. Downlink
frequency of eNB1 is 2630 MHz, while eNB2 operates on 2680 MHz. Duplex spacing between
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the uplink and downlink is 120 MHz, and band gap is 50 MHz. The IP addresses to be
Figure 4.3 – eNB1 Frequency assignment (eNB1.conf).
Figure 4.4 – eNB2 Frequency assignment (eNB2.conf).
assigned are then:
Eth0: 192.168.12.82 //eNB1
Eth1: 192.168.12.2 //eNB2
Eth2: 192.168.12.63 //EPC
Eth3: 147.83.47.159 //SGi (EPC) Connected to Internet
UE: In case of UEs IP addresses are assigned from the IPV4_LIST.
172.16.0.0/12 //it is in case of our setup
Monitoring Controller
A controller will be monitoring the interface eth0 of eNB1. Controller will get data from
that interface and will process it in order to get the data rate that currently passes through
the link. Data rate is compared with the threshold value that is given to the monitoring
controller. There are many network monitoring tools available to get the data rate such as
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Nmap, cacti, vnstat, etc., but this project preferred to control data rate through standard
ifconfig command. The terminal output shows the ifconfig command on eth0, which illustrates
receiving and transmitting data every time when the command is executed. The congestion
Figure 4.5 – Tx/Rx Bytes on interface.
on the link is considered to be in both directions (Uplink and Downlink). A shell script is
used to execute the corresponding commands, and doing the data rate calculation as detailed
below.
Data Rate Calculation
To calculate data rate, we run ifconfig command with an interval of one second and
extract the rx and tx traffic values in bps (bits per second). The pseudo-code of this method
is provided below:
Receiver Side:
Rx1=data_bytes_1
Space of 1 second
Rx2=data_bytes_2
Difference of RX_bytes=Rx2-Rx1
Transmitter Side:
Tx1=data_bytes_1
Space of 1 second
Tx1=data_bytes_2
Difference of TX_bytes=Tx2-Tx1
Data Rate per Second:
Total data rate per second =TX_bytes+RX_bytes
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The corresponding shell script is developed for the Monitoring Controller.
while : do rx1=$(ifconfig eth0 | grep ’RX packets’ | awk -F: ’print
$2’| awk ’print $1’)
sleep 1
rx2=$(ifconfig eth0 | grep ’RX packets’ | awk -F: ’print $2’| awk ’print
$1’)
totrx=$((rx2-rx1))
tx1=$(ifconfig eth0 | grep ’TX packets’ | awk -F: ’print $2’| awk ’print
$1’)
sleep 1
tx2=$(ifconfig eth0 | grep ’TX packets’ | awk -F: ’print $2’| awk ’print
$1’)
tottx=$((tx2-tx1))
tot=$((totrx+tottx))
echo "Bytes/seconds=" $tot
if [ $tot -gt 0 ]
then
echo "i am going to run second eNB"
ssh younes192.168.12.2 ./enb_compile.sh
sleep 5
fi
sleep 1
Done
4.1.2 Congestion Assessment by Monitoring Number of Connected UEs
The second idea to assess the congestion on a given eNB is to control the number of users
that are served by that eNB. The increasing number of UEs can occupy more bandwidth which
decrease the speed. Figure 4.6 shows that the number of users are increasing on the eNB1, in
this case let’s assume that the maximum number of users that eNB can handle is two. When
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Figure 4.6 – Congestion on eNB1 and new user connectivity to eNB2.
a new user tries to connect the eNB1, it sends a signal that activates the eNB2. Like the
Figure 4.7 – COEW Controller functionality in the eNBs.
previous section we will use a shell script based controller to monitor the congestion and to
send wake-up commands to eNB2. We will save the log output of eNB1 in a log file. COEW
controller will read the number of users from this log file and process it. If the number of
existing users are more than the threshold value we applied, controller will send an activation
signal to eNB2. On the eNB2 side another shell script to activate the EUTRAN at eNB2,
which will be executed by the COEW Controller at eNB1. Note that COEW Controller can
be located in a separate and centralized “controller” machine. Figure 4.8 shows the number
of UEs that are currently connected to the eNB1.
[PHY][I]UE:0 rnti 1a06
[PHY][I]UE:1 rnti 1ea4
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Figure 4.8 – eNB1 output.
Monitoring Controller
UE=$(cat enb.log | awk ’{ if (index($0,"[PHY][I]UE")==1) { if ($2>0) print
$2 fi} }’)
The above command shows that the controller first read the log file enb.log and then grep the
number of UEs from the log file. SSH connection is used to send the activation signal.
The resulting shell script is then:
while :
do
UE=$(cat enb.log | awk ’{ if (index($0,"[PHY][I]UE")==1) { if ($2>0)
print $2 fi} }’)
echo $
if [ $UE -gt 0 ]
then
echo "i am going to run second eNB"
ssh -t younes192.168.12.2 ./enb_compile.sh
break
fi
sleep 1
Done
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4.2 SDN (Software Defined Network) Based COEW Solution
SDN is another approach in order to control congestion on the eNBs. SDN is easily
manageable, cost-effective, dynamic and adoptable for the current applications. As we have
discussed before in this document that SDN separate Control Plane from the Data Plane,
while a conventional network based on joint control and data plane devices as we have seen in
the previous section. The figure shows the SDN controller connected to n eNBs and one EPC.
Based on the Figure 4.9 we will design and integrate SDN to existing traditional network in
the next sections.
Figure 4.9 – SDN-based COEW solution scenario.
SDN Controller is considered to be the brain of Software Defined Network. SDN controller
uses OpenFlow protocol in order to communicate with routers and switches. OpenFlow has
to federate between SDN controller and open virtual switches. In order to install controller,
there are various ways and options. There are many types of SDN controller applications
available such as Floodlight Controller, Juniper SDN Controller and Opendaylight (ODL)
Controller. In OpenDaylight Controller there are many versions and releases such as Helium,
Lithium, Carbon, Boron and Beryllium. Beryllium is the most recent release. It is an open-
source controller that belongs to Linux foundation. It has critical features for example High-
availability, clustering, and Openflow support.
In order to interconnect all layers and modules, MD-SAL (Model-Driven Service Adap-
tation Layer) plays an important role. MD-SAL is kernel of this platform through which all
layers and modules are working together. There is a centralized data store at the core of the
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Figure 4.10 – OpenDaylight Architecture [10]
platform, where two sub-datastores store relevant data, which are a) Config data store and
b) Operational Data store.
4.2.1 OpenDaylight Beryllium SDN controller installation
OpenDaylight is a large platform, where we can find many plugins and features. There
are various versions of OpenDaylight controllers. In order to download the package OpenDay-
light, the website www.opendaylight.org/downloads provides Karaf pre-built package.Karaf
container functions as system integrator and acts as enabler in order to assemble many small
packages or bundles like OSGi (Open Service Gateway Initiative) to combine and compose a
big system. Karaf container is compatible with both Windows and Linux Operating Systems,
because it is written and developed in java. After downloading the ODL unzip it and enter
to the Karaf distribution directory and run the following commands.
$ cd Documents/distribution-karaf-0.4.4-Beryllium-SR4/
$ ./bin/karaf
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Figure 4.11 – ODL console.
Figure 4.11 shows the initial appearance of the ODL console, where instructions for shut-
down, logout, help etc. can be run. Once the installation and testing process is completed,
the next step is to install components.
Components installation
There are many components that are not compatible with each other. Here we will de-
scribe the components that are compatible with our other components, because most of the
components are dependent on others. We will explain them with the help of a table indicating
their compatibility and a short description. This table will also show the Karaf feature name
and component name. In order to install the features use the following command in the Karaf
container.
opendaylight-userroot>feature:install <component>
The Compatibility section in the table 4.1 shows:
all : means that this component will be compatible and run with other features.
self+all : shows that this component will be compatible with other component having value
all, but can not be compatible with the value self+all.
MD-SAL Clustering
Model-Driven SAL is a set of infrastructure services that is providing common and generic
support to application and plugin developers. It should be installed before any other feature
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Table 4.1 – ODL Components and its functions
Component Name Comp.Description
Karaf feature
Name
Compatibility
MD-SAL Cluster-
ing Provide
support for operating a cluster of
OPendaylight instances
odl-mdsal-
clustering
Special
L2 Switch
Provides L2 (Ethernet) forward-
ing across connected OpenFlow
switches and support for host track-
ing
odl-l2switch-
switch -ui
Self+all
RESTCONF API
Enable REST API access to the
MD-SAL including the data store
odl-restconf all
DLUX web inter-
face
Display information on web inter-
faces
odl-dlux-all all
TSDR
TSDR is providing database sup-
ports to Controller
odl-tsdr-hsqldb-
all
all
installed on the controller. It provides the following services:
1. Data Store
2. RPC (Remote Procedure Call)/Service routing
3. Notification subscription and publishing services
In order to install MD-SAL Clustering use the following command:
opendaylight-userroot>feature:install odl_mdsal_clustering
DLUX web Interface
DLUX is a web interface for the Opendaylight controller. It collect and draw the infor-
mation from the OpenFlow protocol and L2 switch components. DLUX analyze information
and display the topology of the network, flow statistics and hosts etc.
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opendaylight-userroot>feature:install odl-dlux-all
To check the installed features just write feature:list -i and all the installed features will appear
in the terminal.
Figure 4.12 – Feature list of ODL
Time Series Data Repository
TSDR creates a framework for storing, collecting, querying and maintaining the time series
data. It also supports the framework for plugging in data collectors to collect and store data
[21]. There are various data stores that can be connected to TSDR, such Cassandra, HBase
and HSQLDB. We will use HSQLDB, because of its easy to use architecture and familiarities
with SQL database.
• TSDR major services:
Data Collection Service: handles the collection of time series data into TSDR and
hands it over to the Data Storage Service.
Data Storage service: stores the data into TSDR through the TSDR Persistence
Layer.
TSDR Persistence (are plugins to data stores): provides generic Service APIs
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allowing various data stores to be plugged in.
Data Stores: provides the data storage.
Purging Service: periodically purges according to user defined schedule.
• HSQLDB Installation
In order to install TSDR HSQLDB:
opendaylight-user@root>feature:install odl-tsdr-hsqldb-all
OpenFlow data collector is installed with installation of HSQLDB. OpenFlow Data
Collector is used in order to collect node statistics such as number packets, Bytes and
drop packets etc.
4.2.2 Open vSwitch (OVS)
Open vSwitch is designed to enable network automation through programmatic extensions.
It supports standard management interfaces and protocols such as NetFlow, sFlow, RSPAN,
CLI, LACP, 802.1ag. The main objective of Open vSwitch is to provide a switching stack
for the hardware virtualization environment. Figure 4.13 shows the Open vSwitch bridge on
Figure 4.13 – Open vSwitch architecture.
a host PC. OVS bridge Br1 uses the physical Ethernet interface. Once Ethernet interface is
assigned to OVS, physical host will not be able to use it, so all the traffic will pass through
Br1.
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4.2.3 Open vSwitch Configuration
The standard Linux command ovs-vsctl is used to configure and query OVS switches. To
create a bridge, run:
$sudo ovs-vsctl add-br s1
Add bridge to Ethernet port.
$sudo ovs-vsctl add-port s1 eth0 (we assume that eth0 is our Ethernet interface)
Assign IP address and subnet mask to bridge:
$sudo ifconfig s1 192.168.12.82 netmask 255.255.255.0
$sudo ifconfig eth0 0
$sudo ifconfig s1 up
Figure 4.14 shows that Ethernet interface eth0 is no more active and does not show any IP
Figure 4.14 – Physical and virtual interfaces.
address assigned to it, while interface s1 has been assigned with 192.168.12.82.
Open vSwitch is then associated to a controller:
$sudo ovs-vsctl set –controller s1 tcp:192.168.12.10:6633
Open vSwitch usually set OpenFlow13 protocol, which has compatibility problem. So, Open-
Flow protocol can be assigned manually use the following command.
$sudo ovs-vsctl –set bridge s1 protocols=OpenFlow10
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Figure 4.15 – Complete configuration of the bridge s1.
4.2.4 action=normal
The flow command "action=normal" is needed to route data packets to all output ports
of Open vSwitch, otherwise the data packets will be send to the LOCAL ports only.
$sudo ovs-ofctl add-flow s1
"table=0,priority=200,nw_dst=192.168.12.82,actions=normal"
where
nw_dst=192.168.12.82 => IPv4 destination address.
priority=200 (where the maximum value is 65535)
4.2.5 SDN-based COEW Solution Implementation
This section is about the implementation of Congestion Enabled Wake-up eNB (COEW)
scenario physically. Figure 4.16 shows our implementation, where we have one ODL-Be
controller, two eNBs and one EPC which are enabled with Open vSwitches.
SDN Controller
SDN controller is based on host machine along with different features, such as l2switch, NET-
CONF, RESTCONF, OpenFlow stats, OpenFlow switch manager and TSDR (Time Series
Data Repository). TSDR is connected to HSQLDB in order to store statistics.
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SDN controller is running in the Apache Karaf container. Apache Karaf container is multi-
functional, polymorphic container. It can be used as standalone container, that supports a
number of technologies.
DLUX is Graphical User Interface based on Karaf. DLUX can be navigated with
http://localhost:8181/index.html.
NETCONF is network configuration protocol in order to install, delete and manipulate net-
work devices. RPC (Remote Procedure Call)-based NETCONF uses XML encoding and
performs a group of functionalities to edit and query configurations on available network de-
vices.
REST API is REpresentational State Transfer API to build web services. In Opendaylight
Controller, REST API will be used to connect to applications such as Curl.
SDN Controller is connected to the rest of the network through a simple switch using Ether-
net interface. Controller will pick the Open vSwitch statistics from the available OVSs and
analyze it with the help of curl command.
Statistics analysis through CURL
Client URL (Curl) is data transferring tool that transfers data to/from a server using
protocols such as FTP, DICT, FTPS, HTTP, SMTP etc. In our solution, we used curl to
communicate with SDN controller through its REST API and to query TSDR. TSDR pro-
vides two REST APIs resources in order to query data stores, which is TSDR query logs and
TSDR query metrics. This section is focusing about TSDR query metrics using curl command
in order to get node statistics. The detail shell script of Monitoring controller including curl
command can be find in (Appendix A.2).
76
Querying TSDR metrics using Curl taking into account three parameters are important,
which are:
The TSDRKey format indicates
• NodeID (NID) : is assigned by the controller to each node.
• DataCategory (DC): type of data category such as NETFLOW.
• MetricName (MN) : type of metric such as PacketCount or BytesCount etc.
• RecordKey (RK) : such as Node:openflow:1,Table:0,Flow:3
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Figure 4.16 – Entire diagram of SDN-based COEW Solution Setup.
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Chapter 5
COEW Validation through
Experiments
5.1 COEW Solution without any Networking Setup Change
Figure 5.1 – COEW Controller in scenario diagram.
The scenario diagram 5.1 shows that two eNBs are connected to the same EPC and COEW
controller. COEW controller receives data from the both eNBs and analyzes it, if it finds con-
gestion on eNB1, it sends a wake-up message eNB2 in order to activate it. The following
section describes the function of COEW controller, its output and validations through Wire-
shark captures. In this implementation, COEW Controller is implemented on eNB1, however,
in real implementations a central node can be used to monitor different eNBs using ssh com-
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mands and the provided congestion monitoring scripts. Figure 5.2 shows the calculated bit
Figure 5.2 – Output of the Monitoring Controller.
rate of the eNB1 interface connected to EPC. The monitoring controller taking the data from
the interface each second and print it to the console. We provide the capacity threshold of
the link between eNB1 and EPC to be 400 bytes/second. The figure shows continuous data
rate but when the data rate gets over the threshold value it prints a message of congestion
on eNB1 and asked for activation of the eNB2.
We have seen in the previous figure that when data rate reach to a threshold value monitor-
ing controller sends an activation message to eNB2 via ssh connection. Now we will compare
the Wireshark captures of both eNBs, in order to check the connectivity. Figure 5.3 shows
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Figure 5.3 – SSH message to eNB2 from eNB1.
SSHv2 protocol message has been sent to client eNB2 right after the congestion message in-
dicated by the monitoring controller.
The next Wireshark Figure 5.4 is taken from the eNB2 interface eth0 which is connected
Figure 5.4 – SSH connection with eNB1.
to EPC and also connected to eNB1 for the signalling purpose. The figure shows the SSHv2
protocol message received from source eNB1(192.168.12.82), which confirms the established
connection between eNB1 and eNB2. When eNB2 is activated, it starts communication with
the EPC located in a separate machine. Figure 5.5 shows the connectivity request from eNB2
to EPC, while in the next line we can clearly see the acknowledgement and then response
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Figure 5.5 – S1AP connection Request from eNB2 (192.168.12.2).
from the EPC to eNB2. The figure also shows that one UE (172.16.0.2) is connected to EPC
by the generated GTP tunnel.
The next figure is showing the MME log file where we can observe that both eNBs are suc-
cessfully connected to a single EPC. After the analysis of both Figures 5.6 and 5.7 we have
Figure 5.6 – S1AP Connection between eNB1 and EPC.
seen that the associated IDs of the eNBs are 7 and 8 respectively. The first associated ID 7
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Figure 5.7 – Established connection between eNB2 and EPC.
is assigned to eNB1 while eNB2 has assigned with ID 8. Figure 5.7 shows connected UE to
the eNB1 successfully.
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5.2 Validation of SDN-based COEW solution
5.2.1 Open vSwitch Confirmation
Figure 5.8 – Open vSwitches configurations and its connectivity with SDN controller.
Figures 5.8 shows the Open vSwitch configuration and its connectivity with the controller
(192.168.12.10), where Figure 5.8(a) and (c) belongs to eNB1 and eNB2, respectively and
Figure 5.8(b) belongs to EPC.
5.2.2 SDN Controller
DLUX graphical interface shows the network topology, where two Open vSwitches belongs
to eNBs while third Open vSwitch represent EPC. Moreover, graphical interface illustrates
nodes information as well.
Figures 5.9 - 5.16 shows that SDN controller provide statistics in the form of (Tx/Rx)
packets and (Tx/Rx) Bytes in both LOCAL and GLOBAL interfaces of the switches. Here
in this document we will analyze the statistics with respect to packets.
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Figure 5.9 – All the three Open vSwitches through DLUX GUI.
Figure 5.10 – All the three Open vSwitches with its node IDs.
Figure 5.11 – Open vSwitch s1 with its physical port eth0.
5.2.3 COEW Controller Application
Figures 5.9 - 5.11 shows the existing switches, their IDs and statistics. SDN controller is
residing on a totally separate machine, on the same machine COEW controller is set as
well. The COEW controller reads the node statistics from all the nodes and analyze the
congestion on the nodes. A threshold value is set at the COEW Controller in order to control
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Figure 5.12 – Open vSwitch s2 with its physical port eth3.
Figure 5.13 – Open vSwitch s3 with its physical port eth0.
Figure 5.14 – Open vSwitch s1 node statistics.
Figure 5.15 – Open vSwitch s2 node statistics.
congestion. SDN Controller polls the statistics from OVS every 15 seconds in this case (which
can be change by XML file). According to Figure 5.23 a threshold value of 200 packets/15
seconds has been set at COEW controller. COEW controller collects the data via TSDR
HSQLDB using REST APIs.
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Figure 5.16 – Open vSwitch s3 node statistics.
This experiment is based on the setup shown in Figure 5.17, where two eNBs connected
to one EPC and all the three machines are monitored by SDN controller. All the three
machines are configured with Open vSwitches. The following section shows the execution of
the experiment and it results based on the figures and Wireshark captures.
First of all, activate the SDN Controller along with the COEW Controller and then turn on
EPC (HSS, MME and SPGW). According to the scenario diagram turn on eNB1. Monitoring
controller started counting and collection of statistics.
A value is assigned to COEW controller according to the available capacity limit on the
eNB EPC link. For example the capacity threshold of the eNB1 and EPC link is set to 200
packets/15 seconds. TheWireshark captures in Figures 5.18-5.22 shows the detailed procedure
of OpenFlow protocol communication between Open vSwitches and SDN Controller. The
Figures 5.18 - 5.19 illustrates the OpenFlow protocol that is used for the communication
between Open vSwitches and SDN controller.
Figure 5.21 shows the SDN Controller communication flows with all three Open vSwitches.
All the previous Figures 5.18-5.22 shows that Open vSwitches are using OpenFlow10 protocol.
Figure 5.22 shows the connection established between eNB1 and EPC through S1AP protocol.
In the same figure a UE is also connected to EPC through GTP tunnelling protocol.
COEW controller continuously checks the collected statistics from S1 interface of eNB1 in
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Figure 5.17 – Scenario diagram for Softwarized LTE using SDN.
order to assess the congestion on the link. Figure 5.23 shows the COEW controller output,
when it reaches a threshold value, it sends an activation message to eNB2 using SSH protocol.
Figure 5.23 is showing that COEW Controller is measuring the capacity of the link and when
capacity reached 200 packets/15 seconds, it executed a message “eNB2 will be activated now”
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Figure 5.18 – S1 eNB and SDN Controller communication via OpenFlow protocol.
Figure 5.19 – EPC and SDN Controller communications.
and then eNB2 is activated. The figure also shows the S1AP request message from eNB2
to EPC. Figure 5.24 shows the confirmation of the ssh connection on eNB2 side. The last
Figure 5.25 of the experiment shows that eNB2 is stopped manually, so COEW controller
starts again its processing.
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Figure 5.20 – eNB2 and SDN Controller communication scenarios via OF protocol.
Figure 5.21 – SDN Controller side Wireshark.
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Figure 5.22 – eNB1 connection setup with EPC.
Figure 5.23 – SDN-based COEW application activation capture.
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Figure 5.24 – SSH message from controller to eNB2.
Figure 5.25 – eNB2 disconnectivity and Monitoring Controller enabling.
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Chapter 6
Conclusions and Future Work
User plane congestion is inevitable in future mobile networks. The mobile data flooding
meets scare resource in terms of spectrum, equipment and money. The QoS architecture of
the LTE Evolved Packet System is not designed to handle Internet traffic in congested sce-
narios. Congestion management solutions rely on smart mitigation mechanisms, which need
new metrics to characterize end user congestion, lightweight signaling of congestion occur-
rence and location, applications and QoE aware traffic management and control loop to react
timely on congestion. In this project, we presented a congestion assessment and mitigation
method for real LTE systems, namely Congestion Aware On-demand eNB Wake-up (COEW).
The congestion assessment has been done by i) monitoring the data traffic between eNB and
EPC and ii) monitoring the number of UEs attached to a eNB. When a congestion situation
is realized, nearby eNBs that had been put to sleep are woken up remotely.
Two COEW solutions have been proposed in this thesis: 1) With SDN support, 2) With-
out any networking setup change, i.e., one that can be used on top of traditional network
setups. We provided implementation details for both methods and their validation through
a softwarized LTE system testbed that we have build. The softwarized LTE system is built
using the open-source Open Air Interface (OAI) project.
In order to achieve the required target of Open Air Interface platform, OAI mailing list
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and OAI community has proved to be important assets. The project provides many useful
tools and an environment for the study of the LTE for example integration of Wireshark, ITTI
analyser, etc. However, during the thesis execution, many difficulties have occurred because
of the complex code and lack of documentations. It was very difficult to modify or customize
the code as an outsider to the OAI project.
An aim of the thesis was to build a complete mobile communication setup using COTS
hardware, in order to perform useful experiments such as congestion control. Multiple eNBs
scenario was tested using monitoring controller application (COEW) and remote eNB wake-
up experiments are performed. The target of the solutions was to make user-friendly, efficient
and reliable networks, where eNBs are less congested.
As per the SDN-based COEW solution, open-source SDN programs and specifications
are used such as OpenDayLight controller, Open vSwitch, OpenFlow protocol, etc. Through
physical experiments, we show that we can monitor the LTE traffic and react accordingly as
part of our COEW solution.
As future work, eNB cell sizes can be adjusted dynamically. Contraction and expansion of
the cell size is another attractive solution in order to control congestion. In this solution eNB
will contract its size according to the congestion, if the congestion is increasing, the eNB will
shrink its cell size. The shrinked eNB will send a wake-up signal to the nearby not congested
eNB to expand his cell size to connect more users. Moreover, the collection of number of UE
information can be directly done by modifying the OAI code instead of using the logs.
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Appendix
A.1 (COEW Monitoring Controller)
while : do rx1=$(ifconfig eth0 | grep ’RX packets’ | awk -F: ’print
$2’| awk ’print $1’)
sleep 1
rx2=$(ifconfig eth0 | grep ’RX packets’ | awk -F: ’print $2’| awk ’print
$1’)
totrx=$((rx2-rx1))
tx1=$(ifconfig eth0 | grep ’TX packets’ | awk -F: ’print $2’| awk ’print
$1’)
sleep 1
tx2=$(ifconfig eth0 | grep ’TX packets’ | awk -F: ’print $2’| awk ’print
$1’)
tottx=$((tx2-tx1))
tot=$((totrx+tottx))
echo "Bytes/seconds=" $tot
if [ $tot -gt 0 ]
then
echo "i am going to run second eNB"
ssh younes192.168.12.2 ./enb_compile.sh
sleep 5
fi
sleep 1
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Done
A.2 (COEW Controller Application)
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