Online or recursive robust PCA can be posed as a problem of recovering a sparse vector, 5t, and a dense vector, Lt, which lies in a slowly changing low-dimensional subspace, from Jlv1t := 5t + Lt on-the-fly as new data comes in. For initialization, it is assumed that an accurate knowledge of the subspace in which Lo lies is available. In recent works, Qiu et al proposed and analyzed a novel solution to this problem called recursive projected compressed sensing or ReProCS. In this work, we relax one limiting assumption of Qiu et aI's result. Their work required that the Lt's be mutually independent over time. However this is not a practical assumption, e.g., in the video application, Lt is the background image sequence and one would expect it to be correlated over time. In this work we relax this and allow the Lt's to follow an autoregressive model. We are able to show that under mild assumptions and under a denseness assumption on the unestimated part of the changed subspace, with high probability (w.h.p.), ReProCS can exactly recover the support set of 5t at all times; the reconstruction errors of both 5t and Lt are upper bounded by a time invariant and small value; and the subspace recovery error decays to a small value within a finite delay of a subspace change time.
I. INTRODUCTION
Principal Components Analysis (PCA) is a widely used dimension reduction technique that finds a small number of orthogonal basis vectors, called principal components (PCs), along which most of the variability of the dataset lies. Often, for time series data, the PCs space changes gradually over time. Updating it on-the-f1y (recursively) in the presence of outliers, as more data comes in is referred to as online or recursive robust PCA [1 ], [2] . As noted in earlier work, an outlier is well modeled as a sparse vector. With this, as will be evident, this problem can also be interpreted as one of recursive sparse recovery in large but structured (Iow dimensional) noise.
A key application where the robust PCA problem occurs is in video analysis where the goal is to separate a slowly changing background from moving foreground objects [3] , [4] . If we stack each frame as a column vector, the background is well modeled as being dense and lying in a low dimensional subspace that may gradually change over time, while the mov ing foreground objects constitute the sparse outliers [4] . Other applications include detection of brain activation patterns from functional MRI sequences or detection of anomalous behavior in dynamic networks [5] .There has been a large amount of earlier work on robust PCA, e.g. see [3] . In recent works [4] ,
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Traffic Management Research Institute of the Ministry of Public Security, China Email: echotosusan@gmail.com [6] , the batch robust PCA problem has been posed as one of value; and the subspace recovery error decays to a small value within a finite delay of a subspace change time. The last assumption stated above depends on algorithm estimates and hence our result, in its current form, cannot be interpreted as a correctness result but only a useful step towards it. We should note though, that using the approach developed in the very recent work of Lois and Vaswani [1 0], the last assumption can be replaced by an assumption on the support change of St's to get a correctness result.
To the best of our knowledge, the result of Qiu et al and this follow-up work are among the first results for any recursive (online) robust PCA approach, and also for recursive sparse recovery in large but structured (low-dimensional) noise. Other recent work on algorithms for recursive / online robust PCA includes [11] , [12] , [13] , [14] , [5] . In [13] , [14] , two online algorithms for robust PCA (that do not model the outlier as a sparse vector but only as a vector that is "far" from the data subspace) have been shown to approximate the batch solution and do so only asymptotically.
A. Notation
For a set T C {I, 2, ... , n}, we use ITI to denote its cardi nality. We use TC to denote its complement W.r.t. {I, 2, ... n}, i.e. TC : = {i E {I, 2, ... n} : i t/:-T}. We use the interval notation, [tl' t2], to denote the set of all integers between and including h to t2, i.e. For a matrix B, B' denotes its transpose, and Bt its pseudo inverse.We use IIBI12 := max # o IIBx112/llx112 to denote the induced 2-norm of the matrix. Also, II B II * is the nuclear norm (sum of singular values) and IIBIlmax denotes the maximum over the absolute values of all its entries. For a Hermitian matrix, B, we use the notation B E'tP U AU' to denote the eigenvalue decomposition of B. Here U is an orthonormal matrix and A is a diagonal matrix with entries arranged in decreasing order. We use Amax(B) and Amin(B) denote its maximum and minimum eigenvalues.
We use I to denote an identity matrix of appropriate size.
For an index set T and a matrix B, BT is the sub-matrix of B containing columns with indices in the set T.
For a tall matrix P, span(P) denotes the subspace spanned by the column vectors of P.
The notation [.] denotes an empty matrix. Definition 1.1: We refer to a tall matrix P as a basis matrix if it satisfies P' P = I. 
II. PROBLEM DEFINITION
The measurement vector at time t, l'vIt, satisfies
where St is a sparse vector and Lt is a dense vector that satisfies the model given below. Denote by Po a basis matrix for Ltt m'n = [La, L1,'" ,Lttmin], i.e., span(Po) = span(Ltt mJ. We are given an accurate enough estimate P o for Po, i.e., II (I -P o P6 )Po 112 is small. The goal is 1) to estimate both St and Lt at each time t > tlfain, and 2) to estimate span(Lt) every so often. 2) For t E [tj, tj+l -1], the Trlength projection vector at := p(t)' Lt, satisfies the following autoregressive model 
where rnew,k = min(v k-l rnew, r*) with a v > 1 and with rnew « r* (projection of Lt along the new directions is initially small and increases gradually)
. Amin(A v ,t) } A := mIn Amin Ha,O , ny n 1 _ b 2 '
. Amin((A v ,t)new) } Anew := mIn mIn Amin Ha t· new , mIn 
B. Main Result
The theorem below says the following. Consider Algorithm 2. Assume that the initial subspace error is small enough. If the algorithm parameters are appropriately set, if slow subspace change holds (delay between change times is large enough and Assumption 2.3 holds), if the subspaces are dense, if the condition number of Cov [at,new] is small enough, and if the currently unestimated part of the newly added subspace is dense enough (this is an assumption on the algorithm 
Increment j +-j + l. Reset k +-l. 4) Increment t +-t + 1 and go to step 1. estimates), then, w.h.p., we will get exact support recovery at all times. Moreover, the sparse recovery error will always be bounded by 0.18VCrnew plus a constant times ,j(. Since ( is very small, rnew « SmiHl and C is also small, the normalized reconstruction error for recovering St will be small at all times. In the second conclusion, we bound the subspace estimation error, SECt). When a subspace change occurs, this error is initially bounded by one. The above result shows that, w.h.p., with each projection PCA step, this error decays exponentially and falls below 0.0l,j( within K projection PCA steps. 3) the error e t = S t -St = Lt -L t also satisfies bounds similar to those on SE(t) given above [see [16] ].
Proof" The full proof is given in [16] . We give a brief outline in Sec III-D.
The following definition is needed for Theorem 3.1. The above result allows the at ' s, and hence the Lt ' s, to be correlated over time; it models the correlation using an AR model which is a frequently used practical model. Even with this more general model as long as the AR parameter, b .-::: 0.4, we are able to get almost exactly the same result as that of Qiu et al [8, Theorem 4 .1]. The 0: needed is a little larger. Also, the only extra assumption needed is a small enough upper bound on '1'/ which is the ratio of the maximum magnitude entry of any ZJt to the maximum variance. This is true for many types of probability distributions. For example if the i t h entry of ZJt is ±qi with equal probability independent of all others then '1'/ = 1. If each entry is zero mean uniform distributed (with different spreads) then rl = 3. Like [8] , we still need a denseness assumption on Dnew,k and Qnew,k both of which are functions of algorithm estimates Pj-I and Pj,new,k . Because of this, our result is also not a correctness result. We should note though, that using the approach developed in the very recent work of Lois and Vaswani [10] , the last assumption can be replaced by an assumption on the support change of St ' S in order to get a correctness result. This will be pursued in the long version of this paper.
Also, like [8] , the above result analyzes an algorithm that assumes knowledge of the model parameters Inew, Cj,new and the subspace change times tj. One approach to try to remove some of these requirements is explained in [8] .
As explained in [8] , under slow subspace change, it is quite valid to assume that the condition number of the new directions, g, is bounded, in fact if at most one new direction could get added, i.e. if c = 1, then we would always have 9 = 1. On the other hand, notice that we do not need any 
D. Proof Outline
The first step in the proof is to analyze the projected sparse recovery step and show exact support recovery conditioned on the fact that the subspace has been accurately recovered in the previous projection-PCA interval. Exact support recovery along with the LS step allow us to get an exact expression for the recovery error in estimating S t and hence also for that of Lt. This exact expression is the key to being able to analyze the subspace recovery.
For subspace recovery, the first step involves bounding the subspace recovery error in terms of sub-matrices of the true matrix, L t <I>(t)iti�<I>C t) , and the perturbation in it, L t <I>(t)(iti� -LtLD<I>C t) , using the famous sine theorem [17] . This result bounds the error in the eigenvectors of a matrix perturbed by a Hermitian perturbation. The second step involves obtaining high probability bounds on each of the terms in this bound using the matrix Azuma inequality [1 8]. The third step involves using the assumptions of the theorem to show that this bound decays roughly exponentially with k and finally falls below c( within K proj-PCA steps.
The most important difference W.r.t. the result of [8] is the following. Define the random variable Xj,k .
[V o, VI,'" ,Vtj+ka-I]. In the second step, we need to bound the minimum or maximum singular values of sub-matrices of terms of the form L t h(Xj,k-data�12(Xj,k-d where h (.), 12 (.) are functions of the random variable Xj,k-I. In Qiu et al [8] , one could use a simple corollary of the matrix Hoetlding inequality [1 8] to do this because there, the terms of this summation were conditionally independent given Xj,k-I. However, here they are not. We instead need to first use the AR model to rewrite things in terms of sub-matrices of L t h (Xj,k-I)vth(vo, VI,'" ,Vt-d' 12(Xj,k-d· Notice that even now, the terms of this summation are not conditionally independent given Xj,k-I. However, conditioned on Xj,k-I, this term is now in a form for which the matrix Azuma inequality [18] can be used.
Notice that the ReProCS algorithm does not need knowl edge of b. If b were known, one could modify the algorithm to do proj-PCA on (it -bit-d'S. With this one could use the exact same proof strategy as in [8] .
IV. SIMULATION
In this section, we compare ReProCS with PCP using simu lated data that satisfies the assumed signal model. The data was generated as explained in [8, Section X-C] except that here we generate correlated at's using at = bat-I +Vt with b = 0.5 and with Vt,* being uniformly distributed between [-1*' 1*] and Vt,new uniformly distributed between [-Inew,k, Inew,k]. Also we set tlf ai n = 4 0, Smin = 2, Smax = 3, s = 7, ro = 12, n = 200, J = 2, v = 1.1 and the support Tt was constant for every set of 50 frames and then changed by I index. Other parameters were the same as those in [8, Section X-C]. By running 100 Monte Carlo simulations, we got the result shown in Figure   2 . 
