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The predictive capabilities of current ab initio approaches are tested in a benchmark study on the well
known case of the Na3 ground state. This molecule is small enough to be treated with computationally
demanding methods, but also shows an interesting interplay between Jahn–Teller-, spin-orbit-, rovibra-
tional- and hyperﬁne-interactions. The necessary parameters for the effective Hamiltonian are derived
from the potential energy surface of the 12E0 ground state and from spin density evaluations at selected
geometries, without any ﬁtting adjustments to experimental data. We compare our results to highly
resolved microwave spectra, with the aim to improve previous assignment attempts, where some param-
eters had to be estimated from ﬁts to measured spectra.
 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
The instability of molecular conﬁgurations in electronically
degenerate states with respect to vibrational modes of appropriate
symmetry is known as the Jahn–Teller (JT) effect. As a prominent
example of a local breakdown of the Born–Oppenheimer approxi-
mation, it is a well-studied phenomenon in molecular as well as
solid state physics. The most common case, denoted as E  e,
describes the lifting of the degeneracy of a doubly degenerate elec-
tronic state (E) in ﬁrst order by a doubly degenerate vibrational
mode (e) [1,2]. Among the simplest and probably most thoroughly
studied representatives of this type are the homonuclear alkali
metal trimers. As one of them, the Na3 molecule stands out due
to the availability of highly resolved microwave spectra [3], which
allowed for the analysis of the rotational structure of its ground
state. Each rotational state is split into 80 sub levels due to ﬁne
structure from spin-rotation interactions, hyperﬁne coupling of
the three nuclei I ¼ 32
 
, and pseudorotational tunneling. When
analyzed properly, information can be obtained about the barrier
height between the three equivalent minima of the ground state
potential surface that correspond to the distorted obtuse triangular
shape of the molecule. Hyperﬁne splittings provide insights intothe s-type character of the unpaired electron and its probability
density at the respective nuclei. The saturation behavior of rota-
tional transitions with increased microwave intensity provides an
estimate for the magnitude of the electronic dipole moment. The
experimental resolution was limited by an instrumental linewidth
of 20 kHz, somewhat typical for microwave spectroscopy in a
molecular beam. The spectra, measured in the lab of the senior
author of this current article, could be interpreted as being in qual-
itative agreement with an electronic shell model for small metal
clusters. The theoretical part of Ref. [3] was devoted to the deriva-
tion of an effective Hamiltonian for the description of pseudorota-
tional tunneling, spin-rotation and magnetic hyperﬁne effects.
Despite the thorough development of a suitable formalism, the
underlying parameters for the simulation of spectra had to be opti-
mized in a trial-and-error way, aiming for the best match between
calculation and measured spectra. Given the extremely rich pat-
tern of substructure over a range of 30 MHz for each rotational
transition, it became obvious that all named line splitting effects
had to be rather small. A straightforward extraction of parameters
as well as tunneling splittings was hampered by the lack of line by
line assignments. Only upper and lower limits could be derived for
the Fermi contact interaction, the electric dipole moment and the
pseudorotational barrier. Ab initio calculations of adequate preci-
sion, which were not available back then, should provide a better
understanding of the rovibrational structure, giving detailed infor-
mation about the overall charge distribution and the local spin
density at the nuclei. Ideally, a connection should be found to the
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approach of an effective Hamiltonian.
In this article, which can be considered as follow-up of Ref.
[3], we revisit this system from the theoretical side, aiming for
a more stringent derivation of parameters. We further investigate
the performance of several quantum chemistry methods in the
case of a conical intersection between potential energy surfaces
of two electronic states. Electronic degeneracy is a particularly
difﬁcult case, which has been treated predominantly by multi-
conﬁguration self-consisted ﬁeld methods. This classic approach
is also the method of our choice, but will be compared to sin-
gle-reference Coupled Cluster (CC) theory and a fully relativistic
Fock-Space Coupled Cluster (FSCC) approach. We discuss the
importance of relativistic effects, the effects of spin–orbit
coupling, and the impact of simpliﬁcations such as frozen core
orbitals or the usage of pseudopotentials on the JT parameters
for the 12E0 ground state. Their dependence on features of the
PES and the spectroscopic consequences of deviations between
the different methods will be critically analyzed.The parameters
are then used to set up an effective Hamiltonian for the predic-
tion of microwave spectra analogous to Ref. [3]. The complex
interplay between a large amplitude vibrational motion, coupled
to the rotational angular momentum of the molecule, and the
interaction between the unpaired electron spin with the three
Na nuclei will be treated within the formalism of the internal axis
method (IAM) [4,5].
This article is structured as follows. We give a short review of
previous experimental efforts and highlight the problem of
unresolved discrepancies between theoretical predictions and
measured microwave spectra. This is followed by an outline of
our computational approach and the analytical description of the
12E0 potential energy surface. We derive a set of parameters for
the construction of an effective Hamiltonian, and diagonalize it
to obtain information on line positions and intensities. The pre-
dicted spectra are then compared to measurements reported in
Ref. [3].2. A brief overview of experimental and theoretical efforts
The sodium trimer has a long history of theoretical and experi-
mental studies. A pioneering theoretical paper of Martin and
Davidson published in 1978 showed that the obtuse isosceles
geometry is lower in energy than the linear conformation [6].
Several extended PES scans of Na3 and other alkali trimers followed
this initial study, employing DFT [7], complete active space SCF [8],
or a conﬁguration interaction approach based on valence bond
wave functions [9]. Recently, the applicability of density functional
theory (DFT) to JT-distorted systems has also been tested for Na3
[10], and the B-X transition has been revisited as well, applying
state-averaged multi-reference conﬁguration interaction with a
large active space in order to derive more accurate non-adiabatic
coupling terms for an improved interpretation of photoabsorption
spectra [11–13].
Experimentally, ﬁrst rotational constants of the Na3 ground
state became available from optical–optical double resonance
spectroscopy of the A(2A2)-X(2B2) optical transition (C2v symmetry
notation) [14,15]. The electronically excited B(2A01) state was rota-
tionally analyzed in an OODR scheme involving both the A-X and
the B-X transitions [16,17]. As Na3 served as model X3 molecule
concerning the so-called molecular Aharanov–Bohm effect [18],
criteria for the manifestation of a Berry phase in the nuclear wave
function were searched. Such criteria are typically based on high
resolution spectroscopy with unambiguous assignments. The ﬁrst
such unambiguous analysis addressed the Na3 B state and is based
on the assignment of vibronic levels in terms of integer or half-oddinteger pseudorotational quantum numbers [19]. Such an assign-
ment was possible by measuring the Coriolis splitting of individual
rotational levels in the B state [16] and led to the conclusion that it
represents a case of pseudo-Jahn–Teller coupling with a geometric
phase of zero. A second criterion for geometric phase effects was
demonstrated by Kendrick [20], who showed how the energetic
ordering of vibronic states of A1, A2 and E symmetry contained in
the Na3 ground state PES changes whether a geometric phase of
p is introduced to the vibrational wave function or not. Busch
et al. [21] applied this criterion to their spectroscopic analysis of
the A-X optical transition and conﬁrmed the existence of Berry’s
phase in this case.
In the course of the A-X and B-X spectroscopy, different
Hamiltonian operator approaches were used. The B (22E0) excited
state shows an almost free pseudorotation, while the X (12E0)
ground state and the A (2E0) excited state of the sodium trimer
(all in D3h notation) were treated as rigid asymmetric rotors of
C2v symmetry [17]. A rotation-pseudorotation-formalism for X3
molecules was developed [22] and applied to the B state [23], indi-
cating that a coupling of electron spin and pseudorotation angular
momentum was more important than traditional spin-rotation
terms for an overall agreement with experimental data. Busch
et al. combined their analysis of rovibrational data for the X and
A state with ab initio calculations [21]. In 2002, highly resolved
microwave absorption measurements of the rovibrational spectra
in the ground state introduced the possibility to study hyperﬁne
interactions [3]. In an extension of the Na3 B-X spectroscopy,
OODR spectra were measured far into the potential energy regime
above the point of degeneracy of the three-surface potential (2E0
and 2A01 in D3h symmetry). A preliminary analysis concluded with
the result that the 2E0 and 2A01 states interact via a linear and quad-
ratic pseudo-JT coupling, combined with a ‘proper’ term account-
ing for anharmonicity [24].3. Computational aspects
The ground state of Na3 was optimized in C2v symmetry using
the def2-QZVP basis set of Weigend and Ahlrichs [25] in combina-
tion with several different computational methods. We apply a sin-
gle-reference spin restricted open-shell variant of the Coupled
Cluster method with single and double excitations plus perturba-
tive triples (denoted as CC) [26,27], a complete active space SCF
calculation (CASSCF) followed by multi-reference conﬁguration
interaction approach with singles and doubles excitations (MRCI),
and a fully relativistic calculation employing Fock Space Coupled
Cluster theory (FSCC) [28–31] with a Dyall basis set [32]. The ﬁrst
two methods are used as implemented in the Molpro suite of pro-
grams [33], the latter is computed with the Dirac program package
[34]. Spin density evaluations at the Coupled Cluster level of theory
are done with the CFOUR program package [35]. The MRCI and CC
calculations were performed in an all electron approach as well as
in combination with an effective core potential (MRCI+ECP,
CC+ECP) [36] replacing the neon core of each sodium atom.We fur-
ther tested the addition of a core polarization potential (MRCI+CPP,
CC+CPP) to account for correlation effects between valence and the
replaced core electrons. In the MRCI calculations, the three
valence electrons were included in the active space, which com-
prised 24 orbitals. For the all-electron MRCI calculation, the
lower-lying occupied orbitals were kept doubly occupied, but their
coefﬁcients were fully optimized at the CASSCF step. The computa-
tionally less demanding approach of completely frozen core orbi-
tals was investigated for the CC method, denoted as CC+LC. The
importance of relativistic effects was tested also at the CC level
of theory by including the Douglas–Kroll correction of 8th order
(CC+DK).
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An accurate description of the Jahn–Teller-distorted potential
energy surface of the 2E0 ground state is a prerequisite for the con-
struction of our model Hamiltonian. We start with an optimization
of the geometry and introduce the common analytical model
potential.
4.1. Geometry optimization
The results of our geometry optimizations are summarized in
Table 1. It contains relative energies and geometries of the A1, B2
and E0 state. A very striking result is that the omission of inner-
shell electron correlation leads to signiﬁcant deviations in bond
lengths. For methods which consider only valence electrons
(MRCI, MRCI+ECP, CC+LC) the obtained bond lengths are about
0.15 Å larger than for calculations including inner-shell electron
correlation (MRCI+CPP, CC, CC+DK). Interestingly, the two strate-
gies of including more electron correlation seem to have opposite
effects on the bond angle, which is particularly evident for the
obtuse geometry of the 12B2 state. While the angle decreases for
the 1 2A1 state and increases for the 12B2 in the MRCI+CPP calcula-
tion, the CC calculations show the opposite behavior. Benchmark
calculations including the Douglas–Kroll correction (CC+DK) indi-
cate a negligible inﬂuence (less than 0.01 Å and 0.1 ) on the
geometry.
Rotational constants for the global minimum geometry (2B2)
and the ﬁrst order saddle point (2E0) are given in Table 2.
Negative asymmetry parameters j are obtained, indicating the
geometric proximity to a prolate symmetric top in both isosceles
geometries.
4.2. Analytical description of the potential energy surface
The potential energy surface (PES) is written as a function of the
two symmetry-adapted coordinates Qx and Qy, which correspond
to the degenerate pair of symmetric and asymmetric vibration,
respectively [1,2]. The third vibrational degree of freedom, the
breathing mode of the molecule, can be treated separately for this
class of molecules. Its corresponding symmetry-adapted internal
coordinate is denoted as Qs. These coordinates are related to the
6 in-plane, space-ﬁxed Cartesian coordinates by the matrix equa-
tion [37,9,38]
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The optimized geometries of Na3 are compared for different methods and to previous calc
1 2B2ðC2vÞ 12E0ðD3hÞ
r (Å) h () l (D) r (Å)
Ref. [9] 3.37 77 – 3.630
Ref. [21] 3.248 79.8 – 3.404
MRCI 3.342 78.28 0.060 3.500
MRCI+ECP 3.326 78.40 0.051 3.486
MRCI+CPP 3.235 79.91 0.070 3.392
CC+LC 3.341 78.52 0.088 3.499
CC+ECP 3.325 78.72 0.043 3.485
CC+CPP 3.233 80.22 0.081 3.391
CC 3.201 76.15 0.052 3.342
CC+DK 3.198 76.22 0.054 3.338
FSCC 3.260 79.23 – 3.438with ~Q ¼ ðQx;Qy;QsÞ and ~x ¼ ðx1; y2; x2; y2; x3; y3ÞT , where xi; yi
denotes the Cartesian displacement coordinates of the ith nucleus.
The Jahn–Teller theorem states that the doubly degenerate E0
(D3h) ground state of the sodium trimer splits into two states of
lower symmetry (C2v), denoted as A1 and B2. Since only Qx and Qy
are involved we switch to polar coordinates deﬁned as
r2 ¼ Q2x þ Q2y ; tanð/Þ ¼ Qy=Qx ð2Þ
and write the two-dimensional PES as
ðr;/Þ ¼ V2ar2 þ V3a cosð3/Þr3
r V21e þ ð2V1eV2e cosð3/ÞÞr
h
þð2V1eV3e þ V22eÞr2
þð2V2eV3e cosð3/ÞÞr3 þ V23er4
i1
2
;
ð3Þ
with V2a as elastic force constant, V3a as cubic force constant and
Vie; fi ¼ 1;2;3g, as linear, quadratic, and cubic coupling parame-
ters. Expanding this equation to the third order in r we obtain
ðr;/Þ ¼ V2ar2 þ V3a cosð3/Þr3  rV1e þ V2e cosð3/Þr2
 
; ð4Þ
if cubic vibronic coupling is neglected and the assumption of
V2e  V1e is made. For zero anharmonicity (V3a ¼ 0) and linear JT
coupling only, the PES shows radial symmetry, resembling the
well-known Mexican hat shape. In this case, minimum energy
geometries are those that fulﬁll r ¼ jV1ej=j2V2aj. The so-called
pseudo-rotational path gets distorted by an additional warping if
quadratic JT coupling is present, leading to three global minima sep-
arated by three saddle points.
5. Parameter extraction
The analytical description derived above allows for a compact
representation of the potential energy surface via a series expan-
sion at Qx ¼ Qy ¼ 0. These coefﬁcients can be easily obtained by
ﬁtting the analytical expression of Eq. (4) to a set of ab initio data
points. This strategy is very useful for the discussion of vibrational
features of rovibronic transitions, e.g. in the experimentally stud-
ied A-X, B-X, and B0-X band systems of Na3, where big parts of
the PES need to be taken into consideration. However, an eco-
nomic, global description of the PES with a limited set of parame-
ters comes at the cost of reduced local accuracy. This can lead to
problems in cases where the nuclear wave function is highly local-
ized at points far off the center of the expansion, which is the case
in the lowest vibrational mode of the 2E0 electronic ground state of
Na3. Hence, for the discussion of rovibrational features, we focus in
our ﬁts on the lower branch of the PES near the global minimum
and employ a local description introduced by Hougen [4,5].ulations.
1 2A1ðC2vÞ
DE (cm1) r (Å) h () DE (cm1) l (D)
669 3.81 50 145 –
785 3.768 50.0 206 –
707 3.766 50.31 172 1.156
713 3.752 50.20 170 1.195
796 3.668 49.88 203 1.169
723 3.767 50.25 201 1.152
732 3.753 50.14 194 1.027
813 3.669 49.81 222 1.240
659 3.564 51.10 155 0.988
663 3.561 51.08 156 0.994
727 3.705 49.88 153 –
Table 2
Rotational constants (MHz) and asymmetry parameters j for Na3.
1 2B2 12E0 1 2A1
A B C j A B C A B C j
Ref. [9] 4741 2497 1636 0.445 3337 3337 1668 – – – –
Ref. [21] 5311 2532 1715 0.545 3794 3794 1897 – – – –
Ref. [17] 5354 2549 1709 0.539 – – – – – – –
Ref. [3]a 5323 2500 1712 0.564 – – – – – – –
MRCI 4908 2470 1643 0.494 3589 3589 1794 2838 4289 1708 0.124
MRCI+ECP 4963 2487 1657 0.498 3618 3618 1809 2856 4338 1722 0.133
MRCI+CPP 5363 2547 1727 0.549 3821 3821 1910 2981 4594 1808 0.158
CC+LC 4929 2459 1640 0.502 3591 3591 1796 2836 4297 1708 0.129
CC+ECP 4990 2472 1653 0.509 3620 3620 1810 2853 4347 1723 0.138
CC+CPP 5392 2533 1723 0.559 3824 3824 1912 2977 4603 1808 0.163
CC 5192 2820 1828 0.410 3937 3937 1969 3189 4650 1892 0.060
CC+DK 5209 2822 1830 0.413 3946 3946 1973 3193 4662 1895 0.062
FSCC 5230 2545 1712 0.527 3721 3721 1860 2922 4505 1772 0.159
a Obtained by ﬁtting to microwave spectra.
Table 4
Parameters for the analytical PES of the 12E0 state of Na3, according to method 2, for
selected ab initio data sets. 95% conﬁdence intervals are given in squared brackets.
V3a V2e
MRCI 1206 [4] 150 [2]
MRCI+ECP 1198 [4] 164 [2]
MRCI+CPP 1306 [5] 178 [3]
FSCC 1168 [5] 216 [3]
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Two approaches are considered here for the extraction of global
parameters from a series of single-point energy calculations on the
12E0 ground state. In the ﬁrst method (see Table 3) we cut through
both branches þ and  at / ¼ 0, which corresponds to a scan over
the Qx coordinate with Qy ¼ 0. Assuming the functional depen-
dence given in Eq. (3), we apply a nonlinear least-square ﬁt to 26
Qx data points in the range from 1.2 to 1.0 Å. The results are sum-
marized in Table 3. To improve the estimate of V2e we fall back on
an alternative method (see Table 4) as suggested in Ref. [39], which
is based on cuts through both PES branches at constant r but
varying angle, with / running from 0 to 2p=3 in steps of
0.23 rad, taking advantage of the threefold symmetry of the PES.
Eq. (4) can be reordered to
ðr;/Þ ¼ c þ A cosð3/Þ; ð5Þ
where we have adsorbed terms independent of / into coefﬁcients
c, and all oscillating terms into A cosð3/Þ, with the amplitudes
A given as
A ¼ V3ar3  V2er2: ð6Þ
The oscillating behavior of both branches is determined by the rel-
ative magnitude of V2e and V3a. We extract the unknown parame-
ters by ﬁtting a cosð/Þ function to the ab initio data points. Note,
however, that this method can only be combined with the MRCI
and FSCC approach since both electronic states are of the same sym-
metry as soon as Q y – 0, and the upper surface has to be treated as
an electronically excited state. Results are given in Table 4. With
this method, the conﬁdence intervals for V2e and V3a can be nar-
rowed down to 2% and 0.5%, respectively.
Following the approach of Ref. [40], an effective spin–orbit (SO)
coupling term D ¼ af=2 is introduced to Eq. (3), with a as the spin–
orbit coupling constant and f as the projection of the electronic
orbital angular momentum onto the C3 axis. With the sameTable 3
Parameters for the analytical PES of the 12E0 state of Na3, according to method 1, for
selected ab initio data sets. 95% conﬁdence intervals are given in squared brackets.
V2a V3a V1e V2e
MRCI 3641 [86] 1250 [119] 3098 [86] 149 [119]
MRCI+ECP 3604 [84] 1236 [117] 3101 [84] 160 [117]
MRCI+CPP 3861 [96] 1354 [132] 3391 [96] 180 [132]
CC 4428 [85] 1597 [118] 3328 [85] 131 [118]
FSCC 3541 [87] 1329 [120] 3112 [87] 292 [120]assumptions of negligible V3e and V2e  V1e one obtains a cor-
rected formula which reads [41]
ðr;/Þ ¼ V2ar2 þ V3a cosð3/Þr3 ð7Þ
r D2=r2 þ V21e þ 2V1eV2e cosð3/Þr þ V22er2
h i1
2
:
We apply the state-interacting method as implemented in the
MOLPRO program, and obtain the spin–orbit eigenstates from the
diagonalization of an effective SO-Hamiltonian in the basis of
the two electronic states. The SO-coupling removes the electronic
degeneracy and turns the conical intersection into an avoided cross-
ing. A value of D ¼ 1:24 cm1 can be extracted from SO-corrected
single point energy evaluations at equilateral geometry (r ¼ 0),
where the correction is maximal [42]. In the fully relativistic FSCC
calculation, the degeneracy at Qx ¼ Qy ¼ 0 is automatically
removed, and a splitting of D ¼ 1:76 cm1 is obtained. The inclusion
of either SO-coupling value (or its complete neglect) in the ﬁtting
procedure yields practically the same JT parameters for the PES.
By deﬁning a new length in multiples of ðh=ðmxÞÞ1=2, with x as
the vibrational frequency of the e mode andm as its reduced mass,
and a new energy variable in multiples of hx, we can rewrite Eq.
(7) as
ðr;/Þ ¼ 12 r
2 þ v3a cosð3/Þr3  r D
02
r2
þ v21e
"
þ 2v1ev2e cosð3/Þr þ v22er2
1
2: ð8Þ
In this dimensionless unit system the force constant v2a equals 1/2.
The JT-coupling terms v1e and v2e are sometimes denoted as k and
g/2 [2]. Our results are summarized in Table 5 and compared to val-
ues found in the literature.
Note that the parameters given in Tables 3 and 4 create a sur-
face with minima at / ¼ p=3; p and 5p=3, corresponding to the
common choice of positive Qx coordinates for acute geometries.
However, for the discussion of rovibrational spectra within the
Table 5
Dimensionless JT-parameters for the 12E0 state of Na3.
x (cm1) v1e v2e v3a D0
Ref. [9] 86 3.720 0.054 – –
Ref. [39] 111 3.667 0.024 0.026 –
MRCI 103 3.572 0.021 0.020 0.012
MRCI+ECP 103 3.603 0.023 0.020 0.012
MRCI+CPP 106 3.741 0.023 0.021 0.012
CC 114 3.313 0.015 0.020 0.011
FSCC 102 3.664 0.03 0.023 0.012
Table 6
Parameters for Hougen’s symmetry-adapted, localized vibrational ground state wave
function obtained for various ab initio methods.
r0 (Å) k1 (Å2) k2 h2 (MHz) h2 (deg)
MRCI 0.548 25.799 68.884 0.362 123.33
ECP 0.552 25.644 69.037 0.347 123.41
CPP 0.583 25.296 83.818 0.009 123.93
CC 0.471 29.853 54.583 14.770 122.70
FSCC 0.595 23.310 85.200 0.007 123.69
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use an inverted deﬁnition of Qx, which leads to a PES with minima
positions at / ¼ 0; 2p=3, and 4p=3. Using the same formulas for
the PES as given above, a rotated surface can be obtained by ﬂip-
ping the signs of V2e and V3a. We stick to this convention for the
remainder of the article.
5.2. Extraction of local parameters for rovibrational studies
In this and the next two subsections we link our computational
chemistry approach to a model Hamiltonian for Na3 as presented
in Ref. [3]. The large values for anharmonicity v3a and quadratic
JT coupling v2e cause high barriers for the pseudorotation, which
in turn leads to a high localization of the nuclear wave function
in one of the three basins of the PES. To each of three different
geometries or ‘frameworks’ there corresponds a vibrational func-
tion [3]
/iðr;uÞ ¼
1ﬃﬃﬃ
2
p giðr;uÞ  giðr;uþ 2pÞ½ ; ð9Þ
where giðr;uÞ denotes an auxiliary function deﬁned as
giðr;uÞ¼ expðk1ðr r0Þ2k2½1cosðu=2ði1Þp=3ÞÞ; ð10Þ
a Gaussian-like peak centered around the minimum of each basin,
located at (r0; ði 1Þ2p/3), for i ¼ 1; 2; 3. Linear combinations as
written in Eq. (9) ensure that each wave function /i is producing
the correct Berry phase factor p for a closed loop around the conical
intersection of the two electronic states at (0,0) [43]. Within the
extended permutation-inversion group G212, which is a suitable
description of the molecular symmetry for the rotational analy-
sis,[22] we obtain the following relations for a repeated application
of the C3 rotation operation, denoted here as (123):
/2ðr;uÞ ¼ ð123Þ/1ðr;uÞ; ð11Þ
/3ðr;uÞ ¼ ð123Þ2/1ðr;uÞ; ð12Þ
 /1ðr;uÞ ¼ ð123Þ3/1ðr;uÞ: ð13Þ
With the help of these functions the vibrational part of
the Hamiltonian (describing the nuclear motion on the lower
branch of the PES) can be put into the following matrix
representation [3],
Hvib ¼
H0 þh2 h2
þh2 H0 þh2
h2 þh2 H0
0B@
1CA; ð14Þ
with the shorthand notations H0 ¼ h/ijHj/ii ¼ E0 and h2 ¼ h/ijHj/ji.
E0 corresponds to the ground vibrational energy, while h2 repre-
sents the overlap integral between two neighboring vibrational
functions /i and /j. A diagonalization of H yields one non-degener-
ate and two degenerate eigenvectors,/A01d ¼ ð/1  /2 þ /3Þ=
ﬃﬃﬃ
3
p
; EA01d ¼ E0  2h2 ð15Þ
/E0da ¼ ð2/1 þ /2  /3Þ=
ﬃﬃﬃ
6
p
; EE0da ¼ E0 þ h2
/E0db ¼ ð/2 þ /3Þ=
ﬃﬃﬃ
2
p
; EE0db ¼ E0 þ h2
which can be distinguished by symmetry labels of the G212 group.
While E0 can be easily derived from the ab initio calculations of
the previous sections, the evaluation of h2 is not straightforward.
Due to the complexity of the analytical form of the PES given by
Eqs. (4) or (7) as a function of the parameters v2a; v3a; v1e and
v2e, an analytical link between h2 and the JT surface parameters is
no longer feasible. Instead, we employ the variational principle
and optimize the nuclear wave functions deﬁned by Eq. (9) and
(10) for the lower PES of the 12E0 by minimizing the expectation
value for the energy with respect to the test function parameters
r0; k1 and k2,
f ðk1; k2Þ ¼ h/iðk1; k2Þj
bHvibj/iðk1; k2Þi
h/iðk1; k2Þj/iðk1; k2Þi
: ð16Þ
The expressions in brackets are calculated by numerical integration
of the 2D Schrödinger equation on a cartesian grid with a spacing of
0.01 Å. Our results for k1; k2, and most importantly, for the overlap
integral h2, are summarized in Table 6 for the various ab initio data
sets.
Note that the value of h2 is negative, which shows that (at least
for the lowest rotational level with quantum number N = 0, see
next section) the E-type sublevel is below the A-type sublevel. A
last parameter h2, needed in the next section for the evaluation
of tunneling matrix elements of the rovibrational Hamiltonian, is
related to the molecular geometry via [3]
h2 ¼ 2p3
ðQ2s;0 þ 2r20Þ
ðQ2s;0 þ r20Þ
; ð17Þ
where the subscript 0 indicates values of Qs and r (the radial dis-
tance in the Qx–Qy plane) at the position of the three global minima
of the PES in Fig. 1. It is derived from a geometrically simpliﬁed
assumption for the pseudorotational path between two frameworks
[4,3].
5.3. Parameters for spin-rotation interaction
The unsaturated electron spin of the Na3 molecule can couple to
the rotational angular momentum. This interaction energy can be
written as the expectation value of a spin-rotation Hamiltonian
for a given electronic wave function,
h/eljHsrj/eli¼gel0lB
Ze
8p
Z
dr
X3
k¼1
j/elðrÞj2
jrrkj3
½ðrrkÞvk s; ð18Þ
where the space representation of the singly occupied valence elec-
tron orbital of Na3 is written as /elðrÞ. Z denotes the nuclear charge
of sodium, l0 the vacuum permeability, lB the Bohr magneton, ge
(a) (b)
Fig. 1. Graphics (a) to the left shows the localized nuclear wave function for the vibrational ground state, obtained by energy minimization, starting from a Hougen-type test
function. The corresponding PES is illustrated in Graphics (b). It features the typical warping caused by quadratic JT coupling and anharmonicity.
Table 7
Cartesian spin rotation parameters (kHz) obtained with the CC method at different
geometries.
xx yy zz xz zx
2B2 1 34 1 2 16
2E0 0 30 29 2 34
2A1 0 81 116 1 121
A.W. Hauser et al. / Chemical Physics 460 (2015) 2–13 7the electron g-factor, s the electron spin, rk the position of each
atom, and vk its velocity in the valence electron coordinate system.
Eq. (18) is obtained by translating the classical Hamiltonian of Refs.
[44,45] into its quantum mechanical equivalent and replacing the
electron point charge by an integration over the continuous proba-
bility density j/elðrÞj2. The velocity vk can be expressed as x rk,
withx as the angular velocity corresponding to the molecular rota-
tion. The latter can be written as
x ¼ ðxx;xy;xzÞ ¼ N^xIx ;
N^y
Iy
;
N^z
Iz
 !
; ð19Þ
where we have introduced the moments of inertia for rotations
around the three molecule-ﬁxed axes, and operators bNl for the
three components of the rotational angular momentum. The mole-
cule is placed into the xz-plane, with its twofold rotational axis
coinciding with x. Eq. (18) can now be written in its usual form asbHsr ¼ X
lm¼x;y;z
lm bNlbSm: ð20Þ
The corresponding Cartesian spin rotation parameters lm are
obtained via integration over the ab initio electron density using
the formulas
ll ¼ gel0lB
Ze
8pIl
Z
dr
X3
k¼1
j/elðrÞj2
jr rkj3
½ðrm  rmkÞrnk þ ðrn  rnkÞrmk
ð21Þ
and
lm ¼ gel0lB
Ze
8pIl
Z
dr
X3
k¼1
j/elðrÞj2
jr rkj3
ðrl  rlkÞrmk: ð22Þ
In these equations, the subscripts l; m and n are placeholders indi-
cating the three distinct cartesian components x; y and z. For a pla-
nar molecule, only ﬁve spin-rotation parameters can be non-zero.
We use the CFOUR program package [35] to calculate spin densities
at the Coupled Cluster level of theory and integrate over a grid of
81 81 81 points with a spacing of 0.25 Bohr. The very small val-
ues obtained for the three different molecular geometries are sum-
marized in Table 7.
5.4. Parameters of the hyperﬁne interaction
Fermi contact interactions can be directly derived from the
ab initio calculations by evaluating the spin density at the positions
of the three nuclei. The hyperﬁne splitting constant for atom k is
related to the electron spin density via the equationakhfs ¼
2
3
l0gelBgnlnj/ðrkÞj2 ð23Þ
with ge; gn; l0; lB; ln and j/elðrkÞj2 as the electron spin g-factor,
the nuclear spin g-factor, the vacuum permeability, the Bohr mag-
neton, the nuclear magneton and the electron spin density at the
kth nucleus, respectively. This contribution to the hyperﬁne struc-
ture is historically known as the Fermi contact term. For a single
sodium atom a value of 885.816 MHz can be found in the literature
[46]. Due to neglected relativistic effects [47], numerical inaccura-
cies, and the incompleteness of our basis set we can only retrieve
70% of the atomic value at the CC level of theory (618 MHz). The
splitting parameters for each atom in the Na3 molecule, listed in
Table 8, have therefore been corrected for this deviation by multi-
plying a factor of 1.4334. Interestingly, only the apex atom of the
acute geometry shows a signiﬁcant hyperﬁne splitting.
The spin dipole part, which arises from the magnetic dipole
interaction of nucleus k with the magnetic moment of the valence
electron, can be calculated as an expectation value over the spin
density via [48]
Cklm ¼ l0gelBgnln
Z
dr
j/elðrÞj2
jr rkj5
3ðrl  rlkÞðrm  rmkÞ  dlmjrkj2
 
;
ð24Þ
with l and m as placeholders for the Cartesian components and the
same constants as deﬁned for Eq. (23). Our values for each atom,
obtained from the CC densities at 2B2 geometry by numerical inte-
gration as described above, are summarized in Table 9.
6. Ingredients for the effective Hamiltonian
The Coriolis coupling of the angular momentum generated by
the large amplitude motion with the rotational angular momen-
tum leads to a rotational dependence of the tunneling splitting.
This is taken into account via the IAM approach of Hougen and
Coudert [4,5], assuming a single tunneling path, corresponding to
a 120 rotation in the Qx–Qy plane, which connects the three
non-superimposable minimum energy conﬁgurations or frame-
works. Choosing the G12 permutation-inversion group, a basis set
Table 8
Hyperﬁne splitting constants in MHz, obtained for the three atoms of Na3 at acute
(2A1), obtuse (2B2) and equilateral (2E
0) geometry.
2A1 2E
0 2B2
a1hfs a
2;3
hfs
a1hfs a
2;3
hfs
a1hfs a
2;3
hfs
CC 202 7 20 8 0 21
Table 9
Dipolar spin-nuclear spin coupling constants in MHz, obtained for the three atoms of
Na3 at obtuse (2B2) geometry.
C1 C2;3
x y z x y z
x 142 2 10 4 0 0
y 2 69 1 0 6 0
z 10 1 72 0 0 2
Table 10
Symmetry species of the rotational functions in the G12 permutation-inversion group.
The labels E and O denote functions of even and odd K, while superscripts + and 
refer to a being 1 or 1.
Label Crot (N even) Crot (N odd)
Eþ A01 A
00
2
E A002 A
0
1
Oþ A001 A
0
2
O A02 A
00
1
8 A.W. Hauser et al. / Chemical Physics 460 (2015) 2–13of symmetry-adapted wave functions will be derived. We then
construct an effective Hamiltonian and diagonalize its matrix rep-
resentation in the given basis set. For details and derivations of for-
mulas for the matrix elements of rotational-pseudorotational
tunneling, electron-spin rotation and hyperﬁne interaction within
the IAM approach we refer to an instructive series of articles on
various molecules with large amplitude motions [4,5,49,3]. A
recent review of the IAM method can be found in Ref. [50]. Spin–
orbit coupling, with a maximum impact of about 1 cm1 on the
PES at equilateral geometry, can be fully neglected for a spectro-
scopic analysis near the three global minima.
6.1. Rotational wave functions
Wang-type functions, which are linear combinations of sym-
metric top functions, are introduced as a basis of symmetry-
adapted rotational wave functions,
jNKai ¼ 212 jN;Ki þ ajN;Ki½  ð25Þ
with K P 0; a ¼ þ1 or 1, and jN;Ki as the usual symmetric top
functions. The total basis set is then constructed as a tensor product
of the previously introduced vibrational functions /nðr;uÞ (in space
representation, from now on written as jnðr;uÞi in Dirac’s notation)
and rotational functions,
jNKani ¼ jNKai  jnðr;uÞi; ð26Þ
However, for a more convenient representation of the total
Hamiltonian it makes sense to also deﬁne a symmetry-adapted
basis set according to Eq. (15),
jNKaCi ¼ jNKaCroti  jCvibðr;uÞi; ð27Þ
in which the operator bH becomes a block-diagonal matrix H with
elements
HN0K 0a0nC0 ;N00K 00a00mC00 ¼ hN0K 0a0njbHjN00K 00a00midC0C00 : ð28Þ
We obtain six blocks of different symmetry C, corresponding to
the four non-degenerate symmetry labels A01d; A
0
2d; A
00
1d; A
00
2d
(implying that both rotational symmetry species involved are the
same, namely either both A01 , A
0
2; A
00
1 or A
00
2, respectively), the doubly
degenerate symmetry species E0d (where rotational symmetries can
be any of A01 or A
0
2) and the species E
00
d (where rotational symmetries
can be any of A001 or A
00
2). These relations can be derived from the
character table of the extended permutation-inversion group G212
after assigning symmetry labels to the jN;K;ai rotational functions
according to Table 10 [3].For the given basis set, the matrix representation of bH , a total
effective Hamiltonian deﬁned asbH ¼ bHvib þ bHrot þ bHsr þ bHhfs; ð29Þ
will be described in the next section. It contains energy contribu-
tions from the vibrational ground state (bHvib), the rotational motion
including pseudorotational tunneling (bHrot), the spin-rotation (bHsr)
and the hyperﬁne (bHhfs) interaction.
6.2. Matrix elements of bHvib þ bHrot
Using the result of Eq. (14), we can absorb the vibrational
Hamiltonian for the vibrational ground state into the expression
for the rotational energies and write the matrix elements of
Hvibþrot as
HN0K 0a0 ;N00K 00a00 ¼ HN0K 0a01;N00K 00a001  2HN0K 0a01;N00K 00a002 ð30Þ
for the four blocks corresponding to non degenerate symmetry spe-
cies ðA01d;A02d;A001d;A002dÞ, and
HN0K 0a0 ;N00K 00a00 ¼ HN0K 0a01;N00K 00a001 þ HN0K 0a01;N00K 00a002 ð31Þ
or
HN0K 0a0 ;N00K 00a00 ¼ 
ﬃﬃﬃ
3
p
HN0K 0a01;N00K 00a002 ð32Þ
for the two degenerate symmetry species (E0d and E
00
d), if both rota-
tional wave functions are of the same symmetry, or if their product
is of A02 symmetry, respectively. The upper (lower) sign in Eq. (32)
refers to a rotational wavefunction jNKai of A01 or A001ðA02 or A002)
symmetry.
In these equations, nondiagonal elements in the vibrational
subspace, HN0K 0a01; N00K 00a002, are given by
HN0K 0a01;N00K 00a002 ¼ h2 dðh2ÞNK 00 ;K 0 þ a0dðh2ÞNK 00 ;K 0
h i
dN0N00 ð33Þ
or
HN0K 0a01;N00K 00a002 ¼ 0; ð34Þ
if the rotational wave functions are such that a0a00ð1ÞK 0þK 00 ¼ þ1 or
1, respectively. The right hand side of Eq. (33) has to be divided byﬃﬃﬃ
2
p
whenever K 0 or K 00 is zero, resulting in a division by 2 in cases
where both are zero. Note the appearance of h2, the numerically
evaluated overlap integral of the previous section, in Eq. (33). The
symbol dðh2ÞN denotes the small Wigner matrix element for a given
value of h2 and the quantum numbers N, K
0, and K 00. This expression
of nondiagonal elements in the vibrational part is the same for any
tunneling event between geometry frameworks 1 to 3. Its deriva-
tion is described in Ref. [3]. The only remaining Eulerian-type angle
h2 can be related to the ab initio geometry via Eq. (17) of the previ-
ous section.
Diagonal elements in the vibrational subspace, i.e. rotational
interactions within the same potential basin, are described by
hN0K 0a01jbHjN00K 00a001i ¼ hN0K 0a0jE0 þ bHasymjN00K 00a00i; ð35Þ
Table 11
Correlation table for the tensor representations of spin-rotation parameters.
TkqðÞ ab
T00ðÞ 3
1
2ðxx þ yy þ zzÞ
T11ðÞ 12 ðxz  zxÞ þ iðyz  zyÞ
T10ðÞ 2
1
2iðxy  yxÞ
T11ðÞ 12 ðxz  zxÞ  iðyz  zyÞ
T22ðÞ 12 ðxx  yyÞ þ iðxy þ yxÞ
T21ðÞ  12 ðxz þ zxÞ þ iðyz þ zyÞ
T20ðÞ 6
1
2ð2zz  xx  yyÞ
T21ðÞ 12 ðxz þ zxÞ  iðyz þ zyÞ
T22ðÞ 12 ðxx  yyÞ  iðxy þ yxÞ
A.W. Hauser et al. / Chemical Physics 460 (2015) 2–13 9with E0 as the energy of the vibrational ground state taken from
Table 5, and bHasym as the rotational Hamiltonian of an asymmetric
rotor, which can be written as
bHasym ¼ AN2x þ BN2z þ CN2y ð36Þ
in the IIl representation for a molecule ﬁxed Cartesian axis system
with the rotational constants taken from Table 2. Ni denotes the
ith component of the molecular rotational angular momentum,
and A;B;C are the corresponding rotational constants taken from
Table 1, using the standard axes nomenclature for a near-prolate
asymmetric rotor. Following Ref. [51], the matrix elements of
Hasym can be evaluated with the help of Eq. (25) and a matrix repre-
sentation in the basis of symmetric rotor eigenfunctions jNKi given
by
hN0K 0 jHasymjNKi¼dN0N
X2
k¼0
X
q
ð1ÞNK 0TkqðA;B;CÞ
N k N
K 0 q K
	 

hNjjTkðN;NÞjjNi;
ð37Þ
with the reduced matrix elements
hNjjTkðN;NÞjjNi ¼ ð1Þkð2kþ1Þ12NðNþ1Þð2Nþ1Þ  N N 1
k 1 N
 
:
ð38Þ
The set of three tensors TkðA;B;CÞ with k ¼ 0; 1; 2 has only three
non-vanishing components in the molecule ﬁxed axis system,
which are related to the asymmetric rotor constants given in
Table 2 via the equations
T00ðA;B;CÞ ¼ 3
1
2ðAþ Bþ CÞ; ð39Þ
T20ðA;B;CÞ ¼ 6
1
2ð2B A CÞ; ð40Þ
T22ðA;B;CÞ ¼ T22ðA;B;CÞ ¼ ðC  AÞ=2: ð41Þ6.3. Matrix elements of bHsr
The inclusion of spin-rotational interactions necessitates the
extension of our basis set (deﬁned in Eq. (26)) by the two quantum
numbers S and J, which refer to the total electron spin and the total
angular momentum, respectively. A matrix representation of the
spin-rotational Hamiltonian in this new basis set, consisting of
functions
wNKaSJn ¼ jNKai  jSJi  jnðr;uÞi; ð42Þ
can be obtained by combining Eq. (25) for Wang-type rotational
functions with the evaluation of matrix elements in the usual rota-
tional basis set of Hund’s case (b) functions [51],
hN0K 0S0J0n0jHsrjNKSJnji ¼ dn0ndJ0 J
X2
k¼0
ð2kþ 1Þ12
 ½SðSþ 1Þð2Sþ 1Þ12½ð2N þ 1Þð2N0 þ 1Þ12ð1ÞJþSþN0 N S J
S N0 1
 
 1
2
ð1Þk½NðN þ 1Þð2N þ 1Þ12 1 1 k
N0 N N
 
þ½N0ðN0 þ 1Þð2N0 þ 1Þ12 1 1 k
N N0 N0
 

Xk
q¼k
ð1ÞN0K 0 N
0 k N
K 0 q K
 
TkqðÞ;
ð43Þ
where TkqðÞ denotes the irreducible tensor form of the nine mole-
cule-ﬁxed, Cartesian spin rotation parameters ij derived earlier inSection 5.3. With the molecule placed into the xz-plane we obtain
the relationships given in Table 11.
All previous parts of the Hamiltonian are diagonal in the jSJi
subspace. Hence, all previously deﬁned matrix elements only need
to be modiﬁed by additional Kronecker symbols dS0S00 and dJ0 J00 .
6.4. Matrix elements of bHhfs
For the sake of readability we assume the non-hyperﬁne part of
the Hamiltonian,
bH 0 ¼ bHvib þ bHrot þ bHsr; ð44Þ
as diagonalized in the basis given in Eq. (42). The obtained eigen-
vectors can be abbreviated as
jNKaKcCSJF1;2i; ð45Þ
characterized by the good quantum numbers N for the rotational
angular momentum, Ka and Kc as its projection quantum numbers
in the limit of a prolate or oblate symmetric rotor, C as the overall
symmetry of the rovibrational wave function, S as the total spin
quantum number, J as the quantum number of the total angular
momentum, and F1;2 as the usual labels for the level splitting caused
by bHsr. We write the total Hamiltonian now asbH ¼ bH 0 þ bHhfs; ð46Þ
with a hyperﬁne part [52,3]
bHhfs ¼X3
i¼0
aicS^  I^i þ
X3
i¼0
X
l;m
CilmSlIim; ð47Þ
where S^ denotes the spin vector operator for the unpaired electron,
I^i the nuclear spin vector operator of sodium atom i, and aic as the
effective coupling constant describing the Fermi contact interaction.
The second term in Eq. (47) stems from the spin-nuclear spin dipole
interaction, described by a matrix Ci of coupling parameters for
each nucleus. Again we expand the basis set, this time by adding
nuclear spin functions jIFi to Eq. (45),
jNKaKcCSJF1;2IFi ¼ jNKaKcCSJF1;2i  jIFi; ð48Þ
assuming the following vector coupling scheme [3]
F ¼ Iþ J; I ¼ I1 þ I23; I23 ¼ I2 þ I3: ð49Þ
With the total wave function of the molecular system obeying the
Pauli principle, being either of A02 or A
00
2 symmetry in the G12 group,
and the electronic wave function being of A02d symmetry in the dou-
blet ground state, we can derive the necessary symmetries of
nuclear spin wave functions that give non-vanishing elements in
a matrix representation of bHhfs. To do this, we characterize the
nuclear spin functions by their symmetry species c in S3, the
10 A.W. Hauser et al. / Chemical Physics 460 (2015) 2–13permutation group of three particles, and by the value of the total
spin angular momentum I via
jc; Ii ¼
X
I23
Gðc; I23; IÞjI1; I23; Ii ð50Þ
with the expansion coefﬁcients Gðc; I23; IÞ given in Table 8 of Ref. [3].
Denoting the symmetry species of S3 (which is isomorphic to C3v ) as
A1; A2; Ea and Eb, we can derive non-vanishing matrix elements
between functions of the form
jNKaKcCSJF1;2cIFi ð51Þ
for the non-degenerate rovibrational symmetry species. Here, A02d
and A002d (A
0
1d and A
00
1d) species have to be paired with nuclear spin
functions of A2 (A1) symmetry. For degenerate rovibrational sym-
metry species the total wave function is a linear combination of
the form
2
1
2 jNKaKcCSJF1;2EbIFi  jNKaKcCSJF1;2EaIFi
 
; ð52Þ
with C being either E0d or E
00
d. A further advantage of the symmetry-
adapted basis set of nuclear spin functions is the possibility to
express all hyperﬁne matrix elements in terms of sodium atom 1hn0c0I0F 0jHhfsjncIFi ¼ dF 0Fð1ÞJþI1þF
F I0 J0
1 I J
 
 hI1jjI1jjI1i  12 Cs½CðEa; Ea; I
0; IÞ þ CðEb; Eb; I0; IÞ
 þCa½CðEa; Ea; I0; IÞ  CðEb; Eb; I0; IÞ: ð62Þonly. Following Refs. [3,53], we deﬁne nuclear reduction coefﬁcients
Cðc0; c; I0; IÞ of the form
Cðc0; c; I0; IÞ ¼ ð1ÞIþI0 ½ð2I þ 1Þð2I0 þ 1Þ12

X
I23
ð1ÞI23Gðc0; I23; I0Þ
I1 I
0 I23
I I1 1
( )
Gðc; I23; IÞ:
ð53Þ
Introducing shorthand notations n and n0 for the here ineffective
rovibrational quantum numbers, matrix elements between wave
functions of Eq. (51) are then given by
hn0c0I0F 0jHhfsjncIFi ¼ dF0Fdc0cð1ÞJþI1þF
F I0 J0
1 I J
 
CshI1jjI1jjI1iCðc0; c; I0; IÞ;
ð54Þ
with
hI1jjI1jjI1i ¼ ½I1 I1 þ 1ð Þ 2I1 þ 1ð Þ
1
2 ð55Þ
and a reduced rovibrational matrix element Cs deﬁned as
Cs ¼ dC0Cða1hfsþa2hfsþa3hfsÞhN0K 0aK 0cC0S0J0F 01;2jjT1ðSÞjjNKaKcCSJF1;2i
þdC0C
ﬃﬃﬃﬃﬃﬃ
10
6
r
hN0K 0aK 0cC0S0J0F 01;2jjT1ðS;C1hfsþC2hfsþC3hfsÞjjNKaKcCSJF1;2i: ð56Þ
Note the symmetrized appearance of the Fermi contact coefﬁcients
for the three nuclei. The two terms of the reduced matrix element
are calculated in two steps. First, we evaluate matrix elements in
the jNKSJi basis via
hN0K 0S0J0jjT1ðSÞjjNKSJi ¼ dN0NdK 0K 1ð ÞS
0þNþJ0þ1
S Sþ 1ð Þ 2Sþ 1ð Þ 2J þ 1ð Þ 2J0 þ 1  12 S0 J0 N
J S 1
( ) ð57Þand
hN0K 0S0J0jjT1ðS;CÞjjNKSJi ¼ S Sþ 1ð Þ 2Sþ 1ð Þ 2J þ 1ð Þ 2J0 þ 1 
 2N þ 1ð Þ 2N0 þ 1 12 N0 N 2S S 1
J0 J 1
8<:
9=;

X
q
1ð ÞN0K 0 N
0 2 N
K 0 q K
	 

T2q Cð Þ; ð58Þ
where we use the relations
T20 Cð Þ ¼ 6
1
2 2Czz  Cxx  Cyy
 
; ð59Þ
T21 Cð Þ ¼ iCyz  Cxz; ð60Þ
T22 Cð Þ ¼ Cxx  Cyy
 
=2 iCxy ð61Þ
between the tensor representation of Ck and its matrix elements in
the Cartesian, molecule-ﬁxed basis. In the second step, we trans-
form into the jNKaKcCSJF1;2i basis set representation using the
eigenvectors obtained in the diagonalization of bH 0.
The same procedure is applied to matrix elements between
wave functions of Eq. (52), which are given byThey contain anadditional reduced rovibrational matrix element
Ca¼ða1hfsa2hfsÞhN0K 0aK 0cC0S0J0F 01;2jjT1ðSÞjjNKaKcCSJF1;2i
þ
ﬃﬃﬃﬃﬃﬃ
10
6
r
hN0K 0aK 0cC0S0J0F 01;2jjT1ðS;C1hfsC2hfsÞjjNKaKcCSJF1;2i: ð63Þ
which accounts for the asymmetric part of the hyperﬁne interac-
tion. Finally, the mixed matrix elements between nuclear functions
of Eqs. (51) and (52) need to be evaluated via
hn0c0I0F 0jHhfsjncIFi¼Cað1ÞJþI1þF
F I0 J0
1 J I
 
hI1jjI1jjI1iCðc0;c; I0; IÞ;
ð64Þ
with the positive sign for C0 ¼ A02d or A002d and negative sign for A01d or
A001d.
7. Results and discussion
We calculate the matrix elements of the effective Hamiltonian
deﬁned above for a set of parameters derived from the ab initio cal-
culations described in Section 4, and diagonalize its matrix repre-
sentation H in the given basis set. While the eigenvalues
correspond to line positions in the experimental spectra, the infor-
mation on line intensities can be obtained from the eigenvectors.
In general, the probability for a transition from an arbitrary state
jai to a state jbi is proportional to the squared dipole transition
matrix element,
I / jhajT1ðl^Þjbij2; ð65Þ
with T1ðl^Þ as the irreducible tensor representation of the molecular
dipole moment. Since we know the representation of any eigenvec-
tor jai in the basis given above, it is sufﬁcient to calculate matrix
elements
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of the dipole operator in the eigenbasis of bH. Combining the
Wigner–Eckart theorem with standard formulas for the evaluation
of tensor product matrix elements [54,51] we can compute these
matrix elements viahN0K 0aK 0cC0S0J0F 01;2c0I0F 0jT1ðl^ÞjNKaKcCSJF1;2cIFi ¼ ð1ÞJ
0þIþFþ1½ð2F þ 1Þð2F 0 þ 1Þ12 J
0 F 0 I
F J 1
 
dII0dcc0 hN0K 0aK 0cC0S0J0F 01;2jT1ðl^ÞjNKaKcCSJF1;2i;
ð66Þwhere we have decoupled the nuclear spin I from the total angular
momentum J. Using the eigenfunctions of bH 0, the remaining matrix
element can then be evaluated in the jNKSJi basis, where it takes the
formhN0K 0S0J0jT1ðl^ÞjNKSJi ¼ dSS0 ð1ÞN
0þSþJþ1½ð2J þ 1Þð2J0 þ 1Þ12 N
0 J0 S
J N 1
 

X
q
ð1ÞN0K 0 ½ð2N0 þ 1Þð2N þ 1Þ12 N
0 1 N
K 0 q K
	 

T1qðl^Þ: ð67ÞSince the molecular dipole moment operator transforms as r, its
components are given by 212ðlx þ ilyÞ; lz and 2
1
2ðlx  ilyÞ for
T11; T
1
0 and T
1
1, respectively. Assuming a constant dipole moment,
and using the value at the minimum geometry, we identify T10 as
the only non-vanishing component along the C2 axis of the isosceles
triangle.
Denoting the matrix representation of l^ as l and the eigenvec-
tor jai as ~a in the jNKaKcCSJF1;2cIFi basis set, the intensity for a
transition a! b is described by13000 14000 15000
312 ← 202 404 ← 313
(a)
13000 14000 15000
312 ← 202 404 ← 313
(b)
13000 14000 15000
312 ← 202
(c)
E (M
Fig. 2. Experimental spectra and theoretical prediction for the three rotational transit
absorption spectra of Ref. [3], row (b) and (c) the predictions made with the MRCI+CPPIab / ð~aT  l ~bÞ
2
: ð68Þ
In Ref. [3], frequencies and relative intensities of hyperﬁne compo-
nents for three rotational transitions 414  303; 404  313 and
313  202 were measured by microwave absorption in a double res-
onance scheme with an instrumental line width of 20 kHz. First, weplot all three of them together in row (a) of Fig. 2 to demonstrate
the rotational spacing, and compare the experimental data to theo-
retical predictions at the MRCI+ECP+CPP and CC level of theory (row
b and c, respectively). These two methods have been selected forthe following reason. At this spectral resolution, the former method
is also representative for the CC+CPP and the FSCC methods applied
in this work, since these approaches produced very similar geome-
tries i.e. rotational constants. The CC method, however, shows sig-
niﬁcant deviations, since it yielded rotational constants differing
by up to 300 MHz (see Table 2), which does not even allow for a cor-
rect assignment of the center of each rotational transition. Besides
the high density of lines in the substructure of each rotational tran-
sition, the experiment revealed another peculiarity, which lies in
the fact that the strongest transitions were not saturated even at16000 17000
414 ← 303
16000 17000
414 ← 303
16000 17000
404 ← 313 414 ← 303
Hz)
ions 414  303; 404  313 and 313  202. Row (a) shows the measured microwave
and the CC method, respectively.
13500 13550 13600
(a)
312 ← 202
14125 14175 14225
404 ← 313
16425 16475 16525
414 ← 303
13600 13650 13700
(b)
14325 14375 14425 16550 16600 16650
Fig. 3. Details of the transitions 414  101; 404  111 and 313  202. The measured hyperﬁne patterns of Ref. [3] in row (a) are compared to predictions based on the
MRCI+ECP+CPP method. Note the overall displacements of 	100, 200 and 100 MHz for the three theoretical patterns, caused by inaccuracies of the predicted rotational
constants.
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very small dipole moment in the order of 102 Debye, a feature
which is conﬁrmed by all methods applied in this work (between
0.05 and 0.09 Debye, see Table 1).
In Fig. 3 we look at the hyperﬁne structure of each rotational
transition in more detail. Row (a) contains the experimental spec-
tra. The hyperﬁne pattern of each rotational transition spreads
over a range of about 30 MHz. No individual microwave line
could be resolved, but the good signal to noise ratio allowed
the localization of 32, 19 and 7 spectral peaks for the
414  303; 404  313 and 313  202 transition, respectively. We
compare these patterns now to our theoretical predictions at
the MRCI+CPP level of theory, plotted in row (b). While the width
of the central substructure is in good agreement with the width
of the experimental pattern in all three cases, the clear assign-
ment of lines to spectral features is problematic. The ab initio
approaches produced small parameters for pseudorotational tun-
neling, spin rotation and hyperﬁne interaction, with none of them
clearly dominating over the other. This makes, by itself, the pos-
sibility of a line by line assignment highly questionable, since no
quantum number, afﬁliated with a certain term in the effective
Hamiltionan, remains a good quantum number in this case.
However, there is some correlation between the maximum peak
positions in theory and experiment.
With regards to parameter dependence, we can distinguish
between two groups of parameters. The parameters A; B; C and
h2 are essentially deﬁned by the molecular geometry, and do have
a big impact on the outcome of spectral predictions. Among them,
the parameter h2, being related to the shape of the path for pseu-
dorotational tunneling, varies the least, which is little surprising,
since it corresponds to an intrinsic feature of the PES in the given
Jahn–Teller case. The parameter h2 on the other hand, describing
the overlap of the nuclear wave functions in adjoint minima, varies
signiﬁcantly between the CC method and all other methods. In this
case, we consider the very large value suggested by the Coupled
Cluster approach as a clear outlier caused by the systematic error
of applying a single-reference approach to a situation where static
correlation is essential. We note that this ﬂaw is only weaklyreﬂected in the geometries obtained at the minima on the PES
(where the performance of a single reference method might
improve), but more in the overall shape of the PES, and, subse-
quently, in the ﬁtted JT parameters and the value of h2 in
Hougen’s ansatz.
The second group of parameters comprises those which are
derived from the electronic structure of the molecule at selected
points on the PES. It includes the hyperﬁne splitting constants
akhfs and C
k for each nucleus and the spin rotation parameters lm,
which depend on the spacial distribution of the spin density. In
the given case of a doublet state, this distribution is essentially
coinciding with the probability density of the unpaired electron
in the valence orbital of the molecule. This orbital shows atomic
p-type character and is delocalized over the whole molecule, a well
known feature of the alkali trimers [55], which even led to a suc-
cessful interpretation of excited states in an electronic shell model
[9,56,57]. With this in mind, the spin density in the electronic 12B2
state can be thought as resembling a p-orbital with its axis parallel
to the longer side of the isosceles triangle, but with its axis parallel
to the C2 axis in the case of the electronic 12A1 state. With the for-
mer corresponding to the global minimum geometry, and the latter
to the electronic conﬁguration in the moment of pseudorotational
tunneling, it is obvious that both density distributions play a role in
the experimentally observed hyperﬁne patterns. Interestingly, our
spin density analysis revealed a larger splitting term only for the
apex atom in the acute geometry of the 12A1 state. While the over-
all shape of the singly occupied orbital is of p-type, it is dominated
by the contribution of the s electron at the tip. However, evalua-
tions of spin densities at the nucleus are only of moderate accuracy
due to missing or incomplete consideration of relativistic effects
and shortcomings of the basis sets used. Furthermore, the possibil-
ity of generating spin density distributions and writing them to
disk is not yet a well supported feature of quantum chemistry
packages used, especially for highly-correlated methods. We sug-
gest that future work should focus on an improved ab initio
description of the spin density of the molecule along the tunneling
path before attempting to extend the effective Hamiltonian by yet
another term.
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In this article we demonstrated the applicability of standard
methods of quantum chemistry to the molecular benchmark prob-
lem of the Na3 ground state, which features a coupling of pseu-
dorotational tunneling and hyperﬁne interactions on the lower
branch of a typical JT distorted E  e PES. All ab initio methods con-
ﬁrm the experimental suggestion of a very small electric dipole
moment (	 0:05 Debye) of the molecule in its 12B2 electronic
ground state. Deviations between the geometries for the extrema
on the PES, obtained with the various methods, are small, but lead
to signiﬁcant differences in the rotational constants. The largest
deviation is obtained for the all-electron single-reference Coupled
Cluster approach, which produces shorter binding lengths and a
set of rotational constants which does not ﬁt the rotational spacing
of the experiment. All other methods are in agreement with the
rotational assignments given by the experiment.
We furthermade the attempt to simulate the hyperﬁne structure
of each rotational transition without any ﬁtting to experimentally
measured spectra. The necessary parameters were either derived
from scans over the PES in the two JT-active vibrational modes or
from single-point evaluations of the spin density at selected geome-
tries (the obtuse globalminimumgeometry and the acute transition
state). Applying the internal axismethod,we demonstrated how the
ab initio results for energy and spin density distribution translate
into parameters for the effective Hamiltonian. The interplay of
hyperﬁne interactions with the concerted large amplitude motion
or pseudorotation of the molecule, which gives rise to extra tunnel-
ing splittingsof comparable energy spacing, andwith the couplingof
the unpaired spin to the rotation of the molecule, leads to a compli-
cated energy level structurewithout a clear dominance of a particu-
lar contribution. The width of the central part in each predicted
hyperﬁne structure is in agreement with the width of the experi-
mentally observed pattern of the corresponding rotational transi-
tion, which indicates correct magnitudes for each contribution in
the effective Hamiltonian. However, a line by line assignment was
not possible. A more accurate description of the spin density along
the pseudorotational pathway may lead to a better understanding
of energy level structures, especially in cases where the rovibra-
tional energy lies at or even above the barrier.
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