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ABSTRACT
TGa3 (T = Fe, Ru & Os) and RuIn3 are a class of isostructural intermetallic binary
compounds with interesting physical and structural properties. These materials are nonmagnetic, narrow band gap semiconductors with large n-type thermopower below room
temperature. Chemical doping drastically changes physical properties and thermoelectric
properties enhances by large percentage over the pure compounds.
An important structural feature of FeGa3 is the fact that the four Fe atoms per unit cell
exist as two Fe-Fe dimers. The nonmagnetic (NM) ground state of FeGa3 may be a consequence
of the dimer spins being aligned in an antiparallel singlet state. We observe that FeGa3 becomes
a low temperature ferromagnet (FM) by chemical doping with Ge, and the Curie temperature is
suppressed toward absolute zero temperature. A model where the extrinsic electrons from the Ge
doping creates a mixed valence Fe-dimer with a net effective spin, agrees well with the
experimental data. Such a model provides a novel mechanism for a FM-QCP. We also show
evidence for a magnetic field-induced critical point in FeGa3. The Ge-doped sample with x =
0.05 is a paramagnetic metal, which shows typical FL behavior at low temperature. However,
NFL behavior is observed with applying magnetic field, and a FM-QCP is confirmed by field
dependant data with the following behavior: ! ! T "4/3 , ! ! T 5/3 and C ! " lnT .
Ru substitution in FeGa3 shows that an unexpected ferromagnetic insulating state
develops immediately (0.1% Ru), and it disappears above 25% Ru. This behavior agrees well
with the model of spin creation on the transition-metal dimers via conduction electrons, and the
enhanced insulating behavior in the electrical resistivity suggests the Ru acquires a 2+ state.
Interestingly, Mn doped FeGa3 shows an apparent antiferromagnetic insulating state above 5%
Mn. This result provides further evidence that the disruption of the Fe-Fe dimer in the FeGa3
structure can lead to ordered ferro/antiferro-magnetic states.
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Superconducting and critical current properties of thin films of NiBi3 formed on the
surface of carbon microfibers and on sapphire substrates were studied. The critical current
density (Jc) was measured below the transition temperature and is well described by the
Ginzburg-Landau power-law: "$1! T
#

2 3/2
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CHAPTER 1
MOTIVATION AND BACKGROUND
Strongly correlated electron systems are a central theme for much of the material science
developments in recent history. These materials often show unusual physical properties
(electronic, thermal and magnetic), which are the basis for many of today’s technological
advancement in human society. Transition metal compounds, in particular, are interesting to
study strong electron correlation behavior, because most of them have unfilled d or f electron
shells with narrow bands. In this dissertation three fundamental physical concepts will be
addressed, namely (1) Thermoelectricity, (2) Quantum Criticality and (3) Superconductivity.
These interesting physical phenomena are a direct result of strong correlation behavior of the
electrons in the system.
1.1.

Thermoelectricity
Renewable forms of energy are important topics when considering future energy usage.

Thermoelectricity offers a zero-emission energy alternative that only relies on waste heat.
Thermoelectric materials can be used to convert waste heat into electricity [1-6]. This is a very
unique capability, which can be used for variety of applications, such as waste heat scavenging
(sources of which are ubiquitous) and environmentally friendly refrigeration (Figure 1.1). The
thermoelectric effect can be explained as follows: an electric potential (voltage) produced by a
temperature difference is known as the Seebeck effect, and the proportionality constant is called
the Seebeck coefficient:
S=

!V
!T

1. 1

where !V is the voltage that develops across a sample with a temperature gradient, !T .
Seebeck effect was discovered by Thomas Johann Seebeck [7] in 1821. Figure 1.1 shows a
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typical setup that is used for a thermoelectric system. n- and p-type semiconductors are
connected electrically in series and thermally in parallel. When a temperature difference is
applied across the module (Figure on the right) an electrical current is produced that can power
some load. However, the complimentary effect is also true (Figure on the left). If a current is
applied to the module by some external power source, then one side of the module is cooled, and
the other heated – hence electronic refrigeration.

Fig 1. 1
Thermoelectric device consisting of serially connected n and p types of
thermoelectric materials [8].
A material considered to be a good thermoelectric should have a large thermoelectric
power factor[1]:

PF =

S2
!

1. 2

where ρ is the electrical resistivity and S is the Seebeck coefficient (or thermopower), and the
thermoelectric figure of merit should be ZT > 1[1]:
!
$
S2
ZT = #
&T
#" ! (" e + " l ) &%

1. 3
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where ! e is the electronic contribution and ! l is the lattice/phonon contribution to the thermal
conductivity (Ioffe [7] in 1957). A material with a large power factor often has a large Seebeck
coefficient (found in low carrier density semiconductors or insulators), large electrical
conductivity (found in high carrier density metals), which further suggest that the thermoelectric
power factor is optimized between a metal and semiconductors (Figure 1.2). To get
a considerably large power factor, a semiconducting material can be heavily doped with
extrinsic carrier concentrations of n ~ 1019!21 cm !3 . When there is only a single type of carrier,
the net Seebeck coefficient can be quite large. When n- and p-type carriers are mixed, bi-polar
conduction will lead to opposing Seebeck effects, and low thermopower (defined here as the
absolute value of the Seebeck coefficient) [9, 10].

Fig 1. 2 Seebeck coefficient and electrical conductivity as a function of carrier concentration
showing the optimal region for an enhanced power factor [9, 10].
Investigations of new thermoelectric materials are very important for future use in
thermoelectric applications. Since the discovery of Bi2Te3 [11, 12], the prospect of roomtemperature thermoelectric materials have attracted much attention because of its high Seebeck
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coefficient (~ 10 2 µ V/K) , very low electrical resistivity ( ~ µ!) and high atomic weight (heavy
elements) [13]. Many interesting thermoelectric materials were later discovered after bismuth
telluride, such as skutterudieds [14], complex chalcogenides [15], germanium based clathrates
[16], half-Heusler alloys [17] and other intermetallic semiconductors [18-21]. All of the abovementioned systems are strongly correlated electron materials, suggesting such systems can have
a significant positive impact in the field of thermoelectrics. These materials have a small
hybridization gap at the Fermi level, which is due to the mixing of a conduction band with
narrow d- or f-bands, which is a very important characteristic for large thermoelectric power (S)
[22, 23], and an essential feature in having a high thermoelectric figure of merit (ZT).
1.2.

Quantum Criticality
Quantum matter is currently one of the most interesting topics among research

communities around the world. The behavior of the subatomic world is governed by quantum
mechanics. It is also responsible for the organization of the microscopic particles in bulk
materials at temperatures very close to absolute zero (0 Kelvin). Here, the properties of materials
are unusual and depend on the internal angular momentum or the spin of the particles [24].
Reaching absolute zero temperature is not possible due to zero-point motion. However, quantum
fluctuations are felt long before zero Kelvin (Figure 1.3), usually below 10 K, and sometimes at
even higher temperatures. An interesting comparison of quantum criticality in condensed matter
systems and a black hole in astronomy is made in Piers Coleman’s Nature article [25], where he
states, “the quantum critical point represents a kind of ‘black hole’ in the material phase diagram
and this proves a useful analogy. Just as the black hole of cosmology distorts surrounding spacetime, quantum critical points distort the fabric of the phase diagram (Figure 1.3), creating a ‘Vshaped’ region of quantum critical matter fanning out to finite temperatures from the quantum
critical point”.
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Fig 1. 3 Schematic phase diagram near a quantum phase transition as a function of
temperature (T) and control parameter (n). QCP denotes the quantum phase transition point. The
regimes I and II correspond to the ordered/disordered phases on either side of the quantum phase
transition. At elevated temperatures, a quantum critical regime emerges, which is often
associated with non-Fermi liquid behavior (NFL).
Quantum critical behavior arises when a material is dominated by quantum fluctuations,
which leads to the quantum critical point (QCP). The result is an unusual state of matter where
the electrons in a metal are rapidly scattered and can adopt other forms of order like
superconductivity, novel types of magnetism, or even more mysteriously, unidentified/unknown
states of matter. Although we can never reach absolute zero temperature (0 K), quantum critical
effects influence a wide region of the phase diagram accessible to our experimental probes, and
reveals itself as non-Fermi liquid behavior (NFL) [26]; physical properties deviate from the
standard Fermi liquid (FL) theory (Figure 1.3). Strongly correlated systems show unusual
physical properties such as high-temperature superconductivity [27], fractional quantum Halleffect [28], colossal magneto-resistance [29], and magnetic heavy-fermions [30]. The central
and most important question for all these systems is how electrons are organized and, in
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particular, whether there are principles that are universal among the various classes of strongly
correlated materials. Quantum criticality has come to the forefront in recent years to assume that
role [26, 31, 32].
Quantum criticality can be identified by unusual behavior of the physical properties at
very low temperature [31].Quantum critical points (QCP) are basically identified as
ferromagnetic-QCP, in which one of the ordered phases involved is ferromagnetic, and an antiferromagnetic-QCP, in which one of the ordered phases involved is anti-ferromagnetic. Near the
FM-QCP, NFL behavior is observed in the physical properties at very low temperature. For
example, the electrical resistivity significantly deviates from T 2 dependence ( ρ ∝ T 5 / 3 ), the heat
capacity shows a logarithmic increase toward absolute zero ( !C " # lnT ), the magnetic
susceptibility shows anomalous behavior ( ! !1 " T 4/3 ), and the transition temperature follows a
4

Tc 3 ∝ ( x − xc ) relationship close to the critical point [26]. By controlling a non-thermal physical
parameter such as physical pressure, magnetic field or chemical doping (chemical pressure) one
can tune the quantum phase transition to zero temperature.
Here we just mention a couple of the many recent examples of quantum critical behavior
observed in intermetallic systems. FeSi is a heavily studied correlated electron system [33]
which belongs to an interesting new class of unconventional metals. NFL behavior is observed
in FeSi with Mn doping, and quantum interference in the magneto transport is observed to
extend well beyond the low temperature regime [34]. In SrCo2(Ge1-xPx)2 [35] structural changes
induced by chemical doping result in a FM-QCP originating from a paramagnetic metal. It is
less common to observe a FM-QCP develop from a non-magnetic compound through chemical
doping. Most often a FM-QCP is observed by either applying an external magnetic field,
physical pressure, or chemical pressure to a paramagnetic or itinerant ferromagnetic compound
[36-40]. In general, most of the systems showing quantum critical behavior have phase
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transitions that are antiferromagnetic (AFM-QCP) [32], with the possible existence of a
superconductivity in the vicinity of the QCP – one of the best examples being YbRh2Si2 [41].
1.3.

Superconductivity

Fig 1. 4 (a) A magnet levitating above a high-temperature superconductor (SC), which was
cooled by liquid nitrogen [42], (b) resistivity as a function of temperature of a SC and normal
metal (Tc is the superconducting transition temperature) and (c) heat capacity jump at Tc [43].
Superconductivity was discovered in 1911 when Dutch physicist Kamerlingh Onnes
[44] found one of the most important and puzzling physical phenomenon in human history. He
found the electrical resistance of mercury vanishes at 4 K, which identified a new state (phase)
of matter in material science [45]. The mechanism of superconductivity, considered one of the
most difficult puzzles in condensed matter physics, remained a mystery until the early 1950’s.
However, during that time interesting observations such as the Meissner effect (exclusion of
magnetic flux from the interior volume of a superconductor) [46] and the specific heat jump (a
sharp discontinuity at the superconducting phase transition) [47] were described (see Figure
1.4). The first breakthrough came around 1950 with the theory of Ginzburg and Landau (GL)
[48], a phenomenological theory, which was the first successful explanation for the mechanism
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of type I superconductor. In GL theory, electrons behave as a single coherent wave, similar to
laser light, which induces mutual interference from microscopic to macroscopic level. This idea
was contradictory to the knowledge at that time, however GL theory was successfully verified
after the theories of vortices (quantized flux) by Abrikosov [49], which provided the
understanding of type II superconductors, and ultimately lead to the discovery of strong
superconducting magnets during the 1960’s. Superconducting magnets are widely used in
today’s technological world such as in maglev trains, magnetic resonance imaging (MRI),
nuclear magnetic resonance (NMR), and in the beam-steering magnets used in particle
accelerators for high-energy physics. Another important use of superconductors is the
superconducting quantum interference device (SQUID) in which a superconducting Josephson
junction is used to measure very small magnetic fluxes.

Fig 1. 5
Superconducting time line: discovery of superconducting materials and their critical
temperature as a function of time [50].
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Immediately following the theory of Ginzburg and Landau, a team of US researchers
proposed a fascinating microscopic explanation for the theory of superconductivity in 1957 [5153]. The Bardeen-Cooper-Schrieffer (BCS) theory described the behavior of electrons in the
superconducting state by using many-body wave functions, which were combination of electron
pairs (Cooper pairs) on the Fermi surface, to induce energy stabilization. BCS theory predicted
the involvement of phonons in superconductivity, and the isotope effect on the critical
temperature. The concept of the BCS theory is very elegant, in that it predicts a macroscopic
quantum state. The GL theory and BCS theory when linked using Abrikosov-Gorkov (AG)
theory, provide a consistent theoretical framework for one of the most puzzling problems in
condensed matter physics of all time [45].
Superconductivity attracted incredible attention at the end of the 1980’s with the
discovery of the high Tc cuprates (see Figure 1.5). After the 1990’s, scientists around the world
continued to discover new classes of superconductors. However, the most striking discovery in
recent history was the superconductivity in Fe-based compounds, the so-called pnictides,
because it is generally considered that magnetic elements are antagonistic to superconductivity.
After 2006, when the first Fe-based superconductor was discovered by Japanese researchers,
numerous Fe-based superconducting compounds have been discovered [54]. Discovery of Febased superconductors identified a new generation of superconductivity, and then compounds
with magnetic elements such as Ni and Co were discovered. The existence of superconductivity
in compounds containing ferromagnetic elements is very interesting both from an experimental
and a theoretical point of view. The coexistence of these two phenomena was discovered several
decades ago [55-58], and opened a new research theme in the field of magnetism and
superconductivity. Ferromagnetic superconductors can be used to probe how magnetic
fluctuations can stimulate superconductivity, which is a central theme at the core of several
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families of materials, as diverse as heavy-fermion superconductors [59], high-Tc cuprates [27]
and the recently discovered FeAs-based superconductors [60].
According to the BCS theory, elements with lower mass result in higher frequency
phonon modes, which enhances the superconducting transition temperature [61]. Therefore,
discovery of superconducting materials with lighter elements is very intriguing. Several Mg
intermetallics, such as MgB2 and MgCNi3 [62, 63], were recently discovered. MgCNi3 was the
first example of an all-metal pervoskite superconductor (i.e. no oxygen), which provided an
excellent material to study the link between traditional intermetallic superconductors and high Tc
oxides. On the other hand, the high Ni content in this compound draws more attention to the
material for the possible coexistence of superconductivity and magnetism. While some of the
experimental data on MgCNi3 suggests it to be a traditional BCS-type superconductor, other data
suggest its superconductivity is unconventional, and possibly mediated by ferromagnetic spin
fluctuations. Theoretical calculations suggest MgCNi3 is near a ferromagnetic instability [64].
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CHAPTER 2
EXPERIMENTAL TECHNIQUES
Sample synthesis, characterization, and technical details of the instruments are
discussed in this chapter. Synthesis and characterization is one of the most important parts of
this dissertation. We have used a combination of traditional and recently developed synthesis
and characterization techniques, the choice of which, often times would depend on the nature of
the sample. The material synthesis and characterization have been done in the Departments of
Physics, Chemistry, and Geology at Louisiana State University. The following sections discuss
the sample preparation, characterizations, and the details of the equipment setup.
2.1

Synthesis Techniques
The equipment in our laboratories allow for a variety of synthesis techniques, which are

necessary for preparing the materials discussed in this dissertation. These techniques include: 1)
preparation of polycrystalline samples by solid state reaction in high-temperature tube and box
furnaces and by rf-induction and by arc melting, 2) synthesis of volatile materials in sealed
quartz tubes, 3) single crystal growth by chemical vapor transport, metallic fluxes and modified
Bridgman method, and 4) thin film growth by electron-beam evaporation [65].
2.1.1
2.1.1.1

Polycrystalline Synthesis
RF-Induction Melting
This is a non-contact heating process, which uses a high frequency changing magnetic

field to heat electrically conductive materials by induction. Since the starting materials are only
in contact with an inert Al2O3 (alumina) crucible, this technique tends to produce cleaner
samples than arc melting.
11	
  

Fig 2. 1 (a) High frequency alternating current induces a very intense and rapidly changing
magnetic field through sample [66], (b) Schematic diagram of RF-induction system [67] and (c)
RF-induction melting furnace in the Department of Physics and Astronomy at Louisiana State
University.

As shown in Figure 2.1 a high frequency AC power source is used to drive a large
alternating current through the induction coil, which is known as the work coil. The sample is
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placed in side the work coil. When current passes through the work coil a very intense and
rapidly changing magnetic field is generated within the coil. Since the work piece (sample) is
placed in this magnetic field there are several things to consider. The alternating magnetic field
induces a current flow in the conductive sample, which can be explain by considering the work
coil and sample as an electrical transformer. The work coil can be considered as the primary coil
where energy is given, and the sample is a single turn secondary coil that is short-circuited,
causing tremendous currents to flow through the sample, which are known as eddy currents.
On the other hand, there is another phenomenon called the skin effect, which is due to
the high frequency of the induction heating. This forces the alternating current to flow within a
thin layer of the surface of the sample, thereby increasing the effective resistance of the metal. It
essentially increases the induction heating effect of the system caused by the eddy current in the
sample. It is interesting to note that this effect should be eliminated in the transformers used in
power applications, because it causes induction heating of the magnetic core and represents
power that is wasted [66] [68].
An amount (typically 1 – 5 grams) of stoichiometric mixture of starting materials is
placed in a crucible inside the induction coil, and then RF power is supplied. In this process
different types of crucibles are used. When an alumina crucible was used, it was wrapped with a
thin sheet of tantalum foil that acted as a flux susceptor. Graphite crucibles can be used without
the need of a susceptor [69]. The sample can be melted under a partial pressure of ultra high
purity argon gas, and then maintained in the liquid state, depending on the application
requirements. The operating frequency of our RF supply can be varied 0 - 100 kHz, which gives
the freedom to increase the heating temperature of the sample at a very slow rate. This method
works well with most of the intermetallic materials that have melting temperatures below 2000
o

C. RF induction heating is also better suited to handle the melting of materials with high vapor

pressures, than say arc melting.
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2.1.1.2

Arc Melting

Fig 2. 2
(a) Schematic diagram of an arc melting system [70] and (b & c) the arc melting
furnaces in the Department of Physics and Astronomy at Louisiana State University.
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An arc melting system is a furnace that heats charged material by using an electric arc.
These furnaces range in size from a small, laboratory system with approximately a few grams of
capacity to large or industrial scale systems capable of a few tons of capacity, which are used for
secondary steelmaking. Industrial arc-furnace temperatures could reach up to 1800 0C (~ 3272
0

F) while the research laboratory units could exceed 3000 0C (~ 5432 0F). This system differs

from the induction furnace primarily in that the charged material is directly exposed to an
electric arc, which means the current in the furnace terminal passes directly through the charged
material. While the temperatures achieved in an arc melter are considerably larger than those
during RF induction, there is very little variable control over the temperature.
To arc melt the samples, desired compositions of starting elements are weighed and
reacted under flowing ultra high purity argon gas (UHP-Ar) in an arc melter using a tungsten
electrode and a water-cooled copper hearth. A Zr button was used as an oxygen getter. The
sample was flipped over and re-melted 3-5 times to ensure homogeneous mixing of the
constituent elements. The sample chamber is pumped, purged, and sealed at least three times
before melting. This method can be used for materials with high melting points and low vapor
pressure [68].
2.1.1.3

Solid State Reaction
This is the most widely used method to prepare polycrystalline solids from a mixture of

solid powder of starting materials. In general, solid materials do not react at room temperature
over normal time scales therefore it is necessary to heat the mixture at higher temperatures, such
as 1000-1500 0C in order for the reaction to occur at considerable rate. There are several factors
that can effect this process, such as reaction conditions, structural properties of the reactants,
surface area of the solids and their reactivity and thermodynamic free energy change associated
with the reaction [71].
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Stoichiometric amounts of the powders of starting materials are mixed and ground well
in an alumina mortar. The mixture is then pressed into pellets of 5-10 mm diameter under 635
MPa pressure using a stainless steel Graseby Specac die and hydraulic press. The pellets are
then put in an alumina crucible. The crucibles are sealed in a quartz tube in vacuum or under an
Ar atmosphere. The sealed tube is then put in a horizontal tube furnace for sintering, in which
the temperature can be raised up to 1200 0C. This method is more suitable for compounds with
volatile materials such as Mg, Se, or Mn.

Fig 2. 3
(a) High temperature tube furnace, (b) hydraulic pellet press instrument, (c) high
temperature box furnace, and (d) high temperature vertical tube furnace in the Department of
Physics and Astronomy at Louisiana State University.
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2.1.2

Single Crystal Synthesis
Single crystals are very important for variety of experimental measurements. Most of

the measurements are tensor properties but single crystals are very necessary to eliminate effects
from the grain boundaries in polycrystalline samples. More than 200 single crystal growths were
attempted using the following techniques: metallic flux growth, modified Bridgman, and
chemical vapor transport.
2.1.2.1

Metallic Flux Growth
This technique is particularly advantageous mainly because it dose not require any

specialized instruments and allows for relatively low growth temperatures. However, single
crystals can be too small for some physical property measurements, such as neutron diffraction,
and also there is a possibility of inclusion of flux into the crystals, which is not possible to
remove from etching or any other process.
Starting materials in a stoichiometric ratio are placed in a small alumina crucible and
filled with metal used as flux, for example gallium, antimony, or tin. The approximate materialto-flux mass ratio is taken as 1:(5 or 10) initially. The open side of the crucible is closed with
quartz wool and then sealed in an evacuated quartz ampule. The sample undergoes a suitable
sequence of heat treatment in a box furnace (maximum temperature ~ 1200 0C). The quartz tube
should be kept vertical. The temperature sequence is determined by studying the phase diagram
of the material, and often times, trial and error. The sample is cooled very slowly to just above
the melting point of the metallic flux. The quartz tube is quickly taken out of the furnace,
inverted, and spun in a centrifuge for about 30 seconds keeping it upside down. The flux drains
out of the crucible through the quartz wool and leaves the crystals of the material at the bottom
[72].
However, materials with high melting points, such as boron or carbon, often need to go
to higher temperatures (>1200 oC) to get them to melt into the flux. In that case we melt
17	
  

Fig 2. 4 Flux grown single crystals of (a) pure FeGa3, (b) Ge doped FeGa3, (c) pure RuGa3
and (d) pure RuIn3. Crystals are in size of 1×1×1 mm3.
the material inside a bigger vertical tube furnace (maximum temperature ~ 1450 C0) using
molten Al as a flux. A (10 – 50) ml alumina crucible is filled with stoichiometric amounts of
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starting raw materials and the metal used as a flux, with a material-to-flux mass ratio of 1:70.
The crucible is placed inside a vertical mullite tube, which passes through the middle of the
vertical furnace. For volatile materials like Mg, the alumina crucible is sealed in a Ta tube of a
larger size in an Ar atmosphere in a glove box. The sample is then heated under an Ar
atmosphere with a suitable heating sequence. After the sample is cooled to room temperature the
single crystals are extracted from the solid Al by etching it away with a hot solution of NaOH.
By this method we can heat several different crucibles simultaneously. Etching the crystals in a
very dilute nitric acid solution cleans their surface of any residual flux. The crystals are then
washed, rinsed with ethanol, and dried.
2.1.2.2

Modified Vertical-Bridgeman Method

Fig 2. 5 (a) Schematic diagram of vertical Bridgman technique [73] and (b) modified
Bridgman system attached to the rf-induction furnace in the Department of Physics and
Astronomy at Louisiana State University.
The Bridgman (vertical or horizontal) technique of crystal growth is a standard method
to prepare single crystal ingots or boules, which is very popular for certain semiconductor single
crystals, such as gallium arsenide or II-V systems (CdS or CdTe). The Bridgman technique is
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better suited for these systems than is the Czochralski process which is another single crystal
technique widely used in the silicon industry [74]. The Bridgman method involves heating
polycrystalline material above its melting point and slowly cooling it from one end of its
container. Typically the container is tapered to a fine point to promote nucleation of the crystal
growth from that location. The nucleation can also be accomplished with a small seed crystal.
This method can be used in a horizontal or vertical geometry. Here we have modified the rfinduction furnace to allow for a vertical Bridgman method. A stoichiometric mixture of starting
materials was placed in a crucible (tip shape graphite crucible) and positioned inside the
induction coil. The sample was melted under a partial pressure of ultra high purity argon gas
(UHP-Ar) and then maintained in the liquid state. Then molten sample was very slowly (~ 1-10
mm/hour) lowered through the heating zone. Sample nucleation begins from the tip at the
bottom of the graphite crucible, which initiates the crystalline process and acts as a seed crystal.
2.1.2.3

Chemical Vapor Transport
Solid substances can be transported through a vapor phase by chemical vapor transport

(CVT), when a suitable transporting agent is provided in the presence of a temperature gradient.
Single crystals grown by this technique are often small (~1 mm3) but are typically of high
quality and suitable for electronic and magnetic properties characterization. In our lab single
crystals are grown by the CVT method using iodine as the transporting agent. Usually the
elemental powder sample (A) and transporting agent (B) were sealed in an evacuated quartz tube
and placed in a high temperature horizontal tube furnace (see Figure 2.6). The sample charge
and iodine were kept at the hot end, which was at least one hundred degrees higher than the low
temperature end of the furnace. Usually a multi-zone temperature furnace is used in this process,
but a single zone furnace is often effective too, due to the natural temperature gradient along the
length of the furnace. Upon heating, a gaseous species of AB is formed (known as a vapor
reactionary product), which moves toward the cool end along the gradient, decomposes, and
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redeposits A in single crystal form. This is a very good method of making single crystals with
high quality from starting powder materials, but the growth rate is very slow (a few milligrams
per hours or days), which is why this technique is more attractive for research than the industrial
process.

Fig 2. 6

Schmatic diagram of chemical vapor transport.

During the dissertation work, the following procedure was used while changing different
parameters, such as the amount of transport agent per sample and the period of the heating
process. A mixture of elements is placed in a quartz ampule of length approximately 18 cm and
a diameter of 1 cm with an iodine concentration of 10 mg/cm3. Starting materials were weighed
according to the stoichiometry of the compound and the iodine amount was added according to
size of the quartz tube. The ampule was then evacuated and sealed off. The ampule was placed
in a horizontal tube furnace with one end at the center of the furnace (hot side) and the other end
at the outside edge of the tube furnace (cold side) (see Figure 2.6), which makes the temperature
gradient (TH > TC) along the quartz tube. The determination of suitable growth duration and the
temperature gradient is the key to this method and is largely determined by experience and trial
and error.
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2.1.3

Thin Films and NiBi3 Coated C-Microfibers

2.1.3.1. Electron Beam Evaporation (EBPVD)
Physical vapor deposition (PVD) techniques are most widely used in thin film research
laboratories and industries. During this dissertation work, electron beam physical vapor
deposition (EBPVD) was used in one particular project to develop superconducting thin films.
In the EBPVD process, the deposition chamber is evacuated to about 10-4 Torr, then the target
anode is bombarded with an electron beam given off by a charged tungsten filament under high
vacuum, which causes the atoms of target material to transform into the gaseous phase, which
are eventually deposited on to the substrate.

Fig 2. 7
(a) Schamtic diagram of electron beam evaporation technique [75] and (b)
e-beam instrument in the Department of Physics and Astronomy at Louisiana State University.
There can be one or more electron guns in an EBPVD system, which uses 3 – 15
kilowatts (kW). There are several methods to produce an electron beam, such as thermionic
emission, field electron emission, or the anodic arc method. The accelerated electron beam is not
directly focused onto the target. Instead the beam is bent with a strong magnetic field about 2700
to avoid exposure of electron gun into gaseous target material (Figure 2.7). When the target
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material is bombarded by the electron beam, about 85% of the kinetic energy of the electron
beam is converted into thermal energy. This increases the surface temperature of the ingot,
resulting in formation of liquid target material, which then evaporates under vacuum. Usually
the target material is kept in a water-cooled copper crucible, and the substrate is kept directly
above the target. Even though several ingot feeders can be used in this technique, the deposition
rate may be on the order of 10-2 g/cm2 per second or even less [76].

2.1.3.2. NiBi3 Coated C-Microfibers
Our research group has a track record of making several different superconducting
materials on the surface of carbon microfibers. The fibers are long, thin, and hard, and their
cylindrical geometry is very suitable for measuring the superconducting critical current density.
Over the last several years our group successfully synthesized and measured the critical current
density of MgCNi3 [77], ZnNNi3 [78], MoN and Mo3Sb7 [79]. All of these materials were
synthesized by exposing metal vapor to either Ni-coated or Mo-coated carbon fiber.
There are several different methods to produce carbon microfibers [80], and different
materials can be coated to the microfiber’s surface. Some of these are commercially available
through several companies, such as Inco Limited [81]. A chemical vapor deposition (CVD)
technique is used to coat the carbon fibers with selected elements, such as Ni, Mo or Au. In this
process, the element is deposited by thermal decomposition of metal bearing gas. This method
can be used to produce conductive or non-conductive fibers. This dissertation work has utilized
Ni-coated carbon microfibers called Incofibers, which were provided by Inco Limited. This fiber
has ~ 7µ m diameter, with a ~ 80nm thick Ni coating around the carbon fiber. This is ideal to
make a cylindrical thin film of NiBi3 around the carbon fiber.
The following procedure works exceptionally well in producing the coated microfibers.
Commercially available carbon microfiber (diameter ~ 7 µm) with a thin Ni coating (~ 80 nm),
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were used to make NiBi3 microfibers. The carbon fibers were placed in a quartz tube with high
purity bismuth shot. The tube was evacuated and heat-treated at different temperatures for
different time periods. The best superconducting properties were observed on fibers heated at
700-800 0C for 5 minutes in a preheated box furnace. Scanning electron micrographs of the
reacted microfibers shows a clear reaction of the Ni coating with bismuth, which can be clearly
identified in the lower panel of the Figure 2.8.

Fig 2. 8 Ni-coated carbon microfiber (upper panel) [82] and a single NiBi3-coated carbon
microfiber (lower panel). The solid carbon core is clearly visible in the lower panel.
2.2

Analysis Techniques
The chemical structure, phase purity, and the electronic, magnetic, and thermal

properties of the materials made during this dissertation research were measured with a variety
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of characterization techniques. These included both poly-crystal and single-crystal X-ray
diffraction, elemental analysis with WDS, and thin films on the microfibers were checked with
SEM micrographs. Physical properties (electrical resistivity, magnetic susceptibility, thermal
conductivity, heat capacity and thermoelectric power) were studied with a physical property
measurement system (Quantum Design-PPMS, Model 6000 with Model 7100-AC Transport
Controller and Model 6700-Magnet Controller).
2.2.1. Structure and Elemental Analysis
This dissertation focuses mainly on binary intermetallic compounds with the inclusion
of several heavy elements. Therefore, it is very important to check the phase purity (elemental or
secondary phases) and verify the structure before making physical property measurements,
which are essential in the process of understanding effects on electronic structure. Phase purity
was checked with powder and single crystal XRD and elemental analysis was done by
wavelength dispersive X-ray spectroscopy (WDS).
2.2.1.1. X-ray Diffraction (XRD)
In this document powder X-ray diffraction of polycrystalline samples and single crystal
X-ray diffraction of single crystal samples were used to check structure and phase purity. A
0

Bruker D-8 X-ray diffractometer with monochromatized Cu K! radiation with ! = 1.540562 !
was used to analyze polycrystalline samples. Well-ground powder of the sample was used in this
method. Data were collected from 200 to 800 ( 2! ) with a constant scan speed of 20 min-1 at room
temperature. When the incident beam collides with a powder sample, diffraction occurs in every
possible orientation of 2! . The diffracted beam may be detected by using a movable detector
such as a Geiger counter, which is connected to a chart recorder. A Nonius Kappa CCD X-ray
0

diffractometer with a graphite monochromatized Mo K! radiation source with ! = 0.71073!
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was used to analyze single crystal samples. Several circle (3 or 4) goniometers are used in the
single crystal technique, which provides reference to the angles of the relationship between the
crystal lattice, incident ray, and detector.

Fig 2. 9 (a) Schematic diagram of X-ray diffraction [83] and (b) the powder X-ray
diffractometer in the Department of Chemistry at Louisiana State University.
Bragg’s law plays an important role in the X-ray diffraction technique, which is
explained using Figure 2.9. When a crystalline powder sample is bombarded with X-rays,
incident radiation (IB1 and IB2) are scattered from the parallel planes (plane 1 and plane 2), and
then scattered radiation (RB1 and RB2) are detected and analyzed. When the incident rays
correspond to a Bragg angle (! ) , the resulting reflected beams will interfere constructively
(both waves are in-phase). At angles other than Bragg angles the reflected waves would interfere
destructively. From the diagram we can get a relationship for constructive interference
2. 1

2xy = n!
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where 2xy is the path difference traveled by RB2 to be in phase with RB1 , ! is the wavelength
of incident radiation and n is an integer. Since Sin! =

xy
equation 2.1 can be rewritten
d

2. 2

2d sin ! = n"

where d is the inter-planar distance of the lattice, and ! is the incident angle of the radiation.
Depending on the crystal structure, the diffraction pattern may contain just a few to a large
number of unique reflections. Each reflection in the diffraction pattern can be assigned indices
(hkl), which are directly connected to the lattice spacing (d). The crystal lattice and real space
unit cell dimensions can be obtained by the reciprocal Fourier transform technique of the
diffraction pattern [83, 84].

2.2.1.2. Wavelength Dispersive Spectroscopy (WDS)

Fig 2. 10 (a) Schematic diagram of a WDS system and (b) the EDS (yellow) and WDS (gray)
spectrum of MoS2 [85].
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Elemental analysis of single crystals was performed using wavelength dispersive X-ray
spectroscopy (WDS) with a JEOL JXA-733 SuperProbe Electron Probe Microanalyzer (EPMA).
For a given sample, the X-ray intensities of each element of interest are "counted" in a detector
at a specific beam current. The count rates are compared to those of standards containing known
values of the elements of interest. In turn, the X-ray intensities must be corrected for matrix
effects associated with atomic number (Z), absorption (A), and fluorescence (F). This correction
procedure is performed within a computer program that takes the raw counting rates of each
element, compares these to standards, computes the ZAF correction (or similar type of
correction) and displays the results as a function of the weight percentage of elements. WDS is a
very sensitive elemental analysis technique (~ 0.01%) – more so than the more commonly used
energy dispersive X-ray spectroscopy (EDS or EDX) (Figure 2.10b).

2.2.1.3. Scanning Electron Microscopy (SEM)

Fig 2. 11
(a) Schematic diagram of a scanning electron microscope (SEM) [86] and (b) the
SEM in the Department of Geology and Geophysics at Louisiana State University.
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The scanning electron microscope (SEM) is a type of electron microscope that creates
various images by focusing a high-energy beam of electrons onto the surface of a sample and
detecting signals from the interaction of the incident electrons with the sample's surface. The
SEM also produces images of high resolution, which means that closely spaced features can be
examined at a high magnification. Preparations of the samples are relatively easy since most
SEM’s only require the sample to be conductive.
When a high-energy electron beam interacts with the solid sample, several energy
dissipation processes take place. During these processes several signals are emitted from the
sample, which are captured and analyzed to extract details of the specimen, such as secondary
electrons emitted from the sample (used for SEM images), diffracted backscattered electrons
(used for crystal structure and orientation) and photons (used for elemental analysis) [87].

2.2.2. Physical Property Measurements
2.2.2.1.

Overview of Physical Property Measurement System (PPMS)

The Physical Property Measurement System (PPMS) provides a flexible, automated
workstation that can perform a variety of experiments requiring precise thermal control. The
unique open architecture of our Model 6000 PPMS allows us to use different measurement
options, such as the AC Measurement System option, AC transport option, and heat capacity
option. We can also use a breakout box to connect with external instruments to measure
transport critical current density and the thermoelectric effect. The sample environment controls
include magnetic fields up to ± 9 Tesla and a temperature range of 1.8-400 K. Temperature is
reported with a typical accuracy of 0.5%. The slew rate is 0.01-12 K/min with full sweep
capability.
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The PPMS unit operates with a liquid nitrogen-jacketed dewar. The dewar contains the
liquid helium bath in which the probe is immersed. The probe’s intricate design incorporates the
basic temperature control hardware, the superconducting magnet, the helium-level meter, the gas
lines, the sample puck connectors, and a variety of electrical connections. The pins from the
sample puck connector are wired to the pins on a gray-ringed Lemo connector that is on the
probe head.

Fig 2. 12 Physical property measurement system (PPMS) in Dr. David Young’s laboratory in
the Department of Physics and Astronomy at Louisiana State University.

The state-of-the-art technology of the AC Measurement System offers extensive
magnetic susceptibility and magnetization capabilities while retaining a user-friendly
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environment. The ACMS houses the drive and detection coils, thermometer, and electrical
connections for the ACMS system. The AC drive coil set provides an alternating excitation
field, and the detection coil set inductively responds to the combined sample moment and
excitation field. The insert fits directly into the PPMS sample chamber and contains a sample
space that lies within the uniform magnetic field region of the host PPMS, so a DC field and
temperature control can be performed with conventional PPMS methods. The ACMS coils are
connected to the PPMS electronics through the 12-pin connector located in the base of PPMS
sample chamber. The ACMS is both a DC magnetometer and an AC susceptometer [88].

2.2.2.2. Transport Measurements ( !, MR, ! H )

Fig 2. 13 (a) Four probes attached to a polycrystalline sample for resistivity, (b) transverse
probes for hall effect measurements, (c) AC resistivity puck, (d) DC resistivity puck and (e)
MMR stage thermoelectric puck.
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(

Electrical resistivity ( ! ) or electrical conductivity ! = 1

)

" was measured using a

standard four-probe method in a Quantum Design Physical Property Measurement System
(PPMS) using a bar-shaped sample (typical dimensions were 1 mm × 1 mm × 2 mm) from 400
K to 1.8 K. Typically, the sample is glued on a special insulating holder (G10) using VGE
varnish, then four pieces of 0.002-inch size platinum wires were attached using conductive
epoxy (Epoteck H20E), after which the sample is placed on a hot plate for a few minutes to cure
the epoxy. The sample is then placed on the PPMS puck (see Figure 2.13a), which is then
inserted inside the PPMS.
A material’s ability to carry electrical current is considered as conductivity (! ) [89],
which is
2. 3

! = µ ne

where µ is the mobility of the carriers, n is the charge density and e is charge of the electron.
Conductivity of solids varies over many orders of magnitude ( 101!5 "!1cm !1 for metals to

10 2!(!5) "!1cm !1 for semiconductors and < 10 !7 "!1cm !1 for insulators). At high temperatures
electrical resistance is dominated by collision of conduction electrons with lattice phonons,
however at low temperatures resistivity is dominated by collisions with impurity atoms and
lattice imperfections. Experimentally measured electrical resistivity can be written as

!=

RA
L

2. 4

where ! is electrical resistivity, R is resistance, A is cross-section area of the sample, and L is
the distance between voltage leads. Temperature dependant electrical resistivity of metals
linearly decreases with decreasing temperature, while semiconductors and insulators show
increasing resistance with decreasing temperature. A measure of the quality or the purity of a
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!
$
!
metallic sample can be ascertained by calculating the residual resistivity ratio # RRR = 290K & ,
!0K %
"

where a considerably pure metal, such as copper, could have a RRR of 1000. At low temperature
the behavior of the resistivity of most metals follows the standard Fermi liquid theory [89];

! = !0 + AT n

2. 5

where ! is electrical resistance or resistivity, !0 is residual resistivity, A is the generalized
Fermi liquid coefficient and n is the temperature exponent. On the other hand, the resistivity of
semiconductors and insulators follows an activated behavior, where many of these materials are
well-described using the Arrhenius law [89];
Eg

! = !0 e

2kBT

2. 6

where Eg is the energy gap, kB is the Boltzmann constant and T is the temperature. Plotting
experimental data as lnρ vs. T-1 allows one to extract a value for the energy gap.
Magnetoresistance can be measured in our PPMS at any temperature from 400 K to 1.8
K by applying a magnetic field up to 9 T. The measurement technique is identical to that of
electrical resistivity but is taken after applying the magnetic field. The change in resistivity to
magnetic field can be defined as

MR% =

! H ! ! H =0
"100
! H =0

2. 7

where ! H is the resistivity at a certain magnetic field and ! H=0 is the resistivity without
magnetic field (zero field). There can be several different mechanisms for magnetoresistance in
materials, such as (i) a change in the scattering mechanism as a result of spin fluctuations, and
(ii) a change in the spin-disorder scattering of the conduction electrons due to long-range order
in magnetic materials.
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Hall effect is also measured in the same way as the AC resistivity with two of the voltage
leads connected differently (transverse) (see Figure 2.13b). The Hall coefficient (RH) was
calculated by measuring the Hall-resistivity at room temperature on a bar-shaped sample in the
PPMS in a magnetic field up to 9 T. When this measurement is taken, it is very important to
avoid any longitudinal resistive effect. Therefore, measurements are taken with positive
magnetic field (+H) and negative magnetic field (-H). Any longitudinal contribution of
resistivity is the same for both field directions, therefore, the Hall resistivity can be written as

" V !V %
!H = $ H + H ! 'l
# 2I
&

2. 8

where VH + is the Hall voltage with positive field, VH ! is the Hall voltage with negative field and l
is the thickness of the sample. Hall resistivity can be used to calculate the carrier concentration
(n with units of cm-3) in the material (metal or semiconductor), which can be written as
n=

1
e RH

2. 9

where e is the charge of the electron, and RH is the Hall coefficient which corresponds to the
slope of the graph of the ! H vs magnetic field. The sign of the slope of this graph (and thus the
Hall coefficient) represents the sign of the majority carriers in the system.

2.2.2.3. Thermoelectric Power (S)
The Seebeck coefficient (S) or the thermoelectric power is the ratio of the open-circuit
voltage that develops over a temperature difference, and the sign of the Seebeck coefficient [1]
is another indicator of the sign of the majority carriers (positive for holes and negative for
electrons). Thermopower is measured by a comparative technique in the PPMS from 400 K to 2
K using a home-built sample holder with a constantan ( SC = 40 µ V/K ) metal standard (see
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Figure 2.13e). The Seebeck puck consists of the standard (constantan-c), a heater and space for
the sample (s). The standard and the sample should be roughly the same size. One end of both
the sample and the standard are in thermal contact with a 1000 ! resistance heater. When the
heater is on a temperature gradient is created across both the constantan standard and the
sample. This gradient produces the thermoelectric potential difference. Because of the symmetry
of the sample holder, the temperature gradient is considered to be the same for both the sample
and standard. Therefore, the Seebeck coefficient of the sample and standard can be written as

SS =

!VS
!TS

2. 10

SC =

!VC
!TC

2. 11

where s is for the sample and c is for the constantan. Since !TS = !TC , the Seebeck coefficient
of the sample can be obtained by

SS =

!VS
" SC
!VC

2. 12

The temperature of the measurement is controlled by the PPMS, and the heater current, sample
and standard voltages are controlled via external electronics. The control of the measurement
and calculation of the thermopower is accomplished using LabView software.

2.2.2.4. Thermal Conductivity (! )
One of the most fundamental properties of a material is its ability to transfer heat
(thermal conductivity) [89], which is an intrinsic property. The thermal conductivity is defined
as heat energy transmitted per unit distance per unit temperature difference over the distance
along the direction of heat flow, which can be written as
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! = QL

A!T

2. 13

where Q is the heat flux, L is the length of the sample, A is the cross sectional area of the sample
and !T is the temperature difference across the sample. The thermal conductivity of a material
depends on many factors, including its chemical composition, physical state, and physical
structure.

Fig 2. 14 (a) Steady-state thermal conductivity measurement puck and (b) time-relaxation heat
capacity measurement puck.

Thermal conductivity measurement techniques are mainly divided into two types: (i) the
steady-state method, which relies on maintaining a constant temperature difference across the
sample and (ii) the transient method, in which a heat pulse is applied to the sample and its
thermodynamic response is measured. The steady-state method requires a longer measurement
time, complicated apparatus (for temperature-dependent measurements), and samples with a size
on the order of 2 – 5 mm in length. On the other hand, the transient method requires a simpler
setup than the steady state, a smaller sample size, and a smaller temperature gradient. The PPMS
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thermal transport option is configured to run in the steady state, so that was the technique used
for this research.

2.2.2.5. Heat Capacity (C)
The heat capacity [89] is defined as the amount of heat energy necessary to change the
temperature of a sample by a given amount, which can be written as
C =Q

2. 14

!T

where C is he heat capacity, Q is the amount of heat energy and !T is the temperature
difference. Heat capacity can be theoretically calculated by using the free electron gas model,
which is a standard model to describe electronic behavior in solids. There is a considerable
difference between theoretically calculated heat capacity and the experimentally observed values
of some metals. This discrepancy can be explained by considering the interactions of electrons
in metals, which are not included in free electron model, which further suggest that the mass of
the electron (! = me ) is considerably heavier than the free electron mass in a metal. The ! value
of some materials, called heavy Fermions, is about 1000 times that of the free electron mass.
The experimental heat capacity can be considered as the sum of the contributions from electrons
and phonons at low temperatures, which can be written as
2. 15

C = ! T + "T 3

where ! is Somerfield coefficient (electronic contribution), ! is the phonon (lattice vibration)
contribution. There are some other contributions at low temperatures such as magnons
(quantized spin waves in a ferromagnet) and the nuclear Schottky contribution, which are often
small contributions to the overall heat capacity.
The heat capacity was measured in the PPMS using a time-relaxation method between
0.4 K and 300 K, and also in magnetic fields up to 9 T. There are several stages in a single heat
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capacity measurement. At the initial temperature, the sample platform and puck temperature are
stabilized, and then sample platform heater is used to apply power to raise the temperature
during a pre-determined time. The heater power is then terminated and the sample platform
temperature relaxes toward the puck temperature. The platform temperature and heater power
are monitored through both heating and cooling process. The heat capacity measurement system
performs fully automated relaxation heat capacity measurements. Each measurement is analyzed
using a sophisticated model to accurately simulate the effect of the heat flow between the micro
calorimeter platform and the samples as well as the heat flow between the platform and puck
stage. The heat capacity measurement system includes a high-vacuum system to approximate
adiabatic conditions.

2.2.2.6. Magnetic Susceptibility ( ! )
Electrons in a material are responsible for the magnetic behavior such as unpaired d- or
f-electrons in transition metals and/or rare earth elements. Magnetic behavior observed
experimentally can be divided into several categories according to the orientation of the spin
system. All materials display a certain level of diamagnetism in which electrons in the material,
in response to an external magnetic field, generate currents to create an induced field that points
in the opposite direction. If a material is only diamagnetic, it is often referred to as nonmagnetic.
In many materials, however, especially metals and other compounds with atoms that have
unpaired electrons, the diamagnetism is dominated by another type of magnetism.
Paramagnetism, for example, exists in materials where at least some of the atoms carry a
magnetic moment. The spin from this moment tends to align with an external magnetic field as
the temperature is reduced (Curie law). However, there is no interaction between the moments.
The conduction electrons in a metal also contribute a paramagnetic susceptibility called Pauli
paramagnetism, which is temperature-independent. In a ferromagnetic (FM) material the
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unpaired spins also align with the externally applied magnetic field as the temperature is reduced
(Curie-Weiss law). However, a large exchange interaction between the spins exists and can
result in a 2nd order phase transition at finite temperature (the Curie temperature, Tc) in which all
the spins align in the same direction (a fully spin-polarized ordered state). An anti-ferromagnetic
(AFM) material is similar to a FM, except the spins anti-align with neighboring spins at finite
temperature (the Neel temperature, TN). When an AFM compound has unequal magnetic
dipoles, which are in an anti-parallel orientation, the material is said to be ferrimagnetic.
There are two measurements that are routinely used to characterize the magnetic
behavior of a solid. The first is the field-dependant magnetization (often called a hysteresis
curve) at a given temperature (M(H)). The second is the bulk magnetization or magnetic
susceptibility as a function of temperature (M(T)). Susceptibility [89] can be written as

!=M

2. 16

H

where ! is the susceptibility, M is the magnetization and H is the applied magnetic field. In
systems with interacting magnetic moments the Curie-Weiss (CW) law [89] is the standard
theory used to describe the behavior of the temperature dependant magnetic susceptibility. The
CW-Law can be written as

!=

C
+ !0
T !"

2. 17

where C is the Curie constant, ! is the Weiss temperature, and T the temperature. ! 0 is the
temperature independent or background susceptibility which we have added to the CW-Law for
its experimental relevance. By fitting the magnetic data with the CW-theory, the nature of the
magnetic interaction of the spins in the compound can be explained by using ! , where the sign
of ! is an indication of the exchange interactions of the spin system. If there are no interactions,
then ! = 0 , and the compound is paramagnetic. A positive value ( ! > 0 ) indicates
ferromagnetic interactions, when ! < 0 the interactions are anti-ferromagnetic. Further, the
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Curie constant (C) can be used to calculate the effective or fluctuating magnetic moment (µeff ) ,
which is essential to understand the origin of the magnetism in the system. The Curie constant
[89] can be written as
2
N µ B2 µeff
C=
3kB

2. 18

where N is Avogadro’s number, µ B is the Bohr magneton and kB is the Boltzmann constant. The
effective magnetic moment [89] of elemental ions can be calculated by using

µcal = g J(J +1) , g =

3J(J +1) + S(S +1) ! L(L +1)
2J(J +1)

2. 19

where g is the gyromagnetic ratio, J is total angler momentum, L is orbital angular momentum,
and S is spin angular momentum.
DC susceptibility (χ = M/H) was measured in the PPMS. The sample may be mounted
directly on to the ACMS sample holder, placed inside a teflon cup or in a clear plastic drinking
straw, all of which have a small diamagnetic susceptibility. Non-magnetic quartz wool or piece
of Kapton tape can be used to ensure that the sample will not shift within the holder during the
measurements. The sample is connected to a thin, rigid, graphite sample rod and inserted within
the coil set. The ACMS option in the PPMS along with the MultiVu software is used to purge,
evacuate, seal, and center the sample. The magnetic moment in an applied magnetic field (M
(H,T)) can be directly measured in DC magnetization measurements. In our system the magnetic
field can be changed between ±9 T. The magnetic moment can be measured as a function of
temperature between 1.8 K and 300 K in a small-applied field, typically 0.1 T. A sample that is
cooled in zero-field and then measured upon heating is called zero-field cooled (ZFC). A sample
that is cooled in field during the measurement is called field-cooled (FC). The magnetometer in
the PPMS is a Faraday-extraction type, in which the sample is quickly pulled in and out (~ 1
m/s) of a set of detection coils. The induced voltage signal is analyzed using a digital signal
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processor (DSP) to determine the sample’s magnetic moment (relative to a calibrated sample),
which has the units of magnetic moment per mole per field.
2.2.2.7. Critical Current Density (J)
Critical current density is one of the most important characteristics of a superconductor
when considering practical applications such as power transmission lines, electromagnets and
transformers. This is the maximum electrical current per unit area that can passes through a
superconductor with zero resistance [90]. The standard method of measuring the critical current
density of a superconductor (SC) is to plot its DC I-V curve, in which an increasing direct
current is applied to the superconductor and the voltage across it monitored. The appearance of a
non-zero voltage in the I-V curve indicates the critical current. Even though this is the most
widely used technique, there are several subtle effects that must be considered during such a
measurement, such as: (i) Joule heating (I2R) of the sample and contacts, which can be reduced
by using good thermal contact with a reservoir or by applying low frequency dc-pulses in a short
period of time. Pulsing the current also gives the sample time to thermally equilibrate. (ii) Hi
resolution of the current value is necessary near the onset of the transition. (iii) Special
experimental setups can be needed, as a large dc current needs to be applied to the sample,
especially for bulk samples [91].
The NiBi3 coated carbon microfibers synthesized in this study are ideally suited for
critical current density measurements, as they show large normal state resistance and an
extremely small cross-sectional area of superconducting thin film. In our lab, we have used a
four-probe standard pulse technique. The sample was mounted on a PPMS transport puck,
which was explained earlier in this text. The sample is installed inside the PPMS for temperature
and field control, but the sample’s electrical connections were taken outside and connected to
the critical current measurement equipment through a breakout box. The sample was cooled
down below the superconducting transition temperature, and dc-current pulses were applied
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(pulse duration of 1! 2 µs with a duty cycle of 1/1000). The resulting voltages were measured
via a boxcar integrator. Superconductors can support only a finite amount of supper current at a
particular temperature. Therefore, it is very important to avoid Joule heating at the contacts. The
dc-current pulse method is extremely effective at reducing the Joule heating. The voltage drop
across the sample was monitored as a function of increasing current. It should be zero as long as
the sample is in the superconducting state. When a non-zero voltage was observed, the sample
became resistive, and the critical current was identified. To closely monitor this process, we
plotted the input and output voltages using LabView software. The cross-sectional area of the
cylindrical sheet of superconducting film on the surface of the carbon microfibers was estimated
from SEM micrographs and is essential for calculating the critical current density.
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CHAPTER 3
THERMOELECTRIC PROPERTIES OF TGa3 (T = Fe, Ru & Os) AND
RuIn3
3.1.

Introduction
Materials with complex band structure have shown unusual magnetic and transport

properties. Examples include transition metal and rare-earth based materials, where the unusual
hybridization of d- or f-orbitals and a broad conduction band forms a narrow gap at the Fermi
level [92-94]. Materials [18, 95-98] with the above feature tend to have enhanced thermoelectric
performance, since they have a narrow peak (Figure 3.1) in the density of states [99] near the
Fermi level. A large Seebeck coefficient is essential in having a high thermoelectric efficiency,
which is quantified by the dimensionless thermoelectric figure of merit: ZT = (S 2 ρκT )T , where S
is the Seebeck coefficient or thermopower, T is the temperature, ρ is the electrical resistivity,
and κ T is the total thermal conductivity ( κ T = κ l + κ e ), consisting of a lattice phonon term ( κ l )
and the electronic thermal conductivity ( κ e ). The best thermoelectric materials [7] currently
have a room-temperature figure of merit of ZT > 1.

Fig 3. 1

Total density of states (DOS) of both possible structure types of FeGa3 [20].
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We have investigated the thermoelectric properties of the intermetallic compounds: TGa3
(T = Fe, Ru & Os) and RuIn3, which are narrow band gap semiconductors [100]. Table 3.1
shows the band gap of the two possible structure types proposed by electronic structure
calculations. However, it should be noted that all these systems form in the stable FeGa3
structure (space group of P42/mnm, # 136), which was confirmed by powder X-ray diffraction.

Table 3. 1
[100].

Theoretically estimated band gap values of TGa3 (T = Fe, Ru & Os) and RuIn3

TGa3 (T = Fe, Ru & Os) and RuIn3 are narrow-gap diamagnetic intermetallic
semiconductors, which crystallize in the tetragonal crystal system adopting the space group
P42/mnm [20, 100]. Density of states (DOS) calculations clearly show the existence of a narrow
peak at the Fermi level [100], suggesting a large Seebeck coefficient. Haussermann et al.
explained that the DOS of (Fe/Ru)Ga3 is dominated by parabolically distributed, nearly-free
electron-like states with s-p bands from the Ga network at low energies, but Fe/Ru d-states
hybridize with p-states of Ga at higher energies [20], which leads to the narrow band gap (~ 0.3
eV) formation in these compounds. High temperature (313 K < T < 973 K) thermoelectric
properties of TGa3 (T = Fe, Ru & Os) were reported by Amagai et al. [19], and more recently
Takagiwa et al. reported the chemical doping effect on high temperature thermoelectric
properties of Ru(Ga/In)3 [101]. Hadano et al. [21] reported a detailed analysis of the
thermoelectric properties of FeGa3.
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RuIn3 and IrIn3 crystallize in the tetragonal FeGa3 type (space group P42/mnm, No.136)
structure [100]. Structural and electronic properties of RuIn3 were reported by Pottgen et al.
[102, 103], which showed, surprisingly, metallic behavior. Then, Imai et al. [100] theoretically
predicted a semiconductor-like behavior for RuIn3, which was further confirmed experimentally
by Bogdanove et al. [104]. Subsequent electronic band structure calculations further show that
RuIn3 has a small band gap with a narrow peak in the DOS close to the Fermi level, which
suggests that this compound could also have enhanced thermoelectric properties [105]. Recent
high pressure studies of this compound by Mani et al. [106] show that the electronic structure is
very sensitive to external pressure on unit cell, and chemical doping studies on the indium site
by Wagner et al. [107], Kasinathan et al. [108] and Takagiwa et al. [109], show a large
enhancement of the thermoelectric figure of merit at high temperature.

Fig 3.2

Total density of states (DOS) of pure and chemically doped RuIn3 [107].
Chemical substitution, as a means to improving a material’s thermoelectric performance,

is a logical course to pursue, considering that many doped thermoelectric materials have already
shown a promising improvement of their figures of merit [14, 110]. However, some of the
chemical doping studies have gauged the improvement of the figure of merit (ZT) based solely
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on an enhancement of the power factor (S2/ρ), which means omitting the effect of the thermal
conductivity [111, 112].
Therefore, we were motivated to study the chemical doping effect on these compounds,
since chemical impurity substitution can act as a positive or negative pressure on the unit cell of
these structures and possibly change the electronic structure, thereby tuning the thermoelectric
properties. Recent examples include, filled skutterudite materials (CeFe3-xCoxSb12 and LaFe3xCoxSb12)

studied by Sales et al. [14] and half-Heusler compounds (FeMSb, where M = V, Nb)

studied by Young et al. [110]. Improvements in these systems occur due to a reduction in the
thermal conductivity, stemming from an increase in disorder scattering of lattice phonons. The
source of the reduced thermal conductivity is tied to the large thermal parameters of the doped
impurity atoms, as they tend to “rattle” around in the large cage-like voids of the crystal
structure, thereby acting as effective phonon scattering centers. We have reinvestigated most of
the physical properties in detail of TGa3 (T = Fe, Ru & Os) and RuIn3 from above room
temperature down to 3 K, and have explored the chemical doping effects on its thermoelectric
properties.
3.2.

Synthesis and Characterization
Polycrystalline pure and chemically doped samples were prepared by heating a

stoichiometric mixture of starting materials in an alumina crucible inside an rf-induction furnace
under a partial pressure of ultra high purity argon gas. After melting, the samples were ground to
fine powders, pressed into small pellets, and annealed under vacuum at 800 0C for 48 hours to
obtain a homogeneous sample. The crystal structure and phase purity of all the samples were
investigated by powder X-ray diffraction using Cu Kα radiation from a Bruker AXS D8 Advance
diffractometer. Electrical resistivity (ρ) was measured using a standard four-probe method in a
Quantum Design Physical Property Measurement System (PPMS) using a bar-shaped sample (1
mm × 1 mm × 2 mm) from 350 K to 3 K. The Seebeck coefficients (S) were measured in the
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PPMS from 350 K to 10 K using a home-built sample holder with a constantan metal standard.
Thermal conductivity (κ) measurements were performed using a longitudinal steady-state
method in the PPMS from 400 K to 200 K. The Hall coefficient (RH) was calculated by
measuring the Hall-resistivity at room temperature on a bar-shaped sample in the PPMS in a
magnetic field up to 9 Tesla.

3.3.

Results and Discussions

3.3.1. Chemically Doped Polycrystalline FeGa3

Fig 3. 3 X-ray diffraction patterns and unit cell parameters of pure and doped polycrystalline
FeGa3 [113]. “Reprinted with permission from Journal of Applied Physics, 109, 103712.
Copyright (2011), American Institute of Physics”.
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Standard 2θ X-ray diffraction (XRD) patterns and the calculated unit cell parameters of
pure and chemically doped polycrystalline FeGa3 are presented in Figure 3.3. The XRD patterns
obtained from all the samples indicate a homogeneous phase of FeGa3 without impurity peaks
from elemental or secondary phases. Calculated lattice parameters of the pure compound are in
good agreement with previously reported data [19, 20, 100]. Samples doped with Co or Ge (or
both) show changes in unit cell volume (Figure 3.3b) compared to that of pure FeGa3.
Figure 3.4 shows the temperature dependant electrical resistivity of pure and chemically
doped polycrystalline FeGa3, as well as the resistivity of off-stoichiometric samples ( FeGa 3±x ) ,
which are samples made with either an excess or deficiency of Ga. Both the pure and offstoichiometric samples (Figure 3.4a) show a semiconductor-like behavior, and three regions are
distinctively identified in the resistivity of the pure compound (region I: Intrinsic response
region above 320 K, region II: Extrinsic region from 320 K to 140 K, region III: Freeze-out
region below 140 K). The band gap (Eg = 0.2 eV) was calculated by fitting the data in region I
with an Arrhenius law: ρ (T ) = ρ 0 e

(Eg

2 k BT

)

, where ρ is the electrical resistivity, Eg is the band gap,

kB is the Boltzman constant, and T is the temperature. The value of the gap obtained from our
data is in good agreement with previously reported values [19, 21], but slightly lower than the
theoretically estimated value [100]. However, the observed band gap of pure FeGa3 is consistent
with a slightly lower resistivity ( ρ (290 K ) = 0.85 Ω-cm) and slightly higher carrier density at
room temperature (n(290K) = 2 × 1018 cm-3) than that of the previously reported data for a
single crystal [21]. Off-stoichiometric polycrystalline samples (FeGa2.95 and FeGa3.05) were
measured to check the effect of Ga stoichiometry on the resistivity. Both behave like
semiconductors, and the room temperature resistivity and calculated band gap of both the
gallium deficient and excess samples are similar in magnitude to pure FeGa3.
Chemical substitution, however, has a significant effect on the electrical resistivity
(Figure 3.4 b, c and d). Even a small percentage of chemical doping on either the Fe or Ga site
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Fig 3. 4
(a) Temperature dependent electrical resistivity of pure, off-stoichiomeric, and (b,
c & d) chemically-doped polycrystalline FeGa3 [113]. “Reprinted with permission from Journal
of Applied Physics, 109, 103712. Copyright (2011),	
  American	
  Institute	
  of	
  Physics”.
(1% of Co or 0.3% of Ge) changes the semiconductor-like behavior of the pure compound to
metallic, as well as reducing the room temperature electrical resistivity by a large percentage
(ρ(290 K)Pure FeGa3 = 0.85 Ω cm, ρ(290 K)Fe0.99Co0.01Ga3 = 0.07 Ω cm, and ρ(290 K)Fe(Ga0.997Ge0.003)3
= 0.1 Ω-cm). The carrier density at room temperature increases with increasing doping level
(n(290 K)Fe0.99Co0.01Ga3= 21.5 × 1018 cm-3, and n(290 K)Fe(Ga0.997Ge0.003)3= 53.3 × 1018 cm-3), which
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also provides evidence for changes in the electronic structure of this compound by chemical
doping. The electrical resistivity decreases only slightly with further doping over the range of
concentrations investigated. Simultaneous doping with both Co and Ge was also investigated for
different concentrations. The resistivity of the sample of Fe0.99Co0.01(Ga0.997Ge0.003)3 (Figure
3.4d) shows a very low electrical resistivity (ρ(290 K) = 0.028 Ω cm) and a higher carrier
density (n(290 K)= 76.1 × 1018 cm-3) relative to that of the other Co- or/and Ge-doped samples.
This enhances the thermoelectric figure of merit of this sample more than any other of the
samples we investigated.
The temperature dependant Seebeck coefficients of the pure and doped samples of
FeGa3 are shown in Figure 3.5. Pure polycrystalline FeGa3 has a large room temperature
thermopower (S(290 K) = − 440 µV/K) which slowly decreases in magnitude with temperature
from 350 K to 100 K and then rapidly decreases with temperature down to 10 K. The negative
sign of the thermopower is consistent with the negative Hall coefficient (RH = − 2.6 × 10-6 m3/C)
at room temperature, which qualitatively agrees with the literature [21]. However, the room
temperature thermopower of our sample is slightly larger than the previously reported value for
single crystals [21]. Off-stoichiometric FeGa3 shows a slight increment of the room temperature
thermopower with excess Ga and a slight decrement for Ga deficiency, but both samples show
the same temperature dependant behavior as pure FeGa3, which confirms there is not a
considerable effect on the thermopower from slight Ga off-stoichiometry.
The Seebeck coefficient of FeGa3 is, however, very sensitive to chemical doping (Figure
3.5 b, c and d). A small percentage of chemical substitution (1% of Co or 0.3% of Ge) changes
the room temperature thermopower significantly. Reduction of the room temperature Seebeck
coefficient is consistent with an increase in the carrier density of the system by chemical doping.
However, the room temperature thermopower at very low doping concentrations is still
considerably large (S(290 K)Fe0.99Co0.01Ga3 = −190 µV/K, S(290 K)Fe(Ga0.997Ge0.003)3 = −155 µV/K,
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Fig 3. 5
(a) Temperature dependent Seebeck coefficient of pure, off-stoichiomeric and (b,
c & d) chemically doped polycrystalline FeGa3 [113]. “Reprinted with permission from Journal
of Applied Physics, 109, 103712. Copyright (2011),	
  American	
  Institute	
  of	
  Physics”.
and S(290 K)Fe0.99Co0.01(Ga0.997Ge0.003)3 = −120 µV/K). The negative sign of the thermopower
agrees with the negative Hall coefficients (RH(290 K)Fe0.99Co0.01Ga3 = − 0.29 x 10-6 m3/C, and
RH(290 K)Fe(Ga0.997Ge0.003)3 = −0.11 x 10-6 m3/C), indicating that the majority charge carriers are
electrons. Increasing the doping concentration further (1 - 10% of Co or 0.3 - 3% of Ge) slowly
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reduces the thermopower, and after 10% of Co or 3% of Ge doping, S(290 K) becomes very
small, which results in a low figure of merit.

Fig 3. 6
(a) Total thermal conductivity, (b) electronic thermal conductivity, (c) power
factor, and (d) thermoelectric figure of merit as a function of temperature of pure (closed
symbols) and chemically doped (open symboles) polycrystalline FeGa3.The electronic thermal
conductivity was calculated using the Wiedeman-Franz law [113]. “Reprinted with permission
from Journal of Applied Physics, 109, 103712. Copyright (2011),	
   American	
   Institute	
   of	
  
Physics”.
The temperature dependant thermal conductivity (total thermal conductivity: κT and
electronic thermal conductivity: κe), the calculated power factor, and the calculated
thermoelectric figure of merit of pure and doped FeGa3 are shown in Figure 3.6. The thermal
conductivity of pure FeGa3 (κ(290 K)= 2.14 W/m-K) at room temperature is slightly lower than
that of the single crystal reported previously [21]. The thermal conductivity gradually increases
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with decreasing temperature and typically peaks at lower temperature, where the phonon mean
free path is comparable to the crystallite size in the sample. The electronic part of the thermal
conductivity (Figure 3.6b) is estimated by the Wiedeman-Franz law (κe = L0T/ρ), where L0 is the
Lorentz number (2.45×10-8 W Ω/K2), ρ is the electrical resistivity, and T is the temperature. The
calculated electronic part of the thermal conductivity of FeGa3 is almost negligible over the
entire temperature range when compared with the total thermal conductivity, which agrees well
with previously reported data [21], and is consistent with the lattice contribution dominating the
thermal conductivity in a semiconducting material.
Furthermore, chemical doping at the concentrations presented here does not have a
significant effect on the total thermal conductivity of this compound, even though the doped
samples show a small change in cell volume and a significant increase in the number of charge
carriers. However, simultaneous doping of 1% of Co and 0.3% of Ge shows that the room
temperature value of the total thermal conductivity (κ(290 K)Fe0.99Co0.01(Ga0.997Ge0.003)3 = 1.4

W/m ! K ) decreased by a factor of 0.6 from that of pure FeGa3, which can be attributed to
enhanced phonon scattering in the system via chemical disorder. The estimated electronic part of
the thermal conductivity of the chemically doped compound has increased by two orders of
magnitude over that of pure FeGa3, which is mainly due to the increased carrier density of the
system, but it is still negligible when compared to the lattice part of the thermal conductivity.
The calculated power factor (S2/ρ) shows a large increment (Figure 3.6c) in the range of
temperature from 200 K to 400 K over that of pure FeGa3. This is primarily because of the
significant decrease in the electrical resistivity of the doped samples from that of the pure
compound, while maintaining a fairly high thermoelectric power. The effect of the improvement
in the power factor can be identified by observing the significant increase in the thermoelectric
figure of merit (Figure 3.6d) of the chemically doped compound over the whole range of
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temperature. The largest figure of merit (ZT(390 K)Fe0.99Co0.01(Ga0.997Ge0.003)3 = 1.3×10-2) increases
by a factor of 5.6 over that of pure FeGa3.

3.3.2.

Chemically Doped Polycrystalline RuGa3 & OsGa3

Fig 3. 7
(a) X-ray diffraction patterns and (b) calculated lattice parameters of chemically
doped TGa3 (T = Ru, Os).
Considering those very low concentrations of electron doping in FaGa3 has shown
significant improvement of ZT290K, we also investigated the effects of low electron doping levels
(1% of Co on the Fe site and 0.33% of Ge on Ga site) on the related systems, RuGa3 and OsGa3.
The XRD patterns (Figure 3.7) obtained from all the samples (pure and chemically-doped)
indicate a homogeneous phase of TGa3 (T = Ru, Os) without impurity peaks of elemental or
secondary phases. The calculated lattice parameters of the pure compounds of TGa3 (T = Ru,
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Os) are in good agreement with previously reported data [19, 20, 100]. Chemically-doped Ru
and Os compounds show that the cell volume decreased slightly over that of the pure
0

0

compounds as expected by substituting smaller radius Co ( ~ 1.67 ! ) and Ge ( ~ 1.52 ! ) for
0

0

larger radius Fe ( ~ 1.72 ! ) and Ga ( ~ 1.81! ), but the optimum doping level of 1% Co and
0.3%

Ge

remained

the

same,

as

the

largest

power

factor

was

observed

for

T0.99Co0.01(Ga0.997Ge0.003)3 (T = Ru and Os).

Fig 3. 8
(a) Resistivity, (b) Seebeck coefficient and (c) calculated power factor of pure
and chemically doped RuGa3 and OsGa3 [114].
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Figure 3.8a shows the electrical resistivity of pure and doped RuGa3 and OsGa3. The
resistivity of undoped RuGa3 is semiconductor-like and agrees with data reported by
Haussermann et al. [20]. Pure OsGa3 also has a semiconductor-like resistivity with a large room
temperature value (ρ290K = 4.1 Ω-cm), but to our knowledge, there are no reports of the low
temperature electronic properties of RuGa3 and OsGa3. However, semiconductor-like behavior
is suggested for these materials from electronic band structure calculations by Imai et al. [100].
Unlike electron doped FeGa3, samples of 1% Co and 0.33% Ge doped into RuGa3
(Ru0.99Co0.01(Ga0.997Ge0.003)3) and OsGa3 (Os0.99Co0.01(Ga0.997Ge0.003)3) remain semiconductors,
but their room temperature electrical resistivity values decrease significantly (ρ290K
(Ru0.99Co0.01(Ga0.997Ge0.003)3)

= 0.288 Ω cm and ρ290K (Os0.99Co0.01(Ga0.997Ge0.003)3) = 0.294 Ω cm), which

is a favorable effect on the figure of merit (ZT).
Figure 3.8b shows the thermopower as a function of temperature for pure and electron
doped RuGa3 and OsGa3. Both of the undoped compounds have large negative room
temperature Seebeck coefficients (S290K(RuGa3) = −250 µV/K and S290K(OsGa3) = −390 µV/K),
which is lower than that of FeGa3 and decreases in value with temperature from 350 K to 10 K.
The thermopower of the Ru and Os samples behave similar to that of FeGa3. Electron doping on
the Ru and Os compounds does reduce the Seebeck coefficients, but the value remains
considerably higher close to room temperature (Figure 3.8b). The Ru0.99Co0.01(Ga0.997Ge0.003)3
sample shows a weakly temperature dependent Seebeck coefficient from 350 K to 50 K, and
then the thermopower decreases very rapidly with temperature.
The Os0.99Co0.01(Ga0.997Ge0.033)3 sample shows a linear decrease in the value of the
Seebeck coefficient with temperature down to ~50 K and then decreases more rapidly towards
zero at low temperatures. Both of the doped samples (Ru0.99Co0.01(Ga0.997Ge0.003)3
&Os0.99Co0.01(Ga0.997Ge0.003)3) have a large, negative thermopower (S290K = −150 µV/K) and
lower electrical resistivity (ρ290K = 0.29 Ω cm), which are encouraging trends toward improved
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thermoelectric performance. ZT290K was measured by Harman’s method [115] for undoped
RuGa3 and OsGa3 and showed a null result, undoubtedly due to their large resistivity values.
However, the electron-doped samples have shown ZT290K(Ru0.99Co0.01(Ga0.997Ge0.003)3) = 0.002 and
ZT290K(Os0.99Co0.01(Ga0.997Ge0.003)3)

= 0.004, respectively.

These values are, of course, small

compared to the best thermoelectric materials such as Bi2Te3 [12], but the doping does produce a
significant improvement of the power factors of these compounds. However, electron doping on
RuGa3 decreases the power factor below that of undoped RuGa3, which is not surprising, since
the small concentration of donor electrons had a more profound effect of lowering the Seebeck
coefficient than it did at lowering the electrical resistivity. On the other hand, electron doping
increases the power factor of OsGa3 above 130 K, primarily because of its effect of substantially
lowering the electrical resistivity of the pure material. This increase in power factor is directly
related with the improved ZT290K in the doped TGa3 compounds.

3.3.3.

Pure and Chemically Doped Polycrystalline RuIn3
Figure 3.9a shows the temperature dependent electrical resistivity of pure polycrystalline

RuIn3. It shows semiconductor-like behavior with a room temperature resistivity of 0.35 Ω-cm
and a carrier density of 1.8×1018 cm3, which agrees well with the previously reported values for
single crystals [104]. Three regions are distinctly identified in the resistivity (region I: above 320
K: intrinsic response region, region II: 320 K to 150 K: extrinsic response region, region III:
below 150 K: freeze out region), which agrees well with the literature [106]. The band gap (Eg =
0.1 eV) was found by fitting the data in region I with the Arrhenius law: ρT = ρ0 e

(Eg

2 kBT

)

, where

ρ is the electrical resistivity, Eg is the band gap, kB is the Boltzman constant and T is the
temperature, which is slightly lower than the previously reported values [100, 104].
Temperature dependent Seebeck coefficient of pure polycrystalline RuIn3 is shown in
Figure 3.9b. A large n-type Seebeck coefficient (S(290 K) = −419 µV/K) was observed in pure
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Fig 3. 9
(a) Temperature dependent electrical resistivity, (b) Seebeck coefficient, (c)
thermal conductivity (total and electronic) and (d) calculated thermoelectric figure of merit of
pure polycrystalline RuIn3.
polycrystalline RuIn3, and the magnitude of the thremopower (|S|) is weakly temperature
dependent from 350 K to 260 K, gradually decreases with decreasing temperature from 260 K to
100 K, and then it decreases very rapidly at low temperature (below 100 K) toward zero. The
low temperature thermoelectric data have never been reported for pure RuIn3, however this
behavior agrees well with the recently reported 0.33% Sn or Zn doped RuIn3 systems [108]. The
negative sign of the Seebeck coefficient is consistent with the observed negative Hall-coefficient
(RH(290K)RuIn3 = −3.34×10-6 m3/C) at room temperature, which agrees well with the literature
[104, 108]. Electrons being the majority carrier are consistent with their higher mobility and
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smaller effective mass than the hole carriers (Bogdanove et al. [104], m* ~ 1.1 m0, where m0 is
the mass of free electron). A gradual decrement of the thermopower is due to the thermal
excitation of electrons above the band gap, which is similar to the reported thremopower
behavior of intermetallic semiconducting FeGa3 [113].

Fig 3. 10
RuIn3.

Calculated lattice parameters and unit cell volume (inset) of pure and Ir doped

Temperature dependent thermal conductivity (total: κT and the electronic: κe) of pure
polycrystalline RuIn3 is shown in Figure 3.9c. The electronic thermal conductivity was
estimated by the Wiedeman-Franz law (κe = L0T/ ρ), where L0 is the Lorentz number

(2.45 !10

"8

W#/K 2 ) , ρ is the electrical resistivity and T is the temperature. The calculated

electronic thermal conductivity of RuIn3 is almost negligible over the whole temperature range
when compare with the total thermal conductivity, which is expected for intermetallic
semiconducting compounds. A low temperature a maximum in the total thermal conductivity is
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a characteristic feature for crystalline solids. However, the total thermal conductivity at room
temperature (κ(290 K)= 2.0 W/m ! K ) is larger than that of the best thermoelectric materials [13].
The low temperature thermal conductivity of this compound has never been reported, however,
the room temperature thermal conductivity is approximately 50% lower than that recently
reported by Wagner et al. [107].
The calculated thermoelectric figure of merit of RuIn3 (ZT = S2T/ρκ) is shown in Figure
3.9d. The figure of merit at room-temperature is fairly low (ZT(290 K) = 0.007) because of the
high thermal conductivity and high electrical resistivity. However, ZT(290 K)is slightly higher
than that of some other intermetallic thermoelectric materials [21], but much smaller than that of
best thermoelectric materials [13]. The temperature dependent thermoelectric figure of merit
(ZT) displays a maximum near room temperature.
Standard 2! X-ray diffraction (XRD) patterns obtained from all the samples (pure and
chemically-doped) were exactly matched with the standard XRD patterns of RuIn3. There were
no impurity peaks of elemental or secondary phases detected in the XRD patterns. Figure 3.10
shows the calculated unit cell dimensions of pure polycrystalline RuIn3 (a = 6.995Å and c =
7.236 Å), and the Ir doped samples, where the un-doped data agree well with the literature
[104]. Ir substitution into polycrystalline RuIn3 shows that both lattice parameters a and c
gradually decreases with increasing doping level, and the behavior agrees well with Vegard’s
law, indicating a gradual shrinking of the cell volume from RuIn3 (VRuIn3 = 354.057 Å3) to IrIn3
(VIrIn3 = 350.229 Å3). Even though, overall, Vegard’s law is obeyed, there is an exception at the
1% Ir doping level, where an unexpected sudden shrinking of the cell volume was observed.
Interestingly, this concentration shows a large enhancement of its room temperature power
factor and figure of merit.
Figures 3.11 a and b show the temperature dependent electrical resistivity of chemically
doped polycrystalline RuIn3. Electron doping shows a significant effect on the electrical
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Fig 3. 11
Temperature dependent electrical resistivity (a and b) and Seebeck coefficient (c
and d) of chemically doped polycrystalline RuIn3.

resistivity. A small percentage (0.5%) of Ir substitution changes the semiconductor-like behavior
of the pure compound into a metallic state with a lower electrical resistivity
(ρ(290K)Ru0.995Ir0.005In3

=

0.03

Ω-cm)

and

an

increase

in

the

carrier

density

#$n(290K) = 4.6 !1018 cm "3 %& at room temperature, which further confirms that the electronic

structure of the pure compound can be effected even with a small amount of chemical doping
[106, 107]. 1% of Ir substitution for Ru decreases the room temperature resistivity by 48% from
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that of the pure compound. However, 1% of chemical substitution on the In site, such as with Sn
and Zn, shows approximately a 99% decrement of the room temperature electrical resistivity
[107], which is an important result for enhancing the thermoelectric figure of merit. Increasing
the doping level of Ir (0.5% to 100%) results in metallic-like behavior over the whole measured
temperature range and a lowering of the room temperature electrical resistivity all the way to
pure IrIn3 (ρ(290 K)IrIn3 = 0.0007 Ω-cm), which increases the carrier density by two orders of
magnitude #$n(290K) = 125 !1018 cm "3 %& above that of pure RuIn3.
The temperature dependent thermopower of chemically doped RuIn3 is shown in Figure
3.11 c and d. A very small percentage of chemical substitution on the Ru site shows a large
decrement of the Seebeck coefficient (S(290 K)Ru0.995Ir0.005In3 = −171 µV/K), which is consistent
with the enhanced electrical conductivity and carrier density. The negative sign of the
thermopower matches the negative Hall-coefficient (RH(290K)Ru0.995Ir0.005In3 = −1.37×10-6 m3/C)
at room temperature. The percent change (55%) of the Seebeck coefficient agrees well with the
change of resistivity (48%) at room temperature. However, recently reported Sn and Zn doped
systems show a large percentage change of electrical resistivity (99%) with a fairly low
percentage change of thermopower (75% for Sn and 62% for Zn) [107]. Increasing doping
levels of Ir (0.5% to 1%) show a slight improvement in thermopower (S(290 K)Ru0.99Ir0.01In3 =
−182 µV/K), and then 5% to 100% of doping decreases the room temperature thermopower
toward the value of pure IrIn3 (S(290 K)IrIn3 ~ −20 µV/K). The largest room temperature Seebeck
coefficient was found for the 1% iridium doped sample (S(290 K)Ru0.99Ir0.01In3 = −182 µV/K).
The variation of the room temperature electrical resistivity, Seebeck coefficient, and
calculated power factor with increasing Ir substitution in RuIn3 are shown in Figure 3.12. The
room temperature electrical resistivity and thermopower decrease by a large percentage, even at
very small doping levels. However, it can be clearly identified in the inset of Figure 3.12 that the
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Fig 3. 12
Room temperature resistivity and Seebeck coefficient of Ir doped polycrystalline
RuIn3. Inset shows the calculated power factor as a function of Ir doping.
room temperature power factor is maximizes at 1% of Ir substitution (S2/ρ(290 K)Ru0.99Ir0.01In3 =
209 µ W/m ! K 2 ), which is a factor of ~ 5 improvement over that of pure RuIn3 and
corresponded to the sudden collapse of the unit cell observed at the same doping level. Since
RuIn3 and IrIn3 have about the same power factor (~ 47 µ W/m ! K 2 ) at room temperature, this is
an important result showing the optimization of the thermoelectric properties at intermediate
doping levels.
Figure 3.13 shows the temperature dependent thermal conductivity (total: κT and
electronic: κe), calculated power factor (S2/ρ) and Figure or merit (ZT) of pure and 1% Ir doped
RuIn3. The total thermal conductivity at room temperature slightly decreases (20% or factor of
0.8) with Ir doping over that of pure RuIn3. Previous reports on Sn and Zn doping also indicated
63	
  

Fig 3. 13
Temperature dependent thermal conductivity (total and electronic), calculated
power factor, and figure of merit of pure and 1% Ir doped polycrystalline RuIn3.
a significant decrease in the room temperature thermal conductivity [107]. Ru0.99Ir0.01In3 shows a
large increase in its electronic thermal conductivity (Figure 3.13b), which is expected with the
enhanced carrier density in the system, but is still negligible when compared with the total
thermal conductivity of the system. The calculated power factor and the figure of merit show a
large enhancement over that of the pure compound over the whole measured range of
temperature from 380 K to 200 K. The power factor (S2/ρ(380 K)Ru0.99Ir0.01In3 = 207 µ W/m ! K 2 )
increases by a factor of 5, and the figure of merit (ZT(380 K) Ru0.99Ir0.01In3 = 0.053) increases by a
factor of 9 at 380 K over that of the pure compound for the 1% Ir doped sample. This
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corresponds to a larger enhancement than recently reported for 1.3% Sn doping (ZT ~ 0.04), but
is smaller than 1.3% Zn doping (ZT ~ 0.24) [107]. The higher ZT at 380 K for Zn substitution is
due to the fact that a large reduction of electrical resistivity (99% reduction than pure
compound) takes place.
3.4.

Conclusions
We have synthesized and characterized the thermoelectric properties of pure and electron

doped TGa3 (T = Fe, Ru, Os) and RuIn3 compounds. Even small amounts of chemical doping
have a significant effect on the material’s physical properties and generally leads to better
thermoelectric performance. This is especially true in the doped compounds of FeGa3 and
OsGa3, where electron doping resulted in a substantial increase in the material’s power factor.

" S2
%
The highest room-temperature power factor $ (290K) = 60 µ W/m ! K 2 ' and figure of merit
#!
&
(ZT290K = 0.01) were observed in the sample of Fe0.99Co0.01(Ga0.997Ge0.003)3.
RuIn3 is a new thermoelectric material, which is a semiconductor with a large n-type
Seebeck coefficient. Its fairly large resistivity and thermal conductivity at room temperature lead
to a small figure of merit. Small amount of chemical doping in this compound also has a
significant effect on the material’s physical properties and electronic structure, which resulted in
a substantial increase in the material’s power factor corresponding decrease in the thermal

" S2
%
2
conductivity. The highest power factor $ (380K) = 207 µ W/m ! K ' and corresponding figure
#!
&
of merit (ZT(380 K) = 0.053) were observed in the sample of Ru0.99Ir0.01In3.
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CHAPTER 4
QUANTUM CRITICAL BEHAVIOR AND MAGNETISM OF FeGa3
4.1.

Introduction
The prospect of changing a non-magnetic semiconductor into a magnetic material by

chemical doping is not only interesting scientifically from an experimental point of view, but
also has been a long sought after pursuit for a myriad of potential applications, such as magnetic
data storage and spintronics [116, 117]. Our initial thermoelectric studies on FeGa3 had
demonstrated the significant sensitivity the material’s properties had to chemical doping [113].
Recall that FeGa3 is a non-magnetic [118-120] narrow band gap semiconductor [20, 100] with a
large n-type thermoelectric power [19, 21, 113], which crystallizes in the tetragonal structure
adopting the space group of P42/mnm (No.136) [20, 100]. Previous Chemical doping studies by
Bittaret al. [120] and us [113] show that the electronic structure of this compound was very
sensitive to small amounts of doped impurities.

Fig 4. 1

Magnetic susceptibility as a function of temperature of FeGa3 [118].
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Even though FeGa3 is diamagnetic below ~700 K (Figure 4.1), its magnetic
susceptibility shows a steep increase above this temperature, which could correspond to the lowtemperature side of an antiferromagnetic transition. However, Mossbauer spectroscopy
confirmed the absence of magnetic ordering and suggested a non-magnetic state for the Fe in
this compound [118]. The increase in the susceptibility is consistent with thermal excitation of
electrons to the conduction band (thermally activated paragmagnetism), as observed in some
strongly correlated insulators, such as FeSi [121]. The low temperature upturn is most likely due
to some impurity bands and not an intrinsic property of the compound.
1

Ga

2

Ga

Fe
Fe

c

a

Fig 4. 2
Crystal structure of FeGa3. Unit cell consists of 4 Fe atoms (2 Fe dimers) and 12
Ga atoms. Ga1 represents the Ga locations on ab-plane and Ga2 represents other Ga location.
Distance between Fe atoms on ab-plane is comparable to the Fe-Fe distance in bcc metal Fe.
Recently, Yin and Pickett noted [119] that the four Fe atoms per unit cell exist
structurally as two Fe-Fe dimers, where the Fe-atom separation distance within the dimer is 2.77
Å, compared to 2.48 Å in bcc Fe metal. Having Fe atoms anti-aligned in each dimer (a band
singlet) would offer an alternative explanation for the non-magnetic ground state in FeGa3.
Band structure calculations by Yin and Pickett predict a band gap of about 0.5 eV and a sizable
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peak in the Fe 3d density of states (DOS) near the conduction band edge. They further suggest
that FeGa3 is near a magnetic instability, and their first-principles LDA calculations predict an
ordered magnetic ground state (Table 4.1) develops when an on-site Coulomb repulsion term (U
~ 2 eV) is included.
Recent photoemission measurements [122] on single crystals of FeGa3 indicated a
valence band maximum (VBM) composed primarily of a Ga 4sp band with the Fe 3d bands
located at lower energy. The energy gap was found to be ~0.4 eV, in good agreement with
transport measurements, and they could model the energy band dispersions with an LDA + U
calculation, where Ueff ~ 3 eV. The additional on-site Coulomb repulsion results in a decrease in
the energy separation of the two Fe 3d-derived bands and a decrease in their dispersion widths
[122]. However, their ARPES measurements of the electronic states near the VBM showed no
temperature dependence, which is in contrast to FeSi, where a sharp peak at the VBM grows in
intensity with decreasing temperature [123]. Furthermore, there is a large Fe-3d DOS near the
gap edge in FeSi, with the gap being ~7 times smaller than it is in FeGa3. Strong correlation
effects in FeSi appear when charge carriers are thermally excited across this small, renormalized
gap. Such activation of carriers in FeGa3 doesn’t occur until much higher temperature (~500 K).
The larger gap, and the location of the Fe 3d bands at lower energy relative to the band gap
edge, provides an explanation why electron correlations in pure FeGa3 are weak compared to
FeSi.
Previous works on FeGa3 by us (Haldolaarachchige et al. [113]) and others (Bittar et al.
[120]), have shown, however, that the electronic structure and physical properties are extremely
sensitive to chemical doping. Substitutions at both the Fe and Ga sites greatly improved the
thermoelectric efficiency of FeGa3 [113] and Bittar et al. [120] showed that cobalt doping leads
to weakly-coupled local moment formation, with a crossover to a metallic state and strongly
correlated electron behavior similar to that observed in heavy fermions systems. Storchak et al.
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very recently suggested the possibility of a spin polaron state at very low temperature in this
compound [124]. Motivated by these earlier results and the possibility of novel magnetic states
arising from the material’s distinctive Fe-dimer structure, we performed further doping studies
on FeGa3.
Table 4. 1
[119].

4.2.

Theoretically calculated values of the possible magnetic ground states of FeGa3

Synthesis and Characterization
Single crystals of pure and germanium doped samples were synthesized by a standard

Ga-flux method [72] with a molar ratio of 1:5(1-x):5x (Fe:Ga:Ge) using the stoichiometric
equation of Fe(Ga1-xGex)5 to obtain nominal concentrations of Ge. A mixture of high purity Fe,
Ga and Ge were placed in an alumina crucible, sealed in a evacuated quarts tube, and heated at
1000 0C for 40 hrs, followed by gradually cooling down to 850 0C in 12 hrs. The samples were
then very slowly cooled to 700 0C in 75 hrs, at which time the Ga flux was separated by
decanting in a centrifuge. The crystal structure and phase purity of all the samples were
investigated by single crystal X-ray diffraction. A small crystal fragment was glued to a glass
ﬁber and mounted on the goniometer of a Nonius Kappa CCD diffractometer equipped with MoK! radiation (λ = 0.71073 Å), and data were collected at 290 K. Elemental analysis was

performed using wavelength dispersive X-ray spectroscopy (WDS) with a JEOL JXA-733
SuperProbe Electron Probe Microanalyzer (EPMA). Electrical resistivity ( ! ) was measured
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using a standard four-probe method in a Quantum Design Physical Property Measurement
System (PPMS) using a bar-shaped sample (1 mm × 1 mm × 2 mm) from 300 K to 0.4 K. The
specific heat was measured in the PPMS using a time-relaxation method between 0.4 and 20 K,
and then by applying magnetic field up to 9 T. Magnetic susceptibility was measured as a
function of applied field to ±9 T at 3 K, and then at 0.1 T followed by heating to 300 K (zerofield cooled (ZFC)), and also 0.1 T followed by cooling to 3 K (field cooled (FC)) in the PPMS.

4.3.

Results and Discussions

4.3.1. Ferromagnetic Quantum Critical Point in Ge Doped FeGa3
Figure 4.3 shows the variation of lattice parameters with increasing Ge doping levels,
unit cell volume, and Fe-dimer distances of Ge doped FeGa3. Microprobe analysis (Figure 4.3b)
confirmed that the doping percentage of Ge closely matched with the nominal Ge concentration
up to 10% of Ge. A solubility limit for Ge substitution was found to be about 20%, after which
the WDS data clearly shows the Ge% remains close to 10%, and we were not able to grow large
enough single crystals for the measurements. Single crystal XRD confirmed the tetragonal Laue
symmetry 4/mmm and systematic absences led to the space group selection of P42/mnm. All the
Ge doped samples were free from impurity phases or elemental impurities and adopted the
FeGa3 structure type.
The tetragonal crystal structure of Fe(Ga1-xGex)3 is shown in Figure 4.2 Fe-Fe dimer
pairs (blue atoms) exist along the (110) direction in the z = 0 plane and along the (1−10)
direction in the z = ½ plane. There are two unique Ga (Ge) sites: one of lower symmetry (pink
spheres), forming a slightly corrugated net stacked along the c-axis, and a higher symmetry site
(yellow spheres), located in the Fe-Fe dimer planes. Figures 4.3 c and d show the variation of
lattice parameters as a function of x (Ge doping) as determined by single crystal X-ray
diffraction measurements. The calculated unit cell parameters (a = 6.267 Å and c = 6.561 Å) of
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pure FeGa3 are in good agreement with previously reported data [20, 21, 100]. Ge doping
effectively acts as positive physical pressure, which is associated with the continuous decrease
in the unit cell volume with increasing Ge concentration, consistent with Vegard’s law. The
calculated unit cell parameters (a = 6.267 Å and b = 6.561 Å) from the single crystal X-ray data
of pure FeGa3 are in good agreement with the previously reported data [20, 21, 100].

Fig 4. 3
(a) Crystal structure of FeGa3, (b) Ge concentration as determined from
microprobe analysis as a function of nominal value, (c) calculated lattice parameter-a, (d) lattice
parameter-c, (e) unit cell volume and (f) Fe-Fe dimer distance as a function of Ge-doping in
single crystals of FeGa3.
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One parameter of potential interest is the Fe-Fe distance in the dimers and its variation
with Ge doping. Increasing the Ge concentration results in a shrinking of the unit cell along the
c-axis (Figure 4.3e), as expected by substituting the smaller radii Ge-atom for Ga. At the same
time we observe that the a-axis lattice parameter is much less sensitive to doping and remains
essentially unchanged (Figure 4.3c), if not slightly increasing to within the resolution of the
diffraction technique. The data indicate that the cell dimensions in the ab-plane are not largely
affected by the small doping levels (≤ 10%) explored here. Thus, the Fe-Fe dimer distance
remains fairly constant (Figure 4.3f). For pure FeGa3 we find the Fe-Fe distance in the dimer to
be ~ 2.77 Å which agrees well with published values [20].
Temperature dependant dc-magnetic susceptibility data of single crystals of Fe(Ga1xGex)3

are shown in Figure 4.4 a and b. No significant variations were observed between the

zero-field-cooled (ZFC) and field-cooled (FC) curves. Pure FeGa3 (not shown) was found to be
diamagnetic below room temperature, in agreement with earlier reports [21, 118]. At x ~ 0.01
(1% Ge), the sample becomes paramagnetic (PM), obeying the Curie law, and as will be shown
below, concomitantly passes through an insulator-to-metal transition. The x = 0.05 sample is
also PM, and for x > 0.05, the zero-temperature susceptibility increases significantly, and an
unexpected ferromagnetic (FM) state develops whose Curie temperature (Tc) increases with
increasing x, reaching a maximum value of Tc = 32 K for x = 0.10. The Curie temperatures of
the FM samples were determined from Arrott plots [125] (M2 vs H/M) which are shown in
Figure 4.5b for the x = 0.10 sample. The isotherm that passes through the origin identifies the
Curie temperature, Tc, and should be linear in H/M. The data in Figure 4.5b show this isotherm
corresponds to T = 32 K. However, the isotherm is not linear due to a surprising and
considerable magnetic field dependence in Tc. Figure 4.5c demonstrates this dependence for the
x = 0.052 sample. At H = 0, the sample is a Tc = 0 K ferromagnet, and Tc increases with
increasing field, following a power law dependence, where Tc ~ Hn, with n ≈ 0.15. Figure 4.4c
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Fig 4. 4
(a & b) Temperature dependent magnetic susceptibility, (c) derivative of
susceptibility, (d) magnetic isotherms at 3 K, (e) saturated magnetization as a function of Curie
temperature for (5.2-10)% Ge and (f) measured effective moment per Fe and per Ge as a
function of doping of single crystals of Ge doped FeGa3. The solid black line is the calculated
effective moment from the model as discussed in the text.
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shows the derivative of the susceptibility as a function of temperature. The observed minima
correspond to the magnetic transitions/Curie temperature and agree well with the values
obtained from the Arrott plot analysis.

Fig 4. 5
(a) Magnetic susceptibility as a function of T-4/3, (b) Arrot plot for 10% Ge doped
sample, (c) Curie temperature as a function of magnetic field of the 5.2% Ge doped sample and
(d) Rhodes-Wohlfarth (RW) ratio as a function temperature for well studied itinerant FMmaterials and Ge doped FeGa3.
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Below ~200 K the magnetic susceptibility of the doped samples could be well fit to a

⎞⎟ + χ ⎤ , where C is the Curie constant, θ is the Weiss
Curie-Weiss law, ⎡⎢ χ (T ) = ⎛⎜ C
0 ⎥
(
T
−
θ
)
⎝
⎠
⎣
⎦
temperature, and χo is a temperature independent background term (χo ~ 10-5 emu/g). The Weiss
temperatures of the FM samples are comparable in value to Tc and positive, indicating the
magnetic exchange interactions are FM. The effective magnetic moment (µeff) can be calculated
from the value of the Curie constant obtained from the fits to the data. Figure 4.4f shows µeff
plotted as a function of x, both as µB/Fe (lower curve) and µB/Ge (upper curve). The latter is
included, since µB/Ge is equivalent to µB/(doped electron). The effective moment per Fe atom
increases with x from 0.18 µB/Fe at x = 0.01 to 1.24 µB/Fe at x = 0.10. A small increase in the
slope of µeff versus x is observed near x ~ 0.05. It should be noted that the effective moment per
Ge is about a factor of 2 larger than that of Fe.
The magnetization versus applied field (M vs H) at 3 K (Figure 4.4d) shows the requisite
FM behavior with a saturated moment (µsat) that, like Tc, increases with increasing x (Figure
4.4e). The high field magnetization value of the x = 0.05 sample is ~0.01 µB/Fe, and this
develops into a saturated moment of µsat = 0.14 µB/Fe for x = 0.10. A useful parameter in
characterizing the nature of the ferromagnetism, whether localized or itinerant, is the RhodesWolfarth ratio (RWR), where RWR =

µc
, with µc = 1+ µeff !1 . Figure 4.5d shows the
µ sat

Rhodes-Wolfarth plot [126] for various FM materials. A ratio

µc
! 1 signifies a local moment
µ sat

system, such as is the case for Gd and EuO. Materials with larger ratios, i.e. ZrZn2 with a ratio
of ~5.5, are considered weakly itinerant ferromagnets. The RWR of Fe(Ga1-xGex)3 is ~4.5, as
shown in Figure 4.5d, suggesting the ferromagnetism is considerably itinerant. Here it is
interesting to note that the degree of localized moment in Fe(Ga1-xGex)3 is essentially
independent of x for x ≤ 0.10.
75	
  

The magnetic data in Figures 4.4 b and d indicate the ferromagnetism develops for x > ~
0.05. Thus, the doping concentration (x) acts as a non-thermal tuning parameter of the
ferromagnetism, whereby decreasing x shifts the Curie temperature toward T = 0. Based on the
magnetic data, we determined this critical concentration to be xc = 0.052 ± 0.001. The low
temperature magnetic susceptibility χ(T) is plotted versus T−4/3 in Figure 4.5a for x = 0.05, 0.052,
and 0.06. Obviously the susceptibility is quite sensitive to the doping level in this range due to
the transition from a PM to FM state. More importantly, the data show that the sample with x =
0.052 is linear in T−4/3, indicating the magnetic susceptibility follows the power-law dependence
predicted to occur near a FM QCP [26, 35, 40].
The temperature dependent electrical resistivity of Fe(Ga1-xGex)3 (Figures 4.6 a and c)
was measured from 2 – 350 K. The resistivity of pure FeGa3 (Figure 4.6a, solid circles, left
axis) displays complex temperature dependence. Above 260 K the data follow an activation law,
between 260 K and 60 K, the resistivity decreases with cooling, and for temperatures below 60
K, the resistivity increases by almost five orders of magnitude. These different temperature
regimes were studied previously in detail, and our results are in good agreement with the earlier
work [21]. Upon doping small concentrations of Ge for Ga (Figure 4.6a, right axis), the
resistivity becomes metallic over the entire measured temperature range, even for x = 0.01, with
the room temperature resistivity decreasing by over two orders of magnitude. For higher doping
levels the metallic state remains, and the resistivity is further reduced. For samples with x >
0.052, i.e. FM, a small kink and corresponding decrease in the resistivity is observed at the
Curie temperature, resulting from a reduction in the spin-disorder scattering (e.g. Figure 4.6a
inset for x = 0.10).
The low temperature resistivity of the Ge-doped samples for x values close to xc was
examined in greater detail by fitting the data to a power law [26]: ρ (T ) = ρ 0 + AT n , where ρo is
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Fig 4. 6
(a) Temperature dependent electrical resistivity, (b) resistivity as a function of
5/3
T and (c) generalized Fermi coefficient: A and temperature exponent: n as a function of doping
level of Ge doped single crystals of FeGa3 (n and A were calculated by fitting the low
temperature data to the power low of ρ (T ) = ρ 0 + AT n ). Dotted lines are guide to the eye.
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the residual resistivity (ρ(T = 0)), A is a generalized Fermi liquid (FL) coefficient and n the
temperature exponent. Figure 4.6b shows the low temperature resistivity of the x = 0.04 sample
which is PM. The data are well fit by the above power law with n = 2.0, indicating a T2
dependence and behavior approximating a pure Fermi liquid. The FM sample with x = 0.06 is
also fit with a temperature exponent again near 2.0, consistent with Fermi liquid behavior and/or
electron-magnon scattering in the ordered state [127, 128]. However, at x = xc, the lowtemperature resistivity varies as T5/3 (i.e. n = 1.67). This temperature dependence of the
resistivity occurs only near the critical concentration at x = 0.052, and like the magnetic data, is
characteristic of a FM QCP [26, 36]. Furthermore, within a narrow doping range of the critical
concentration, the A parameter (Figure 4.6c) displays a sharp maximum at x = xc.
Figure 4.7a shows a semi log plot of the results of low temperature heat capacity (C(T))
measurements on single crystals of Ge-doped FeGa3 for x values near xc. The behavior of the
heat capacity for 0.5 ≤ x ≤ 0.6 is markedly sensitive to the Ge concentration. For a normal Fermi
liquid, we expect C/T = γ + βT2. In the Figure we have plotted ΔC(T), which represents the heat
capacity with the βT2 phonon term removed. A significant enhancement in the Sommerfeld
coefficient (γ) is observed with doping. The value of γ for pure FeGa3 was reported [21] to be
0.03 mJ/mol-K2, whereas for x = 0.052, γ ~ 53 mJ/mol-K2 as T→0 K. A similar mass
enhancement was observed [120] in Co-doped FeGa3. For x = 0.05, i.e. just below xc, we find a
slight upturn in the heat capacity below 4 K, which may be the result of spin fluctuations (Figure
4.7a). However, at x = xc (0.052), NFL behavior characterized by a logarithmic increase in the
heat capacity toward zero temperature is observed. This is a clear indication of the system
approaching a FM QCP [26, 35, 36]. At higher concentrations, the logarithmic behavior is
suppressed. The sample with x = 0.09 is FM with a Curie temperature, Tc = 27 K, and its lowtemperature heat capacity tends toward saturation at just above 20 mJ/mol-K2 for temperatures
below ~8 K. Figure 4.7b focuses on the low-temperature specific heat of the x = 0.01 sample,
78	
  

which is PM (disordered) and the x = 0.09 (ordered) sample. The low temperature behavior is
clearly very different. In a ferromagnet, one expects magnons to contribute to the total specific
heat with a T3/2 temperature dependence. In the plot of Figure 4.7b, we show that ΔC/T is linear
in T1/2 at low temperature for the FM sample, consistent with the magnon contribution.
Figure 4.7d shows the magnetic field dependent low temperature (< 10 K) heat capacity
for x = 0.052 sample, which is the critical concentration. The low temperature upturn of the
specific heat is suppressed with increasing magnetic field, which is evidence of the important
role of spin fluctuations at this concentration [129]. When H > 3T the low temperature heat
capacity is more Fermi-liquid like, which is reminiscent of heavy fermion systems [130]. The
calculated magnetic entropy up to 10 K is slightly decreasing with increasing magnetic field
(inset of Figure 4.7d), suggesting entropy is shifted to higher temperature, i.e. near the Curie

(

)

2
temperature. Fermi liquid behavior is recovered C / T = ! + " T in the ferromagnetic state, and

a pronounced peak was observed in the specific heat data (not shown) for Fe(Ga0.9Ge0.1)3 at ~ 32
K, which correlates well with the ferromagnetic ordering temperature of this sample. This data
strongly supports the existence of a FM-QCP in Ge doped FeGa3 at the critical concentration of

xc = 0.052 ± 0.001 , and furthermore, suggests that magnetic field, like x, can play the role of the
non-thermal tuning parameter of the criticality. Further evidence of this claim, based on the
magnetic field dependence of the physical properties of the x = 0.05 sample, will be shown
below.
The non-magnetic (diamagnetic) insulator (DI) FeGa3 becomes a PM metal with even a
small percentage of Ge. This sensitivity suggests the extrinsic electrons added by Ge, at even
very low concentrations, immediately enter a conduction band. Hall effect measurements
(Figure 4.8a) clearly show a steep increase in the carrier density at small x, with a slight
discontinuity at the critical concentration, xc = 0.052. In Figure 4.8b a summary of the results in
this system is presented as a proposed schematic phase diagram in the T-x plane for Fe(Ga179	
  

xGex)3

single crystals. Beginning in the ordered phase for x values greater than 0.052, the FM

transition temperature is suppressed with decreasing x to zero temperature at xc = 0.052,

Fig 4. 7
(a) Electronic heat capacity as a function of temperature, (b) Electronic heat
capacity as a function of T1/2, (c) magnetic entropy per x at 10 K as a function of doping and (d)
the field dependent electronic heat capacity as a function of temperature (inset shows magnetic
entropy) of Ge doped single crystals of FeGa3.
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terminating in a FM-QCP. The behavior of the physical property data, including the magnetic
susceptibility, electrical resistivity, specific heat capacity, and magnetic entropy support this
description. Furthermore, close to the FM-QCP we observe that Tc follows the (x ! xc )3/4
4

dependence or the linear relationship of Tc 3 ∝ ( x − xc ) , which agrees well with the expected
behavior near a FM-QCP [26, 36, 40, 131].

Fig 4. 8
(a) Carrier concentration and (b) Curie temperature and phase diagram, of
Fe(Ga1-xGex)3 single crystals as a function of Ge concentration. Inset of (b) shows the Tc4/3 as a
function of x-xc.
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A plausible physical picture of the mechanism governing the magnetic properties in this
system emerges from an analysis of the data presented above. As will be shown, the magnetic
and thermal data are consistent with a model where the extrinsic electrons added by chemical
doping induce a non-zero magnetic moment on the Fe-Fe dimers in the system. Figure 4.9

Fig 4. 9 Proposed model for the magnetic properties of Fe(Ga1-xGex)3. (a) Fe-dimers in the
FeGa3 structure are in a non-magnetic spin singlet state. (b) The donor electron induces a
valence change in one of the Fe atoms, leading to a net spin on the dimer of ½ .
represents a cartoon picture of the proposed model. Here, we assume, as was suggested by Yin
and Pickett [119], that the non-magnetic ground state in pure FeGa3 is due to the Fe atoms in a
3+ state forming a collection of singlet dimers (Figure 4.9a). In the 3+ state, each Fe atom
possesses a spin of 5/2, but the singlet nature of the dimer results in a net spin of zero. The FeFe distance in the dimer is largely insensitive to Ge doping at the concentrations we studied,
thus we expect the dimer structure to survive in the doped samples. For each Ga replaced by a
Ge atom, one donor electron is added. These electrons are clearly itinerant based on the
following evidence: (i) There is an insulator-to-metal transition and metallic conductivity for
even the lowest doping levels, (ii) The temperature independent Pauli paramagnetic background
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term in the magnetic susceptibility becomes positive and grows with x, and (iii) The value of the
Rhodes-Wohlfarth ratio is considerably larger than 1. The development of a local moment and
ferromagnetism is correlated with the doping level, and suggests a non-zero spin must develop
on the Fe atoms, since none of the other elements in the material can be magnetic. The size of
the effective moment as a function of x is consistent with a fraction of the Fe-Fe dimers carrying
a net spin of ΔS = ½. One plausible mechanism for the creation of the spin ½ is shown in Figure
4.9b. Here, the donor electron in the vicinity of an Fe dimer can induce a valence change from
3+ to 2+ for one of the Fe atoms in the dimer, with the Fe spins remaining anti-aligned. The
effective local moment of the dimer is no longer zero, but ½. The magnetic structure of electrondoped FeGa3 can then be considered as a collection of spin-½ Fe dimers. The quantum
criticality, and thus the ordered phase transition at 0 K, develops naturally from this model, as
the density of the dimers controls their long-rang interaction, where this critical density occurs at
x = 0.052. From this perspective, the non-thermal tuning parameter of the critical behavior, x,
actually corresponds to the density of the spin-½ dimers.
The calculations below show how this simple picture can account for the magnetic
properties observed empirically. One formula unit of FeGa3 is written as Fe4Ga12, thus there are
4 Fe atoms and 12 Ga atoms per unit cell (u.c.). The Ge-doped series is then written as Fe4(Ga1xGex)12.

Since each Ge atom adds an extra electron, the number of electrons per u.c. will be 12x.

Each u.c. contains 4 Fe atoms, or equivalently, 2 Fe dimers. Thus, the number of electrons per
dimer will be 6x. In the model, each extra electron creates a spin ½ on each dimer. Thus, the
spin associated with each dimer will be 3x. The effective magnetic moment per dimer in Bohr
magnetons as a function of x is then calculated by:

µeff
= 2 SD (SD +1) = 2 3x(3x +1) , where
dimer

SD is the effective spin per dimer as a function of x. The solid black line in Figure 4.4f shows the
calculated effective moment per Fe atom, i.e. the dimer effective moment divided by 2. In the
paramagnetic state below the QCP, the model predicts the effective moment remarkably well.
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An enhancement in the effective moment is observed at the QCP near x = 0.052, and at higher
values of x, the measured value of µeff is larger than that predicted by our simple counting
picture.
By direct integration of the ΔC/T curves (Figure 4.7a), we have calculated the magnetic
entropy per x up to 10 K (Figure 4.7c). The entropy is observed to peak at the QCP, which is
expected, as the system tries to drive more entropy toward T = 0 K at x = xc. Again, assuming a
simple picture of a magnetic dimer of spin ½, we recover a full Rln(2S + 1) of entropy by 10 K
for the sample with x = xc. Interestingly, in the ordered state, for x > 6%, FL behavior returns
and the magnetic entropy recovered by 10 K decreases. Presumably one would have to integrate
up to and through the Curie temperature in the ordered state to fully recover Rln2.

4.3.2. Magnetic Field Induced Quantum Critical Behavior in FeGa3
In this section, we present the results of field-dependent measurements on one of the
single crystal samples in the Ge-doped FeGa3 series that is in the disordered phase just below the
FM-QCP, i.e. at x = 0.05. As will be shown, there is evidence to suggest that magnetic field can
also tune the quantum critical fluctuations in this system.
Figure 4.10 shows crystal structure, calculated lattice dimensions and the X-ray
diffraction patterns of Ge doped single crystal of FeGa3. Unit cell parameters (a = 6.267 Å and b
= 6.561 Å) were calculated from the single crystal X-ray diffraction patterns of pure FeGa3,
which are in good agreement with previously reported data [20, 21, 100]. Ge doping (1-5 %) on
FeGa3 acted as a positive physical pressure on the unit cell, consistent with the atomic radius of
Ge being smaller than that of Ga (Figure 4.10d). The calculated lattice parameters (Figure
4.10b) of the Ge-doped samples show a more pronounced effect on the c-axis (6% change) than
the a-axis (0.6% change), which suggests a very small effect on the Fe-Fe dimer distance
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Fig 4. 10
(a) Crystal structure, (b) calculated lattice parameters, (c) Fe-dimer distance, (d)
unit cell volume (e) and X-ray diffraction paterns of pure and Ge-doped single crystals of FeGa3.

(Figure 4.10c). The Ge-doped samples were free from impurity phases or elemental impurities
and adopted the FeGa3 structure type (Figure 4.10e) with space group P42/mnm (#136) [20, 100].
Figure 4.11 a and b show the magnetization as a function of temeprature at different
applied fields for the x = 0.05 sample. At low fields, the low temperature magnetization looks
paramagnetic, and increases with increasing field. At higher fields (Figure 4.11b) it is clear that
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the low temperature magnetization starts to saturate, consistent with a ferromagnetic-like
susceptibility. At an applied field of 1 kOe the data (Figure 4.11c) agree well with the standard
Curie-Weiss (CW) law from room temeprature down to liquid helium temperature with a Weiss
temperature near zero. However, at 3 kOe (Figure 4.11d) something interesting happens,and the
data deviates from the CW-fit at low temperature. Fitting at higher temperatures returns a small
possitive Weiss temperature (! = 0.5K ) , which suggests a field-induced FM-state in this system.
Figure 4.11e shows the calculated effective magnetic moment per-Fe atom (µeff / Fe) as a
function of magnetic field. µeff / Fe is almost independent of magnetic field and remains about

0.5µ B from (2-90) kOe. This further suggests the number of dimer moments is set by x, in this
case very close to the QCP for x = 0.05. The applied magnetic field does not change the number
of dimers, but rather tunes their interaction to a FM state that occurs at some critical field.
Figure 4.12a shows the derivative of the succeptibility as a function of temperature.
Although evidence of an ordering temperature are not as pronounced in this data as compared to
the Ge-doped series, Curie temeperatures at higher fields are clearly visible, and they match
closely with the extracted Weiss temeprature from the CW-fit. The magnetic isotherm (Figure
4.12b) at 5K shows typical FM-like [89] behavior, which saturates at high field with very little
hysteresis. A more linear paramagnetic-like [89] behavior is recovered at higher temperature (20
K and above). The saturation magnetization at 5 K ( M sat!90kOe = 0.016µ B / Fe) is very small when
compared with the saturatred moment of pure Fe ( M sat!Fe = 2.10µ B ) , suggesting only a fraction
of the Fe atoms are contributing to the saturated moment, and/or the nature of the moment is
considerably itinerant.
Figure 4.12d shows the Weiss temperatures extracted from CW-fits to the data with
increasing field (1-90) kOe. The Weiss temperatures become positive at very low magnetic field
and then increase with increasing field. Our assertion is that this system becomes FM above 2
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kOe, and this field corresponds to the PM to FM transition with a Curie temperature of T = 0 K.
This suggests, at least in principle, the existence of a magnetic-field-tuned ferromagnetic
quantum critical point (FM-QCP) with a critical field of H C = ( 2.0 ± 0.5) kOe .

Fig 4. 11
(a, b, c & d) Field dependent dc-magnetization as a function of temperature, (e)
calculated effective moment as a function of field for Fe(Ga0.95Ge0.05)3 and (f) effective moment
as a function of Ge doping of Fe(Ga1-xGex)3. Solid black lines represent Curie-Weiss fits.
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Fig 4. 12
(a) Field dependent derivative of dc-magnetization as a function of temperature,
(b) magnetic isotherms, (c) dc-magnetization as a function of T-4/3, (d) !W as a function of
magnetic field of single crystal of Fe(Ga0.95Ge0.05)3, and (e) the Curie temperature (Tc4/3) plotted
vs. magnetic field.
To further support this claim, we first analyze the temperature dependence of the
magnetic susceptibility at different applied fields. Figure 4.12c shows the succeptibility plotted
as a function of T-4/3. At 2 kOe we find ! ! T "4/3 , which is the expected temperature dependence
near an FM-QCP [26]. Further, it is clear that for fields below 2 kOe, the system is in a
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disordered state, and at fields above 2 kOe, the system looks FM-like.Thus, the T−4/3 behavior is
only observed near the critical field. Figure 4.12e shows the ordering temeprature as a function
of T4/3 follows the behavior expected for a non-thermal control parameter (linear in T4/3) when
tuning the quantum critical behavior.

Fig 4. 13
(a) Temperature dependent resistivity of Fe(Ga0.95Ge0.05)3 ( inset shows FeGa3),
(b & c) magneto resistance at different temperature, (d) resistivity as a function of temperature at
different fields and (e) normalized resistivity as a function of T 5/3 at different fields.
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Figure 4.13 shows the magneto-transport data of the 5% Ge-doped single crystal of
FeGa3. Pure FeGa3 is a semiconductor [20, 21, 100, 113], which shows three regions in
resistivity (inset Figure 4.13a): (I) intrinsic response region, (II) extrinsic region, and (III)
freeze-out region. However, when a very small amount (1%) of Ge is doped into the Ga site, the
system becomes metallic-like and the room temperature resistivity continuously decreases with
increasing x [132]. At 5% Ge (Figure 4.13a) the compound shows poor metallic behavior (RRR
~ 3). The behavior of the magnetoresistance (MR) at 3K (Figure 4.13 b & c) is rather
compelling. A maximum in the MR is observed at 2 kOe. For fields below 2 kOe the MR > 0,
and when the applied field is greater than 2 kOe, the MR < 0. Clearly the spin-dependent
scattering mechanism is field dependent. A field-induced FM transition, coupled with a
crossover from positive to negative MR, has been observed in other systems [133-135].
Furthermore, the peak observed at 2 kOe at 3 K (Figure 4.13c) becomes broadened and shifts to
higher fields with increasing temperature, consistent with the increasing thermal energy of spin
fluctuations, i.e. at higher temperature it requires a larger field to induce the ordered state.
Figure 4.13 d and e shows a more detailed analysis of the magneto-transport and
provides additional evidence for a field-induced FM-QCP. Figure 4.13d shows the positive MR
at low temperature for fields less than 2 kOe, and negative MR for fields above that value. These
results are consistent with the MR behavior close to a QCP [136]. At zero magnetic field the
resistivity below 5K shows ! ! T 2 behavior, consistent with a Fermi liquid (FL), but the spin
interaction induced by increasing field significantly alters the Fermi surface such that non-Fermi
liquid (NFL) behavior appears. Figure 4.13e shows the normalized resistivity, as a function of
T5/3, for different values of the applied field. Near a FM-QCP the resistivity is expected to
follow a linear relationship with T5/3. This behavior is observed exactly at 2 kOe and then
disappears above this critical field [136, 137]. Performing the same analysis as we did for the Ge
n

doped series, we fit the temperature dependent resistivity to the following form: ! = !0 + AT ,
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where !0 is residual resistivity, A is a generalized Fermi constant and n is the temperature
exponent. For a field of 2 kOe the temperature exponent is close to 1.67, the value for A is
maximum. When moving away from the critical field (1 kOe > H > 3 kOe) , the low temperature
resistivity recovers its FL behavior. The transport data suggests a field-induced FM-QCP exists
at a critical field of H C = 2.0 ± 0.5 kOe .

Fig 4. 14
(a) Low temperature heat capacity, (b) magnetic entropy at 10K as a function of
field, and (c) the electronic heat capacity at zero field and 9 T as function of T1/2.
Figure 4.14 shows the analysis of the heat capacity data of the 5% Ge-doped single
crystal of FeGa3. The electronic heat capacity is calculated by subtracting the phonon (βT3)
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contribution, and it is observed to increase with fields up to 2 kOe and then decrease at higher
fields H > 30 kOe, at which point the low temperature upturn completely disappears. A low

(

)

2
temperature upturn is expected for a spin-glass ( ~ 1 / T ) or a Schottky type anomaly ~ 1 / T .

Neither of these mechanisms fits the data well. The field dependence of the heat capacity does
follow that of Co-doped FeGa3 [120], in which a HF-like enhancement in γ is observed. The
inset of Figure 4.14a shows a plot of the electronic specific heat vs. lnT. The plot shows that the
2 kOe data follow a logarithmic increase with decreasing temperature, consistent with NFL
behavior near a QCP. The magnetic entropy is calculated by direct integration of the ΔC/T data
up to 10 K and is shown in Figure 4.14b. The magnetic entropy at 10 K becomes maximum at
the critical field (2 kOe) and then decreases with increasing field, which is expected as the Curie
temperature is shifted to higher temperature systematically with increasing magnetic field. When
the system becomes magnetically ordered, a magnon contribution to the heat capacity data is
expected and should follow T3/2. Although the range in temperature is fairly small, the low
temperature heat capacity (ΔC/T) at 90 kOe shows (Figure 4.14c) a linear relationship with T1/2,
as expected for T3/2 behavior [138]. The zero magnetic field data show no evidence of magnetic
ordering at low temperature.
4.3.3. Magnetic Behavior in Ru/Mn Doped FeGa3
Figure 4.15 shows the powder X-ray diffraction data for Ru/Mn doped FeGa3. The X-ray
diffraction patterns of Ru and Mn doped FeGa3 polycrystalline samples (Figure 4.15 b and e)
confirmed that they all have the tetragonal crystal structure with space group P42/mnm (#136)
[20, 100]. The calculated values of a and c of pure FeGa3 and RuGa3 agree well with the
literature [20]. There is a clear shift in the main peak (Figure 4.15b) of the pattern for Ru
doping, which indicates a change in lattice parameters between isostructural FeGa3 to RuGa3
[20].
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Fig 4. 15
(a) Crystal structure of FeGa3, (b) powder X-ray diffraction for Ru doped FeGa3,
(c) calculated lattice parameters, (d) calculated Fe-Ru-dimer separation of Ru doped FeGa3 and
(e) XRD patterns of Mn doped FeGa3. Dotted lines are guide to the eye.
On the other hand, there is no clear shift in the X-ray pattern upon Mn doping. The
atomic radii of Mn and Fe are very similar. The XRD further confirmed that there were no
impurity or secondary phases detected. Figure 4.15b shows the calculated lattice parameters for
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Ru-doped FeGa3. The lattice parameters (a and c) of Ru-doped FeGa3 show a linear increment
toward RuGa3, in agreement with Vegard’s law. Doped Ru atoms replace Fe in the ab-plane of
the tetragonal lattice; therefore, the ab-plane shows a more pronounced change upon doping than
the c-axis. This effect can be clearly seen on the Fe-dimer distances in Figure 4.15d which are
calculated here based on the percent change in the ab-plane. The Fe-Ru-dimer distance shows a
clear discontinuity at 25% Ru doping, which can be identified as a critical distance, if the Fe-Rudimers at above 25% Ru can not maintain the dimer structure.
Figure 4.16 shows the magnetic data of Ru-doped FeGa3. Pure FeGa3 is non-magnetic
(diamagnetic) below room temperature [21, 118]. Upon substituting a small amount of Ru, an
unexpected FM state (Figure 4.16a) develops, and the FM transition temperature increases with
increasing doping level from 1% to 20%. However, at 25% Ru doping the magnetic ordering is
suppressed and disappears completely at 30% Ru doping. The development of a FM state with
increasing Ru doping, and the subsequent change in the ordering temperature, can be identified
by the variation in the derivative of the dc-susceptibility (Figure 4.16b). The data clearly show
an increasing Curie temperature. Similar behavior was observed in the Ge-doped FeGa3, where a
FM-QCP at the 5.2% Ge doping level was observed [132, 139]. However, the physical
properties of the Ru-doped samples do not show any evidence of a QCP. One speculation is that
maintaining the dimer structure in the doped samples is a necessary condition for the quantum
critical behavior. We know there are no Ru-Ru dimers in pure RuGa3, so we expect the dimer
structure to vanish at some intermediate doping level. This concentration may correspond to
30%.
Yin et al. [119] recently pointed out the existence of Fe-dimers in this compound and the
possible magnetic ground states that could occur within the dimer. Our previous work on Gedoped FeGa3 demonstrated the importance of the dimer structure and suggested a net spin
moment develops on the dimers as a function of Ge doping [132]. Unlike the Ge-doping case,
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Fig 4. 16
(a) Magnetic susceptibility and derivative of the susceptibility (inset) as a
function of temperature, (b) magnetic isotherms at 3 K, (c) saturated magnetization and (d)
calculated effective magnetic moment as a function of the Ru doping level.
where an atom of Ge replaces a Ga and adds a donor electron, doping in Ru immediately effects
the dimer environment by replacing one of the Fe atoms. The best assessment of the magnetic
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data suggests the Ru atom enters the dimer anti-aligned with its Fe atom partner and assumes a
3+ valence state. This will create a net spin moment on the dimer that can then interact with
other dimers. What is quite remarkable is that long-range order exists even for the smallest (1.0
%) doping levels. However, as the Ru concentration is increased (above 25%), the intra-dimer
distance may become too large to support dimer formation; the magnetic interaction is
eliminated, and the long-range order quickly suppressed.
A FM-state can be clearly identified by the saturated behavior in the magnetic isotherms
(Figure 4.16b). The saturated magnetization (Figure 4.16c) increases according to a power law
with n ~ 2 with increasing doping level from 5-20%. A similar power law was observed in the
FM-QCP induced by Ge doping [132]. This confirms that the FM-state appears suddenly with a
very small level of doping and it completely disappears above 25% of Ru. The calculated
effective moment is shown in Figure 4.16d as a function of the doping level. The effective
moment per-Fe is about 0.8µ B in the FM state (1-25% of Ru) and is suppressed in the
paramagnetic state (above 25% Ru), and then it vanishes altogether when the system becomes
nonmagnetic above 30% Ru. The calculated effective moment is similar to the effective moment
per Fe in the Ge-doped [132] FeGa3 system. The effective moment per-Fe/Ru is much smaller
2+or3+
) ~ 4.9 or 5.9µ B
than the local moment per Fe/Ru (µcal (Fe 2+or3+ ) ~ 5.9 or 5.4µ B and µcal (Ru

)

which suggests that only a fraction of the dimers are contributing toward the magnetic moment.
Figure 4.17 shows the dc-magnetic susceptibility data for Mn-doped FeGa3. It can be
clearly seen that as the Mn concentrations increases, an antiferromagnetic (AFM) transition
develops in FeGa3 below 50 K. However, there is a considerable difference between the zerofiled-cooled (ZFC) and field-cool (FC) data in Figure 4.17a, which suggest that there is AFM
and FM competition in this system at low temperature. The high temperature data analyzed by
using a modified Curie-Weiss law (CW): "# ! = C T ! " + ! 0 $% , where C is Curie constant, T is

(
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Fig 4. 17
(a) ZFC (dotted line) and FC (solid line) magnetic susceptibility, (b) inverse
magnetic susceptibility as a function of temperature, (c) magnetic isotherms at 3 K, (d)
magnetization at 9T, (e) calculated Weiss temperature and (f) effective magnetic moment for
Mn-doped FeGa3.
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temperature, ! is Weiss temperature, and ! 0 is temperature independent susceptibility. Pure
FeGa3 is diamagnetic [21, 118] below room temperature, and it becomes paramagnetic (! = 0 ) by
a small amount (1%) of Mn doping. The 1% Mn-doped data follow the CW-law over the whole
range of temperature with a zero Weiss temperature. Paramagnetic behavior is further confirmed
by the magnetic isotherms at 3 K (see Figure 4.17c).
The 5%-doped sample reveals two transitions - one at 10 K, which resembles an AFM
transition, and one near 30 K which resembles a FM shoulder. Further doping (10-20% of Mn)
shows that lowest temperature (10 K) transition vanishes or is shifted to lower temperature, and
the 30-K transition becomes more pronounced and AFM-like, shifting to slightly higher
temperature with increasing doping levels. The CW-fit returns a negative Weiss temperature

(! < 0)

from 10-20% of Mn, suggesting the magnetic interactions are indeed AFM. Interestingly

a FM component is further confirmed by the small hysteresis in the magnetic isotherms at higher
fields. There is, however, no saturation behavior observed in the magnetic isotherms (see Figure
4.17c) up to 9 T, which is ideally AFM like. As one of the elements of our future work program,
we intend to try and synthesize single crystals of Mn-doped FeGa3 with a greater number of
doping levels between 5-20% in order to further understand the magnetic phase transitions from
PM to FM and then FM to AFM.
The calculated effective magnetic moment is shown in Figure 4.17f. The effective
moment per Fe is less than 0.5µ B up to the 5% Mn doping level, which agrees well with the
previously observed [119, 132, 139] effective moment in the FM-state in Ru- and Ge-doped
FeGa3, again suggesting only a small fraction of the Fe (Mn) atoms is contributing a moment.
On the other hand, the calculated effective moment above 5% Mn doping level (> 1.0µ B ) agrees
well with the theoretically estimated effective moment for AFM-state of the FaGa3. The
calculated effective moment per Mn ( 2.0µ B < µeff < 5.0µ B ) is smaller than the Mn2+or3+ magnetic
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moment (µcal (Mn 2+or3+ ) ~ 5.9 or 4.9 µ B ) up to 20% but at the 20% doping level the effective
moment is quite similar to Mn3+ moment. This suggests that AFM interactions are almost
certainly coming from the Mn3+ ions, which replace the Fe3+ ions in the Fe-dimers. Although the
lattice parameters do not change significantly upon Mn doping, we currently do not know if Mn
doping destroys the Fe-dimer structure. Such measurements are currently ongoing.

Fig 4. 18
Resistivity as a function of temperature (a) Ru-doped and (b) Mn-doped
polycrystalline FeGa3.
Figure 4.18 shows the electrical resistivity of Ru/Mn doped FeGa3. It can be clearly seen
that both the Ru- and Mn-doped samples remain insulating over the whole temperature range
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from 390-2 K. The immediate effect on the resistivity by Ru or Mn doping is to eliminate the
extrinsic response region (250-100 K) in the pure FeGa3 [21, 113]. However, Ru doping still
shows metallic-like behavior (Figure 4.18a) from room temperature down to 100K, but the room
temperature resistivity increases with increasing Ru level up to 20% and then it slightly
decreases towards pure RuGa3. Mn doping shows a pronounced effect on the resistivity (Figure
4.18b) over the whole range of temperature, becoming more insulating-like.

Fig 4. 19

Schematic phase diagram in the T-x plane for (a) Ru and (b) Mn doped FeGa3.
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Figure 4.19 shows the schematic phase diagrams of Ru and Mn doped polycrystalline
FeGa3. Ru doping changes the non-magnetic insulating system into a FM-insulator with a very
small percentage of Ru, and the FM-state is enhanced with increased Ru doping from 1-20% and
then suppressed slightly at 25%. The FM-state disappears completely above 25% Ru. On the
other hand, Mn doping changes the system into a PM-insulator with a very small percentage of
Mn doping. Above this concentration the system becomes an AFM-insulator. Previous studies
with Ge [132] show the importance of maintaining Fe-dimers for FM-state.

4.4.

Conclusions
We have provided convincing experimental evidence for the existence of a FM-QCP in

Fe(Ga1-xGex)3. The schematic phase diagram in the T-x (x = Ge%) plane for the Ge-doped single
crystals of FeGa3 shows the system approaching a FM-QCP, which effects a broad range of T
and x. The transition temperatures of the FM-state were extracted by temperature-dependent
magnetic susceptibility, standard Arrot plot technique, and the derivative of the electrical
resistivity. We have clearly demonstrated NFL behavior close to the critical concentration
( xc = 0.052 ± 0.001 ) in resistivity, magnetization, and heat capacity measurements at low
temperature. Furthermore, we have proposed a novel mechanism to understand our observations,
namely, a mixed valance Fe-dimer with an itinerant electron acts as a single spin entity and
produces the FM interactions. This system provides a very clear and interesting example, in
which a NM semiconductor can be turned into a ferromagnet via a FM-QCP by tuning a new
non-thermal control parameter – mixed valance Fe-dimers.
Further studies of the 5% Ge-doped single crystal of FeGa3 show that unexpected FM
quantum critical fluctuations emerge with applied magnetic field. We have shown that an
applied magnetic field induces a transition from a PM state to a FM one through a QCP.
Evidence supporting a FM-QCP was observed in the dc-magnetic susceptibility and electrical
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resistivity data at low temperature, which further suggest that the critical field is
H C = (2.0 ± 0.5) kOe .

Other chemical doping of FeGa3, this time focused on the Fe site, shows interesting
properties such as FM or AFM insulating states. Ru doping changes the system into FMinsulator immediately, and the Curie temperature increases with increasing x up to 20%. At 25%
Ru doping and above, the samples become nonmagnetic, which may correspond with an
elimination of the Fe dimers. In contrast to this, Mn doping shows an unexpected AFMinsulating state above 5%. The magnetic data at higher doping levels suggest the AFM
interaction occurs between isolated Mn ions, suggesting a diminished, if any, role for the Fe
dimers.
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CHAPTER 5
SUPERCONDUCTING AND CRITICAL CURRENT PROPERTIES OF NiBi3

5.1.

Introduction
NiBi3 was found to form a stable superconducting compound in the early 1950’s [140,

141]. This material crystalizes in the orthorhombic CaLiSi2-type structure with adapted space
group Pnma [142]. NiBi3 is a superconducting material with a critical temperature about 4.05 K.
However, only afew reports have been published on the physical properties of this compound
until [141-143].
Recently, NiBi3 has been studied mainly due to the possible coexistence in this material
of both ferromagnetism and superconductivity, which was first reported by Pineiro, et al. [144]
in 2011 (see Figure 5.1a). These results contradicted previous reports suggesting that the
material was non-magnetic. Since then, Jagdish Kumar et al. [145] have done a detailed
analysis, both experimental and theoretical, on the possible ferromagnetism in this compound
(see Figure 5.1b). However, Herrmannsdorfer et al. [146] have shown that this material becomes
ferromagnetic, when the bulk system is composed of crystallites with dimensions at the submicrometer or nanometer level, which is prepared by making use of novel chemical-reaction
paths. They have also shown that the NiBi3 emerges in the ferromagnetically ordered phase and
is stable up to remarkably high magnetic fields (see Figure 5.1c). Xiangde Zhu et al. [147] then
showed that surface induced ferromagnetism existed in single crystal NiBi3. Therefore, it would
be very interesting to study the effects of spin fluctuations on the superconductivity. One
possible way to detect the effect of spin fluctuations on the superconductivity of a material is to
measure its critical current density. In MgCNi3, for example, Young et al. [77] found that the
critical current density did not follow conventional Ginzburg-Landau theory (see Figure 5.2)

103	
  

Fig 5. 1 (a) Magnetic isotherms of polycrystalline NiBi3 by Pineiro et al. [144],
megnetization of polycrystalline NiBi3 as a function of temperature by (b) Kumar et el. [145]
and (c) megnetization of submicrometer- and nanometer-crystlas of NiBi3 as a function of
temperature by Herrmannsdorfer et al. [146].
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An anomalous scaling behavior of the critical current density can be considered as an
intrinsic property of the condensate, which is evident in the London penetration depth ( ! ) and
given by the GL theory: ! 2 =

m
2

2µ 0 " e 2

, where m is the electron mass, e is the electron charge,

µ 0 is the vacuum permeability and ! is the condensate wave function. On the other hand, such
an anomaly in the critical current density could be due to the wave function coupling to another
order parameter, such as ferromagnetic phase. Even though the near ferromagnetic ground state
of MgCNi3 is not well understood, the anomalous behavior in the critical current density
provides strong evidence of unconventional superconductivity. Therefore, our main goal was to
produce high quality NiBi3 microfibers, which provide an ideal geometry for measuring the
critical current density, as well as possess a high normal state resistance. Evidence for spin
fluctuations in these measurements would provide additional support for the coexistence of
superconductivity and ferromagnetism in NiBi3.

Fig 5. 2 Critical current density as a function reduced temeprature near Tc in zero magnetic
field of 80-nm MgCNi3 on C-microfiber [77]. Inset shows the typical I-V characteristics in zero
field.
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5.2.

Synthesis and Characterization
Commercially available carbon microfiber (diameter ~ 7 µm) with a very thin Ni coating

(~ 80 nm), which is deposited via a proprietary chemical vapor deposition process, was used to
make the NiBi3 microfibers. Commercially available Ni micro-wire (diameter ~ 40 µm) was
used to make NiBi3 micro-wire. Carbon fibers and Ni micro-wires were placed in a quartz tube
with high purity bismuth shot. The quartz tube was evacuated and then heat-treated at different
temperatures for different time periods. The best superconducting properties were observed on
fibers heated at 700-800 0C for 5 minutes and wires heated at 700-800 0C for 120 minutes in a
preheated box furnace. Scanning electron micrographs of the reacted microfibers and microwires show an obvious change in the Ni coating/solid-Ni due to the reaction with bismuth vapor,
(Figure 5.3c and Figure 5.4b).
Thin films of NiBi3 of different thicknesses (120-40 nm) were prepared by heating a Ni
thin film on a sapphire substrate with high purity bismuth shot. Ni films on sapphire were made
via e-beam vacuum deposition of an arc-melted Ni button (5N Alfa Aesar). The planer thin films
are particularly important, because they do not involve carbon, which could be a possible
impurity during the microfiber synthesis process.
Electrical resistance at zero-field and with applied field was measured by the standard
four-probe technique: four platinum wires (~ 0.002 inch diameter) were attached using silver
paste, and the measurement was made in a Quantum Design physical property measurement
system (PPMS). The critical current of the NiBi3-coated carbon fibers were measured in a fourprobe geometry using a standard pulsed technique. Currents were driven using pulse durations
of 1-2 µs with a duty cycle of 1/1000, and the resulting voltages were measured via a boxcar
integrator. Care was taken to ensure that the pulse width and duty cycle were low enough to
avoid significant Joule heating at the contacts.
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5.3.

Results and Discussions

Fig 5. 3 (a) Normalized resistivity as a function of temperature (inset shows Tc), (b) Fermi
liquid fit to normalized resistivity and (c) SEM image of NiBi3 microwire.
Figure 5.3 shows the electrical resistivity and SEM image of a NiBi3 micro-wire. The
micro-wire shows a sharp superconducting transition with a small relative width:
onset

and Tc

!Tc
= 0.02
Tc

= 4.3 K , which is slightly higher than that of bulk polycrystalline NiBi3 [144]. A fit
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(! = !

0

+ AT 2 ) to the low temperature resistivity above the transition follows the standard

Fermi-liquid (FL) theory behavior up to a fairly high temperature range with a significantly high
residual resistivity ratio of

!290 K
= 37.2 , which indicates good metallic behavior in the micro!5K

wire. However, it is important to note that the NiBi3 micro-wire has an unreacted solid Ni core
in the middle of the wire, which can be clearly identified in the SEM micrograph in Figure 5.3c.
WDS studies of the micro-wire confirmed the NiBi3 outer layer with the unreacted Ni core. We
attempted much longer reaction times with a large amount of Bi in an effort to completely react
the Ni wire all the way through, but were unsuccessful, which suggests that the diffusion of Bi
vapor is blocked by the outer layer of NiBi3. However, this result provided enough evidence that
NiBi3 can be made by using this novel vapor reaction technique.
Figure 5.4a shows the electrical resistivity of a NiBi3 coated carbon microfiber as a
function of temperature. The data show a sharp superconducting transition with a small relative
width:

!Tc
= 0.047 and Tconset = 4.3 K , which is slightly higher than the onset transition
Tc

temperature of polycrystalline NiBi3 [144], and it is similar to that of the micro-wire. Low
temperature resistivity data agree well with standard FL-theory, and the calculated residual
resistivity ratio for the fiber:

!290 K
= 4.5 , which shows the poor metallic behavior and high
!5K

temperature resistivity variation due to disorder scattering. Figure 5.4b shows a scanning
election microscopy (SEM) image of the NiBi3 thin layer (~ 80 nm) on a C-microfiber, which
shows a factor of 1.5 or more volume enhancement during reaction than the volume of the pure
Ni coating on the carbon microfiber.
Carbon contamination is a possibility with this preparation technique of NiBi3. To
address this issue we have synthesized a thin film of NiBi3 on a sapphire substrate, and a
detailed explanation is given later in the text. Field-dependent resistivity of a NiBi3 coated
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Fig 5. 4 (a) Semi logarithmic plot of resistivity (inset shows the superconducting transition),
(b) SEM image, (c) Field dependent resistivity measurements, (d) Upper critical field as a
function of temperature and (d) Upper critical field as a function of reduced temperature of
NiBi3 coated single carbon microfiber.
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C-microfiber is shown in Figure 5.4c. Magnetic field was applied along the fiber axis for all
measurements. It can be clearly identified that the sharp transition at zero field was shifted
towards the lower temperature with increasing field.
The upper critical field as a function of temperature and reduced temperature are shown
in Figure 5.4 d and e. The upper critical field as a function of reduced temperature shows a very
linear variation. The extrapolated upper critical field for the fiber is Hc2(0) = 0.6 T, which is
slightly higher than that of the polycrystalline data [144] and smaller than the recently reported
values of the nano-structured NiBi3 [146]. This behavior does not agree with enhanced upper
critical field values in reduced dimensions, as observed in other intermetallic superconducting
materials [78, 79, 148]. The reduced upper critical field

comparable to the bulk polycrystalline NiBi3

HC 2
(microfiber) ~ 0.14T/K is
TC

HC 2
(polycrystal) ~ 0.09T/K . The estimated
TC

reduced critical field of the fiber is smaller than that of the high Tc superconducting materials,
and the Chandrasekhar-Clogston or the Pauli limit [149].
0

We have calculated the corresponding coherence length of fiber ! (0) = 81A by using the
Ginzburg-Landau

formula

for

an

isotropic

three-dimensional

superconductor;

02

H c2 = ! 0 2!" 2 (0) , where ! 0 = 2.0678 "10 9 Oe A is a flux quantum [150]. Thus, the film
thickness (~ 80 nm) is much larger than calculated coherence length, which confirms the
superconducting film thickness is essentially infinite in this limit.
Figure 5.5a shows semi logarithmic plots of NiBi3 thin films of 120 nm and 40 nm
thicknesses, which suggests that Tc is not dependent on the film thickness. Figure 5.5b shows the
sharp superconducting transition at 4.4 K with a small relative width of

!TC
= 0.06 , which is
TC

slightly higher than that of polycrystalline NiBi3 and almost the same as the Tc of the microfiber.
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Fig 5. 5 (a) Semi logarithmic plot of resistivity, (b) superconducting transition temperature,
(c) field dependent resistivity measurements, (d) upper critical field as a function of temperature
and (d) upper critical field as a function of reduced temperature of NiBi3 thin film on sapphire
substrate.
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This result suggests there is little to no carbon intercalation in the thin layer of NiBi3 on carbon
microfiber. The superconducting transition is very sharp, and there is no significant effect with
changing film thickness from 40-120 nm. The resistivity is mostly affected by disorder
scattering, and the low temperature data could not be fitted with the standard FL theory.
The residual resistivity ratio of the thin film is about

!290 K
= 17.2 , which suggests the
!5K

film is very crystalline and of good quality. The behavior of Tc is almost independent of the film
thickness of the NiBi3 films, which is a different result than what was observed for other
intermetallic superconducting films, such as MgCNi3 [148].
The field-dependent resistivity is shown in Figure 5.5c. The magnetic field was applied
along the surface of the film during all measurements. It can be clearly identified that the sharp
transition at zero field shifted towards lower temperature with increasing field. The upper
critical field as a function of temperature and reduced temperature are shown in Figure 5.5 d and
e. The extrapolated upper critical field for the thin film Hc2(0) = 0.5 T is almost identical to that
of the bulk polycrystalline data [144] and smaller than the recently reported values for the
nanostructured NiB3 [146]. The reduced upper critical field:

HC 2
(thin film) ~ 0.12 T/K is larger
TC

than that of bulk polycrystalline NiBi3. We have calculated corresponding coherence length of
0

thin thin film ! (0) = 90 A , and thus the film thickness (~ 120 nm) is much larger than calculated
coherence length.
Critical current measurements on NiBi3 coated carbon microfiber are presented in Figure
5.6. Critical current measurements have be done in between the 2-3.8 K temperature range due
to the limitation of PPMS base temperature and the Tc of this compound. Care was taken to
reduce the pulse width and duty cycles to the point where no hysteresis was observed across the
critical current threshold. The dashed line in Figure 5.6 is the Ginzburg-Landau (GL) critical
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Fig 5. 6 (a) Critical current measurement of a NiBi3 coated single C-microfiber as a function
of temperature and (b) as a function of reduced temperature. The doted line in (a) is a fit to GL
theory as described in the text and in (b) is a linear fit.
3/2

2&
#
H c (T )
! %1" T
Current behavior for a homogeneous order parameter; J c =
, where
Tc ('
3 6!" (T ) $

( )

Hc is the thermodynamic critical field and λ is the London penetration depth[151]. The critical
current variation agrees well with the GL theory. The zero temperature critical current density
5
2
was extrapolated to be JC = 5.26 !10 A/cm , which is lower than that of MgCNi3 and MoN

[77, 79]. However, the critical current density data scale very well with the reduced temperature,
which suggests that the low value of zero temperature critical current density is an this intrinsic
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property of this compound. Furthermore, we have calculated the critical current density at zero
temperature by using the value of London penetration depth for the bulk polycrystalline sample:

JC = 87.85 !10 5 A/cm 2 , which is comparable to our extrapolated value. This demonstrates that
there is no evidence for any ferromagnetic spin fluctuations in NiBi3 from the behavior of its
critical current density.
5.4.

Conclusions
We have successfully synthesized NiBi3 in the form of micro-wires, thin films on carbon

microfiber and on sapphire substrates. We have measured the upper critical field and the critical
current density of the microfibers. The superconducting transition temperature is slightly higher
than that of the bulk polycrystalline data. The critical current behavior is well described by
Ginzburg-Landau theory, which gave the GL exponent 3/2. Critical current density at zero
temperature is lower than the reported critical current densities of some other intermetallic
superconducting compounds in the form of microfibers. However, it is comparable with the
calculated critical current density using the London penetration depth from polycrystalline
NiBi3. The critical current behavior alone suggests that there are no ferromagnetic spin
fluctuations in this compound.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
The main idea of this dissertation work is to study electron correlation effects on selected
intermetallic compounds, which is very good ground to study the en correlation effect through
physical properties. During the dissertation work I have studied thermoelectricity, magnetism
and superconductivity on selected intermetallic compounds, such as TGa3 (T = Fe, Ru, Os),
RuIn3 and NiBi3.
We have synthesized and characterized the thermoelectric properties of pure and electron
doped TGa3 (T = Fe, Ru, Os) and RuIn3 compounds. Even small amounts of chemical doping
have a significant effect on the material’s physical properties and generally leads to better
thermoelectric performance. This is especially true in the doped compounds of FeGa3 and RuIn3,
where electron doping resulted in a substantial increase in the material’s power factor. The
highest room-temperature power factor (S2/ ! 290K = (60 and 207) µ W/m ! K 2 ) and figure of
merit (ZT290K = 0.01 and 0.053) were observed in the sample of Fe0.99Co0.01(Ga0.997Ge0.003)3and
Ru0.99Ir0.01In3 respectively.
We have provided convincing experimental details for the existence of FM-QCP of
Fe(Ga1-xGex)3 and FM critical fluctuations on 5% of Ge doped FeGa3. A schematic phase
diagram was developed for the T-x (x = Ge%) and T-H (H is magnetic field) planes of Ge-doped
single crystals of FeGa3. NFL behavior was observed close to the critical concentration:
xC = 0.052 ± 0.001 and critical field ( H C = 2.0 ± 0.5 kOe) in resistivity, magnetization, and heat

capacity measurements at low temperature (< 10K). This is very clear and interesting example,
which demonstrates that the NM semiconductor can be turned in to a ferromagnet through the
FM-QCP by tuning a non-thermal control parameter, in this case x. Furthermore, we have
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proposed a tuning parameter for observed QCP, namely mixed valance Fe-dimers, as a model to
further understand the microscopic mechanism of the FM-QCP in FeGa3 system.
Further investigations of chemical doping effects on the magnetic properties of FeGa3
show interesting FM and AFM behavior. Ru-doped FeGa3 shows an unexpected insulating FMstate, which further supported the mechanism of magnetism as coming from the Fe-dimers in
this system. Interestingly, Mn-doped FeGa3 shows an unexpected insulating AFM-state but
finally suggests that AFM interactions are coming from the Mn ions in the system, which further
suggests that the Fe-dimers in FeGa3 are more favorable to interact FM than AFM.
Possible magnetic fluctuations were studied in NiBi3 through critical current
measurements. Micro-wire (diameter ~ 40 µ m ), NiBi3 coated C-microfibers (~7 mm) and thin
films ( ~ 40 !120 nm ) were prepared by a novel vapor reaction technique, and superconducting
properties were measured for the first time on reduced dimensional forms of this compound.
NiBi3 coated C-microfiber was used to measure the critical current density (Jc) using a standard
pulse technique. The critical current behavior agrees well with standard GL theory and further
suggests that there is not any effect of magnetic fluctuations in the critical current density.
Future work is suggested for FeGa3, NiBi3 and related intermetallic compounds. It is very
interesting to do some further analysis of the magnetic behavior of FeGa3 to better understand
the microscopic mechanism. Even though we assume that there is no anisotropy in the Ge-doped
system, it may be worth studying the anisotropic physical properties, because Ge doping
suggested that the lattice parameter-c is much more sensitive to chemical pressure than lattice
parameter-a. Neutron diffraction and high-pressure studies are imminent, and hopefully will
provide more insight into the important mechanism driving the FM-QCP and the role of Fedimers in this system, which may be beneficial in understanding magnetism in other
intermetallic systems too. Furthermore, studies of Ge-doped FeGa3 in reduced dimensions will
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help us better understand the role of physical pressure, and measurements, such as the
anomalous hall-effect, may prove useful in analyzing the FM state.
Mn doping in FeGa3 should be carefully analyzed, especially in reduced dimensions,
such as in thin films, since such studies may be useful in clearly delineating the ferromagnetic
and anti-ferromagnetic phase separation at intermediate doping levels of Mn. Also, it important
to check the other end member in the series, i.e. full Mn doping (MnGa3), because according to
the literature, such a material does exist as a bulk phase at standard temperatures and pressure
but there are no any reports of structural or physical properties.
Chemical doping studies of NiBi3 will be interesting to further understand the nonmagnetic nature of Ni in this and related compounds. There are a few other analogues of this
system such as NiSb3 and PdBi3. There are no previous reports on these materials. It will be
interesting to further study those analogues which may also possess exciting physical properties.
This dissertation work demonstrates that a careful analysis of physical properties can
indicate new and exciting phases in condensed matter. Often times it is well worth
reinvestigating known systems, as interesting physics may be hiding in a nearby phase space.
The FM-QCP in the FeGa3 system is a perfect example of where this is true.
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