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1 Introduction
The Riemann zeta function ζ(s) is the analytic function of the complex variable s, defined for
Re (s) > 1 by ζ(s) =
∑∞
k=1
1
ks . It extends on the complex plane to a meromorphic function with
only one simple pole at z = 1 with residue 1. Moreover, for n ∈ N
ζ(2n) = 22n−1(pi)2n(−1)n−1β2n
2n!
= (−1)n−1 2
2n−2
1− 4n (pi)
2n E
∗
2n−1
(2n− 1)! , (1)
where (βn)n are the classical Bernoulli numbers and (E
∗
n)n are the first-kind Euler numbers,
see [1, 2]. The alternating zeta function or the Dirichlet eta function is defined by η(s) =∑∞
k=1
(−1)k−1
ks , Re s > 0, see [19] It is known that η(s) = (1 − 21−s)ζ(s). Both of ζ(s) and
η(s) have integral and contour integral representations in terms of the generating function of
Bernoulli and Euler polynomials, see [1]. Using those representations, many identities can be
proved, such as the identities in (1) and the functional equation of the zeta function. In this
paper, we introduce q-analogs of Dirichlet zeta and eta functions. Generally speaking, if fq(z) is
a family of functions defined for 0 < q < 1 (and z in some domain), and if there is a function f(z)
for which limq→1− fq(z) = f(z), then we say that fq is a q-analog of f . Usually there are many
q-analogs of a given function, each one capturing different aspects of the function’s properties.
Indeed there has been many q-analogs of the zeta function; see for example [3–7], and also [8] and
the references therein. In this paper, we propose and study another q-analog of the zeta function
which has special values given in terms of q-Bernoulli and q-Euler numbers introduced in [9] such
that identities similar to (1) hold. Furthermore our q-analog has associations with the so-called
spectral zeta functions. Indeed Riemann’s zeta function can be viewed (up to simple constants)
as the spectral zeta function associated with the zeros of certain Bessel functions with half integer
parameters (see [10] for instance). It is thus natural to explore a q-generalization involving
zeros of q-Bessel functions; this was indeed studied by Kvitsinsky (see [6, 7] for instance). Our
approach is based in part on Kvitsinsky’s studies, but we modify the definition of the resulting
zeta function in such a way as to produce elegant formulas relating our proposed q-analog to
q-Bernoulli numbers. The details are presented in section 4. In this paper, unless otherwise
is stated, q is a positive number less than one. We follow [11] for the basic definitions for
q-functions, like the q-shifted factorial, the q-Gamma function, and Jackson’s q-analogs of the
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Bessel functions. Recall the two q-analogs of the exponential functions are defined by
Eq(z) = (−(1− q)z; q)∞ (z ∈ C) and eq(z) = 1
(z(1− q); q)∞ (|z(1− q)| < 1).
The q-trigonometric functions Sinqz and Cosqz are are defined in terms of Eq(±iz) as in the
classical case, see (4) below, and we shall denote their positive zeros by (ξk)
∞
k=1 and (ηk)
∞
k=1,
respectively. We introduce two q-analogs of the zeta function which we define by
ζq(s) =
∞∑
k=1
Cosqξk
Sin′qξk
1
ξsk
, ζ∗q (s) = −
∞∑
k=1
Sinqηk
Cos′qηk
1
ηsk
, (2)
where Re s > 0. Similarly, we introduce two q-analogs of the Dirichlet eta function by
ηq(s) = −
∞∑
k=1
1
Sin′qξk
1
ξsk
, η∗q (s) =
∞∑
k=1
1
Cos′qηk
1
ηsk
, (3)
where s ∈ C.
We shall show that the values of these functions at even integers are related to the q-Bernoulli
and Euler numbers introduced in [9]. Since the zeros of Sinqz and Cosqz are real and separate
each other, see [17], one can verify that Cosqξk and Sin
′
qξk have the same sign while Sinqηk and
Cos′qηk have opposite signs, which is the reason we have a negative sign in the definitions of
ζ∗q (s) and ηq(s). Also we shall show that the domain of these two q-zeta functions is Re s > 1
and the domain of the two q-eta functions is C and that
lim
q→1−
ζq(s) =
1
pis
ζ(s), lim
q→1−
ζ∗q (s) =
2s − 1
pis
ζ(s),
lim
q→1−
ηq(s) =
1
pis
η(s), lim
q→1−
η∗q (s) =
2s − 1
pis
η(s).
This paper is organized as the following. Section 2 contains some preliminaries on q-analogs
of the exponential, trigonometric, and Bessel functions. In section 3, some asymptotic properties
of those functions are studied with an eye towards applications in later sections. In Section 4,
we recall the definition of spectral zeta functions and study those related to the zeros of the
second q-Bessel functions. We obtain a q-analog of the Rayleigh functions and derive two new
q-analogs of the zeta function. In Section 5 we introduce a q-analog of Hurwitz’s zeta function
and Dirichlet’s eta function by using contour integration for a function of the form zs−2f(z)
where f is either the generating function of the q-Bernoulli polynomials or q-Euler polynomials.
In Section 6, we define another q-analog of Dirichlet’s eta function and prove some identities
relating these q-analogs of the Riemann zeta and Dirichlet eta functions, Lastly, in section 7 we
show that the contour integration approach can also be used to work with the q-analog of the
zeta function.
2 Preliminaries
We follow [9] for the definitions of the exponential functions Eq(z), eq(z) and [11] for the def-
inition of the seond Jackson’s q-Bessel functions. Jackson [12] defined two q-analogs of the
exponential functions by
Sinqz =
Eq(iz)− Eq(−iz)
2i
=
∞∑
k=0
(−1)k q
k(2k+1)
Γq(2k + 2)
z2k+1,
Cosqz =
Eq(iz) + Eq(−iz)
2
=
∞∑
k=0
(−1)k q
k(2k−1)
Γq(2k + 1)
z2k.
(4)
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Ismail [13] proved that the zeros of J
(2)
ν (·; q) are real and simple, and the zeros of x−νJ (2)ν (x; q)
and x−ν−1J (2)ν+1(x; q) are interlacing and simple. Therefore, the zeros of Sinqx and Cosqx are
infinite, real, simple, and interlacing. Their only cluster point is infinity. Kvitsinsky [7] proved
that the positive zeros jk,ν(q
2) of J
(2)
ν (·; q2) have the asymptotic
jk,ν(q
2) ∼ 2q−ν−1−2k as k →∞. (5)
Therefore, the positive zeros ξk of Sinqz have the asymptotics
ξk ∼ Aq−2k, A := q
−3/2
1− q as k →∞, (6)
and the positive zeros ηk of Cosqz have the asymptotics
ηk ∼ Bq−2k, B := q
−1/2
1− q as k →∞, (7)
Similar studies for the asymptotics of the zeros of the second Jackson q-Bessel functions can be
found in [14]. In [9, 15], the authors defined a pair of q-analogs of the Bernoulli polynomials
through the generating functions
teq(tx)
eq(t/2)Eq(t/2)− 1 :=
∞∑
n=0
bn(x; q)
tn
[n]!
,
t Eq(xt)
Eq(t/2)eq(t/2)− 1 :=
∞∑
n=0
Bn(x; q)
tn
[n]!
.
(8)
The q-Bernoulli numbers are defined by
βn(q) := Bn(0; q) = bn(0; q). (9)
They also introduce the following pair of q-analogs of Euler’s polynomials
2eq(xt)
eq(t/2)Eq(t/2) + 1
=
∞∑
n=0
en(x; q)
tn
[n]!
,
2Eq(xt)
eq(t/2)Eq(t/2) + 1
=
∞∑
n=0
En(x; q)
tn
[n]!
.
The q-Euler numbers E˜n of the first kind are defined by E˜n = En(0; q) = en(0; q). A pair of
q-analogs of the Euler’s numbers are defined by
En := 2
nEn(1/2; q), en := 2
nen(1/2; q).
A q-analog of Genocchi numbers is defined through the generating function
2t
eq(t/2)Eq(t/2) + 1
=
∞∑
n=0
Gn(q)
tn
[n]!
.
Simple manipulation shows that Gn(q) = [n]E˜n−1(q),
β0 = 1, β1 = −1/2, β2k+1 = 0, k = 1, 2, . . . ,
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and
E˜0 = 1, E˜1 = −1/2, E˜2k = 0, k = 1, 2, . . . .
It is worth noting that in [16], Cies´lin´ski defines another q-analog of the exponential function
by
εq(z) := eq(z/2)Eq(z/2), z ∈ C, (10)
which already appears in the generating functions of Euler and Bernoulli polynomials and num-
bers.
3 Asymptotic Properties
This section includes asymptotic properties that we shall utilize when studying the convergence
of contour integrals appearing in Sections 5 and 6.
Lemma 3.1. The function
Eq(x)
Sinhq(x)
, x > 0
is a bounded function.
Proof. Write r = x(1− q), then we need to show that
Eq(r)
2Sinhqr
=
(−r, q)∞
(−r; q)∞ − (r; q)∞
is bounded as r → ∞. Write r = q−n+δ with n is a positive integer and 0 ≤ δ < 1. Then we
have
(−q−n+δ; q)∞ = q−(
n+1
2 )+nδ(−q1−δ; q)n(−qδ; q)∞.
Also
(−r; q)∞ − (r; q)∞ =
∞∑
j=0
q(2j+1)(j−n+δ)
(q; q)2j+1
.
If we choose j = bn2 c, we get that the above expression is greater than q
−(n+12 )
(q;q)n+1
q(n+1)δ if n is
even, and greater than q
−(n+12 )
(q;q)n
qnδ if n is odd. Noting that qδ < 1 and (q; q)n > (q; q)n+1 we get
(−r, q)
(−r; q)− (r; q) ≤ q
−δ(q; q)n(−q1−δ; q)n(−qδ; q)∞ ≤ q−δ(−q1−δ; q)∞(−qδ; q)∞,
which is bounded above by q−1(−1; q)2∞ for all n, δ and hence for all r.

Lemma 3.2. Let {ξk}∞k=1 be the positive zeros of Sinqz. Let α and β be real positive numbers
such that α+ β < 2. Then there exists n0 ∈ N such that for all n ≥ n0
q−αξn < qβξn+1. (11)
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Proof. The proof follows from (6) since lim ξn+1ξn = q
−2. Hence if we choose  = 1 − q2−(α+β),
then there exists n0 ∈ N such that
(1− ) < ξn+1
ξn
q2 < (1 + ), for all n ≥ n0, (12)
and (11) follows. 
Lemma 3.3. Let {ηk}∞k=1 be the positive zeros of Cosqz. Let α and β be real positive numbers
such that α+ β < 2. Then there exists n0 ∈ N such that for all n ≥ n0
q−αηn < qβηn+1. (13)
Proof. Since lim ηn+1ηn = q
−2, the proof is similar to the proof of Lemma 3.2 and is omitted. 
Lemma 3.4. Let α, β, and n0 be as in Lemma 3.2. Let A be the constant in (6) and γ is any
positive constant less than α and β. Then for
q−αξn < Rn < qβξn+1, (14)
1
|Sinhqz| = O
((
Aqβ
(1 + qγ)
)n
R−nn
)
, |z| = Rn, n→∞. (15)
Proof. From (6), if
0 < γ < min{α, β}, and  = 1−qγ1+qγ , then there exists m0 ∈ N such that
(1− )Aq−2n < ξn < (1 + )Aq−2n, for all n ≥ m0. (16)
Take k0 = max{n0,m0}. Then
|Sinhqz| = |z|
∣∣∣∣∣
∞∏
k=1
1 +
z2
ξ2k
∣∣∣∣∣
= |z|
n∏
k=1
|1 + z
2
ξ2k
|
∞∏
k=n+1
|1 + z
2
ξ2k
|.
(17)
Now if |z| = Rn, then from (14)∣∣∣∣∣
n∏
k=1
1 +
z2
ξ2k
∣∣∣∣∣ ≥
n∏
k=1
q−2αξn2
ξ2k
− 1 =
n∏
k=1
q−2αξn2
ξ2k
n∏
k=1
1− q
2αξk
2
ξnk
≥
n∏
k=1
q−2αξn2
ξ2k
k0−1∏
k=1
1− q
2αξk
2
ξ2n
n∏
k=k0
(
1− q
2αξk
2
ξ2n
)
.
Since
n∏
k=k0
(
1− q
2αξk
2
ξnk
)
≥
n∏
k=k0
(
1− q2α (1 + )
2
(1− )2 q
4n−4k
)
=
n∏
k=k0
(
1− q2α−2γq4n−4k
)
≥ (q2α−2γ ; q4)∞,
(18)
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k0−1∏
k=1
1− q
2αξk
2
ξ2n
≥ (1− q2α)k0−1, (19)
n∏
k=1
q−2α
ξ2n
ξ2k
≥
n∏
k=k0
q−2α
ξ2n
ξ2k
≥ q−2(α−γ)(n−k0+1)q−2(n−k0)(n−k0+1). (20)
and
∞∏
k=n+1
|1 + z
2
ξ2k
| ≥ (q4+2β−2γ ; q4)∞. (21)
Combining (17), (18) –(21), we obtain
|Sinhqz| ≥ Rn(1− q2α)k0−1q−2(α−γ)(n−k0+1)q−2(n−k0)(n−k0+1)
×(q2β−2γ+4; q2)∞(q2α−2γ ; q4)∞,
where |z| = Rn. Using (14) and (16), we can prove that
qα
A(1− )Rn > q
−2n >
q2−β
A(1 + )
Rn, n ≥ k0. (22)
Consequently, for |z| = Rn,
1
|Sinhqz| ≤ C(α, β, γ,A)
(
Aqβ
1 + qγ
)n
Rk0−nn , n ≥ k0
where
C(α, β, γ,A) = (1− q2α)−k0+1q2(α−γ−k0)(−k0+1)
(
2Aqβ−2
1 + qγ
)α−γ+1(
qα−γ(1 + qγ)
2A
)k0
.

Lemma 3.5. Let α, β, and n0 be as in Lemma 3.3. Let A be the constant in (7) and γ is any
positive constant less than α and β. Then for
q−αηn < Rn < qβηn+1, (23)
1
|Coshqz| = O
((
Bqβ
(1 + qγ)
)n
R−n+1n
)
, |z| = Rn, n→∞. (24)
Proof. The proof is similar to the proof of 3.4 and is omitted. 
From now on, we use the notations
m(f,R) := min{|f(z)|, |z| = R} and M(f,R) := max{|f(z)|, |z| = R}.
Corollary 3.6. Let Rn be as in Lemma 3.4 and 3.5, then for any s ∈ C,
lim
n→∞M
(
zs
Sinhqz
,Rn
)
= 0, lim
n→∞M
(
zs
Coshqz
,Rn
)
= 0.
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Lemma 3.7. Let µ and ν be complex numbers such that ν 6= 0 . Let c and d be positive real
numbers such that c+ d < 1. Let Rn be a sequence of positive numbers satisfying
q−c−n
|ν| < Rn <
qd−n−1
|ν| , and
Mn := M
(
(µ z; q)∞
(νz; q)∞
, Rn
)
.
Then
Mn = O
((
qc+d−1
|µ|
|ν|
)n)
as n→∞.
Proof. We can prove that if |z| = Rn then
|(νz; q)∞| ≥ q−c(n+1)q−n(n+1)/2(qc; q)∞(qd; q)∞,
and
|(µz; q)∞| ≤
( |µ|
|ν|
)n+1
q(d−1)(n+1)q−n(n+1)/2(−|µ||ν|q
d; q)∞(−|ν||µ|q
1−d; q)∞.
Therefore,
Mn =
∣∣∣∣(µ z; q)∞(νz; q)∞
∣∣∣∣ ≤ qc+d−1(qc+d−1 |µ||ν|
)n (− |µ||ν|qd; q)∞(− |ν||µ|q1−d; q)∞
(qc; q)∞(qd; q)∞
.

Lemma 3.8. Let α and β be positive numbers satisfying α + β < 2, and An be the annulus
defined for n ∈ N
An := {z ∈ C : q−αξn < |z| < qβξn+1}.
Then, there exist positive constants c and d, c+ d < 1, an integer k0, a positive integer N0 such
that the annulus
B2n+2k0 :=
{
z ∈ C : q
−c−2n−2k0
|ν| < |z| <
qd−2n−2k0−1
|ν|
}
has a non empty intersection with An for all n ≥ N0.
Proof. From (6), ξn ∼ Aq−2n as (n→∞). Consequently, for  < qα+β−2−1qα+β−2+1 , there exists N0 ∈ N
such that
q−2nA(1− ) < ξn < q−2nA(1 + ) (n ≥ N0). (25)
Let c > 0 and k0 ∈ Z be chosen such that
log(q−αA|ν|(1 + ))
log 1/q
< c+ 2k0 <
log(qβ−2A|ν|(1− ))
log 1/q
.
Therefore,
q−αA(1 + ) <
q−c−2k0
|ν| ≤ q
β−2A(1− ).
Consequently from (25)
q−αξn < q−2n−αA(1 + ) <
q−c−2n−2k0
|ν| ≤ q
−2n+β−2A(1− ) < qβξn+1
for all n ≥ N0. Thus An ∩ B2n+2k0 6= ∅. 
8 A.M. El-Guindy and Z.S.I. Mansour
Corollary 3.9. Let the constants α, β, c, and d, k0 and N0 be as in Lemma 3.8. Then for
z ∈ An ∩ B2n+2k0 if Rn := |z|, then
lim
n→∞RnM
(
zs−1
eq(νz)Eq(z)
Sinhqz
)
= 0.
Clearly, the intersection of the two annuli described in the last corollary does not contain any
poles for f(z).
Lemma 3.10. Let α and β be positive numbers satisfying α + β < 2, and for n ∈ N let An be
the annulus defined by
An := {z ∈ C : q−αηn < |z| < qβηn+1}.
Then, there exist positive constants c and d, c+ d < 1, an integer k0, a positive integer N0 such
that the annulus
B2n+2k0 :=
{
z ∈ C : q
−c−2n−2k0
|ν| < |z| <
qd−2n−2k0−1
|ν|
}
has a non empty intersection with An for all n ≥ N0.
Corollary 3.11. Let the constants α, β, c, and d, k0 and N0 be as in Lemma 3.10. Then for
z ∈ An ∩ B2n+2k0 if Rn := |z|, then
lim
n→∞RnM
(
zs−1
eq(νz)Eq(z)
Sinhqz
)
= 0.
Lemma 3.12. Let  be a positive number less than 1−q
2
1+q2
, and let C = 1+1− . Then
1∣∣Sin′qξn∣∣ = O
(
C2nq2n(n−1)
)
, (26)
1∣∣Cos′qηn∣∣ = O
(
C2n
ηn
q2n(n−1)
)
. (27)
as n→∞.
Proof. We prove (26) and the proof of (27) is similar and is omitted. Let 0 <  < 1−q
2
1+q2
. From
(6), there exists m0 ∈ N such that
(1− )Aq−2n < ξn < (1 + )Aq−2n, for all n ≥ m0. (28)
Let C = 1+1− . Then 1 < C < q
−2. Since
Sinqz
1− z2
ξ2n
= z
n−1∏
k=1
(
1− z
2
ξ2k
) ∞∏
k=n+1
(
1− z
2
ξ2k
)
.
Taking the limit as z → ξn, we obtain
Sin′q(ξn) = −2
n−1∏
k=1
(
1− ξ
2
n
ξ2k
) ∞∏
k=n+1
(
1− ξ
2
n
ξ2k
)
.
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Set
K(,m0) := A
2m0+2(1 + )2m0
q−2m0(m0−1)∏m0−1
k=1 ξ
2
k
.
Using (28) we can prove that
∣∣∣∣∣
n−1∏
k=1
1− ξ
2
n
ξ2k
∣∣∣∣∣ =
n−1∏
k=1
ξ2n
ξ2k
n−1∏
k=1
(1− ξ
2
k
ξ2n
) =
∏n−1
k=1 ξ
2
n∏m0−1
k=1 ξ
2
k
∏n−1
k=m0
ξ2k
m0−1∏
k=1
(1− ξ
2
k
ξ2n
)
n−1∏
k=m0
(1− ξ
2
k
ξ2n
)
≥ K(,m0)(1− 
1 + 
)2nq−2n(n−1)(1− 1
ξ2n
)m0−1
n−1∏
k=m0
(1− ξ
2
k
ξ2n
)
≥ K(,m0)(1− 
1 + 
)2nq−2n(n−1)(1− 1
ξ2n
)m0−1
((
1 + 
1− 
)2
q4; q4
)
∞
.
Consequently,∣∣∣∣∣
n−1∏
k=1
1− ξ
2
n
ξ2k
∣∣∣∣∣ ≥ K(,m0)C−2nq−2n(n−1)(1− 1ξ2n )m0−1 (C2q4; q4)∞ . (29)
Also
∞∏
k=n+1
1− ξ
2
n
ξ2k
≥ (C2q4; q4)∞ . (30)
Combining (29) and (30), we obtain the required result. 
Corollary 3.13. For any s ∈ C and for any a > 0 , the series
∞∑
k=0
ξs−1k
Eq(±iξk)
Eq(±2aiξk)Sin′qξk
(31)
is absolutely convergent.
Proof. The proof is a direct consequence of Lemmas 3.1 and 3.12 and is omitted. 
Lemma 3.14. The sequences
(
q2n
Cosqξn
Sin′qξn
)∞
n=1
and
(
q2n
Sinqηn
Cos′qηn
)∞
n=1
are bounded.
Proof. We prove the lemma for
(
q2n
Cosqξn
Sin′qξn
)∞
n=1
. The proof of the boundedness of
(
q2n
Sinqηn
Cos′qηn
)∞
n=1
is similar and is omitted. Since, DqSinqx = Cosqqx, then we can prove that
Cosqξk =
q
(1− q)ξk Sinqq
−1ξk =
q
1− q
∞∏
j=1
(
1− q
−2ξ2k
ξ2j
)
.
Let 0 <  < 1−q
2
1+q2
, and C = 1+1− . Then from (6), there exists k0 ∈ N such that
k ≥ k0 → (1− )Aq−2k < ξk < (1 + )Aq−2k.
Consequently,
Cosqξn =
q
1− q
n∏
k=1
(
1− q
−2ξ2n
ξ2k
) ∞∏
k=n+1
(
1− q
−2ξ2n
ξ2k
)
.
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But
n∏
k=1
(
1− q
−2ξ2n
ξ2k
)
=
q−2nξ2nn∏n
k=1 ξ
2
k
k0−1∏
k=1
(
1− q
2ξ2k
ξ2n
) n∏
k=k0
(
1− q
2ξ2k
ξ2n
)
= O(q−2n
ξ2nn∏n
k=k0
ξ2k
).
.
Hence,
Cosqξn = O(C
−2nq−2n
2+2n) as n→∞,
therefore from Lemma 3.12, we get∣∣∣∣CosqξnSin′qξn
∣∣∣∣ = O(q−2n)
for sufficiently large n. Consequently,
(
q2n
Cosqξn
Sin′qξn
)
n∈N
is a bounded sequence.

A direct consequence of Lemma 3.14 is the following corollary.
Corollary 3.15. The series
∑∞
n=1
1
ξsn
Cosξn
Sin′qξn
and
∑∞
n=1
1
ηsn
Sinηn
Cos′qηn
are absolutely convergent for
Re s > 1.
Lemma 3.16. For a > 0 and s ∈ C, the series
∞∑
k=0
(−1)kqk(k+1)/2
(
q−k
a(1− q)
)s−1 Eq (− q−k2a(1−q))
Sinhq(
q−k
2a(1−q))
(32)
is absolutely convergent.
Proof. Using the identity,
(cq−n; q)n = (q/c; q)n
(
− c
q
)n
q−(
n
2), for c 6= 0, n ∈ N,
we obtain
Eq(± q
−k
2a(1− q)) =
(
∓q
−k
2a
; q
)
∞
=
(
± 1
2aq
)k
q−(
k
2) (∓2aq; q)k (∓1/2a; q)∞.
Therefore, there exists M > 0 such that∣∣∣∣∣∣
Eq
(
− q−k2a(1−q)
)
Sinhq(
q−k
2a(1−q))
∣∣∣∣∣∣ ≤M, for all k ∈ N.
This is a sufficient condition for the series (32) to be absolutely convergent.

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4 q-analogs of Riemann’s zeta function
In this section, we show that the two q-analogs of the zeta function defined in (2) satisfy the
identities
ζq(2n) = (−1)n−122n−1β2n(q)
[2n]!
, ζ∗q (2n) = (−1)n22n−2
E˜2n−1(q)
[2n− 1]! . (33)
One of the approaches to investigate these identities is the relation
Jν+1(z)
Jν(z)
= 2
∞∑
n=1
σ2n(ν)z
2n−1, (34)
which is proved by Kishore [10]. Here, σ2n(ν) is the Rayleigh function defined by
σ2n(ν) =
∞∑
m=1
(jν,m)
−2n, ν > −1, (35)
where n is a fixed positive integer and (jν,m)
∞
m=1 is the set of positive zeros of Jν(z). Clearly,
σ2n(1/2) is the zeta function at even integers.
A q-analog of the Rayleigh functions is defined in [6] by
J
(2)
ν+1(z; q
2)
J
(2)
ν (z; q2)
= 2
∞∑
k=0
σ2n(ν; q
2)z2n−1. (36)
Theorem 4.1. The Rayleigh function of even orders associated with the zeros of the second
Jackson q-Bessel function is given by
σ
(2)
2n (ν; q
2) = −
∞∑
k=1
J
(2)
ν+1(jk,ν(q
2); q2)
J
(2)
ν
′
(jk,ν(q2); q2)
(jk,ν(q
2))−2n (ν > −1). (37)
Proof. Ismail [17] proved that the q-Lommel polynomials hν(x; q) associated with the second
Jackson q-Bessel function are orthogonal with respect to a discrete measure dαν(x; q) with jump
dαν(x; q) =
(1− qν)Ak(ν)
j2k,ν−1(q)
at x = ± 1
jk,ν−1(q)
.
Moreover,
∞∑
k=0
Ak(ν + 1)
z
j2k,ν(q)− z2
=
J
(2)
ν+1(z; q)
J
(2)
ν (z; q)
. (38)
Hence if we assume that |z| < j1,ν , then expanding 1−z2/j2k,ν(q) and equating the coefficients
of the power of z yields
σ
(2)
2n (ν; q) =
∞∑
k=1
Ak(ν + 1)
j2nk,ν(q)
.
Also, we can prove by multiplying (38) by z−jm,ν(q) and then calculating the limit as z → jm,ν(q)
that
Ak(ν) =
J
(2)
ν (jk,ν−1; q)
J
′(2)
ν−1(jk,ν−1; q)
, σ
(2)
2n (ν; q) = −
∞∑
k=1
1
j2nk,ν(q)
J
(2)
ν+1(jk,ν ; q)
J
′(2)
ν (jk,ν ; q)
.
This proves (37) and completes the proof. 
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Another proof of Theorem 4.1 follows from the identity
J
(2)
ν+1(x; q
2)
J
(2)
ν (x; q2)
=
∞∑
n=1
hn,ν(q
2)x2n−1, (39)
where
hn,ν(q
2) =
∞∑
k=1
−2J
(2)
ν+1(jk,ν(q
2); q2)
J
(2)
ν
′
(jk,ν(q2); q2)
(jk,ν(q
2))−2n,
and jk,ν(q
2) are the positive zeros of J
(2)
ν (x; q2). This yields the current theorem at once. But
it is worth mentioning that the proof of the identity (39) is in [18] and based on a conjecture
that {J (2)ν (qjn,νx; q2)}∞n=1 form a Riesz bases.
Proposition 4.2. For n ∈ N
σ
(2)
2n (1/2; q
2) = q−12−2n+2(1− q)−2n+1
∞∑
k=1
Cosq ξk
Sin′q(ξk)
1
ζ2nk
,
σ
(2)
2n (−1/2; q2) = −2−2n+2(1− q)−2n+1
∞∑
k=1
Sinq ηk
Cos′q(ηk)
1
η2nk
.
Proof. Using the identities,
J
(2)
1/2(x; q
2) =
1
Γq2(1/2)
(
2
x(1− q2))
1/2Sinq(
x
2(1− q)),
J
(2)
3/2(x; q
2) =
q−1
Γq2(1/2)
(
2
x(1− q2))
1/2
[
2(1− q)
x
Sinq(
x
2(1− q))− Cosq(
x
2(1− q)
]
,
(40)
we can prove that
J
(2)
3/2(jk,1/2; q
2)
J
(2)
1/2
′
(jk,1/2; q2)
= −2q−1(1− q) Cosq ξk
Sin′q(ξk)
, (41)
where we used that if jk,1/2 is the kth positive zero of J1/2(z; q
2), then ξk =
jk,1/2(1−q)
2 . Con-
sequently the result follows by substituting (41) into (37). Similarly, we can prove the second
identity for σ2n(−1/2).

Proposition 4.3. For |x| < 2ξ1.
x
1− q
Coshq
x
2(1−q)
Sinhq
x
2(1−q)
= 2− q
1− q
∞∑
n=1
(−1)nx2nσ(2)2n (1/2; q), (42)
Tanq
x
2(1− q) =
∞∑
n=1
σ
(2)
2n (−1/2; q)(q2)x2n−1. (43)
Proof. Set ν = 1/2 in (36) gives
J
(2)
3/2(ix; q
2)
J
(2)
1/2(ix; q
2)
=
∞∑
n=1
σ
(2)
2n (1/2; q)(ix)
2n−1. (44)
Then (42) follows by substituting with (40) onto the left hand side of (44). 
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The following result gives a q-analog of the known identities
σ2n(1/2) = (−1)n−1 2
2n−1
[2n]
β2n, σ2n(−1/2) = (−1)n 2
2n−2
2n!
G2n, (45)
where βn, and Gn are the classical Bernoulli and Genocchi numbers, see [10].
Proposition 4.4. For n ∈ N,
σ
(2)
2n (1/2; q
2) = 2(−1)n−1q−1(1− q)−2n+1β2n(q)
[2n]!
, (46)
σ
(2)
2n (−1/2; q2) = (−1)n(1− q)−2n+1
G2n(q)
[2n]!
. (47)
Proof. Using the identity, see [9],
x
Coshqx/2
Sinhqx/2
= 2
∞∑
n=0
β2n(q)
(x)2n
[2n]!
, |x| < 2ξ1, (48)
and (42), we conclude that
2
∞∑
n=0
β2n(q)
(x)2n
(q; q)2n
= 2− q
1− q
∞∑
n=1
(−1)nx2nσ(2)2n (1/2; q), |x| < 2ξ1. (49)
Then equating the coefficients of x2n in the two sides of (49) yields the result.
The proof of (47) follows from the identity, see [9],
Tanq
(
x
2(1− q)
)
=
∞∑
n=1
(−1)n22n−1E˜2n−1(q) x
2n−1
(q; q)2n−1
,
and the fact that Gn(q) = [n]E˜n−1(q).

Corollary 4.5. For n ∈ N,
ζq(2n) = (−1)n−122n−1β2n(q)
[2n]!
,
ζ∗q (2n) = (−1)n22n−1
E˜2n−1(q)
[2n− 1]! .
(50)
Proof. The proof follows directly from Propositions 4.2, 4.4. 
5 A q-Dirichlet eta function associated with a q-analog for the
Bernoulli polynomials
In this section, we use contour integration and the generating function for the Bernoulli poly-
nomials to define a q-analog of the Dirichlet eta function.
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Definition 5.1. For a > 0 and s ∈ C, let Hq(s, a) be the function defined by
Hq(s, a) =
1
2pi i
∫
Γ
zs−1
eq(az)
εq(z)− 1 dz, (51)
where εq(z) is the function defined in (10) and the contour Γ is a loop around the negative real
axis, as shown in Figure 1. The loop is composed of three parts C1, C2, C3. The negatively
oriented circle C2 is of radius c < min{2ξ1, 1a(1−q)} and centered at the origin, and C1, C3 are
the lower and upper edges of a cut in the z-plane along the negative real axis, traversed as shown
in Figure 1.
Figure 1. The contour Γ
Theorem 5.2. For a > 0, the function Hq(s, a) is an entire function of s. Moreover, for
σ := Re s > 1,
Hq(s, a) =
sinpis
pi
∫ ∞
0
rs−1
eq(−ar)
1− εq(−r) dr, (52)
and for n ∈ Z
Hq(n, a) =
1
2pii
∫
C2
zn−1
eq(az)
εq(z)− 1 dz. (53)
Proof. We consider an arbitrary compact disk |s| ≤ M and prove that the integrals along C1
and C3 converge uniformly on every such disk. This approach will prove that Hq(s, a) is an
entire function since the integrand is an entire function of s.
Along C1, we have for r ≥ 1
|zs−1| = |(reipi)s−1| = rσ−1e−piτ ≤ rM−1epiM ,
on C3,
|zs−1| = |rs−1e−pi i(s−1)| = rσ−1epiτ ≤ rM−1epiM .
Hence on either C1 or C3 we have for r ≥ 1∣∣∣∣zs−1 eq(az)εq(z)− 1
∣∣∣∣ ≤ rM−1epiM eq(−ar)1− εq(−r) .
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We study the convergence of the limit
lim
u→∞
∫ u
1
rM−1epiM
eq(−ar)
1− εq(−r) dr = limu→∞
∫ u
1
rM−1epiM
1
Eq(ar)
Eq(r/2)
2 Sinhqr/2
dr.
Since the function Eq(r/2)/Sinhqr/2 is a bounded function, see Lemma 3.1. Moreover, since,
for any M > 0 and a > 0, the integral
∫∞
1
rM−1
Eq(ar)
dr < ∞, then the integrals along C1 and C3
converges uniformly on any compact disk |s| ≤M and hence Hq(s, a) is an entire function of s.
To prove (52), note that∫
C1
zs−1eq(az)
εq(z)− 1 dz = −e
ipi(s−1)
∫ ∞
c
rs−1
eq(−ar)
1− εq(−r) dr,
∫
C3
zs−1eq(−az)
εq(z)− 1 dz = e
−ipi (s−1)
∫ ∞
c
rs−1
eq(−ar)
1− εq(−r) dr,
and
∫
C2
zs−1eq(az)
εq(z)− 1 dz = −2pi iRes(g, 0) = 0, if,Re s > 1,
where g(z) =
eq(az)
εq(z)− 1. Thus for Re s > 1,
Hq(s, a) =
sinpi s
pi
∫ ∞
c
rs−1
eq(−ar)
1− εq(−r) dr, c < 2ξ1.
Hence, taking the limit as c→ 0 , we obtain
Hq(s, a) =
sinpis
pi
∫ ∞
0
rs−1
eq(−ar)
1− εq(−r) dr, Re s > 1.
If s = n is an integer, n ∈ N, then the integrals on C1 and C3 cancel each other and (53)
follows. This completes the proof of the theorem. 
Proposition 5.3. For n ∈ Z
Hq(n, a) =

0, n ≥ 2,
−1, n = 1,
− b−n+1(a;q)[−n+1]! , n = 0,−1,−2, . . . .
Proof. If n ∈ N, n > 1, the integrand is an analytic function and the integral in (53) is equal
to zero. If n = 1, Hq(1, a) = −Res(g(z))(0) = −1. If n = −m+ 1, m = 1, 2, . . ., then from (8)
Hq(−m+ 1, a) = − 1
m!
(zg(z))(m)(0) = −bm(a; q)
[m]!
.

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Figure 2. The contour Γn
Now if we integrate the function f(z) = zs−1g(z), g(z) = eq(az)εq(z)−1 on the contour Γn, see
Figure 2, where the radius Rn of the outer circle CRn is chosen as in Corollary 3.9. Then, the
integral on the outer circle of Γn vanishes as n→∞. Consequently,
lim
n→∞
∫
Γn
f(z) dz =
∫
Γ
f(z) dz.
But from the Cauchy integral formula,∫
Γn
f(z)dz = 2pi i
∑
Res(f, zk), (54)
where {zk} are the poles of f that lie inside Γn. This leads to the following theorem.
Theorem 5.4. For a > 0 and s ∈ C,
Hq(s, a) =
1
2pi i
∫
Γ
f(z) dz = 2s−1
∞∑
k=1
(±iξk)s−1eq(±2iaξk)Cosqξk
Sin′qξk
− 1
2(q; q)∞
∞∑
k=0
(−1)kqk(k+1)/2
(
q−k
a(1− q)
)s Eq (− q−k2a(1−q))
Sinhq(
q−k
2a(1−q))
.
Proof. The proof follows from the Cauchy’s Residue Theorem by noting that the function f has
simple poles at z = ±2iξk where (ξk)∞k=1 is the sequence of the positive zeros of Sinq z arranged
in increasing order of magnitude, and at the sequence { q−ka(1−q) , k ∈ N0}. 
Obviously, the value of the integral
∫
Γ f(z)dz is independent of c, the radius of the circle C2,
as long as c < 2ξ1.
We define a q-analog of the Dirichlet series
F (s, a) =
∞∑
k=1
e2pi ia k
ks
, Re s > 0,
by
Fq(s, a) :=
∞∑
k=1
eq(2iaξk)
ξsk
Cosqξk
Sin′qξk
, s ∈ C. (55)
One can verify that limq→1− Fq(s, a) = 1pisF (s, a), and
Fq(s, q
ma) =
m∑
j=0
[
m
j
]
q
q(
j
2)(−2ia)jFq(s− j, a), m ∈ N.
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Proposition 5.5. For s ∈ C and a > 0,
Hq(1− s, a) = (2i)s−1Fq(s, a) + (−2i)s−1Fq(s,−a)−Rq(s, a),
where Fq(s, a) is the q-analog of the Dirichlet series defined in (55) and
Rq(s, a) :=
1
2(q; q)∞
∞∑
k=0
(−1)kqk(k+1)/2
(
q−k
a(1− q)
)−s Eq (− q−k2a(1−q))
Sinhq(
q−k
2a(1−q))
. (56)
A simple manipulation gives
Rq(s, a) + (−1)sRq(s,−a) = − 1
(q; q)∞
∞∑
k=0
(−1)kqk(k+1)/2
(
q−k
a(1− q)
)−s
.
Proposition 5.6. For s ∈ C, a > 0
Hq(s, a) = 2
s sin
pi
2
s
∞∑
k=1
ξs−1k
(−4a2(1− q)2ξ2k; q2)∞
Cosq(2aξk)Cosqξk
Sin′qξk
+2s cos
pi
2
s
∞∑
k=1
ξs−1k
(−4a2(1− q)2ξ2k; q2)∞
Sinq(2aξk)Cosqξk
Sin′qξk
−Rq(1− s, a).
Proof. The proof follows from Theorem 5.4 by calculating the real and imaginary part of the
series
∞∑
k=1
(±iξk)s−1eq(±2iaξk)Cosqξk
Sin′qξk
,
and noting that the imaginary part vanishes. 
Proposition 5.7. For a > 0 and n ∈ N
bn+1(a; q)
[n+ 1]!
= 2−n sin
npi
2
∞∑
k=1
ξ−n−1k
(−4a2(1− q)2ξ2k; q2)∞
Cosq2aξkCosqξk
Sin′qξk
− 2−n cos npi
2
∞∑
k=1
ξ−n−1k
(−4a2(1− q)2ξ2k; q2)∞
Sinq2aξkCosqξk
Sin′qξk
+
1
2(q; q)∞
∞∑
k=0
(−1)kqk(k−1)/2
(
q−k
a(1− q)
)−n−1 Eq (− q−k2a(1−q))
Sinhq(
q−k
2a(1−q))
.
(57)
Proof. The proof is a direct consequence of propositions 5.3 and 5.6 and is omitted.

Proposition 5.8. For a > 0 and n ∈ N
b2n+1(a; q)
[2n+ 1]!
= 2−2n(−1)n+1
∞∑
k=1
ξ−2n−1k
(−4a2(1− q)2ξ2k; q2)∞
Sinq2aξkCosqξk
Sin′qξk
+
1
2(q; q)∞
∞∑
k=0
(−1)kqk(k−1)/2
(
q−k
a(1− q)
)−2n−1 Eq (− q−k2a(1−q))
Sinhq(
q−k
2a(1−q))
.
(58)
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Proposition 5.9. For a > 0 and n ∈ N
b2n(a; q)
[2n]!
= (−1)n+12−2n+1
∞∑
k=1
ξ−2nk
(−4a2(1− q)2ξ2k; q2)∞
Cosq2aξkCosqξk
Sin′qξk
+
1
2(q; q)∞
∞∑
k=0
(−1)kqk(k−1)/2
(
q−k
a(1− q)
)−2n Eq (− q−k2a(1−q))
Sinhq(
q−k
2a(1−q))
.
(59)
Proposition 5.10. For n ∈ N,
bn+1(1/2; q)
[n+ 1]!
= 2−n sin
pi n
2
∞∑
k=1
(ξk)
−n−1 1
Sin′qξk
. (60)
Hence, b2n+1(1/2; q) = 0 and
b2n(1/2; q)
[2n]!
= 2−2n+1(−1)n+1
∞∑
k=1
1
ξ2nk
1
Sin′qξk
.
In particular if a = 1/2, we obtain
∞∑
k=1
1
Sin′qξk
= −1
2
.
Definition 5.11. We define a q-analog of the Hurwitz zeta function by
ζq(s, a) := Γq(1− s)Hq(s, a), s ∈ C, a > 0. (61)
Theorem 5.12. The function ζq(s, a) is analytic for all s except for a simple pole at s = 1 with
residue − 1−qlog q .
Proof. SinceHq(s, a) is entire, the only possible singularities of ζq(s, a) are the poles of Γq(1−s),
that is, the points s = 1, 2, 3, . . .. But Theorem 5.2 shows that ζq(s, a) is analytic at s = 2, 3, . . .,
so s = 1 is the only possible pole of ζq(s, a). From Corollary 5.3, the residue of the pole at s = 1
is equal to
lim
s→1
(s− 1)Γq(1− s)Hq(s, a) = − lim
s→1
(s− 1)Γq(1− s) = −1− q
log q
.

Definition 5.13. We define a q-analog of the Dirichlet eta function by
ηq(s) = −
∞∑
k=1
1
ξsk
1
Sin′qξk
=
∞∑
k=1
1
ξsk
(−1)k−1
|Sin′qξk|
, s ∈ C. (62)
Proposition 5.14. For s ∈ C
ζq(1− s, 1/2) = −21−s cos pi
2
sΓq(s)ηq(s). (63)
Proof. The proof follows from (61) and by setting a = 1/2 in Proposition 5.6. 
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Proposition 5.15.
ηq(2n) = 2
2n−1(−1)n b2n(1/2; q)
[2n]!
, n ∈ N0, (64)
ηq(−2n) = 0, n ∈ N. (65)
Proof. The proof of (64) follows from Proposition 5.9 by the substitution a = 1/2. To prove
(65), note that from (63) and (61),
Hq(s, 1/2) = −2s sin spi
2
ηq(1− s).
Consequently, from Corollary 3.11,
Hq(2n+ 1) = −22n+1(−1)nηq(−2n) = 0, n ∈ N.

Remark 5.16. Ismail and Mansour in [9] proved that
β1(q) = −1
2
, β2(q) =
q
22
(−q; q) 1
[3]
,
β4(q) = −q
4
24
(−q; q)2 [2]
[3][5]
, β6(q) =
q7
26
(−q; q)3 [4]
[3][7]
.
(66)
In addition to the fact that β2k+1(q) = 0 for k ∈ N. They also proved that
bn(x; q) =
n∑
k=0
[
n
k
]
q
βn−k(q)xk. (67)
In fact, one can verify that
b0(1/2; q) = 1, b2(1/2; q) = − q
3
4[3]
,
b4(1/2; q) =
q4
24[3][5]
(−[2][4] + [3][5]) > 0,
b6(1/2; q) =
q7
26[3][7]
[
(−q; q)3[4]− (1 + q2 + q3)[3][7]
]
< 0.
Consequently, ηq(2) =
q3
2[3]! > 0,
ηq(4) =
q4
26[3]([5]!)
([2][4] + [3][5]) > 0,
and
ηq(6) =
q7
2[3] ([7]!)
[−(−q; q)3[4] + (1 + q2 + q3)[3][7]] > 0.
Also, The identity in (64) may look unexpected to the reader, since in the classical case we have
the Bernoulli numbers on the right-hand side of (64). However, our result is not far-removed
from that because in the classical case there is a relation between the Bernoulli polynomials at
1/2 and the Bernoulli numbers given by
Bn(1/2) = (2
−n+1 − 1)βn, n ∈ N,
see [1].
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6 A q-Dirichlet eta functions associated with a q-analog of the
Euler polynomials
In this section, we use the generating function of the q-Euler polynomials
Fq(z, a) :=
2eq(az)
εq(z) + 1
=
∞∑
n=0
en(a; q)
[n]!
zn,
and contour integration to derive another q-analog of the Dirichlet eta function, We consider
the function defined by the contour integral
Iq(s, a) =
1
2pi i
∫
Γ
zs−1Fq(z, a) dz, (68)
where Γ is a contour similar to the contour in Figure 1 but the radius of the circle C2 is less
than min{2η1, 1a(1−q)}, where η1 is the smallest positive zeros of Cosqz. Similar to Theorem 5.2,
we can prove the following theorem.
Theorem 6.1. The function Iq(s, a) is an entire function and for Re(s) > 0, we have
Iq(s, a) =
2 sinpi (s− 1)
pi
∫ ∞
0
rs−1
eq(−ar)
εq(−r) + 1 dr, Re s > 0. (69)
Moreover,
Iq(s, a) = 2
s+1 sin
pi
2
s
∞∑
k=1
ηs−1k
Cosq(2aηk)Sinqηk
(−4a2(1− q)2η2k; q2)∞Cos′qηk
+ 2s+1 cos
pi
2
s
∞∑
k=1
ηs−1k
Sinq(2aηk)Sinqηk
(−4a2(1− q)2η2k; q2)∞Cos′qηk
− 1
(q; q)∞
∞∑
k=0
(−1)kqk(k+1)/2
(
q−k
a(1− q)
)s Eq (− q−k2a(1−q))
Coshq(
q−k
2a(1−q))
.
(70)
If s = n, n is an integer, the integrals on the lines C1 and C3 cancel each other and
Iq(n, a) =
1
2pi i
∫
C2
zn−1Fq(a, z) dz =

0, n = 1, 2, . . . ,
−1, n = 0,
− e−n(a;q)[−n]! , n = −1,−2, . . . .
(71)
If we set a = 1/2 and replace s by 1− s in (70), we obtain
Iq(1− s, 1/2) = 22−s cos pi
2
(1− s)
∞∑
k=1
1
ηsk
1
Cos′qηk
. (72)
Definition 6.2. We define a q-analog of the alternating zeta function or Dirichlet eta function
by
η∗q (s) = −
∞∑
k=1
1
ηsk
1
Cos′qηk
=
∞∑
k=1
(−1)k−1
ηsk
1
|Cos′qηk|
, s ∈ C.
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From (71), we obtain
en−1(1/2; q)
[n− 1]! = 2
2−n cosq
(n− 1)pi
2
η∗q (n).
In particular,
η∗q (2n+ 1) = 2
2n+1(−1)n e2n(1/2; q)
[2n]!
, n ∈ N0. (73)
From (72)
Iq(1− s, 1/2) = 22−s cos
(
(1− s)pi
2
)
η∗q (s). (74)
Therefore, substituting with s = −2n+ 1, n ∈ N, in (71), we obtain
η∗q (−2n+ 1) = 0, n ∈ N.
Theorem 6.3. For Re s > 1
ζq(s) =
∞∑
j=0
(−1)j+1
[2j]!
qj(2j−1)ηq(s− 2j), (75)
ζ∗q (s) =
1
2
∞∑
j=0
(−1)j
[2j + 1]!
qj(2j+1)η∗q (s− 2j − 1). (76)
In particular, if s = 2n, then
ζq(2n) =
n∑
j=0
(−1)j+1
[2j]!
qj(2j−1)ηq(2n− 2j), (77)
ζ∗q (2n) =
1
2
n−1∑
j=0
(−1)j
[2j + 1]!
qj(2j+1)η∗q (2n− 2j − 1). (78)
Proof. Substituting with the series expansion of Cosqξk in (4), this gives
ζq(s) = −
∞∑
k=1
1
ξsk
1
Sin′q(ξk)
∞∑
j=0
(−1)j q
j(2j−1)
[2j]!
ξ2jk .
Then changing the order of summation and noting that
ηq(s− 2j) =
∞∑
k=1
1
ξs−2jk
1
Sin′qξk
,
yields (75). The proof of (76) is similar and is omitted. The proof of (77) and (78) follows
from the fact ηq vanishes at the negative even integers and η
∗
q vanishes at the negative odd
integers. 
Theorem 6.4. For n ∈ N
ηq(2n) =
(−1)n+1
2[2n− 1]! +
n∑
k=0
(−1)k+1
[2k]!
ζq(2n− 2k). (79)
η∗q (2n+ 1) =
(−1)n−1
2[2n]!
+
n−1∑
k=0
(−1)k
[2k + 1]!
ζ∗q (2n− 2k). (80)
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Proof. The proof of (79) follows by setting x = 1/2 and replacing n by 2n in the identity
bn(x; q) =
n∑
k=0
[
n
k
]
q
βn−kxk,
and using (64) and (50) with taking into consideration the fact that β2k+1(q) = 0 for all k ∈ N.
The proof of (80) follows from the identity
en(x; q) =
n∑
k=0
[
n
k
]
q
E˜n−kxk,
by replacing n by 2n, x by 1/2, using (73) and (50), and taking into consideration the fact that
E˜2k = 0 for all k ∈ N. 
7 A contour integration approach to the q-analogs of the zeta
function
In this section, we show that the q-analog of the zeta functions defined in (33) can be derived
by using contour integration as in Sections 5 and 6. We start with the function Hq(s, 0) defined
in (51). In this case, the contour Γ is the same as in Fig 1, but the radius c of the circle C2 is
less than 2ξ1. We can prove the following result:
Theorem 7.1. The function Hq(s, 0) is analytic for Re s < 0 and has the representation
Hq(s, 0) =
sinpis
pi
∫ ∞
c
rs−1
dr
1− εq(−r) +
1
2pi i
∫
C2
zs−1
1
εq(z)− 1 dz, (81)
where εq(z) is the function defined in (10).
Proof. We can show that on C1 and C3, the function
1
1−εq(−r) is bounded for r ≥ c, and
therefore the integral
∫∞
c r
Re s−1 1
1−εq(−r) dr converges for Re s < 0 and (81) follows. 
Consequently, if s is an integer, then
Hq(n, 0) =
1
2pi i
∫
C2
zn−1
1
1− εq(z) dz =

0, n = 2, 3, . . . ,
1, n = 1,
−β−n+1(q)[n+1]! , n = −1,−2, . . . .
(82)
Now we consider the integral on Γn as in Figure 2 but Rn is chosen to satisfy ξn < Rn < ξn+1.
So we can prove that for Re s < 0,
lim
n→∞
∫
Γn
zs−1
1
εq(z)− 1 dz =
∫
Γ
zs−1
1
εq(z)− 1 dz
= 2pi i lim
n→∞
n∑
k=0
Residue
(
zs−1
1
εq(z)− 1
)
(±2iξk)
= 2pi i lim
n→∞ 2
s sin
pi
2
s
n∑
k=1
ξs−1k
Cosqξk
Sin′qξk
= 2pi i2s sin
pi
2
s
∞∑
k=1
ξs−1k
Cosqξk
Sin′qξk
(83)
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Therefore, for Re s > 1.
Hq(1− s, 0) = 21−s sin pi
2
(1− s)ζq(s). (84)
This leads to the result
ζq(2n) = (−1)n−122n−1Hq(1− 2n, 0) = (−1)n22n−1 β2n
[2n]!
,
which coincides with (50). Similarly, we calculate the contour integral Iq(s, a) defined in (68)
when a = 0. I.e.
Iq(s, 0) =
1
2pi i
∫
Γ
zs−1
2
εq(z) + 1
dz,
where Γ is the contour defined in Figure 1 but the radius c of the circle C2 is less that 2η1.
If Re s < 0, then Iq(s, 0) is analytic and can be represented as
Iq(s, 0) = 2
sinpi s
pi
∫ ∞
c
rs−1
εq(−r) + 1 dr +
1
2pi i
∫
C2
zs−1
2
εq(z) + 1
dz.
If s is an integer, then
Iq(n, 0) =

zero, n ∈ N,
2, n = 0
− E˜−n[−n]! , n = −1,−2,−3, . . .
(85)
If we consider the contour Γn in Figure 2, where the radius Rn of the outer circle satisfies
ηn < Rn < ηn+1. We can prove that for Re s < 0,
lim
n→∞
∫
Γn
zs−1
2
εq(z) + 1
= Iq(s, 0).
Therefore, using the Cauchy Residue Theorem, we can prove that
Iq(s, 0) = 2
s+1 sin
pi
2
s
∞∑
k=1
ηs−1k
Sinqηk
Cos′qηk
, Res < 0.
Therefore,
Iq(1− s, 0) = −22−s sin pi
2
(1− s) ζ∗q (s), Re s > 1.
Consequently, from (85)
ζ∗q (2n) = (−1)n22n−2
E˜2n−1
[2n− 1]! ,
which coincides with (50).
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