On the worst-case arithmetic complexity of approximating zeros of polynomials  by Renegar, James
JOURNAL OF COMPLEXITY 3, %-I13 (1987) 
On the Worst-Case Arithmetic Complexity of 
Approximating Zeros of Polynomials* 
JAMES RENEGARt 
Department of Operations Research, Stanford University, Stanford, California 94305  
Let P,(R) denote the set of degree d complex polynomials with all zeros 5  
satisfying 141  5 R. Ford 2  2  fixed, we show that with respect to a  certain model  of 
computat ion, the worst-case computat ional complexity of obtaining an  e-approxi- 
mation either to one,  or to each,  zero of arbitraryfe P,(R) is @(log log(R/e)), that 
is, we prove both upper  and  lower bounds.  A new algorithm, based  on  Newton’s 
method, is introduced for proving the upper  bound.  Q 1987 Academic PWSS. I~C. 
1. INTRODUCTION 
Let Pd(R) denote the set of degree d  2  2  complex polynomials all zeros 
5  of which satisfy I[( I R. We study the worst-case arithmetic complexity 
of approximating zeros of arbitrary f E PJR) within distance E, with 
particular emphasis on  the parameter 8. 
The  ma in focus of the paper  is the introduction of a  new algorithm for 
approximating all zeros off E Pd(R). This algorithm constructs approxi- 
mations using only the operations + , - , *, and  + , on  the coefficients off. 
Branching decisions are determined using the operations +, -, *, +-, 
conjugation, and  2. The  operation count of this algorithm for obtaining 
approximations to all zeros is O(d2(log d)(log log(RIE)) + d3  log d). This is 
the number  of operations required to construct points X1, . . . , X, and  
positive integers kl, . . . , k,,, , Eki = d, such that the zeros off can be  
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partitioned into disjoint sets Si containing ki zeros (counting multiplici- 
ties), where Xi approximates all zeros in Si within distance E. 
As will be shown, a slight modification of the algorithm gives an algo- 
rithm that approximates a single zero with O(d(log d)2(log log(RI&)) + d3 
log d) operations. 
We also prove a lower bound for the approximation problem. With 
respect to a general model of computation which allows an approximation 
to be constructed using the operations + , - , . , + , and conjugation on the 
coefficients off (these operations are assumed to be performed exactly, 
with no round-off error), and which allows branching decisions to be 
made in any deterministic (determined by the coefficients f) manner 
whatsoever, we show that the cost of approximating a single zero is at 
least LR(log log(RI&)) - O(log d). 
Together, the lower and upper bounds give 
THEOREM. For d 2 2 fixed, the computational complexity (with re- 
spect to a certain computational model) of obtaining an &-approximation 
either to one, or to each, zero of arbitrary f E P&?) is @(log log@/&)). 
The previous best upper bound that I have found in the literature is 
O(log(RI&)). This upper bound seems to have been first proven for the 
Schur-Cohn algorithm by Henrici and Garagantini (1969). In terms of d as 
well, their bound is O(d3 log(RIe)). (The Schur-Cohn algorithm is dis- 
cussed in Section 6. Strictly speaking, this algorithm does not solve the 
problem as we wish to pose it because it does not give the number of 
zeros, counting multiplicities, for which a constructed point is to be con- 
sidered an approximation. However, this problem can be circumvented 
by supplementing the algorithm with a winding number approximater.) 
Our algorithm is built around Newton’s method and the Schur-Cohn 
algorithm, Our analysis relies (Section 4) on a recent theorem of Smale 
(1986a) giving a criterion for a point to be in the domain of quadratic 
convergence of Newton’s method. 
There is another algorithm which, when the details are completed, may 
have an O(log log(RIe)) bound for approximating all zeros. This is the 
“splitting circle” method, which Schonhage (1982) is constructing and 
analyzing. Although Schonhage’s analysis is in terms of bit complexity 
(he relies on an oracle to learn the digits of the coefficients, the coeffi- 
cients not being assumed to be rational, and he is taking careful account of 
rounding errors, etc.) he wrote me, in answer to a query of mine, that in 
terms of the exact arithmetic model used in the present paper, the splitting 
circle method “should yield a complexity bound O(d* log log(RIe)), most 
likely with a 5 3,” plus a constant term department only on d. (In the bit 
complexity model, no algorithm can have better than an O(log(RI&)) 
bound, simply because of the number of bits of accuracy required for an E- 
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approximation.) Because our algorithm is built around the Schur-Cohn 
algorithm, it will not fare well in the bit complexity model. However, the 
careful reader will see that the Schur-Cohen algorithm is not crucial to our 
results-we could rely on more stable “sure but slow-footed” algorithms 
to accomplish what the Schur-Cohn algorithm is used for in our algorithm. 
I chose to use the Schur-Cohn algorithm because of its historical prece- 
dence and its simplicity. 
I am not aware of any lower bounds appearing in the literature for the 
problem of obtaining &-approximations to degree d polynomials, assuming 
exact arithmetic is used. 
The reader might object to our focusing on Pd(R) since this assumes a 
priori knowledge of a bound for the largest among the moduli of the zeros 
off. However, upper and lower bounds, in terms of the coefficients off, 
for this largest modulus are well known (cf. Marden, 1966, Chap. Seven). 
For example, if Qd(R) is the set of manic polynomials X~Zoaizi 
satisfying (ai( 5 R/ad1 f or all i, where R 3 1, then Pd(Rlid/d) C Qd(R) C 
Pd(R + 1). The foregoing theorem thus implies that for any d L 2 fixed, 
the computational complexity of obtaining &-approximations either to 
one, or to each, zero of arbitrary f E &(R) is O(log log(RI&)). (In fact, in 
terms of d as well, we obtain the same order upper and lower bounds for 
QAR) as for Pd(R).> 
This paper belongs in the line of work on polynomials and systems of 
polynomials motivated by a paper of Smale (1981). (For an overview of 
this line of work, see Smale, 1985; 1986b, esp. Sect. 6.) 
Because the proof of the lower bound is much simpler than the analysis 
of the algorithm used to prove the upper bound, we present the lower 
bound first. 
2. THE LOWER BOUND 
The model of computation used in proving the lower bound is rather 
abstract and certainly does not require that the algorithm can be “effi- 
ciently” programmed. In contrast, the algorithm to be presented for prov- 
ing the upper bound is “concrete” and can be “efficiently” programmed. 
In proving the lower bound we consider all algorithms that can be 
modeled as a rooted tree (i.e., connected graph with no cycles and an end. 
node specified as a root), with two types of nodes-“arithmetic” and 
“branch.” Arithmetic nodes have at most one incoming edge and at most 
one outgoing edge. Branch nodes have at most one incoming edge and 
have two outgoing edges. The algorithm is initiated at the root of the 
tree, the inputs being the coefficients, indexed in some manner, of the 
arbitrary polynomial f E Pd(R) for which a zero is to be approximated 
within distance E. (The parameter E is assumed fixed; an algorithm need 
only handle the given E). 
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At each arithmetic node encountered as the algorithm attempts to ap- 
proximate a zero off, a computational procedure specific to that node is 
carried out, the procedure involving numbers computed at previously 
encountered arithmetic nodes and/or the coefficients of 5 (We will be 
more precise shortly.) At each branch node encountered as the algorithm 
attempts to approximate a zero off, a decision (determined by f) is made 
as to which of the two outgoing edges will be followed, i.e., a decision as 
to which computational procedures (arithmetic nodes) will follow. Thus, 
for eachf E P@) the algorithm follows a path determined byf, through 
the tree. We assume that the final node, i.e., leaf, in the path is an arith- 
metic node, and that the number computed at that node is the desired E- 
approximation to a zero of 5 (In the case of approximating all zeros, it 
seems that a natural ploy to use would be to have d indices associated 
with the leaf, these indices indicating arithmetic nodes in the path where 
the numbers computed at those nodes are .+approximations to the zeros 
off. Such a tree could be easily altered to fit the single zero approximation 
framework.) 
Now we describe the computational procedures allowed at arithmetic 
nodes. Each arithmetic node A is assigned one of the four operations +, 
- . + or the conjugation operation z I+ 2. If A is assigned +, - , ., + , 
respectively, then A is also assigned a pair (a, i) or a pair (i,~), where (Y E 
C and i (resp. j) is an index indicating either a preceding arithmetic node 
or an input coefficient. If assigned a pair ((Y, i), then the computational 
procedure to be carried out at A is +, -, a, f , respectively, on (Y and the 
number computed at the node indicated by i, or on (Y and the input coeffi- 
cient indicated by i. (This is scalar arithmetic.) If assigned a pair (i, j), 
then t, -, ., t, respectively, is to be carried out on the number, com- 
puted at the node, or the coefficient, indicated by i and the number com- 
puted at the node, or the coefficient, indicated by j. (This is nonscalar 
arithmetic.) 
Finally, if A is assigned the conjugation operation, then it is also as- 
signed an index i. The operation to be carried out at A is then conjugation 
of the number computed at the preceding arithmetic node indicated by i, 
or conjugation of the input coefficient indicated by i. 
The algorithm to be presented for proving the upper bound can be 
modeled so that no conjugations occur at arithmetic nodes. 
Next we discuss restrictions on the decision-making procedures that 
occur at branch nodes. The more liberal we are in what is allowed, the 
greater the range of algorithms our model encompasses. Any determinis- 
tic (i.e., determined by the input coefficients) decision-making procedures 
for deciding which of the two outgoing edges from a branch node will be 
followed can be represented by a function G:Cd+r + (0, 1) with inputs the 
coefficient inputs. Restriction on the decision-making procedure amount 
to restrictions on G. The most general approach we can take is to put no 
restrictions on G. This is precisely what we do. Thus, to each branch node 
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is assigned a function G:CI+l --, (0, I} representing some decision-making 
procedure, and no restrictions are placed on G. 
Now we discuss the “cost” of an algorithm fitting our model. For eachf 
E Pd(R), define the cost C(f) of the algorithm in approximating a zero off 
as the number of nonscalar arithmetic nodes involving multiplication and 
division encountered by the algorithm when applied tof, plus the number 
of branch nodes encountered by the algorithm when applied to J The 
(worst case) cost of the algorithm is defined to be sup{C(f); f E Pd(R)}. 
(In analyzing the cost of the algorithm to be presented for proving the 
upper bound, we charge more. There, the cost C(f) will be the number of 
arithmetic nodes (be they scalar or nonscalar) encountered by the algo- 
rithm applied to f, plus a charge of one unit for every operation (+ , - , . , 
+, conjugation, 2) performed in the decision-making process at each 
branch node encountered by the algorithm applied toJ Actually, the cost, 
as thus determined, for the upper-bound algorithm differs only slightly 
from its cost as determined by the definition in the previous paragraph.) 
THEOREM 2.1 The cost of any algorithm (fitting our model) for obtain- 
ing an E-approximation to a single zero of arbitrary f E Pd(R) is at least 
R(log log(RIa)) - O(log d). 
Remark. I conjecture that, with a more complicated proof, the occur- 
rence of -O(log d) can be eliminated. It would be very interesting if 
someone could either prove a lower bound of the form a(d) log(RI&) + 
P(d), where (Y and p are functions of d and CY is increasing in d, or prove 
that such a lower bound does not exist. 
Proof. We prove that the stated lower bound is actually a lower bound 
for the simpler problem of approximating a single zero of an arbitrary 
polynomial of the form zd - S, where 0 5 s I Rd. So assume we have an 
algorithm fitting our model, but which need only be able to handle polyno- 
mials of this special form. 
To each leaf of the tree which models the algorithm is associated a 
rational function p(z)lq(z). For any S, p(s)lq(s) equals the number com- 
puted at that leaf if the sequence of computations (arithmetic nodes) 
corresponding to the path from the root to that leaf is carried out on the 
polynomial zd - S, s E R. (We have used the fact here that s is a real 
number so that s = s.) In particular, if the algorithm applied to zd - s 
terminates at that leaf, then there exists a dth root of s, say x (xd = s), such 
that b(s)lq(s) - XI I E, that is, /p(xd)lq(xd) - XI 5 E. 
We may assume that for each leaf of the tree, the path from the root to 
that leaf is followed when the algorithm is applied to some polynomial 
zd - s, since eliminating unused paths still gives an algorithm for the 
problem. Letting C,.,(s) denote the number of nonscalar arithmetic nodes 
involving multiplication and division encountered by the algorithm when 
applied to zd - s, and defining C, = max{CA(s); 0 5 s 9 Rd}, it follows that 
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each rational function p(z)lq(z) associated with a leaf satisfies deg(p) 5 
Zcd, deg(q) I 2c~. Defining C, similarly with respect to branch nodes, it 
also follows that the number N of leaves satisfies N 5 2Cu. 
Let p and q (q not identically zero) be any complex polynomials of 
degrees not exceeding D, and let L be any line segment contained in {x; 1x1 
I R}. Define 
l,(p, q, L) = length 
(“length” should of course be interpreted as summation of lengths.) We 
will show that 
I&, q, L) % 2(Dd + 1)3 Z?(EIR)“@~+~ (2. la) 
unless 
E/R > l/(Dd + 1)Dd+2. (2.lb) 
In particular, defining 
~~ = {reflWd; 0 -;r y I R}, j = 0, 1, . . . , d - 1, 
and assuming that p(z)lq(z) is the rational function associated with some 
leaf (hence D 5 2’~), it follows that the set x E Uj Lj, with the property 
that Ip(xd)/q(xd) - XI < E (assuming E/R 5 l/2CAd + 1)(2’Ad+2)), is con- 
tained in a union of subintervals of Uj Lj the summation of the length of 
which does not exceed 
C I,(P, 4, Lj) I 2d(2c~d + l)3R(~IR)1’2CAd+‘)~ 
Since for each 0 5 r zz R there exists some j E (0, 1, . . . , d - 1) such 
that the algorithm app!ied to zd - s, s = rd, results in an &-approximation 
to x = ,.efi2mjid , and since the number N of leaves satisfies N 5 2c~, it 
follows that we must have 
2Cs . 2&&j + ~)~R(E/R)“(~‘~~+‘) 2 R (2.2a) 
unless 
E/R > 1/(2c’d + 1)2cAd+2. (2.2b) 
From this the statement of the theorem is easily deduced. 
Finally, we prove (2.1). Note that (2.1) is trivial if p and q are both 
constants since then I,@, q, L) % min{2s, 2R). 
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Let i be the line segment i = {x/R; x E L} and let p(z), 4(z) be the 
polynomials‘~(z) = p(Rz), q(z) = R * q(Rz). Then the inequality (2. la) is 
valid if and only if 
length(x E L; lP$$ - ~1 5 i] I 2(Dd + 1)3(d$@d+I). 
Hence, proving (2.1) is equiavlent to proving 
unless 
I,@, q, L) 5 2(Dd + l)y&‘)“@d+‘) 
E’ > l/(Dd + 1pd+2. 
Consequently, in proving (2.1) we may assume R = 1. 
Let h be the polynomial h(z) = p(zd) - zq(zd). We want to prove that if 
E 5 l/(&f + 1)Dd+2, then 
length{x E L; (h(x)/ 5 .slq(xd)l} 5 2(Dd + 1)3~“(Dd+‘).. (2.3) 
Because d 2 2, h is a polynomial of degree exactly equal to max{d * 
deg(p), de deg(q) + 1) 2 2. Also, defining H = maxi/ail, where h(z) = xi 
aizi, it is easily seen that for all JxJ< 1, we have Iq(xd)l 5 H. [deg( q) + I]. 
Consequently, (2.3) is valid if we can prove that for an arbitrary polyno- 
mial h of degree E 2 2 and E I IIEE+’ we have that 
length{x E L; Ih(x)( d EHE} 5 2E3~*E, (2.4) 
where H = max;laJ, h(z) = Zi aiz’. In proving (2.4) we may assume that h 
is manic. 
Let [i, . . . , & denote the zeros of h, counting multiplicities. Using 
the expressions for the ai’s as symmetric functions in the zeros of h, it is 
easily seen that for some subset T C {I, . . , E}, where k A #T, we have 
(2.5) 
Let T’ = {i E T; ]&I 2 2) and k’ = #T’. From (2.5) it is easily deduced that 
H 5 EE-kzk-k iQ It’d 5 EEek’ n IhI* 
iET 
Since, for 1x1 I 1, we have 
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it follows that 1x1 I 1 satisfies (h(x)1 I EHe only if 
18 (X - (i)/ I EE-“‘+‘2k’~ 5 EE+‘&, 
Hence, assuming E d lIEE+I we have that 1x1 I 1 satisfies Ih( I EHE 
only if x is within distance (EE+l.z)*lE 5 E2~1’E of a zero of h. The inequality 
(2.4) follows. n 
3. TOWARD AN ALGORITHM FORTHE UPPERBOUND 
The algorithm to be presented is a hybrid of Newton’s method and the 
globally convergent Schur-Cohn algorithm. However, unlike many hy- 
brid algorithms which rely only on Newton’s method when zeros have 
been separated from one another, the algorithm presented uses Newton’s 
method in a fundamental way throughout. This is what enables us to 
obtain an O(log log(RIs)) bound rather than an O(log(RI.s)) bound. 
LetfE PJR) and letfck) denote the kth derivative off. Throughout this 
paper, whenever we speak of the number of zeros offin a given region, 
we mean the number of zeros counting multiplicities. 
At the heart of the algorithm are the following fact and simplistic idea: 
Fact. If 4 is a simple zero of a degree D polynomial g, and the only 
zero of g contained in the disc of radius p around g is 5, then for any x0 
satisfying Ix0 - 51 5 p/5D2, Newton’s method initiated at x0 results in a 
sequence {Xi} satisfying 
Ixi - 51 I 8 (4)2i 1x0 - 51. 
(This is a consequence of a recent theorem of Smale, as is shown in the 
next section.) 
Simplistic Idea. If a zero offis “far” from the other zeros off, then, 
by the above fact, we need only a “crude” approximation to that zero at 
which to initiate Newton’s method and obtain quick convergence. (A 
crude approximation can be obtained “quickly,” for example, by the 
Schur-Cohn algorithm.) However, if a zero offis not “far” away from all 
of the other zeros off, then it occurs in a “cluster” of zeros. Assuming 
that there are k > 1 zeros in the “cluster,” the remaining zeros being 
“far” away from the “cluster,” then f”-r) has exactly one zero “close” 
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to the “cluster,” i.e., this zero if “far” away from the other zeros of 
fck-‘). (This is made precise in Section 5.) Hence, starting with a “crude” 
approximation to this zero off(k-r), we can obtain a “good” approxima- 
tion to it, and to the “cluster,” by using Newton’s method applied to 
f (k-1). 
Lest the reader read too much into the simplistic idea, we remark that 
terms like “far,” “close,” and “cluster” are relative to the unit of mea- 
surement. Although we may initially make great progress in approximat- 
ing a “cluster” of k zeros by approximating a zero off(k-‘), relative to the 
final unit of measurement, i.e., E, that “cluster” may consist of several 
smaller “clusters” occurring “far” away from the approximated zero of 
f(k-r). Thus, the algorithm needs to be able to determine the unit of mea- 
surement at which a “cluster” it has approximated begins “breaking up” 
into smaller “clusters,” and then approximate those smaller “clusters.” 
We end this section with an observation. LetfE I’&?) and let g be the 
polynomial g(z) = f(Z?z). Of course the coefficients of g can be computed 
with O(d) arithmetic operations from the coefficients off. Moreover, 5 is a 
zero offif and only if t/R is a zero of g, and if x approximates 5/R within 
distance E/R, then Rx approximates 4 within distance E. Consequently, if 
we present an algorithm that for arbitrary E > 0 obtains &-approximations 
to all zeros of polynomials in Pd(l), requiring O(d2(log d)(log log( l/e)) + 
d3 log d) operations, this algorithm is easily transformed into an algorithm 
for obtaining &-approximations to all zeros of polynomials in Pd(R), re- 
quiring O(d*(log d)(log log(RIc)) + d3 log d) operations. Henceforth, we 
shall concentrate only on Pd(l), or, for short, Pd. Thus, R is freed for 
other notational purposes. 
4. WHEN DOESNEWTON'SMETHODBEHAVEWONDERFULLY? 
Let g be an arbitrary polynomial. 
DEFINITION @male). We will call a point x0 E C an approximate zero 
of g provided that the Newton sequence with starting point x0, i.e., 
g (-4 
Xi+ 1 = Xi - g rtxij > i = O,l, . . . , 
satisfies the property that 
Rather than working directly with the above definition, we will work 
with the following implications of it. 
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PROPOSITION 4.1 Zf x0 is un approximate of g, then the Newton se- 
quence starting at x0 converges to a zero 5 of g and, in fact, satisfies 
Ix; - 51 < 8 (t)2ilXo - 51. 
Proof. This is essentially proven by Smale (1986a). Because of its 
simplicity, we provide the proof for the reader’s convenience. 
First, observe that a simple Cauchy sequence argument implies that the 
Newton sequence converges to some point 5. In fact, from the definition 
we have 
Ixi - 51  5  $  kj+l - Xjl 
5  g;)“-’ Ix, - x01 
j-i 
= (g-’ Ix, - x01 2 (;)2’(2,-‘J 
< (;)“-’ lx, - xol g[ ($‘lj 
= oZ’- Ix - xoJ* 
1 - (Q2’ 
In particular, 
1x1 - 51 < 5 1x1 - x01 
and hence 
Ix0 - 51 4x1 - x01 - Ix, - 51 
> B 1x1 - x01. 
Substituting this into (4.1) gives, for i 2 1, 
IXi - 51 < $ Ix0 - 51 
< y2 Ix0 - 41. - 
(4.1) 
Hence, the bound in the proposition. 
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Finally the fact that 5 is a zero of g is proven by noting that since xi+1 = 
Xi - g(Xi)lg’(xi), we have 
and hence, taking the limit, 
Note that from the proposition, if we know an approximate zero x0 of g, 
then we will obtain an e-approximation of the corresponding zero .$ with 
rlogzlog2(8Jxo - tl/e)l iterations of Newton’s method. 
The following theorem is a special case of Smale (1986a, Theorem A). 
THEOREM 4.2 (Smale), 1f.x E C satis$es 
then x is an approximate zero of g. 
Smale proves the theorem in a general Banach space setting. Kim 
(1985) independently proved a similar theorem, in the single-variable- 
polynomial setting. Curry (1986) generalized the results, in the single- 
variable setting, to methods of higher order. 
In what follows we assume that g is a degree D polynomial. 
For x E C and r > 0, let D(x, r) = {y; Ix - yI I r}. 
COROLLARY 4.3. Assume that 5 is a simple zero of g and assume that 
D([, p) is the smallest disk around 5 containing a zero of g other than <. 
Also assume that D([, p’) is the smallest disk around 6 containing a 
critical point ofg. Zfx satisfies Ix - 51 < p, (x - 51 < p’ and 
then x is an approximate zero of g, the corresponding Newton sequence 
converging to 6. 
Proof. We will show that if x satisfies the criteria of the corollary, then 
x satisfies the criterion of Theorem 4.2 for being an approximate zero. In 
particular, since the criteria of the corollary hold precisely for those 
points in a disk around 5 and since Newton’s method converges to 5 if 
initiated sufficiently close to 4, it follows by a simple continuity argument 
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that the Newton sequence corresponding to any point satisfying the crite- 
ria of the corollary must converge to 5. Hence, the last claim of the 
corollary follows from the first. 
Let5=51,t2,. . . , .& denote the zeros of g, counting multiplicities, 
and let I!+, . . . , BD-, denote the critical points. 
We begin with the well-known identity, assuming 2 I k c: D, 
e&c (z-e.) 
I, . * l.(z-B.-)’ II I (4.2) 
where the summation is over all ordered (k - l)-tuples (ir , . . . , ik-1) of 
distinct indices from (1, . . . , D - l}. For any x satisfying Ix - ,$I < p’, 
and hence Ix - 6;) > p’ - Ix - 51 for all i, it follows easily from (4.2) that 
Consequently, using the fact that (k!)“k-’ 2 2, we have 
g (Q(x) 
I I 
I/C- 1) D-l 
k!g’(x) < 2(p’ - Ix - 51). 
Next, note that from the identity 
1 
(Z - 5i)’ 
it follows that for any x satisfying Ix - 51 < PY 
D-l - 
P - Ix - 51. 
(4.3) 
(4.4) 
(4.5) 
Combining (4.3), (4.9, and Theorem 4.2 in the obvious manner gives, 
upon rearrangement, the expression in the statement of the corollary. n 
The following lemma allows us to deduce a criterion in terms of p alone 
from the criterion involving p and p’ in Corollary 4.3. 
LEMMA 4.4. For p and p’ as defined in Corollary 4.3, we have the 
relation p’ 2 pld. 
Proof. Assume g’(0) = 0. To prove the proposition we need to show 
10 - 51 2 p/D. ,Qf course we may thus assume 16 - 51 < p. In particular, 
we may assume g(e) # 0, and hence, from (4.4), 
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assuming 5 = 51. Consequently, 
But if 18 - 51 < p/D, then 
(4.6) 
so that (4.6) cannot possibly hold. The lemma follows. n 
COROLLARY 4.5 Zf Ix - 41 I p/5D2, then x is an approximate zero of g, 
the corresponding Newton sequence converging to 5. 
Proof. We may assume D 2 2 since otherwise the proof is trivial. 
First note that p - Ix - 51 2 19p/20 2 19pllOD, using D 2 2. Also, 
defining p’ as in Corollary 4.3, since p’ 2 p/D by Lemma 4.4, we have 
p’ - Ix - 41 z 9pllOD. Hence 
(D - 1) [p _ 1; - ,cl + p’ - ; - 51 1 <5D’< l p Ix - 51’ 
so that the conclusion of the corollary follows from that of Corollary 
4.3. n 
5. CLUSTERS OF ZEROS 
Throughout this paper, when we say k zeros of a polynomial are con- 
tained in a given region, we mean k zeros counting multiplicities. Also, f 
is used to refer to a polynomial in Pd the zeros of which are to be approxi- 
mated. 
The following proposition formalizes the idea that a “cluster” of ex- 
actly k zeros has exactly one zero of f(k-‘) “nearby.” 
PROPOSITION 5.1. Assume that exactly k 2 1 zeros off are contained 
in the disk 0(X, r) and assume that these are the only zeros off that are 
contained in D(X, R), where R 2 15d3r. Then D(X, 3drl2) contains a 
simple zero off ck-‘), and this is the only zero of fk-‘) that is contained in 
D(X, R/10d2). 
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Toward proving Proposition 5.1, we first prove 
LEMMA 5.2. For r and R as in Proposition 5.1, we have that f (k-L)(~) 
# 0 if3(d - l)r/2 I IX - xl I R/10d2. 
Proof. We rely on the expression, assuming f(z) # 0, 
q=c,,-&) * ( -5.2) I, . . . z 4 I 
(5.1) 
where the summation is over all ordered k-tuples (il, . . . , i&l) of dis- 
tinct indices from (1, . . . , d}. Letting x* denote the summation over 
those tuples (jr, . . . , jk-,) for which all of the zeros tj,, . . . , tJjk-, lie in 
D(X, r), and letting x** denote the summation over the remaining tuples, 
it of course follows from (5.1) that 
(5.2) 
Consider the tuples (jr, . . . , j&r) defining E*. NOW, assuming Ix - 
XI > r, it is easily shown that for any y E D(X, r), the argument of x - y 
differs from that of x - X by at most arcsin(rllx - Xl). In particular, this is 
true if y = ej,, j,,, occurring in one of the tuples defining x*. Assuming, 
further, that Ix - XI L 3(k - l)r/2, then arcsin(rllx - Xl) < 7r/3(k - 1) 
(since 2al7r 5 sin cr for 0 I (Y S +7/2), and hence the arguments differ by at 
most ?r/3(k - 1). Consequently, the argument of l/(x - [j,) . . . (x - G-,) 
differs from that of l/(x - X)k-l by at most 7r/3. It follows that 
Continuing to let (j,, . . . , j&l) denote a tuple defining x*, for 1 = 1, 
. . . ) M, where M = min{d - k, k - I}, consider those tuples (i,, . . . , 
i&l) defining x** such that (1) exactly 1 of the zeros ti,, . . . , ti,-, are not 
contained in D(X, r) and (2) if fim E D(X, r), then the index i, occurs 
among j,, . . . , jk-1. Let x JIS~~~~Jk-“’ denote summation over these tuples. 
It is not difficult to show that each tuple defining x** for which exactly 1 
of the zeros si,, . . . , ti,-, are not contained D(X, r) is associated with 
exactly (k - l)!(f + 1) of the summations ~cj’,...Sjk-“‘. Thus, using (5.2) and 
(5.3), it follows that 
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To prove the lemma, it thus suffices to show that for each of the tuples 
(.A, . * - 9 j,-1) defining x*, 
It is not difficult to show that for each 1, ~+“*...,“-l” is a summation over 
crStf-‘><~ - 1) ! tuples, which is less than [(d - k)(k - l)]@ - 1)!/1! 
tuples. From this fact, the definition of x:h3...Vj’-“‘, and the facts that Ix - 
(jm151X-Xl+rifI~jm-Xl 5 r, and IX - [i,,, 1 2 R - IX - XI if I[i, - XI L 
R, it follows that (5.4) is true if 
(d - k)(k - l)(r + Ix - Xl) 
R - Ix - XI 1 l < A 2’ (5.5) 
and hence if eT < 3, where T is the bracketed expression in (5.5). Using 
In(j) > 3, it thus suffices to have r + Ix - XI I (2/5d2)(R - Ix - Xl). 
However, if R L 15d3r, then substituting for r, this inequality is seen to 
hold if Ix - XI 5 R/10d2. n 
Proof of Proposition 5.1. Let 51, . . . , & denote the zeros of fthat 
are contained in D(X, r). For 0 5 t I 1, let g, be the dth-degree polyno- 
mial with zeros t& + (1 - t)X, . . . , t& + (1 - t)X, &+I, . . . , &. Note 
gl = J Also note that each g,, 0 < t 5 1, satisfies the assumptions of the 
proposition with r replaced by tr, and hence, applying Lemma 5.2 to g,, 
we find that g$‘-” is nonzero everywhere on the circle of radius 3dtr/2 
around X. Since the zeros of gik-” vary continuously in c it follows that 
the numbers of zeros, counting multiplicities, of f(“-‘) that are contained 
in D(X, 3dr/2) equals the multiplicity of the zero X of gi’-“, i.e., one. 
Finally, from Lemma 5.2, this is the only zero of f@-l) that is contained in 
D(X, R/10d2). n 
6. DOESAGIVENDISKCONTAIN AZERO? 
(THESCHUR-COHN ALGORITHM) 
In this section we briefly outline the Schur-Cohn algorithm, which is 
based on a simple algebraic procedure for determining whether or not a 
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given disk contains at least one zero of J I learned of the &hut--Cohn 
algorithm from Section 6.8 of Henrici (1974) and from Hemici and 
Gargantini (1969). 
Assume that we wish to determine whether or not fhas a zero in D(X, 
r). Compute the numbers cpl recursively as follows: 
c ?I = 
ri . f”‘(X) 
I i! ’ i=O,l,. . . ,d, 
,!j+ll = c.ilc.jl - c[jl,+!,-, 
I dJ dJ I, 
j=O,l,. . . , d - 1; i = 0, 1,. . . , d -j - 1. 
PROPOSITION 6.1. The polynomial f has no zeros in D(X, r) ifand only 
ifcjpl#Oandc~l>Oforallj= 1,. . . ,d. 
Proof. This is Theorem 6.8b of Henrici (1974). n 
Note that the test given by Proposition 6.1 requires O(d2) operations. 
The main idea behind the Schur-Cohn algorithm is now easily 
sketched. Assuming, for example, that all the zeros off are known to lie 
in the unit disk, subdivide the square with edges of length two, centered at 
the origin, into four squares of the same size (by bisection of the edges). 
For each of these squares, perform the test given by Proposition 6.1 on 
the smallest disk containing that square. If the disk is found to contain a 
zero, then that square is “suspect.” Now reiterate the procedure for each 
suspect square, subdividing it into four smaller squares of the same size, 
etc., obtaining a new set of suspect squares. And continue. After i itera- 
tions of the Schur-Cohn algorithm, each suspect square will be contained 
in a disk of radius V?( l/2)‘-’ about some zero off, and the disk of radius 
@l/2)‘-’ around each zero off will contain at least one suspect square. 
The algorithm as stated provides no means for determining the number 
of zeros in a given region. This is one of the topics of the next section. 
It is interesting to note, putting aside the question of the number of 
zeros in a region, that in terms of the model in Section 2, the Schur-Cohn 
algorithm can be described as involving only arithmetic nodes corre- 
sponding to scalar addition, and branch nodes. (Actually, this remains 
true if we adapt the algorithm slightly, using the ideas of the next section, 
so that we can determine the number of zeros in a given region.) Among 
algorithms which can be modeled without arithmetic nodes corresponding 
to nonscalar multiplication and division, the inequalities (2.2) imply that 
for fixed d 2 2, the O(log(RIE)) bound of the Schur-Cohn algorithm is 
optimal. 
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7. A SUB-ALGORITHM 
In this section we introduce a sub-algorithm (SA) for the algorithm and 
prove a few facts regarding it. SA approximates the winding number off 
around the perimeter ofa disk. Under certain conditions, it will be used to 
determine the number of zeros a given disk contains, and it wilI be used to 
determine a lower bound on separation between zeros. 
As always, let D(X, r) denote the disk of radius r > 0 around X. Let 00, 
wd’-] denote the d’ = 2 r10gz16d’ “roots of unity” on the perimeter of 
&X, i), i.e., Oj = X + reG2did’. 
Step 1. Evaluate fat 00, . . . , 08-i. 
Step 2. If f(oi) = 0 for some i, then terminate and write “FAILED.” 
Step 3. For each i, “label” f(wi) according to the scheme 
c 1 if Re[f(x)] > 0 and Im[f(x)] L 0 
2 if Re[f(x)] 5 0 and Im[f(x)l > 0 
um1 = 3 if Re[ f(x)] < 0 and Im[ f(x)] (: 0 
if Re[ f(x)] z 0 and Im[ f(x)] < 0, 
where Re[ f(x)] and Im[ f(x)] denote the real and imaginary parts of f(x). 
Step 4. If for some i, L [ f(oi+i)] - L [ f(oi)] = 2 mod 4, then terminate 
and write “FAILED” (using the definition w& G ~0). 
Step 5. Defining *: (a, b) I+ { - 1, 0, 1) to be the operation on ordered 
pairs of integers (a, b), a - b # 2 mod 4, where a * b is congruent to (a - 
b) mod 4, compute the integer 
# = a ‘g L[.f(W+l)l * L[f(W)l. 
Write “SUCCESS; #.” 
Step 1 can be carried out efficiently as follows. First evaluate fand all 
its derivatives at X. This can be accomplished in O(d log d) operations (cf. 
Borodin and Munro, 1975, Problem 4.7). Then apply the fast Fourier 
transform (Cooley and Tukey, 1965) to obtain the value of fat all the wi. 
In all, SA applied to D(X, r) requires O(d log d) operations. 
We prove three lemmas regarding SA. 
LEMMA 7.1. Assume that the only zeros off contained in D(X, 3rl2) 
are contained in D(X, r/6). Then SA, applied to D(X, r), returns “SUC- 
CESS; #” and # is the number of zeros off in D(X, r). 
APPROXIMATING ZEROS OF POLYNOMIALS 107 
Proof. Let r$: [0,2~] + aD(X, r) be the parametrization of the perime- 
ter of D(X, r) given by 4(t) = X + reGr. Let ti = 2rild’, i = 0, 1 . . . , 
d’. Hence, $(ti) = oi. We will show that under the hypothesis of the 
lemma, as t increases from ii to ti+, the pathf(4(t)) cannot cross both the 
real and imaginary axes. From this it is easily deduced that SA returns 
“SUCCESS; #” and that # does in fact equal the winding number off 
around the perimeter of D(X, r), giving the conclusion of the lemma. 
If the path f(+(t)) crossed both the real and imaginary axes as t in- 
creases from ti to t;+l , then for some t; 5 t’ < t” 5 ti+l, the argument of 
f($(t ‘)) would differ from that of f((t”)) by 7r/4. Consequently, for some 
zero 5 of fwe would have that the argument of +(t’) - 8 differs from that 
of +(t”) - 5 by at least rr/4d. However, it is easily shown geometrically 
that an upper bound on the difference between the latter arguments is 
given by 2 arctan(]4(t”) - +(t’)1/2 . dis), where dis denotes the distance 
from [ to the line segment connecting +(t”) and +(t’>. However, I+(t”> - 
+(t’)l 5 r(ti+l - ti) = 2&d’, and under the hypothesis of the lemma, dis 2 
r/2 for all zeros 5 of f(we have used d’ 2 4 here). Consequently, for all 
zeros 5 off, 
2 arctan i 
IW”) - W)l 
2 . dis 
5 2 arctan 6 < 5, ( j 
from which we conclude that f(4 (t)) cannot cross both the real and 
imaginary axes as t increases from ti to ti+l. n 
LEMMA 7.2. Assume that at most k zeros off are contained in D(X, 
6dr). Zf SA applied to D(X, r) returns “SUCCESS; #,” then # 5 k. 
Moreover, if # = k then D(X, 3r) contains k zeros off. 
Remark. I imagine, with more work, it can be proven that the last 
statement can be replaced by “then D(X, r) contains k zeros off.” 
Proof. For E 2 0, let +8: [0, 27r] ---* {z; (z - XI = r + E} denote the 
parametrization &(t) = X + (r + E)eflt. Note that &,(2&/d’) = wi. 
Under the assumption that SA applied to D(X, r) returns “SUCCESS; 
#,” it is easily shown that there exist integers 0 I il < i2 < . . . -=I id# I d’ 
- 1 such that L[f(++,)] = (L [ f (a$] + 1) mod 4 forj = 1, . . . 4# - 1. 
Also, “SUCCESS; #” implies that the algorithm passed step 2, i.e., f (oi) 
# 0 for all i. Using these facts, it is not difficult to see that for all suffi- 
ciently small E > 0 for which [z; Iz - Xl = r + E] contains no zeros off, the 
following is true: for any 1 5 j 5 4# - 3 and any aj, 2rbld’ %  aj < 2++,l 
d’ satisfying L[f(&(aj))] = L[f(o$], there exists pj, 21rij+z 5 fij < 2++3, 
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satisfying L [f( 4 &j))] = L [f(++J] and, most importantly, such that 
In particular, letting (~1 = wiry and, recursively, letting oj+2 = fij for the @j 
corresponding to the previously chosen oj, j = 1, 3, 5, . . . ,4# - 5, it 
follows that 
Now we turn to obtaining an upper bound on J?l(d/dt) arg[fl&(t))]ldt, 
continuing to assumed that {z;lz - XI = Y + C} contains no zeros off so 
that this quantity is well defined. 
For any zero 5 off, 
2T 
I,‘” / $ ars[ M) - 511 dt = 
if 5 E D(X, Y + e) 
4 arcsin (&-!+I if 5 6 D(X, Y + E). 
(7.2) 
Let &, . . . , & denote the zeros off that are contained in D(X, 3r), let 
t/+1, * . . 7 & denote the remaining zeros in D(X, 6dr), and let &+i, 
. . . , & denote the zeros not contained in D(X, 6dr). Using the fact that 
arcsin (y) < 7ry/2 for 0 < y < 1, and assuming that E is very small, it 
follows from (7.2) that 
< 2rl + 2dk’ - 1) + 2r(d - 0. 
3 6d 
Using k’ 5 k, the above inequality and (7.1) give 
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#<l+(k-n+2. 
3 3 
Since # is an integer, it follows easily that # 5 k and that # = k only if 
1 = k. w 
LEMMA 7.3 Assume that D(X, r) contains exactly k zeros off and 
assume that these are the only zeros off contained in D(X, 15d3r). Let 0 
< s < 6r and assume that X is within distance s/15 of a zero off (k-‘). Zf SA 
applied to D(X, s) does not return “SUCCESS; k,” then the zeros of 
some pair of the k zeros in D(X, r) are at least distance sl15d apart. 
Proof. Assume, contrary to the conclusion, that all of the k zeros are 
within distance s/15d of one another, and hence, are contained in D(t, s/ 
15d), where 5 is the farthest of the k zeros from X. Then, by Proposition 
5.1, some zero $k-l) ofpk-I) is within distance s/10 of 5. Also assume that 
SA applied to D(X, s) does not return “SUCCESS;’ k.” Then, by Lemma 
7.1, we find that I.$ - X1 > s/6. It follows that /t(k-‘) - XI > s/6 - s/10 = s/ 
15. Since X is assumed to be within distance s/15 of a zero off (k-‘), we are 
thus led to conclude that fck-*) has at least two zeros in D(X, 3dr/2), 
contradicting the uniqueness implied by Proposition 5.1. n 
8. THE ALGORITHM 
In this section we present the algorithm and analyze its complexity in 
approximating all zeros of arbitrary f E Pd within distance E. 
At each iteration of the algorithm, a region known to contain a specified 
number of zeros is focused on. Initially, we focus on D(0, I), known to 
contain all zeros. At the end of an iteration, the algorithm returns E- 
approximations to all of the zeros in the region or returns disjoint smaller 
regions contained in the original region, each containing at least one zero, 
but fewer than the original region. Moreover, each zero in the original 
region is contained in one of the smaller regions. Subsequent iterations of 
the algorithm focus on these smaller regions. 
Thus, assume the following information for the present iteration of the 
algorithm: X E C, r > E, and a positive integer k such that D(X, r) 
contains exactly k zeros off and these are the only zeros off contained in 
D(X, 80d5r). (In practice, the factor of 80dS could probably be replaced by 
something much, much smaller. Similarly for all the “large” numbers 
occurring in the algorithm as presented.) In all except the first iteration, 
we will see that we may assume r 5 1 ld. This causes a slight difference in 
the complexity analysis between the first and subsequent iterations. 
The present iteration begins with 
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Step 1. Determine the least integer Z satisfying 22’ 2 39drlE. 
For the first iteration of the algorithm (then, r = l), Step 1 requires 
O(log log(dls)) operations. For subsequent iterations, since r 4 I/d, Step 
1 requires @log log( l/e)) operations. 
Step 2. Apply Z + 2 iterations of Newton’s method, beginning at X, in 
attempting to approximate a zero of fck-l). Let Y be the final point re- 
turned. 
For the first iteration of the algorithm, one iteration of Newton’s 
method is all that is needed to find the zero offcdpl) exactly, sincef(d-l) is 
linear. This requires O(d) operations. For subsequent iterations, it is 
easily seen that Step 2 requires O(d log log(l/e)) operations. 
PROPOSITION 8.1 The point Y is within distance 13dr/15 . 2*’ (<e/45) 
of the unique zero 5 w’) ~ff(~-‘) contained in D(X, 3dr/2) (the existence of 
t(k-‘J is implied by Proposition 5.1). 
Proof. Proposition 5.1 shows that .$(k-‘) is the only zero of fck-‘) con- 
tained in D(X, 80d5r/10d2). Since l,$(k-l) - XI 5 3dr/2, we thus have that 
all other zeros offck-‘) are at least distance p 2 8d3r - 3drl2 > 15d3r/2 
(using d 3 2) away from ,$k-*). Consequently, l[(k-l) - XI I p/5d2, so that, 
by Corollary 4.5, X is an approximate zero off(k-‘) with corresponding 
Newton square converging to 5. The bound on IY - [(k-‘)1 stated in the 
lemma is now an easily deduced consequence of Proposition 4.1 n 
If k = 1, the Proposition 8.1 shows that Y approximates the single zero 
off contained in D(X, r) within distance E, and so we can terminate this 
iteration. Otherwise, continue, assuming k 2 2. 
Step 3. Apply SA to D(Y, 13dr/22’). 
Step 3 requires O(d log d) operations. 
PROPOSITION 8.2 Zf, in Step 3, SA returns “SUCCESS: k,” then Y 
approximates all k zeros in D(X, r) within distance E. 
Proof. By choice of I, 13dr/22’ I a/3. The proposition is thus a simple 
consequence of Lemma 7.2 and the fact that the zeros off which are not 
contained in D(X, r) are at least distance 6d * 13dr/221 away from Y (using 
Proposition 8.1 and the assumption that the zeros off which are not 
contained in D(X, r) are not contained in D(X, 80d-V). n 
Because of Proposition 8.2, in what follows we assume that SA applied 
to D(Y, 13dr/22’) did not return “SUCCESS; k,” since otherwise Y 
serves as the desired approximation. 
LEMMA 8.3 SA applied to D(Y, 13dr) returns “SUCCESS; k.” 
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Proof. Since by Proposition 8.1, Y is within distance 3drl2 + e/45 < 
14dr/9 of X, all k zeros in D(X, r) are within distance 14dr/9 + r < 13dr/6 
of Y, using d 1 2. The lemma follows from Lemma 7.1 W 
Step 4. Using the facts that SA applied to D(Y, 13dr/2*‘) did not 
return “SUCCESS; k” but SA applied to D(Y, 13dr) does return “SUC- 
CESS; k,” proceed by bisection on [O, 2’1 to determine an integer .Z such 
that SA applied to D(Y, 13dr/2J) returns “SUCCESS; k” but SA applied 
to D(Y, 13dr/2J+1) does not return “SUCCESS; k.” 
The work in Step 4 is dominated by O(Z) applications of SA, and hence 
requires O(d(log d)(log log(dls))) operations for the first iteration of the 
algorithm and O(d(log d)(log log(l/e))) operations for subsequent itera- 
tions. 
PROPOSITION 8.4 For J as determined in Step 4, D(Y, 39drlr) con- 
tains all k zeros contained in D(X, r), and the zeros of some pair of these 
zeros are at least distance 13drl15 . 2J+’ apart. 
Proof. The first conclusion is a consequence of Lemma 7.2. Noting 
that, by Proposition 8.1, Y is within distance 13dr/15 . 2J” of [(k-‘), the 
second conclusion follows from Lemma 7.3. w 
Step 5. Begin applying the Schur-Cohn algorithm to the smallest 
square containing D (Y, 39drlr), applying it first to the grid of four equal 
squares subdividing that square, etc. (The ith iteration of the Schur-Cohn 
algorithm will then be applied to squares with edges of length 39dr/2J+i-’ 
contained in suspect squares from the previous iteration.) After each 
iteration of the Schur-Cohn algorithm, partition the set of suspect 
squares for that iteration into the largest subsets Si, . . ., S, satisfying 
the condition that the union of all squares in a subset Sj is a connected set 
in C. If 1 = 1, proceed to the next iteration of the Schur-Cohn algorithm. 
Otherwise, let Xj be the vertex of some square in Sj, forj = 1, . . . , 1. 
Compute rj = max{lRe(u - Xj)l + IIm(u - Xj)/}, where u ranges over all of 
the vertices of squares in Sj. (Then all of the zeros off that are approxi- 
mated by squares in Sj are contained in D(Xj, rj).) For eachj determine if 
for all k # j we have that 80d’rj + rk 5 IRe(Xj - Xk)l + IIm(Xj - Xk)l. For 
eachj such that this inequality holds for all k # j, “fix” Xj and rj. Let S be 
the union of the Sj for the remainingj. Re-index the fixed Xj, rj by XI, r1 ; 
X2,r2;. . . ; X,, r,. If S = 0, then terminate Step 5. Otherwise, begin the 
above procedure on the squares in S. First apply the Schur-Cohn algo- 
rithm to the four equal smaller squares in each square in S. Then partition 
the resulting suspect squares into new sets S,, , , . . . , Sm+,, . Determine 
corresponding Xj and rj. For eachj = m + 1, . . . , m + I’, determine if 
for all k # j we have that 8Od’rj + rk 5 IRe(Xj - Xk)l + IIm(Xj - Xk)]. For 
each j such that this inequality holds “fix” Xj and rj. Let S be the union of 
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the Sj for the remaining j = m + 1, . . . , m + I’. Re-index the newly 
fixedXj,rjbyX,+,,r,+I; . . . ; X,,, r,,. If S = 0, then terminate Step 5. 
Otherwise, proceed as above on S. 
AttheendofStep5,weobtainXjandrj,j= 1, . . . ,I,whereIe2, 
such that (i) each of the k zeros in D(X, r) is contained in some D(Xj, r+); 
(ii) each D(Xj, rj) contains a zero, but no zero outside of D(X, r); and (iii) 
the only zeros contained in D(Xj, 80d’rj) are contained in D(Xj, rj). Ex- 
cept for the condition that we do not yet know how many zeros are in 
D(Xj, rj), each D(Xj, rj) is ready to have an iteration of the algorithm 
applied to it. 
Note that if r 5 1, each of the rj satisfy rj I l/d (actually, rj G l/d). This 
justifies our previously used assumption that for all iterations of the algo- 
rithm except the first, we may assume r I l/d. 
Proposition 8.4 implies that after at most O(log d) iterations of the 
Schur-Cohn algorithm in Step 5, some pair of suspect squares will be 
nonadjacent; i.e., separation between the zeros begins to become evident. 
Using this fact, and the fact that the smallest disk around a suspect square ( 
contains a zero off, it is not difficult to see that the number of operations 
required in Step 5 is O(l& log(d)), where 1 is the number of pairs (Xj, rj) 
returned. 
Step 6. To determine the number of zeros in D(Xj, rj), apply SA to 
D(Xj, 6rj). By Lemma 7.1, SA will return “SUCCESS; kj,” where kj is the 
correct number of zeros. 
Step 6 requires O(ldlog d) operations, where 1 is the number of disks 
D(Xj,rj). 
Step 7. For each j, determine if rj < E. If so, then Xj approximates the 
kj zeros in D(Xj, rj) within distance E, and hence D(Xj, rj) need not be 
considered further. 
Finally, for each of the D(Xj, rj) not retired by Step 7, begin applying an 
iteration of the algorithm to D(Xj, rj). 
Because each iteration of the algorithm ends with 1’ 5 1 disks to which 
the algorithm will be applied (because some of the 1 disks may be retired in 
Step 7), where x$=, kj 5 k and 1 5 kj 5 k, it follows that O(d) iterations of 
the algorithm will suffice to approximate all zeros. Consequently, the total 
operation count is O(&log d)(log log( l/a)) + &log d)). 
If we are concerned with approximating only a single zero, then at the 
end of any iteration which did not lead to a successful approximation, we 
should apply the next iteration only to that D(Xj, rj) for which the corre- 
sponding kj is smallest. If the iteration began with k zeros in D(X, r), then 
the smallest kj will satisfy kj I k/2. It follows that to approximate a single 
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zero, @ log d) iterations will suffice and the total operation count is 
O(d(log #(log log(l/&)) + &log d)). 
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