Abstract-For systems that repeatedly perform a given task, iterative learning control (ILC) makes it possible to update the control signal to the system during successive trials in order to improve the tracking performance. Iterative learning control has an inherent 2-D system structure since there are two independent variables, i.e. time and trials. In this paper, the 2-D structure is exploited in a method that yields in a one step synthesis both a stabilizing feedback controller in the time domain and an ILC controller, which guarantees convergence in the trial domain. A norm-bounded uncertainty model is added to guarantee a robust controller performance. The controller synthesis can be performed by means of linear matrix inequalities. The effectiveness of the theoretical results will be illustrated using a motion system.
I. INTRODUCTION
Iterative learning control (ILC), first introduced by Arimoto [1] , derives a high performance feedforward signal for systems that perform a given task repeatedly. The basic idea of ILC is to improve the tracking performance of the system during successive trials by updating the control input. Typically, the update is based on the tracking error as
where u k (t) and e k (t) are the feedforward control input and the tracking error of the k th trial respectively and F is a linear filter, which performs a filtering operation on the tracking error.
Since the time and trial directions in ILC are decoupled, ILC is often applied by separately designing a feedback and a learning controller. The feedback controller stabilizes the system in the time domain and suppresses unknown disturbances. The learning controller is designed to guarantee convergence in the trial domain. In most cases the design of the learning filter is based on the inverse of a closed-loop model [2] . Since ILC derives a feedforward signal, it does not affect the stability of the system in the time domain.
The objective of stabilization of the system in the time domain and convergence of the ILC scheme in the trial domain can be written as a convergence condition on the tracking error as lim k→∞ e k = 0.
The tracking error e k = y k − r, where y k is the output of the system and r is the desired output trajectory. This paper proposes a totally different approach. A onestep synthesis is presented that yields both a stabilizing feedback controller and a learning feedforward controller. The presented design method makes use of 2-D system theory [3] and will be presented in terms of linear matrix inequalities (LMIs).
The learning process of ILC can be cast into a 2-D framework due to information propagation in two independent directions, i.e. time and trial directions [4] , [5] , [6] , [2] . An advantage of the 2-D framework is that the stability of the system in the time domain and the convergence of the learning scheme in the trial domain can be analyzed simultaneously. Furthermore, conditions for the existence and derivation of both the stabilizing feedback controller as well as the learning controller can be expressed using this approach. Traditionally, in 2-D systems, stability tests are based on computing zeros of a 2-D characteristic polynomial, which poses in general a numerically complex or even infeasible problem [3] . As an alternative solution, Lyapunov theory within the framework of state space models is used, which reduces the computational complexity [7] , [8] . In this way stability conditions can be formulated in terms of LMIs, that can be solved with established effective numerical algorithms.
This paper is organized as follows. In Section II, the problem statement is addressed in more detail. The combined design procedure for the feedback and learning controller for ILC and the stability conditions is discussed in Section III. The design procedure makes use of LMI based methods for the design of control schemes for 2-D systems. Optimization techniques for computing the controllers are used to optimize the convergence properties. Finally Section III deals with the integration of a state observer in the design and the robustness against norm bounded system uncertainties. The proposed design procedure is applied to a motion system, which is discussed in Section IV. The obtained results are shown in Section V. Finally conclusions are given in Section VI.
Throughout this paper, the null matrix and the identity matrix with appropriate dimensions are denoted by 0 and I respectively. Moreover, sym(X) is used to denote X +X T . All matrix inequalities are considered in sense of Löwner, i.e. the notation X Y (respectively X Y ) means that the matrix X − Y is positive semi-definite (respectively positive definite). The symbol ( ) replaces terms that are induced by symmetry.
II. PRELIMINARIES AND PROBLEM STATEMENT
Let us consider the following discrete-time linear system
where on trial k, x k (p) ∈ R n is the state vector, y k (p) ∈ R m is the output vector and u k (p) ∈ R l is the control input vector.
For the tracking control problem the system needs to be stabilized and furthermore the output of the system y k needs to track the desired output trajectory r. The tracking error is given by
Note that the desired output trajectory is equal every trial and therefore does not depend on k. ILC adjusts the input from the current trial u k (p) to a new input u k+1 (p) for the next trial. Therefore, a general iterative control rule can be defined in the following form
where ∆u k (p) denotes the modification of the control input. The problem to be addressed is stated as follows. Design a control input u k (p) that makes the output of the closed loop system y k (p) track a given reference r(p) as accurate as possible by updating the control input though successive trials k.
To solve the considered control problem, 2-D system theory will be used. For modeling the ILC scheme, 2-D state space models can be used. The most common 2-D state space model is a Roesser model [9] , which is defined by the following equation
In this model, i and j are the positive integer valued horizontal and vertical coefficients, x h (i, j) ∈ R n is the horizontal state sub-vector, and x v (i, j) ∈ R m is the vertical state sub-vector. The matrices G 11 , G 12 , G 21 , G 22 are known constant matrices with appropriate dimensions. In this case, the boundary conditions are given by
Lemma 1: A 2-D system represented by the Roesser model (4) is asymptotically stable if there exist blockdiagonal matrix P 0, P = diag (P 1 , P 2 ), satisfying [7] , [3] Φ
where
Lemma 1 describes a sufficient condition for asymptotic stability. The solution to the inequality (6) can be found by employing computationally efficient algorithms for convex optimization based on LMIs.
III. MAIN RESULTS
The controller design method is introduced in three parts. The 2-D system representation of ILC will be discussed in more detail in Section III-A. The addition of a state observer in the controller design will be treated in Section III-B. Robustness issues are the subject of Section III-C.
A. 2-D system representation of ILC
The derivation of a representation for the stability problem of the 2-D linear system is as follows. First, based on (1), (2) and (3) it can be derived that
For the system to be described in the form of the Roesser model (4), define the vector
to write
Combining (3), (8) and (1) yields
Let now the modification of the control input law, which is used to update the control input at trial k + 1, be given by
where K 1 and K 2 are the matrices to be designed. The control law defined by (3) and (9) consists of a state feedback control action on the tracking error of the current trial (i.e. on the trial k + 1) combined with a feedforward based on the previous trial (i.e. on the trial k), which is available for use. The block diagram of the control setup for the proposed ILC scheme is depicted in Fig. 1 . With the control law of (3) and (9) the following model for the ILC scheme is obtained
.
The boundary conditions are given by
It can be seen that equation (10) takes the Roesser model structure. In (4), the tracking error vector e k (p) plays the
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role of the vertical state vector and the trial state vector η k+1 (p) plays the role of the horizontal state vector.
Since stability of the model (10) guarantees stability along the direction of learning trials in addition to stability of the closed-loop control system, the following theorem provides the LMI condition for stability and provides an algorithm for designing the control law.
Theorem 1: Let a system of the form described by (1) be subjected to a control law of the form (9) . The resulting closed loop system is stable along the direction of learning trials in addition to the stability of the closed-loop control system if there exist matrices W 1 0, W 2 0, N 1 and N 2 of compatible dimensions such that the following LMI is feasible
If the above condition holds, the learning matrices K 1 and K 2 are given by
(12) Proof: Assume that there exist matrices W 1 0, W 2 0, N 1 and N 2 such that the LMI (11) is feasible. Next, set
and pre-and post-multiply both sides by diag (P 1 , P 2 , P 1 , P 2 ) to obtain
Make changes of variables G 11 = A − BK 1 , G 12 = BK 2 , G 21 = −CA+CBK 1 , G 22 = I −CBK 2 to see that (13) can be rewritten as
where P = diag (P 1 , P 2 ) and Φ is defined in (7) . Finally, apply the Schur complement formula to the above inequality to find that it is equivalent to the LMI (6). In a lot of practical applications, especially in motion systems, the term CB ≈ 0. Hence, CBK 2 ≈ 0, which results in a very small or no convergence. To overcome this problem the design procedure is cast into a convex optimization problem, which maximizes the gain K 2 . Remark 1: In case of SISO systems (i.e. single input, single output systems), the matrix K 2 becomes a scalar. Then, for convergence in the trial domain holds I − CBK 2 ≺ I. Using LMI optimization, the value of K 2 can be maximized by constraining N 2 and W 2 . A large K 2 leads to a fast convergence and therefore the control error is minimized. To proceed, introduce the scalar variables γ 1 > 0 and γ 2 > 0. Next, impose the following constraint on N 2 (recall that N 2 is a scalar) −N 2 ≺ −γ
which is equivalent to the LMI
Similarly, assume that W 2 ≺ γ 2 I which can be rewritten as
The convex optimization problem can now be formulated as min W1 0,W2 0,γ1>0,γ2>0,N1,N2 γ 1 +γ 2 subject to (11) , (14) and (15).
Remark 2: The optimization procedure can place the closed loop poles, i.e. the eigenvalues of (AW 1 −BN 1 ), at frequency infinite, which causes problems for practical implementation. To overcome this difficulty, the pole placement technique can be applied -see [10] , [11] for further details.
B. Observer-based ILC scheme
The control law designed in the previous subsection assumed that all state variables are available for measurement. In practical applications, it is not always the case. If the complete state vector is not available for measurement, the state can be reconstructed using a state observer. A commonly used state observer iŝ
wherex k denotes the estimated state vector on trial k and L is the observer matrix to be found. Let the observer error x k (p) = x k (p) −x k (p). Then using (1) and (17) it follows that
where the matrix L is chosen such that the eigenvalues of (A − LC) will be located inside the unit circle. The observer matrix L can be derived as follows. Theorem 2: Suppose that the closed-loop system, defined by (1), (3) and (9), is stable and observable, then the observer error converges to zero if there exist matrices R 0 and M such that the following LMI holds
If the above LMI is feasible, the observer gain matrix L is given by L = M R −1 . Proof: Define a Lyapunov functional candidate for the error system (18) as
where S 0 is the matrix to be found. It then follows from Lyapunov's Second Method that the observer error system (18) is asymptotically stable (i.e. the observer error x k on a given trial k approaches zero) if the following matrix inequality holds
Apply the Schur complement formula and make use of the following change of variables R = S −1 and M = S −1 L to find that the above inequality is equivalent to the LMI (19).
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Remark 3: The observer poles must be dominant over the controller poles in order to provide accurate estimates of the states for the controller. On the other side, the whole system can become unstable when the observer is too fast in comparison to the observed system. This means that the observer poles cannot be placed in any region of the unit circle. To place the poles in specific regions of the interior of the unit circle, the pole placement technique can be used again [10] , [11] . In the update of the control input (9), the true system states can be replaced by the estimates states of the observer as
where η k is the estimate of the vector η k on trial k.
C. Robustness analysis
The analysis is extended to the case when there is uncertainty in the system state space model. Here, only the case is considered when (1) is subjected to norm-bounded uncertainties, i.e. it is assumed that the uncertainty is modeled as an additive perturbation (denoted here by ∆A and ∆B) to the nominal system matrices (A and B)
where H, E 1 , E 2 are known constant matrices of compatible dimensions and the matrix F is an unknown matrix that satisfies
For an ILC process with norm-bounded additive model uncertainties, the following 2-D model is obtained
Lemma 2: Let Σ 1 , Σ 2 be real matrices of appropriate dimensions, then for any matrix F satisfying F T F I and a scalar > 0 the following inequality holds [12] 
Theorem 3: Let a system of the form (22) with uncertainty structure modeled by (20) and (21) be subjected to a control law of the form (9) . If there exist matrices W 1 0, W 2 0, N 1 and N 2 of compatible dimensions and a scalar > 0 such that the following LMI holds 
the resulting ILC process is robustly stable along the direction of learning trials in addition to the stability of the closed-loop control system and the required controller matrices in (9) are given by (12) .
Proof: Application of Theorem 1 proves that the ILC process modeled by (22) is stable if
Invoke Lemma 2 to obtain
Finally, apply the Schur complement formula to obtain the inequality (24). Remark 4: Using above presented transformations, it follows immediately that the LMI condition of (19) becomes
IV. THE FLEXIBLE SHAFT SYSTEM
The controller design method will be applied to the flexible shaft system, shown in Fig. 2 . The dynamical properties of the system are comparable to many motion systems such as printers, pick and place robots, etc.
The flexible shaft system, consists of two rotating masses, which are connected through a flexible shaft. The first mass is excited by a motor and the position of both masses is measured using incremental encoders. The positions can be measured with a resolution of 3.1416 · 10 −3 rad (2000 increments per revolution). 
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A schematic representation of the flexible shaft system is shown in Fig. 3 . The system can be approximated by two masses that are connected by a spring and a damper. The force on the first mass, exerted by the motor, is denoted by F , the position of the two masses are denoted by respectively x 1 and x 2 . The equations of motion for the system of Fig. 3 can be written as
A continuous time state-space model with input u = [F ] and state x = [x 1ẋ1 x 2ẋ2 ] T can be derived aṡ
where Ac = 2 6 6 4 The measured frequency response function (FRF) of the input u to the position of the second mass x 2 is shown in Fig. 4 . At low frequencies a double integrator character can be seen, i.e. the system behaves like a single mass. At 52 Hz a resonance peak is present, which is caused by the low stiffness of the flexible shaft, that connects the two masses.
Based on the measured FRF data, a system model of the form (26) Solving the LMI (24) (by using SEDUMI [13] and YALMIP [14] the for LMI computations) yields for the controller matrices of (9) All closed-loop poles are located within the unit circle, so the state feedback controlled system is stable. The reference signal r is depicted in Fig. 5 . The reference signal consists of 10 revolutions in positive direction, a return path, 10 revolutions in negative direction and returning to the start position.
With the model of the system and the designed controller, an ILC simulation with 10 trials is performed. At each trial, the RMS value of the tracking error e, is calculated as
In Fig. 6 the RMS value of the tracking error is shown as a function of the trial number. The error converges exponentially to 3.8320·10 −4 rad at trial 10. The control input u of trial 10 is shown in Fig. 7 . The largest input is required at time instants where the system accelerates or decelerates. This corresponds to the lowfrequent mass behavior of the system. 
VI. CONCLUSIONS
In this paper, 2-D system theory and LMI techniques are exploited to develop a computationally efficient method, which simultaneously derives a stabilizing feedback controller as well as a learning controller for ILC in a one-step synthesis.
The controller design is written as an LMI condition, which guarantees stability in the time domain and convergence in the trial domain. LMI optimization and pole placement techniques are used to obtain the optimal controller parameters, which stabilize the system and result in a con- verging ILC scheme. Norm bounded model uncertainties are added to the analysis to add some degree of robustness to the derived controller.
The simulations performed using the flexible shaft system show that the designed controller stabilizes the system and results in an exponential convergence of the tracking error to RMS(e)=3.8320·10 −4 rad in 10 trials. The method presented in this paper results in a learning controller, which consists of a single gain. The structure of the learning filter can be expanded to further improve the performance of the ILC scheme. This will be subject of further research.
