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SUMMARY
Nominally equivalent control realizations consisting of linear 
combinations of open-loop and state feedback control for a linear time- 
invariant completely controllable plant are considered. Two controls are 
said to be nominally equivalent if they are equal for nominal values of 
plant parameters. The main result of the paper is a development of a 
procedure for determining a semi-closed loop control which is nominally 
equivalent to a given semi-closed loop control and which is less sensitive 
to plant parameter perturbations than the given control. The given semi- 
closed loop control realization includes open-loop and closed-loop reali­
zations as special cases. Sensitivity reduction is achieved by specifying 
the change in the feedback matrix in terms of the solution of an 
algebraic matrix Riccati equation. The corresponding open-loop portion 
of the control is changed to maintain nominal equivalence. The 
restructured semi-closed loop system is always stable. When the nominal 
control is optimal, the sensitivity reduction described in the paper 
generalizes the one given by Kreindler for optimal closed loop control 
compared to the optimal open-loop control.
*This work was supported in part by the U. S. Air Force under 
Grant AFOSR-68-1579D, in part by the Joint Services Electronics Program 
(U. S. Army, U. S. Navy, and U. S. Air Force) under Contract 
DAAB-07-67-C-0199 and in part by the National Science Foundation under 
Grant GK-3893, Coordinated Science Laboratory, University of Illinois.
I. INTRODUCTION
A useful concept in the study of the effectiveness of feedback 
in reducing sensitivity to parameter variations in multivariable systems 
is that of comparison sensitivity. It has been shown that the output 
deviations of a feedback system due to perturbations in plant parameters 
is related to the output deviation of a nominally equivalent open-loop 
system by means of a causal linear operator called the comparison 
sensitivity operator [1-7].
In this paper, control realizations consisting of linear 
combinations of open-loop functions and the state variables of a linear 
time-invariant completely controllable plant are considered. Henceforth, 
such control realizations are called semi-closed loop controls. The 
relationship between the state deviations corresponding to two nominally 
equivalent but different semi-closed loop controls is examined in 
Section II, where an explicit state representation for the comparison 
sensitivity operator is derived. Section III contains the methods for 
restructuring a given semi-closed loop control in order to improve 
sensitivity. The structure of semi-closed loop controls is further 
examined in Section IV for the case when the nominal initial state of the 
plant is zero, and a transfer relationship between an external input and 
the plant input is specified. Section V focuses on the case when the 
nominal control is an optimal control which minimizes a performance 
index. Previously derived results [13] on the sensitivity comparison 
of a closed loop realization and an open-loop realization of the optimal 
control for a quadratic performance index emerge as special cases.
2II. SENSITIVITY COMPARISON OF TWO FEEDBACK SYSTEMS 
Consider a linear time-invariant plant
x(t,p,) = A(|i)x(t,M') + B(|l)u, t > 0 (1)
where x(t,p<) is the n-dimensional state vector, u is the m-dimensional 
control vector or plant input, A(|jl) and B(|i) are time-invariant matrices 
whose elements are continuously differentiable in a p-dimensional 
parameter vector |i, and the dot indicates differentiation with respect 
to time t. The state at the initial time t = 0 is a known function of p<
x(0,|i) = x q (M<) • ( 2 )
Consider controls of the form
Ui = ri(fc) " (3)
called semi-closed loop controls, where r^(t) is continuous in t and 
independent of |jl, and is constant and independent of p.. Open-loop 
controls where = 0 and closed loop controls where r^(t) = 0 are 
included as special cases of semi-closed loop controls. Figure 1 shows 
two control systems for the same plant.
Two controls u^ and u^ are said to be nominally equivalent if 
U1 = u2 whenever |i = p/c where p,* is a given nominal value of p,. For 
u = u^, denote the resulting state by x^(t,|i). Clearly, whenever u^ and 
are nominally equivalent, x^(t,p,*) = x2(t,M<’v). Two systems with 
identical plants are said to be nominally equivalent if their plant 
inputs are nominally equivalent.
3Two semi-closed loop controls = r^(t) -K^x^(t,(Jb) and 
u2 = r2^t  ^“K2X2^t,*JL^ are nominally equivalent if r2(t) -K2x2(t,|i*) = 
r^(t) - K^x^(t,)i*) j for all t. Thus if u^ realizes a specified control 
function u^(t) for (Jb = |iVf, the control u2 is nominally equivalent to u^ 
for any specified K2 provided that r2(t) is chosen as
r2(t) = r^t) + (l^ -K1)Xi(t,n,*). (4)
Although nominally equivalent controls are equal whenever |jl = | l* , 
they are generally different when |jl ^  |i*. Similarly, the corresponding 
states are generally different, x^(t,|i) ^ x2(t,|i) for t > 0, when |i ^ |i*. 
When the parameter vector is perturbed from |i* by A|i,
(i, = |I* + A|i,
the state x^ (t,(j,) becomes x^(t,|i*) + 6x^(t), where 6x^(t) is given to 
first order by
6x.(t) = A(H*)8x (t) + lak_0‘*>*1(t.l**>*‘k 
1 1 k=l o \
- B(|i*)K 6x1 (t) + £ A\1 1 k=l
where
u* = r1(t) - K1x1(t,fJb*) .
Similarly
6x? (t) = A(ii*)6x9(t) + £ M_(M**)x2(t,M**)AMik
L z k=l op-k
- B(ll*)K 6x9(t) + £ a\2 2 k=1 bp-k
( 6 )
4where
u2 = r2 " K2x2 *
Since the two systems involve the same plant, x^(0,|i) = x2(0,|i). 
The initial conditions for (5) and (6) are given to first order by
p  dx (|l*)
«*i(0) = 6x2 (°) = kliaif AV  <7)
K.
By subtracting (5) from (6) and noting that for nominally equivalent 
systems u* = uj and x^Ct,^*) = x2(t,|J,*), it is seen that
£ = [a (H*) -B((i*)K2]z -B((l*)[K2 - K1]8x1(t), z(0) = 0 (8)
where
z = 6x2 (t) - 6x1(t).
Thus
6x2(t) = z + 6x1(t). (9)
Equations (8) and (9) represent the state and output equations 
for an nth order causal linear system whose input is 6x^(t) and whose 
output is 6x2(t). Note that 6x^(0) and 6x2(0) are not necessarily zero 
but the initial state z(0) is zero.
The block diagrams of Figures 2 and 3 show two of many possible 
realizations of the sensitivity system (8) and (9). Both are nth order, 
the same order as the plant. Figure 2 displays the effect of the 
additional feedback matrix K2 Figure 3 shows how the sensitivity
operator can be realized using blocks appearing only in the original 
systems of Figure 1(a) and Figure 1 (b) .
5The sensitivity matrix S relating the Laplace transform 
quantities 6X2 and 6X^ in 6X2 = S6X^ can be obtained in several ways. One 
way is to observe that the sensitivity matrix relating 6X^ to the 
deviation 6Xq of a nominally equivalent open loop system is [2]
6X, = S-6X = [X + (sI-A)"1 B K j " 1 6X 1 1 o 1 c (10)
and the sensitivity matrix Sn relating 6X_ to 6X is2 2 o
6X0 = S_6X = Cl + (sI-A)“1 BK0]~1 6X .




S = [i + (sI-A)"1 BK2]"1 Cl + (sI-A)_i BK1].-1 ( 12)
By elementary matrix manipulation, it is readily verified that S 
can be written as
S = (si - A + BK2)"1 (si - A + BK1) (13)
and also as
S = [i + (si - A + B K p "1 B(K2 -K1)]"1. (14)
The expression in (13) is more directly obtained by inspection 
of Figure 1(b), and the expression in (14) is more directly obtained by 
inspection of Figure 1(a).
A
Let S be a causal linear time-invariant operator relating the 
real vector time functions 6x^(t) and 6X2(t)
6Ôx2(t) = S6x1(t) (15)
such that whenever
h
J ôx^(t) 6x1(t)dt < 00 9 (16)
0
tl
f Ôx'(t) ôx9(t)dt < oo (17)
0
holds for ail t^ > 0. As a criterion for comparison of sensitivity of 
two nominally equivalent systems, system 2 is defined to be less sensitive 
than system 1 if
pi pi
J 6x' (t) Wôx (t)dt > J 6x'(t) W6x_(t)dt (18)
0 0
holds for all t^ > 0, for all 6x^(t) satisfying (16) for all ôx2_(t) 
satisfying (17), where W is a constant positive semi-definite matrix. If 
system 2 is less sensitive than system 1 and if the strict inequality in 
(18) holds, for some ôx^(t), ôx2(t), and t^ satisfying (16) and (17), 
system 2 is said to be strictly less sensitive than system 1.
A frequency domain condition in terms of the comparison 
sensitivity matrix which guarantees (18) is stated below [1,8,5,12].
A
Denote the frequency domain representation of S by S(s) so that the Laplace 
transforms of ôx2(t) and 6x^(t) are related by
6 X 2 ( s )  =  S(s)6X1(s). (19)
Since ôx2(t) and ôx^(t) are related by ordinary linear 
differential equations with constant coefficients, S(s) is rational. The 
requirements of (16) and (17) imply that S(s) is analytic at infinity 
and all its poles are in the left half of the s-plane.
7Theorem 1. If S is a causal linear time-invariant operator such that 
whenever (16) holds, (17) holds also, and W is any constant positive 
semidefinite matrix, then a necessary and sufficient condition for (18) 
to hold for all t^ > 0 and for all 6x^(t) which satisfy (16) is
W - S' (-jco)WS(jct) > 0 (20)
for all real oo in (-00,00). Condition (20) is equivalent to
[S'(-ja))]“1WS"1(j(jD) - W > 0 (21)
for all real a) in (-00,00).
For a proof of Theorem 1 see [1,8,5,12].
Note from (10) that the rational function S(s) has no poles at 
infinity. Hence if the sensitivity matrix S(s) satisfies (20) or (21), 
and if all the eigenvalues of A-BK^ are in the left half of the s-plane, 
then system 2 is less sensitive than system 1.
Corollary 1. If system 2 is less sensitive than system 1 and if there is 
a 6X^(jU)) such that
6 X |(-ju ))[W  - S '( - ju ))W S (ju ))]6 x 1 (jiu) >  0 
or
(-Jcjd)£[S' (-j(t)] V s  1(ja)) -w}6X2(ja)) > 0
for all real U) in some interval, then system 2 is strictly less sensitive 
than system 1.
Proof: The proof follows from Parseval's theorem and the proof for
Theorem 1.
8Although in principle, the inequalities in (20) or (21) together 
with the inequalities resulting from demanding A-BK2 to be a stability- 
matrix define acceptable regions for the elements of which guarantee 
that (18) would be satisfied, the actual numerical determination of an 
acceptable solely on the basis of these inequalities is quite difficult. 
In the next section, a procedure for constructing in terms of solutions 
of algebraic matrix Riccati equations is described.
III. SENSITIVITY IMPROVEMENT BY RESTRUCTURING 
OF THE SEMI-CLOSED LOOP CONTROL
Given a desired nominal control u^(t) and a realization 
U1 = rl^^ " K1x1(t >^ ')
which yields u^ = u^(t) for (i = (jl*, a procedure is sought for determining 
semi-closed loop control
u2 = r2(t) - K2x2(t,M-)
such that for |jl = |i*, u2 = u^(t), and x2(t,M-*) = x^(t,|i*). Furthermore, 
u2 should be less sensitive than the given control u^ in the sense of 
(18). The new control u2 may be viewed as a restructuring of the given 
control in terms of a reallocation of open-loop and state feedback 
components of the control.
Theorems 2 and 3 below provide recipes for constructing K2 such 
that S(s) satisfies (20) or (21) for some choice of W. The open-loop 
function r2(t) is then chosen in accordance with (4).
9In the following development, it is assumed that A and B without 
argument denote A(|i*) and B(|i*) respectively, unless explicitly stated to 
the contrary. Assume that [A,B] is completely controllable and choose 
any C such that [A,C] is completely observable. From the above 
assumptions, it follows that for any K^, [A-BK^,C] is completely 
observable [9]. Choose an arbitrary symmetric positive definite matrix 
R of dimension m. From optimal linear regulator theory [10,11] and from 
the above assumption on controllability
-P(A-BK^) - (A-BK^'P + PBR_1B,P = C'C 
has a unique positive definite solution for P. Form
(22)
K3 B'P (23)
where P is the positive definite solution of (22). The assumption on 
observability additionally guarantees that A^-BK^ - BK^ is a stability 
matrix [10,11]. (All the eigenvalues of A-BK^ - BK^ have negative real 
parts.)
Theorem 2 : If (i) [a ,b ] is completely controllable
(ii) C is chosen such that [A,c] is completely observable
(iii) P is the positive definite solution of (22) and 
is defined by (23),
then
Cl + (-j(l)I - A + B K 1)“1BK3]'K^RK3[i + (ju)I - A + BK1)’1BK3] - K^RK3 > 0 (24)
for all real cjd in (-00,00) .
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Proof: Adding Ps + (-s)P to (22),
P(sl-A + BK^) + (-sI-A + BK-^'P + PBR"1B'P = C'G. (25)
Postmultiplying by (sI-A + BK^) premultiplying by
K^B'Ci-sI-A + BK^) ■*■]', adding K^RK^, and using (23) to eliminate P,
[i + (-sI-A + BK1)"1BK3]'K^RK3[l + (sI-A + BK^^BK^
= K^RK3 + K^B'[(-sI-A + BK1)"1]'C'C(sI-A + B ^ ) “^ ^ .  (26)
Since C'C > 0,
K^B'[(-sI-A + BK1)“1]'C,C(sI-A + B K ^ ’^  > 0
where s = juo for all real od in (-00,00) . Thus (24) follows.
The method of proof of Theorem 2 is similar to that by Kalman 
for a different theorem [10,12,13]. A theorem in the spirit of Theorem 2 
but which leads to the same matrix inequality as in Kalman, Anderson, 
and Kreindler [10,12,13] can be proved in exactly the same way as in 
[10,12,13]. However, Theorem 2 is more directly related to the frequency 
domain criterion (21) where S(s) is the comparison sensitivity matrix. 
Note that the matrix expression in (24) of Theorem 2 is nxn where n is 
the dimension of A while the matrix expression in the analogous theorem 
in [10,12,13] is mxm where m is the number of columns of B 
Theorem 3: If (i) for the plant in (1), it is required that when
|i = p,*, the control u should be equal to a given 
function u^(t),
11
(ii) r^(t) and are given such that a semiclosed loop 
control
U1 = rl(fc) “ K1x1(t,M.)
realizes u^(t) when |i = |i*, where A(|jl*) - B(|i*)K^ is 
a stability matrix, and 6x^(t) satisfies (6) for all 
t1 > 0,
(iii) the hypotheses of Theorem 2 holds
(iv) is chosen as +K^ and r^(t) is chosen
according to (4)
(v) the system with control above is called system 1 
and the system with control
u2 = r2^  “ K2x2 t^,|J'^ 
is called system 2,
then the sensitivity matrix S(s) satisfies
K^RK3 - S’ (-ja))K^RK3S(jU)) > 0 (27)
for all real (JO in (-00,00). Condition (27) is equivalent to
[S’ (-j(u)]_1K^RK3Cs(jou)]_1 -K^RlCj > 0 (28)
for all real u) in (-00,00) .
Proof: From hypotheses (i), (ii), and (iv), u^ and u^ are nominally
equivalent so that the comparison sensitivity matrix S(s) is given by 
(14). From hypothesis (iii), Theorem 2, and (14), it follows that S(s) 
satisfies (27). Condition (28) is equivalent to condition (27).
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Corollary 2: If the hypotheses of Theorem 3 hold, then system 2 is less
sensitive than system 1 in the sense of (18) with W = K^RK^.
Proof: By construction using Theorem 3, the eigenvalues of A-BK2, and hence
the poles of S(s) are all in the left half of the s-plane [10,11]. The 
operator S corresponding to S(s) is causal. From hypothesis (ii) of 
Theorem 3, and Theorem 1, (18) holds for W = K^ RfC^ .
Corollary 3: If (i) the hypotheses of Theorem 3 hold,
(ii) 6x^(t) i 6x2(t) over any time interval,
(iii) C is chosen such that rank C = n,
then system 2 is strictly less sensitive than system 1 in 
the sense of the strict inequality of (18) with W = K^RK^• 
Proof: From (5), (6), and (7), it is seen that hypothesis (ii) implies 
that BK36x2(t) $ 0. Thus BK36X2(j(«) ^ 0 and (juol - A + BK1)~1BK36X2(ju)) # 0 
over some interval in cjo. From (iii), C'C is positive definite. Hence
6X^(-jcu)K3B'[(-jo)I-A + BK1)’"1],C'C(ju)I-A + BI^)" 1BK36X2(jcu) > 0 (29)
over some interval. Replacing s by ju) in (26), premultiplying it by 
6X2(-juo), postmultiplying it by 6X2(joo) and noting (29), it is seen that
6X£(-ju)){[l +(-ju)I - A + BK1) 1BK3],K^RK3[l + (ju)I - A + BK1)"1BK3]
-K^RK3}6X2(jw) > 0 (30)
for all a) in some interval. From Theorem 3, Corollary 1, and (30), it 
follows that system 2 is strictly less sensitive than system 1 with 
W = K'RK3 .
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Theorem 3 provides a method for constructing and ^(t) so 
that a sensitivity improvement compared to u^ is guaranteed. Even in the 
case of pure feedback for u^ (r^(t) = 0) a semi-closed loop control 
u2 = r2 t^  ^" )x2 nominally equivalent to u^ can always be
constructed such that sensitivity is improved. Furthermore, the new 
semi-closed loop system is guaranteed to be stable.
Because of the flexibility in the choice of C and R, there is 
significant latitude in the allowed values of • Nevertheless, the 
weighting matrix W in Theorem 3 is restricted to W = K^RK^• When the 
plant has only one input and when A and B satisfy certain conditions, (18) 
holds for any positive semi-definite matrix W. Theorems 4 and 5 specify 
these special cases.
Theorem 4 : If the plant in (1) has only one input and if A and B are in
phase canonic form
0 1 0 ..........0 0
0 0 1 0 ....... 0
• ; B = ;
0 0 ........  1 0
a1(|i) .........  an ^ 1
where p, appears only in the last row of A, and if u^ and u^ are constructed 
according to the hypothesis of Theorem 3, then (18) holds for any positive 
semidefinite W.
Proof: Since A and B are in phase canonic form A-BK^ is also in phase
canonic form. Considering A-BK^ as a new plant matrix, the theorem 
follows from the method of proof used in [15].
Theorem 5 : If (i)
14
the plant in (1) has only one input 
(ii) A(p,) is of the form
A (M-) = Aq + BF(|i),
where A and B are independent of |i and F(|i) is a o
continuously differentiable row vector function of |i, 
(iii) and u^ and Ug are constructed according to the 
hypothesis of Theorem 3, 
then (15) holds for any positive semidefinite W.
Proof: The theorem follows from the method of proof in [15].
The theorems in this section provide a basis for restructuring 
a semi-closed loop control in order to improve sensitivity, whenever the 
linear time-invariant plant is completely controllable. Given r^(t) and 
for the control u^ = r^(t) -K^x^(t,|i) the following steps summarize a 
procedure for computing r^(t) and
U2 is nominally equivalent to u^ for (i = |Jb* and system 2 is less sensitive 
than system 1:
1. Choose a constant matrix C such that [A,C] is completely 
observable.
2. Choose a constant symmetric positive definite matrix R of 
dimension m.
3. Solve (22) for the positive definite solution P
4. Compute from (23).
Compute Kg from Kg = K^ + Kg.
Kg for Ug = rg(t) -KgXg(tjM-) such that
5.
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6. Compute x^(t,|i*) from . ) f
x1(t,|i*) = [A(|l*) - B(m.*)K1]x 1 (t,p.*) + B(p,*)r1(t) 
x1(0,ii*) = xo (|l*) .
7. Compute (t) from (4).
The perturbations 6x^(t) and 6X2(t) will satisfy (18) for all 
t^ > 0 with W = K^RK^• If u is a scalar and A and B are in phase canonic 
form as in (31), (18) will be satisfied for any constant positive semi- 
definite W. If u is scalar, B is independent of |i, and A is of the form 
A = Aq + BF(|i), then (18) will be satisfied for any constant positive 
semidefinite matrix W.
IV. CONTROL SYSTEM WITH PREFILTER PLUS STATE FEEDBACK
Consider the control systems in Figure 4(a) and Figure 4(b) 
where as before A, B, and x q are functions of a parameter vector |i. The 
prefilters whose transfer function matrices are G^(s) and G2(s) are 
independent of |jl and have zero initial conditions. Although perturbations 
are allowed in the initial state of the plant it is assumed that 
x (|JL*) = 0. The state feedback matrices are constants which are indepen­
dent of |i.
If the nominal transfer function from v to u^ is specified,
U.(s) = T(s) V(s) -  (32)
then it is easily verified that the prefilter functions must be chosen a6
16
Gi (s) = [i + K^CsI - A)"1B]T(s). (33)
It is assumed that A and B in (31) are evaluated at (i =
Given a control system as in Figure 4(a) the results of the 
previous section indicate how ^  might be chosen to improve sensitivity. 
Then to preserve nominal equivalence G2(s) must be chosen as
G2(s ) = [I + K2(sI-A)1B][l + K1(sI-A)“1B]"1G1(s). (34)
It is assumed that A and B in (34) are evaluated at (jl = |i*.
V, COMPARISON OF OPTIMAL SYSTEMS
In the foregoing sections no assumptions regarding the optimality 
of u^ and u^ were made. The results remain valid when u^ happens to be 
obtained by minimization of some performance index. The control u2 would 
also be optimal for |i = since u2 = u^ for |i - |jb*.
Consider the case when the performance index is a quadratic
00
J - i J*(x'Q^x + u ' R-jU)dt (35)
0
where > 0 and > 0. If u^ = r^(t) - K^x is chosen such that is 
zero and r^(t) minimizes J in (35), and if in Theorems 2 and 3 is 
chosen such that R = and C'C = Q^, then r2(t) = 0 and K2 is the optimal 
feedback matrix. The control u^ becomes the optimal open-loop control 
and u2 becomes the optimal closed loop control for the quadratic index 
in (35) . In this case Corollaries 2 and 3 reduce to a result of Kreindler
17
[13] who showed that for a quadratic performance index, the sensitivity 
of the optimal closed loop realization is less than that for the optimal 
open-loop realization.
From Corollaries 2 and 3, it is seen that given any realization 
u^ = r^(t) -K^x^(t,|i) which minimizes J in (35) for |i = |jl*, another 
realization = t^(t) - K2X2 can always be found which also minimizes
J for |i = and whose sensitivity with respect to M< is less compared to 
that for u^. This is a generalization of Kreindler's result [13] to a 
larger class of control realizations. Furthermore, it is seen that 
although a closed-loop realization is less sensitive than an open-loop 
realization, a semi-closed loop realization can always be found which is 
even less sensitive than the closed-loop realization.
For nominally equivalent optimal systems where u^ is given and 
U2 is constructed in accordance with Theorem 3, the comparison sensitivity 
matrix relating the Laplace transforms of 6x^ and 6x^ satisfies the 
frequency domain criterion (20) of Theorem 1, with W = K^RK^• This is 
a new result, even when u^ is open loop control and u^ is closed loop 
control,
VI. EXAMPLE
Consider a pitch-axis control system [16] where the state x and 
control u in the equation
; x(0) = xox = Ax + bu
18
represent
x^ = angle of attack 
x^ = rate of pitch angle 
x^ = incremental elevator angle 
u = control input into the elevator actuator.
The nominal plant matrices at a dynamic pressure of q = 500 are given by
A(p,*)
-.074 1 -.012 0
-8.0 -.055 -6.2 , b = 0
0 0 -6.6667 + 6.6667
The perturbed plant matrices at low altitude for q = 1043 are
A (li) =
-.2767 1 -.0372 0
-17.1 -.1705 -12.2 , b = 0
0 0 -6.6667 6.6667
At the nominal parameter value q = 500,
-0.018 0 0.0025 0
-1.7 -.011 -1.3 , b = 0Ü
0 0 0 0
Suppose that the quadratic performance index
J = \ JCx'Qx + u^)dt 
0
is minimized for different choices of the weighting matrix Q, and Q is 
selected to achieve a desirable nominal trajectory. For
19
10. 0 0
Q - 0 0.5 0
0 0 0
and x'(0) = [l 0 0], the resulting optimal trajectory is given by the
nominal trajectory in Figure 5. Kreindler used this example to 
illustrate the sensitivity reduction of the closed-loop implementation 
over the open-loop implementation of the optimal control.
For closed-loop control, K1 = [-1.002 -1.23 .8144] and the
trajectory for low altitude is given in Figure 5 labeled as "perturbed." 
A semi-closed loop control with C = 1001, R = 1 yields 
K3 = -102. +99]. The open-loop term is selected to maintain
nominal equivalence. For the same low altitude, the resulting trajectory 
is given in Figure 5 labeled as "sensitivity design." Figure 6 shows 
the sensitivities of the closed-loop and nominally equivalent semi-closed 
loop designs. Note that the semi-closed loop control is less sensitive 
than the closed-loop control.
VII. CONCLUSION
Control realizations which are linear combinations of open-loop 
functions and state feedback functions for a linear time-invariant plant 
were considered. Given a specific combination of open-loop and state 
feedback control, a procedure was given for finding another combination 
of open-loop and state feedback control which is nominally equivalent to 
the first control and which is less sensitive to plant parameter
20
variations. The sensitivity improvement is in terms of a comparison 
of integrated quadratic forms of the state deviations.
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(a)
Figure 1. Two configurations of semi-closed systems to be compared.
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Figure 2. A realization for S(s).
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Figure 4. Systems with pre-filter plus state feedback.
Figure 5. Trajectories for the example.
t
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Figure 6. Sensitivities for the example.
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Nominally equivalent control realizations consisting of linear combinations of 
open-loop and state feedback control for a linear time-invariant completely 
controllable plant are considered. Two controls are said to be nominally 
equivalent if they are equal for nominal values of plant parameters. The main 
result of the paper is a development of a procedure for determining a semi-closed 
loop control which is nominally equivalent to a given semi-closed loop control 
and which is less sensitive to plant parameter perturbations than the given 
control. The given semi-closed loop control realization includes open-loop and 
closed-loop realizations as special cases. Sensitivity reduction is achieved 
by specifying the change in the feedback matrix in terms of the solution of an 
algebraic matrix Riccati equation. The corresponding open-loop portion of the 
control is changed to maintain nominal equivalence. The restructured semi- 
closed loop system is always stable. When the nominal control is optimal, the 
sensitivity reduction described in the paper generalizes the one given by 
Kreindler for optimal closed-loop control compared to the optimal open-loop 
control.
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