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В статье было проведено сравнение трех статистических критериев на основе выборки 
химических данных. При сравнении критериев приняли уровень значимости равным 0.05, 
поскольку это значение чаще всего используется в технических измерениях. C помощью ста-
тистических критериев была проведена оценка одностороннего выброса вариационного ряда. 
С помощью критерия Граббса при проверке вариационного ряда не было выявлено выбросов ни 
справа, ни слева. Дальнейшее рассмотрение данных с использование правила трех сигм так-
же не выявило выбросов. Последним статистическим критерием, который использовался 
для выявления ошибок, был критерий Шовене. При проверке данных с его помощью была выяв-
лена одна ошибка справа, выбросов слева обнаружено не было. По обобщенным результатам, 
а именно голосованием по большинству, трех статистических критериев можно сделать 
вывод, что вариационный ряд принадлежит одной генеральной совокупности. Представлен-
ные в статье критерии можно применять для анализа любых данных и на их основе делать 
соответствующие выводы, если в выборке были обнаружены ошибки.
Ключевые слова: статистический критерий, критерий Граббса, правило трех сигм, 
критерий Шовене, методы математической статистики, выброс. 
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Three statistical criteria were compared on the basis of the sampling of chemical data in the 
article. When the criteria were compared, the level of significance was taken as equal to 0.05, 
because this value is most often used in the technical calculations. Evaluation of data on the one-
sided outliers of variational series was carried out by using statistical criteria. With the help of 
Grubbs criterion for checking variation series, outliers were found neither on the right nor on the 
left. Further examination of the data with the use of three-sigma rule also showed no outliers. 
The latest statistical criterion used to detect errors was Chauvenet's criterion. When checking the 
data with this criterion, one error on the right was detected. No outliers were found on the left. 
According to the generalized results, namely, the vote on the three most statistical criteria, it can 
be concluded that the variational series belongs to the same general totality. Criteria presented 
in the article can be applied for the analysis of any data and for making conclusions based on 
them, if errors were found in the sampling. 
Keywords:  statistical test, Grubbs criterion, three sigma rule, Chauvenet's criterion, methods of 
mathematical statistics, outlier.
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Введение
Благодаря бурному развитию вычислительной 
техники и прикладной математики повсеместное 
применение методов машинного обучения и data 
mining для решения разнообразных задач прогно-
зирования в различных отраслях становится обще-
принятой тенденцией. Например, в неорганической 
химии успешно осуществляют не только прогнози-
рование возможности образования вещества, но и 
оценивают их свойства [1]. Однако при использовании 
этих методов анализа данных возникает много проблем, 
связанных как с качеством используемых данных, так и 
с особенностями применяемых методов.
В этой работе затрагивается проблема качества 
исходных данных, так как многие алгоритмы машин-
ного обучения, например, широко используемый ме-
тод опорных векторов (SVM), являются чрезвычай-
но чувствительными даже к единичным выбросам в 
данных, используемых для обучения [2]. При нали-
чии выбросов в данных эти алгоритмы становятся 
неэффективными, поэтому встает проблема предва-
рительной проверки данных на предмет выбросов 
и их очистки перед использованием алгоритмов ма-
шинного обучения.
Методы математической статистики широко 
используются при анализе различных явлений и 
процессов. Если по результатам проведенных экспе-
риментов требуется проверить некоторое предполо-
жение и сделать обоснованный вывод, то использу-
ется статистическая проверка гипотез.
Статистический критерий –    это строгое мате-
матическое правило, по которому принимается или 
отвергается та или иная статистическая гипотеза 
на известном уровне значимости [3]. Для проверки 
гипотезы строится некоторая статистика. Если зна-
чение статистики попадает в область критических 
значений, то принимается альтернативная гипотеза, 
если не попадает – основная. 
На практике важную роль играют статистиче-
ские критерии, предназначенные для выявления ано-
мальных результатов измерений (выбросов). Бывает 
так, что результат одного измерения поразительно 
расходится со всеми остальными. Когда такое проис-
ходит, нужно решить, является ли такой аномальный 
результат измерения следствием грубой ошибки и 
поэтому должен быть отброшен, или же это подхо-
дящий результат, который должен быть рассмотрен 
наряду с другими [4].
Результаты измерений, содержащие грубые 
ошибки, легко заметны и могут быть отделены без 
применения статистических методов. Применение 
статистических методов для выявления грубых оши-
бок целесообразно использовать лишь в спорных 
случаях, когда данные о качестве измерений недо-
статочно надежны. 
Подавляющее большинство существующих 
критериев выявления выбросов в непрерывных ста-
тистических данных опирается на предположение о 
принадлежности наблюдаемых случайных величин 
нормальному закону распределения. 
Экспериментальная часть
Статистические критерии
При решении задач статистического анализа и, в 
частности, при вычислении оценок параметров рас-
пределений проблема наличия в выборке аномаль-
ных измерений имеет важное значение. Присутствие 
единственного аномального наблюдения может при-
водить к оценкам, которые совершенно не согласу-
ются с выборочными данными. 
При сравнении критериев приняли уровень зна-
чимости равным 0.05, поскольку это значение чаще 
всего используется в технических измерениях. Для 
статистического анализа были взяты химические 
данные неорганических веществ по некоторым при-
знакам (рис. 1). Оценивали на грубую ошибку только 
один односторонний выброс вариационного ряда.
1. Критерий Граббса
Одним из статистических критериев, позволяю-
щих выявить аномальные измерения, является кри-
терий Граббса.
Была получена выборка (около 700 значений) по 
значениям химического потенциала (E8-1), и по ней 
построен вариационный ряд.
Проверяемая гипотеза H
0
 заключается в том, что 
все x1, x2, x3,….., xn принадлежат одной генеральной 
совокупности. При проверке на выброс наибольше-
го значения выборки альтернативная гипотеза H1 
заключается в том, что x1, x2, x3,….., x(n-1) принадле-
жат одному закону, а xn – некоторому другому, суще-
ственно сдвинутому вправо. При проверке на выброс 
наибольшего значения выборки статистика критерия 
Граббса имеет вид: [5]
                                                  (1.1)
                                                          (1.2)
                                          (1.3)
При проверке на выброс наименьшего выбороч-
ного значения конкурирующая гипотеза H1 предпо-
лагает, что x1 принадлежит некоторому другому зако-
ну, существенно сдвинутому влево. В данном случае 
вычисляемая статистика принимает вид:
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                                                               (2.4)
Данные (рис. 3) также были проверены с помо-
щью правила трех сигм. Максимальное и минималь-
ное значения оказались значимыми, т.е. не попали в 
зону выброса.
3. Критерий Шовене
Существует много критериев выявления и от-
брасывания промахов, но ни один из них не является 
универсальным. Выбор критерия зависит от цели из-
мерений, но решение отбросить какие-то данные, в 
конечном счете, всегда субъективно [7]. 
Согласно критерию Шовене, элемент выборки 
x
i 
объема n является выбросом, если вероятность его 
отклонения от среднего значения не больше 1/12n. 
                                                          (3.1)
                                                           (3.2)
                                          (3.3)
Если K > K*, (K* – критическое значение из табли-
цы Шовене), то значение xi должно быть признано 
ошибкой (выбросом). 
После проверки представленной выборки с по-
мощью критерия Шовене был обнаружен один вы-
брос справа (максимальное значение) (рис. 4).
Рис. 3. Проверка выборки правилом трех сигм.
Рис. 4. Проверка выборки критерием Шовене.
105Тонкие химические технологии / Fine Chemical Technologies 2017 том 12 № 3
И.Д. Тарасенко,  В.А. Дударев
Заключение
Для проверки данных по свойствам неоргани-
ческих веществ были применены критерии Граббса, 
Шовене и правило трех сигм для обнаружения одного 
выброса в генеральной совокупности. На основании 
проведенных расчетов показано, что критерии могут 
давать разную оценку данным из представленной 
генеральной совокупности: по критерию Граббса и 
правилу трех сигм не оказалось выбросов ни справа, 
ни слева, а по критерию Шовене был выявлен один 
выброс справа. В связи с отличающимися результа-
тами, полученными разными методами, необходим 
механизм их обобщения для принятия окончатель-
ного решения относительно наличия выброса. При 
голосовании по большинству трех статистических 
критериев можно сделать вывод, что вариационный 
ряд принадлежит одной генеральной совокупности.
Представленные в работе критерии и подходы 
можно применять для анализа данных любой приро-
ды и на их основе делать выводы относительно нали-
чия выбросов в выборке. Однако для принятия более 
обоснованного решения требуется увеличение коли-
чества используемых критериев и использование бо-
лее продвинутых коллективных методов обобщения 
полученных результатов.
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