Recent studies have shown that neurons in the visual cortex responding to related features tend to synchronize their activity. Although synchronous oscillations have been observed in associational cortices during visual working memory activity, there has been few modeling attempts to address the process which could simultaneously generate both types of dynamics. We propose a realistic mechanism that accounts for delay activity and synchronous oscillations within and between cortical column models, in a range that is consistent with experimental data. These dynamics result from the interplay between intrinsic cellular bistability and synaptic interactions.
Introduction
During various visual delayed response tasks, some cortical neurons of monkeys were found to exhibit sustained "ring activity that persisted across the delay period after the removal of the sensory input. In inferotemporal cortex (IT), this delay period (hereafter called DP) activity has been hypothesized to re#ect the short-term storage of the information concerning the immediately preceding stimulus, whereas in prefrontal cortex (PFC), it could act as a selective working memory of the stimulus [5, 6] . DP activity is usually assumed to result solely from activity reverberations through excitatory loops (e.g. [1] ). However, experimental and theoretical evidence suggests that intrinsic cell properties, such as plateau and bistable "ring, could participate in generating elevated "ring rates after removal of the stimulus [7, 3] .
In this study, we explore the possibility that synchronous DP activity can be maintained by an interplay between network properties and intrinsic cellular bistability. Realistic bistable neurons were incorporated in models of small cortical columns that capture the relevant architectural details of local cortical circuits. The resulting dynamics were studied, both during external stimulation and during the DP, with a focus on situations of coherent activity within and between columns.
Model neurons and columns
The dynamics of excitatory neurons were described by a Hodgkin}Huxley model with an additional persistent Na> (NaP) current, as known to exist, for example, in PFC neurons and as shown to be capable of producing a plateau potential giving rise to neuronal bistability. The model excitatory neuron and non-inactivating NaP channel were taken from [4] in the bistable "ring domain (Fig. 1A) . Inhibitory interneurons possessed only fast Na> and K> channels and exhibited classical fast spiking behavior.
The network modeled a few interconnected columnar modules (Fig. 1B) . Each module was composed of 80% excitatory cells and 20% inhibitory interneurons, Fig. 1 . A. Membrane potential of the Hodgkin}Huxley model of neuron with NaP conductance used, in the bistable "ring domain. Persistent 50 Hz rhythmic discharge is provoked by a brief pulse of depolarizing current (10 A), and stopped by a brief pulse of hyperpolarizing current (!3 A). The "ring frequency depends on g , .
and g . B. Sketch of the architecture of a two-column model.
which expressed visual input preferences and responded to similar (presumably high-level visual) features. Within a column, every excitatory cell contacted an average of 10% of all other excitatory cells. Connections between excitatory cells and inhibitory cells were assumed to be dense (60}100%). Between columns, interactions were mediated by excitatory horizontal connections only and were much sparser than within a column (2.5% and 10}20% onto excitatory and inhibitory cells, respectively). Synaptic conductances were modeled using an -function conductance change. Postsynaptic potential amplitudes were varied in the range 1}2 nS and 1}6 nS for excitatory and inhibitory conductance changes, respectively. Transmission delays were varied from a few milliseconds within a column up to 15 ms between columns, to account for long-distance lateral interactions. An analog of the local "eld potential (LFP), de"ned by the running average of all membrane potentials of all excitatory cells in a column, was computed for each simulation and was used to evaluate the presence of correlated activity.
Results

Oscillatory delay activity within one column
All cells were injected with external uncorrelated spike train inputs at a mean frequency of 100 Hz for a period of 100 ms and the following second of simulation was studied. Fig. 2 shows an example of column dynamics. Here, as in large regions of the parameter space, activity was high during stimulation and persisted long after the end of the external input, although at low "ring rates (27 spk/s). It exhibited coherent oscillations at 18 Hz, which would spontaneously cease and reappear. The oscillatory behavior could not be observed in individual pyramidal cell spike times, but was clearly visible in the LFP. It was also observed in the inhibitory cells traces. The main parameter that a!ected the oscillation frequency and the mean "ring rate was the amount of inhibition in the network. Variations of the synaptic conductances g and g could shift the frequency and "ring rate between 20}50 Hz and 15}60 spk/s. The oscillation frequency was neither determined by synaptic delay time variations nor equal to the intrinsic oscillation frequency of the bistable isolated cells. The mean "ring rate and oscillation frequency were also insensitive to variations in the intensity and duration of the stimulus.
Oscillatory delay activity between columns
Intercolumnar synchrony during DP was studied in a model consisting of two distant columns which were stimulated simultaneously with optimal feature stimuli. When connections were made only between the pyramidal cells of each column (EPE), internal synchrony within each column was not degraded but no stable inter-columnar synchrony could be observed. On the contrary, excitatory onto inhibitory (EPI) long-range connections alone were found to be able to e$ciently mediate zero phase-lag synchronization that was not disrupted by up to 15 ms mean Fig. 2 . Delay activity of a model column: synchronous oscillations at 17.7 Hz (CA"0.6) and mean "ring rate of 26.7 spk/s. Autocorrelations and correlation amplitude (CA) were computed from the LFP. g "0.4 nS (10%), g "2 nS, g "4.1 nS, g "1 nS. Fig. 3 . Cross-correlation between two columns connected with EPI synapses with a density of 10% and mean delay of 15 ms. The columns oscillate in phase at 27.8 Hz (CA"0.52 at !1.5 ms). Mean DP activity: 33 spk/s in both columns. g "2 nS.
synaptic delay (Fig. 3) . Interestingly, the resulting inter-columnar synchrony was in general more robust to synaptic delay times than when both EPE and EPI connections were included. With the same type of inhibitory connectivity, inter-columnar synchronization was also observed when the stimulation of the two columns was delayed, that is when one column was externally activated after the other had reached a coherent DP activity state. However, when the g synaptic e$cacy was increased, the synchronization was not altered but a competition process between the columns was observed. In such cases, the DP activity of the "rst column was reset to a lower level and only the last stimulated unit remained active.
Discussion
Our model presents a possible mechanism, resulting from the interaction between synaptic strengths and intrinsic cell properties, that simultaneously generates delay activity and synchronous oscillations in a range that is consistent with experimental data [8, 9] .
We plan on extending our model in several ways. In particular, a more realistic and #exible description of the cellular properties that are responsible for the generation of bistability will be investigated. The in#uence of spontaneous activity and of prior learning, which are the basis of alternative explanations for delay activity dynamics (e.g. [1] ), can then be addressed. The existence (or absence) of cellular short-term memory properties in cortical areas such as PFC and IT remains to be determined. Although other mechanisms have been proposed for the generation of cellular bistability, NaP current has been shown to be a possible candidate. Its role in DP dynamics could be tested experimentally using a speci"c antagonist. Moreover, bistability is likely to depend on neuromodulatory in#uences [7] . In this respect, it is interesting to relate the e!ects of NaP conductance to its modulation by dopamine which has been shown to be involved in short-term memory processes [6] .
We have shown that in such a cellular bistability scenario (as opposed to the attractor scenario), strong inhibitory interactions are fully compatible with the production of sustained "ring rates after removal of the stimulus. Indeed, in the present model, synchronization is mediated both within and between columns by an inhibitory mechanism in ways similar to what has been suggested during external activation in previous modeling studies [2] . On the contrary, most models that have described oscillations and synchronization after external activation (i.e. in a memory period) consist of densely connected networks in which "ring is synchronized with the periodicity of the delay time (e.g. [10] ). Such an inhibitory mechanism is also consistent with recent evidence showing that pyramidal/non-pyramidal interactions are critical for the formation of memory "elds [6] .
