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In this paper, we consider one-dimensional nonlinear Schrödinger
equation iut − uxx + V (x)u + f (|u|2)u = 0 on [0,π ] × R under
the boundary conditions a1u(t,0) − b1ux(t,0) = 0, a2u(t,π) +
b2ux(t,π) = 0, a2i + b2i = 0, for i = 1,2. It is proved that for a
prescribed and analytic positive potential V (x), the above equation
admits small-amplitude quasi-periodic solutions corresponding to
d-dimensional invariant tori of the associated inﬁnite-dimensional
dynamical system.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and main result
In this paper, we consider the existence of invariant tori of the nonlinear Schrödinger equation
iut = uxx − V (x)u − f
(|u|2)u (1.1)
with the boundary conditions
a1u(t,0)− b1ux(t,0) = 0, a2u(t,π)+ b2ux(t,π) = 0, (1.2)
where V (x) is positive analytic function on [0,π ] and a2i + b2i = 0, for i = 1,2. The nonlinearity f is
analytic with f (0) = 0 and f ′(0) = 0. As we will see later the sign of the derivative of f is immaterial
to our result and may be positive for convenience. Then we have
iut = uxx − V (x)u − |u|2u + O
(
u5
)
(1.3)
after rescaling u appropriately.
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differential equations, the celebrated KAM theory was successfully generalized to inﬁnite-dimensional
setting by Kuksin [13] and Wayne [20]. Later, the existence of quasi-periodic solutions of the Hamil-
tonian partial differential equations have been studied by many authors, see [5,8,10–12,14–18,20,21]
and the references therein. In [1–4,6,7] Craig, Wayne and Bourgain retrieved the origination of the
KAM method–Newton iteration method together with the Lyapunov–Schmidt decomposition which
involves the Green’s function analysis and the control of the inverse of inﬁnite matrices with small
eigenvalues, successfully constructed the periodic and quasi-periodic solutions of partial differential
equations with Dirichlet boundary conditions or periodic boundary conditions. Kuksin and Pöschel
[15] showed that for Eq. (1.1) with V (x) ≡m there were many elliptic invariant tori which were the
closure of some quasi-periodic solutions of the equation under the Dirichlet boundary conditions,
where m ∈ R is a given constant. In this paper, we shall show that there are many elliptic invariant
tori of (1.1)–(1.2) for a given analytic potential V (x) which is not necessary to be constant.
We study the equation as a Hamiltonian system on some suitable phase space P , we may take
for example, P = W 1([0,π ]), the Sobolev space of all complex valued L2-functions on [0,π ] with an
L2-derivative, with the inner product 〈u, v〉 = Re ∫ π0 uv¯ dx, and the Hamiltonian
H = 1
2
〈Au,u〉 + 1
2
π∫
0
g
(|u|2)dx, (1.4)
where A = − d2
dx2
+ V (x) and g = ∫0 f ds. Thus, Eq. (1.1) can be written in the Hamiltonian form
u˙ = i∇H(u),
where the gradient of H is deﬁned with respect to 〈·,·〉, and the dot indicates differentiation with
respect to time.
Our aim is to construct plenty of small-amplitude solutions that are quasi-periodic in time. Such
quasi-periodic solutions can be written in the form
u(t, x) = U (ω1t, . . . ,ωdt, x),
where ω1, . . . ,ωd are rationally independent real numbers, the basic frequencies of u, and U is a
continuous function of period 2π in the ﬁrst d arguments. Thus, u admits a Fourier series expansion
u(t, x) ∼
∑
k∈Zd
Uk(x)e
ik·ωt,
where k ·ω =∑dj=1 k jω j . We achieve our aim by constructing the U as embeddings
U : T d → P, θ → U (θ, ·)
of the d-torus into the phase space P together with frequency vectors ω such that the straight wind-
ings t → ωt + θ0 on the torus map into solutions of Eq. (1.1). Let φ j(x), λ j , j ∈ N0 = {0,1,2, . . .} be
the basic modes and their frequencies for the linear equation iut = uxx − V (x)u with the same bound-
ary conditions (1.2) respectively. Then every solution is the superposition of oscillations of the basic
modes, with the coeﬃcients moving on circles,
u(t, x) =
∑
j∈N0
q j(t)φ j(x), q j(t) = q0j eiλ j t .
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modes are excited. In particular, for every choice
J = { j1 < j2 < · · · < jd} ∈ N
of d basic modes there is an invariant linear space E J of complex dimension d which is completely
foliated into rotational tori,
E J =
{
u = q1φ j1 + · · · + qdφ jd : q ∈ Cd
}= ⋃
I∈Pd
T J (I),
where Pd = {I: I j > 0 for j ∈ N} is the positive quadrant in Rd and
T J (I) =
{
u = q1φ j1 + · · · + qdφ jd : |q j |2 = 2I j for j ∈ N
}
.
In addition, each such torus is linearly stable and all solutions have vanishing Lyapunov exponents.
This is the linear situation.
Upon restoration of the nonlinearity f , the invariant manifolds E J will not persist in their entirety
due to resonances among the modes and the strong perturbing effect of f for large amplitudes.
We show, however, that in a suﬃciently small neighborhood of the origin, a large Cantor subfamily
of rotational d-tori persists and is only slightly deformed. That is, there exists a Cantor set C ∈ Pd ,
a family of d-tori T J [C] =⋃I∈C T J (I) ⊂ E J over C , and a Lipschitz continuous embedding
ψ :T J [C] ↪→ P,
such that the restriction of ψ to each T J (I) in the family is an embedding of a rotational d-torus for
the nonlinear equation. The image E J of T J [C] we call a Cantor manifold of rotational d-tori is given
by the embedding ψ : T J [C] → E J .
Theorem 1.1 (The main theorem). Suppose the nonlinearity f is real analytic and non-degenerate and V (x)
is positive analytic function in the strip domain | Im x| < r with r > 0. Arbitrarily ﬁx d ∈ N. Then we can
ﬁnd index set J = { j1 < · · · < jd} with j1 large enough to conﬁrm that there exists a Cantor manifold E J of
real analytic, linearly stable, Diophantine d-tori for Eq. (1.1)–(1.2) given by a Lipschitz continuous embedding
ψ :T J [C] → E J , which is a higher order perturbation of the inclusion map ψ0 :T J [C] ↪→ P restricted to
T J [C]. The Cantor set C has full density at the origin, whence E J has a tangent space at the origin equal to E J .
Moreover, E J is contained in the space of analytic functions on [0,π ], the Diophantine tori carry quasi-periodic
motions of high mode.
2. Sturm–Liouville problems
Consider the Sturm–Liouville problems
φ′′n (x)+
(
λn − V (x)
)
φn(x) = 0 (2.1)
with the boundary conditions
a1φn(0)− b1φ′n(0) = 0, a2φn(π)+ b2φ′n(π) = 0, (2.2)
where a2i + b2i = 0, for i = 1,2, and φ′(x) = ddxφn(x), n ∈ N0.
Throughout this paper we shall make the following hypotheses:
(H1) V (x) is analytic, V (x) > 0, ∀x ∈ [0,π ], and V1 = ess inf V (x) > 0.
(H2) ai  0, bi  0 and ai + bi > 0 for i = 1,2.
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problem (2.1)–(2.2). Then we have λn  V1 . In particular, if a21 + a22 = 0, then λ2n > V1 , for n ∈ N0 .
Proof. Multiplying (2.1) by φn(x) and integrating over [0,π ] we have
λn
π∫
0
φ2n (x)dx =
π∫
0
V (x)φ2n (x)dx−
π∫
0
φ′′n (x)φn(x)dx. (2.3)
The integration by parts yields
π∫
0
φ′′n (x)φn(x)dx = φn(π)φ′n(π)− φn(0)φ′n(0)−
π∫
0
(
φ′n(x)
)2
dx. (2.4)
Multiplying the ﬁrst equality of (2.2) by φ′n(0)− φn(0), we obtain
φn(0)φ
′
n(0) =
1
a1 + b1
(
a1φ
2
n (0)+ b1
(
φ′n(0)
)2) 0.
On the other hand, multiplying the second equality of (2.2) by φ′n(π)+ φn(π), we obtain
φn(π)φ
′
n(π) = −
1
a2 + b2
(
a2φ
2
n (π)+ b2
(
φ′n(π)
)2) 0.
Thus,
φn(π)φ
′
n(π)− φn(0)φ′n(0) 0. (2.5)
By (2.3)–(2.5), we have
λn
π∫
0
φ2n (x)dx =
π∫
0
V (x)φ2n (x)dx−
(
φn(π)φ
′
n(π)− φn(0)φ′n(0)
)+
π∫
0
(
φ′n(x)
)2
dx

π∫
0
V (x)φ2n (x)dx
 V1
π∫
0
φ2n (x)dx,
which implies λn  V1 > 0.
In what follows, we further prove that λn > V1 if a21 + a22 = 0. Suppose by contrary that λn = V1.
Then (2.3) becomes
π∫
φ′′n (x)φn(x)dx =
π∫ (
V (x)− V1
)
φ2n (x)dx.0 0
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π∫
0
(
V (x)− V1
)
φ2n (x)dx+
π∫
0
(
φ′n(x)
)2
dx= φn(π)φ′n(π)− φn(0)φ′n(0).
These imply φ′n(x) = 0. Therefore φn(x) = C = 0 (since φn(x) is the eigenfunction). Substituting it into
(2.2), we obtain a1 = a2 = 0 which is a contradiction to a21 + a22 = 0. The proof is completed. 
The further investigation shows that the eigenvalues λn of (2.1)–(2.2) are provided with differ-
ent form when the type of boundary conditions is different. For the Dirichlet boundary conditions
u(t,0) = u(t,π) = 0 (i.e., a1 > 0, a2 > 0, and b1 = b2 = 0), Eq. (1.1) has been studied in [8]. Here we
are interested in the following several situations:
Case 1: a1 = 0,b1 > 0,a2 = 0,b2 > 0;
Case 2: a1 > 0,b1 = 0,a2 = 0,b2 > 0;
Case 3: a1 = 0,b1 > 0,a2 > 0,b2 = 0;
Case 4: a1 > 0,b1 > 0,a2 > 0,b2 > 0.
According to boundary conditions (2.2), as in [9], Case 1 is called Neumann boundary conditions,
Cases 2 and 3 are called Dirichlet–Neumann boundary conditions and we call Case 4 the general
boundary conditions.
2.1. Neumann boundary value problem
Consider the following Schrödinger equation
iut = uxx − V (x)u − f
(|u|2)u (2.6)
with the Neumann boundary conditions
ux(t,0) = ux(t,π) = 0. (2.7)
In this case, the Sturm–Liouville problem (2.1)–(2.2) can be rewritten as
φ′′n (x)+
(
λn − V (x)
)
φn(x) = 0, (2.8)
φ′n(0) = 0, φ′n(π) = 0. (2.9)
Lemma 2.2. Let λ0 < λ1 < · · · and φ0(x),φ1(x), . . . denote the eigenvalues and orthonormal eigenfunctions
of the Sturm–Liouville problem (2.8)–(2.9) respectively. Then we have the following asymptotic formulae
λn = n2 +Θn, n ∈ N0, (2.10)
when n 1,
Θn = c1 + c2
n2
+ O
(
1
n3
)
,
where V1  c1  V2 , − V
2
2
4  c2 −
V 21
4 (when n → +∞), and
φn(x) = κ−1n
(
cosnx+ sinnx
2n
x∫
V (s)ds + φ˜n(x)
)
, (2.11)0
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φ˜n(x) = O
(
1
n2
)
, φ˜′n(x) = O
(
1
n
)
, φ˜′′n = O (1) (2.12)
uniformly for x ∈ [0,π ],n ∈ N.
Proof. We only have to prove the asymptotics of the spectral, the expression of the eigenfunctions
can be found in [19] and many textbooks. At ﬁrst, we prove the inequality
n2 + V1  λn  n2 + 2
π
π∫
0
V (x)dx.
First we prove the lower bound. By Lemma 2.1, we know that λn > V1 holds for all n ∈ N. In (2.8), we
introduce the Prüfer transformation
φn = r sin θ, φ′n = (
√
λn − V1 )r cos θ, n ∈ N,
with r(x) > 0. It is easy to obtain that
θ ′ = (√λn − V1) cos2 θ − V (x)− λn√
λn − V1 sin
2 θ
= (√λn − V1) cos2 θ + V1 − V (x)+ λn − V1√
λn − V1 sin
2 θ
=√λn − V1 − V (x)− V1√
λn − V1 sin
2 θ

√
λn − V1.
Note that φn has exactly n zeros in (0,π) and φ′n(0) = φ′n(π), we may take θ(0) = π2 which then
gives θ(π) = (n+ 12 )π . Integration of the above inequality over [0,π ] yields that
nπ  (
√
λn − V1)π, n ∈ N,
i.e.,
λn  n2 + V1, n ∈ N.
In what follows we prove the upper bound. By using the Prüfer transformation
φn = r sin θ, φ′n =
√
λnr cos θ
with r(x) > 0 in (2.8), we have
θ ′ =√λn − V (x)√
λn
sin2 θ 
√
λn − V (x)√
λn
,
which is equivalent to
X  B
√
X + C,
3302 Y. Gao et al. / J. Differential Equations 246 (2009) 3296–3331where X = λn , B = n, and C = 1π
∫ π
0 V (x)dx. Solving for
√
X by using the quadratic formula yields
that
√
X 
(
B +
√
B2 + 4C)/2.
The elementary inequality
√
1+ x 1+ x/2 gives
√
B2 + 4C = B
√
1+ 4C/B2  B(1+ 2C/B2)= B + 2C/B.
Then we obtain
X 
(
B2 + 2B
√
B2 + 4C + B2 + 4C)/4

(
B2 + 2B(B + 2C/B)+ B2 + 4C)/4
 B2 + 2C,
i.e.,
λn  n2 + 2
π
π∫
0
V (X)dx.
So we get the inequality.
Let V2 = 2π
∫ π
0 V (X), by the equality above, we can obtain
V1√
n2 + V1 + n
=
√
n2 + V1 − n
√
λn − n
√
n2 + V2 − n = V2√
n2 + V2 + n
.
Let
F (x) =
√
n2 + x− n = F (0)+ F ′(0)x+ 1
2! F
′′(0)x2 + · · · = x/2
n
+ −x
2/4
n3
+ O
(
1
n4
)
.
So
F (V1)
√
λn − n F (V2).
Thus, there exist constants c1, c2, such that
λn = n2 + c1 + c2
n2
+ O
(
1
n3
)
,
where V1  c1  V2, − V
2
2
4  c2 −
V 21
4 , when n → +∞. This completes the proof. 
We can claim that
κ2i =
π
2
+ O
(
1
i2
)
. (2.13)
In fact, let Θ(x) = 12
∫ x
0 V (s)ds, then
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π∫
0
φ2i (x)dx =
π∫
0
(
cos ix+ 1
i
sin ixΘ(x)
)2
dx+ O
(
1
i2
)
=
π∫
0
cos2 ixdx+ 1
i
π∫
0
Θ(x) sin(2ix)dx+ O
(
1
i2
)
=
π∫
0
cos2 ixdx− Θ(π)
2i2
+ 1
2i2
π∫
0
Θ ′(x) cos2ixdx+ O
(
1
i2
)
= π
2
+ O
(
1
i2
)
.
Now let d be a positive integer,
Nd = {M,M + 1, . . . ,N},
where M is a positive integer large enough and N is an integer with N  M + d.
Lemma 2.3. For any i, j,k, l ∈ N0 = {0,1,2, . . .}, if one of them is in Nd, then for the eigenvalues of (2.8)–
(2.9), we have
|λi + λ j − λk − λl| > c, (2.14)
unless {i, j} = {k, l}, where c is a constant depending on Nd and V (x).
Proof. We should note that there are two plus signs and two minus signs in the left of (2.14). This
enables us to assume without loss of generality that i  j, and k  l. Then consider the divisors of
the form δ = λi + λ j − λk − λl .
Case 1. 0 /∈ {i, j,k, l}. If {i, j} ∩ {k, l} = ∅, then δ can be reduced to |δ| = |λi − λk| with some i = k,
by noting that the case {i, j} = {k, l} is excluded in the assumption of this lemma. In this case, we can
assume i > k without loss of generality. According to the expression of the eigenvalues in (2.10), we
have
|δ| = |λi − λk|
 λi − λk
 i2 − k2 + c2
(
1
i2
− 1
k2
)
−
∣∣∣∣O
(
1
k3
)∣∣∣∣
 i2 − k2 − C
 i + k − C,
where the constant C depends only on V (x). Therefore, if i  C, then |δ|  k > 1. If i < C , then
|δ| infk<i<C {λi − λ j} = c0 > 0.
Case 2. 0 /∈ {i, j,k, l}, {i, j} ∩ {k, l} = ∅. This case can be reduced to the following two subcases:
Case 2a. i  j > k  l or k  l > i  j. We only consider the ﬁrst case (the other one is similar).
Then
|δ| = |λi + λ j − λk − λl| |λi − λk|.
By the argument in Case 1, we have |δ|min{1, c0} > 0.
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(2.10) we have
|δ| = |λi + λ j − λk − λl|
= b
∣∣∣∣i2 + j2 − k2 − l2 + c2
(
1
i2
+ 1
j2
− 1
k2
− 1
l2
)
+ O
(
1
j3
)∣∣∣∣

∣∣i2 + j2 − k2 − l2∣∣− ∣∣∣∣c2
(
1
i2
+ 1
j2
− 1
k2
− 1
l2
)
+ O
(
1
j3
)∣∣∣∣.
It is clear that there is a constant C1 large enough such that, for j > C1,
∣∣∣∣c2
(
1
i2
+ 1
j2
− 1
k2
− 1
l2
)
+ O
(
1
j3
)∣∣∣∣ 12 .
Thus we have:
Case 2b(i). j > C1 and i2 + j2 − k2 − l2 = 0. Then
|δ| > ∣∣i2 + j2 − k2 − l2∣∣− 1
2
 1
2
.
Case 2b(ii). j > C1 and i2 + j2 − k2 − l2 = 0. In this case, we set i2 − k2 = l2 − j2 = p, then p > 1.
Let k2 − l2 = q 0. We substitute λn in δ with the asymptotic formula
λn = n2 + c1 + c2
n2
+ c3
n3
+ O
(
1
n4
)
.
Then
δ = c2
(
1
i2
+ 1
j2
− 1
k2
− 1
l2
+ c3
c2
(
1
i3
+ 1
j3
− 1
k3
− 1
l3
))
+ O
(
1
i4
)
= c2
(
1
j2
− 1
j2 + p −
(
1
j2 + p + q −
1
j2 + p + q + p
)
+ c3
c2
(
1
( j2)
3
2
− 1
( j2 + p) 32
−
(
1
( j2 + p + q) 32
− 1
( j2 + p + q + p) 32
)))
+ O
(
1
j4
)
.
Let
f (t) = 1
j2 + t −
1
j2 + p + t +
c3
c2
(
1
( j2 + t) 32
− 1
( j2 + p + t) 32
)
.
It is easy to verify that for t  0
f ′(t) = −p(2 j
2 + p + 2t)
( j2 + t)2( j2 + p + t)2
(
1+ O
(
1
( j2 + t) 12
))
< 0,
where we can choose C1 large enough such that
∣∣∣∣O
(
1
2 12
)∣∣∣∣ 12 , for j > C1.( j + t)
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f (0)− f (p + q) f (0)− f (p)
= 1
j2
+ 1
j2 + 2p −
2
j2 + p +
c3
c2
(
1
( j2)
3
2
+ 1
( j2 + 2p) 32
− 2
( j2 + p) 32
)
.
Let
g(t) = 1
j2
+ 1
j2 + 2t −
2
j2 + t +
c3
c2
(
1
( j2)
3
2
+ 1
( j2 + 2t) 32
− 2
( j2 + t) 32
)
.
Then, it is easy to check that for t > 0,
g′(t) = 2t(2 j
2 + 3t)
( j2 + t)2( j2 + 2t)2
(
1+ O
(
1
( j2 + t) 12
))
> 0.
It follows from p > 1 that g(p) > g(1). Thus
f (0)− f (p + q) f (0)− f (p) = g(p) > g(1)
= 2
j2( j2 + 1)( j2 + 2) +
c3
c2
(
1
( j2)
3
2
+ 1
( j2 + 2) 32
− 2
( j2 + 1) 32
)
.
Then we have
|δ| =
∣∣∣∣c2( f (0)− f (p + q))+ O
(
1
j4
)∣∣∣∣
>
2|c2|
j2( j2 + 1)( j2 + 2)
(
1+ O
(
1
( j2 + 1) 12
))
+ O
(
1
j4
)
.
Therefore, when j > C1  1, we have
|δ| > |c2|
2 j2( j2 + 1)( j2 + 2) .
Since one of {i, j,k, l} is in the set Nd = {M,M + 1, . . . ,N}, we have j  N. Thus,
|δ| |c2|
2(N2 + 2)3 .
Case 2b(iii). j < C1 and l  k <
√
M. Note the constant C1  1 is independent of M. Let M > C61,
in this case, since one of {i, j,k, l} is in the set Nd = {M,M + 1, . . . ,N}, we have i  M. Then
λi = i2 + c1 + c2
i2
+ O
(
1
i3
)
> M2 − 1
2
> |λ j | + |λk| + |λl| + 1.
Hence |δ| > 1.
Case 2b(iv). j < C1 and l <
√
M  k. In this case, since one of {i, j,k, l} is in the set Nd = {M,M +
1, . . . ,N}, we still have i  M. Recall that i > k, so i − k 1. Moreover,
λi − λk = i2 − k2 + c2
(
1
i2
− 1
k2
)
+ O
(
1
k3
)
> i + k − 1
2
 M + √M − 1
2
> |λl| + |λ j| + 1,
where we have used M  C1 and C1  1. Hence |δ| > 1.
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√
M. In this case, l N.
If λ j + i2 − k2 − l2 − c1 = 0, we have
|δ| =
∣∣∣∣ c2i2 − c2k2 − c2l2 + O
(
1
l3
)∣∣∣∣> c22l2  c22N2 .
If λ j + i2 − k2 − l2 − c1 = 0, let
c˜
= c˜(C1) = inf
j<C1
{∣∣λ j + i2 − k2 − l2 − c1∣∣: λ j + i2 − k2 − l2 = 0}> 0,
we have
|δ| ∣∣λ j + i2 − k2 − l2∣∣−
∣∣∣∣ c2i2 − c2k2 − c2l2 + O
(
1
l3
)∣∣∣∣
> c˜ − 2
∣∣∣∣ c2M + O
(
1
M
3
2
)∣∣∣∣> c˜ − c˜2 = c˜2 ,
provided that M > 10c2/c˜ and M  C1.
Case 3. 0 ∈ {i, j,k, l}. If {i, j} ∩ {k, l} = ∅, then δ can be reduced to |δ| = |λi − λk| with some i = k,
by noting that the case {i, j} = {k, l} is excluded in the assumption of this lemma. In this case, we
can assume i > k without loss of generality. If k = 0, since one of {i, j,k, l} ∈ Nd , then i > M , and
|δ| > λi − λ0 > 1. If k = 0, it is similar to Case 1.
Case 4. 0 ∈ {i, j,k, l}, {i, j} ∩ {k, l} = ∅. This case can be reduced to the following two subcases.
Case 4a. i  j > k  l = 0 or k  l > i  j = 0. We only consider the ﬁrst case (the other one is
similar). Then
|δ| = |λi + λ j − λk − λ0| |λi − λk|.
The rest is similar to Case 2a.
Case 4b. i > k l > j = 0 or k> i  j > l = 0. Without loss of generality we only consider the ﬁrst
case. By (2.10)
|δ| = |λi + λ0 − λk − λl|
∣∣i2 + λ0 − k2 − l2 − c1∣∣−
∣∣∣∣c2
(
1
i2
− 1
k2
− 1
l2
)
+ O
(
1
l3
)∣∣∣∣.
Case 4b(i). 1 l k
√
M , this is similar to Case 2b(iii).
Case 4b(ii). 1 l <
√
M  k. In this case, it is similar to Case 2b(iv).
Case 4b(iii). l >
√
M . In this case, l N. The following is similar to Case 2b(v).
Finally, let
c = min
{ |c2|
2(N2 + 2)3 , c0,
c˜
2
,
1
2
}
,
we complete the proof. 
2.2. Dirichlet–Neumann boundary value problem
We remark that Cases 2 and 3 are equivalent by the transformation x˜ = π − x, therefore we only
discuss Case 2 in this section. Consider the following Schrödinger equation
iut = uxx − V (x)u − f
(|u|2)u (2.15)
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u(t,0) = 0, ux(t,π) = 0. (2.16)
In this case, the Sturm–Liouville problem (2.1)–(2.2) can be rewritten as
φ′′n (x)+
(
λn − V (x)
)
φn(x) = 0, (2.17)
φn(0) = 0, φ′n(π) = 0. (2.18)
Lemma 2.4. Let λ0 < λ1 < λ2 < · · · and φ0(x),φ1(x),φ2(x), . . . denote the eigenvalues and orthonormal
eigenfunctions of the Sturm–Liouville problem (2.17)–(2.18) respectively. Then we have the following asymp-
totic formulae
λn =
(
n+ 1
2
)2
+ c1 + c2
(n+ 12 )2
+ O
(
1
(n+ 12 )3
)
, (2.19)
and
φn(x) = κ−1n
(
sin (n + 1/2)x− cos (n+ 1/2)x
2(n+ 1/2)
x∫
0
V (s)ds + φ˜n(x)
)
, (2.20)
where κn > 0 is a constant depending on n ∈ N0 , and
φ˜n(x) = O
(
1
(n + 1/2)2
)
, φ˜′n(x) = O
(
1
(n+ 1/2)
)
, φ˜′′n (x) = O (1)
uniformly for x ∈ [0,π ], n ∈ N0 , V1  c1  V2 , − V
2
2
4  c2 −
V 21
4 , when n → +∞.
Proof. At ﬁrst, we can prove the inequality
(n+ 1/2)2 + V1  λn  (n+ 1/2)2 + 2
π
π∫
0
V (x)dx.
First we prove the lower bound. By Lemma 2.1, we know that λn > V1 holds for all n ∈ N. Note
that φn has exactly n zeros in (0,π), denoted by 0 < a2 < a4 < · · · < a2n < π . Let a0 = 0, a2n+1 = π
and choose a2i−2 < a2i−1 < a2i, such that φ′n(a2i−1) = 0, i = 1,2, . . . ,n. Using Sobolev inequality, we
get
ai∫
ai−1
φ2n (x)dx 4π−2(ai − ai−1)2
ai∫
ai1
(
φ′n(x)
)2
dx. (2.21)
Integrating by parts yields
−
ai∫
ai−1
φ′′n (x)φn(x)dx =
ai∫
ai
(
φ′n(x)
)2
dx, i = 1,2, . . . ,2n+ 1.1
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ai∫
ai−1
(
λn − V (x)
)
φ2n (x)dx =
ai∫
ai1
(
φ′n(x)
)2
dx,
i.e.,
(λn − V1)
ai∫
ai−1
φ2n (x)dx =
ai∫
ai1
((
φ′n(x)
)2 + (V (x)− V1)φ2n (x))dx.
Note that V (x) V1, by (2.21), we have
ai∫
ai1
(
φ′n(x)
)2
dx (λn − V1)
ai∫
ai1
(
φn(x)
)2
dx 4π−2(λn − V1)(ai − ai−1)2
ai∫
ai1
(
φ′n(x)
)2
dx,
so, dividing by (ai − ai−1)2
∫ ai
ai1
(φ′n(x))2 dx and summing over i, we get
2n+1∑
i=1
1
(ai − ai−1)2  4π
−2(λn − V1)(2n + 1).
But min{∑2n+1i=1 1x2i | xi > 0,
∑2n+1
i=1 xi = π} = (2n + 1)( 2n+1π )2 and it is assumed for x1 = x2 = · · · =
x2n+1 = π2n+1 . So
λn  (n+ 1/2)2 + V1.
In what follows we prove the upper bound. By using the Pru¨fer transformation
φn = r sin θ, φ′n =
√
λnr cos θ
with r(x) > 0 in (2.17), we have
θ ′ = √λn − V (x)√
λn
sin2 θ 
√
λn − V (x)√
λn
.
Note that φn has exactly n zeros in (0,π) and φn(0) = φ′n(π) = 0. Let θ(0) = 0, then we have θ(π) =
(n+ 12 )π . Integration of the above inequality over [0,π ] yields
(n+ 1/2)π √λnπ −
∫ π
0 V (x)dx√
λn
,
which is equivalent to
X  B
√
X + C,
where X = λn , B = n+ 12 , and C = 1π
∫ π
0 V (x)dx. Solving for
√
X by using the quadratic formula yields
that
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X 
(
B +
√
B2 + 4C)/2.
The elementary inequality
√
1+ x 1+ x/2 gives
√
B2 + 4C = B
√
1+ 4C/B2  B(1+ 2C/B2)= B + 2C/B.
Then we obtain
X 
(
B2 + 2B
√
B2 + 4C + B2 + 4C)/4

(
B2 + 2B(B + 2C/B)+ B2 + 4C)/4
 B2 + 2C,
i.e.,
λn  (n+ 1/2)2 + 2
π
π∫
0
V (X)dx.
So we prove the inequality.
Let V2 = 2π
∫ π
0 V (X), by the inequality, we can obtain
V1√
(n+ 1/2)2 + V1 + (n+ 1/2)
=
√
(n+ 1/2)2 + V1 − (n+ 1/2)

√
λn − (n+ 1/2)

√
(n+ 1/2)2 + V2 − (n+ 1/2) = V2√
(n+ 1/2)2 + V2 + (n+ 1/2)
.
Let
F (x) =
√
(n+ 1/2)2 + x− (n+ 1/2) = F (0)+ F ′(0)x+ 1
2! F
′′(0)x2 + · · ·
= x/2
n+ 1/2 +
−x2/4
(n+ 1/2)3 + O
(
1
(n+ 1/2)4
)
.
So
F (V1)
√
λn − n F (V2).
Thus, there exist constants c1, c2 (may be different with the constants in Lemma 2.2) such that
λn = (n+ 1/2)2 + c1 + c2
(n+ 1/2)2 + O
1
(n+ 1/2)3 ,
where V1  c1  V2, − V
2
2
4  c2 −
V 21
4 , when n → +∞. The expression of the eigenfunctions can be
found in many books. This completes the proof. 
Similar to (2.13), we also have
κ2i =
π
2
+ O
(
1
i2
)
, i ∈ N. (2.22)
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κ2i = κ2i
π∫
0
φ2i (x)dx
=
π∫
0
(
sin(i + 1/2)x+ 1
i + 1/2 cos(i + 1/2)xΘ(x)
)2
dx+ O
(
1
i2
)
=
π∫
0
sin2(i + 1/2)xdx+ 1
i + 1/2
π∫
0
Θ(x) sin(2i + 1)xdx+ O
(
1
i2
)
=
π∫
0
sin2(i + 1/2)xdx− Θ(π)
2(i + 1/2)2 +
1
2(i + 1/2)2
π∫
0
Θ ′(x) cos(2i + 1)xdx+ O
(
1
i2
)
= π
2
+ O
(
1
i2
)
,
where Θ(x) = 12
∫ x
0 V (s)ds, i ∈ N.
For the eigenvalues of (2.17)–(2.18) we have the similar result as Lemma 2.3.
Lemma 2.5. For any i, j,k, l ∈ N0 = {0,1,2, . . .}, if one of them is in Nd, then for the eigenvalues of Dirichlet–
Neumann problem, we have
|λi + λ j − λk − λl| > c, (2.23)
unless {i, j} = {k, l}, where c is a constant depending on Nd and V (x).
Proof. We only have to take i, j,k, l in Lemma 2.3 by i + 12 , j + 12 ,k + 12 , l + 12 . 
2.3. General boundary value problem
Consider the general boundary value problem
iut = uxx − V (x)u − f
(|u|2)u (2.24)
with the boundary conditions
a1φn(0)− b1φ′n(0) = 0, a2φn(π)+ b2φ′n(π) = 0. (2.25)
In this case, the Sturm–Liouville problem (2.1)–(2.2) can be rewritten as
φ′′n (x)+
(
λn − V (x)
)
φn(x) = 0, (2.26)
a1φn(0)− b1φ′n(0) = 0, a2φn(0)+ b2φ′n(π) = 0, (2.27)
where ai > 0, bi > 0, for i = 1,2.
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eigenfunctions of the Sturm–Liouville problem (2.25)–(2.26) respectively. Then we have the following asymp-
totic formulae
λn = n2 +Θn, n ∈ N0. (2.28)
Furthermore, there exists an N0 (we can take M  N0 in Nd), such that when n N0 ,
Θn = c1 + c2
n2
+ O
(
1
n3
)
,
where V12  c1  2V3,
V 21
16  c2  V 23 (when n → +∞), and when n 1,
φn(x) = κ−1n
(
cos λ¯nx+
sin λ¯nx(
a1
b1
+ 12
∫ x
0 V (s)ds)
λ¯n
+ φ˜n(x)
)
, (2.29)
where κn > 0 is a constant depending on n, λ¯n = n+ O ( 1n ) (when → +∞) satisﬁes tan λ¯nπ = λ¯n(a1b2+a2b1)b1b2λ¯2n−a1a2 ,
and
φ˜n(x) = O
(
1
n2
)
, φ˜′n(x) = O
(
1
n
)
, φ˜′′n (x) = O (1) (2.30)
uniformly for x ∈ [0,π ].
Proof. We only have to prove the asymptotics of the spectral. Similar to Lemma 2.2, we prove the
inequality
n2 + V1  λn  n2 + 2V3,
where V3 = 1π ( a1b1 +
a2
b2
+ 1+ ∫ π0 V (x)dx).
First we prove the lower bound. By Lemma 2.1, we know that λ2n > V1 holds for all n ∈ N. Similar
to the proof of lower bound in Lemma 2.2, introduce the Prüfer transformation:
φn = r sin θ, φn ′ = (
√
λn − V1)r cos θ, n = 1,2, . . . ,
with r(x) > 0 in (2.26). Then, we have
θ ′ 
√
λn − V1. (2.31)
Note that φn(x) has exactly n zeros in (0,π), and we denote these by τ1 < τ2 < · · · < τn . Let
τ0 = 0 and τn+1 = π . Correspondingly, we denote θi = θ(τi) for i = 0, . . . ,n. Thus we may take
θi = iπ for i = 1,2, . . . ,n, which then gives θ0 = arctan((√λn − V1) b1a1 ) and θn+1 = (n + 1)π −
arctan((
√
λn − V1) b2a2 ). Since λn > V1 for all n = 1,2, . . . and ai,bi > 0, we know that θ0 ∈ (0, π2 )
and θn+1 ∈ ((n+ 12 )π, (n+1)π). Therefore we conclude that θn+1 − θ0  nπ . Integration of (2.31) over[0,π ] yields that
nπ  θn+1 − θ0  (
√
λn − V1)π,
which implies
λn  n2 + V1.
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φn = r sin θ, φ′n =
√
λnr cos θ
with r(x) > 0 in (2.26), we have
θ ′ =√λn − V (x)√
λn
sin2 θ 
√
λn − V (x)√
λn
. (2.32)
As above we denote the n zeros by τ1 < τ2 < · · · < τn. Let τ0 = 0 and τn+1 = π, correspondingly,
we denote θi = θ(τi) for i = 0, . . . ,n + 1. Thus we may take θi = iπ for i = 1,2, . . . ,n, which then
gives θ0 = arctan(√λn b1a1 ) and θn+1 = (n + 1)π − arctan(
√
λn
b2
a2
). Since λn → +∞ when n → ∞ and
ai,bi > 0, for i = 1,2, we know that θ0 ∈ (0, π2 ), θ0 → π2 as n → ∞, and θn+1 ∈ ((n+ 12 )π, (n+ 1)π),
θn+1 → (n+ 12 )π as n → ∞. Integration of (2.32) over [0,π ] yields that
θn+1 − θ0 
√
λnπ − 1√
λn
π∫
0
V (x)dx,
i.e.,
(n+ 1)π −
(
arctan
(√
λn
b1
a1
)
+ arctan
(√
λn
b2
a2
))

√
λnπ − 1√
λn
π∫
0
V (x)dx. (2.33)
By (2.33) we have
λn − n
√
λn +
√
λn
π
(
arctan
(√
λn
b1
a1
)
− π
2
)
+
√
λn
π
(
arctan
(√
λn
b2
a2
)
− π
2
)
− 1
π
π∫
0
V (x)dx 0.
Note that
√
λn → +∞ as n → +∞. We have
lim
n→+∞
√
λn
(
arctan
(√
λn
b1
a1
)
− π
2
)
= −a1
b1
, lim
n→+∞
√
λn
(
arctan
(√
λn
b2
a2
)
− π
2
)
= −a2
b2
.
Therefore there exists an N0  1 such that
lim
n→+∞
√
λn
(
arctan
(√
λn
b1
a1
)
− π
2
)
−a1
b1
− 1
2
, lim
n→+∞
√
λn
(
arctan
(√
λn
b2
a2
)
− π
2
)
−a2
b2
− 1
2
holds for n N0. So, we obtain
λn − n
√
λn − 1
π
(
a1
b1
+ a2
b2
+ 1+
π∫
0
V (x)dx
)
 0, n N0. (2.34)
Let V3 = 1π ( a1b1 +
a2
b2
+ 1+ ∫ π0 V (x)dx). Then, we can rewrite (2.34) as
λn − n
√
λn − V3  0, n N0.
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√
λn 
(
n+
√
n2 + 4V3
)
/2, n N0.
The elementary inequality
√
1+ x 1+ x/2 gives
√
n2 + 4V3 = n
√
1+ 4V3/n2  n
(
1+ 2V3/n2
)= n+ 2V3/n, n N0.
Then we obtain
λn =
(
n2 + 2n
√
n2 + 4V3 + n2 + 4V3
)
/4
(
n2 + 2n(n + 2V3/n)+ n2 + 4V3
)
/4= n2 + 2V3.
By the inequality, we get
V1
4n
 V1√
n2 + V1 + n
=
√
n2 + V1 − n
√
λn − n
√
n2 + 2V3 − n = 2V3√
n2 + 2V3 + n
 V3
n
.
Thus, there exist constants c1, c2 and a constant N0 (we can choose M large enough in index set Nd ,
such that N0 < M), such that when n> N0
λn = n2 + c1 + c2
n2
+ O
(
1
n3
)
,
where V12  c1  2V3,
V 21
16 < c2 < V3, when n → +∞. The proof is completed. 
Similar to (2.13), when n 1 we also have
κ2i = κ2i
π∫
0
φ2i (x)dx =
π∫
0
(
cos λ¯i x+ 1
λ¯i
sin λ¯i xΘ(x)
)2
dx+ O
(
1
i2
)
=
π∫
0
cos2 λ¯i xdx+ 1
λ¯i
π∫
0
Θ(x) sin(2λ¯i x)dx+ O
(
1
i2
)
=
π∫
0
cos2 λ¯i xdx− Θ(π)
2λ¯2i
+ 1
2λ¯2i
π∫
0
Θ ′(x) cos2λ¯i xdx+ O
(
1
i2
)
= π
2
+ sin(iπ + O (
1
i )π)
4λ¯i
+ O
(
1
i2
)
= π
2
+ O
(
1
i2
)
,
where Θ(x) = a1b1 + 12
∫ x
0 V (s)ds.
For the eigenvalues of (2.26)–(2.27) we have the similar result to Lemma 2.3.
Lemma 2.7. For any {i, j,k, l} ∈ N0 = {0,1,2, . . .}, if one of them is in Nd, then for the eigenvalues of general
boundary problem, we have
|λi + λ j − λk − λl| > c, (2.35)
unless {i, j} = {k, l}, where c is a constant depending on Nd and V (x).
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in Lemma 2.3.
Case 2. One of {i, j,k, l} is smaller than N0. This case can be reduced to the following two subcases.
Case 2a. i  j > k  N0 > l or k  l > i  N0 > j. We only consider the ﬁrst case without loss of
generality. Then
|δ| = |λi + λ j − λk − λl| λi − λl  λi − λN0 > 1.
Case 2b. i > k l N0 > j or k> i  j  N0 > l. We only consider the ﬁrst case. By (2.28),
|δ| = |λi + λ j − λk − λl| =
∣∣∣∣i2 + λ j − k2 − l2 − c1 + c2
(
1
i2
− 1
k2
− 1
l2
)
+ O
(
1
l3
)∣∣∣∣.
The following is similar to Case 2b(iii)–(iv). In fact, we only have to take C1 as N0 in Case 2b(iii)–
(iv).
Case 3. Two of {i, j,k, l} are smaller than N0. This case can be reduced to the following two
subcases.
Case 3a. i  j  N0 > k  l or k  l  N0 > i  j. We only consider the ﬁrst case without loss of
generality. Then
|δ| = |λi + λ j − λk − λl| λi − λl  λi − λN0 > 1.
Case 3b. i > k N0 > l > j or k> i  N0 > j > l. We only consider the ﬁrst case. By (2.28),
|δ| = |λi + λ j − λk − λl| =
∣∣∣∣i2 + λ j − k2 − λl + c2
(
1
i2
− 1
k2
)
+ O
(
1
k3
)∣∣∣∣.
Case 3b(i). N0 > l > j and k
√
M . Since one of {i, j,k, l} is in Nd , we have i  M. Then
λi = i2 + c1 + c2
i2
+ O
(
1
i3
)
> M2 − 1
2
> |λi | + |λk| + |λl| + 1.
Hence |δ| > 1.
Case 3b(ii). N0 > l > j and k
√
M. In this case, k N. If i2 + λ j − k2 − λl = 0, we have
|δ| =
∣∣∣∣c2
(
1
i2
− 1
k2
)
+ O
(
1
k3
)∣∣∣∣> c22k2  c22N2 .
If i2 + λ j − k2 − λl = 0, let
c˜
= c˜(C1) = inf
j<C1
{∣∣λ j + i2 − k2 − l2 − c1∣∣: λ j + i2 − k2 − l2 = 0}> 0,
we have
|δ| ∣∣i2 + λ j − k2 − λl∣∣−
∣∣∣∣ c2i2 − c2l2 + O
(
1
k3
)∣∣∣∣
> c˜ − 2
∣∣∣∣ c2M + O
(
1
M
3
2
)∣∣∣∣> c˜ − c˜2 = c˜2 ,
provided that M > 10c2/c˜ and M  C1.
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loss of generality. Then
|δ| = |λi + λ j − λk − λl| M2 − 12 − 3λN0 > 1.
Finally, let
c =min
{ |c2|
2(N2 + 2)3 , c0,
c˜
2
,
1
2
}
,
we complete the proof. 
3. The Hamiltonian and partial Birkhoff normal form
The Hamiltonian of the nonlinear Schrödinger equation is
H = 1
2
〈Au,u〉 + 1
2
π∫
0
g
(|u|2)dx, (3.1)
where A = − d2
dx2
+V (x) and g = ∫0 f ds. We rewrite H as a Hamiltonian in inﬁnitely many coordinates
by making the transformation
u = Sq =
∑
j
q jφ j, j ∈ N0, (3.2)
where φ j are the eigenfunctions of the Sturm–Liouville problems mentioned above. The coordinate is
taken from the Hilbert space la,s of all complex valued sequences q = (q0,q1, . . .) with
‖q‖2a,s = |q0|2 +
∑
j1
|q j |2| j|2se2| j|a,
we ﬁx a 0 and s> 12 later. We then obtain the Hamiltonian
H = λ+ G = 1
2
∑
j∈N0
λ j |q j|2 + 12
π∫
0
g
(|Sq|2)dx (3.3)
on the phase space la,s with symplectic structure i2
∑
j dq j ∧ dq¯ j . Equations of motion are
q˙ j = 2i ∂H
∂q¯ j
, j ∈ N0. (3.4)
They are the classical Hamiltonian equations of motion for the real and imaginary parts of
q j = x j + iy j written in complex notation. Rather than discussing the above formal validity, we shall,
following [15], use the following elementary observation.
Lemma 3.1. Let a 0, s> 12 , I be an interval and let
t ∈ I → q(t) ≡ ({q j(t)} )j0
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sup
t∈I
|q0|2 +
∑
j1
|q j|2| j|2se2| j|a < ∞.
Then u(t, x) ≡∑ j0 q j(t)φ j(x) is an analytic solution of (1.1).
Proof. For a 0, and s > 12 , the sum and its t-derivative are absolutely convergent in some complex
neighbourhood of x-interval [0,π ] and some complex disc around a given t in I. We ﬁnd that
iut =
∑
j0
iq˙ jφ j
= −
∑
j0
(
λ jq j +
π∫
0
f
(|u|2)uφ j dx
)
φ j
= −
∑
j0
Aφ jq j −
∑
j0
( π∫
0
f
(|u|2)uφ j dx
)
φ j
= −Au − f (|u|2)u
by the orthonormality and completeness of the φ j . 
Next we consider the regularity of the vector ﬁeld of G . Let l2 be the Hilbert space of bi-inﬁnite
square summable sequences with complex coeﬃcients. For a  0, s > 0, let the subspace la,s ⊂ l2 be
consist, by deﬁnition, of all bi-inﬁnite sequences with ﬁnite norm
‖q‖2a,s = |q0|2 +
∑
j
|q j |2| j|2se2| j|a.
Lemma 3.2. For a 0, s> 12 , the space la,s is a Hilbert algebra with respect to convolution of sequences and
‖q ∗ p‖a,s  C‖q‖a,s‖p‖a,s
with a constant C depending on s.
Proof. Let [ j] =max(| j|,1), γ jk = [ j−k][k][ j] . By the Schwarz inequality
∣∣∣∣∑
k
xk
∣∣∣∣
2
=
∣∣∣∣∑
k
γ sjkxk
γ sjk
∣∣∣∣
2
 c2jk
∑
k
γ 2sjk |xk|2, c2jk =
∑
k
1
γ 2sjk
,
for all j. We have
1
γ jk
 [ j − k] + [k][ j − k][k] =
1
[ j − k] +
1
[k] ,
so that
c2jk 
∑( 1
[ j − k] +
1
[k]
)2s
 4s
∑ 1
[k]2s = C
2 < ∞.k k
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∑
j
[ j]2s
∣∣∣∣∑
k
q j−k pk
∣∣∣∣
2
e2| j|a
 C2
∑
j
[ j]2s
∑
k
γ 2sjk |q j−k pk|2e2(| j−k|+|k|)a
= C2
∑
j
[ j − k]2s|q j−k|2e2| j−k|a
∑
k
[k]2s|pk|2e2|k|a
= C2‖q‖2a,s‖p‖2a,s. 
As Lemma 3 in [15] we will get the regularity of the vector ﬁeld XG :
Lemma 3.3. For a  0 and s > 12 , the vector ﬁeld XG is a map from some neighborhood of the origin in la,s
into la,s , with
‖XG‖a,s = O
(‖q‖3a,s).
Proof. We have
∂G
∂q¯ j
=
π∫
0
f
(|u|2)uφ j dx, u = Sq.
By the algebra property and the analyticity of f , in a suﬃciently small neighbourhood of the origin,
we can claim that
∥∥ f (|u|2)u∥∥a,s  c‖u‖3a,s.
We prove it in three cases.
In Neumann boundary conditions, in fact, we only have to prove that ‖u3‖a,s  c‖u‖3a,s ,
∥∥u3∥∥2a,s =∑
l
∣∣∣∣∣
π∫
0
u3φl dx
∣∣∣∣∣
2
|l|2se2|l|a
=
∑
l
∣∣∣∣∣
∑
i jk
qiq jqk
π∫
0
φiφ jφkφl dx
∣∣∣∣∣
2
|l|2se2|l|a
=
∑
l
∣∣∣∣
( ∑
i± j±k±l=0
Gijkl +
∑
i± j±k±l =0
Gijkl
)
qiq jqk
∣∣∣∣
2
|l|2se2|l|a,
where Gijkl =
∫ π
0 φiφ jφkφl dx, φi(x) = κ−1i (cos ix+ hi(x)), hi(x) = sin ix2i
∫ x
0 V (s)ds + φ˜i(x).
In the following, we will prove that
∑
i± j±k±l =0
Gijkl  C˜
∑
i± j±k±l=0
Gijkl,
where C˜ depends on V (x) only. If h(x) is an analytic function on [0,π ], then there exists a con-
stant C1, depending on h(x) only, such that
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m =0
sinmxh(x) C1,
∑
m =0
cosmxh(x) C1.
Thus,
∑
i± j±k±l =0
Gijkl
=
∑
i± j±k±l =0
(κiκ jκkκl)
−1
π∫
0
(
cos ix+ hi(x)
)(
cos jx+ h j(x)
)(
coskx+ hk(x)
)(
cos lx+ hl(x)
)
dx
=
∑
i± j±k±l =0
(κiκ jκkκl)
−1
( π∫
0
cos ix cos jx coskx cos lxdx+ · · · +
π∫
0
hi(x)h j(x)hk(x)hl(x)dx
)
.
Obviously, we have
∑
i± j±k±l =0
(κiκ jκkκl)
−1
π∫
0
cos ix cos jx coskx cos lxdx= 0,
and
∑
i± j±k±l =0
(κiκ jκkκl)
−1
π∫
0
cos ix cos jx coskxhl(x)dx

∑
i± j±k±l =0
(κiκ jκkκl)
−1
π∫
0
sin(i ± j ± k ± l)x
∫ x
0 V (s)ds
2l
dx C1.
Similarly we can get that
∑
i± j±k±l =0
(κiκ jκkκl)
−1
π∫
0
cos ix cos jxhk(x)hl(x)+ · · · + hi(x)h j(x)hk(x)hl(x)dx C1.
So, we obtain that ∑
i± j±k±l =0
Gijkl  C˜
∑
i± j±k±l=0
Gijkl,
where C˜ is a constant dependent on C1 and κi, κ j, κk, κl. Thus,
∥∥u3∥∥2a,s  c2 ∑
i± j±k±l=0
|qiq jqk|2|l|2se2|l|a
 c2‖q ∗ q ∗ q‖2a,s
 c2‖q‖6a,s
= c2‖u‖6a,s,
where the constant c depends on C˜ .
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− cos (i+1/2)x2(i+1/2)
∫ x
0 V (s)ds + φ˜i(x). Similarly, we also can get that
∥∥u3∥∥2a,s  c2‖u‖6a,s.
In general boundary conditions, since
φi(x) = κ−1i
(
cos λ¯i x+
sin λ¯i x(
a1
b1
+ 12
∫ x
0 V (s)ds)
λ¯i
+ φ˜i(x)
)
= κ−1i
(
cos
(
i + O
(
1
i
))
x+ sin λ¯i x(
a1
b1
+ 12
∫ x
0 V (s)ds)
λ¯i
+ φ˜i(x)
)
= κ−1i
(
cos ix+
(
cos
(
O
(
1
i
))
x− 1
)
cos ix− sin ix cos
(
O
(
1
i
))
x
+ sin λ¯i x(
a1
b1
+ 12
∫ x
0 V (s)ds)
λ¯i
+ φ˜i(x)
)
= κ−1i
(
cos ix+ hi(x)
)
.
The following is similar as the Neumann boundary conditions. So we get the claim:
∥∥ f (|u|2)u∥∥a,s = c∥∥u3∥∥a,s  c‖u‖3a,s.
The components of the gradient Gq¯ are expansion of f (|u|2)u with respect to φn(x), so Gq¯ belongs
to la,s , with
‖Gq¯‖a,s =
∑
j
|Gq¯ j |2| j|2se2| j|a =
∑
j
∣∣∣∣∣
π∫
0
f
(|u|2)uφ j(x)dx
∣∣∣∣∣
2
| j|2se2| j|a

∥∥ f (|u|2)u∥∥a,s  c‖u‖3a,s  c‖q‖3a,s.
The regularity of XG follows from the regularity of its components. 
From now on we focus our attention on the nonlinearity |u|2u, since higher order terms do not
matter. For the nonlinearity |u|2u, we ﬁnd
G = 1
4
π∫
0
∣∣u(x)∣∣4 dx = 1
4
∑
i, j,k,l∈N0
Gijklqiq jq¯kq¯l
with Gi, j,k,l =
∫ π
0 φiφ jφkφl dx. Then the Hamiltonian (3.3) can be rewritten as
H = Λ+ G = 1
2
∑
j∈N0
λ j |q j |2 + 14
∑
i, j,k,l∈N0
Gijklqiq jq¯kq¯l. (3.5)
Proposition 3.1. For the set Nd, there exists a real analytic, symplectic change of coordinate Γ in some neigh-
borhood of the origin in la,s that takes the Hamiltonian (3.5) into
H ◦ Γ = Λ+ G¯ + Gˆ + K , (3.6)
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a,s,
G¯ = 1
2
∑
one of {i, j}∈Nd
G¯i j |qi|2|q j|2, i, j ∈ N0,
with G¯i j = Gii j j and
ˆ|G| C‖qˆ‖4a,s, |K | C‖q‖6a,s,
where q˜ = {q j} j∈Nd , qˆ = {q j} j /∈Nd , the constant C depending on Nd and n.
Proof. Consider a Hamiltonian function
F = 1
4
∑
i, j,k,l∈N0
Fijklqiq jq¯kq¯l
with coeﬃcients
iFijkl =
{
Gijkl
λi+λ j−λk−λl , for one of {i, j,k, l} in Nd, {i, j,k, l} ∈ N0, {i, j} = {k, l},
0, otherwise.
By Lemmas 2.3, 2.5 and 2.7, the vector ﬁeld XF is analytic as a map from some neighborhood of
origin in la,s into la,s . By Lemma 3.3, we have
‖XF ‖a,s = O
(‖q‖3a,s).
Let Γ be the time-1 map of the ﬂow of the Hamiltonian vector ﬁeld XF . Expanding at t = 0 and using
Taylor’s formula, we obtain
H ◦ Γ = H ◦ XtF
∣∣
t=1
= H + {H, F } +
1∫
0
(1− t){{H, F }, F} ◦ XtF dt
= Λ+ G + {Λ, F } + {G, F } +
1∫
0
(1− t){{H, F }, F} ◦ XtF dt,
where {·,·} denotes the Poisson bracket with respect to the symplectic structure. Thus
G + {Λ, F } = 1
2
∑
i, j,k,l
(
Gijkl − i(λi + λ j − λk − λl)Fijkl
)
qiq jq¯kq¯l
= 1
2
∑
one of {i, j}∈Nd,
G¯ i j |qi |2|q j|2 + O
(‖q‖4a,s)= G¯ + Gˆ
with 2G¯ ii = Giiii and G¯ i j = Giji j for i = j. Let
K = {G, F } +
1∫
0
(1− t){{H, F }, F} ◦ XtF dt = O (‖q‖6a,s).
Hence H ◦ Γ = Λ+ G¯ + Gˆ + K as claimed. 
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I = 1
2
{|q j|2} j∈Nd , Z = 12
{|q j|2} j /∈Nd .
Thus, the Hamiltonian is brought into the inﬁnite-dimensional analogue of the partial fourth order
Birkhoff normal form,
H = Λ+ Q + R (3.7)
with
Λ = 〈α, I〉 + 〈β, Z〉, Q = 1
2
〈AI, I〉 + 〈B I, Z〉, R = Gˆ + K , (3.8)
where α = (λ j) j∈Nd , β = (λ j) j /∈Nd , A = (G¯ i j)i j∈Nd , B = (G¯ i j)i∈Nd, j /∈Nd .
4. The Cantor Manifold Theorem
Here we recite the Cantor Manifold Theorem in [15], then apply it to the Hamiltonian (3.7). In
a neighbourhood of the origin in la,s we now consider a Hamiltonian H = Λ + Q + R, where R
represents some higher order perturbation of an integrable normal form Λ + Q . More precisely, let
the complex coordinates q = (q˜, qˆ) on la,s, where q˜ = (q1, . . . ,qn) and qˆ = (qn+1,qn+2, . . .), and with
I = 1
2
(|q1|2, . . . , |qn|2), Z = 1
2
(|qn+1|2, |qn+2|2, . . .),
the normal form consists of the terms
Λ = 〈α, I〉 + 〈β, Z〉, Q = 1
2
〈AI, I〉 + 〈B I, Z〉,
where α,β, A, B denote vector and matrices with constant coeﬃcients, respectively. The equations of
motion of Hamiltonian Λ+ Q are
˙˜q = i diag(α + AI + BT )q˜, ˙ˆq = i diag(β + B I)qˆ,
where T means the transpose of the matrix. They admit a complex n-dimensional invariant manifold
E = {qˆ = 0}, which is completely ﬁlled, up to the origin, by the invariant tori
T (I) = {q˜: |q˜i |2 = 2Ii for 1 i  n}, I ∈ Pn.
On T (I) and in its normal space, respectively, the ﬂows are given by
˙˜q = i diag(ω(I))q˜, ω(I) = α + AI,
˙ˆq = i diag(Ω(I))qˆ, (Ω(I))= β + B I.
Since Ω(I) is real, qˆ = 0 is an elliptic ﬁxed point, all the tori are linearly stable, and all their orbits
have zero Lyapunov exponents. We call T (I) an elliptic rotational torus with frequencies ω(I). Due
to resonances the manifold E does in general not persist in its entirety under the inclusion of the
higher order terms R . Instead, our aim is to prove the persistence of a large portion of E forming an
invariant Cantor manifold E for the Hamiltonian H = Λ + Q + R . That is, there exists a family of n-
tori T [C] =⋃I∈C T (I) ⊂ E over a Cantor set C ⊂ Pn and a Lipschitz continuous embedding
Ψ : T [C] ↪→ la,s,
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n-torus for the Hamiltonian H . For the image E of T [C] we call a Cantor manifold of elliptic rotational
n-tori given by the embedding Ψ : T [C] → E . In addition, the Cantor set C has full density at the
origin, the embedding Ψ is close to the inclusion map Ψ0 : E ↪→ la,s , and the Cantor manifold E is
tangent to E at the origin.
For the existence of E the following assumptions are made.
A. Non-degeneracy. The normal form Λ+ Q is non-degenerate in the sense that
det A = 0, 〈l, β〉 = 0, 〈k,ω(I)〉+ 〈l,Ω(I)〉 = 0,
for all (k, l) ∈ Zn × Z∞ with 1 |l| 2, where ω = α + AI and Ω = β + B I .
B. Spectral asymptotics. There exist d 1 and δ < d − 1 such that
β j = jd + · · · + O
(
jδ
)
,
where the dots stand for ﬁxed lower order terms in j, allowing also negative exponents.
C. Regularity.
XQ , XR ∈ A
(
la,p, la,p¯
){ p¯  p, for d> 1;
p¯ > p, for d = 1,
where A(la,p, la,p¯) denotes the class of maps from some neighborhood of the origin in la,p
into la,p¯ , which are real analytic in the real and imaginary parts of the complex coordinates q.
Theorem 4.1 (The Cantor Manifold Theorem). Suppose the Hamiltonian H = Λ + Q + R satisﬁes Assump-
tions A, B and C, and
|R| = O (‖q‖ga,s)+ O (‖qˆ‖4a,s)
with
g > 4+ 4−
κ
,  = min(p¯ − p,1).
Then there exists a Cantor manifold E of real analytic, elliptic Diophantine n-tori given by a Lipschitz continu-
ous embedding Ψ :T [C] → E , where C has full density at the origin, and Ψ is close to the inclusion map Ψ0:
‖Ψ −Ψ0‖a,p¯,Br∩T [C] = O
(
rσ
)
, σ = g
2
− κ + 1−/4
κ
> 1.
Consequently, E is tangent to E at the origin.
The proof of the Cantor Manifold Theorem can be found in [15].
5. Proof of the main theorem
We rewrite the Hamiltonian (3.7)–(3.8) as
H = Λ+ Q + R (5.1)
with
Λ = 〈α, I〉 + 〈β, Z〉, Q = 1
2
〈AI, I〉 + 〈B I, Z〉, R = Gˆ + K , (5.2)
where α = (λ j+) j∈Nd , β = (λ j) j /∈Nd , A = (G¯ i j)i j∈Nd , B = (G¯ i j)i∈Nd, j /∈Nd .
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Proof. Since
A = (G¯ i j)i j∈Nd =
π∫
0
φ2i (x)φ
2
j (x)dx,
we consider it in three cases.
Case 1. Neumann boundary problem. In this case, let Θ(x) = 12
∫ x
0 V (s)ds, by Lemma 2.2,
κ2i κ
2
j
π∫
0
φ2i (x)φ
2
j (x)dx =
π∫
0
κ2i φ
2
i (x)
(
cos jx+ Θ(x)
j
sin jx
)2
dx+ O
(
1
j2
)
= κ
2
i
2
π∫
0
φ2i (x)dx+
κ2i
2
π∫
0
φ2i (x) cos(2 jx)dx
+ κ2i
π∫
0
φ2i (x)
Θ(x)
j
sin(2 jx)dx+ O
(
1
j2
)
,
here we use the fact that
∫ π
0 φ
2
i (x)dx = 1, and sin(2 jx) = 2sin jx cos jx, cos2( jx) = 1+cos(2 jx)2 . Using
(2.11) we get
κ2i
π∫
0
φ2i (x) cos(2 jx)dx =
π∫
0
(
cos(ix)+ Θ(x)
i
sin(ix)+ φ˜i(x)
)2
cos(2 jx)dx
=
π∫
0
(
cos2(ix)+ Θ(x)
i
sin(2ix)+ hi(x)+ li(x)
)
cos(2 jx)dx,
where hi(x) = (φ˜i(x) + 2cos(ix) + 2i sin(ix)Θ(x))φ˜i(x), and gi(x) = 1i2 sin2(ix)Θ2(x). Obviously h′′(x)
and g′′(x) are bounded on [0,π ]. Then,
π∫
0
(
hi(x)+ gi(x)
)
cos(2 jx)dx = − 1
4 j2
π∫
0
(
h′′(x)+ g′′(x)) cos(2 jx)dx = O( 1
j2
)
.
Similarly, we have
κ2i
π∫
0
φ2i (x)
Θ(x)
j
sin(2 jx)dx = 1
2 j
π∫
0
cos(2ix) sin(2 jx)dx+ O
(
1
j2
)
.
Observe that
π∫
0
(
1
i
sin(2ix) cos(2 jx)+ 1
j
cos(2ix) sin(2 jx)
)
Θ(x)dx
=
π∫ (
1
2i
+ 1
2 j
)
Θ(x) sin2(i + j)xdx+
π∫ (
1
2i
− 1
2 j
)
Θ(x) sin2(i − j)xdx0 0
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8i j(i + j)
π∫
0
Θ ′′(x) sin2(i + j)xdx− 1
8i j(i − j)
π∫
0
Θ ′′(x) sin2(i − j)xdx
= O
(
1
j2
)
+ O
(
1
i j|i − j|
)
.
Thus we get
κ2i κ
2
j
π∫
0
φ2i (x)φ
2
j (x)dx =
κ2i
2
+ 1
2
π∫
0
cos2 ix cos(2 jx)dx+ O
(
1
j2
)
+ O
(
1
i j|i − j|
)
,
noticing that
1
2
π∫
0
cos2 ix cos(2 jx)dx =
{
0, i = j,
π/8, i = j.
Thus, we have
κ2i κ
2
j
π∫
0
φ2i (x)φ
2
j (x)dx =
⎧⎨
⎩
κ2j
2 + O ( 1i2 )+ O ( 1i j|i− j| ), i = j,
κ2i
2 + π8 + O ( 1i2 ), i = j.
So
κ2i κ
2
j G¯ i j = κ2i κ2j Gi ji j =
κ2j
2
+ O
(
1
i2
)
+ O
(
1
i j|i − j|
)
, i = j,
κ2i κ
2
j G¯ i j =
κ4i
2
Giiii = κ
2
i
4
+ π
16
+ O
(
1
i2
)
, i = j.
By (2.13),
κ2i =
π
2
+ O
(
1
i2
)
,
we get
G¯ i j = 4− δi j4π + O
(
1
i2
)
+ O
(
1
j2
)
+ O
(
1
i j|i − j|
)
, i, j ∈ Nd,
G¯ i j = 1
π
+ O
(
1
i2
)
+ O
(
1
i j|i − j|
)
, i ∈ Nd, j /∈ Nd, j  1.
Case 2. The Dirichlet–Neumann boundary problem. In this case, let Θ(x) = − 12
∫ x
0 V (s)ds. By (2.20)
we have
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2
j
π∫
0
φ2i (x)φ
2
j (x)dx =
π∫
0
κ2i φ
2
i (x)
(
sin ( j + 1/2)x+ Θ(x)
( j + 1/2) cos ( j + 1/2)x
)2
dx+ O
(
1
j2
)
= κ
2
i
2
π∫
0
φ2i (x)dx−
κ2i
2
π∫
0
φ2i (x) cos
(
(2 j + 1)x)dx
+ κ2i
π∫
0
φ2i (x)
Θ(x)
j + 1/2 sin
(
(2 j + 1)x)dx+ O( 1
j2
)
.
Using (2.20), we get
κ2i
π∫
0
φ2i cos(2 j + 1)xdx
=
π∫
0
(
sin(i + 1/2)x+ Θ(x)
i + 1/2 cos(i + 1/2)x+ φ˜i(x)
)2
cos(2 j + 1)xdx
=
π∫
0
(
sin2(i + 1)x+ Θ(x)
i + 1/2 sin(2i + 1)x+ hi(x)+ li(x)
)
cos(2 j + 1)xdx,
where hi(x) = (φ˜i(x) + 2sin(i + 1/2)x + 2i+1/2 cos(i + 1/2)xΘ(x))φ˜i(x), and gi(x) = 1(i+1/2)2 cos2(i +
1/2)xΘ2(x). Obviously h′′(x) and g′′(x) are bounded on [0,π ]. Then
π∫
0
(
hi(x)+ gi(x)
)
cos(2 j + 1)xdx = − 1
(2 j + 1)2
π∫
0
(
h′′(x)+ g′′(x)) cos(2 j + 1)xdx = O( 1
j2
)
.
Similarly, we have
κ2i
π∫
0
φ2i (x)
Θ(x)
j + 1/2 sin(2 j + 1)xdx = −
1
2 j + 1
π∫
0
cos(2i + 1)x sin(2 j + 1)xdx+ O
(
1
j2
)
.
Observe that
π∫
0
(
1
i + 1/2 sin(2i + 1)x cos(2 j + 1)x+
1
j + 1/2 cos(2i + 1)x sin(2 j + 1)x
)
Θ(x)dx
=
π∫
0
(
1
2i + 1 +
1
2 j + 1
)
Θ(x) sin2(i + j + 1)xdx+
π∫
0
(
1
2i + 1 −
1
2 j + 1
)
Θ(x) sin2(i − j)xdx
= 1
(2i + 1)(2 j + 1)2(i + j + 1)
π∫
Θ ′′(x) sin2(i + j + 1)xdx0
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(2i + 1)(2 j + 1)2(i − j)
π∫
0
Θ ′′(x) sin2(i − j)xdx
= O
(
1
j2
)
+ O
(
1
i j|i − j|
)
.
Thus we get
κ2i κ
2
j
π∫
0
φ2i (x)φ
2
j (x)dx =
κ2i
2
− 1
2
π∫
0
sin2(i + 1/2)x cos(2 j + 1)xdx+ O
(
1
j2
)
+ O
(
1
i j|i − j|
)
.
Notice that
−1
2
π∫
0
sin2(i + 1/2)x cos(2 j + 1)xdx =
{
0, i = j,
π/8, i = j.
Then we have
κ2i κ
2
j
π∫
0
φ2i (x)φ
2
j (x)dx =
⎧⎪⎨
⎪⎩
κ2i
2 + O ( 1j2 )+ O ( 1i j|i− j| ), i = j,
κ2i
2 + π8 + O ( 1j2 ), i = j.
So
κ2i κ
2
j G¯ i j = κ2i κ2j Gi ji j =
κ2j
2
+ O
(
1
i2
)
+ O
(
1
i j|i − j|
)
, i = j,
κ2i κ
2
j G¯ i j =
κ4i
2
Giiii = κ
2
i
4
+ π
16
+ O
(
1
i2
)
, i = j.
By (2.22),
κ2i =
π
2
+ O
(
1
i2
)
,
we get
G¯ i j = 4− δi j4π + O
(
1
i2
)
+ O
(
1
j2
)
+ O
(
1
i j|i − j|
)
, i, j ∈ Nd,
G¯ i j = 1
π
+ O
(
1
i2
)
+ O
(
1
i j|i − j|
)
, i ∈ Nd, j /∈ Nd, j  1.
Case 3. General boundary value problem. In this case, by Lemma 2.6, we only have to take i, j by
λ¯i, λ¯ j in the proof of Case 1, and let Θ(x) = α1β1 + 12
∫ x
0 V (s)ds. So, we also have
G¯ i j = 4− δi j4π + O
(
1
i2
)
+ O
(
1
j2
)
+ O
(
1
i j|i − j|
)
, i, j ∈ Nd,
G¯ i j = 1
π
+ O
(
1
i2
)
+ O
(
1
i j|i − j|
)
, i ∈ Nd, j /∈ Nd, j  1.
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|aij| b
M2
, i, j ∈ Nd; |aij| bM , i ∈ Nd, j /∈ Nd, j  1. (5.3)
Recall that A = (G¯ i j)i, j∈Nd , we have 4π A = 4X − I + A˜, where I is the identity matrix and all ele-
ments of X are 1, and A˜ = (aij)i, j∈Nd . For det(4X − I) = 0, we know that there exists an elementary
transformation T , such that T (4X − I) = diag(σ1, σ2, . . . , σd) and det(4X − I) = det T (4X − I), where
σi = −1− 43+ 4(i − 2) .
Putting the same transformation on 4X − I + A˜ and letting T A˜ = ˙˜A, we know that
det(4X − I + A˜) = det(diag(σ1, σ2, . . . , σd)+ ˙˜A).
Let a˙i j be the elements of
˙˜A, by (5.3) we can choose M large enough to make the matrix
⎛
⎜⎜⎝
σ1 + a˙11 a˙12 · · · a˙1d
a˙21 σ2 + a˙22 · · · a˙2d
.
.
.
.
.
.
. . .
.
.
.
a˙d1 a˙d2 · · · σd + a˙dd
⎞
⎟⎟⎠
satisfying |σ j| >∑di |a˙i j|, therefore the determinant of this matrix does not be zero. So det(4X − I +
A˜) = 0, that is det A = 0. This completes the proof. 
As Lemma 6.1 in [8], we will give the non-degeneracy of the frequencies. Let Nd = {M,M +
1, . . . ,N} = J = { j1 < j2 < · · · < jd}.
Lemma 5.2. Denote by ω(I) = α + AI,Ω(I) = β + B I. Then
〈l, β〉 = 0, 〈k,ω(I)〉+ 〈l,Ω(I)〉 = 0, (5.4)
for all (k, l) ∈ Zn × Z∞ with 1 |l| 2.
Proof. Clearly by Lemmas 2.2, 2.4 and 2.6, 〈l, β〉 = 0 for 1 |l| 2. In order to verify (5.4), we only
have to check that for all k ∈ Zd and 1 |l| 2, (α,k)+ (β, l) and Ak + BT l do not vanish simultane-
ously. Write l = (. . . , l j, . . . , l j0 , . . . , l j′0 , . . .), where l j = 0 for j /∈ { j0, j′0} and l j0 , l j′0 ∈ {0,1,−1}, with|l| = |l j0 | + |l j′0 | = 0. Let k = (k1, . . . ,kd) and suppose that
Ak + BT l = 0.
Multiplying both sides of the equality by 4π, we have
d∑
j=1
(4+ aij)k j − ki + (4+ aij0 )l j0 + (4+ aij′0 )l j′0 = 0, i = j1, . . . , jd. (5.5)
Taking i = i1 and i = i2 in (5.5), we get two equations (5.5-i1) and (5.5-i2). Considering (5.5-i1) minus
(5.5-i2), we get
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j=1
(ai1 j − ai2 j)k j + ki2 − ki1 + (ai1 j0 − ai2 j0 )l j0 + (ai1 j′0 − ai2 j′0 )l j′0 = 0. (5.6)
By (5.5)–(5.6) and i1, i2 ∈ Nd, we have
|ki2 − ki1 |
∣∣∣∣∣
d∑
j=1
(ai1 j − ai2 j)k j
∣∣∣∣∣+ |ai1 j0 − ai2 j0 | + |ai1 j′0 − ai2 j′0 |

d∑
j=1
∣∣(ai1 j − ai2 j)∣∣|k j | + |ai1 j0 − ai2 j0 | + |ai1 j′0 − ai2 j′0 |
 2b
M2
d∑
j=1
|k j | + 4b
M
.
We can claim that
|ki2 − ki1 |
2b
M2
d∑
j=1
|k j | + 4b
M
 1. (5.7)
In fact, by (5.5) we have
d∑
i=1
|ki | =
d∑
i=1
∣∣∣∣∣
d∑
j=1
(4+ aij)k j + (4+ aij0)l j0 + (4+ aij′0)l j′0
∣∣∣∣∣

d∑
i=1
(
4
∣∣∣∣∣
d∑
j=1
k j
∣∣∣∣∣+
d∑
j=1
|aijk j | + |4+ aij0 | + |4+ aij′0 |
)
 4d
∣∣∣∣∣
d∑
j=1
k j
∣∣∣∣∣+ dbM2
d∑
j=1
|k j | +
(
8+ 2b
M2
)
d.
Sum up Eq. (5.5) from i = 1 to d and we have
(4d − 1)
d∑
i=1
ki +
d∑
i=1
d∑
j=1
aijk j +
d∑
i=1
(
(4+ aij0)l j0 + (4+ aij′0 )l j′0
)= 0.
Then
(4d − 1)
∣∣∣∣∣
d∑
i=1
ki
∣∣∣∣∣
∣∣∣∣∣
d∑
i=1
d∑
j=1
aijk j
∣∣∣∣∣+
∣∣∣∣∣
d∑
i=1
(4+ aij0)
∣∣∣∣∣+
∣∣∣∣∣
d∑
i=1
(4+ aij′0 )
∣∣∣∣∣

d∑
i=1
d∑
j=1
|aijk j | +
(
8+ 2b
M
)
d
 db
M2
d∑
j=1
|k j | +
(
8+ 2b
M
)
d.
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d∑
i=1
|ki | < 8d − 14d − 1
db
M2
d∑
j=1
|k j | + 8d + 14d − 1
(
8+ 2b
M
)
d,
and
d∑
j=1
|k j | < (24+ 6b/M)d1− 3db/M =
(24+ 6b/M)d
M2 − 3db M
2.
If M large enough satisﬁes M2 − 3db > 100db and M > 8b, then ∑dj=1 |k j | < M24b . So |ki2 − ki1 | <
1
2 + 12 = 1.
According to the claim, then ki2 = ki1 , since k is an integer vector. Thus, there is an integer h such
that all elements of k are equal to h. Therefore, we can rewrite (5.5) as
(4d − 1)h + h
d∑
j=1
aij + (4+ aij0)l j0 + (4+ aij′0 )l j′0 = 0, i = j1, . . . , jd. (5.8)
Since i, j ∈ Nd, we can choose M large enough, such that
3
∣∣∣∣∣
d∑
j=1
aij
∣∣∣∣∣+ |aij0 | + |aij′0 | < 3dbM2 + 2bM < 1.
Then
h = (4+ aij0)l j0 + (4+ aij
′
0
)l j′0
(4d − 1)+∑dj=1 aij
has to be zero. We prove it in three cases.
(i) If l j0 = −l j′0 , then
|h| =
∣∣∣∣ aij0 − aij′0
(4d − 1)+∑dj=1 aij
∣∣∣∣< |aij0 | + |aij′0 |4d − 2 < 12 , d 1.
(ii) If l j0 = l j′0 = 1, then
|h| =
∣∣∣∣ aij0 + aij′0 + 8
(4d − 1)+∑dj=1 aij
∣∣∣∣< |aij0 | + |aij′0 | + 84d − 2 < 910 , d 3.
It follows that h = 0, when d 3. If d = 1, with (5.8) we have
(3h − 8) = aij0 + aij′0 − h
d∑
j=1
aij
h=3
 |aij0 | + |aij′0 | + 3
∣∣∣∣∣
d∑
j=1
aij
∣∣∣∣∣< 1,
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3h0 + 1= aij0 + aij′0 − 3
d∑
j=1
aij − h0
d∑
j=1
aij,
and
|h0| =
∣∣∣∣aij0 + aij′0 − 3
∑d
j=1 aij − 1
3+∑dj=1 aij
∣∣∣∣< 1+ 12 = 1.
So there is no non-zero h satisfying (5.8). If d = 2,
8− 7h = −aij0 − aij′0 + h
d∑
j=1
aij
h=1
 |aij0 | + |aij′0 | +
∣∣∣∣∣
d∑
j=1
aij
∣∣∣∣∣< 1.
Similarly, we can show that there is no non-zero h satisfying (5.8) when d = 2.
(iii) If l j0 = 1 and l j′0 = 0, by (5.8) we have
|h| =
∣∣∣∣ aij0 + 4
(4d − 1)+∑dj=1 aij
∣∣∣∣< |aij0 | + 44d − 2 < 56 , d 2.
If d = 1, with (5.8) we have
4− 3h = −aij0 + h
d∑
j=1
aij
h=1
 |aij0 | +
∣∣∣∣∣
d∑
j=1
aij
∣∣∣∣∣< 1,
it follows that h = 1. If h = 1+ h0, by (5.8)
|h0| =
∣∣∣∣∣1+ aij0 −
∑d
j=1 aij
3+∑dj=1 aij
∣∣∣∣∣< 1+ 12 = 1.
So we have no non-zero h satisfying (5.8). Consequently, h has to be 0.
It follows from h = 0 that k = 0. Therefore
〈α,k〉 + 〈β, l〉 = 0+ λ j0 l j0 + λ j′0 l j′0 = 0.
Then we complete the proof. 
By Lemmas 5.1 and 5.2, Assumption A is fulﬁlled. By Lemmas 2.2, 2.4 and 2.6, the spectral β
satisﬁes Assumption B with d = 2 and δ = −3. It is clear that XQ , XR ∈ A(la,s, la,s) where Q = G¯
and R = O (‖qˆ‖4a,s) + O (‖q‖6a,s). Therefore Assumption C is satisﬁed with g = 6 > 4. Finally, applying
Theorem 4.1, we ﬁnish the proof of Theorem 1.1.
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