multiobjective optimization in dynamic environments is a challenging task, as it requires the optimization algorithm converging to a time-variant Pareto optimal front. This paper proposes a dynamic multiobjective optimization algorithm which utilizes an inverse model set to guide the search toward promising decision regions. In order to reduce the number of fitness evalutions for change detection purpose, a two-stage change detection test is proposed which uses the inverse model set to check potential changes in the objective function landscape. Both static and dynamic multiobjective benchmark optimization problems have been considered to evaluate the performance of the proposed algorithm. Experimental results show that the improvement in optimization performance is achievable when the proposed inverse model set is adopted.
evolutionary generations. Typically, in these algorithms, the population is diversified to avoid premature convergence after the change in fitness landscape is detected. In this direction, the random immigrant scheme approach adds randomly generated solutions into the population to enhance its solution diversity [18] , [19] , whereas hyper-mutation scheme one enhances the solution-space exploration by adapting the mutation rate [20] [21] [22] . Another popular approach is to learn the pattern of the time-varying optimal solution set in decision space and predicts the location of the consecutive optimal solution set after the change is recognized [4] , [23] [24] [25] . Although these algorithms have partly solved the dynamic MOP, their effectiveness is still questionable if the change in the environment is, as mostly happens, uknown or hardly predictable.
To adapt to the change affecting the fitness landscape in environments with unknown dynamics, there are two major strategies that can be used: 1) active and 2) passive. In the active case, the change detection mechanism is implemented in the optimization algorithm and aims at detecting changes in fitness landscape. Once the change has been detected, the optimization algorithm takes certain action to search for Pareto optimal solutions. This approach is effective only if the change affecting the dynamic environment is detectable. In the passive case, there are no dedicated change detection mechanisms. An optimization algorithm adopting passive approach evolves based on available information independently from the fact that change happened or not. Aging scheme [26] , [27] is a typical example of a passive approach. Instead of detecting changes in fitness landscape, aging scheme re-evaluates or discards individual solutions which survive more than a predefined number of generations. In [7] , a multipopulation multiobjective EA framework is proposed to solve dynamic MOP in undetectable environments. An environment is undetectable when there is not enough available information for a detection algorithm to effectively detect a change. For example, there are some dynamic problems whose fitness landscape only changes on some random subareas in the search space [7] . The framework uses a hierarchical clustering technique to track multiple optima. It limits the survival of solutions based on the improvement of the solution over evolutionary generations without using any detection mechanism. On one hand, a passive approach is more robust to different types of changes and it can be used in undetectable dynamic environment. On the other hand, an active approach could provide additional 2168-2267 c 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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information of changes in the fitness landscape which could facilitate the decision making process. This paper focuses on the active approach and develops a detection mechanism for changes associated with a drift or an abrupt in the fitness function.
One of the most commonly used change detection strategies in dynamic multiobjective EAs is to regularly re-evaluate the fitness of certain solutions, (see [28] , [29] ). As the purpose of solution re-evalutions is to detect the change in fitness landscape, these solutions are usually called detectors [30] . Detectors monitor the change of objective values by comparing recently evaluated objective vectors with past evaluated ones. When the difference of these two objective vectors is larger than a certain threshold, it is concluded that there is a change in the fitness landscape. The threshold is influenced by the noise level and uncertainty in the fitness evaluations. Although this approach is simple and easy to be implemented, extra fitness function evaluations are required for detecting purpose. Moreover, an appropriate number of detectors has to be chosen, as excessive number would introduce an unneccessary computational cost whereas an insufficient number of detectors would fail in detecting the change or introduce a high level of false positives [31] . Change detection based on solution decision and objective distribution information is another attractive mechanism as it does not require additional function evaluations. However, the detection may not be accurate as there is no dedicated detectors [30] , [32] .
Most of the existing dynamic multiobjective optimization literature assumes that the change of fitness landscape happens in between generations. However, in the real world scenario, the change may happen within a generation. To the best of the authors' knowledge, there are relatively few studies in the literature focusing on this issue. Detecting change within a generation requires finer time scale to define the processing sequence. In this respect, this paper considers the solutions are evaluated in a serial manner and change may happen in between solutions' evaluation.
In the evolutionary dynamic multiobjective optimization literature [18] , [25] , it is commonly assumed that the change of the optimization problem is gradual, i.e., the fitness landscape changes smoothly over. Convergence speed of the dynamic EAs is a crucial issue due to the stringent time constraint of the problem. As the fitness landscape of the dynamic multiobjective problem is changing over time, diversity of the solution set is important to avoid premature convergence after the change happens. Therefore, the balance between population convergence and diversity is extremely important for the practical use of optimization algorithms [4] . Inspired by the recently proposed inverse modeling approach [33] which has empirically shown fast convergence speed, this paper presents a decomposition-based multiobjective EA, inverse modeling-based multiobjective EA (IM-MOEA/D), with inverse modeling, to solve the dynamic MOP. The proposed algorithm continuously monitors the fitness landscape for changes by observing the error between the target objective value and the current evaluated objective discrepancy. This paper is organized as follows. Section II formalizes the dynamic MOP considered in this paper. The literature about change detection and surrogate model is briefly reviewed. Section III proposes the dynamic multiobjective EA and the change detection mechanism. Experiment results are presented and analyzed in Section IV. Finally, conclusions are drawn in Section V.
II. BACKGROUND
In this section, some basic definitions used in the evolutionary multiobjective optimization community and change detection literature are introduced. The purpose is to provide certain background for the understanding of the sequel.
A. Dynamic Multiobjective Optimization
In this paper, we consider the dynamic MOP as a timevariant MOP. Without loss of generality, a minimization problem is considered here. The dynamic multiobjective optimization can be formalized as
where f i is the ith objective function out of m objectives; t ∈ N is the time; f(x, t) ∈ R m is the objective vector; x ∈ R n is the decision vector; n is the number of decision variables and ∈ R n is the feasible decision space. The time value is often associated with the generation number of an EA. The generation to time conversion is calculated as follows [28] :
where τ is the generation number, n t is number of distinct step per time unit and τ T is the number of generations where the fitness landscape is fixed. To consider the case where change happens within a generation, the time value is associated with the fitness evaluation number of an EA. The fitness evaluation number to time conversion is calculated as follows:
where τ eval is the fitness evaluation number, τ eval,T is the number of fitness evaluations where the fitness landscape is fixed.
Only continuous optimization problems are considered in this paper. Generally, can be described by the set of constraints
where g j (x, t), j = 1, . . . , p, is the jth inequality constraint and h k (x, t), k = 1, . . . , q, is the kth equality constraint. Even though the model permits both inequality and equality constraints to be time-dependent, here we focus on the relevant case where only the fitness function f(x, t) is time-variant and the feasible decision space is fixed throughout the optimization process (time-variant feasible decision space would require additional mechanisms for validating the feasibility of the solutions and will be objective of future research).
B. Change Detection
By extending the definition given in [30] 
As the goal of an EA is to guide the population toward fitter solutions, evaluated offsprings after a downward change are likely to replace the parent population. Therefore, the negative effects of the downward change is less pronounced than the upward change in fitness landscape. These have been exploited for change detection in [30] . A change detection algorithm is expected to detect changes in fitness landscape when condition (5) is fulfilled. There are two common approaches which are used in the evolutionary computation community for detecting changes in fitness landscape: 1) a fixed detector approach and 2) a behavior-based approach [30] , [32] . Fixed detector approach regularly evaluates a number of randomly generated solutions to monitor the change of the detectors' objective values. As most of the existing literature assumes that the change of fitness landscape happens in between generations, these detectors are usually re-evaluated at every generation. A behavior-based detection approach inspects the discrepancy between the objective space solution statistics with the algorithm's inherited behavior. This approach can be found in the evolutionary single-objective optimization literature [32] . For example, a change point can be detected by inspecting the trend of the average in offspring's fitness value. If there is a sudden increase of average fitness value in the minimization problem, then there is a change in fitness landscape. Behavior-based detection approaches are attractive as there is no need for additional fitness evaluations to be used to detection purpose.
Change detection latency is an important issue. For the fixed detector approach, the detection mechanism is activated only when the detectors are evaluated. To improve the responsiveness of the detection mechanism, the evaluations of detectors are required to be distributed uniformly across different time instances. Suppose one generation of the EA requires t generation time to evaluate all the individual solutions with the detectors, the algorithm has to evaluate n detector /t generation detectors per unit time to ensure that the detection is activated every unit time where n detector is the total number of detectors used in the algorithm. However, this in turn reduces the coverage of the detectors in the decision space during the activation of the detection. Therefore, it is clear that there is a tradeoff between the coverage of the detectors and the responsiveness of the detection mechanism given a fixed number of detectors.
C. Surrogate and Inverse Modeling
Fitness landscape approximation techniques have been proposed and applied to assist evolutionary search for almost two decades [34] . These fitness approximation models also named surrogates or meta-models are often used to reduce the computational time in optimization problems [35] . Recently, an IM-MOEA has been proposed to reduce the computational cost of the evolutionary optimization procedure [33] . The main idea of the algorithm is to construct an inverse model which maps all found nondominated solutions from the objective space to the decision space. This approach is different from the fitness landscape approximation approach, which, instead models the mapping from decision space to objective space. IM-MOEA uses a Gaussian process-based inverse model on domination-based multiobjective optimization framework [36] to solve the optimization problem. By using the inverse model, the search process can be improved as the model helps to direct the search toward those promising areas which are more probable to contain good solutions. This is a desirable feature for an EA especially when the problem is computationally expensive, dynamic, or the search space is large.
III. PROPOSED ALGORITHM

A. Basic Idea
IM-MOEA builds a set of probabilistic models to estimate the probability distribution of the decision vector given the desired objective vector. The information of current parent population is used to build the inverse model. The m-input-noutput probabilistic inverse model is decomposed into m × n univariate models. As the algorithm makes an implicit assumption that all decision variables are mutually independent, random grouping strategy is introduced into the algorithm to alleviate the negative effect of the assumption violation [33] . Different from IM-MOEA, the proposed IM-MOEA/D is based on decomposition-based MOEA (MOEA/D [37] , [38] ) rather than domination-based MOEA non-dominated sorting genetic algorithm (NSGA-II [36] ). By using weight vector of MOEA/D, the task of objective subspace allocation for different inverse models is simplified.
It is possible that the objective function to be optimized is injective (many-to-one function mapping) or the inverse function of the objective function may not exist. To relax the strict assumption that the objective function is globally bijective (one-to-one function mapping), we assume that the objective function is invertible locally thus the corresponding inverse model can be built to approximate the fitness landscape reasonably. In the proposed IM-MOEA/D, the inverse model is used for detection purpose and to direct the search toward promising decision subspace regions. Building a global inverse model is difficult as training a too complex model is computationally expensive whereas choosing a too simple model would degrade the modeling performance. To circumvent the problem, multiple inverse models are trained to capture the fitness landscape information in different regions. Furthermore, linear inverse models are employed in the proposed algorithm due to their relatively low computational cost as compared to other more complicated nonlinear ones.
The overall flowchart of the proposed algorithm is presented in Fig. 1 . From the figure, the algorithm follows the EA paradigm and the inverse modeling mechanism is introduced for the offspring population generation as shown in the shaded box. In each generation, an offspring solution is generated using either the crossover operator or the inverse model with sampling mechanism. A decision procedure is designed to allocate offspring solution generation between the former two methods (as shown in Fig. 1 ). In the following sections, the decision procedure, inverse model, and sampling mechanism will be described in detail. After that, the proposed change detection scheme which utilizes the inverse model is presented.
B. Objective Subspace Allocation and Decision Procedure
Weight vector is an important component in MOEA/D for scalarizing a given MOP into a set of subproblems. The element of a weight vector indicates the relative importance of the corresponding objective function with respect to other objective functions in a given MOP. Tchebycheff approach used in MOEA/D scalarizes a MOP into a set of subproblems using following function:
where region to the model. Objective subspace allocation for training different inverse models is an important task as it directly affects the performance of the detection and optimization of the proposed algorithm. To avoid introducing complicated subspace allocation mechanisms which would introduce additional computation resources, the proposed algorithm utilizes the neighborhood relation of MOEA/D for individual solution assignment. In particular, each individual solution with its weight vector's neighbor solutions are used to train an inverse model. Therefore, the number of inverse models is equal to the number of individuals in the population. To further illustrate the concept, a simple example is given in Fig. 2 .
MOEA/D takes certain number of generations from the solution initialization to the existence of high correlation between weight vector's element to the corresponding objective value. The actual number of generations is application dependent. A simple decision procedure is devised to decide whether to use the trained inverse model for generating an offspring solution through the Spearman's correlation [39] as shown in Algorithm 1. It is often used to measure the correlation between two variables. An inverse model is only used if the Spearman's correlation of the corresponding weight vector set and the evaluated objective vector set is higher than the predefined confidence interval. Conversely, it indicates that the corresponding fitness vectors may not be adjacent and recombination operator is used for generating a new offspring solution. In this paper, differential evolution mutation operator is used as the recombination operator.
C. Inverse Model
Each individual solution with its weight vector neighborhood solutions are used to form a linear inverse model. Suppose w * ,j := jth weight element from {w k }
4:
r j := spearman(f * ,j , w * ,j ) 5: end for 6: if |r j | > α for j = 1, . . . , m then 7: return True 8: else 9: return False 10: end if 
where
denote the decision and objective matrices; B is the matrix that captures the relationship of the inverse model. The B matrix is computed according to the classic least square procedure as follows:
where {·} T and {·} −1 denote matrix transpose and inverse, respectively. Matrix B contains the coefficients of the linear inverse model given in (7).
D. Sampling Method
Availability of an inverse model enables the generation of the offspring decision vector by specifying the desired objective vector, f desired . The estimated decision vector is computed as follows:
The f desired is generated by sampling the objective space. The sample point should be close to the objective subspace used to train the inverse model. As the sample point moves away from the training data, the modeling error tends to increase and the accuracy of the estimated decision vector suffers. Besides, point sampling should move toward directions enhancing the 
5: end while 6: x offspring = Bf desired 7: return x offspring converging speed of the algorithm. As such, the proposed algorithm samples the objective subspace according to the Gaussian distribution and imposes the condition that the sampled point has to dominate its parent solution. The mean and standard deviation of the Gaussian distribution is determined by the parent solution and the estimated ideal point in MOEA/D. For ith individual with previously evaluated objective vector, f i , the Gaussian distribution is
where diff is a diagonal matrix which contains the absolute difference between f i and estimated ideal vector, z * . The pseudocode of the sampling mechanism is shown in Algorithm 2.
In line 3 of the pseudocode, "f desired ⊀ f i " means objective vector f desired does not dominate objective vector f i .
E. Two-Stage Change Detection Test
In a dynamic environment with unknown change, change detection mechanisms are crucial to avoid keeping obsolete solutions. Empirical studies have shown that fixed detector approaches outperform behavior-based ones especially when change detection is difficult [30] . However, a fixed detector approach significantly increases the number of function evaluations since a high number of detectors is desirable. To reduce the number of function evaluations and improve the coverage of the detection region, a two-stage change detection approach is proposed. In the first stage, a sequential change point detection test is used to monitor potential changes in fitness landscape. The first-stage detection mechanism has larger coverage of the detectable region than the fixed detectors' approach. Each offspring solution generated by the inverse model acts as a weak detector in the decision space to probe potential changes in the fitness landscape. The second stage has to confirm the suspected change by the fixed detector approach. The proposed method reduces the required number of fitness evaluations for the detection purpose as compared to the fixed detector approach because it is not required to re-evaluate a fixed number of solutions in correspondence with every generation. In addition, a subset of the whole population acts as weak detectors during the evolutionary search and this improves the coverage of the detectable decision space as compared to the fixed detector approach. The flow chart of the proposed two-stage change detection mechanism is shown in Fig. 3 .
In the first stage, the inverse model set is used to assist the task of change detection. The linear inverse model set captures the objective-to-decision mapping information of the explored regions. This information is utilized to determine whether there is a change in the fitness landscape of the explored regions. As the algorithm takes explicit action to respond to a change in the fitness landscape, an online change detection mechanism [40] is more suitable to the problem. The error of the actual objective vector and the desired objective vector is used to detect the change in the fitness landscape e = f desired − f actual (11) where f desired is the desired objective vector in (9) and f actual is the evaluated objective vector given the input x estimated . There are at least two important sources which contribute to this error. First, the proposed algorithm uses the linear model to approximate the regional objective-to-decision mapping information. This error is related to the nonlinearity of the fitness landscape. Second, the input vector, x estimated , is estimated using previously evaluated objective vectors. If there is a change in the fitness landscape, the change will contribute to the error as the amplitude of this error is related to the change magnitude of the explored fitness landscape region. To ease the detection task, the second source of error is assumed to dominate over the first contribution. With this assumption, detecting changes by monitoring the abnormality of the error signal is possible. By transforming the task of detecting changes in fitness landscape to identifying abnormality in the signal, sequential change-point detection tests can be applied to solve the problem [41] , [42] .
In this paper, a fixed sliding window method [40] , [43] has been used for detecting the change in the first stage. n window samples (window size) are taken from the end of sequential signal values and a decision rule is applied on hypothesis end if 15: end if where t last is the time of the previously evaluated objective function and δ i is the objective subspace covered by the ith individual with its neighborhood. Any sequential change detection algorithm can be employed for detecting the change in the fitness landscape. To accomplish the task, a simple change detector based on the Z-score [40] , [44] is used to detect the change in the fitness landscape. The change detector monitors the absolute value of the error signal and makes a decision about whether there is a change in the fitness landscape or not. The pseudo-code of the detection algorithm used in this paper is given in Algorithm 3. Notice that the algorithm detects the fitness landscape changes when the Z-score is higher than the predefined detection threshold (as shown in line 10, Algorithm 3). The input signal to the Algorithm 3 is the error signal computed using (11) (as shown in Fig. 3) .
Once the first-stage detection is triggered, a second-stage detection is executed to confirm the change by randomly re-evaluating a fixed number of individuals in the population. If the recently evaluated function values are significantly different from the previously evaluated ones, change in the fitness landscape is confirmed. The fitness values of the rest of the population are evaluated as well. Since the first-stage detection can be triggered any time during the evolutionary search, there is no assumption that the change in fitness landscape only happened in between generations. The pseudo-code for the two-stage change detection test (CDT) is shown in Algorithm 4. There, n min-int denotes the minimum number of fitness evaluations between two fitness landscape changes. This parameter is used to control the number of activations 
if τ eval,int ≥ τ eval,min-int and θ is true then 8: Re-evaluate n fixed randomly selected solutions to confirm the change. 9: if change is confirmed then 10: The first-stage change detection is reset and set τ eval,triggered = τ eval . end if 15: end if 16: return False 17: end for for second-stage CDT which can be triggered in a generation. Different from the first-stage CDT, the second-stage CDT requires additional fitness evaluations. The number of secondstage CDTs per generation is limited to N/n min-int where N is the population size.
F. Overall Algorithm
The pseudo-code of the overall procedure is shown in Algorithm 5. In each generation, the proposed algorithm makes a decision about whether to use an inverse model for each offspring solution generation. If an inverse model is used for generating an offspring solution, the generated solution acts as a weak change detector for the first-stage CDT. The error signal [using (11) ] is computed to feed the first-stage CDT. Once the first-stage CDT is triggered, the second-stage CDT will be performed to confirm the change. A comparison test is designed for the second-stage CDT. If any of the recently evaluated objective values are different from the stored objective values, it is confirmed that there is a change in the fitness landscape.
For simplicity, this paper only considers noiseless fitness landscape. For the case of noisy fitness landscape, modification = f(y, t) . If f j (y) < z j for any j ∈ {1, . . . , m}, set z j = f j (y, t). 5) Update of solutions: Apply decomposition-based selection [38] . Set c = 0 and then do the following: a) If c = n r , exist the inner loop. Otherwise, randomly pick an index j ∈ P.
and increment c by one. c) Remove j from P and go to a).
Step 3 ➢ Change detection: If the inverse model is used, compute |f desired = f actual | and feed the value into Algorithm 4. Re-evaluate the rest of the population and go to Step 1.3 to reset z if the returned value is true.
Step 4 ➢ Stopping criterion: If the stopping criterion is satisfied, stop the process, output {x 1 , . . . , x N } and {f 1 , . . . , f N }. Otherwise, go to Step 2.
is needed for the second-stage CDT and the evolutionary selection to account for the uncertainty in the fitness values [46] . For the evolutionary selection, one possibility is to modify the subproblem in the MOEA/D to account for the uncertainty [47] . For the second-stage CDT, one example is to set a specific threshold for the acceptable amount of objective function deviation for the detectors [28] . Once the objective deviation is greater than a predefined threshold, the second-stage CDT confirms there is a change in the fitness landscape.
Although the fitness landscape is desired to be locally invertible, it is not a strict requirement for the proposed algorithm to work properly. A good local linear inverse model would guide the search toward promising decision regions and have higher change detection accuracy. When the fitness landscape is not locally invertible, the inverse model directs the search direction toward less promising decision regions. Besides, the error between the desired objective vector and the evaluated objective vector would be increased and cause a spike of error signal. As the proposed sampling method and recombination operator introduce randomness in the search process, the inverse model unlikely causes the solution population trapping into some local optima. The spike of error signal likely triggers the second-stage CDT and fixed detection approach is performed. This means poor local linear model leads to an increase number of triggering second-stage CDT. The proposed detection algorithm takes advantage of the possibility to reduce fitness evaluations using local linear inverse model. If the inverse model is not useful, the two-stage CDT still behaves like a fixed detection approach.
IV. EXPERIMENT RESULTS
In this section, comparative studies are performed to investigate the optimization performance of the proposed algorithm in dynamic environments. Furthermore, a section is devoted to study the fitness landscape change detection performance. The optimization performance of the proposed algorithm in static environment can be found in the supplementary material. Zitzler-Deb-Thiele test suite [48] , Walking Fish Group test suite [49] , Congress on Evolutionary Computation 2009 MOEA Competition test suite (CEC-09) [50] , Farian-Deb-Amato test suite (FDA) [28] , and Gee-Tan-Abbass test suite (GTA) [51] benchmarks have been considered. All results are obtained by performing 30 independent runs for each test problem under a specific setting. NSGA-II [36] and MOEA/D [38] serve as benchmark algorithms in the comparative studies. Differential Evolution mutation operator is used as genetic operator as reported in [38] . Inverted generational distance (IGD) [38] and generational distance (GD) [36] are used as performance metrics in this paper. For each experiment setting, all MOEAs have the same number of fitness evaluations to ensure the fair comparative studies. The total number of fitness evaluations equals to the product of the population size and the generation numbers. Welch's t-test [52] is conducted to test the significance performance difference between the IM-MOEA/D and other algorithms. The null hypothesis is that there is no significant performance difference between the IM-MOEA/D and other algorithm given that the two algorithm's performances have unequal variances.
A. Parameter Settings
The parameter settings of the algorithms used in the experiment are shown in Table I . The proposed inverse model set introduces α which serves as a threshold for deciding whether to use the inverse model in offspring solution generation. As the Spearman's rank correlation coefficient ranges from −1 to 1, the recommended range for the α is from 0.5 to 1.0. The higher the α threshold, the less likely that the inverse model set is used. The number of fixed detectors, n fixed , controls the number of sampling points to decide whether there is a change in fitness landscape. This parameter is not specific to the proposed algorithm and it has been commonly used in existing dynamic MOEAs. In this paper, the minimum value for n fixed is used to demonstrate the minimum amount of fitness re-evaluation for detection purpose. To avoid more than one second-stage CDT triggered in a generation, n min-int can be set to the population size. Size of sliding windows is a common parameter for sequential CDT [40] . It is recommended to use the same value as the population size. Sampling parameter, δ sampling , is used to avoid infinite loop when f i is equal to z * happened.
B. Dynamic Multiobjective Optimization
To assess the optimization performance of the proposed algorithm on dynamic MOP, FDA and GTA test suites are used in the simulation experiments. For each test problem, total generation number, n gen , is set to 500. In this paper, n t and τ T [used in (2) ] are set to 5 and 10, respectively. In terms of fitness evaluation number, the corresponding τ eval,T value is 1000. To summarize the overall performance of an algorithm on optimizing a specific test problem, average of performance metric values and average of ranks are used. Averages performance metric values of a given algorithm are computed as follows:
where IGD i and GD i are the IGD and GD values of the algorithm at ith generation. Similarly, the averages ranks of a given algorithm are computed as follows: 
where rank(·) is an operator which ranks the performance metric of the algorithm among all algorithms' performance metric value at a specific generation. The output of the operator ranges from 0 to k − 1, where k is the total number of algorithms used for the comparative study. Table II has recorded the above-mentioned performance metrics of the three algorithms used in the experiment. The values in the row "Ave. rank" are computed using either (14) or (15) whereas the values in row "Stat." are calculated using either (12) or (13) . We observe that the proposed algorithm performs well in most of the benchmarks. This suggests that the inverse model set used in the proposed algorithm could be useful in improving the algorithm's convergence speed.
C. Change Detection
As the main purpose of the proposed two-stage CDT is to reduce the fitness evaluations used for detection purpose, number of fitness evaluations spent for monitoring change of fitness landscape is used as one of the performance metrics. Average of root mean square error (RMSE) between the actual objective vectors and the nominal objective vectors is also used to assess the proposed two-stage CDT's performance. A nominal objective vector of an individual is the objective vector of the past evaluated solution. If there is a change in the fitness landscape, the nominal objective vector is different from the actual objective vector. The metric is computed as follows:
where f i τ is the ith individual's nominal objective vector at generation τ ; f(x i , (1/n t ) (τ/τ T ) ) is the evaluated x i decision vector at generation τ . A nominal objective vector could be an obsolete objective vector if the CDT fails to detect a change in the fitness landscape. A perfect CDT will result in a zero average of RMSE. This implies that the nominal objective vector of any decision vector is equal to its actual objective vector. Low value of the average RMSE is desired as this implies that the CDT is able to detect the change of fitness landscape when the change is significant. High value of average RMSE implies that the CDT fails to detect the change in fitness landscape even if the change is significant. A change detection experiment is designed to assess the performance of the proposed two-stage CDT. Fixed detector approach is a perfect CDT if the objective evaluation is not noisy and there is no uncertainty in function evaluation. However, fixed detector approach is expensive as the algorithm is expected to evaluate a fixed number of detectors in order to monitor possible changes of fitness landscape. Ignoring the change of fitness landscape is another approach which does not monitor the change of fitness landscape. This approach does not spend any fitness evaluation for detection purpose but it fails to detect any change in the fitness landscape. These two extreme approaches are used in the experiment to compare the optimization performance deterioration due to the absence of CDT mechanism. Similar to previous experiments, test functions from FDA and GTA test suites are employed in the experiment. The experiment results are shown in Table III .
In the table, IGD, GD, and average RMSE values of the ignoring changes approach (denoted as "Ignored"), fixed detector approach (denoted as "Fixed"), and the proposed twostage CDT approach (denoted as "Proposed") are shown in "mean±standard deviation" format. The number of fitness re-evaluations after change is detected is also recorded in the table (denoted as "Re-evaluation"). The fitness evaluations spent for monitoring changes in fitness landscape is denoted as "Check no." The lowest GD and IGD values for each approach (under a specific benchmark problem) are shown in bold font.
For all the test problems, there are 100 changes of fitness landscape. Therefore, this results 10 4 fitness evalutions spent for re-evaluation the individual solutions as the population number is 100. From the table, it is clear that the proposed algorithm does not detect all changes in the fitness landscape as the number of the function re-evaluations is lower than 10 4 . As mentioned in previous experiment, the generation number of all the algorithms in the experiment studies is set to 500. Suppose there is only one fixed detector which is used to monitor the fitness landscape changes. For fixed detector approach, the total number of fitness evaluations which are used to monitor fitness landscape is equal to 500. By inspecting the Check no. row in the table, it is clear that the proposed algorithm spent significantly lower number of fitness evaluations for the detection. For most of the test problems, the optimization performance of the algorithm with proposed two-stage CDT lies between fixed detector approach and ignoring change approach. Except for GTA7m and GTA8m test problems, the proposed two-stage CDT has significantly lower RMSE values than ignoring change approach's RMSE values. From the experiment results, it is observed that the two-stage CDT is able to detect changes and reduce the RMSE for most of the problems (except GTA7m and GTA8m test instances). Pareto optimal front of GTA7m and GTA8m is a single point at the initial few generation. This results in low correlation between the weight vector's element and its corresponding evaluated objective value when the algorithm output reaches the optimal point. For these two benchmarks, the inverse model is not triggered due to the low Spearman's correlation (decision procedure). Therefore, the detection test is not triggered throughout the optimization process. To circumvent this problem, lower confidence interval threshold (parameter α in Algorithm 1) should be used for dynamic MOP with degenerate Pareto optimal front geometrics [49] .
V. CONCLUSION
This paper has proposed an MOEA to solve dynamic MOP by using a set of linear inverse models. The inverse model set is used to direct the optimization search toward promising decision space and model objective-to-decision mapping information for fitness landscape change detection purpose. By using the proposed method, the number of fitness evalutions for detection can be reduced.
