Abstract: There are a lot of studies, papers, summaries, reports, and articles regarding the cost of living in different cities around the world. Although these studies are rich and robust, only the final results are published, like cities rankings, or summaries of top cities and lowest ranking cities. This paper's goal is to study the most livable cities using living cost data. To accomplish this objective, a cluster analysis has been conducted using 2015 prices data and three clusters were obtained in result: high, medium and low cost. In addition, a multinomial logistic regression using 2014 prices data was adjusted to predict the cluster each city would fall into. This model could help companies or even people to decide which city to move to in order to decrease living costs. It can be important to avoid a wrong decision in case of an upcoming cluster change for a determined city.
Introduction
The curiosity and the analysis about costs of living are not new to human being. It is possible to find studies and even books from the last century comparing countries, cities, counties, like Wolman (1929) who discussed consumption and the standard of living in the USA; Kato et al. (1949) who investigated the food consumption and the cost of living in Tokyo; Lenzen (1998) who talked about different aspects of living using energy and greenhouse gas cost for Australia during [1993] [1994] ; and finally the methods of calculating costs of living by Pollak (1981) and after by Porter-Hudak (1991) .
On recent studies, The Economist (2015) has shown the urbanisation and rise of the megacities from 1950 to 2014 and it has also predicted the next year until 2030, when nearly 9% of the world's population will be living in just 41 megacities (more than 10 m inhabitants). Every day the world claims more and more for demographical changes and new dwelling ideas. Certainly livable cities and living costs are among the top subjects in the media and in different governments. Alonso (1964) , Mills (1967) , and Muth (1969) developed a model that studies the urban economics using amenities, income, housing costs and transportation costs. With a brief comparison to The Economist's (2015) study cited before, in 1964 (when Alonso started the model) only 1.4% of the cities in the world were considered as megacities, and they grew to 6.4% in 2015. Certainly, those three American economists were visionaries. Besides, Glaeser (2008) said that Alonso-Muth-Mills model is useful not only in predicting housing prices, but also in predicting the location of different population groups. Duranton and Puga (2013) identified four key drivers of the population growth of cities in developed economies: transportation and housing supply; amenities; agglomeration effects; technology and shocks to specific cities or industries. With these engines of city growth comes the living costs and with high demand (because of population's growth) comes even higher costs, but there is no paper that provides a predictive cost model. Thinking of that, would it be possible to forecast future living costs of a city with the present pieces of information we have on costs?
The internet brought people closer to economics, education, culture and knowledge, and this device opened the doors to global studies with international data. The Economist Intelligence Unit (EIU), The Expatistan, Numbeo, The Best Places to Live, The Mercer and The WolframAlpha are some of the biggest websites that provide costs of living around the world. These websites, like The EIU, has rich and robust studies, but the companies only publish the final results, like cities ranking or summaries of top cities, or even bottom cities. The numbers and details about this kind of analysis are not published, although it is possible to buy the raw data by paying an expensive price for it.
This paper provides a brief study using the knowledge of The EIU by considering its cities rankings at the Numbeo raw data, which is collected by web users and it has an open access. At the end of the article you will be able to understand a little bit more about 61 of the 70 top cities to live and to predict which cluster (high, medium, or low costs) a city will be in the next year, using current year data.
Methodology
The Economist Intelligence Unit (2012) published the best cities ranking and report using, what was called as 'Spatial Adjusted Livability Index' to rank the cities around the world. This index is a simple average of seven indicators: green space, sprawl, natural assets, cultural assets, connectivity, isolation and pollution, and it was created by Filippo Lovato who won a competition provided by EIU and BuzzData. As a special report, EIU published more data than they are used to, so it is possible to find the top 70 livable cities around the world ranked by Lovato's index.
From these 70 cities, 61 were found at The Numbeo website and 49 variables about living costs (USD) were collected in 2014 and in 2015 by each city, which can be seen at Table 1 . Table 2 shows these 61 cities by continent and it is interesting to notice that this sample contains all the continents. Numbeo is the world's largest database of user contributed data about cities and countries worldwide. Numbeo provides current and timely information on world living conditions including cost of living, housing indicators, healthcare, traffic, crime and pollution. At the time of the collection there were 2,237,262 prices in 5,605 cities entered by 267,503 contributors and the information was updated at 2015-12-28. 
Data analysis
Before treating and working with the data of 2015, some dispersion measurements must be discussed. First of all, the correlation coefficient was calculated to each 49 variables. Numbeo website divides the cost of living data in 8 categories: restaurants, markets, transportation, utilities, sports and leisure, clothing and shoes, rent per month, apartment buying price, salaries and financing. Taking this split as effectual due to Numbeo's know-how, the variable which had the lowest correlation coefficient by each category was considered to analyse the data graphically. Taking the variable that has the lowest correlation coefficient can minimise the effects of collecting data by users, because there is subjectivity to people's choices, i.e., what they consider a cheap restaurant or a mid-range restaurant, for example. It is interesting to notice that Sydney was the 5th most expensive city in the world according to EIUs summary (2015), having the 6th most expensive eggs ($3.38). The highest price variation is between San Francisco and Los Angeles (1st most expensive and 2nd most expensive eggs) which is $0.60. Figure 2 shows apartment with three bedrooms (lowest correlation coefficient in rent per month category) prices by city. San Francisco has the highest price ($6,383.73) and Karachi has the lowest price ($394.42) of the 61 cities. It is interesting to notice that Hong Kong, Singapore, and Sydney are the three most expensive cities out of ten in the world according to Economist Intelligence Unit's (2015) summary and these cities are also the three most expensive cities out of ten in this category. Except squareMeterAp variable, which has a huge square deviation, in all variables analysed before, average value range does not contain the minimum value, it means that data is more scattered at high prices than at low prices.
To start a cluster analysis with 2015 data, some treatments must be done. First, missing values were estimated.
1 The second and last treatment before cluster analysis is to standardise the data. All data was standardised by z-scores .
By setting a hierarchical cluster using in these treated data, the agglomeration schedule shows how cities are grouped from 61 to 1 cluster as it can be seen at Table 4 . It was used the between-groups linkage cluster method and Euclidean distance. The coefficient's value variation from 60 to 59 stages is higher than 59 to 58 stages, however the numbers seem to stabilise before 58 stages. With the goal to study more groups, it was considered the break of 59 to 58 stages as it was indicated at Table 3 , which it means that three clusters will be created. Dendrogram supports the decision of three clusters considering the cutting line that could be done at Figure 3 . Next step was setting a k-means cluster analysis to create three clusters and the output is show at Table 4 .
Table 4
Number of cities in each cluster
Cluster Cities

16 2 8 3 37
Total 61 Source: Numbeo website data, SPSS Software
Figure 3 Dendrogram using between-groups linkage
Source: Numbeo website data, SPSS Software
Analysing and understanding each cluster, cluster 1 contains Singapore, Sydney, Hong Kong, and Seoul, which are four of the top ten most expensive cities in the world according to Economist Intelligence Unit's (2015) summary. Cluster 3 contains Karachi, Mumbai, and Tehran, which are three of the top ten cheapest cities in the world according to Economist Intelligence Unit's (2015) summary. So, it brings us to this conclusion: cluster 1 could be classified as high living costs cities, cluster 2 as medium living costs cities, and cluster 3 as low living costs cities. Each city was classified inside one cluster, an ordinal qualitative variable that will be called as cluster2015. In order to predict the future cluster of each city using current living costs, a multinomial logistic regression could be adjusted using 2014 data.
First, missing values were estimated 2 in 2014 data. After that, the outliers were treated using capping method according to Sinclair and Blackwell (2002) . Capping method replaces all values that are below percentile 1 to percentile 1 value and replaces all values that are above percentile 99 to percentile 99 value. It helps to minimise the data dispersion to fit a model without losing any record.
As it is expected because of the nature of the costs of living variables, there are many variables with high correlation, what may cause a multicollinearity problem inside a predictive model. That is why all variables were analysed using a correlation matrix with Pearson's correlation. All correlations equal or above 0.7 were considered as a strong correlation and using previously knowledge about the variables, the one who could be more important to explain cluster2015 was preserved and the other ones were not considered to the study. It remained 23 variables.
To fit a multinomial logistic model to predict the cluster2015 variable using costs of living data of 2014, the absolute Pearson's correlation with the 23 variables to the cluster2015 was calculated and sorted from the highest to the lowest.
3 So, the model started to adjust by forward method respecting the variable's order by absolute correlation showed by Table 5 . A multinomial logistic model was fitted using stepwise method, Table 6 contains the output of the final model with Log likelihood = -21.04448. Except from the basic variable at cluster of medium costs of living, all the variables have p-values < 0.1, which means that these variables are significant to explain the cluster2015 variable considering 90% of confidence. Although the basic variable at cluster of medium costs of living had a p-value above 0.1, this variable was considered into the model because it had a p-value below 0.1 at cluster of high costs of living. Low category was considered as base outcome, so some relations can be discussed using odd ratios from Table 7 . The chance of a city being at a high cluster in relation to being at a low cluster is multiplied by 5.6 when domestic beer price (0.5 litre at restaurant) is increased in $1.00, ceteris paribus. In other words, the chance is 460% bigger. The chance of a city being at a high cluster in relation to being at a low cluster is multiplied by 1.04 when basic costs are increased in $1.00, ceteris paribus. Therefore, the chance is 4% bigger. The chance of a city being at a high cluster in relation to being at a low cluster is multiplied by 28.79 when potato price (1 kg) is increased in $1.00, ceteris paribus. In other words, the chance is 27.79% bigger. The chance of a city to be at medium cluster in relation of be at low cluster is multiplied by 86.89 when potato price (1 kg) is increased in $1.00, ceteris paribus. In other words, the chance is 85.89% bigger. So, it seems that potato price can say a lot about living costs when a cluster comparison is done. In order to verify the accuracy of multinomial logistic model, Table 8 shows % of correct classified cases by cluster and calculates the model's overall efficiency. With 84% of correct classified cases, there is evidence that this could be a reasonable predictive model. It is relevant to explain that to choose which cluster the model would classify a city, the biggest probability was considered. Ultimately, the final equations of probability's models of each cluster classification to predict the future living costs cluster of a city using current data are shown inside appendix.
Results
This paper showed a brief quantitative analysis about costs of living using cluster analysis and multinomial logistic regression. The results show an association between livable index and living costs. This study corroborates with Economist Intelligence Unit's (2015) summary by identifying five of the ten most expensive cities described at the summary (Singapore, Paris, Sydney, Hong Kong, Seoul) and three of the ten cheapest cities (Karachi, Mumbai, Tehran). Besides, 61 cities were classified into three clusters which are presented at Table 9 . Table 9 City by cluster (high, medium, and low living costs) Table 9 City by cluster (high, medium, and low living costs) (continued) decide which city to move to be able to decrease living costs. It can be important to avoid a wrong decision if a cluster change is coming in a city. It could be useful to help describe the economy situation of each city by combining another piece of information, like politics. It could also help investors to identify opportunities, and it could be used by government to see a crisis coming and take steps to avoid serious consequences.
Final equations of probability's models of each cluster classification to predict the future living costs cluster of a city using current data:
• Probability of a city with low living costs: 
