We present new data on the ground state isomerization rate of DODeI and compare our results to previously obtained excited state data. We find that the one-dimensional Kramers expression does not fit the data over the whole viscosity range when the friction is measured by either the overall rotation time or the solvent viscosity. The deviation is qualitatively similar to that previously observed in diphenyl butadiene when the viscosity was used as the friction measure. Deviations from the simple hydrodynamic theory appear to depend on the reduced frequency for isomerization. We show how our results are consistent with the one-dimensional Kramers theory when a frequency dependent friction is used to describe the influence of the solvent.
I. INTRODUCTION
Radiationless processes involving large amplitude motion, such as photochemical isomerization processes in molecules where bulky groups must twist with respect to a molecular axis, should have rates which depend on the frictional forces exertedbythesolvent. Before the detailed way in which solvent friction effects isomerization can be understood, several questions must be answered: To what extent is a one-dimensional barrier crossing picture applicable to the photoisomerizations of large molecules in solution? What assumptions about the relative timescales for isomerization per se, for the velocity relaxation of the isomerization coordinate, and for the correlations among forces exerted by the solvent are valid? How accurate are simple hydrodynamic models for the microscopic motions involved in isomerization? Ina recent study of diphenyl butadine (DPB) in alkane solvents! we found that the Kramers expression 2 with hydrodynamic friction did not fit the viscosity dependence of the twisting rate well. If the low viscosity points are fit to a Kramers expression the experimental high viscosity points lie at higher rates than the theory predicts. Conversely, fitting to the high viscosity points causes the theoretical curve to undershoot the experimental data at low viscosity. In other words, the Kramers expression does not have the correct qualitative shape to reproduce the apparent viscosity dependence. Similar behavior is observed by Hochstrasser and co-workers for stilbene. 3 In our study of DPB we suggested that it may be necessary to consider the frequency dependence of the medium viscosity. 1, 4 It is also possible that the one-dimensional picture assumed in the Kramers expression is inappropriate for molecules such as the diphenyl polyenes and that a multidimensional theory is necessary. 3 Finally, a possible complication in measurements involving electronically excited states is that solvent independent competing relaxation processes, if not coralpresent address: Department of Chemistry, University of Pennsylvania, Philadelphia, Pennsylvania 19174. bl Alfred P. Sloan Foundation Fellow.
rectly accounted for, may distort the apparent viscosity dependence.
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Our earlier study of isomerization rates in the excited singlet state of the cyanine dye OODCI(3, 3'diethyloxadicarbocynanine iodide),6 together with the ground state isomerization data presented in this paper, provide us with an opportunity to explore these ideas further. Comparison of the ground and excited state isomerization rates as a function of viscosity shows them to be qualitatively alike and implies that our previous analYSis of the excited state kinetics is valid. In addition to the possibility of comparing the isomerization process in the excited and ground states, we are also able to consider the frictional forces in detail since we possess data on the viscosity and temperature dependence of the rotational diffusion of DODCI in the ground state. 7 We analyze our results in the context of the one-dimensional barrier crossing picture. By comparing data for several molecules we show that the effective friction for the isomerization process is strongly dependent on the presence of the potential barrier. A frequency dependent friction may explain the pattern of viscosity dependence observed for these molecules.
First, we briefly outline the experimental methods used. In Sec. III we present the results for ground state isomerization and discuss some aspects of the observed behavior. In Sec. IV, we discuss several models for isomerization and their applicability to our results, concentrating on possible reasons for the failure of the one-dimensional hydrodynamic Kramers expression to fit our data. Particular attention is paid to the effective solvent friction. Section V contains some conclUding remarks.
II. EXPERIMENTAL
The DODCI was obtained from Eastman-Kodak and all solvents were analytic grade from Aldrich. Sample thermostatting was accomplished with a brass cooling block and a Neslab RTE-4 circulating bath. The sample temperature was monitored with a digital thermometer (OMEGA 199) using a copper-constantan thermocouple.
A conventional flash photolysis technique was used to obtain the ground state isomerization rate. OODCI when excited to its first singlet state rapidly (few nanoseconds) relaxes to the ground state with approximately 10% production of an isomeric form. This isomer can be distinguished from the normal form by its absorption spectrum and relaxes to the normal form via a thermally assisted barrier crossing on a microsecond to millisecond timescale. The excitation source was an electrophotonics flashiamp pumped dye laser with a pulse width of 20 J.1.s. The laser dyes used in these studies were coumarin 480 and rhodamine 6G, and the isomerization rate was observed to be independent of excitation wavelength. The analyzing light source operated at low intenSity through a Schott RG630 cutoff filter and at 90 0 to the exc itation source. The modulation of the analyzing light was detected through a 630 nm interference filter by a 1P28 phototube whose output was checked for linearity in analyzing light intensity. The output from the phototube was stored in a Biomation model 805 waveform recorder, which was calibrated using a square wave generator of known frequency, and subsequently loaded into a Vax 11/780 computer.
In addition to the wavelength independence stated earlier, the observed rates were also found to be independent of our laser intensity and the percent modulation of the analyzing light which was never greater than 80%. Furthermore, no difference for the rate was observed in aerated vs deaerated solvents.
III. RESULTS

A. Observed rates
Measured isomerization decay times for OODCI in normal alcohols are listed in Table I . The viscosities listed are obtained from an Arrhenius fit (see Table II ) to viscosity data found in Ref. 8. The temperature listed in Table I is estimated to have an error of O. 5 degrees, and at T = 294 K such an error introduces an uncertainty in the lifetime of approximately 10% because of the large activation energy for this process.
A representative decay profile is shown in Fig. 1 . The observed signal was converted to the proper exponential form using Beers law
where C(t) is the time dependent concentration of photoisomer, l is the path length, € is the extinction coeffiCient, 10 is the incident intensity, and 1tr(t) is the transmitted intensity at time t. A value of 10 was obtained by measuring the transmitted intensity at long time; this assumes that the absorbance of the normal form at 630 nm is negligible. After the decay profiles were transformed into exponential form, they were fit to a single exponential. All fits were over a range of two to four 1/e times. Although fewer than 5% of our fits gave reasonable values for the statistical "runs" test, 10 decays which failed the runs test yielded lifetimes which were very close to lifetimes obtained from decays which passed, when the decays were obtained under the same experimental conditions. In other wordS, the systematic errors which were present did not greatly influence the fitted lifetime. The error in the fitted lifetimes is dominated by the error introduced by the uncertainty in the temperature, 10%
The decay times listed in Table I seem to agree well with those of Jaraudias. 11 Although our values are consistently longer than Jaraudias', the discrepancy is Fig. l (b) the same curve is shown after conversion to exponential form. Also, the fitted curve is drawn through the points.
on the order of the experimental uncertainty. In contrast, our value of T tao in ethanol is larger than the values obtained by Dempster 9 and Rulliere 12 by approximately a factor of 2. We have no explanation for this discrepancy.
B. Arrhenius plots
Figure 2 displays Arrhenius plots of the isomerization rate in ethanol and decanol. It is evident that over our temperature range the plots are linear; implying that there is no other process depleting the photoisomer population, in contrast to the excited state case where the plots showed a definite curvature at low temperature. 6 Fits of the data to the Arrhenius form yield activation energies and frequency factors for the isomerization process. The fitted parameters are listed in Table II .... cited state isomerization rate, 6 the overall rotational diffusion of OODCI,7 and the solvent viscosity8 which is fit to the form 1/11= (1/1jo)e-·~/RT. We note that the value obtained for the activation energy of the ground state isomerization in ethanol is in good agreement with the previous determination of this parameter by Rulliere.
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The activation energies for the isomerization process in the ground state are three times larger than those observed in the excited state. This large difference probably occurs because of the change in the amount of pi-bond conjugation between the ground and excited states. Although the absolute values of the activation energies in the ground and excited state differ greatly, within our experimental error they seem equally insensitive to the solvent as one progresses through the series of normal alcohols from ethanol to decanol. This behavior is in contrast to that seen in the overall rotational diffusion where the activation energies, although only three in number, seem to scale with the solvents viscosity activation. This difference in behavior will be discussed in more detail later.
C. lsoviscosity plots
As previously mentioned, 1, 6 we assume that the isomerization rate takes the form
where F(T/) is a universal function of viscosity and Eo
( 1) is an intrinsic molecular barrier height. By plotting In(klaO) vs liT at constant viscosity, one obtains a value for Eo. Two of these isoviscosity plots are shown in Fig. 3 , and the Arrhenius parameters obtained from plots of this type at various viscosities are presented in Table III . The average Eo obtained in this manner is 13.7 kcal/mol. The data listed in Table III This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to IP: pending on the number of pOints plotted. This value of 13.7 kcal/mol is five times greater than the value of 2.7 kcal/mol determined for the internal barrier to isomerization in the excited stateS and is the factor most responsible for the 10 5 difference in ground and excited state rates. In subsequent calculations we use the average value of 13.7 kcal/mol for the height of the internal barrier to isomerization in the ground state.
D. Reduced isomerization rates
The reduced isomerication rate, defined as krao =k lao eEo 1 RT The results in Figs. 4 and 5 show that when the tempe rature dependence of the isomerization rate due to the internal barrier (Eo) is removed, the magnitudes of the resulting "reduced rates" !li.o are well correlated with solvent viscosity. The reduced rates at the same viscosity are approximately equal, independent of the means by which that viscosity value was produced, 1. e. , by changing the temperature or the solvent.
We should point out, however, that although this "universal" viscosity dependence holds to a good approximation in the series of linear alcohols, it may not extend to solvents outside the series. The origin of such "specific solvent effects" is not yet well understood but two possible causes are:
(a) Static modifications of the potential surface. Eo is rigorously related to a solvent dependent "potential of mean force." An example of a strong solvent effect of this sort is seen in the case of diphenyl butadiene, which has an Eo of 4.7 kcal/mol in alkanes but an Eo -0.5 kcal/mol in alcohols. 13 (b) "Boundary condition" effects in which solvent molecular size or structure affects the frictional coupling strength to the isomerization coordinate.
A natural question is whether such effects might be operating within the series of linear alcohols. We can exclude a direct effect on the barrier height from our isoviscosity plots for the ground and excited stateS data. We will address the question of boundary conditions in a later section. In any case, if such effects are in force, Figs. 4 and 5 show they must be strongly correlated with viscosity in the series of linear alcohols.
IV. DISCUSSION
In this section, we discuss several features of onedimensional, barrier crossing models for isomerization and compare them with our data. We include a comparison of our data and other data for viscosity controlled large amplitude molecular motion.
A. Brownian motion theories of isomerization
Recently there has been a great revival of theoretical interest in the one-dimensional barrier crossing problem, and its applications to photochemical isomerization. 17 -19 The Kramers expression (3):
is an approximate expression for the flux of population across a barrier assuming that the time dependent distribution of isomerization coordinates and velocities obey a Fokker-Planck equation. In expression (3) Wo is the frequency of the potential well of the initial minimum,
Eo is the barrier height, and w is the frequency of the barrier maximum. 2 A fundamental supposition of this description is that the forces acting on the isomerization coordinate relax very quickly compared to the velocity relaxation time (Tv) of the coordinate. This "delta correlated" force assumption underlies all Brownian motion theories of molecular motion. 20 In the Brownian motion theory, Tv is related to the friction coefficient ~ by (4) with jJ. being the effective mass of the coordinate. Given the Fokker-Planck (Brownian motion) description of the motion, there are two natural dynamical limits to consider. The first is where the momentum relaxation time Tv is very long compared to "free motion" timescales, i. e., the frictional forces are a small perturbation on the free motion. In this case, the rate of isomerization ought to be proportional to the friction. 2 ,17-19 In this respect, expression (3) is incorrect, since it becomes independent of ~ in this limit. This feature of the Kramers expression has proven unimportant for our results since we find that the isomerization rate always decreases with increasing viscosity. The other case to consider is when the friction is very large, and Tv is short compared with the characteristic time scales of free motion on the potential surface. This is called the "Smolukchowski limit" and (5) These two limits of the Kramers problem are analogous to the" inertial" and" diffusive" limits of the free rotation problem.
It is common to assume a hydrodynamic model for ~ in which ~ ex: 'tj, so that hydrodynamic Kramers expression can be written
where A =Wo/21T We have performed a nonlinear least squares fit of the isomerization data to Eq. (7). We found that the hydrodynamic Kramers expression does not have the correct shape to fit our data, and that both the excited state and ground state data deviate from predicted Kramers behavior in the same way. This deviation is shown in Fig. 5 where we have fit the ground state data to the hydrodynamic Kramers expression. The solid line is a fit of the data for 1]< 4 cp and is seen to undershoot the observed rate at high viscosity, while the dotted line is a fit of the data for 11 > 10 cp and is seen to underShoot the observed rate at low viscosity. It is clear from Fig. 5 that the Kramers expression (7) does not fit the data well over the full range. The solid curve in Fig. 4 is the best fit of the Kramers expression to the excited state data over the full viscosity range and the resultant Kramers parameters are Wo =6. 0 (± O. 5)x 10 12 S·l and W'T v = 1. 6 (± 0.2). Although the hydrodynamic Kramers equation does not fit the data well, the parameter A was found to change by less than a factor of 2 over any fitting range. We have also performed a fit of this type for the ground state data, and although not shown it has a behavior qualitatively similar to the excited state data. The Kramers parameters from the best fit to the ground state data are Wo =2.5 (±0.l)x10
13 S· 1 and wTv=7.6 (±1.6)cp. A comparison of these parameters for the two cases and the assumption that Tv is the same in both states implies that the potential well and barrier in the ground state are a factor of 4 to 5 sharper than those in the excited state.
The Kramers parameters obtained above imply that the isomerization process is not in the Smoluchowski limit since W'T v is not much less than unity. The Arrhenius plots of the rate are a further indication that we are not in the Smoluchowki limit, because the observed activation energy is seen to be less than the sum of the internal barrier and the viscosity activation energy (Table II) . In the context of Kramers theory, we conclude that noDCI isomerization in n-alcohols is in the intermediate friction region since the rate decreases wtih viscosity but not as 1/ 'tj. This is the case for both the ground and excited states, although the ground state isomerization rate is seen to have a weaker dependence on the viscosity than the excited state isomerization rate.
At this point, we mention that excellent fits of the reduced rate for noDCI to the functional form D/ if are obtained. The dashed line in Fig. 5 shows the fit for the excited state data with a =0.43. A Similarly good fit is obtained for the ground state data (not shown) with a =0. 26. This was also true for our DPB data, when a =0. 59.
1 This power dependence on viscosity with a < 1 has been observed by other workers in differ-ent types of molecules under various conditions of temperature, pressure, and solvent and has been given several distinct interpretations. [14] [15] [16] Since this a parameter is sometimes related to the volume of the isomerizing moiety and the volume of solvent it must displace, we would expect the ground state a value to be larger than the excited state value of a for OODC!. This is because in excited state OODCI, the "transition state" occurs at 1/2 the angular displacement it occurs at for ground state DODC!. Therefore, the total twisting motion necessary for isomerization in excited state DODCI is roughly one-half the motion necessary for ground state isomerization. We present no explanation for this failure in terms of these models, but will discuss it later in the context of frequency dependent friction.
B. Approach of Skinner and Wolynes (SW)
An approximate expression for the isomerization rate which interpolates between the correct lOW, but nonzero, friction limit and the diffusive limit has been derived by Skinner and Wolynes. 17 The expression is
where frequencies of the potential well and barrier are assumed equal and to compare with the Kramers formula
gT = (21T/(W' T,) and A' =w' /2lT. This functional form is
seen to deViate from the data in a manner similar to the hydrodynamic Kramers expression (7). An example of the best fit of Eq. (8) to the excited state data is seen in Fig. 4 ; the parameters are w' =6.5>< 10 12 S-1 and W'T v = 1. 4 at 1 cpo This function was also fit to the ground state data where the fit was worse than that shown for the excited state; the parameters are w' =3.1x 10 13 s-1 and w'T.=3.7 at 1 cpo These parameters suggest, as the Kramers parameters do, that the potential surface for the ground state isomerization process has a sharper barrier than the potential surface for the excited state isomerization process.
It should be noted that for OPB in alkanes there was no detectable difference between the fitted Kramers curve and the SW curve. 1 However, as Fig. 4 shows, in the case of DODCI excited state isomerization, the two curves are noticeably different. The ground state isomerization rate shows an even larger difference between the Kramers and the SW curve. The expression of Wolynes and Skinner is expected to differ from Kramers in the low and intermediate friction regions, and the differences between the two curves in the various cases-DODCI ground state, DODC! excited state, PPB excited state-is evidence that these isomerization processes are in the intermediate friction region. From the relative discrepancies in the fitted curves for the three cases and the values of w'T. obtained from the fits, we would conclude that the DODC! ground state process in alcohols is furthest away from the high viscosity region and the OPB excited state process in alkanes is closest to the high viscosity region.
C. Analysis of the friction
It is clear from Figs. 4 and 5 that Eq. (7) does not account for the curvature in our data. We have seen the same qualitative deviation from the Kramers expression for the isomerization rate of DPB in the alkanes. A major point at which Eq. (7) may break down is the hydrodynamic expreSSion for 1;, Eq. (6). To test the hydrodynamic expression for the friction, one clearly needs some other, independent measure of the "friction" I; felt by the isomerization. It seems reasonable to suggest that whatever the nature of the forces which inhibit them, the rotational and isomerization motions ought to feel frictions which are proportional to each other, if the Brownian motion assumption holds, i. e., if the zero frequency friction is the appropriate quantity to use in expression (3). Gillbro and Sundstrom 21 have recently noted that in different solvents of the same viscosity one observes differences in rotational diffusion rates of xanthene dyes which parallel differences seen in the isomerization rates of certain cyanine dyes. While they were not able to quantify this relationship, we can make such a comparison since we possess both isomerization and rotational diffusion data for DO DC I.
In the rotational diffusion limit, the rotational diffusion time is related to the medium friction coefficient by the Hubbard relation 22 : (9) The assumption of rotational diffusion for DODC! is evidently justified by the excellent fit to single exponential kinetics implied by the rotational diffusion model, and the rather long reorientation times which are observed (~100 ps). We do not, however, assume a model for t. Instead, we postulate that the friction for isomerization is simply proportional to that for rotational motion: (10) where f is the proportionality constant. Our data on the rotational diffusion times were obtained as a function of temperature, and so in order to make use of Eq. (9) in Eq. (10) we need to remove the intrinsic temperature dependence from Trot. We define a reduced reorientation rate T':.,t as (11) where P is a dimenSionless quantity proportional to kT.
Combining Eq. (11) with Eqs. (9) and (10) leads to (12) In the Kramers expression we define a Similarly reduced isomerization rate ki.o as in expression (2).
Given the Kramers expression (3) we have 
ki.o=A~tr<l +(C/T!.t)2)1/2-11. (14)
By using expression (14) we can avoid the assumption of a hydrodynamic model for Tv when testing the Kramers expression (3). Figure 6 shows the reduced rotational diffusion data of Ref. 7 plotted We have fit the isomerization data to Eq. (14) and observed that the very small deviation from Stokes law in the rotational diffusion rate is not enough to explain the breakdown of (3); the fit of ki.o vs T: r is qualitatively the same as the fit of k;.o against viscosity. This certainly implies that if the one-dimensional model is correct then, in a sense, rotations feel a different friction than isomerizations.
D. Boundary conditions
-26
The possibility of a .. saturation" in the retarding influence of solvent viscosity on the rate of rotational reorientation has been discussed from a number of viewpoints. 23 • 2 ' As the solvent molecular size increases with respect to the solute, it has been suggested that a transition from a stick boundary condition to a slip boundary condition may occur. 23 An earlier study reported such an effect for the rotational diffusion of rhodamine 6G in very viscous solutions 23 but more recent work on the same system sees no evidence for saturation,2' Since the isomerization motion inVOlves only motion of a part of the molecule, the saturation region may occur at lower viscosity and this may explain the weaker dependence of the isomerization rate on viscosity in the higher viscosity (larger) alcohols. If such a boundary condition effect is operating in our data, it cannot Simply be the result of relative solutesolvent size since we vary the viscosity by changing the temperature as well as the solvent and see good reproducibility of the reduced rate at a certain viscosity regardless of the manner in which the viscosity is produced.
A saturation effect is also predicted in the rotational friction coefficient of a rough hard sphere with partial Slip boundary condition as a result of microscopic boundary layer effects. 25 The rotational friction coefficient takes the form 87fT/1i
where R is the hydrodynamic radius and (3 is the slip coefficient. In fact, using an expression for the friction of the form of Eq. (16) in Eq. (3) will reproduce the shallow dependence of rate on viscosity at higher viSCOSities. However, in view of the lack of any clear experimental demonstration of such an effect even at very much higher viscosities than those studied here, we do not consider that the deviations we observe are due to a boundary condition effect. Rather, for reasons discussed belOW, we conclude that the deviations are intimately related to the existence of a barrier to isomerization, or at least to the nature of the intramolecular potential surface.
E. Internal potential surface and viscosity dependence
In Table IV , we presentdataon isomerization rates for three molecules. Data are presented for change of electronic state (DODCI) and solvent type (DPB). All the data were obtained in our laboratory except for those on fast acid violet (FAV) which were obtained from Ref. 16 . The barrier height and effective fre-quency (k:.o) vary over a considerable range for the different systems. Examples of both intermediate friction (",' Tv -1) and the Smoluchowski limit (a -1) occur.
There are several important observations to be made about the data presented in Table IV . First, within a single molecular species, a smaller barrier implies a smaller reduced rate or effective frequency k:. o ' In the case of roDe I, overall rotational motion is taken to be a "barrierless" case of microscopic motion to be compared to isomerization. In DPB the internal barrier as deduced from isoviscosity plots, is drastically reduced in polar solvents. FAV is reported to have a very small barrier. 18 Second, a larger barrier implies a less strong dependence on viscosity, as measured by a or the product It seems likely that as the barrier gets smaller, the curvature at the top will get flatter and hence the frequency ",' will get smaller, for any reasonable model of the potential surfaces. Thus, the observation that an increasing barrier implies shallower viscosity dependence is consistent with the notion that high barrier cases are more potential controlled or inertial, and low barrier cases are more diffusive or viscosity controlled.
If it is true that the viscosity dependence of a given process can be changed to fit a simple hydrodynamic form (1/71) by a modification of the internal barrier it seems unlikely that the form of the viscosity dependence is determined by the details of solvent-solute coupling: a change in the internal potential surface cannot change hydrodynamic boundary conditions. Unfortunately, the data in Table IV are not as definitive as we would like since in each case other factors such as solvent or molecular type or electronic state change. However, we consider that the data in Table IV provide a strong indication that the intramolecular potential surface is a major influence in the viscosity dependence of the isomerization process.
The observation that the reduced rate decreases with decreasing barrier is also consistent with the idea that the isomerization becomes more viscosity controlled for the low barrier cases, i. e., the reaction coordinate spends more time in the barrier crossing region and is thus more likely to have its velocity reversed before coming under control of the forces which pull it to the product configuration.
We should mention at this point that in the one-dimenSional barrier crossing theory, if the barrier height (Eo) is less than kT, the notion of a time independent rate constant breaks down. 18 If this effect is present in DPB in alcohol solvents or FAV, the interpretation of the observed decay time may be ambiguous. However, single exponential decay is observed in both cases and we thus assume that rate theory is still applicable to these systems.
F. Frequency dependent friction
One way to explain both the influence of potential surface on the viscosity dependence and the actual breakdown of Eq. (7) is to invoke a breakdown of a more fundamental assumption of Fokker-Planck theories: the assumption of Markovian friction.
The only authors who have discussed frequency dependent friction in the context of the barrier crossing problem are Grote and Hynes 19 who have suggested that when the forces on the isomerization coordinate relax on a time scale comparable to the velocity relaxation time, the frequency dependent friction ~(w) should be evaluated at the reactive frequency Ar = 27Tktao' In the simple case when the well curvature and the barrier curvature are equal, Grote and Hynes found that k: oo and ~("') obey the self-consistency relation used Eq. (18) with our data to construct a plot of friction vs viscosity. Figure 7 shows such a plot for the roDC! ground state data. This curve was obtained using the parameters of the best fit of BIT}4 to our data and a value of w' (=wo) =2.45x 10 13 S·l as obtained from the best fit to Kramers equation. At high viscosities there is a roughly linear dependence of friction on viscosity but as viscosity decreases the friction falls much more rapidly than linearly.
A strong qualitative feature of Eq. (17) is that, as the high friction limit is approached, kilO -1/1;(0) which implies that kt.o -liT} if 1;(0) a:: T}. This means that our data cannot continue to decrease more slowly than liT} as we increase T} to larger and larger values. At some range of viscosity there must be a transition to liT} if the Grote and Hynes theory is valid. On the other hand, it is possible that the connection between barrier crossing rate and the zero frequency friction is a peculiar feature of Kramers-type theories rather than a necessaryone. Experiments at much higher viscosities will be necessary to establish if and when a transition to a 1/ T} dependence takes place.
Recently, Oxtoby and Bagchi 28 have calculated the isomerization rate via the Grove and Hynes expression using the Bixon-Zwanzig form 27 for the frequency dependent friction. A general feature of the calculations using pure slip or pure stick boundary conditions is that the viscosity dependence is well described by kittOlif with 0.1 <a 1. 0 (cf. the dashed line in Fig. 5 ). Thus, a frequency dependent friction may provide a rationale for the commonly observed fractional viscosity dependence of large amplitude motion radiationless transitions. The calculations show that a barrier frequency similar to our experimental values (e. g., the Kramers fit for DODC! excited states gives Wo = 6. 0 X 1012 S-l) produces significant deviations from Kramers theory. Also consistent with our experimental findings (Table IV) is the result that as w' increases, the value of a decreases. Calculations were also carried out using a partial slip boundary condition. As expected from the form of Eq. (16), this type of boundary condition can also produce the sharp curvature and functional dependence on viscosity observed in the experiments without inclusion of a frequency dependent friction. However, for the reasons discussed above, we consider that a frequency dependent friction related to the sharpness of the intramolecular potential barrier provides the most consistent explanation of our results .
V. CONCLUDING REMARKS
We have shown that in DODC!, the reduced rate of isomerization in both ground and excited states is well correlated with solvent viscosity in the series of linear alcohols. This result is much like that obtained for DPB in linear alkanes. Both molecules show an isomerization rate whose viscosity dependence is not well described by a hydrodynamic approximation to Kramers expression. Using the rotational friction as a direct measure of the isomerization friction for DODC! does not improve the fit. The dependence of kT.o on viscosity could be explained by the one-dimensional Kramers model, when the frequency dependence of the medium response is taken into account. The kind of behavior observed appears general for reduced rates of about 10 12 S·l in our solvents and temperatures. Two systems with reduced rates of < lOll S·l show Simple Smoluchowski viscosity dependence. We suggest that the shape of the intramolecular potential surface is responsible for the two types of behaVior. Molecules with large (sharp) barriers probe a higher frequency region of the solvent viscosity than those with low (flat) barriers. To verify this conclusion, experiments are needed which span the intermediate and high friction regions Since, at low enough isomerization rates, one ought to obtain the zero frequency friction limit, provided a hydrodynamic description is adequate. For studies performed over a wide enough range, we would expect to see a transition from the intermediate to high friction limit if the theory of Grote and Hynes 19 is valid. As mentioned earlier in the text, the frequency dependent friction is only one aspect of the theory which may fail. The success of the frequency dependent friction could be fortuitous and the slow dependence of kT.o on the viscosity at high viscosities could be caused by other modes of relaxation becoming dominant, i. e., by the inadequacy of the one-dimensional Kramers theory. We feel that our data favors the frequency dependent friction explanation, but further work is clearly necessary before the reasons for the breakdown of Kramers equation can be definitely stated.
As a final point, we note that the process which has the slowest observed rate; DODC! ground state isomerization (-3 ms, ethanol, 25°C) requires a frequency dependent friction to explain the observed behaVior, whereas the fastest rate we have studied, DPB excited state isomerization (-60 ps, ethanol, 25°C) , only requires that we use the zero frequency limit of the friction. This behavior results because of the effects of the intramolecular potential. This result shows that high frequency motions and the frequency response of the medium could have important implications on chemical reactions which occur at modest rates.
