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Abstrat: The swith-like harater of gene regulation has motivated the use of hybrid,
disrete-ontinuous models of geneti regulatory networks. While powerful tehniques for
the analysis, veriation, and ontrol of hybrid systems have been developed, the speii-
ties of the biologial appliation domain pose a number of hallenges, notably the absene
of quantitative information on parameter values and the size and omplexity of networks
of biologial interest. We introdue a method for the analysis of reahability properties of
geneti regulatory networks that is based on a lass of disontinuous pieewise-ane (PA)
dierential equations well-adapted to the above onstraints. More speially, we introdue
a hyperretangular partition of the state spae that forms the basis for a disrete abstration
preserving the sign of the derivatives of the state variables. The resulting disrete transition
system provides a onservative approximation of the qualitative dynamis of the network
and an be eiently omputed in a symboli manner from inequality onstraints on the
parameters. The method has been implemented in the omputer tool Geneti Network
Analyzer (GNA), whih has been applied to the analysis of a regulatory system whose fun-
tioning is not well-understood by biologists, the nutritional stress response in the baterium
Esherihia oli.
Key-words: Pieewise-ane dierential equations, qualitative analysis, disrete abstra-
tion, hybrid systems, geneti regulatory networks, systems biology, nutritional stress re-
sponse, Esherihia oli
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Analyse symbolique d'atteignabilité de réseaux de
régulation génique par abstrations qualitatives
Résumé : Le fontionnement binaire allumé/éteint des gènes a motivé l'utilisation de
modèles hybrides pour représenter les réseaux de régulations géniques. Bien que des tehni-
ques eaes aient été développées pour l'analyse, la vériation et le ontrle des systèmes
hybrides, les spéiités des systèmes biologiques onsidérés, en partiulier l'absene d'infor-
mations quantitatives sur les valeurs des paramètres et la taille et la omplexité des réseaux
d'intérêt biologique, posent un ertain nombre de problèmes nouveaux. Nous proposons une
méthode pour l'analyse des propriétés d'atteignabilité des réseaux de régulations géniques
basée sur une lasse de modèles bien adaptés aux ontraintes mentionnées i-dessus, uti-
lisant des équations diérentielles disontinues et anes par moreaux. Plus préisément,
nous introduisons une partition hyperretangulaire de l'espae d'état, servant à dénir une
abstration disrète qui préserve les signes des dérivées des variables d'état. Le système de
transitions disret ainsi déni est une approximation onservative de la dynamique du réseau
et peut être alulé symboliquement de façon eae à partir de ontraintes d'inégalité sur
les paramètres. Cette méthode a été implémentée dans l'outil Geneti Network Analyzer
(GNA), et utilisée pour l'analyse d'un système biologique enore mal ompris, elui de la
réponse au stress nutritionnel hez la batérie Esherihia oli.
Mots-lés : Equations diérentielles anes par moreaux, analyse qualitative, abstration
disrète, systèmes hybrides, réseaux de régulations géniques, biologie des systèmes, réponse
au stress nutritionnel, Esherihia oli
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1 Introdution
The funtioning and development of living organisms is ontrolled on the moleular level
by networks of genes, proteins, small moleules, and their mutual interations, so-alled
geneti regulatory networks. The dynamis of these networks is hybrid in nature, in the
sense that the ontinuous evolution of the onentration of proteins and other moleules is
puntuated by disrete hanges in the ativity of genes oding for the proteins. The swith-
like harater of the dynamis of geneti regulatory networks has attrated muh attention
from researhers on hybrid systems (e.g., [1, 11, 21, 28, 36℄).
While powerful tehniques for the analysis, veriation, and ontrol of hybrid systems
have been developed (see [5, 41℄ for reviews), the speiities of the biologial appliation
domain pose a number of hallenges [19, 46℄. First, most geneti regulatory networks of
interest onsist of a large number of genes that are involved in omplex, interloking feedbak
loops. Seond, the data available on both the struture and the dynamis of the networks is
urrently essentially qualitative in nature, meaning that numerial values for onentration
variables and kineti parameters desribing the interations are generally absent. The above
harateristis require hybrid-system methods and tools to be upsalable and apable of
dealing with qualitative information.
In this paper, we will show that a lass of pieewise-ane dierential equation (PADE)
models, originally introdued by Glass and Kauman in the seventies [30℄, is partiularly
suitable for dealing with the above hallenges. The properties of these PADE models have
been well-studied in mathematial biology [15, 18, 22, 24, 25, 26, 29, 31, 32, 42, 43, 45℄.
The variables in the PADE models are the onentrations of the proteins enoded by the
genes, while step funtions aount for the disrete hanges in gene ativity oasioned by
the regulatory interations. On a formal level, the PADE models are related to a lass of
asynhronous logial models proposed by Thomas and olleagues [47, 48℄. PADE models
and their logial relatives have been used for the study of a number of prokaryoti and
eukaryoti regulatory networks (see [23℄ for a review and referenes).
The partiular form of the PADE models allows the ontinuous state spae to be par-
titioned into hyperretangular regions with equivalent qualitative dynamis, preserving the
sign pattern of the time derivatives of the solutions. We exploit this partition by assoi-
ating to eah PADE model a ontinuous transition system having equivalent reahability
properties. By means of a disrete or qualitative abstration [2, 3, 4, 16, 34, 49℄, the on-
tinuous transition system is turned into a disrete transition system providing a ompat
and qualitative desription of the dynamis of the ontinuous system. Formally, there exists
a simulation relation between the ontinuous and disrete transition systems, that is, the
latter is a onservative approximation of the former. We show that the disrete transition
system is invariant over large ranges of parameter values and an be omputed in a symboli
manner from inequality onstraints. Moreover, it is possible to design tailored algorithms
for omputing the disrete transition system, whih sale up to large and omplex geneti
regulatory networks.
The paper ontinues our previous work on the qualitative analysis of the dynamis of
geneti regulatory networks by means of PADE models [21, 22℄. The main novelty of this
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ontribution, a preliminary version of whih was presented in [10℄, is the use of a more ne-
grained disrete abstration, preserving the derivative sign pattern. This is an important
feature for the experimental validation of models of geneti regulatory networks, sine mea-
surements of gene expression often result in observations of hanges in the sign of derivatives.
Notwithstanding this inrease in preision, the renement does not threaten the appliabil-
ity of the approah to large and omplex networks. This is illustrated by the analysis of a
network that is not yet well understood by biologists, the network ontrolling the arbon
starvation response of the baterium Esherihia oli. The appliation of the method has
led to novel insights into how the adaptation of ell growth to nutritional stress emerges
from the network of moleular interations.
The paper is organized as follows. In Setions 2 and 3 we speify the PADE models
of geneti regulatory networks in detail and disuss their mathematial properties, paying
speial attention to ompliations arising from the disontinuities in the righthand-side of the
dierential equations. In Setion 4 we dene a qualitative abstration of the dynamis of PA
systems, based on a hyperretangular partition of the state spae. Setion 5 introdues rules
to atually ompute the disrete transition system indued by the qualitative abstration
and the implementation of the rules in a omputer tool alled GNA. In Setion 6 we illustrate
the appliation of the method to the analysis of the E. oli network. In the nal setion we
present our onlusions and disuss the results in the ontext of related work.
2 PADE models of geneti regulatory networks
The dynamis of geneti regulatory networks an be desribed by a lass of pieewise-ane
dierential equations (PADE) models of the following general form [30, 42℄:
x˙ = h(x) = f(x)− g(x)x, x ∈ Ω \Θ, (1)
where x = (x1, . . . , xn)
′
is a vetor of ellular protein onentrations, f = (f1, . . . , fn)
′
,
g = diag(g1, . . . , gn), Ω ⊂ Rn≥0 is a bounded n-dimensional state spae region, and Θ a
zero-measure subset of Ω (see below). The rate of hange of eah protein onentration xi,
i ∈ {1, . . . , n}, is thus dened as the dierene of the rate of synthesis fi(x) and the rate of
degradation gi(x)xi of the protein.
The funtion fi : Ω\Θ→ R≥0 expresses how the rate of synthesis of the protein enoded
by gene i depends on the onentrations x of the proteins in the ell. More speially, the







where κli > 0 is a rate parameter, b
l
i : Ω\Θ→ {0, 1} a pieewise-onstant regulation funtion,
and Li a possibly empty set of indies of regulation funtions. The funtion gi expresses the
regulation of protein degradation. It is dened analogously to fi, exept that we demand
that gi is stritly positive. In addition, in order to formally distinguish degradation rate
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parameters from synthesis rate parameters, we will denote the former by γ instead of κ.
Notie that with the above denitions, h is a pieewise-ane (PA) vetor-valued funtion.
A regulation funtion bli desribes the onditions under whih the protein enoded by
gene i is synthesized (degraded) at a rate κli (γ
l
i xi). It is dened in terms of step funtions
and is the arithmeti equivalent of a Boolean funtion expressing the logi of gene regulation
[30, 47℄. More preisely, the onditions for synthesis and degradation are expressed using
the step funtions s+, s−:
s+(xj , θj) =
{
1, if xj > θj ,
0, if xj < θj ,
s−(xj , θj) = 1− s
+(xj , θj), (3)
where xj is an element of the state vetor x and θj a onstant denoting a threshold onen-
tration. Notie that the step funtions are not dened at the thresholds.
Figure 1(a) gives an example of a simple geneti regulatory network onsisting of two
genes, a and b. When a gene (a or b) is expressed, the orresponding protein (A or B)
is synthesized at a speied rate (κa or κb). Proteins A and B regulate the expression of
genes a and b. More speially, protein B inhibits the expression of gene a, above a ertain
threshold onentration θb, while protein A inhibits the expression of gene b above a thresh-
old onentration θ1a, and the expression of its own gene above a seond, higher threshold
onentration θ2a. The degradation of the proteins is not regulated and proportional to the
onentration of the proteins (with degradation parameters γa or γb). The PADE model of









−(xb, θb)− γa xa,





Figure 1: (a) Example of a geneti regulatory network of two genes (a and b), eah oding for
a regulatory protein (A and B). See Figure 6 for the legend. (b) PADE model orresponding
to the network in (a).
The use of step funtions s±(xj , θj) in (1) gives rise to mathematial ompliations, be-
ause the step funtions are undened and disontinuous at xj = θj . Therefore, h is unde-




Ω | xi = θ
li
i }, where pi denotes the number of thresholds for the protein enoded by gene
i. In order to deal with this problem, we an follow an approah originally proposed by
Filippov [27℄ and widely used in ontrol theory. It onsists in extending the dierential
equation x˙ = h(x), x ∈ Ω \Θ, to the dierential inlusion
x˙ ∈ K(x), with K(x) = co({ lim
y→x, y 6∈Θ
h(y)}), x ∈ Ω, (4)
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where co(P ) denotes the smallest losed onvex set ontaining the set P , and
{limy→x, y 6∈Θ h(y)} the set of all limit values of h(y), for y 6∈ Θ and y → x. This ap-
proah has been applied in the ontext of geneti regulatory network modeling by Gouzé
and Sari [32℄.
In pratie, K(x) may be diult to ompute beause the smallest losed onvex set
an be a omplex polyhedron in Ω. We therefore employ an alternative extension of the
dierential equation:
x˙ ∈ H(x), with H(x) = rect({ lim
y→x, y 6∈Θ
h(y)}), x ∈ Ω, (5)
where rect(P ) denotes the smallest losed hyperretangular set ontaining the set P . The
advantage of using rect is that we an rewrite H(x) as a system of dierential inlusions
x˙i ∈ Hi(x), i ∈ {1, . . . , n}. Notie that H(x) is an overapproximation of K(x), for all x ∈ Ω.
Formally, we dene the PA system Σ as the triple (Ω,Θ, H), that is, the set-valued
funtion H given by (5), and dened on the n-dimensional state spae Ω, with Θ the union
of the threshold hyperplanes. A solution of the PA system Σ on a time interval I is a
solution of the dierential inlusion (5) on I, that is, an absolutely-ontinuous vetor-valued
funtion ξ(t) suh that ξ˙(t) ∈ H(ξ(t)) almost everywhere on I. In partiular, the derivative
of ξ(t) may not exist, and therefore ξ˙(t) ∈ H(ξ(t)) may not hold, if ξ reahes or leaves Θ at
t.
For all x0 ∈ Ω and τ ∈ R>0 ∪ {∞}, ΞΣ(x0, τ) denotes the set of solutions ξ(t) of
the PA system Σ, for the initial ondition ξ(0) = x0, and t ∈ [0, τ ]. The existene of at
least one solution ξ on some time interval [0, τ ], τ > 0, with initial ondition ξ(0) = x0 is




ΞΣ(x0, τ) is the set of all solutions, on a nite or innite time interval,
of the PA system Σ. We restrit our analysis to the solutions in ΞΣ that reah and leave a
threshold hyperplane nitely-many times. The dynamis of Σ is thus dened by the set of
solutions ΞΣ.
3 Mathematial analysis of PA systems
3.1 Mode domains
The dynamial properties of the solutions of Σ an be analyzed in the n-dimensional state
spae hyperretangle Ω = Ω1 × . . . × Ωn, where Ωi = {xi ∈ R | 0 ≤ xi ≤ max i} and max i
denotes a maximum onentration for eah protein, i ∈ {1, . . . , n}. In partiular, we set
max i > maxx∈Ω\Θ fi(x)/gi(x). It is not diult to show that under this ondition Ω is a
positively invariant set.
For subsequent use, we introdue the notion of hyperretangular partition of a set R =
R1 × . . . × Rn ⊆ Ω. The partition is indued by sets of hyperplanes orthogonal to one
of the axes xi, i ∈ {1, . . . , n}. More preisely, the hyperplanes orthogonal to the xi-axis
are given by the nite sets Λi ⊂ Ωi, where every λ ∈ Λi orresponds to a hyperplane
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{x ∈ Ω | xi = λ}. The hyperretangular partition of R indued by Λ = {Λ1, . . . ,Λn} is
dened as P = P1× . . .×Pn, where Pi, i ∈ {1, . . . , n}, is the interval partition of Ri indued
by Λi. That is, Pi is the partition of minimal ardinality of Ri, suh that for every P ∈ Pi,
either P = {λ} for some λ ∈ Λi, or P is an interval ontaining no λ ∈ Λi. As an example,
onsider the interval Ri = (r1, r2] and Λi = {λ1, λ2}, with r1 < λ1 < r2 < λ2. The interval
partition of Ri indued by Λi equals Pi = {(r1, λ1), {λ1}, (λ1, r2]}.
The (n− 1)-dimensional threshold hyperplanes introdued in Setion 2 dene a hyper-
retangular partition of Ω.
Denition 1 (Mode domain partition). M is the hyperretangular partition of Ω indued
by {θ1i , . . . , θ
pi
i }, i ∈ {1, . . . , n}. The sets M ∈ M are alled mode domains.
The reason for speaking of mode domains will beome learer below, when we show that
the regulation of gene expression is idential in every M ∈ M, and thus orresponds to a
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Figure 2: (a) Mode domain partition of the state spae for the model of Figure 1(b).
(b) Foal sets and vetor elds assoiated with the mode domains M1 to M5, and M11.
Figure 2(a) shows the mode domain partition of the two-dimensional state spae of the
example network. We distinguish between mode domains likeM2 andM7, whih are loated
on (intersetions of) threshold hyperplanes, and mode domains likeM1, whih are not. The
former domains are alled singular mode domains and the latter regular mode domains. We
denote by Mr and Ms the sets of regular and singular mode domains, respetively. Note
that M =Mr ∪Ms.
We next introdue some basi topologial onepts. For every hyperretangular set, R ⊆
Ω, of dimension k, k ∈ {0, . . . , n}, we dene the supporting hyperplane of R, supp(R) ⊆ Ω,
as the k-dimensional hyperplane ontaining R. The boundary of R in supp(R), denoted
by ∂R, is dened as the set R \
◦
R, where R is the losure of R and
◦
R its interior, both
relative to supp(R). Suppose that M is a singular mode domain, i.e. M ∈ Ms. Then
R(M) is dened as the set of regular mode domains M ′ having M in their boundary, i.e.
R(M) = {M ′ ∈Mr |M ⊆ ∂M
′}.
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Using the denition of the dierential inlusion (5), it an be easily shown that in a
regular mode domain M ,
H(x) = {µM − νM x}, x ∈M, (6)
where µM is a vetor of (sums of) positive synthesis rate onstants and νM = diag(νM1 , . . . , ν
M
n )
a diagonal matrix of (sums of) positive degradation rate onstants [22℄. We dene the foal
set
Ψ(M) = {ψ(M)}, (7)
where ψ(M) = (νM )−1 µM , and repeat the following standard result [30℄.
Lemma 1. Let M ∈Mr. Every solution ξ(t) ∈ ΞΣ in M monotonially onverges towards
Ψ(M).
Proof. From (6) it follows that the solutions in a regular mode domain M are given by
ξ(t) = ψ(M) − e−ν
M t(ψ(M) − x0), for initial onditions x0 ∈ M . As a onsequene, ξ(t)
monotonially onverges towards Ψ(M) = {ψ(M)} as long as ξ(t) ∈M .
We will make the generi assumption that the foal sets Ψ(M), for all M ∈ Mr, are
not loated in the threshold hyperplanes Θ. Figure 2(b) shows the foal sets of four regular
mode domains (M1, M3, M5 and M11). In the ase of M11, we see that Ψ(M11) ⊆ M11,
so that ψ(M11) is an asymptotially stable equilibrium point of Σ.
In a singular mode domain, the right-hand side of the dierential inlusion (5) redues





x |M ′ ∈ R(M)}), x ∈M. (8)
The foal set assoiated with the domain is now dened as
Ψ(M) = supp(M) ∩ rect({ψ(M ′) |M ′ ∈ R(M)}), (9)
whih is generally not a single point in higher-dimensional systems. As will be shown below,
two dierent ases an be distinguished. If Ψ(M) is empty, then every solution passes
throughM instantaneously (Lemma 2). If not, then some (but not neessarily all) solutions
arriving at M will remain in M for some time, sliding along the threshold hyperplanes
ontainingM (Lemma 3). In the latter ase, weaker monotoniity properties hold (Lemmas 3
and 4).
Lemma 2. Let M ∈ Ms. Every solution ξ(t) ∈ ΞΣ arriving at M instantaneously rosses
the domain if and only if Ψ(M) = {}.
Proof. We rst prove suieny. From the denition of Ψ(M) in a singular mode do-
main and Ψ(M) = {}, it follows that for some i ∈ {1, . . . , n} suh that Mi is inluded
in a threshold hyperplane, the intersetion of suppi(M) = {θ
li
i }, li ∈ {1, . . . , pi}, and
rect({ψi(M ′) | M ′ ∈ R(M)}) is empty. As a onsequene, either ψi(M ′) > θ
li
i for all
M ′ ∈ R(M), or ψi(M
′) < θlii for all M
′ ∈ R(M). From (8) and the hyperretangular shape
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of H(x), we obtain Hi(x) = rect({ν
M ′
i (ψi(M
′) − θlii ) | M
′ ∈ R(M)}), for all x ∈ M . As
a onsequene, either minHi(x) > 0 or maxHi(x) < 0, so that 0 6∈ Hi(x) and no solution
with ξ˙i(t) = 0 exists in M . Therefore, every solution arriving at M instantaneously rosses
the domain.
Neessity is proven by ontraposition, by an argument similar to that given for suieny.
From Ψ(M) 6= {} we show that 0 ∈ Hi(x), for every x ∈ M and i ∈ {1, . . . , n} suh that
Mi is inluded in a threshold hyperplane. We an then dene solutions ξ(t) that satisfy
ξ˙i(t) = 0 on some time interval, that is, solutions that do not instantaneously ross M .
Lemma 3. Let M ∈ Ms and Ψ(M) 6= {}. For every solution ξ(t) ∈ ΞΣ in M , and every
i ∈ {1, . . . , n} suh that Mi is inluded in a threshold hyperplane, it holds that ξ˙i(t) = 0.
For all other i, ξi(t) monotonially onverges towards Ψi(M).
Proof. In order to remain in M , ξ(t) must slide along the threshold hyperplanes ontaining
M . Therefore, ξ˙i(t) = 0 for every x ∈ M and i ∈ {1, . . . , n} suh that Mi is inluded in a
threshold hyperplane. For all other i, we must have ξ˙i(t) ∈ Hi(ξ(t)) almost everywhere, by




M ′ ∈ R(M)}). Let ξi(t) 6∈ Ψi(M), and ξi(t) < ψi(M ′) for all M ′ ∈ R(M) (the ase
ξi(t) > ψi(M
′) goes analogously). It follows that minHi(ξ(t)) > 0, and hene that ξ˙i(t) > 0,
provided that ξ˙(t) ∈ H(ξ(t)). We thus infer that ξi(t) monotonially onverges towards
Ψi(M).
Lemma 4. Let M ∈ Ms and Ψ(M) 6= {}. For every ψ ∈ Ψ(M) and x ∈M , there exists a
solution ξ(t) ∈ ΞΣ in M , with ξ(0) = x, suh that ξ(t) monotonially onverges towards ψ.
Proof. Let M+(i) = argmaxM ′∈R(M) ψi(M
′) and M−(i) = argminM ′∈R(M) ψi(M
′), for
all i ∈ {1, . . . , n}. Notie that due to the hyperretangular shape of Ψ(M), we an write
ψi = αi ψi(M
−(i)) + (1 − αi) ψi(M+(i)), for some αi ∈ [0, 1]. Moreover, after dening




i + (1 − αi) ν
M−(i)



























Now, onstrut a funtion ξ(t) = ψ−e−νt (ψ−x). This yields ξ˙i(t) = νi e−νit (ψi−xi) =
νi (ψi − ξi(t)) = µi − νi ξi(t), for every i ∈ {1, . . . , n}. Following the denition of µi and νi
in (10), this gives









For ξ(t) to be a solution, it must satisfy ξ˙i(t) ∈ Hi(ξ(t)) almost everywhere, for every
i ∈ {1, . . . , n}. It an be diretly veried that the expression for ξ˙i(t) in (11), with βi ∈ [0, 1],
is inluded inHi(ξ(t)) as dened by (8). Hene, the ondition is satised and ξ(t) is a solution
of Σ in M . Moreover, ξ(0) = x and ξ(t) monotonially onverges towards ψ.
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In the sequel, domains whih every solution rosses instantaneously will be alled in-
stantaneous domains, whereas domains in whih at least some solutions remain for some
time will be referred to as persistent. Figure 2(b) shows two singular mode domains, M2
and M4. M2 is an instantaneous mode domain (Ψ(M2) = ∅), whereas M4 is a persistent
mode domain (Ψ(M4) = {(θ2a, 0)
′}) in whih solutions slide along the threshold plane. In
this simple example, it is intuitively lear how to dene the ow in M4, given the dynamis
in M3 and M5. The use of dierential inlusions as desribed above makes it possible to
dene the ow in singular domains in a systemati and mathematially proper way.
The fat that every mode domain is assoiated with a unique foal set has provided
the basis for a disrete abstration riterion employed in our previous work [15, 21, 22℄.
However, this riterion disregards the fat that the system does not always exhibit the same
qualitative dynamis in dierent parts of a mode domain, in the sense that the sign pattern
of the derivatives of the solutions may not be unique. Consider a solution ξ(t) ∈ ΞΣ in M11
in Figure 2(b): depending on whether ξb(t) is larger than, equal to, or smaller than the foal
onentration κb/γb in M
11
, ξb will be dereasing, steady, or inreasing. As a onsequene,
if we abstrat the domain M11 away into a single disrete state, we will not be able to
unambiguously infer that solutions entering this domain from M6 are inreasing in the xb-
dimension. This may lead to problems when omparing preditions from the model with gene
expression data, for instane the observed variation of the sign of x˙b. Today's experimental
tehniques, suh as quantitative RT-PCR, reporter genes, and DNA miroarrays, usually
produe information on hanges in the sign of the derivatives of the onentration variables.
3.2 Flow domains
The mismath between the desription levels of the mathematial analysis and the exper-
imental data alls for a ner partitioning of the state spae, whih an then provide the
basis for a more adequate abstration riterion. Along these lines, the regular and singular
mode domains distinguished above are repartitioned by means of the (n− 1)-dimensional
hyperplanes orresponding to the foal onentrations.
Denition 2 (Flow domain partition). DM is the hyperretangular partition of a mode
domain M ∈M indued by {ψi(M)}, if M is regular, and by {ψi(M ′) |M ′ ∈ R(M)}, if M
is singular, i ∈ {1, . . . , n}. D = ∪M∈MDM is a partition of Ω and the sets D ∈ D are alled
ow domains.
The reason for speaking about ow domains is that, as will be seen below, in every
D ∈ D the ow of the system is qualitatively idential. The partitioning of the state spae
into 27 ow domains is illustrated for the example system in Figure 3(a). Every ow domain
is inluded in a single mode domain, a relation aptured by the surjetive funtion mode:
D → M, dened as mode(D) = M , if and only if D ⊆ M . Similarly, the funtion flow :
Ω→ D denotes the surjetive mapping that assoiates a point in the state spae to its ow
domain: flow(x) = D, if and only if x ∈ D.
The repartitioning of mode domain M11 leads to six ow domains (Figure 3(a)). The
ner partition guarantees that in every ow domain of M11, the derivatives have a unique
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0 < θ1a < θ
2
a < κa/γa < maxa
0 < θb < κb/γb < max b
()
Figure 3: (a) Flow domain partition of the state spae of the model in Figure 1(b). (b) State
transition graph of the orresponding qualitative transition system. For the sake of larity,
self-transitions are represented by dots and transition labels are omitted. () Parameter
inequality onstraints for whih the graph in (b) is invariant.
sign pattern. In D11.2, for instane, the xa-derivative is negative and the xb-derivative is
positive, whereas in D11.3 both derivatives equal zero (in fat, D11.3 oinides with ψ(M11)
and is an equilibrium point of the system). This property is true more generally. Consider a
point x in a ow domain D ∈ D. We denote by S(x) ∈ 2{−1,0,1}
n
the derivative sign pattern
at x, that is, the set of derivative sign vetors of the solutions in D passing through x. More
formally,
S(x) = {sign(ξ˙(τ)) | ξ(t) ∈ ΞΣ in D, and ∃τ ≥ 0 : ξ(τ) = x and ξ˙(τ) ∈ H(ξ(τ))}. (12)
This gives the following entral result.
Theorem 1 (Qualitatively-idential dynamis). For all x, y ∈ D and D ∈ D, S(x) = S(y).
Proof. Note that due to the hyperretangular shape of H(x), S(x) an be deomposed into
S1(x) × . . . × Sn(x), where Si(x) denotes the set of the ith omponents of the derivative
sign vetors of the solutions in D passing through x, i ∈ {1, . . . , n} (idem S(y)). Dene
M = mode(D) and distinguish the ases (a)-().
(a) M ∈Mr. Suppose 1 ∈ Si(x), but 1 6∈ Si(y), for any i ∈ {1, . . . , n} (for 0 and −1 the
argument is similar). By denition of Si(x) this means that ξ˙i(τ) > 0 for some ξ(t) ∈ ΞΣ in
D and τ ≥ 0, suh that ξ(τ) = x. On the other hand, ϕ˙i(σ) ≤ 0 for all ϕ(t) ∈ ΞΣ in D and
σ ≥ 0, suh that ϕ(σ) = y. Given that ξ˙i(τ) ∈ Hi(ξ(τ)) = {νMi (ψi(M) − ξi(τ))}, due to
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the denition of S(x), it follows that ξi(τ) = xi < ψi(M). Similarly, ϕi(σ) = yi ≥ ψi(M).
But then, by Denition 2, x and y are not loated in the same ow domain D, ontrary to
the assertion of the theorem. Therefore, 1 ∈ Si(x) implies 1 ∈ Si(y). The onverse is shown
in the same way.
(b) M ∈ Ms and Ψ(M) = {}. No solution remains in D, so by denition S(x) =
S(y) = {}.
() M ∈ Ms and Ψ(M) 6= {}. For every i ∈ {1, . . . , n} suh that Di is loated in
a threshold or foal hyperplane, we must have ξ˙i(t) = 0 for solutions remaining in D.
Consequently, Si(x) = {0} (idem Si(y) = {0}). For all other i, suppose 1 ∈ Si(x), but
1 6∈ Si(y) (the argument for 0 and −1 is similar). It follows that ξ˙i(τ) > 0 for some ξ(t) ∈ ΞΣ
in D and τ ≥ 0, suh that ξ(τ) = x. However, ϕ˙i(σ) ≤ 0 for all ϕ(t) ∈ ΞΣ in D and σ ≥ 0,
suh that ϕ(σ) = y. From ξ˙i(τ) ∈ Hi(ξ(τ)) = rect({νM
′
i (ψi(M
′) − ξi(τ)) | M ′ ∈ R(M)}),
we onlude that ξi(τ) = xi < ψi(M
′), for some M ′ ∈ R(M). Similarly, we must have
ϕ˙i(σ) ∈ Hi(ϕ(σ)) = rect({νM
′
i (ψi(M
′) − ϕi(σ)) | M ′ ∈ R(M)}). Now, if there were
some M ′ ∈ R(M) suh that ϕi(σ) = yi < ψi(M ′), then by Lemma 4 there would exist
a solution suh that ϕ˙i(σ) > 0. Sine this ontradits the assumption, we onlude that
ϕi(σ) = yi ≥ ψi(M
′), for all M ′ ∈ R(M). This implies, again by Denition 2, that x and
y are not loated in the same ow domain D. Therefore, 1 ∈ Si(x) implies 1 ∈ Si(y) (and
onversely).
Notie that the denition of S as a set is a diret onsequene of the use of dierential
inlusions. Sine the solutions of dierential inlusions are not unique, several solutions
may pass through x and their derivatives may have a dierent sign in some dimension
i ∈ {1, . . . , n}. This situation does not our in our two-gene example.
Theorem 1 suggests that the partition of the state spae introdued in this setion an be
used as an abstration riterion better-adapted to the available experimental data on gene
expression. This idea will be further developed in the next setion.
4 Qualitative abstration of the dynamis of PA systems
4.1 Qualitative PA transition systems
As a preparatory step, we dene a ontinuous transition system having the same reahability
properties as the original PA system Σ. Consider x ∈ D and x′ ∈ D′, where D,D′ ∈ D
are ow domains. If there exists a solution ξ(t) of Σ passing through x at time τ ∈ R≥0
and reahing x′ at time τ ′ ∈ R>0 ∪ {∞}, without leaving D ∪D′ in the time interval [τ, τ ′],
then the absolute ontinuity of ξ(t) implies that D and D′ are either equal or ontiguous.
More preisely, one of the following three ases holds: D = D′, D ⊆ ∂D′, or D′ ⊆ ∂D.
We onsequently distinguish three orresponding types of ontinuous transitions: internal,
denoted by x
int
−→ x′, dimension inreasing, denoted by x
dim+
−→ x′, and dimension dereasing,
denoted by x
dim−
−→ x′. The latter two terms refer to the inrease or derease in dimension
of the ow domain when going from D to D′. This leads to the following denition:
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Denition 3 (PA transition system). Σ-TS = (Ω, L,Π,→, |=) is the transition system
orresponding to the PA system Σ = (Ω,Θ, H), where:
1. Ω is the state spae;
2. L = {int, dim+, dim−} is a set of labels denoting the three dierent types of transi-
tions;
3. Π = {Dsign = S | S ∈ 2{−1,0,1}
n
} is a set of propositions desribing the derivative
sign pattern of the onentration variables;
4. → is the transition relation desribing the ontinuous evolution of the system, dened
by →⊆ Ω × L × Ω, suh that x
l
→ x′ if and only if there exists ξ(t) ∈ ΞΣ and τ, τ ′,
suh that 0 ≤ τ < τ ′, ξ(τ) = x, ξ(τ ′) = x′, and
 if l = int, then for all t ∈ [τ, τ ′]: ξ(t) ∈ flow (x) = flow (x′),
 if l = dim+, then for all t ∈ (τ, τ ′]: ξ(t) ∈ flow(x′) 6= flow (x),
 if l = dim−, then for all t ∈ [τ, τ ′): ξ(t) ∈ flow(x) 6= flow(x′);
5. |= is the satisfation relation of the propositions in Π, dened by |=⊆ Ω×Π, suh that
x |= Dsign = S if and only if S = S(x).
The satisfation relation |= thus assoiates to eah point x in the state spae a qualita-
tive desription of the dynamis of the system at x. We dene any sequene of points in
Ω, (x0, . . . , xm), m ≥ 0, as a run of Σ-TS if for all j ∈ {0, . . . ,m − 1}, there exists some
l ∈ L suh that xj
l
→ xj+1. It is not diult to show that a PA system Σ and its orre-
sponding PA transition system Σ-TS have equivalent reahability properties (see the proof
in Appendix A).
Proposition 1 (Reahability equivalene). For all x, x′ ∈ Ω, there exists a solution ξ(t) of
Σ and τ, τ ′, suh that 0 ≤ τ ≤ τ ′, ξ(τ) = x, and ξ(τ ′) = x′ if and only if there exists a run
(x0, . . . , xm) of Σ-TS suh that x0 = x and xm = x′.
The ontinuous PA transition system has an innite number of states and transitions,
whih makes it diult to verify dynamial properties of interest, for instane by means
of onventional tools for model heking [17℄. However, we an dene a disrete transition
system, with a nite number of states and transitions, whih preserves important properties
of the qualitative dynamis of the system. In order to ahieve this, we introdue the equiva-
lene relation ∼Ω ⊆ Ω×Ω indued by the partition D of the state spae: x∼Ωx′ if and only
if flow (x) = flow(x′). From Theorem 1 it follows that ∼Ω is proposition-preserving [4, 16℄,
in the sense that for all x, x′ ∈ D and for all pi ∈ Π, x |= pi if and only if x′ |= pi.
The disrete or qualitative abstration of a PA transition system Σ-TS, alled qualitative
PA transition system, is now dened as the quotient transition system of Σ-TS, given the
equivalene relation ∼Ω [4, 16℄.
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Denition 4 (Qualitative PA transition system). The qualitative PA transition system
orresponding to the PA transition system Σ-TS = (Ω, L,Π,→, |=) is Σ-QTS =
(Ω/∼Ω , L,Π,→∼Ω , |=∼Ω).
Proposition 2 (Qualitative PA transition system). Let Σ-QTS = (Ω/∼Ω , L, Π,→∼Ω , |=∼Ω)
be the qualitative PA transition system orresponding to the PA transition system Σ-TS =
(Ω, L,Π,→, |=). Then
1. Ω/∼Ω = D;




if and only if there exists ξ(t) ∈ ΞΣ and
τ, τ ′, 0 ≤ τ < τ ′, suh that ξ(τ) ∈ D, ξ(τ ′) ∈ D′, and
 if l = int, then for all t ∈ [τ, τ ′]: ξ(t) ∈ D = D′,
 if l = dim+, then for all t ∈ (τ, τ ′]: ξ(t) ∈ D′ 6= D,
 if l = dim−, then for all t ∈ [τ, τ ′): ξ(t) ∈ D 6= D′;
3. |=∼Ω⊆ D ×Π, suh that D |= Dsign = S if and only if for all x ∈ D, S(x) = S.
Proof. First, the quotient spae Ω/∼Ω equals D by the denition of the equivalene relation
∼Ω. The seond part of the proposition follows from the denition of →∼Ω as a relation




if and only if there exist x ∈ D and x′ ∈ D′
suh that x
l
→ x′ [4℄. The expression for →∼Ω is a diret onsequene of Ω/∼Ω = D and
Denition 3. Third, |=∼Ω is a relation dened on Ω/∼Ω ×Π suh that D |=∼Ω pi if and only
if there exists x ∈ D suh that x |= pi [4℄. The properties onsidered here are of the type
Dsign = S (Denition 3). Theorem 1 implies the invariane of S for all x ∈ D.
Notie that the transitions labeled by dim+ or dim− onnet two dierent ow domains,
sine in Proposition 2 we require that D 6= D′. This orresponds to a ontinuous evolution
of the system along whih it swithes from one ow domain to another. On the ontrary, the
transitions labeled by int orrespond to the ontinuous evolution of the system in a single
ow domain.
As for Σ-TS, we dene any sequene of ow domains (D0, . . . , Dm), m ≥ 0, as a





. The satisfation relation |=∼Ω assoiates to every run a qualitative de-
sription of the evolution of the derivatives over time. Σ-QTS an be represented by a
direted graph G = (D,→∼Ω), alled the state transition graph. The paths in G represent
the runs of the system. The state transition graph orresponding to the two-gene example
is represented in Figure 3(b), and (D1.1, D2.2, D3.2, D4.2, D4.1) is an example of a run.
It diretly follows from the denitions of quotient transition system and simulation of
transition systems [4, 16℄ that Σ-QTS is a simulation of Σ-TS. The onverse is not true in
general, beause Σ-QTS and Σ-TS are not bisimilar.
Proposition 3. Σ-QTS is a simulation of Σ-TS.
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As a onsequene of Proposition 3, if there exists a run (x0, . . . , xm) of Σ-TS, then there
also exists a run (D0, . . . , Dm) of Σ-QTS suh that xi ∈ Di, for all i ∈ {0, . . . ,m}. In other
words, Σ-QTS is a onservative approximation of Σ-TS.
4.2 Invariane of qualitative PA transition systems in parameter
spae
Σ-QTS provides a qualitative piture of the dynamis of a geneti regulatory network. This
piture generally depends on the values of the parameters in the PADE model. Sine exat
numerial values for the thresholds θ and the prodution and degradation onstants κ and
γ are usually not available, it is important to verify to whih extent Σ-QTS is robust to
variations in the parameter values.
We therefore introdue a seond equivalene relation∼Γ⊆ Γ×Γ, dened on the parameter
spae Γ ⊆ Rq>0 of the PA system, with q the number of parameters in Σ. Two parameter
vetors p, p′ ∈ Γ are equivalent, if their orresponding qualitative PA transition systems, and
hene their state transition graphs, are isomorphi. Given the equivalene relation ∼Γ, we
denote by Γ/∼Γ the quotient parameter spae. That is, Γ/∼Γ is a partition of the parameter
spae onsisting of sets over whih the qualitative PA transition system is invariant.
For our purpose, subsets of Γ dened by the following parameter inequality onstraints
are partiularly interesting.
Denition 5 (Parameter inequality onstraints). The parameter inequality onstraints of Σ
are a set of total strit orders on {θ1i , . . . , θ
pi
i }∪{ψi(M) |M ∈Mr}, for every i ∈ {1, . . . , n}.
The following theorem states that Σ-QTS is invariant over the subsets of Γ dened by
the inequality onstraints of Denition 5. That is, the qualitative dynamis of Σ is robust to
hanges in parameter values that do not hange the total order of the thresholds and foal
onentrations.
Theorem 2 (Invariane). Let P ⊆ Γ be a set dened by the parameter inequality onstraints
of Σ. Then, there exists some Q ∈ Γ/∼Γ suh that P ⊆ Q.
Proof. Let p, p′ ∈ P be two parameter vetors. Given that p and p′ satisfy the same
parameter inequality onstraints, they lead to the same mode and ow domain partitions
(Denitions 1 and 2), and thus the same quotient spae Ω/∼Ω = D. As will be seen in the
next setion, the relations →∼Ω and |=∼Ω an be haraterized by means of rules involving
inequality onstraints (Propositions 4 to 8). It an be diretly veried that the neessary
and suient onditions in the rules apply in exatly the same way to p and p′.
Suppose that protein A inhibits the expression of gene b at a onentration lower than
that required for the inhibition of the expression of its own gene. This gives the inequality
onstraint θ1a < θ
2
a in Figure 3(). Moreover, if we further assume that when gene a is ative,
the onentration of protein A tends towards a level above whih autoinhibition ours, we
obtain the inequality onstraint κa/γa > θ
2
a. For these inequality onstraints, and similar
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onstraints for protein B, the state transition graph in Figure 3(b) is invariant. Whereas
exat numerial values for the parameters are usually not available, the weaker information
required for the formulation of the inequality onstraints an often be obtained from the
experimental literature. This will be illustrated in Setion 6 for the E. oli example.
5 Symboli omputation of qualitative PA transition sys-
tem
The omputation of the qualitative PA transition system Σ-QTS is greatly simplied by the
fat that the domains D and the foal sets Ψ(M) are hyperretangular, whih allows them
to be expressed as produt sets, i.e. D = D1× . . .×Dn and Ψ(M) = Ψ1(M)× . . .×Ψn(M).
As a onsequene, the omputation an be arried out for eah dimension separately. In
this setion, we will desribe rules to determine the set of states D, the satisfation relation
|=∼Ω , and the transition relation→∼Ω , as well as their implementation in the omputer tool
GNA. In pratie the omputations redue to simple heks of ordering relations, whih an
be arried out symbolially by means of the parameter inequality onstraints.
5.1 Computation of states
In order to ompute the states of Σ-QTS, we need to determine the ow domain partition
D of Ω (Proposition 2). This requires a total ordering of the threshold onentrations
{θ1i , . . . , θ
pi
i } and the foal onentrations {ψi(M) |M ∈Mr}, i ∈ {1, . . . , n} (Denition 2).
The parameter inequality onstraints of Σ provide this information.
Eah ow domain has assoiated to it a number of properties, dened by the satisfation
relation |=∼Ω . From Proposition 2 it follows that omputing the relation |=∼Ω amounts to
omputing S(x). The following two propositions, whih are diret onsequenes of the basi
mathematial properties of solutions of PA systems disussed in Setion 3, show how to
ompute the derivative sign patterns.
Proposition 4 (Computation of Dsign). Let D ∈ D be an instantaneous ow domain.
D |=∼Ω Dsign = {}.
Proof. There exists no solution remaining in D for some time, so by the denition of S(x),
we have S(x) = {}, for every x ∈ D.
Proposition 5 (Computation of Dsign). Let D ∈ D be a persistent ow domain.
D |=∼Ω Dsign = S 6= {}, S = S1 × . . .× Sn, and for every i ∈ {1, . . . , n},
if Di is loated in a threshold or foal onentration hyperplane, then Si = {0};
otherwise,
 −1 ∈ Si, if and only if for all x ∈ D there exists ψ ∈ Ψ(mode(D)) suh that
ψi − xi < 0;
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 0 ∈ Si, if and only if for all x ∈ D there exists ψ ∈ Ψ(mode(D)) suh that
ψi − xi = 0;
 1 ∈ Si, if and only if for all x ∈ D there exists ψ ∈ Ψ(mode(D)) suh that
ψi − xi > 0.
Proof. Let M = mode(D). Beause D is persistent, there exists a solution ξ(t) ∈ ΞΣ
remaining in D for some time. Let ξ(τ) = x ∈ D for some τ ≥ 0. From (12) we infer
S(x) 6= {}. By Theorem 1 this must hold for all x ∈ D, so S 6= {}.
Let Di be loated in a threshold or foal onentration hyperplane. For every solution
ξ(t) in D, suh that ξ(τ) = x ∈ D for some τ ≥ 0, the derivative of ξ(τ) exists, and
ξ˙(τ) ∈ H(ξ(τ)), it holds that ξ˙i(τ) = 0 and hene Si(x) = {0}. By Theorem 1 this must
hold for all x ∈ D, so Si = {0}.
Alternatively, Di is not loated in a threshold or foal onentration hyperplane. We only
onsider the ase −1 ∈ Si (the argument for 0 and 1 is similar). We rst prove neessity of
the inequality ondition. −1 ∈ Si means that for all x ∈ D, there exists a solution ξ(t) ∈ ΞΣ
with ξ(τ) = x and τ ≥ 0, suh that ξ˙i(τ) < 0 (Proposition 2 and (12)). If M is regular, then
Hi(ξ(τ)) = {ν
M
i (ψi(M) − ξi(τ))}. Sine ξ˙i(τ) ∈ Hi(ξ(τ)), it follows that ψi(M) − xi < 0.
If M is singular, then Hi(ξ(τ)) = rect({νM
′
i (ψi(M
′) − ξi(τ)) | M ′ ∈ R(M)}). ξ˙i(τ) < 0
implies that there exists some ψ(M ′), M ′ ∈ R(M), suh that ψi(M ′)− xi < 0. Conversely,
by Lemmas 1 and 4 there exist a solution ξ(t) ∈ ΞΣ in M monotonially onverging from x
to ψ, with ξ(0) = x. Beause ψi − xi < 0, we have ξ˙i(t) < 0, t ≥ 0, and thus −1 ∈ Si(x).
By Theorem 1 it follows that −1 ∈ Si, whih proves suieny.
Notie that the total ordering on the threshold and foal onentrations expressed by the
parameter inequality onstraints (Denition 5) allows one to deide whih of the onditions
in the seond part of Proposition 5 are satised. As a prerequisite, Ψ(mode(D)) needs
to be determined, whih is also straightforward, even for singular mode domains, given
the denition of the foal set and the parameter inequality onstraints. We illustrate the
appliation of Propositions 4 and 5 to our two-gene example.
First, onsider the ow domain D1.1 in Figure 4(a). Ψ(mode(D1.1)) equals
{(κa/γa, κb/γb)′}, so that D1.1 is persistent. We therefore apply Proposition 5 to deter-
mine S = Sa × Sb, suh that D1.1 |=∼Ω Dsign = S. Given that D
1.1




1.1)) = κa/γa, and θ
1
a < κa/γa aording to the parameter inequality onstraints
in Figure 3(), it follows that ψa − xa > 0, for all x ∈ D
1.1
and ψ ∈ Ψ(mode(D1.1)). Conse-
quently, we infer Sa = {1}. Repeating this proedure in the xb-dimension, we similarly nd
Sb = {1}, so that D1.1 |=∼Ω Dsign = {(1, 1)
′}. This means that the solutions in D1.1 are
stritly inreasing in both dimensions.
As a seond example, onsider the ow domain D4.2, represented in Figure 4(b). M4 =
mode(D4.2) is a singular mode domain, so we rst have to ompute Ψ(M4). It an be
immediately veried that R(M4) = {M3,M5}, where ψ(M3) = (κa/γa, 0)′ and ψ(M5) =
(0, 0)′ (Figure 2(b)). As a onsequene, rect({ψ(M3), ψ(M5)}) = [0, κa/γa] × {0}. From
the parameter inequality onstraints in Figure 3() it follows that 0 < θ2a < κa/γa, so that
supp(M4) and rect({ψ(M3), ψ(M5)}) interset at Ψ(M4) = {(θ2a, 0)
′}. D4.2 is persistent, so
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Figure 4: Derivative signs of ow domains: (a) Dsign(D1.1) = {(1, 1)′} and (b)
Dsign(D4.2) = {(0,−1)′} and Dsign(D2.2) = {}.
that Proposition 5 applies. We determine S = Sa×Sb, suh thatD4.2 |=∼Ω Dsign = S. Sine
D4.2a oinides with a threshold hyperplane, Sa = {0}. Bearing in mind that D
4.2
b = (0, θb)
and ψb(M
4) = 0, we nd Sb = {−1}. This results in D4.2 |=∼Ω Dsign = {(0,−1)
′}, whih is
of ourse onsistent with the fat that the solutions sliding alongD4.2 monotonialy onverge
towards Ψ(M4), and are therefore stritly dereasing in the xb-dimension.
5.2 Computation of transitions between states
In Setion 4.1 we have distinguished three types of transitions: int, dim−, and dim+. We
will formulate, for eah of these three ases, transition rules that an be applied by means
of the parameter inequality onstraints of Σ.
The transitions of type int are easy to determine, sine by Proposition 2 they are ne-
essarily self-transitions, from a ow domain D to itself, whih our if and only if D is
persistent.
Proposition 6 (Computation of int transition). Let D ∈ D. D
int
−→∼Ω D if and only if D
is persistent.
Proof. By Proposition 2 an int transition ours if and only if there exist solutions ξ(t) ∈ ΞΣ
remaining in D. That is, if and only if D is persistent.
Reall that the persistene of a domain an be determined by heking whether
Ψ(mode(D)) 6= {} (Lemmas 1 and 2). In our two-gene example, the foal set Ψ(M1) is
not empty. Therefore, D1.1 is persistent and there exists an int transition on D1.1. On the
other hand, Ψ(M2) is empty, so D2.2 is instantaneous and does not have an int transition
(Figure 3(b)).




is dimension inreasing, and therefore requires that
D ⊆ ∂D′ (Setion 4.1). In order to make D′ reahable from D, the solutions in D′ must
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point away from D in the dimensions i ∈ {1, . . . , n} for whih Di ⊆ ∂D
′
i. This is expressed
by the following proposition.





if and only if Ψ(mode(D′)) 6= {} and there exist x ∈ D, x′ ∈ D′, and
ψ′ ∈ Ψ(mode(D′)), suh that for all i ∈ {1, . . . , n} for whih Di ⊆ ∂D′i, it holds that
(ψ′i − xi)(x
′
i − xi) > 0. (13)
Proof. Let M ′ = mode(D′). We rst prove neessity by ontraposition. If Ψ(M ′) = {},
then no solutions remain in D′ and a transition from D to D′ is not possible. Otherwise,
suppose that for all x ∈ D, x′ ∈ D′, and ψ′ ∈ Ψ(M ′), there exists some i ∈ {1, . . . , n} for




i − xi) ≤ 0. Furthermore, assume x
′
i − xi > 0 for all x ∈ D,
x′ ∈ D′ (the ase x′i − xi < 0 goes analogously). As a onsequene, ψ
′
i ≤ xi < x
′
i, for all
x ∈ D, x′ ∈ D′, and ψ′ ∈ Ψ(M ′). By Lemmas 1 and 3, for all solutions ξ(t) ∈ ΞΣ in D′, ξi(t)
monotonially onverges towards Ψi(M
′). As a onsequene, no solution enters D′ from D





Next, we prove suieny. Suppose Ψ(M ′) 6= {} and there exist x ∈ D, x′ ∈ D′, and
ψ′ ∈ Ψ(M ′), suh that for all i ∈ {1, . . . , n} for whih Di ⊆ ∂D
′





xi) > 0. By the denition of the ow domain partition (Denition 2) this holds for all x ∈ D
and x′ ∈ D′. We further assume that x′i−xi > 0 for all x ∈ D, x
′ ∈ D′ (the ase x′i−xi < 0




i for all x ∈ D and x
′ ∈ D′, and some
ψ′ ∈ Ψ(M ′). By Lemma 4, for all x′ ∈ D′ there exists a solution ξ(t) ∈ ΞΣ in D′, with
ξ(0) = x′, whih monotonially onverges towards ψ′. More preisely, by the onstrution of
ξ(t) in the proof of Lemma 4, we have ξ˙i(t) > 0 as long as ξi(t) < φ
′
i. As a onsequene, it





The total strit ordering dened by the parameter inequality onstraints allows the ne-


















Figure 5: dim+ transitions between ow domains. Representation of the state spae, with
a trajetory entering D2.2 from D3.2.
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As an illustration of the proposition, onsider the dim+ transition from D2.2 to D3.2
(Figure 5). Notie that D2.2 ∈ ∂D3.2. Moreover, D2.2a ∈ ∂D
3.2
a , so that x
′
a − xa > 0, for
all x ∈ D2.2 and x′ ∈ D3.2. Sine ψa(mode(D3.2)) = κa/γa, and θ2a < κa/γa due to the
parameter inequality onstraints (Figure 3()), we have ψ′a − x
′
a > 0, for all x
′ ∈ D3.2 and
ψ′ ∈ Ψ(mode(D3.2)). As a onsequene, Proposition 7 allows us to infer that D2.2
dim+
−→∼Ω
D3.2. In a similar way, we an infer that there is a dim+ transition from D2.1 to D3.1.
However, as expeted from the diretion of the ow in Σ, a dim+ transition from D2.1 to
D3.2 is exluded, sine ψ′b − x
′
b < 0 and x
′
b − xb > 0, for all x ∈ D
2.1
, x′ ∈ D3.2 and
ψ′ ∈ Ψ(mode(D3.2)).
The rule for dim− transitions is almost symmetri and given in Appendix A.
5.3 Computer implementation
In summary, given a PADE system Σ and parameter inequality onstraints, we an ompute
its qualitative abstration, that is, the qualitative PA transition system Σ-QTS, by means
of Propositions 4 to 8. Instead of numerially omputing the derivative signs in the domains
and the transitions between domains, we have developed symboli algorithms exploiting the
parameter inequality onstraints of Denition 5. In partiular, we map the total strit order
on Bi = {θ1i , . . . , θ
pi
i }∪{ψi(M) |M ∈Mr}, i ∈ {1, . . . , n}, to the set Ci = {0, . . . , |Bi|+1}.
This allows Di and Ψi(M) to be expressed as intervals on C. The onditions in the proposi-
tions then naturally translate into simple inequality tests on integer oordinates of domains
and foal onentrations (see [7℄ for details).
The omputation of Σ-QTS has been implemented in a new version of the omputer tool
Geneti Network Analyzer (GNA) [9℄. In order to failitate the analysis of Σ-QTS, the state
transition graph generated by GNA an be exported to standard model-heking tools like
NuSMV and CADP [9℄.
In pratie, sine the number of ow domains in the state spae grows exponentially
with the number of genes in the network, it is not usually possible to ompute the omplete
state transition graph. However, knowledge of the part of the graph reahable from a (set
of) initial ow domain(s) is often suient to answer most of the questions of biologial
interest. In GNA it is possible to either ompute the omplete qualitative PA transition
system or arry out a reahability analysis from a speied set of initial domains. Moreover,
GNA identies the equilibrium states, that is, the ow domains orresponding to (sets of)
equilibrium points, by testing whether D |=∼Ω 0 ∈ Dsign . For eah of the equilibrium states,
the attrator set is omputed, that is, the set of states from whih the equilibrium state is
reahable.
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6 Qualitative analysis of nutritional stress response in E.
oli
In ase of nutritional stress, an Esherihia oli population abandons exponential growth
and enters a non-growth state alled stationary phase. This growth-phase transition is
aompanied by numerous physiologial hanges in the bateria, onerning among other
things the morphology and the metabolism of the ell, as well as gene expression [37℄. On
the moleular level, the transition from exponential phase to stationary phase is ontrolled
by a omplex geneti regulatory network integrating various environmental signals. The
moleular basis of the adaptation of the growth of E. oli to nutritional stress onditions
has been the fous of extensive studies for deades [33℄. However, notwithstanding the large
amount of information aumulated on the genes, proteins, and other moleules known to be
involved in the stress adaptation proess, there is urrently no global understanding of how
the response of the ell emerges from the network of moleular interations. This suggest
the use of modeling and simulation tools to study the dynamis of the stress response.
However, with some exeptions [14℄, numerial values for the parameters haraterizing the


































Figure 6: Network of key genes, proteins, and regulatory interations involved in the nutri-
tional stress network in Esherihia oli. The ontents of the boxes labelled `ativation' and
`superoiling' are detailed in [44℄.
The above irumstanes have motivated the qualitative analysis of the nutritional stress
response network in E. oli by means of the method presented in this paper [44℄. On the
basis of literature data, we have deided to fous, as a rst step, on a network of six genes
that are believed to play a key role in the arbon starvation response (Figure 6). The
network inludes genes involved in the transdution of the nutritional stress signal (the
global regulator rp and the adenylate ylase ya), metabolism (the global regulator s),
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ellular growth (the rrn genes oding for stable RNAs), and DNA superoiling, an important
modulator of gene expression (the topoisomerase topA and the gyrase gyrAB).
Based on this information, a PADE model of seven variables has been onstruted, one
protein onentration variable for eah of the six genes and one input variable (usignal )
representing the presene or absene of a arbon starvation signal [44℄. As an illustration,
the pieewise-ane dierential equation and the parameter inequality onstraints for the
state variable xtopA are given below.









fis) − γtopA xtopA
0 < θ1topA < θ
2
topA < κtopA/γtopA < max topA
The equation and inequalities state that in the presene of a high onentration of Fis
(s+(xfis , θ
4




· s−(xtopA, θ1topA) = 1), the onentration of TopA inreases, onverging towards a high
value (κtopA/γtopA > θ
2
topA).
Using the omputer tool GNA, we have performed reahability analyses on the qualitative
PA transition system assoiated with the PADE model. The simulation of the entry into
stationary phase has given rise to a state transition graph of 66 states, omputed in less
than 1 s on a PC (800MHz, 256Mb). Figure 7 represents the temporal evolution of two of
the protein onentrations in a run. The predited expression proles are onsistent with
the observations [44℄.
The oupling of GNA with model-heking tools [9℄ has allowed a more systemati veri-
ation of observed dynamial properties. In [6℄, the measured onentration of the global
regulator Fis is shown to derease and beome steady in stationary phase, whih is hara-
terized by a low onentration xrrn of stable RNAs. This an be expressed by means of the
following CTL formula:
EF(x˙fis < 0 ∧EF(x˙fis = 0 ∧ xrrn < θrrn)). (14)
The veriation of (14) takes a fration of a seond to omplete and shows that the for-
mula holds for the state transition graph. The observation that the transription of cya is
negatively regulated by AMP and CRP [38℄ is also reprodued by the model. In fat, the
following CTL formula is satised by the graph:
AG(xcrp > θ
3
crp ∧ xcya > θ
3
cya ∧ usignal > θsignal → EF x˙cya < 0). (15)
The formula expresses that always, for high levels of CRP and Cya, in the presene of the
arbon starvation signal, the system an eventually reah a state in whih the expression of
cya dereases.
The appliation of the method has led to new insights into how the arbon starvation
signal results in the slowing-down of baterial growth harateristi for the stationary phase
[44℄. In summary, the analysis has brought to the fore the role of the mutual inhibition of
Fis and CRP, whih in the presene of a arbon starvation signal results in the inhibition of
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Figure 7: Temporal evolution of Fis and CRP onentrations in the run (D1, . . . , D31). For
every Dj in the run, the proles display the orresponding onentration intervals Djfis and
Djcrp. The symbols ↑, ↓, and ◦ indiate the sign of the derivative for persistent states.
s and in the ativation of rp. This auses a derease of the expression of the rrn genes,
whih ode for stable RNAs and are a reliable indiator of ellular growth. In addition
to this inreased understanding of the transition from exponential to stationary phase, the
model has yielded preditions on the ourrene of damped osillations in some of the protein
onentrations after a nutrient upshift, preditions that are being tested in our laboratory.
We are urrently working on extended models of the nutritional stress response network.
The inrease in the number of variables naturally leads to the generation of larger state
transition graphs by our method. In order to investigate the upsalability of the method
more systematially, we have applied it to a PADE model with nine state and two input
variables, desribing the initiation of sporulation in the baterium Baillus subtilis [20℄. More
speially, we have analyzed the response of the ell to arbon starvation in the ase of the
wild-type and a dozen of mutant strains. On average, the state transition graphs generated
by our method onsist of 585 states, with a maximum of 2234 states (omputed in 14 s).
The analysis of graphs of this size does not pose any problems for urrent model-heking
tools, whih shows that our approah is upsalable to large and omplex networks.
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7 Disussion and onlusions
We have presented a method for the qualitative analysis of hybrid models of geneti regula-
tory networks. The method is based on a lass of pieewise-ane dierential equation models
that has been well-studied in mathematial biology. By dening a qualitative abstration
preserving the sign pattern of the derivatives of onentration variables, the ontinuous PA
transition system assoiated with a PADE model is transformed into a disrete or qualitative
PA transition system whose properties an be analyzed by means of lassial model-heking
tools. The qualitative PA transition system is a onservative approximation of the under-
lying ontinuous PA transition system and an be easily omputed in a symboli manner
by exploiting inequality onstraints on the parameters. We have applied the implementa-
tion of the method to the analysis of a system whose funtioning is not well-understood by


















































M 61 M 32 M 29 M 30
x˙crp?x˙crp > 0
(d)
D61.1 D32.1 D29.1 D30.2
x˙crp > 0 x˙crp > 0 x˙crp > 0 x˙crp = 0
D30.1
(e)
Figure 8: (a) Two-dimensional projetion of a slie of the phase spae of the E. oli stress re-
sponse model for the variables xcrp and xcya . (b)-() Partitioning into (b) mode domains and
() ow domains of the projetion. (d)-(e) Exerpts of the state transition graph resulting
from the qualitative abstration based on (d) mode domains and (e) ow domains.
The results of this paper extend our previous work on the qualitative analysis of PADE
models of geneti regulatory networks [21, 22℄. In partiular, we have dened a rened
partitioning of the state spae whih underlies a qualitative abstration preserving stronger
properties of the qualitative dynamis of the system, i.e. the derivative sign pattern. The
resulting qualitative PA transition system is better adapted to the abstration level of the
experimental data, in the sense that it avoids veriation of dynamial properties to be
over-onservative. Consider Figure 8, whih ompares two-dimensional projetions of a
state-spae slie of the stress response model. Depending on whether mode domains or ow
domains are used as the abstration riterion, the state transition graph will be dierent
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(ompare (d) and (e) of Figure 8). Whereas the CTL formula EF (x˙crp > 0 ∧EF (x˙crp < 0))
holds for the graph in (d), this is not true in (e), thus revealing that the oarse-grained
abstration may ause models to esape refutation by available experimental data. Judging
from our experiene with several PADE models of baterial regulatory networks, the use of
a ne-grained abstrations leads to only a modest inrease in the size of the state transition
graph [10℄. That is, the inrease in preision does not exlude the appliation of the rened
abstration to larger systems.
The hybrid harater of the dynamis of geneti regulatory networks has stimulated the
interest in the appliation of hybrid-systems methods and tools over the past few years [1, 11,
21, 28, 36℄. Our approah diers from this related work on several ounts. Whereas we use
pieewise-ane deterministi models, other groups have employed multi-ane and related
deterministi models [11, 42℄ or stohasti models [36℄. These models are less restritive
and thus provide a more preise desription of the network interations. However, they
are more diult to analyze and in higher dimensions usually require the appliation of
numerial tehniques. This is not straightforward to ahieve for most biologial systems,
sine numerial information on parameter values is usually impreise or simply not available.
The PADE models (1) in this paper have been well-studied in mathematial biology
[15, 18, 22, 24, 25, 26, 29, 30, 31, 32, 42, 43, 45, 47℄, and have also formed the basis for other
work in the eld of hybrid systems [28℄. However, ontrary to [28℄, we take into aount
the dynamis of the system on threshold hyperplanes, where equilibrium points and other
phenomena of interest may our [15, 32℄ (but see [1℄ for ideas on how to extend the approah
in [28℄). In [28℄ the partition of the state spae is dynamially rened, so as to arrive at a
qualitative PA transition system that is a better approximation of the original PA system.
This requires the use of quantier elimination methods [35℄ whih allow to deide more
general and more powerful properties than the rules proposed in Setion 5 of this paper, but
that also inur higher omputational osts. The approah of this paper allows us to fully
exploit the favorable mathematial properties of the PADE models (1), and thus promote
the upsalability of the method to large and omplex networks (Setion 6).
From a more general perspetive, our approah an be seen as an appliation of the
notion of disrete abstration, ommonly used to study the dynamis of systems with an
innite number of states [2, 3, 4, 16, 34, 49℄. Muh work has foused on the identiation
of lasses of ontinuous and hybrid dynamial systems for whih bisimulation relations with
nite transition systems are guaranteed to exist. The results of this paper an be seen as
showing that the weaker simulation relation may also be of onsiderable pratial interest,
espeially for lasses of systems for whih the existene of a nite bisimulation annot be
guaranteed. Disrete abstration riteria similar to the one used in this paper, based on
the sign of the (higher) derivatives of ontinuous variables, have been proposed by other
authors in the elds of hybrids systems [2, 49℄ and ontrol theory and qualitative reasoning
[12, 13, 39, 40℄. In omparison with these approahes, our work deals with a less general lass
of models. However, this allows the development and implementation of eient, tailored
algorithms for the pratial omputation of the qualitative dynamis of the system, even on
(intersetions of) threshold hyperplanes, where disontinuities may our.
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The possibility to use eient algorithms for the omputation of the qualitative PA
transition system rests, to a large extent, on the approximation of the set K(x) in (4)
by the set H(x) in (5). Beause the latter set is hyperretangular, the omputation of
domains, transitions, and sign patterns an be arried out seperately in every dimension,
using the ordering of parameter values xed by inequality onstraints. Beause H(x) is an
overapproximation of K(x), the state transition graph may ontain sequenes of states that
would not our in the graph obtained by using K(x). As a onsequene, a PADE model
may fail to be rejeted by an observed time-series of measurements of the onentration
variables. However, due to the fat that the approximation of H(x) by K(x) is onservative,
a PADE model will never be falsely rejeted. An obvious diretion for further researh would
be to see whether ner overapproximations of K(x) an be found that still allow tailored
symboli algorithms to be used that do not ompromise the upsalability of the method.
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A Proofs
Proposition 1 (Reahability equivalene). For all x, x′ ∈ Ω, there exists a solution ξ(t) ∈ Σ
and τ, τ ′, suh that 0 ≤ τ ≤ τ ′, ξ(τ) = x, and ξ(τ ′) = x′ if and only if there exists a run
(x0, . . . , xm) of Σ-TS suh that x0 = x and xm = x′.
Proof. We rst prove neessity. Consider two points x, x′ ∈ Ω, a solution ξ(t) ∈ ΞΣ, and
τ, τ ′ suh that 0 ≤ τ ≤ τ ′, ξ(τ) = x, and ξ(τ ′) = x′. If τ = τ ′, then (ξ(τ)) is a trivial
run satisfying the onditions of the proposition. Otherwise, τ < τ ′ and we denote by
D0, . . . , Dm the time-ordered sequene of ow domains traversed by ξ(t) on the time interval
[τ, τ ′]. D0, . . . , Dm is a nite sequene, sine by denition any solution of Σ reahes and
leaves nitely-many times a threshold hyperplane during a time interval. If m = 0, then by
Denition 3 there exists an int transition from ξ(τ) to ξ(τ ′), and onsequently, (ξ(τ), ξ(τ ′))
is a run satisfying the onditions of the proposition. Otherwise, m > 0, and we denote by
σ0, . . . , σm−1, the swithing times, formally dened as σj = sup {t ∈ [τ, τ ′] | ξ(t) ∈ Dj},
j ∈ {0, . . . ,m − 1}. Finally, we introdue a sequene of time instants τ0, . . . , τm suh that
ξ(τ j) ∈ Dj , j ∈ {0, . . . ,m}. More preisely, we dene τ0 as τ , τ j as (σj−1 + σj)/2, for
all j ∈ {1, . . . ,m − 1}, and τm as τ ′. It is not diult to show by indution on j that
(ξ(τ0), . . . , ξ(τ j)) is a run, for every j ∈ {0, . . . ,m} [7℄.
Next, we prove suieny. Consider a run (x0, . . . , xm) of Σ-TS, with x0 = x and
xm = x′. If m = 0, then x = x′ and any solution ξ(t) ∈ ΞΣ with ξ(0) = x satises the
onditions of the proposition for τ = τ ′ = 0. In the sequel, we suppose m > 0. Then, by
Denition 3, there exists a sequene of solutions (ξ0(t), . . . , ξm−1(t)), and of time instants
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(τ0, . . . , τm), suh that for all j ∈ {0, . . .m−1}, ξj(t) is dened on the time interval [τ j , τ j+1],
with τ j < τ j+1, and satises ξj(τ j) = xj and ξj(τ j+1) = xj+1. It an be straightforwardly
shown [7℄ that the onatenation of the solutions ξj(t), j ∈ {0, . . . ,m− 1}, is a solution that
satises the onditions of the proposition.





if and only if Ψ(mode(D)) 6= {} and there exist x ∈ D, x′ ∈ D′, and






i − xi) > 0, (16)
or (b) it holds that ψ = x′.
Proof. Let M = mode(D). We rst prove neessity by ontraposition. If Ψ(M) = {}, then
there exists no solution remaining in D for some time, and a transition from D to D′ is
not possible. Otherwise, suppose that for all x ∈ D, x′ ∈ D′, and ψ ∈ Ψ(M), there exists




i − xi) ≤ 0, and ψ 6= x
′
. We assume
x′i − xi > 0 for all x ∈ D, x
′ ∈ D′ (the ase x′i − xi < 0 goes analogously).
If the inequality is strit, then ψi < x
′
i, for all x
′ ∈ D′ and ψ ∈ Ψ(M). By Lemma 3, for all
solutions ξ(t) ∈ ΞΣ in D, ξi(t) monotonially onverges towards Ψi(M). As a onsequene,





inequality is not strit, then by denition of the ow domain partition (Denition 2), we
have ψi = x
′
i for all x
′ ∈ D′ and ψ ∈ Ψ(M). From the same denition it also follows that
either ψi = ψi(M) (if M is regular) or ψi = maxM ′∈R(M) ψi(M
′) (if M is singular). It an
be shown by onstrution in the way of the proof of Lemma 4 that solutions reah D′ only
asymptotially, as t → ∞. Moreover, from the denition of Ψ(M) and Lemmas 1 and 3,
it follows for every j ∈ {1, . . . , n} that either ξj(t) ∈ Ψj(M) or that ξj(t) monotonially
onverges towards Ψj(M), as long as ξ(t) remains in D (and thus inM). Therefore, beause
ξ(t) reahes x′ ∈ D′ asymptotially, we have x′ ∈ Ψ(M). This ontradits the assumption
ψ 6= x′, so there does not exist a dim− transition.
Next, we prove suieny. Suppose Ψ(M) 6= {} and there exist x ∈ D, x′ ∈ D′,
and ψ ∈ Ψ(M), suh that (a) for all i ∈ {1, . . . , n} for whih Di ⊆ ∂D′i, it holds that
(ψi − x′i)(x
′
i − xi) > 0, or (b) it holds that ψ = x
′
. Consider (a) and assume x′i − xi > 0 for
all x ∈ D, x′ ∈ D′ (the ase x′i − xi < 0 goes analogously). As a onsequene, xi < x
′
i < ψi
for all x ∈ D and x′ ∈ D′, and some ψ ∈ Ψ(M). By Lemma 4, for all x ∈ D there
exists a solution ξ(t) ∈ ΞΣ in D, with ξ(0) = x, whih monotonially onverges towards





. In ase (b) we nd xi < x
′
i = ψi, and by the same argument there
exists a solution that enters D′ from D. However, in this ase the solution only reahes D′
asymptotially, as t→∞ (see the proof of neessity).
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