he operating environments at such facilities as automated factories, nuclear power plants, and space stations are continually becoming more complex. As this complexity grows, it will be increasingly difficult to control such environments with centralized scheduling policies that are both robust in the face of unexpected events and flexible at dealing with operational changes that might occur over time.
TouringMachines blend both sophisticated and
simplified control features. Experience shows that this layered architecture can be configured to simultaneously be have number of tasks. Because agents will have incomplete knowledge about the world and will compete for shared and limited resources, it is inevitable that some of their goals will conflict. In real-world domains, agents will typically perform complex tasks requiring some degree of attention t o be paid to computational resource bounds, temporal deadlines, and the impact their shorter term actions might have on their longer term goals. On the other hand, time won't stop or slow down for them to deliberate on all possible courses of action for every world state. Intelligent agents will thus need a range of capabilities to respond promptly and efficiently to unexpected events, while simultaneously carrying out preprogrammed tasks.
This article presents a new multilayered integrated architecture for controlling autonomous mobile agents, or 7ouringMachines. The TouringMachine architecture (not t o be confused with the machine that A.M. Turing created in 1936) combines capabilities for producing a range of reactive and deliberative behaviors in dynamic, unpredictable domains. This new approach is influenced by recent robustly and flexibly in dynamic settings.
* T h e author conducted the research for this article whlle working for Bell-Northern Research Ltd work on reactive and behavior-based agent architectures.'.2 It's also influenced by more traditional artificial intelligence endeavors such as planning, diagnostic theory formation,' resource-bounded reasoning: and modeling of propositional attitudes (for example, beliefs, desires, and intention^^,^). While doing this research, I adopted a fairly pragmatic approach toward understanding how complex, dynamic environments might constrain the design of agents and, conversely, how different functional capabilities within agents might combine to generate different behaviors. To evaluate the TouringMachine architecture, I implemented a multiagent simulation testbed. I varied parameters constraining agents' functional capabilities (for example, sensing characteristics) and parameters characterizing the environment itself (for example, number of agents and obstacles).Thispermittedme tostudyanum-
Multiagent coordination example
Figure A shows a pair of agents arriving at a light-controlled intersection. The two TouringMachines coordinate their activities by reasoning about actual and potential interactions between world entities -in this case, each other and the two sets of traffic lights. Agents ascribe intentions or plans to other agents as a way of explaining current and predicting future behavior. By reasoning about the relationship between these hypothesized plans and each agent's goals, ber of trade-offs vis-a-vis how much reacting, planning, and predicting resource-bounded agents should be doing to behave rationally with respect to their goals. In many ways, this approach to evaluating agent designs resembles the empirical approaches used in the Phoenixh and Tileworld' projects. In my example domain, I consider one or more agents, each with the task of following a different route from some starting location to some goal location an agent can detect and resolve conflicts between entities before the situation can get out of hand (that is, before the agent is prevented from achieving one of its goals). As with most behaviors, success at predictive conflict resolution -in this particular domain -can be seen to depend on a number of internal agent parameters, such as over what distance and how often sensing is performed, and how far into the future each agent projects for potential collisions. 
Intelligent agency
In recent years, interest in the design of intelligent agent architectures for dynamic, unpredictable domains has grown considerably. One popular design approach, whose resulting architectures I'll call deliberative, attempts to endow agents with sophisticated control. This is done by embedding in the agents a number of general AI capabilities (such as means-end reasoning, epistemic m~d e l i n g ,~ or plan recognitionx). Influenced principally by the fruits of classical AI planning research, deliberative architectures have been designed both to handle complex goals (for example, those involving action at a distance, resource constraints, or multiple agents) and to operate flexibly in unpredictable or novel situations (for example, by performing contingency planning or analogical reasoning). This generality, however, exacts a price; by virtue of having to maintain complete, up-to-date world models, deliberative architectures can be resource intensive and are usually slow at making critical decisions in real-time situations.
Breaking with the traditionally held belief that "complex" architectures are required to produce intelligent agent behaviors, a number of nondeliberative (for example, behavior-based,' reactive? and situated') architectures have been proposed. These architectures are characterized by a more direct coupling of perception to action, increased decentralization of control, and relative simplicity of design. Because they perform localized search, the time spent deciding which action to effect in any given situation can be minimized.
Glossary
Agent -An autonomous, goaldirected, computational process capable of robust and flexible interaction with its environment.
Deliberative agent -One that possesses reasonably explicit representations of its own beliefs and goals, which it uses in deciding which action it should take at a given time.
Nondeliberative agent -One whose goals are implicitly embedded or precompiled into its structure by the agent's designer.
Rational behavior -The production of actions that further the goals of an agent, based on its conception of the world (as defined in Bratman et aL4).
At the same time, however, these architectures run the risk of generating suboptimal action sequences, precisely because they operate with minimal memory or state information. Also, because nondeliberative agents are essentially hardwired to effect a particular action sequence in each given situation, they can be ineffective when confronted with situations that are either novel or that do not provide immediate access to the complete set of environmental stimuli needed for determining subsequent action sequences. Indeed, as other researchers have noted,' there has been little evidence to date to suggest that pure nondeliberative architectures are capable of handling multiple, complex, resource-bounded goals in any sophisticated manner. Like their deliberative cousins, nondeliberative agents will require reasonably cooperative environments if they are to achieve their goals satisfactorily. ' Operating in the real world means having to deal with multiple events at several levels of granularity -both in time and space. So, while agents must remain reactive to survive, some amount of strategic or predictive decision making will be required if agents are to handle complex goals while keeping their long-term options open. Agents, however, cannot be expected to model their surroundings in every detail; there simply will be too many events to consider, a large number of which will have little or no relevance anyway. Not surprisingly, many researchers are realizing that neither purely reactive nor purely deliberative control techniques are capable of producing the range of robust, flexible behaviors desired of future intelligent agents. What is needed, in effect, is an architecture that can cope with uncertainty, react to unforeseen events, and recover dynamically from poor decisions. Of course, the architecture needs to do all this on top of accomplishing whatever tasks it was originally programmed for.
TouringMachines
T o operate successfully in the chosen multiagent domain, an autonomous robotic agent must be both robust and flexible; it must be capable of carrying out its intended tasks in dynamic, unpredictable environments. To do this, the agent must be capable of exhibiting a range of different behaviors:
(1) It needs to be reactive to deal with events it might not have had sufficient time or resources to consider.
(2) Since the agent's main task, in this domain, will be to get from a starting location to a target location in some specified time, it should be capable of rational, resource-bounded, goal-directed behavior.
(3) Since it will inhabit a world populated by other entities (about which it will know very little in advance) it must be capable of reasoning about events taking place around it, determining what effect these events could have on its own goals, and where possible, predicting what is likely to happen in the near future so that it will be better informed when choosing and effecting subsequent actions.
Because these skills have such disparate characteristics and requirements, it seems that the most sensible way of realizing them is as separate activityproducing behaviors in a layered framework. I adopted this approach in designing and implementing Touring Machines.
TouringMachines comprise three con- currently operating, independently motivated, activity-producing layers (see Figure 1 ):
a reactive layer composed of several sensor-driven situation-action rules; a planning layer whose main component is a partial, hierarchical planner; and a modeling or reflective-predictive layer that implements a form of model-based plan monitoring and recognition.
Each layer describes the agent's world at a different level of abstraction, and each is endowed with different taskoriented capabilities. Each layer, then, is a n approximate machine; hence, its abstracted world model is necessarily incomplete. Because of this, one layer's proposed actions will frequently conflict with those of another. Consequently, layers need to be mediated by an enveloping control policy (Figure 1 ) if the agent, as a whole, is to behave appropriately in each world situation. Implemented as a combination of interlayer message-passing and domainspecific control rules, the control policy's mediation enables each layer t o examine data from other layers, inject new data into them, or even remove data from the layers. (The term data here covers sensed input t o and action output from layers, the contents of interlayer messages, and certain rules or plans residing within layers.) This has the effect of altering, when required, the normal flow of data in the affected layer(s). For example, a rule in the reactive layer to prevent the agent from straying over lane markings can, with the appropriate control rule present, be overridden should the agent embark on a plan t o overtake the agent in front of it.
Inputs to and outputs from layers are generated in a synchronous fashion, with context-activated control rules applied t o these inputs and outputs at each synchronization point. The rules thus act as filters between the agent's sensors and its internal layers, and between its layers and its action effectors. Mediation remains active at all times and is largely "transparent" to the layers; each layer acts as if it alone is controlling the agent, remaining largely unaware of any "interference" (either by other layers or by the rules of the control policy) with its own inputs and outputs. The overall control policy embodies a scheduling regime that, while striving to service the agent's high-level tasks (for example, plan-route), also is sensitive to its lowlevel, high-priority goals (for example, avoid-obstacle).
Most designs for integrated agent architectures share the common aim of enabling autonomous agents to interact flexibly and robustly in more or less dynamic environments. The brevity of the description of TouringMachines belies the numerous design, implementational, performance. and even philosophical issues that have to be weighed when creating a new control architecture. Establishingwhen and how an agent chooses between reasoning and acting, and deciding which goals or behaviors should be explicitly planned for or embedded in the agent'sstructure, are open questions -the answers to which depend heavily on the agent's specific task requirements and environmental influences. At the risk of oversimplifying the argument, I believe the main strength of TouringMachines lies in their ability to operate flexibly in dynamic environments while interacting with and reasoning about other agents with complex goals and intentions. Surprisingly few previous architectures have addressed, and more importantly, investigated, issues pertaining t o coordination in multiagent environments. Where these issues have been considered, the agents involved either were given relatively simple goals" I " or operated with little autonomy under the control of a supervisory agent.h I n addition, because agents' desires and intentions are modeled in a more principled way and the architecture does not require that all actions be generated by a planning module, I believe TouringMachines are more powerful and robust than Wood's Autodrive agentsK This approach t o multiagent coordination also differs from that of Durfee and Montgomery" by placing more emphasis on the autonomous modeling capabilities required by complex agents than on the mechanisms and protocols needed by agents t o communicate and exchange information about their goals. Again, achieving the right balance between modeling and communicating is a complex issue that, although worthy of further investigation, has not yet been addressed. Details of the TouringMachine architecture can be found elsewhere.12
Experimental testbed
To validate TouringMachines, I implemented the control architecture in SICStus Prolog of the Swedish Institute of Computer Science and am experimenting with it in a simulated two-dimensional world occupied by, among other things, other TouringMachines, obstacles, walls, paths, and assorted information signs. World dynamics are realized by a discrete event simulator that incorporates a plausible world updater for enforcing "realistic" notions of time and motion, and that also creates the illusion of concurrent world activity through appropriate action scheduling. Other processes handled by the simulator include a facility for tracing scenario parameters, a statistics-gathering package for agent performance analysis, and several text and graphics windows for displaying output.
The testbed also provides a scenario definition facility that allows one to generate scenario instances from a fairly rich collection of agent-and environment-level parameters. So, for example, one can configure a TouringMachine t o be variably reactive by altering parameters defining such things as the distribution of computational resources within its three control layers, the amount of forward planning it performs, the sensitivity of its reactive rules, or the frequency with which it senses or models the world. In a similar fashion, one can experiment with a Touring Machine's tolerance to environmental uncertainty by adjusting its sensing horizon, by tightening its initial goal deadline, or by populating its world with many other fast-moving agents.
The TouringMachine testbed has been designed t o enable controlled, repeatable experimentation and to facilitate the creation of diverse agent scenarios for subsequent user analysis. Based on a number of single and multiagent experiments," I am satisfied that Touring Machines can behave robustly in the presence of unexpected obstacles while successfully accomplishing time-constrained, relocation-type goals. In addition, I have seen that environmental and task constraints can strongly influence an agent's behavior, and I am convinced that attitude modeling provides added value when agents with complex intentions are required to coordinate their activities effectively and efficiently. But this is just the beginning. Ultimately, through the design and analysis of more complex scenarios, I hope t o gain more insight into the full behavioral ecology -to use the terminology in Cohen e t aLh-of TouringMachines. In other words, I am interested in formulating general rules that describe the relationships and trade-offs that exist between an agent's design (in other words, the particular configuration of its functional capabilities and knowledge sources), its environment, and the repertoire of demonstrable behaviors that the agent is capable of. In particular, I want to understand how well any given TouringMachine configuration might perform across a range of differtion of a fourth layer to assist the agent in self-tuning or learning internal parameters, and it will investigate domains in which agents carry out a more diverse range of tasks or have substantially different goals from each other. I believe these investigations will provide additional important insights into the process of designing dynamic, rational, autonomous agents. W
