The method of generalized least squares provides a flexible method of phylogenetic reconstruction from sequence data, after reducing them to pairwise distances between species, corrected for multiple and back mutation. It gives efficient estimates of the branch lengths of a given tree. It also provides a natural measure of the departure of the observed from the predicted set of distances which has a x2 distribution under the true topology; this fact is used to construct a significance test on the topology and so to determine a "confidence interval" for the set of trees which are compatible with the data. To use this method it is necessary to know the variances and covariances of the corrected pairwise distances. A new method of estimating these variances and covariances empirically is described. The methodology is illustrated using data on the phylogeny of four mammalian orders (with the conclusion that rodents and lagomorphs are not sister groups) and of six primates (with the conclusion that the human/chimp/gorilla trichotomy cannot be resolved with these data alone).
Introduction
Suppose that homologous sequence data are available for s extant species. A popular type of method for reconstructing the phylogenetic tree starts by reducing the data to a set of N = s( ST 1)/2 distances between pairs of species, which are then used to estimate the topology of the tree and its branch lengths. If these pairwise distances, d,, can be transformed to an additive scale, so that E( do) = &, where sii is the sum of the lengths of the branches connecting species i and i. statistical theory suggests that the method of least squares will estimate these branch lengths efficiently under a given topology.
Three variants of this method have been suggested. The simplest is ordinary least squares (OLS), which estimates the branch lengths by minimizing the unweighted sum of squares: ' z (dij-S,)* .
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If some observations are less accurate than others, it is desirable to give them less weight in the estimation procedure. This consideration underlies the method of weighted least squares ( WLS), which minimizes the weighted sum of squares:
C Wg(dij-6,)' e (2)
i-=j
If the variances of the observations are known (at least up to a multiplicative constant), the optimal weight is the reciprocal of the variance. The method of Fitch and Margoliash ( 1967) uses the weight wti = dG2. This assumes that the standard deviation is proportional to the mean, which seems unlikely to be a good approximation.
If the observations are independent, WLS (using the correct weights) has optimal statistical properties. However, dij will be correlated with dk, if the path between species i and j shares any branches in common with the path between species k and 1. In this situation, the optimal method is that of generalized least squares (GLS), which minimizes the weighted sum of squares and cross products (3) The optimal weights are the elements in the inverse of the variance-covariance matrix of the pairwise distances. This method was mentioned, but not implemented, by Cavalli8forza and Edwards ( 1967 ) .
Use of the GLS method in phylogenetic inference is appealing, since it is well understood theoretically, provides fully efficient estimates of the branch lengths for a given topology, and leads to estimates of the standard errors of the branch lengths and of the residual variability; these estimates can be used to test the adequacy of that topology.
I shall here describe the application of this method, taking into account refinements in the estimated variances and covariances of pairwise distances, and I shall try to show by examples the value and flexibility of the method both in estimating the branch lengths of a given tree and in choosing among different topologies. A major advantage of the method is that the residual sum of squares in formula (3) should, under the true topology, have a x2 distribution. This leads both to a test of the validity of the underlying assumptions and to a method of constructing a "confidence set" of topologies which are consistent with the data. This generalizes Li's ( 1989) test, which considers whether an internodal branch length is significantly different from zero. Li's estimation procedure is also less efficient, since it uses OLS.
Methodology

Estimating Pairwise Distances
The first step is to calculate the set of pairwise distances representing numbers of nucleotide or amino acid substitutions between individual pairs of species. These distances must have been corrected for multiple and back substitutions to ensure additivity of their expected values. Their sampling variances and covariances must also be calculable. Many methods have been proposed for estimating substitution rates (Nei 1987) ) but the variances-and, in particular, the covariances-become difficult to compute for the more complex methods. I shall use here a simple general method, 870 Bulmer based on that of Tajima and Nei ( 1984) , which seems likely to be reasonably robust and for whose variances and covariances a general formula exists.
Suppose that, after alignment of the sequences for the ith and jth species, nii homologous sites are available for comparison, of which a proportion pu differ. This observed proportion of substitutions can be corrected for multiple and back substitutions to give the estimated per-site number of substitutions between the two species, by the formula
where b is the expected value of pii after a very long time when the two sequences become independent of one another. The appropriate value of b depends on the nature of the sequences, as follows: 1. For amino acid sequences, b = 1 recovers the standard correction formula, though b = 0.95 is better, since it allows for the fact that there are only 20 amino acids, and b = 0.93 is better still, since it allows for the differences in their frequencies (Swofford and Olsen 1990) .
2. To estimate nonsynonymous substitution rates from DNA sequences, they can be treated with little loss of information, as if they were amino acid sequences, by scoring each pair of homologous codons as coding for the same or for different amino acids, without trying to determine the probable number of nonsynonymous changes in the latter case. As for amino acid sequences, b = 1 or 0.95 or 0.93.
3. For noncoding DNA sequences, b = 0.75 recovers the Jukes-Cantor formula, which is appropriate when the four bases are equally frequent. Tajima and Nei ( 1984) have suggested that when this is not the case, an appropriate value would be
where a is the relative frequency of A, and so on. If the two sequences have different base frequencies, the appropriate value is
where ai and aj are the relative frequencies of A in the ith and jth sequences, respectively. Tajima and Nei ( 1984) showed by simulation that this correction is robust under a number of different mutation schemes, including differences in the rates of transitions and transversions. (This value of dii is calculated from sites present in both species and ignores insertions and deletions, which also carry phylogenetic information. In view of its rather different nature, this information is perhaps better analyzed separately.)
4. To estimate synonymous substitution rates from DNA coding sequences, we consider fourfold-and twofold-degenerate sites separately. In both cases consider only codons which have the same meaning in both species. For the first case calculate the proportion of third-position differences at sites which are fourfold degenerate in both species and use the value of b in formula (6 ) to calculate the corrected number of substitutions. For the second case calculate the proportion of transitions at sites at which a transition would be synonymous and at which a transversion would be nonsynonymous in both species. Because only transitions are being counted, the appropriate value of b is
This gives estimates of the fourfold and twofold (transitional) synonymous rates, say C&O and d20, which can be combined to give the overall estimate 0.75 (ddij+dzb). This method avoids the complexity of distinguishing between pathways in other commonly used estimators [such as those of Li et al. ( 1985) and Nei and Gojobori ( 1986) ] ; the factor 0.75 is used to make the rate comparable with them.
Estimating Branch Lengths
Suppose that the pairwise distances have been calculated by the above method and that a particular unrooted tree topology with p branches has been provisionally adopted. The next problem is to estimate the branch lengths czr( r = 1, . . . , p) representing the expected number of substitutions along each branch. For a bifurcating tree, the number of branches is 2s -3, with an appropriate reduction for a multifureating tree. For example, figure 1 shows one of the three possible bifurcating trees for four species with five branches; there is also a star phylogeny with four branches. Note that only unrooted trees are considered, since no assumption about the constancy of the molecular clock will be made which would allow the tree to be rooted.
Write yii for the distance measure adopted, given by 0.75 ( dbij+dzti) for synonymous substitutions and by dij otherwise. If an appropriate correction formula has been used, then the expected value of yV should equal the sum of the a,'s over the branches in the path between species i and J'. This can be expressed in matrix form as
where y is the N X 1 column vector of the yij's, taken in the order (ylz, y13, . . . , yls, y23,. * *, y,_,,), a is the p X 1 column vector of the a,'s and X is the N X p incidence matrix of l's and O's reflecting, respectively, the presence or absence of the different branches in the paths between the different species. For example, for the tree in figure 1, To complete the model we must specify the variances and covariances of the yii's. Approximate general formulas for the variances and covariances of the do's are
Cov(4,dd = it l-pijlb& 1-pk [lbk, l . (lob) In these formulas, bti is the value of b used in calculating d,, nvk/ is the number of homologous sites available for comparison of species i, j, k, and I, p&k/ is the proportion of these sites at which both species i differs from species j and species k differs from species 1, and pt is the proportion of these sites at which species i differs from species j. (p$ may differ slightly from pii because it does not use sites which are missing or unsequenced in species k or 1.) The first term in square brackets in these formulas allows for the transformation from po to dij by the delta technique (Stuart and Ord 1987, p. 324) , while the second term calculates the variances and covariances of the pii's empirically from the data. Formula ( 10a) is well known (Kimura and Ohta 1972; Tajima and Nei 1984) , but formula ( lob) appears to be new. In the case of synonymous substitution rates, for which yg = 0.75 ( d4ij+d2ij), the variances and covariances should be calculated separately for fourfold and twofold rates and then should be summed and multiplied by 0.75 *. An alternative approximate general formula for the covariances of the do's is (Nei et al. 1985; Nei and Jin 1989; Bulmer 1989) . In this formula 6 is the distance in common to the path between species i and j and that between species k and 1; this can be expressed as where the ath row of X corresponds to dii and the bth row corresponds to dM. Since the cc,'s are unknown, their estimates must be used in formula ( 12). Formula ( 11) is derived under the assumption that bii and bk, have the common value b. When this is not the case, b may be defined as their average value. The variance, Var( d,), is obtained by setting i=k and j=l in formula ( 1 1 ), so that b=bij, 6 is the distance between species i and j, and n,& niinkl = 1 jnU. When 6 = d,, it follows from the definition in formula (4) that the two formulas for Var( do) are identical. Thus the formulas for the variance only differ to the extent that the observed distance dii differs from the estimated sum of the branch lengths between species i and j, but the covariances may differ more fundamentally. An advantage that the empirical formula ( lob) has over the theoretical formula ( 11) For the covariance, is that it is independent oftheoretical assumptions about homogeneity which may sometimes break down, as will be seen in an example later. This is counterbalanced by the fact that the theoretical formula is likely to have a smaller sampling error and, when it is valid, is to be preferred for this reason. A second advantage of the empirical formula is that it is easier to use because it does not require that the tree topology be chosen and that the branch lengths be estimated before it can be calculated.
Write Y for the square matrix of order N containing these estimated variances and covariances. The full model can be represented as y=Xa+e,
where e is the vector of sampling errors with variance-covariance matrix Y. The GLS method finds the estimates of a which minimize the weighted sum of squares
These estimates are
These estimates will be the most accurate that can be obtained from the observations y. Furthermore, the variances and covariances of these estimates can be calculated explicitly from the formula
By contrast, the OLS method minimizes the unweighted sum of squares obtained by ignoring V in formula ( 14) and thus gives estimates obtained by ignoring Y in formula ( 15). The WLS method takes Y as a diagonal matrix and thus takes into account the variances but ignores the covariances of the pairwise distances. Both OLS and WLS estimates are unbiased, but they are generally less efficient than the GLS estimates. Furthermore, both sets of estimates are linear in the observations, so that their sampling variances and covariances can be calculated from standard formulas for linear functions of random variables. [Formula ( 16 ) 
where the wik's are known weights. Then
where vii is the (ij)th element of the covariance matrix Y. In the present context the 874 Bulmer weights wik are those appropriate to OLS or WLS, but the formulas are quite general. Formula ( 18 ) embodies the formulas of Li ( 1989 ) for the variances of OLS estimates of branch lengths. It has been assumed that only one sequence is available for each species. If multiple sequences are available, the above methodology can first be used with individual sequences as units and then can be averaged over multiple sequences from the same species; formula ( 18) can be used to find the variances and covariances of these averages.
Testing Phylogenies
There are two ways of testing the adequacy of a tree topology. The first test is provided by comparing the goodness of fit between the observed and predicted pairwise distances. If we substitute the estimated branch lengths from formula ( 15) into formula ( 14)) the residual sum of squares can be expressed as ss = yv-'y -aTXTV-'y. This residual sum of squares should have an approximate x2 distribution with f = N-p degrees of freedom if the correct tree has been chosen; for a bifurcating tree, f= (s-2)( s-3)/2. It may be that this quantity is significantly too large for all trees, in which case one would conclude that the underlying model is inadequate. In particular the assumption that the expected pairwise distances are additive would be suspect because an inappropriate correction formula has been used. On the other hand, if this test is passed, so that the underlying model can be provisionally accepted, then, among those trees with nonnegative branch lengths, the residual sum of squares can be used to distinguish between those trees which are compatible with the data and those which are not.
(The x2 distribution of the residual sum of squares in formula ( 19) depends on the assumption that y is approximately multivariate normal. Note that the &'s defined in formula (4) are smooth functions of the pii's, which are asymptotically multivariate normal. It follows that the &'s are also asymptotically normal and that they tend to normality at the same rate as do the pii's (Hoeffding 1982) .)
The second test is provided by considering the internal branch lengths. Any estimated branch lehgth, $, which is significantly less than zero casts doubt on the associated topology. In a bifurcating tree, any estimated branch length which is not significantly different from zero indicates that the data cannot resolve a trifurcation (or higher multifurcation ) . After considering some examples, I shall return to the question of determining which trees are compatible with the data.
Applications
Three Species
There is only one unrooted tree with three species (Fig. 2) ; thus no problem in choosing a topology arises. The residual sum of squares is identically zero with zero degrees of freedom, since there are three parameters to be estimated from three observations; thus there is no opportunity to test the goodness of fit of the model, since it cannot fail to give a perfect fit. The only problem is to estimate the parameters and to find the variances and covariances of these estimates.
The incidence matrix is 
and so on. V, the covariance matrix of the yu's, can be calculated from formula ( 10). The covariance matrix of the estimated branch lengths [ formula ( 16)] reduces to
This result also follows immediately from formula (22). It is important in testing hypotheses about the constancy of the molecular clock (Bulmer 1989; Bulmer et al. 1991 ).
Four Species
To illustrate the methodology I shall reanalyze the data of Bulmer et. aI. (199 1) on the phylogeny of mammalian orders. Sequence data are available on 10 genes for the four orders primate, artiodactyl, rodent, and lagomorph. The pairwise synonymous substitution rates and their variances and covariances [when the empirically based formula ( 10) is used] were first calculated separately for each gene, and the rates were then averaged with weights proportional to the sizes of the genes. The results of fitting the four possible trees are shown in table 1.
The variances and covariances of the pairwise distances already mentioned are similar to those calculated from the theoretical formula ( 11). Furthermore, the covariance matrix Yis such that the OLS method and the GLS method give very similar estimates; the reason for this is the approximate star symmetry of the phylogeny. For these reasons the estimates and their standard errors in table 1, obtained by the GLS method using the empirical formula ( 10) to calculate the covariance matrix are very similar to the corresponding results of Bulmer et. al. (199 l) , obtained by the OLS method using the theoretical formula ( 11). (Another reason for minor differences in the estimates is a small difference in the method of calculating substitution rates at twofolddegenerate sites.) The main advantage of using the GLS method in this case is that it leads from formula ( 19) to the residual x2 values in the penultimate row of table 1, which can be used to test the adequacy of the model and to distinguish between phylogenies.
The best-fitting tree of either type incorporating this constraint is the star phylogeny, with x2 = 0.60. Thus all four trees are acceptable. If the true tree is dichotomous, the internal branch length must be very short. In particular, there is little support for tree 1, with rodents and lagomorphs as sister groups in the clade Glires, favored by some taxonomists on morphological evidence (Novacek et al. 1988 ). 
Residual x2 a 
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Many Species Goodman et al. ( 1989) have published the sequences of a lo-kb noncoding region for the rl-globin pseudogene locus and the surrounding region, for six primates. The best-supported bifurcating tree (see below) is shown in figure 3 . With one exception, the estimates of the branch lengths and of their standard errors are very similar, whether they are calculated by the GLS method or by the OLS method and whether the covariance matrix is calculated from the empirical formula ( 10) or from the theoretical formula ( 11) . The exception is the short internal branch between the gorilla divergence and that of human and chimp, for which estimates by four methods are shown in table 2. Three points should be noted. ( 1) The OLS and GLS estimates differ; this arises because, compared with the OLS method, the GLS method gives less weight to observations involving the more distant-and therefore less informative-monkey species. (2 ) As predicted from theory, standard errors are smaller for GLS estimates than for OLS estimates. ( 3) The estimated standard errors are smaller when calculated from the theoretical than when calculated from the empirical formula. It seems that the estimate of the standard error of this short internal branch is particularly sensitive to some difference between the covariances calculated from formulas ( 10) and ( 11). Table 3 shows some examples of the correlations calculated by the two methods. The large correlations (between two pairs of species sharing a substantial common path) are in good agreement, but pairs of species which do not share a common branch-and which therefore have zero correlation in the theoretical formula ( ll)-tend to have a small positive correlation calculated from the empirical formula ( 10). This pattern is repeated in the correlations not shown; of the 15 cases (including the five shown) predicted to have zero correlation because they do not share a common branch, every one has a small positive correlation calculated from the empirical formula ( 10) and ranging between 0.003 and 0.046 and averaging 0.027. This means that there is a slight excess of double substitutions at the same site in independent pathways. It suggests that between sites there may be variability in substitution rates, though it might be an artifact due, for example, to errors in alignment.
We now turn to discriminating between alternative trees for this data set. There are 105 bifurcating and 131 multifurcating trees with six species, for a total of 236 trees altogether. Each of these trees was fitted by the GLS method using the empirical covariance matrix. All but four of these trees had residual x2 values in excess of 50 human gorilla (with 6-9 df) and were eliminated from further consideration. The four trees remaining were the tree in figure 3 (x2 = 8.43 with 6 df), the trifurcating tree obtained from it by eliminating the internal branch between gorilla and human-chimp (x2 = 10.08 with 7 df), and the two bifurcating trees obtained from it by interchanging gorilla with human or chimp (which each had a negative estimate for the short internal branch, so that the best fit for these trees with nonnegative branches is the trifurcating tree above, with x2 = 10.08). These four trees are all acceptable. (When the tree in fig. 3 was fitted by the GLS method using the theoretical covariance matrix, x2 = 18.29 with 6 df, P < 0.01; this underlines the importance of estimating the covariances accurately.) It can be concluded that the tree in figure 1 is the best bifurcating tree but that the human/chimp/gorilla trifurcation cannot be resolved with this data set. This is also clear from the first line of table 2, showing that the relevant internal branch length is not significantly different from zero. Using the same data set but with extra information obtained by including insertions and deletions in the analysis, Williams and Goodman ( 1989 ) found significant evidence supporting the human/ chimp clade. It must be remembered that this is a gene tree and that variability between the trees obtained from different genes is to be expected when an internal branch in the species tree is very short ( Pamilo and Nei 1988 ) . Indeed, there is evidence for a chimp/gorilla clade from data on the involucrin gene (Djian and Green 1989) , while Templeton ( 1983) claims evidence for a human/gorilla clade from mitochondrial DNA restriction data. Using DNA-DNA hybridization, which estimates a species tree, Caccone and Powell ( 1989) found strong support for a human/chimp clade.
Constructing a Confidence Set
However good a method is, there is always a chance (sometimes a high chance) that the tree chosen as the best is not the true tree. It is therefore important to be able to discriminate between the set of trees which are compatible with the data and those which are not. To achieve this objective one may use either a method with known and simple statistical properties or a resampling strategy such as bootstrapping (Felsenstein 1985 (Felsenstein , 1988 Sanderson 1989 ) . The first option is explored here. The data are first reduced to a set of N = s( s-1) / 2 pairwise distances between the s species, distances which have been corrected to ensure that their expected values are additive under the true topology. A simple correction should be used, so that the variances and covariances of these distances can be estimated. Branch lengths are then fitted by the GLS method, and the residual sum of squares is calculated, which has a x2 distribution under the true topology, when approximate normality of the distances is assumed. In principle this should be done for all possible trees, but in practice it will usually be satisfactory to restrict attention to a small subset of these trees, i.e., those which appear to be plausible candidates. NOTE.-The subscript numbers denote species as follows: 1 = human; 2 = chimp; 3 = gorilla; 4 = orangutan; 5 = rhesus monkey; and 6 = spider monkey.
It may be that no tree provides a satisfactory fit to the data, which would suggest that the underlying model is at fault. It is a strength of this method that it can detect departures from the assumptions underlying it. The most likely reason would be that the correction formula has failed to ensure additivity. This can be investigated by looking for a pattern in the residuals (the differences between the observed and predicted values) under the least unsatisfactory tree. It may then be possible to adjust the correction formula to allow for any problem which is found, or the tree may be analyzed as several (possibly overlapping) subtrees if the problem arises from the failure of the correction formula with distant pairs of species. The use of the GLS method is not tied to the simple type of correction formula [ formula (4)] advocated here, provided that the variances and covariances can be estimated.
Let us now assume that at least one tree provides a satisfactory fit. Before considering how the set of compatible trees can be determined, I define some terminology. If T, and T2 are trees, T2 is said to be a contraction of Ti if it can be obtained from T, by the coalescence of one or more internal nodes; this is equivalent to equating one or more of the internal branch lengths to zero. The inverse operation may be called an expansion, so that T, is an expansion of T2 if T2 is a contraction of T1. If T1 is a bifurcating tree and if T2 can be obtained from it by the coalescence of d internal nodes, we call d the degeneracy of T2. The number of parameters (branch lengths) which must be estimated to fit T2 is p = 2s-3-d, and the residual sum of squares [formula ( 16)] has f = (s-2)(s-3)/2+d
degrees of freedom. One method for finding the set of trees compatible with the data is as follows: Fit all trees or a subset of them thought likely to contain the true tree. Delete any tree with negative branch-length estimates, since the best fit to this tree incorporating the constraint of nonnegative branch lengths is a contraction of it. Delete, as being incompatible with the data, any tree with a significant residual sum of squares. Any of the remaining trees is compatible with the data. Further, any expansion of one of these trees is compatible, since the lengths of the branches introduced during the expansion need only be infinitesimally small. Thus the general rule is to exclude all trees with negative branch-length estimates or with significant residual sums of squares; the remaining trees are augmented by all possible expansions from them. This is the set of trees compatible with the data.
For example, table 1 shows the four possible trees for four species, fitted to data on four mammalian orders. Two trees (the first and third) have a negative estimate of the internal branch length and are excluded, since the best fit to them that incorporates the constraint of nonnegativity is the star phylogeny. The remaining two trees (the second and the star phylogeny) both have nonsignificant x2 values and are judged compatible with the data. The star phylogeny can be expanded into any of the three bifurcating trees, so that finally all four trees are judged compatible with the data. Confidence intervals for the branch lengths-or a joint confidence region for all of them-can now be found under each of these trees. The most interesting feature is the internal branch's narrow confidence interval centered close to zero, showing that the true phylogeny is either a star or something which is almost equivalent.
This method of finding a set of trees compatible with the data is similar to that of Fitch and Margoliash ( 1967) , with the crucial difference that the present study's measure of departure of observation from prediction is a natural measure with a known sampling distribution, whereas other measures which have been suggested are arbitrary (Nei 1987) .
The second way of treating the data in table 1 is first to identify the second tree as the best bifurcating tree and then to test whether the internal branch length is significantly different from zero. (A two-tailed test is appropriate to discount the fact that this tree has been chosen because it has a positive internal branch.) The generalization of this to more species is to find the best bifurcating tree, say Ti , and then to consider all contractions of T1 . If T2 is a contraction of T, with degeneracy d, and if S1 and S2 are the residual sums of squares for these two trees, then (S2-S,) is a x2 variate with d degrees of freedom. If it is not significant, then T2 and all expansions of it are judged compatible with the data. This procedure is repeated for all contractions of T, and may also be repeated for all other bifurcating trees which are judged compatible on the grounds that they have nonsignificant residual sums of squares and nonnegative branch length estimates.
This methodology is computer-intensive, and it may be difficult, in particular, to invert the covariance matrix V, which is of the order s(s-1)/2, if there are more than about 10 species. In this case, an approximate method such as the following can be used: Having chosen a tree, estimate the branch lengths by the WLS method [using w, = u;' (ignoring the covariances), which is unbiased though not fully efficient]. Again ignoring the covariances, calculate the residual sum of squares, as f-5 = I2 (yij-jg2/Uij) (25) where pii is the value predicted from the estimated branch lengths. This sum of squares will not have a ~"distribution, but it can be expressed in the quadratic form
where q = E(y) and A is a matrix whose elements can be calculated. Hence its moments can be found (Searle 197 1, chap. 2.5) , and its mean and variance are E(SS) = tr(AY)
and
where tr( ) denotes the trace of a matrix. An approximate test of goodness of fit is obtained by treating kSS as a x2 variate with fdegrees of freedom, where (These values have been chosen to make kSS have the same mean and variance as does a x2 variate with fdegrees of freedom.) This procedure can be repeated for all plausible trees, whence the set of trees compatible with the data can be found by the first method described above. When a compatible bifurcating tree has been found, the second method of constructing other compatible trees from it can be adapted as follows: the standard errors on the internal branch lengths can be used to test whether they are significantly different from zero. We can also test simultaneously whether several internal branch lengths are all zero, as follows: suppose that al, a*, . . . , ad are a set of estimated branch lengths forming the vector a with variance-covariance matrix V.. Then
is the sum of squares, distributed as x2 with d degrees of freedom and testing whether they are all zero.
Discussion
The rationale underlying this approach is as follows: To judge whether a particular tree topology is consistent with an observed set of pairwise distances, it is natural to treat this topology as a null hypothesis and to estimate the branch lengths by the most efficient method, which is that of GLS. The information to be used about the adequacy of the tree is whether the estimated branch lengths are positive and whether they predict the observed distances satisfactorily. A natural measure of goodness of fit is the weighted sum of squares and cross products (formulas 3 and 19 ) , which should have a x2 distribution when the null hypothesis is true. If this statistic is not significantly large, the topology should be regarded as consistent with the observed data. This procedure can, in principle, be carried out for all topologies, thus generating a set of acceptable topologies form a confidence set for the true topology. This is the procedure specified in the previous section, with appropriate modification to take into account negative branch-length estimates.
The above argument suggests that this procedure should be efficient, at least among methods based on pairwise distances. However, it has been shown by computer simulation that the Fitch-Margoliash method has a smaller probability of recovering the correct tree than do some other methods used to reconstruct a unique tree from pairwise distances (Tateno et al. 1982; Saitou and Imanishi 1989) . This may be due, at least in part, to the use of nonoptimal weights in the Fitch-Margoliash method, compared with the GLS method; it ignores the cross-product terms and gives too much weight to small distances at the expense of large ones. It may also be due to the use of an additional criterion-i.e., that of minimal evolution-by alternative methods such as the neighbor-joining method of Saitou and Nei ( 1987 ) . Even if these methods are better at recovering the correct tree when 'a unique tree must be chosen, it is not obvious ( 1) how to use them to construct a confidence set of acceptable trees or (2) that this set would, on average, be smaller than that obtained by the GLS method advocated here. Further work is needed on these problems.
An alternative method of assessing the accuracy of an estimated tree is to use a resampling strategy such as bootstrapping ( Felsenstein 1985 ( Felsenstein , 1988 Sander-son 1989 ) . A large number of replicate data sets are generated by sampling with replacement from the original data set, nucleotide positions being regarded as independent observations, and a tree is reconstructed by a chosen method for each replicate. A onedimensional statistic characterizing a tree must also be specified. The range of variation of this statistic in the set of replicate trees is then used to construct a confidence interval for it. The advantages of bootstrapping are that any unbiased method of reconstructing a phylogeny can be used and that the sampling distribution of the statistic is calculated empirically from the data. The main difficulty in the present context is in reducing, without loss of relevant information, the multidimensional information carried by a tree to a one-dimensional statistic whose sampling distribution can be evaluated by bootstrapping.
A bootstrap confidence set for the true phylogeny, similar to the confidence set based on GLS described above, can be constructed as follows: List the different trees in the bootstrap sample, calculate their relative frequencies, and arrange them in rank order. The 95% confidence set includes as many trees, chosen in rank order, as are needed to make their cumulative relative frequency at least 0.95. This method has not been described previously. Before it is used, its properties need to be evaluated by simulation.
