Abstract-The advantages of using advanced control techniques related to physiological applications are unquestionable as it was proven in many cases in the recent times. Although, there are several challenges that practitioners need to face. For example, the lack of precise information about the internal state of the patients, i.e. the inter-and intra-patient variabilities which cause uncertainties that need to be tolerated by the applied controllers. In this study an alternative solution is presented for control of tumor growth. Uncertainties and nonlinearities are handled by the applied Linear Parameter Varying (LPV) methodology completed by Tensor Product (TP) model transformation. Linear Matrix Inequalities (LMI) based optimization are used for controller design. The lack of information about the internal state is solved by using Extended Kalman Filter (EKF) to estimate the non-measurable state variables. The developed control structure is able to enforce the controlled system to behave as a predefined reference system. We show that the control framework operates well and reaches the determined aims of the control.
I. INTRODUCTION
In this study we investigate the usability of Targeted Molecular Therapy (TMT) in case of control of tumor growth from control engineering point of view with respect to modern control techniques. TMT is an innovative treatment option for patients suffering from cancer with many advantages, e.g. the side effects are less harmful and the targeting is more specific compared to regular interventions such as chemotherapy or radiotherapy [1] , [2] . TMTs exert their effect by blocking some specific properties of the tumors.
A widely used drug type are the angiogenic inhibitors [3] , which are able to interfere with the formation of new blood vessels. From the tumor concourses' viewpoint that means they are not able to growth after a certain limit and their volume decreases due to the phenomena that after the diffusion barrier the tumor concourses need own blood vessels to get nutrients from the blood in order to supply their growing [4] . One of the applied drug is endostatin, which was taken into account in this study as well.
In our former work we have proven that the tumor growth inhibition can be formulated as a control problem and we provided optimal and nonlinear solutions for control of tumor growth [5] - [8] . In this study an alternative control approach is introduced by facilitating the LPV framework [9] , [10] , LMI optimization [11] , [12] , TP model transformation [13] - [16] and mixed EKF design [17] .
The paper is structured as follows. First, the applied tumor growth model and the developed qLPV model are introduced in Section II. The controller design steps are presented in Section III. The results are shown in Section IV, and the paper ends with the conclusions in Section V.
II. INVESTIGATED TUMOR GROWTH MODEL
In this study we have examined a modified version of the extended Hahnfeldt-model [7] , [8] , [18] which considers the dynamics of the inhibitor intake as well -described by (3) . The applied modified version of the given model appeared in [8] .
The extended Hahnfeldt-model consists of the following differential equations [7] :
The state variables are the tumor volume z 1 (t) [mm 3 ], volume of supporting vasculature z 2 (t) [mm 3 ] and the inhibitor serum level z 3 (t) [mg/kg]. The output of the model is the tumor volume z 1 (t), which is considered as measurable. The parameters applied in this study are the following: λ 1 = 0.1921 1/day, b = 5.851 1/day, d = 0.00871 1/(mm 2 day), η = 0.66 kg/(mg day) based on [18] . The λ 3 = 1.31 1/day clearence rate belongs to the assumed inhibitor (endostatin) [18] .
The model does have crucial limitations. The main ones are the feasibility and numerical stability issues which may occur when z 1 and z 2 are tending to 0 in ln
term of (1), namely, approaching the (0/0) type singularity. By introducing new -transformed -state variables in accordance with [8] , [19] , the model can be transformed into a more suitable form. Let the new state variables be the following: x 1 (t) = ln(z 1 (t)), x 2 (t) = ln(z 2 (t)), and x 3 (t) = z 3 (t). This consideration leads to the following, transformed extended Hahnfeldt-model [8] :
The z 1 and z 2 state variables are limited, i.e. the nontrivial equilibrium of the model can be calculated based on (1)-(3) beside permanent inhibitor level (z 3 (t) ≡ z 3,∞ ) in the following way [7] , [20] :
Equation (7) shows that the operating domain of the z 1 and z 2 original state variables are z 1 (t), z 2 ∈ 0, (b/d) 3/2 . We suppose, that the original state variables has a lower limit of 1 mm 3 , thus the the transformed state variables are in the domain
) . In accordance with [8] , the goal of the control can be determined as x 1 = x 2 = 0.
A. qLPV model development
The LPV models can be formulated in state-space form in the following way [9] , [21] :
S(p(t)) = A(p(t)) B(p(t)) C(p(t)) D(p(t))
.
k×m and S(p(t)) ∈ R n+k×n+m are the p(t)-dependent state, input, output, feed-forward and system matrices, respectively. x(t) ∈ R n , y(t) ∈ R k and u(t) ∈ R m are the state, output and input vectors, respectively. The
] parameter vector consists of the scheduling parameters p i (t). In accordance with the LPV theorems [9] , the p(
R hyperspace inward the R R real vector space. A quasi-LPV (qLPV) model obtains if any of the state variables are involved into the parameter vector [9] .
By encapsulating the nonlinearity causing terms from (4)-(6) into p(t) in accordance with the LPV methodology we are able to use linear controller design techniques and the resulting LPV controller is able to handle the original nonlinear system as well [9] .
We have developed an error dynamics based control oriented qLPV model [13] , [15] , [22] for control purposes. The model is able to describe the deviation between the state variables of the system to be controlled and a prescribed equilibrium or a reference system. Namely, we have introduced transformed state variables and input: Δx(t) = x(t) − x ref (t) and Δu(t) = u(t) − u ref (t) . By applying state-feedback controller, the control goal becomes to eliminate Δx(t) over time, namely, Δx(t) → 0 , t → ∞.
The transformation of the first and third states is straightforward, i.e.:
However, the transformation of the second state is not trivial.
By investigating the terms belonging together from (10), the following mathematical manipulations can be done:
−be
From (12), two scheduling variables can be selected:
and p 2 (t) = −be
. In this way, the transformed Δx 2 (t) state becomes as follows:
It should be noted that the p 1 and p 2 may cause numerical instability, when Δx 1 , Δx 2 → 0. By applying the L'Hospital's rule [23] , we get that both terms have finite final values which allow the application of them in practice without the mentioned stability issues.
The Hence, the following LPV form is obtained by considering (9), (10) and (13):
III. CONTROLLER DESIGN
A. TP Model and Controller
By applying TP model transformation a qLPV functionrepresented by S(p(t)) -can be transformed into a finite element convex polytopic TP model.
ẋ(t) y(t)
= S(p(t)) x(t) u(t)
The S ∈ R I1×I2×...×IR×(n+k)×(n+m) is the core tensor, S i1,i2,...,iR are linear time invariant (LTI) system vertices, w r (p r (t)) is the weighting vector, and w r,ir (p r (t)) (i r = 1...I R ) are the continuous convex weighting functions. By considering that ∀r, i, p r (t) : w r,ir (p r (t)) ∈ [0, 1] and ∀r, p r (t) :
w r,ir (p r (t)) = 1, the convexity can be held.
From the available convex hulls we have applied the Minimal Volume Simplex (MVS) type convex hull in this study [24] . The execution steps of the TP model transformation are available in [13] , [15] , [22] , [25] - [27] .
An LPV based general state-feedback controller can be realized as follows:
where G(p(t)) ∈ R m×n is the p-dependent controller gain matrix. By applying r(t) = 0 n×1 reference, (17) 
simplifies to u(t) = −G(p(t))x(t).
The finite element convex TP controller based on polytopic structure is the following:
The G controller gain tensor consists of the G i1,i2,...,iR feedback gain vertices (matrices). Each of them belongs to a certain S i1,i2,...,iR LTI system structure. The weighting function w r (p r (t)) is the same as in (16) . Namely, the S and G are connected via w r (p r (t)). The resulting TP controller G(p(t)) is able to handle via the state-feedback the S(p(t)) TP model and the original nonlinear system as well.
B. LMI based Controller Design
It is possible to define convex constraints as LMIs regarding the controller design related to convex TP model structures. Namely, the LMI based controller design can be done via numerical optimization of convex objective functions with respect to the developed qLPV based TP model. The obtained controller is able to keep these constraints during operation.
We have applied the Parallel Distributed Compensation (PDC) framework through which a quadratically stabilizing state-feedback type PDC controller can be designed for continuous polytopic systems by using LMI optimization. A possible solution to develop PDC type controller via LMI optimization is the design of LMI regions through pole clustering. Pole clustering allows us to determine the place of the poles of the closed system in the complex plane.
A D region in the complex plane is an LMI region if there exists an α = [α ij ] ∈ R q×q symmetric matrix and β = [β ij ] ∈ R c×q matrix such that D := {z ∈ C : f D (z) = α+βz+β z < 0} [28] . Let the D region be in the negative half-plane of the complex plane. Theẋ(t) = Ax(t) dynamical system is Dstable if all of its poles lie in the region D [28] . A is D-stable iff there exists a symmetric positive definite X > 0 matrix such that M D (A, X) := α ⊗ X + β ⊗ AX +(β ⊗ AX) < 0 where ⊗ is the Kronecker-product. The connection between f D (z) and M D (A, X) is that (1, z,z) ↔ (X, AX, XA ) [28] , [29] . In conformity with [11] , [12] , [28] , [30] it is possible to design a PDC type state feedback controller via appropriate G(p(t)) controller gains, which is able to provide the D stability and enforces the poles of the closed system to lie in the determined (negative) part of the complex plane. To facilitate this idea the closed-loop system has to be considered during the controller design: (AX), (AX) ↔ (AX + BM), (AX + BM) ), where M is a matrix variable and G can be calculated as G := MX −1 . We have considered two LMIs in order to characterize the distribution of the poles of the closed system, the so-called α stability and disk region LMIs. These are the following:
and
where α determines a boundary from which all of the poles lie leftward, while r (radius) and q (center) determine a disk in which the poles fall into. Thus, the overall shape of the D region becomes a half-disk (Fig. 1) . The G i gains are obtained after solving the feasibility-kind LMI optimization problem to which the YALMIP framework [31] and the SeDuMi 1.3 solver have been applied [32] with respect to the difference based qLPV model from (15): 
C. Final Control Structure
We have considered the original model as reference model during the controller design by assuming that it is an exactly known model from parameter and dynamics point of view. This model can be replaced by any arbitrary, but appropriate model, however.
The finalized control structure can be seen in Fig. 2 . We have applied permanent
at the end of the therapy.
Since the x 2 and x 3 state variables of the controlled system cannot be measured we applied an Extended Kalman Filter (EKF) to estimate them. The EKF was a mixed continuous/discrete EKF with T = 1 day sampling time in its measurement part [17] , [33] .
Through the control framework the controller enforces the original model to behave as the given reference model, namely, We have not considered noises and disturbances in this study in accordance with the properties of the model, i.e. d ≡ 0 and n ≡ 0. This assumption leaded the EKF to be acting as an optimal estimator [33] . Figure 3 presents the state trajectories of the original system (x(t)), the EKF (x(t)) and the reference system x ref (t), respectively. It can be seen that both of them are quite similar. The controlled system and the EKF are approaching the reference model with high accuracy. The final values for x 1 and x 2 in the case of all models are 1 mm 3 which is the lower boundary of the domain of the states as it was expected. Figure 4 shows the deviation between the state variables of the different systems. The upper subfigure is the difference between the original system and the EKF, namely, x(t)−x(t). In the closed-loop the EKF approximates the states of the original system. It can be seen that this approximation is loaded with small error in the case of x 1 and x 2 compared to the magnitudes of the states, further, this small error decays fast as well. The higher, but quickly decaying error in x 3 (t) is coming from the discretization error. The middle subfigure is the difference between the reference system and the EKF, that is x ref (t) −x(t). From the controller point of view, this is the important aspect, since this is the error signal to be considered by the controller. The same phenomena occurs as in the previous case, namely, the initial errors decay rapidly. The lower subfigure represents the difference between the reference system and the original system, namely, x ref (t) − x(t). The figure shows that the deviations are small, moreover, rapidly decay. The final Root Mean Square Error (RMSE) for all state variables are the following over the whole time domain:
• RMSE x(t)−x(t) = 
V. CONCLUSION
In this study we have presented our latest developments regrading the control of tumor growth through anti-angiogenic treatment. We have applied the extended, transformed version of well-known Hahnfeldt-model from which two internal states have been estimated by EKF.
We have developed a difference based qLPV model which has been used via the LMI based controller design. The realization was done by applying the TP model transformation to generate TP controller. The resulting TP-LPV-LMI controller is able to provide stable control action in Lyapunov sense. We have found that the developed control framework operated well and it was able to enforce the controlled model to behave as the determined reference model.
In our future work we will develop more sophisticated reference model and embed the disturbance and noise effects to examine whether the controller can tolerates them or not.
