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Abstract
This paper considers modeling and control of uncertain Macroscopic Fundamental Diagram (MFD) systems for multiple-region
networks. First, the nonlinear vehicle conservation equations based on MFD dynamics, presented in earlier publications, are
transformed to linear equations with parameter uncertainties. The parameter uncertainties include the destination decomposition
fractions, that are difﬁcult to estimate in reality. Then, the uncertain linear model is utilized to design a robust feedback controller
by an interpolation-based approach. This approach (i) guarantees robustness against all parameter uncertainties, (ii) handle control
and state constraints, and (iii) present a computationally cheap solution. The main idea is to interpolate between (i) a stabilizing
outer controller that respects the control and state constraints, and (ii) an inner robustly stable controller designed by any method.
The robust control is further challenged to deal with different relative locations of reference accumulation points on the MFD
diagrams. Numerical results for a two-region system show that the uncertain linear model can replace the nonlinear model for
modeling and control. Moreover, the robust control law is presented as implicit and explicit solutions, where in the implicit case
one linear programming (LP) problem is solved at each time instant, while in the explicit case, the control law is shown as a
piecewise afﬁne function of state. Finally, a comparison between the interpolating controller and other controllers in the literature
is carried out. The results demonstrate the performance advantages from applying the robust interpolating controller.
© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Scientiﬁc Committee of ISTTT21.
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1. Introduction
Macroscopic Fundamental Diagrams (MFDs) have been widely investigated by many researchers. Empirical and
simulation studies have provided observation and theoretical elements for the existence of well-deﬁned MFDs for
homogeneous urban networks with small variance of link densities Godfrey (1969); Daganzo (2007); Geroliminis and
Daganzo (2008); Geroliminis and Sun (2011b); Buisson and Ladier (2009); Ji et al. (2010); Mazloumian et al. (2010);
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Daganzo et al. (2011); Mahmassani et al. (1987); Olszewski et al. (1995). It is shown that the MFD can provide
a unimodal, low-scatter relationship between network vehicle density (veh/km) and network space-mean ﬂow or
outﬂow (veh/hr) for different network regions, if congestion is roughly homogeneous in the network.
These research ﬁndings encourage researchers to develop MFD-based models, that aim at (i) modeling the aggre-
gated trafﬁc ﬂow characteristics, and (ii) designing control strategies at large-scale urban networks.
With respect to the MFD modeling, vehicle conservation equations based on MFD dynamics have been developed
for one urban region networks in Daganzo (2007); Geroliminis and Daganzo (2008); Haddad and Shraiber (2014);
Keyvan-Ekbatani et al. (2012), and for heterogeneous networks partitioned into multi homogeneous urban regions
in Haddad and Geroliminis (2012); Geroliminis et al. (2013); Aboudolas and Geroliminis (2013); Hajiahmadi et al.
(2014). The main difference between these models is that in Haddad and Geroliminis (2012); Geroliminis et al. (2013);
Hajiahmadi et al. (2014) the regional accumulations in the dynamic vehicle conservation equations are decomposed
based on destinations. In Haddad et al. (2013), the urban MFD-based model is extended to a network structure which
consists of freeways and urban roads, where a simple route choice between urban and freeway routes is integrated.
Recently, in Geroliminis et al. (2014), a three dimensional MFD model is developed for mixed bi-modal urban trafﬁc,
which consists cars and buses sharing the same network infrastructure, and in Haddad (2015), boundary aggregated
queue dynamics for two regions are integrated in the MFD-based model. Modeling the dynamics of heterogeneity
with a parsimonious model has been developed in Ramezani et al. (2015).
With respect to control, different control strategies utilizing the concept of the MFD have been introduced for
urban networks. Perimeter control strategies, i.e. manipulating the transfer ﬂows at the perimeter border of the urban
region, have been introduced for single-region cities in Daganzo (2007); Keyvan-Ekbatani et al. (2012), and for multi-
region cities in Haddad and Geroliminis (2012); Geroliminis et al. (2013); Aboudolas and Geroliminis (2013). In
Haddad et al. (2013), different levels of coordination between freeways and urban roads have been proposed. Recently,
Hajiahmadi et al. (2014) have introduced a combination of perimeter control for the boundary with switching timing
plans for each region. The different timing plans of individual intersections result in different shapes of MFDs.
Moreover, route guidance strategies with the utilization of MFD have been studied in Knoop et al. (2012) for grid
networks without trafﬁc lights, and Gayah and Daganzo (2011) also studied simple routing strategies for two-bin
networks. Daganzo and Geroliminis (2008); Geroliminis and Boyacı (2012); Zhang et al. (2013) have shown that
trafﬁc-responsive signal control strategies and different signal settings can change the shape of the MFD and the
critical accumulations.
With respect to control approaches, Model Predictive Control (MPC) approach has been used to solve the optimal
control problems in Geroliminis et al. (2013); Haddad et al. (2013); Hajiahmadi et al. (2014), while a classical feed-
back control approach has been implemented in Keyvan-Ekbatani et al. (2012); Aboudolas and Geroliminis (2013).
The developed MPC solution for the different models has performed well for different levels of demand and errors
in the MFD’s shape, given that the prediction dynamic models are sufﬁciently accurate. On the other hand, the de-
signed controllers by the classical approach operate according to the feeded information without the need to predict
the near-future dynamics or demand, which might be preferable for real practical implementation. Moreover, both
works Keyvan-Ekbatani et al. (2012); Aboudolas and Geroliminis (2013) do not allow direct consideration of the
control constraints, but impose them after the design process, e.g. adjusting or ﬁne-tuning the controller gains.
Introducing robust perimeter control strategies for uncertain MFD networks is challenging. Different types of
uncertainty can be integrated in the MFD-based model parameters. E.g. heterogeneous networks might not have a
well-deﬁned MFD, especially in the decreasing part, Daganzo et al. (2011); Buisson and Ladier (2009); Geroliminis
and Sun (2011a). Partitioning such a network into homogenous regions can result in well-deﬁned shape MFD with
low scatter, as shown in Ji and Geroliminis (2012); Ji et al. (2014). Therefore, in order to deal with scattered MFD
in case of heterogeneity, one can integrate parameter uncertainties in the model to cope with such difﬁculties. Other
types of uncertainty can be also integrated in the model parameters, e.g. Ampountolas et al. (2014) have introduced
uncertainty for different trafﬁc compositions, i.e. percentages of buses, in the three dimensional MFD.
Recently in Haddad and Shraiber (2014), a robust perimeter controller is designed for an urban region with the
MFD representation including MFD uncertainty, which includes scatter of ﬂows for the same accumulation. The
designed PI-controller stabilizes the linearized system against all uncertainties. The robust control in Haddad and
Shraiber (2014) is designed based on the principles of Quantitative Feedback Theory, Houpis et al. (2006). Moreover,
the control constraint is integrated in the closed-loop control with the help of the so-called describing function. Note
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that the describing function should be carefully chosen to guarantee satisfying the control constraint. The robust
feedback control in Ampountolas et al. (2014) for the three dimensional MFD model is designed via Linear Matrix
Inequalities (LMI) optimization, but without integrating constraints.
While the desired state in the one urban region system is known in advance (given the MFD shape), for the system
with multiple urban regions the desired accumulation points are not well known. Therefore, a challenging control
question is how to regulate a network with multiple regions. Note that the accumulation references can be a priori
given set points, or other desired constant accumulation points, or accumulation trajectories which might vary with
time.
Motivated by the results in Haddad and Shraiber (2014), in this paper, we aim at designing robust constrained
control of uncertain MFD networks. With respect to modelling, we aim at reformulating the nonlinear MFD model for
multi-region MFD systems presented in Geroliminis et al. (2013); Hajiahmadi et al. (2014); Haddad and Geroliminis
(2012) to a linear model with parameter uncertainties, where the uncertainties include the destination decomposition
fractions of the regional accumulations in the dynamic equations. These fractions are difﬁcult to estimate them in real-
time process, but can be bounded by lower and upper values. With respect to control, the robust perimeter controller is
designed by implementing a novel control approach, called an interpolation-based approach, which has been recently
proposed and developed in Nguyen (2014); Nguyen et al. (2011, 2013). This approach can (i) guarantee robustness
against all parameter uncertainties, (ii) handle control and state constraints, and (iii) present a computationally cheap
solution. The main idea is to interpolate between (i) a stabilizing outer controller that respects the control and state
constraints, and (ii) an inner robustly stable controller designed by any method. The control law can be presented as
implicit and explicit solutions.
In this paper, the robust control is further challenged since the accumulation references are assumed to be any de-
sired constant accumulations within a region nearby the set points, and the designed robust controller should regulate
around it. In the case of multiple regions, it is clear that in some cases, e.g. when a network is heavily congested, the
controllers might not succeed to regulate around reference accumulation points at the uncongested part of the MFDs,
as sometimes the reference points should be changed during the control process to be set in the congested part. All
different modes are considered.
2. Plant and Control Design Models for MFD Systems
In the following, two formulations for an MFD-based model are presented. The nonlinear MFD-based model is ﬁrst
presented in Subsection 2.1, which describes the trafﬁc network dynamics for heterogeneous networks decomposed
into R homogeneous urban regions. Then, the nonlinear model is transformed to an uncertain linear MFD-based
model in Subsection 2.2, which is utilized to design the robust controller later in Section 3.
2.1. Nonlinear model for R homogeneous regions
A nonlinear MFD-based model is utilized to describe the trafﬁc network ﬂow for heterogeneous networks decom-
posed into R homogeneous regions. The nonlinear model for R homogeneous regions is based on Geroliminis et al.
(2013); Haddad and Mirkin (2015); Hajiahmadi et al. (2014).
It is assumed that there is a heterogeneous network decomposed into R homogeneous urban regions, each having
a well-deﬁned MFD. It is also assumed that qi j(t) (veh/s) is the trafﬁc ﬂow demand generated in region i with direct
destination to region j. Here i = 1, . . . ,R and j ∈ S i, where S i deﬁnes the set of the subregions, with which the
subregion i can communicate, i.e. the set of subregions that are directly reachable from subregion i. Each of S i is a
set of integers corresponding to the region’s index number. Corresponding to the trafﬁc demands, and decomposing
the vehicle trips based on their destinations, the dynamical system states (accumulations) are deﬁned as: nii(t) (veh)
is the total number of vehicles in region i with destination to inside the region; ni j(t) (veh) is the total number of
vehicles in region i with direct destination to region j; ni(t) (veh) is the accumulation or the total number of vehicles
in region i, that is ni(t) = nii(t) +
∑
j∈S i ni j(t). We further denote the MFD by Gi(ni(t)) (veh/s), which is deﬁned
as the trip completion ﬂow for region i at ni(t). The MFD for region i is described using the following expression:
Gi(ni(t)) = a3in3i (t) + a2in
2
i (t) + a1ini(t), where ali, l = 1, . . . , 3 are some coefﬁcients. The trip completion ﬂow for
region i is the sum of transfer ﬂows, i.e. trips from i with destination j, j ∈ S i, plus the internal ﬂow, i.e. trips
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from i with destination i; the transfer ﬂow from i with destination to j is calculated corresponding to the fraction
between accumulations, i.e. ni j(t)/ni(t) ·Gi(ni(t)), and the internal ﬂow from i with destination to i is also calculated
corresponding to the fraction between accumulations, i.e. nii(t)/ni(t) ·Gi(ni(t)). Note that these fractions present one
of the differences between this model and the model presented in Aboudolas and Geroliminis (2013), as the latter
does not decompose accumulations based on destinations.
The dynamic vehicle-conservation equations of the R-region MFD system are as follows:
dnii(t)
dt
= −nii(t)
ni(t)
·Gi(ni(t)) +
∑
j∈S i
n ji(t)
n j(t)
·Gj(n j(t)) · u ji(t) + qii(t) , (1)
dni j(t)
dt
= −ni j(t)
ni(t)
·Gi(ni(t)) · ui j(t) + qi j(t) , (2)
ni(t) = nii(t) +
∑
j∈S i
ni j(t) , (3)
ui j(t) + u ji(t) = 1 , (4)
where ui j(t) and u ji(t) (−), i = 1, 2, . . . ,R and j ∈ S i, denote the perimeter control inputs, which are introduced
on the border between the regions i and j, to control the transfer ﬂows between the regions. The transfer ﬂow
ni j(t)/ni(t) ·Gi(ni(t)), i = 1, 2, . . . ,R, is controlled such that only a fraction of the ﬂow actually transfers from region i
to region j, i.e. ui j(t) · ni j(t)/ni(t) · Gi(ni(t)), where 0 ≤ ui j(t) ≤ 11. The perimeter control inputs are assumed to be
coupled according to (4), see Haddad and Mirkin (2015) for more information.
2.2. Uncertain linear model for R homogeneous regions
The nonlinear MFD-based model (1)–(4) is transformed to an uncertain time varying linear model for control
design purposes.
According to (3), and summing (1) and (2), one gets
dni(t)
dt
= qii(t) +
∑
j∈S i
qi j(t) −Gi(ni(t)) ·
(nii(t)
ni(t)
+
∑
j∈S i
ni j(t)
ni(t)
· ui j(t)
)
+
∑
j∈S i
n ji(t)
n j(t)
· u ji(t) ·Gj(n j(t)) , (5)
for i = 1, 2, . . . ,R. Now we simplify the nonlinear system model in (5) by deriving a linear model with parametric
uncertainties, whereas the uncertainties should capture part of the nonlinearity dynamics. Hence, we ﬁrst deﬁne
destination decomposition parameters αii(t) and αi j(t) (−) as αii(t) = nii(t)/ni(t) and αi j(t) = ni j(t)/ni(t), where αmin ≤
αii(t) , αi j(t) ≤ αmax, and αmin, αmax are respectively a priori constant known lower and upper bounds. Introducing
these parameters is also very helpful during the control process, since estimating the number of vehicles traveling
from one region with internal or external destination is not a trivial task. Substituting the destination decomposition
parameters into (5), one gets
dni(t)
dt
= qii(t) +
∑
j∈S i
qi j(t) −Gi(ni(t)) ·
(
αii(t) +
∑
j∈S i
αi j(t) · ui j(t)
)
+
∑
j∈S i
α ji(t) · u ji(t) ·Gj(n j(t)) = Fi(t) , (6)
for i = 1, 2, . . . ,R. Note that the nonlinear vehicle conservation equations in (1) and (2) are transformed to (6) as
nonlinear equations with only R state (accumulation) variables, i.e. n1(t), n2(t), . . . , nR(t), but with uncertain decompo-
sition parameters. Now, let us denote n(t) = [n1(t), n2(t), . . . , nR(t)]T , u(t) = [u12(t), . . . , u1 j(t), . . . , uR1(t), . . . , uR j(t)]T ,
and α(t) = [αii(t), αi j(t)]. The nonlinear system model is linearized around a set-point (nˆ, uˆ), one gets the following
uncertain time-varying continuous-time system
˙Δn(t) = A(α) · Δn(t) + B(α) · Δu(t) , (7)
1 This is a physical constraint of the controller. Other lower and upper bounds can be also imposed, e.g. ui j,min ≤ ui j(t) ≤ ui j,max, where 0 < ui j,min
and ui j,max < 1.
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where Δn(t) = n(t) − nˆ, Δu = u(t) − uˆ, and
A(α) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂F1
∂n1
∂F1
∂n2
· · · ∂F1
∂nR
∂F2
∂n1
∂F2
∂n2
· · · ∂F2
∂nR
...
...
. . .
...
∂FR
∂n1
∂FR
∂n2
· · · ∂FR
∂nR
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∣∣∣∣∣∣
at the set point
∈ RR×R , B(α) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
· · · ∂F1∂u1 j | j∈S 1 · · · ∂F1∂uR j | j∈S R · · ·
· · · ∂F2
∂u1 j
| j∈S 1 · · · ∂F2∂uR j | j∈S R · · ·
· · · ... . . . ... · · ·
· · · ∂FR
∂u1 j
| j∈S 1 · · · ∂FR∂uR j | j∈S R · · ·
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∣∣∣∣∣∣
at the set point
∈ RR×∑i∈R card(S i) .
(8)
Finally, the continuous-time system in (7) is transformed to a discrete-time system, as follows:
Δn(k + 1) =
(
A(α) · T + I) · Δn(k) + B(α) · T · Δu(k) , (9)
where t = k · T , k (−) is the discrete time step counter, and T (s) is the sampling period. The discrete-time form is
needed for the interpolating control approach, which is described in the following section.
3. Robust State Feedback by Interpolating Control
In this section, we brieﬂy present the main elements and features of a novel approach, called an interpolation-
based approach, which has been recently proposed and developed in Nguyen (2014); Nguyen et al. (2011, 2013). The
reader can refer to these references for more information. The following mathematical description is based on Nguyen
(2014)[Chapters 2, 4, 5].
The problem of regulating a constrained discrete-time linear uncertain system to the origin subject to bounded
disturbances is addressed. The interpolating-based approach presents a novel and computationally cheap solution
for the regulating problem. The main idea is to interpolate between (i) a stabilizing outer controller that respects the
control and state constraints, and (ii) an inner robustly stable controller designed by any method. The presented control
law guarantees recursive feasibility and robust asymptotic stability. The control law can be presented as implicit and
explicit solutions, where in the implicit case, one linear programming (LP) problem is solved at each time instant,
while in the explicit case, the control law is shown to be a piecewise afﬁne function of state.
3.1. Problem formulation
The regulating to the origin problem is considered to the following uncertain linear discrete-time systems subject
to additive bounded disturbances,
x(k + 1) = A(k) · x(k) + B(k) · u(k) + D(k) · w(k) , (10)
where x(k) ∈ Rn, u(k) ∈ Rm, and w(k) ∈ Rd are respectively the state, the input, and the disturbance vectors, and
A(k) ∈ Rn×n, B(k) ∈ Rn×m, and D(k) ∈ Rn×d are the system matrices. A(k) and B(k) satisfy the following
A(k) =
q∑
i=1
γi(k) · Ai , (11)
B(k) =
q∑
i=1
γi(k) · Bi , (12)
q∑
i=1
γi = 1 , γi(k) ≥ 0 , (13)
where the matrices Ai and Bi are given. The state, the control, and the disturbance are subject to the following bounded
polytopic constraints
x(k) ∈ X , X = {x ∈ Rn : Fx · x ≤ gx} ,
u(k) ∈ U , U = {u ∈ Rm : Fu · u ≤ gu} , (14)
w(k) ∈ W , W = {w ∈ Rd : Fw · w ≤ gw} ,
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xv(k)
xo(k)
x(k)
Ωmax
CN
Fig. 1. Decomposition of x(k) as a convex combination of xv(k) ∈ CN and xo(k) ∈ Ωmax, where Ωmax is the maximal robustly invariant set, and CN
is the robust controlled invariant set.
where the matrices Fx, Fu, and Fw and the vectors gx, gu, and gw are assumed to be constant with gx > 0, gu > 0,
gw > 0.
3.2. Implicit control solution: interpolating control via linear programming
It is assumed that an unconstrained robust asymptotically stabilizing feedback controller
u(k) = K · x(k) (15)
is available such that the corresponding maximal robustly invariant set Ωmax ⊆ X, refer to Blanchini (1999),
Ωmax = {x ∈ Rn : Fo · x ≤ go} (16)
is non-empty. Furthermore with some given and ﬁxed integer N > 0, based on Procedure 2.3 in Nguyen (2014), the
robust controlled invariant set CN ⊆ X,
CN = {x ∈ Rn : FN · x ≤ gN} (17)
is computed such that all x ∈ CN can be steered into Ωmax in no more than N steps when suitable control is applied.
The set CN is decomposed into a set of simplices C
( j)
N , each formed by n vertices of CN and the origin. For all x ∈ CN ,
the vertex controller is
u(k) = K( j) · x(k) , x ∈ C( j)N , (18)
where K( j) robustly stabilizes the system (10), while the constraints (14) are fulﬁlled.
Any state x(k) ∈ CN can be decomposed as, see Fig. 1,
x(k) = c(k) · xv(k) + (1 − c(k)) · xo(k) , (19)
where xv(k) ∈ CN , xo(k) ∈ Ωmax, and 0 ≤ c(k) ≤ 1. Now, let us consider the following control law,
u(k) = c(k) · uv(k) + (1 − c(k)) · uo(k) , (20)
where uv(k) is the vertex control law in (18) for xv(k) and uo(k) = K · xo(k) is the control law in Ωmax.
In order for u(k) in (20) to be as close as possible to the optimal unconstrained local controller, one would like to
minimize the interpolating coefﬁcient c(k). This can be achieved by minimizing
c∗ = min
xv,xo,c
{c} (21)
subject to
FN · xv ≤ gN , (22)
Fo · xo ≤ go , (23)
c · xv + (1 − c) · xo = x , 0 ≤ c ≤ 1 . (24)
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The nonlinear optimization problem (21)–(24) is transformed to the following linear programming problem
c∗ = min
rv,c
{c} (25)
subject to
FN · rv ≤ c · gN , (26)
Fo · (x − rv) ≤ (1 − c) · go , (27)
0 ≤ c ≤ 1 , (28)
where rv = c · xv and ro = (1−c) · xo. According to Theorem 5.2 in Nguyen (2014), for the system (10) and constraints
(14), the control law in (19), (20), and (25)–(28) guarantees robustly asymptotic stability for all initial states x(0) ∈ CN .
Then, the implicit solution for interpolating control is calculated according to Algorithm 1.
Algorithm 1 Implicit interpolating control solution (taken from Nguyen (2014)[Algorithm 5.1])
1. Measure the current state x(k),
2. Solve the LP problem in (25)–(28),
3. Compute uv(k) by determining to which simplex x∗v(k) belongs and using (18),
4. Implement as input the control action (20),
5. Wait for the next time instant k := k + 1,
6. Go to step 1 and repeat.
3.3. Explicit control solution
The control law can be a priori computed off-line in an explicit form as a piecewise afﬁne state feedback over a
polyhedral partition of the state space, thus avoiding a real-time optimization. Because of the length limitation, the
theoretical and mathematical descriptions are not presented in this paper. The reader can refer to Nguyen et al. (2011)
for more detailed information.
4. Robust Constrained Perimeter Control for Two-region Networks
In this section, we implement the interpolating control theory, presented in Section 3, for two-region systems,
i.e. R = 2. The problem formulation for two regions is presented in Subsection 4.1, and the perimeter controller
is designed by implicit and explicit interpolating control in subsections 4.2 and 4.3, respectively. A few numerical
examples are also presented. The examples aim at examining the efﬁciency of the robust interpolating controller in
uncongested and congested regimes which may vary with time, e.g. because of variations in demand.
4.1. Problem formulation for two-region networks
Implementing the R-region model in (6) for two urban region systems, with R = 2, i = 1, 2, S 1 = {2}, S 2 = {1},
and given the fact that α12(t) = 1 − α11(t) and α21(t) = 1 − α22(t), see (3), one gets the following dynamic vehicle-
conservation equations:
dn1(t)
dt
= q11(t) + q12(t) + (1 − α22(t)) · u21(t) ·G2(n2(t)) − (1 − α11(t)) · u12(t) ·G1(n1(t)) − α11(t) ·G1(n1(t)) = F1 ,
(29)
dn2(t)
dt
= q21(t) + q22(t) − (1 − α22(t)) · u21(t) ·G2(n2(t)) + (1 − α11(t)) · u12(t) ·G1(n1(t)) − α22(t) ·G2(n2(t)) = F2 .
(30)
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Substituting u21(t) = 1−u12(t), see (4), in (29) and (30), and linearizing the nonlinear system model around a set-point
(nˆ1, nˆ2, uˆ12), one gets the following uncertain, time-varying, continuous-time model
( ˙Δn1(t)
˙Δn2(t)
)
= A(α11, α22) ·
(
Δn1(t)
Δn2(t)
)
+ B(α11, α22) · Δu12(t) , (31)
where Δni(t) = ni(t) − nˆi, i = 1, 2, and Δu12(t) = u12(t) − uˆ12, and
A(α11, α22) =
⎛⎜⎜⎜⎜⎝
∂F1
∂n1
∂F1
∂n2
∂F2
∂n1
∂F2
∂n2
⎞⎟⎟⎟⎟⎠
∣∣∣∣∣∣
at the set point
=
⎛⎜⎜⎜⎜⎝−
∂G1
∂n1
· (u12 · (1 − α11) + α11) ∂G2∂n2 · (1 − α22) · (1 − u12)
∂G1
∂n1
· (1 − α11) · u12 ∂G2∂n2 ·
(
u12 · (1 − α22) − 1)
⎞⎟⎟⎟⎟⎠ , (32)
B(α11, α22) =
⎛⎜⎜⎜⎜⎝
∂F1
∂u12
∂F2
∂u12
⎞⎟⎟⎟⎟⎠
∣∣∣∣∣∣
at the set point
=
(−(1 − α11) ·G1(n1) − (1 − α22) ·G2(n2)
(1 − α11) ·G1(n1) + (1 − α22) ·G2(n2)
)
. (33)
4.2. Implicit interpolating control for two-region systems
In the following, we design robust controllers by implicit interpolating control for different trafﬁc conditions.
Results of several case study examples are also presented to explore the features of the robust interpolating controllers.
4.2.1. Controller design
The ﬁrst step for designing a robust controller is to deﬁne the uncertainty polytope by determining matrices Ai
and Bi. Recall that the uncertain matrices A(k) and B(k) should satisfy (11)–(13). Matrices Ai and Bi are determined
according to (32), (33) by considering the lower and upper bounds of the uncertain decomposition parameters α11
and α22, i.e. α11,min, α11,max and α22,min, α22,max. Matrix A(k) also depends on the MFD slope values, ∂G1/∂n1 and
∂G2/∂n2, and the control input u12 at the set point, see (32), and matrix B(k) also depends on the MFD values at
the set point, G1(n1) and G2(n2), see (33). Note that the transformation from the nonlinear to the linear model in
Subsection 2.2 is given for a ﬁxed set point, and assuming that the reference accumulation and the set point coincide.
Given this fact, we also aim at relaxing ourself from deﬁning in advance a ﬁxed set-point, which the nonlinear model
is linearized around. The designed robust controller should perform well for a priori chosen set point, but it can be
chosen within value ranges. Therefore, we do not only consider the uncertainty in the decomposition parameters α11
and α22, but we also consider the uncertainty in the MFD slope and control input by considering the lower and upper
bounds of ∂G1/∂n1 and ∂G2/∂n2, and the control input u12, within the state set [n1,min, n1,max] and [n2,min, n2,max]. It is
expected that considering all these uncertainties, the uncertain linear model will capture better the nonlinearity in the
original dynamic model, resulting in improved performances.
Now, one can consider variations of the set point nˆ1 and nˆ2 for the whole range in 0 ≤ ni(t) ≤ ni,jam, i = 1, 2,
however, if we succeed to design a robust controller for the whole set, then the controller is expected to be very
conservative resulting in poor performances, especially in recurrent trafﬁc conditions. This would be correct since it
is designed to perform well - guarantying stability and robustness - for all different, also extremum, trafﬁc conditions,
by considering extremum values of matrices A and B. Therefore, in order to guarantee well performances, we have
decided to physically consider several trafﬁc modes, see also Fig. 2, and design a controller for each mode: Mode I –
both regions are regulated around set points in the uncongested regimes, i.e. i.e. 0 ≤ ni,min ≤ nˆi ≤ ni,max ≤ ncr, Mode II
– both regions are regulated around set points in the congested regimes i.e. i.e. ncr ≤ ni,min ≤ nˆi ≤ ni,max ≤ ni,jam, and
Mode III – one region is regulated around a set point in the uncongested regime, while the other region is regulated
around a set point in the congested regime.
It is clear, from transportation point of view, that our goal is to be far away from the congested regime as it is really
unstable and leads to gridlock with a little of demand variations. Although Mode II is considered as an extreme trafﬁc
condition, we believe that it should be treated since it can occur during a peak hour when the trafﬁc demands are
too high in both regions. Moreover, designing a robust controller for Mode III improves the transportation network
resiliency. Mode I is more likely to occur, and the designed controller aims, as long as they can, at keeping both
regions uncongested.
For each mode, we determine the matrices Ai and Bi corresponding to the worst case combinations of α11, α22,
∂G1/∂n1, ∂G2/∂n2, and the control input u12, within the mode’s state range known in advance [ni,min, ni,max].
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Fig. 2. Three different modes in two-region system: (a) Mode I – both regions are regulated around set points in the uncongested regimes, (b)
Mode II – both regions are regulated around set points in the congested regimes, (c) Mode III – one region is regulated around a set point in the
uncongested regime, while the other region is regulated around a set point in the congested regime.
The second step is to design by any method an inner robustly stable controller. We choose to design the inner
controller via Linear Matrix Inequalities (LMI) optimization, Scherer and Weiland (2000); Boyd et al. (1994). Given
the inner controller, the Ωmax is calculated by Procedure 2.2 in Nguyen (2014). Once Ωmax is calculated, we apply
Procedure 2.3 in Nguyen (2014) to calculate the CN , and its vertex controller law in (18). The vertex control law is
calculated by solving a simple LP problem, refer to Nguyen (2014). This ends the pre-calculations that are done before
starting the control process. During the control process, one should follow Algorithm 1 to calculate the interpolating
control inputs. Note that in step 4 of Algorithm 1, we apply the control input to the plant (reality) nonlinear model,
i.e. (1)–(4) with R = 2, i = 1, 2, S 1 = {2}, S 2 = {1}.
4.2.2. Numerical results
Three numerical examples are presented: examples 1, 2, and 3 are respectively demonstrate modes I, II, and III. The
MFD shapes for both regions, in all examples, are assumed to be the same and consistent with the MFD observed in
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Yokohama, refer to Geroliminis and Daganzo (2008). The MFDs for the urban regions are Gi(ni) = (1.4877 ·10−7n3i −
2.9815 · 10−3n2i + 15.0912ni)/3600, with ni,cr = 3400 (veh), Gi(ni,cr) = 6.3 (veh/s), and ni,jam = 10000 (veh), see also
Fig. 2. The sampling period is set as T = 15 (s) in all examples, and equals to the control sample time. Sensitivity
analysis has shown that this value presents a good balance between accuracy and computational complexity.
Mode I, where both regions are regulated around set points in the uncongested regimes, is demonstrated by ex-
ample 1. In this example, the accumulation set points are chosen to be equal to ≈ 90% of the critical accumu-
lations in both regions, i.e. nˆ1 = nˆ2 = 3000 (veh), while the control input at the set points is chosen to be
uˆ12 = 0.5. All demands are assumed to be constant and equal to 1.6 (veh/s), the admissible accumulation sets
are [n1,min, n1,max] = [n2,min, n2,max] = [1500, 3300], and the initial accumulation states are n1(t0) = 1800 (veh) and
n2(t0) = 3100 (veh). Moreover, the lower and upper bounds for the decomposition parameters α11 and α22 are chosen
as [α11,min, α11,max] = [α22,min, α22,max] = [0.3, 0.7]. The latter values are chosen according to the obtained results
by applying an MPC controller in Geroliminis et al. (2013). Recall that the designed interpolating controller should
be applied to the two-region nonlinear plant (reality), i.e. (1)–(4) with R = 2, i = 1, 2, S 1 = {2}, S 2 = {1}, which
has four accumulation states n11(t), n12(t), n21(t), and n22(t). Hence, given the upper and lower bounds for the de-
composition parameters, the initial accumulation states are chosen as: n11(0) = 0.3 · n1(0), n12(0) = 0.7 · n1(0),
n21(0) = 0.3 · n2(0), n22(0) = 0.7 · n2(0). Note that given the control input uˆ12 = 0.5, demands 1.6 (veh/s), and
nˆ1 = nˆ2 = 3000 (veh), the ﬁnal accumulation states at steady-state according to the two-region nonlinear dynamics,
i.e. dn11/dt = dn12/dt = dn21/dt = dn22/dt = 0, are equal to n11,ss = 0.5 · nˆ1, n12,ss = 0.5 · nˆ1, n21,ss = 0.5 · nˆ2,
n22,ss = 0.5 · nˆ2, where all decomposition parameters at steady-state are equal to 0.5.
The obtained results for example 1 from applying the implicit interpolating controller to the nonlinear two-region
plant are shown in Fig. 3. Ωmax and CN are respectively shown in turquoise and red colours in Fig. 3(a). Note
that in this example, CN covers the whole accumulation admissible set. This means that the interpolating control
guarantees stability for all initial admissible accumulations. The accumulation trajectory over the accumulation space
(n1(t), n2(t)) is also shown in blue colour in Fig. 3(a), while the accumulation trajectories over time are presented in
Fig. 3(b). The accumulation results show that the initial accumulation (n1(0), n2(0)) = (1800, 3100) asymptotically
converges to the set-point (nˆ1, nˆ2) = (3000, 3000). It is also shown that in the beginning of the control process, the
accumulation of region 1 is increasing towards the set point, while the accumulation of region 2 is decreasing to
a level which is much lower than its set point, as it reaches ≈ 2500 (veh). Afterwards, the accumulations in both
regions are increasing towards their set points. The control input u12(t) and the interpolating coefﬁcient c∗ over time
are respectively presented in Figs. 3(c) and 3(d). The results show that while the trajectory moves in CN , the control
input is set at its lower bound, and once it enters Ωmax at t ≈ 190 (s), the control input is increasing until reaching its
value at the set point. The four state accumulations over time are shown in Figs. 3(e) and 3(f), and the decomposition
parameters for region 1 are shown in Fig. 3(g) and for region 2 in Fig. 3(h). It is shown that the parameters change
within their bounds and converge to 0.5 as expected. Fig. 4 shows the results for example 1 for other values of control
input and demands at the set points. The demands are chosen as q11 = 0.96, q12 = 2.21, q21 = 1.53, q22 = 0.29,
and uˆ12 = 0.6. Given these values, the ﬁnal accumulation states at steady-state according to the two-region nonlinear
dynamics are equal to n11,ss = 0.4 · nˆ1, n12,ss = 0.6 · nˆ1, n21,ss = 0.6 · nˆ2, n22,ss = 0.4 · nˆ2. The results in Figs. 4(g) and
4(h) show that the decomposition parameters α11, α12, α21, and α22 respectively converge to 0.4, 0.6, 0.6, and 0.4 as
expected.
Example 2 demonstrates Mode II, where both regions are regulated around set points in the congested regimes.
In this example, the accumulation set points are chosen to be equal to ≈ 110% of the critical accumulations in both
regions, i.e. nˆ1 = nˆ2 = 4000 (veh). The control input at the set points is chosen to be uˆ12 = 0.5. All demands are as-
sumed to be constant and equal to 1.54 (veh/s), the admissible accumulation sets are [n1,min, n1,max] = [n2,min, n2,max] =
[3600, 6000], and the initial accumulation states are n1(t0) = 4300 (veh) and n2(t0) = 3700 (veh). Unlike exam-
ple 1, in example 2 the lower and upper bounds for the decomposition parameters α11 and α22 are set to be equal
to [α11,min, α11,max] = [α22,min, α22,max] = [0.1, 0.9], instead of [0.3, 0.7]. The latter values are chosen to examine the
robustness of the interpolating controller against extremum conditions. The initial accumulation states are chosen as:
n11(0) = 0.1 · n1(0), n12(0) = 0.9 · n1(0), n21(0) = 0.1 · n2(0), n22(0) = 0.9 · n2(0). Note that given the control input and
demands, the ﬁnal accumulation states at steady-state are equal to n11,ss = 0.5 · nˆ1, n12,ss = 0.5 · nˆ1, n21,ss = 0.5 · nˆ2,
n22,ss = 0.5 · nˆ2, where all decomposition parameters at steady-state are equal to 0.5.
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Fig. 3. Example 1 demonstrates Mode I, where both regions are regulated around set points in the uncongested regimes: (a) maximal and controlled
invariant sets and an accumulation trajectory corresponding to the interpolating controller; (b) accumulation (state) trajectories as a function of time;
(c) control inputs for the interpolating controller as a function of time; (d) interpolating coefﬁcient as a function of time; four state accumulations
over time in (e) and (f); decomposition parameters for region 1 in (g) and for region 2 in (h).
The obtained results for example 2 from applying the implicit interpolating controller to the nonlinear two-region
plant are shown in Fig. 5. Ωmax and CN are respectively shown in turquoise and red colours in Fig. 5(a). Note
that in this example, CN covers part of the accumulation admissible set. This means that the interpolating control
does not guarantee stability for all initial admissible set outside the CN region. The accumulation trajectory over the
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Fig. 4. Example 1 with different values of control input and demands at set-points: (a) maximal and controlled invariant sets and an accumula-
tion trajectory corresponding to the interpolating controller; (b) accumulation (state) trajectories as a function of time; (c) control inputs for the
interpolating controller as a function of time; (d) interpolating coefﬁcient as a function of time; four state accumulations over time in (e) and (f);
decomposition parameters for region 1 in (g) and for region 2 in (h).
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accumulation space (n1(t), n2(t)) is also shown in blue colour in Fig. 5(a), while the accumulation trajectories over time
are presented in Fig. 5(b). The accumulation results show that the initial accumulation (n1(0), n2(0)) = (4300, 3700)
converges very fast to the set-point (nˆ1, nˆ2) = (4000, 4000). The control input u12(t) and the interpolating coefﬁcient
c∗ over time are respectively presented in Figs. 5(c) and 5(d). The results show that while the trajectory moves in
CN , the control input is set to its upper bound, and once it enters Ωmax at t ≈ 90 (s), the control input is decreasing
until reaching its value at the set point. The four state accumulations over time are shown in Figs. 5(e) and 5(f), and
the decomposition parameters for region 1 are shown in Fig. 5(g) and for region 2 in Fig. 5(h). It is shown that the
parameters change within their bounds.
In Example 3, we aim at designing interpolating controller for Mode III, where one of the region is regulated
around a set point in the uncongested regime, while the other region is regulated around a set point in the con-
gested regime. The accumulation set points are chosen to be equal to nˆ1 = 3000 (veh) and nˆ2 = 4000 (veh). The
control input at the set points is chosen to be uˆ12 = 0.5. The demands are assumed to be constant and equal to
[q11, q12, q21, q22] = [1.58, 1.56, 1.54, 1.52], the admissible accumulation sets are [n1,min, n1,max] = [1500, 3300] and
[n2,min, n2,max] = [3600, 5000], and the initial accumulation states are n1(0) = 2500 (veh) and n2(0) = 4300 (veh). Sim-
ilar to example 1, in example 3 the lower and upper bounds for the decomposition parameters α11 and α22 are chosen
as [α11,min, α11,max] = [α22,min, α22,max] = [0.3, 0.7]. The initial accumulation states are chosen as: n11(0) = 0.3 · n1(0),
n12(0) = 0.7 · n1(0), n21(0) = 0.3 · n2(0), n22(0) = 0.7 · n2(0). Note that given the control input and demands, all
decomposition parameters at steady-state are equal to 0.5.
Towards designing an interpolating controller for Mode III, one has ﬁrst to design the unconstrained robustly
asymptotically stabilizing feedback controller (the inner controller) to compute the maximal invariant setΩmax. It turns
out that with the above input data, we could not ﬁnd an inner state feedback controller for all different uncertainties. In
other words, we could not design a ﬁxed controller that can guarantee closed-loop stability against all uncertainty, as
the LMI optimization result was infeasible. This is a very interesting ﬁnding, and our understanding and explanation
for that are as follows. Mode III has opposite signs of MFD slopes, i.e. the MFD slope in region 1 is positive
∂G1/∂n1 > 0, while the MFD slope in region 2 is negative ∂G1/∂n1 < 0. The MFD slopes with opposite signs
determine matrix A(k), see (32), that deﬁnes a problematic uncertainty polytope such that we could not design a ﬁxed
controller. Different solutions are proposed to ﬁnd an inner controller. One option is to try to design the controller by
other methods, e.g. Quantitative Feedback Theory, Houpis et al. (2006), or to design a nonlinear controller instead
of a linear controller, e.g. a switching controller. Recall that the interpolating control is very ﬂexible, as it requests
any inner robustly stable controller. Moreover, relaxing the coupling control constraint in (4) might be another option.
This makes the perimeter control more ﬂexible, and it might help in designing one ﬁxed controller that can guarantee
stability and robustness. This is a future research direction.
Although we could not design an inner robustly stable controller by an LMI optimization, we have implemented
an interpolating controller by applying the inner controller designed for Mode 1 in example 1. Clearly, stability and
robustness are not guaranteed, as it is also shown in Figs. 6(a) and 6(b). The initial accumulation (n1(0), n2(0)) =
(2500, 4300) does not converge to the set-point (nˆ1, nˆ2) = (3000, 4000). The control input u12(t) and the interpolating
coefﬁcient c∗ over time are respectively presented in Figs. 6(c) and 6(d). The four state accumulations over time are
shown in Figs. 6(e) and 6(f), and the decomposition parameters for region 1 are shown in Fig. 6(g) and for region 2 in
Fig. 6(h).
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Fig. 5. Example 2 demonstrates Mode II, where both regions are regulated around set points in the congested regimes: (a) maximal and controlled
invariant sets and an accumulation trajectory corresponding to the interpolating controller; (b) accumulation (state) trajectories as a function of time;
(c) control inputs for the interpolating controller as a function of time; (d) interpolating coefﬁcient as a function of time; four state accumulations
over time in (e) and (f); decomposition parameters for region 1 in (g) and for region 2 in (h).
4.3. Explicit interpolating control for two-region systems
The results for the explicit interpolation control for Mode I are presented by example 1 in Fig. 7. The state-space
is partitioned into 5 regions as shown in Fig. 7(a), while the control input is presented as a piecewise afﬁne function
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Fig. 6. Example 3 demonstrates Mode III, where one of the regions is regulated around a set point in the congested regime, while the other region is
regulated around a set point in the uncongested regime: (a) maximal and controlled invariant sets and an accumulation trajectory corresponding to
the interpolating controller; (b) accumulation (state) trajectories as a function of time; (c) control inputs for the interpolating controller as a function
of time; (d) interpolating coefﬁcient as a function of time; four state accumulations over time in (e) and (f); decomposition parameters for region 1
in (g) and for region 2 in (h).
(PWA) of the state in Fig. 7(b). The accumulation trajectory corresponding to the explicit interpolating control is also
shown in blue colour in Fig. 7(a). Moreover, the control law over the state space partitions is as follows:
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Fig. 7. Explicit solution for example 1: (a) state-space partitioned into 5 regions and an accumulation trajectory (in blue colour), and (b) control
input value as a piecewise afﬁne (PWA) function of the state.
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4.4. Comparison with other controllers in the literature
In the following, the performances of the interpolating controller are further examined in example 1. Comparison is
carried out between the results obtained from applying the (implicit and explicit) interpolating controller and another
two controllers: robust LMI and nominal MPC controllers. We have chosen to compare the interpolating control
approach with the LMI and MPC approaches, since the latter have been recently implemented to solve perimeter
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Fig. 8. Comparison between implicit and explicit interpolating controllers, MPC controller, and LMI controller: (a) accumulation trajectories, and
(b) control inputs as a function of time.
control problems based on MFD modeling, e.g. see the robust LMI controller in Ampountolas et al. (2014), and the
MPC controller in Geroliminis et al. (2013).
Similar to Ampountolas et al. (2014), in this paper, the LMI controller is a state feedback controller which is
designed via LMI optimization without considering state or control constraints. We actually utilize the same LMI
controller, which has been already designed in Subsection 4.2 for the internal controller of the interpolating control.
However, in this comparison subsection, we simply apply the controller not only in Ωmax, but both in Ωmax and CN
state-space regions. The other controller is the MPC controller, which is designed for the linear plant in (31) with
nominal ﬁxed A and B matrices. The prediction horizon is set to be equal to 4, and a linear cost function is utilized
to solve the regulation problem. The designed MPC controller guarantees stability and satisﬁes the control and state
constraints, i.e. 0 ≤ u12(t) ≤ 1 and ni,min ≤ ni ≤ ni,max, i = 1, 2. The reader can refer to Mayne et al. (2000) for more
information about designing MPC controller for the regulation problem.
The accumulation and the control input results for the implicit and explicit interpolating, LMI, and MPC controllers
are shown in Fig. 8. The ﬁgure shows similar accumulation and control inputs over time for implicit and explicit
interpolating controllers, as expected. However, there are differences in the computational complexity. In the implicit
interpolating controller, a linear optimization problem is solved at each time step to obtain the optimal interpolating
coefﬁcient, see (25)–(28), while in the explicit interpolating controller only a search is carried out over all polytope
regions to ﬁnd the region to which the current accumulation belongs. The computation time are compared between
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implicit and explicit interpolating controllers. The average computation time for the implicit interpolating controller
is 14.2 seconds2, while it is only t = 6.84 seconds for the explicit interpolating controller.
The LMI controller is a conservative controller, since it does not consider any state or control constraints. Hence,
the admissible region around the set points for guaranteeing stability is usually very small. This can be easily seen by
comparing between the Ωmax and CN areas, as shown respectively in turquoise and red in Fig. 3(a). The Ωmax region,
which is constructed corresponding the LMI controller, is very small if it is compared with the CN region. Now, in
order to demonstrate one of the drawbacks from applying the LMI controller, we apply the same LMI controller in
Ωmax, i.e. the inner controller, to both Ωmax and CN regions. This demonstrates the negative effect from applying an
LMI controller for an initial point which is not very close to the set points.
Comparing the accumulation results in Fig.8(a), one might conclude that the performance of the LMI controller
is similar to the interpolating controllers as the trajectories coincide with time. However, the control input results
in Fig. 8(b) show that the control constraint is violated. This is true since the LMI controller was a priori designed
without consideration of control or state constraints, which might hold in a relative close region around the set points.
Comparing between the performances of the MPC controller and the other controllers, the results show that the
MPC controller performs poorly as it results in large overshoots in the accumulations, i.e. ≈ 3300 and ≈ 1800 (veh)
in regions 1 and 2. On the other hand, in this speciﬁc example, the accumulation of the MPC converges a little bit
faster than the interpolating controllers. This is correct, since theoretically there is no guarantee that the interpolat-
ing controller converges faster than MPC. However, it is an evident that the computational complexity of the MPC
controller is more complicated than the interpolating controllers for both implicit and explicit solutions. Comparing
implicit solutions, the implicit solution of the MPC controller solves an optimization problem for a prediction horizon
at each time step, while the implicit solution of the interpolating controller solves an LP problem for the next step
only. Comparing explicit solutions, the explicit solution of the MPC results is a much higher number of regions, 30
regions, while the explicit solution of the interpolating controller results in only 5 regions. Note that as the prediction
horizon increases the complexity and the number of regions increase.
5. Discussion
The nonlinear vehicle-conservation model for multi-region MFD systems has been transformed into an uncertain
linear model. The parameter uncertainties include the destination decomposition fractions of the regional accumu-
lations in the dynamic equations. The results show that the derived linear model with parameter uncertainties can
replace the original nonlinear model for modeling the trafﬁc dynamics and for designing robust perimeter controllers.
Introducing parameter uncertainties enables us, on one hand, to simplify the trafﬁc modelling as the number of accu-
mulation states is decreased, e.g. in the two-region system the accumulation states n11(t), n12(t), n21(t), and n22(t) are
decreased to n1(t) and n2(t), but on the other hand handling parameter uncertainties in control process is not a trivial
task. Nevertheless, the mathematical model simpliﬁcation is very important from a transportation point of view, since
estimating the regional accumulations is much easier than estimating their destination decompositions. It should be
stressed that the nonlinear model can be also transformed to a linear model without uncertainty, however, the number
of the state variables would not decrease, refer to Haddad and Mirkin (2015).
The interpolation-based approach has been implemented to design robust perimeter controllers for the formulated
regulation control problem. The interpolating controller can (i) guarantee robustness against all parameter uncertain-
ties, (ii) handle control and state constraints, and (iii) it presents a computationally cheap solution. The comparison
results in this paper have demonstrated these three advantages of the interpolating approach compared with other
approaches reported in the literature: robust LMI and nominal MPC controllers.
Note that one can improve the LMI state feedback controller proposed in this paper for comparison. The designed
LMI controller does not integrate control and state constraints, where another LMI controller can be designed taken
into account the control and state constraints. This is an ongoing research direction. Nevertheless, the interpolating
control is still expected to perform better than an LMI controller with integrated constraints, since the LMI optimiza-
2 These CPU times were obtained adopting the function linprog of Matlab 7.14.0.739 (R2012a), on a MacBook Pro with a 2.6GHz Intel Core i7
processor and 8Gb RAM.
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tion technique is very conservative, where the constraints are considered as ellipsoidal shapes, while in interpolating
control they are considered as polytopes that have larger admissible sets. For more theoretical information, the reader
can refer to Boyd et al. (1994); Scherer and Weiland (2000). Recall that the designed LMI controller has violated the
control constraint, as shown in Fig. 8(b). Note that one can elegantly deal with this constraint violation by truncating
the control input to its bounds once they are violated. However, truncating the control input might not guarantee
stability and robustness in the regulating problem.
The results have shown that the interpolation control performs better than the designed nominal MPC. However,
note that unlike MPC, the interpolating control approach does not integrate an optimization criterion. The interpo-
lating control is dedicated for the regulating problem without a cost function. Conceptually, this is the reason that
interpolating control is faster in calculations than MPC. Moreover, it should be stressed that instead of designing
MPC controller for a nominal plant, a robust MPC controller can also be tested for our problem. The robust MPC
should handle not only control and state constraints, but also parameter uncertainties. However, most reported robust
MPC in the literature, see e.g. Kothare et al. (1996); Langson et al. (2004), present great conservatives and on-line
computational burden. Recall that the interpolating control solves online an LP problem in the implicit solution, and
takes less time in the explicit solution.
We further add the following comments related to the interpolating control approach. The interpolating approach
computes the robust controlled invariant set CN , such that all x ∈ CN can be steered into Ωmax in no more than N steps
when suitable control is applied. The CN state region provides useful information for transportation engineers about
stable and unstable regions and the ability of controlling the network for current trafﬁc conditions. The latter issue
has been intensively investigated in Haddad and Geroliminis (2012) by introducing the region of attraction in MFD
systems. Indeed, both the CN and the region of attraction present similar regions, where the main difference is that the
CN is systematically computed for uncertain linear model, while the region of attraction in Haddad and Geroliminis
(2012) was computed for nonlinear model without parameter uncertainty, where an algorithm has been presented to
to derive the boundaries of the stable and unstable regions. Further research is needed to compare between the CN
and the region of attraction. Finally, it is worth to mention that computing CN in interpolating control might be time
consuming, however, this should not be an issue since CN is pre-calculated one time and ofﬂine.
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