The Connected Vertex Cover problem is to decide if a graph G has a vertex cover of size at most k that induces a connected subgraph of G. A graph is H-free if it does not contain H as an induced subgraph. We prove that Connected Vertex Cover is polynomial-time solvable for (sP1 + P5)-free graphs for all s ≥ 0.
Introduction
A subset S of vertices of a graph G is a vertex cover of G if every edge of G has at least one end-point in S, and S is an an independent set if no two vertices in S are adjacent. These notions lead to two classical graph problems (which are both NP-complete).
The Vertex Cover problem is to decide if a given graph G has a vertex cover of size at most k for some given integer k. The Independent Set problem is to decide if a given graph G has an independent set of size at least ℓ for some given integer ℓ. A set S of at least k vertices of a graph G on n vertices is a vertex cover of G if and only if V G \ S is an independent set of G (of size at most n − k). Hence Vertex Cover and Independent Set are polynomially equivalent.
A vertex cover of a graph G is connected if it induces a connected subgraph of G. In our paper we focus on the corresponding decision problem.
Connected Vertex Cover
Instance: a graph G and an integer k. Question: does G have a connected vertex cover S with |S| ≤ k?
In 1977, Garey and Johnson [16] proved that Connected Vertex Cover is NPcomplete even for planar graphs of maximum degree 4. More recently, Priyadarsini and Hemalatha [33] and Fernau and Manlove [14] strengthened this result to 2-connected planar graphs of maximum degree 4 and planar bipartite graphs of maximum degree 4, respectively. Wanatabe, Kajita, and Onaga [37] proved that Connected Vertex Cover is NP-complete even for 3-connected graphs, and in 2017, Munaro [31] proved the same for line graphs of planar cubic bipartite graphs and for planar bipartite graphs of arbitrarily large girth. We now turn to tractable cases. Ueno, Kajitani, and Gotoh [36] proved that Connected Vertex Cover is polynomial-time solvable for graphs of maximum degree at most 3 and for trees. Escoffier, Gourvès, and Monnot [13] extended the latter result to chordal graphs. As Vertex Cover is also polynomial-time solvable for chordal graphs [17] , the same authors proposed a general study on the complexity of Connected Vertex Cover on graph classes for which Vertex Cover is polynomialtime solvable. This is also the research question of our paper:
Our method is based on an analysis of the structure of dominating sets in (sP 1 + P 5 )free graphs using a characterization of P 5 -free graphs due to Bacsó and Tuza [1] . This enables us to translate the problem into a problem in which we try to extend a partial vertex cover into a full connected vertex cover. We solve this extension variant of Connected Vertex Cover by using Theorem 1 (applied to the smaller class of (sP 1 + P 5 )-free graphs). We show how to do this in Section 3 and then show how to use this result to prove Theorem 2 in Section 4.
We note that for Connected Vertex Cover one cannot extend results on Hfree graphs to results on (sP 1 + H)-free graphs in a straightforward way (certainly one cannot use the technique for Vertex Cover described before Theorem 1). Hence a non-trivial amount of additional work is required to deal with the s forbidden isolated vertices in Theorem 2. Generally speaking, there exist problems whose complexity jumps from polynomial-time solvable on P r -free graphs to NP-complete on (P 1 + P r )free graphs. To give an example, Colouring is polynomial-time solvable for P 4 -free graphs but is NP-complete for (P 1 + P 4 )-free graphs [27] . To give another example, a clique transversal of a graph G is a set S ⊆ V G such that S contains a vertex of each maximal clique of G (note that a vertex cover can be viewed as a transversal which contains a vertex of each 2-vertex clique). It is known that computing a smallest clique transversal can be done in polynomial time for comparability graphs [2] and thus for P 4 -free graphs, but is NP-hard for cobipartite graphs [20] and thus for (P 1 + P 4 )-free graphs. Due to these examples, Theorem 2 is somewhat unexpected.
The class of P 5 -free graphs has also been studied for other problems than Vertex Cover and Connected Vertex Cover. Hoàng et al. [25] proved that k-Colouring is polynomial-time solvable for P 5 -free graphs for every k ≥ 1. This result was possible to extend to (sP 1 + P 5 )-free graphs for any s ≥ 0, as shown by Couturier et al. [11] . Golovach and Heggernes [18] gave a fixed-parameter tractable algorithm for Choosability on P 5 -free graphs when parameterized by the size of the lists of admissible colours. Recently, Bonamy et al. [5] proved that the problems Independent Feedback Vertex Set and Independent Odd Cycle Transversal are polynomialtime solvable for P 5 -free graphs.
Relation to Contractibility Problems. A connected graph G on n vertices has a connected vertex cover of size k if and only if G contains the star K 1,n−k on n − k + 1 vertices as a contraction. 1 Hence the optimization version of Connected Vertex Cover is equivalent to the problem of computing the size of a largest star K 1,ℓ to which a connected graph G can be contracted.
Due to the above relationship, Connected Vertex Cover is related to a number of similar contractibility problems involving elementary graph classes. For instance, the cyclicity of a graph is the size of a largest cycle to which a given graph can be contracted. Cyclicity was introduced by Blum [4] under the name co-circularity. Hammack [21] introduced its current name and proved that the problem of determining the cyclicity is NP-hard [22] . Later it was shown that the problem stays NP-hard for claw-free graphs [15] and bipartite graphs [12] .
To give another example, the contraction analogue of Longest Path and Longest Induced Path is called Longest Path Contractibility [26] . This problem is to determine the length of a longest path to which a graph can be contracted. It is known to be NP-hard [6] even for line graphs [15] , bipartite graphs [24] and P 6 -free graphs [26] , but polynomial-time solvable for chordal graphs [24] and P 5 -free graphs [26] (in particular note the complexity jump for P r -free graphs from r = 5 to r = 6).
Preliminaries
We consider only finite, undirected graphs without multiple edges or self-loops. Let G = (V, E) be a graph. For a set S ⊆ V , the graph G[S] denotes the subgraph of G induced by S, and we say that S is connected if G[S] is connected. We write G − S = G[V \ S], and if S = {u} we may simply write G − u. For a vertex u ∈ V , we write N G (u) = {v | uv ∈ E} to denote the neighbourhood of u. For a set S ⊆ V , 1 If G has a connected vertex cover S of size k, then contracting every edge between vertices in S modifies G into K 1,n−k . If G contains K 1,n−k as a contraction, then VG can be partitioned into sets A, B1, . . . , B n−k that each induce a connected graph such that there exists at least one edge between a vertex from A and a vertex from Bi for i = 1, . . . , n − k and no edges between two vertices from different B-sets. If |Bi| ≥ 2, then we move every vertex that is adjacent to a vertex of A to A until we have only one vertex in Bi left. This gives us a connected vertex cover of size k.
The contraction of an edge uv ∈ E is the operation that replaces u and v by a new vertex that is made adjacent to precisely those vertices that were adjacent to u or v in G (without introducing self-loops or multiple edges). Let H be a graph. Then a graph G is H-free if it does not contain an induced subgraph isomorphic to H. The disjoint union G + H of two vertex-disjoint graphs G and H is the graph (V G ∪ V H , E G ∪ E H ). The disjoint union of r copies of a graph G is denoted by rG. A linear forest is the disjoint union of one or more paths.
The graph P r denotes the path on r vertices. We will use the following result due to Bacsó and Tuza [1] as a lemma in our proof. It is not difficult to compute the set D in polynomial time via a step-by-step vertex approach; this also follows from a more general result of Camby and Schaudt [8] for P r -free graphs (r ≥ 1).
Lemma 1 ([1]
). Every connected P 5 -free graph G has a dominating set D, computable in O(n 3 ) time, that either induces a P 3 or a complete graph.
An Auxiliary Problem
In this section we prove that a variant of Connected Vertex Cover can be solved in polynomial time for (sP 1 + P 5 )-free graphs for every integer s ≥ 0. We start with the following lemma. Lemma 2. Let s ≥ 0 and let G be a connected (sP 1 + P 5 )-free graph. Then G has a connected dominating set D that is either a clique or has size at most 2s 2 + s + 2. Moreover, D can be found in O(n 2s 2 +s+4 ) time.
Proof. If G is P 5 -free, then we apply Lemma 1. Otherwise, as G is (sP 1 +P 5 )-free, there exists an integer 0 ≤ r ≤ s−1 such that G contains an induced subgraph H isomorphic to rP 1 + P 5 . Let V H = {a 1 , . . . , a r , b 1 , . . . , b 5 } such that the b-vertices induce a P 5 in that order. We choose r to be maximum so G contains no induced (r + 1)P 1 + P 5 . Hence, V H dominates G. As G is (sP 1 + P 5 )-free, G is P 5+2s -free. Hence, for each a i , there exists a path of at most 5 + 2s − 1 vertices that connects a i to b 1 . Let H * be the graph that contains H and all these a i − b 1 -paths. Then we choose D = V H * . As V H dominates G, we find that D ⊇ V H also dominates G. Moreover, D has size at most r(5 + 2s − 2) + 5 ≤ 2s 2 + s + 2 vertices. We can find D by considering, if needed, every set of at most 2s 2 + s + 2 vertices in G and checking if such a set is dominating. This bruce force procedure takes O(n 2s 2 +s+4 ) time in total. ⊓ ⊔
It is readily seen that edge contractions do not destroy connectivity or (sP 1 + P 5 )freeness.
Lemma 3. Let G be a connected (sP 1 + P 5 )-free graph for some s ≥ 0. The graph obtained from G after contracting an edge is also connected and (sP 1 + P 5 )-free.
To prove Theorem 2 we will solve a polynomial number of instances of a variant of Connected Vertex Cover, which we show can be solved in polynomial time for (sP 1 + P 5 )-free graphs for every s ≥ 0. This variant is defined as follows. We first describe its input. Let G be a connected graph, let J ⊆ V G be a subset of the vertex set of G and let y be a vertex of J. We call the triple (G, J, y) cover-complete if it has the following properties:
(A) J is an independent set; (B) y is adjacent to every vertex of G − J; (C) the neighbours of each vertex in J \ {y} form an independent set in G − J.
We now describe the problem.
Connected Vertex Cover Completion
Instance: a cover-complete triple (G, J, y). Goal: find a smallest connected vertex cover S of G such that J ⊆ S.
We will show how to solve Connected Vertex Cover Completion in polynomial time for (sP 1 + P 5 )-free graphs for any s ≥ 0. In order to do this we first prove a number of lemmas. Let (G, J, y) be a cover-complete triple, where G is a connected (
means that the vertices of J w ∪ {w} are merged into a single vertex which we denote by y w . We say that we have set-contracted G into G ′ via w and that we contracted J w ∪ {w} into y w . We will now prove a crucial lemma.
, and let G ′ be the graph obtained from G after set-contracting via w. Let J ′ = (J \J w )∪{y w } and y ′ = y w . Then the following holds:
Proof. We will prove 1-3 separately.
1. By Lemma 3, G ′ is connected and (sP 1 + P 5 )-free. This proves 1.
2.
We will prove (A)-(C) for (G ′ , J ′ , y ′ ). Before we do this we first observe the following. As (B) holds for (G, J, y), we find that y ∈ J is adjacent to w in G. Hence y belongs to J w and thus to J w ∪ {w}, which is contracted to the single vertex y ′ in G ′ . Hence, y is not in G ′ and its role has been taken over by y ′ , as we show below. We first prove (A). As J is an independent set in G, we find that J \ J w is an independent set in G ′ . For contradiction, suppose that y ′ is adjacent to a vertex in J \ J w . Then there is an edge between a vertex of J \ J w and a vertex of J w ∪ {w} in G. However, this not possible as J is independent in G, and thus every edge in
We now prove (B). Recall that y belongs to J w ∪ {w}, which is contracted to y ′ in G ′ . Hence, as y is adjacent to every vertex of G − J in G, we find that y ′ is adjacent to every vertex of G ′ − J ′ . This proves (B).
Finally we prove (C). Let x ∈ J ′ \ {y ′ }. Then x is not adjacent to y ′ , as we showed above that J ′ is an independent set in G ′ . Then N G ′ (x) = N G (x) is an independent set, as (C) holds for (G, J, y). This proves (C) and 2. ⊓ ⊔ Let (G, J, y) be a cover-complete triple. We define L J = N G (J \ {y}). If there is no ambiguity, we will just write L = L J . Note that L is the union of a number of independent sets due to (C), but L itself may not be independent. However we can deduce the following lemma, which follows from (C).
Lemma 5. Let (G, J, y) be a cover-complete triple. If w 1 and w 2 are two adjacent vertices in L, then no vertex of J \ {y} is adjacent to both w 1 and w 2 .
We now introduce some important notions for a cover-complete triple (G, J, y). Two vertices w 1 , w 2 ∈ L form a pseudo-dominating pair if w 1 and w 2 are non-adjacent; -w 1 has a neighbour in J not adjacent to w 2 ; and w 2 has a neighbour in J not adjacent to w 1 .
We prove the following two lemmas.
Let S be a connected vertex cover of G that contains J. If S contains both vertices of a pseudo-dominating pair w 1 , w 2 , then S has a connector of size at most s + 1 that contains both w 1 and w 2 .
Proof. By definition, there exist two vertices x 1 and x 2 in J, such that w 1 is not adjacent to x 2 and w 2 is not adjacent to x 1 . As J is an independent set by (A) and each vertex of L is adjacent to y by (B), we find that {x 1 , w 1 , y, w 2 , x 2 } induces a P 5 in that order. As G is (sP 1 + P 5 )-free and J is an independent set, this means that {w 1 , w 2 } dominates all vertices of J except for a subset I ⊆ J of at most s − 1 vertices. We choose L * to consist of w 1 , w 2 and a neighbour in L ∩ S of each vertex of I (note that such a neighbour must exist for each vertex of I as S is connected). Then J ∪ L * is connected, that is, L * is a connector, as each vertex of J is adjacent to some vertex of L * and each vertex of L * is adjacent to y ∈ J due to (B). Moreover, L * has size at most s + 1. ⊓ ⊔ Lemma 7. Let (G, J, y) be a cover-complete triple, where G is an (sP 1 +P 5 )-free graph for some s ≥ 0. Let S be a connected vertex cover of G that contains J. If S contains all three vertices of a pseudo-dominating triple w 1 , w 2 , w 3 , then S has a connector of size at most s + 2 that contains {w 1 , w 2 , w 3 }.
Proof. By definition, there exist two vertices x 1 and x 2 in J such that x 1 is adjacent to w 1 but not to w 2 and w 3 , and x 2 is adjacent to w 1 and w 2 but not w 3 . Then {x 1 , w 1 , x 2 , w 2 , w 3 } induce a P 5 in that order. As G is (sP 1 + P 5 )-free and J is an independent set, this means that {w 1 , w 2 , w 3 } dominates all vertices of J except for a subset I ⊆ J of at most s − 1 vertices. We choose L * to consist of w 1 , w 2 , w 3 and a neighbour in L ∩ S of each vertex of I (note that such a neighbour must exist for each vertex of I as S is connected). Then J ∪ L * is connected, that is, L * is a connector, as each vertex of J is adjacent to some vertex of L * and each vertex of L * is adjacent to y ∈ J due to (B). Moreover, L * has size at most s + 2. ⊓ ⊔ Let (G, J, y) be a cover-complete triple. Let S be a connected vertex cover of G that contains J. If S contains both vertices of some pseudo-dominating pair of G or all three vertices of some pseudo-dominating pair of G, then S is of type 1. Otherwise S must contain at most one vertex of any pseudo-dominating pair and at most two vertices of any pseudo-dominating triple of G. In that case we say that S is of type 2. We observe that G might have connected covers of only one type.
We will now prove how to find a smallest type-1 connected vertex cover of a graph G of a cover-complete triple (G, J, y) in polynomial time (if it exists). Afterwards we prove how to find a smallest type-2 connected vertex cover of G in polynomial time (if it exists). In order to compute these sets we need the following lemma, which also explains how we will use Theorem 1 in our proof.
Then it is possible to compute a smallest connected vertex cover of G that contains y in polynomial time.
Proof. As (G, {y}, y) is a cover-complete triple, y dominates G. Moreover G − y is (sP 1 + P 5 )-free. Then we can compute a smallest vertex cover S of G − y in polynomial time by Theorem 1. As y dominates G, we find that S ∪ {y} is a smallest connected vertex cover of G that contains y.
⊓ ⊔
We are now ready to deal with type-1 smallest connected vertex covers.
Lemma 9. Let (G, J, y) be a cover-complete triple. Then it is possible to find in polynomial time a smallest type-1 connected vertex cover of G.
Proof. We find pseudo-dominating pairs of G by brute force. Note that this takes polynomial time. For each pseudo-dominating pair (w 1 , w 2 ) of G, we describe how to compute a smallest connected vertex cover S w1,w2 of G that contains J ∪ {w 1 , w 2 }. By Lemma 6, such a vertex cover must have a connector L * of size at most s + 1 that contains w 1 and w 2 . We guess L * \ {w 1 , w 2 }. As there are O(n s−1 ) sets to guess, this adds only a polynomial factor to the running time of our algorithm. For each guess L * , we check if J ∪ L * is connected. If so, then we apply Lemma 4 recursively for each w ∈ L * . As |L * | ≤ s + 1, this takes polynomial time. Let (G ′ , J ′ , y ′ ) be the resulting cover-complete triple. Then J ′ = {y ′ }, which means we can apply Lemma 8 to find a smallest connected vertex cover S ′ of G ′ in polynomial time. We translate S ′ , in polynomial time, into the desired vertex cover S w1,w2 by uncontracting any contracted edges using Lemma 4. For each pseudo-dominating triple (w 1 , w 2 , w 3 ) of G we compute a smallest connected vertex cover S w1,w2,w3 of G that contains J ∪ {w 1 , w 2 , w 3 }. We can do this in polynomial time by exactly the same arguments: the only difference is that we need to apply Lemma 7 and guess a connector L * of size at most s + 2.
From all the computed sets S w1,w2 and S w1,w2,w3 we take the smallest one (which we can do in polynomial time). This proves Lemma 9.
⊓ ⊔ Let (G, J, y) be a cover-complete triple. Due to Lemma 9 we can deal with the connected vertex covers of G that are of type 1. However, it might be possible that G has a smaller connected vertex cover of type 2. In order to find out about this, we will introduce the following two reduction rules that will transform a cover-complete triple (G, J, y) into a triple (G ′ , J ′ , y ′ ) with |J ′ | < |J|. We say that such a rule is safe if the following three statements hold:
1. If G is (sP 1 + P 5 )-free and connected, then G ′ is (sP 1 + P 5 )-free and connected. 2. (G ′ , J ′ , y ′ ) is cover-complete. 3 . Given a smallest connected vertex cover S ′ of G ′ that contains J ′ , it is possible, in polynomial time, to find a smallest connected vertex cover S of G that contains J.
for some pseudo-dominating pair (w 1 , w 2 ).
Lemma 10. Rule 1 is safe.
Proof. Let (G ′ , J ′ , y ′ ) be the resulting triple after an application of Rule 1, where J ′ = (J \ J x ) ∪ {y x } and y ′ = y x . By Lemma 4, (G ′ , J ′ , y ′ ) is a cover-complete triple. By the same lemma, G ′ is (sP 1 + P 5 )-free and connected if G is (sP 1 + P 5 )-free and connected. Hence we have proven that conditions 1 and 2 hold. We are left to prove condition 3. Let S ′ be a smallest connected vertex cover in G ′ that contains J ′ . Then S = (S ′ \ {y ′ }) ∪ J x ∪ {x} is a smallest connected vertex cover of G that contains J ∪ {x} due to Lemma 4. We prove the following claim.
Claim. For any type-2 connected vertex cover T of G, it holds that |T | ≥ |S|.
We prove the Claim as follows. Let T be a connected vertex cover T of G that is of type 2. Suppose x / ∈ T . Then, as x is adjacent to both w 1 and w 2 , we find that T contains both w 1 and w 2 . Thus T is not of type 2, a contradiction. Hence T contains x. This implies that the set T ′ = (T \ (J ∪ {x}) ∪ J ′ is a connected vertex cover of G ′ that contains J ′ . As S ′ is a smallest connected vertex cover of G ′ that contains J ′ , we find that
This proves the Claim.
The above means that we can do as follows. Given S ′ we compute S in polynomial time. By Lemma 9 we can also compute, in polynomial time, a smallest type-1 connected vertex cover S * of G (note that S = S * is possible). If S is of type 2, then S is a smallest type-2 connected cover of G, due to the Claim. We compare |S| and |S * | and choose the smallest one. If S is of type 1, then S * is a smallest connected vertex cover of G, again due to the Claim. This proves condition 3.
⊓ ⊔ Rule 2. For any vertex w 5 ∈ L that is not adjacent to any vertex of a clique of four vertices w 1 , w 2 , w 3 , w 4 in L, delete w 5 and set-contract via u for every u ∈ L ∩ N G (w 5 ).
Lemma 11. Rule 2 is safe.
Proof. We first show that w 5 cannot be in any connected vertex cover S of G that is of type 2. For contradiction, suppose that w 5 is in such a connected cover S. Because S is a vertex cover and {w 1 , w 2 , w 3 , w 4 } is a clique, S contains at least three of {w 1 , w 2 , w 3 , w 4 }, say w 1 , w 2 , w 3 . For i = 1, . . . , 5, let X i be the set of neighbours of w i in J. As w i ∈ L, every X i = ∅ by definition of L. By Lemma 5, we find that X 1 ∩ X 2 ∩ X 3 = ∅. Let x ∈ X 1 . If x / ∈ X 5 , then X 5 ⊆ X 1 , as otherwise (w 1 , w 5 ) is a pseudo-dominating pair of vertices that are both contained in S, which is not possible as S is of type 2. As X 1 ∩ X 2 = ∅, we find that X 5 ∩ X 2 = ∅. This means that (w 2 , w 5 ) is a pseudo-dominating pair of vertices that are both contained in S, which is not possible either. Hence x ∈ X 5 . We conclude that X 1 ⊆ X 5 . For the same reason, we find that X 2 ⊆ X 5 and X 3 ⊆ X 5 .
Recall that X 1 ∩ X 2 ∩ X 3 = ∅. Hence we can pick a vertex x 1 ∈ X 1 and a vertex x 3 ∈ X 3 , which are both adjacent to w 5 but not to w 2 , in order to find that (w 5 , w 1 , w 2 ) is a pseudo-dominating triple. As all three vertices w 1 , w 2 , w 5 belong to S, while S is of type 2, this is not possible. Hence S does not contain w 5 .
As no connected vertex cover of G of type 2 may contain w 5 , any connected vertex cover of G that is of type 2 must contain all neighbours of w 5 , and we can delete w 5 . The proof of conditions 1-3 is identical to the proof of Lemma 10 where the neighbours of w 5 in L take the role of the vertex x in the proof of Lemma 10.
⊓ ⊔
We call a cover-complete triple (G, J, y) free if G has no pseudo-dominating pair with a common neighbour in L, and moreover, G[L] is (P 1 + K 4 )-free. We prove the following lemma. Lemma 12. It is possible to modify, in polynomial time, a cover-complete triple (G, J, y) into a free cover-complete triple (G ′ , J ′ , y) with the following properties:
1. If G is (sP 1 + P 5 )-free and connected, then G ′ is (sP 1 + P 5 )-free and connected. . 2. Given a smallest connected vertex cover S ′ of G ′ that contains J ′ , it is possible to find in polynomial time a smallest connected vertex cover S of G that contains J.
Proof. We first apply Rule 1 exhaustively and afterwards we apply Rule 2 exhaustively. As each application of each of these rules take polynomial time and reduces |V G |, this procedure will stop after polynomial time. By repeated use of Lemmas 10 and 11, this results in a cover-complete triple (G ′ , J ′ , y) that satisfies the two properties of the lemma. Moreover, G ′ contains no pseudo-dominating pair with a common neighbour in L ′ = L J ′ and G ′ [L ′ ] is (P 1 + K 4 )-free, as otherwise we could still apply Rule 1 or Rule 2, respectively. ⊓ ⊔ Let (G, J, y) be a free cover-complete triple. A connector of a connected vertex cover S of G is minimal if it does not properly contain a smaller connector of S. We will prove two structural and one algorithmic lemma on free cover-complete triples.
Lemma 13. Let (G, J, y) be a free cover-complete triple. Every minimal connector L * of every type-2 connected vertex cover S of G is a clique.
Proof. For contradiction, suppose that L * is not a clique. Then L * contains two nonadjacent vertices w 1 and w 2 . As L * is a minimal connector, w 1 has a neighbour in J not adjacent to w 2 , and vice versa. However, then (w 1 , w 2 ) is a pseudo-dominating pair of G. This is not possible, as S is of type 2.
⊓ ⊔ Lemma 14. Let (G, J, y) be a free cover-complete triple that has a pseudo-dominating pair (w 1 , w 2 ). Then every minimal connector L * of every type-2 connected vertex cover S of G has size at most 5.
Proof. For contraction, suppose that |L * | ≥ 6. By Lemma 13, L * is a clique. As (G, J, y) is free, G ′ [L ′ ] is (K 4 + P 1 )-free by definition. Hence w 1 must be adjacent to least three vertices of L * , which we denote by x 1 , x 2 , x 3 . Note that {w 1 , x 1 , x 2 , x 3 } induces a K 4 in G[L]. By definition of a pseudo-dominating pair, w 1 and w 2 are non-adjacent. As (G, J, y) is free, w 2 is not adjacent to any neighbour of w 1 in L by definition. Hence w 2 is not adjacent to any vertex of {x 1 , x 2 , x 3 }. This means that the set Proof. We describe how to construct K. Consider a vertex w 1 ∈ L that has maximum neighbourhood in J, that is, there is no vertex w ∈ L with N G (w 1 ) ∩ J N G (w) ∩ J.
We put w 1 in K. Suppose that at some point we have constructed a clique K = {w 1 , . . . , w i } for some i ≥ 1. If N G (K) ∩ J = J, then we stop. Otherwise we pick a vertex w i+1 with maximum neighbourhood in J \ N G (K) over all vertices in L (or equivalently, all vertices in L \ {w 1 , . . . , w i }. Note that w i+1 exists as G is connected. Suppose that w i+1 is adjacent to some x ∈ N G (K) ∩ J. Then, by Lemma 5, we find that x is adjacent to a unique vertex w h in K. By the same lemma, w i+1 is not adjacent to w h . As G has no pseudo-dominating pair and w i+1 has a neighbour in J \ N G (K) (that is, a neighbour not adjacent to w h ), we find that N G (w h ) N G (w i+1 ). This means that we would have chosen w i+1 earlier, namely instead of w h . Hence, w i+1 is not adjacent to any x ∈ N G (K) ∩ J. As G has no pseudo-dominating pairs, this means that w i+1 is adjacent to every w j with 1 ≤ j ≤ i. That is, we can extend K into a larger clique by adding w i+1 .
As we increase N G (K) ∩ J each time we add a new vertex to K, our procedure will stop with the desired output K = {w 1 , . . . , w r } for some r ≥ 1. We note that constructing K takes polynomial time.
We are now ready to prove the following theorem.
Theorem 3. For every s ≥ 0, Connected Vertex Cover Completion can be solved in polynomial time for (sP 1 + P 5 )-free graphs.
Proof. Let s ≥ 0 and let (G, J, y) be a cover-complete triple, where G is an (sP 1 + P 5 )free graph. We first apply Lemma 12 to obtain a free cover-complete triple (G ′ , J ′ , y ′ ) in polynomial time. By the same lemma, G ′ is (sP 1 + P 5 )-free. Our aim is to find a smallest connected vertex cover of G ′ that contains J ′ in polynomial time, so that we can apply statement 2 of Lemma 12. We first compute in polynomial time a smallest type-1 connected vertex cover S * of G ′ by using Lemma 9. We now need to compute a smallest type-2 connected vertex cover S ′ of G ′ and compare |S ′ | with |S * |.
First suppose that G ′ contains a pseudo-dominating pair. We guess a minimal connector of size at most 5 and apply Lemma 4 on its vertices. If we obtain an instance (G ′′ , {y ′′ }, y ′′ ), then we apply Lemma 8. Afterwards we uncontract all contracted edges to get a connected vertex cover of G ′ of type 2. By Lemma 14, doing this for every guessed minimal connector of size at most 5 gives us a smallest type-2 connected vertex cover S ′ of G ′ . As we process each guess in polynomial time and there are at most O(n 5 ) guesses, we found S ′ in polynomial time. We compare |S ′ | and |S * | and choose the smalllest one. Now suppose that G ′ has no pseudo-dominating pair. Let L ′ = N G ′ (J ′ \ {y ′ }). By Lemma 15 we obtain in polynomial time a clique K ⊆ L ′ with N G ′ (K) ∩ J ′ = J ′ . Let K = {w 1 , . . . , w r } for some r ≥ 1. As K is a clique, every vertex cover contains at least r − 1 vertices of K. This means we will do as follows. We are first going to find in polynomial time a smallest connected vertex cover of G ′ that contains K ∪ J ′ . Afterwards, we will find in polynomial time, for i = 1, . . . , r, for a smallest connected vertex cover of G ′ that contains J ′ ∪ (K \ {w i }) and that does not contain w i . As there are O(n) cases, the total time is polynomial.
We start with computing a smallest connected vertex cover of G ′ that contains K ∪ J ′ . We do so by set-contracting via each vertex of K. By Lemma 4 this yields a cover-complete triple (G ′′ , {y ′′ }, y ′′ ) on which we apply Lemma 8. Afterwards we uncontract all contracted edges in polynomial time. By Lemma 4 this yields a smallest connected vertex cover S K of G ′ that contains J ′ ∪ K.
We will now show how to compute, in polynomial time, a smallest connected vertex cover of G ′ that contains J ′ ∪ K \ {w 1 } and that does not contain w 1 . The case i ≥ 2 is done in the same way.
Let A = L ′ \ N G ′ (w 1 ) consists of all non-neighbours of w 1 in L ′ . As G ′ [L ′ ] is (K 4 +P 1 )-free by definition, we find that G ′ [A] is K 4 -free. As w 1 is not in the connected vertex cover we are looking for we remove w 1 , and we set-contract via each neighbour of w 1 in L. By Lemma 4, we may now consider the resulting cover-complete triple (G ′′ , J ′′ , y ′′ ) where G ′′ is connected and (sP 1 + P 5 )-free. We observe that we did not create any new pseudo-dominating pairs. As G ′ had no pseudo-dominating pairs, this implies that G ′′ has no pseudo-dominating pairs. We write L ′′ = N G ′′ (J ′′ \ {y ′′ }). As L ′′ ⊆ A, we find that G ′′ [L ′′ ] is K 4 -free.
Claim. Every minimal connector L * of every connected vertex cover of G ′′ that contains J ′′ has size at most 3.
We prove the Claim by showing that L * is a clique, which implies that L * has size at most 3, as G ′′ [L ′′ ] is K 4 -free. For contradiction, suppose L * is not a clique. Then L * contains two non-adjacent vertices w 1 and w 2 . As L * is a minimal connector, w 1 has a neighbour in J ′′ not adjacent to w 2 , and vice versa. However, then (w 1 , w 2 ) is a pseudo-dominating pair of G ′′ . This is not possible, as G ′′ has no pseudo-dominating pairs. Hence we have proven the Claim.
We now guess a minimal connector by considering all subsets in L ′′ that have size at most 3. For each guess we apply Lemma 4 on its vertices. If we obtain an instance (G ′′′ , {y ′′′ }, y ′′′ ), then we apply Lemma 8. Afterwards we uncontract all contracted edges to obtain in polynomial time a connected vertex cover of G ′′ that contains J ′′ . We then take the smallest one of these connected vertex covers of G ′′ . For this connected vertex cover of G ′′ we uncontract all contracted edges again to obtain in polynomial time a smallest connected vertex cover S w1 of G ′ that contains J ′ ∪ (K \ {w 1 } and that does not contain w 1 .
As mentioned, we pick the smallest one out of the connected vertex covers S K and S wi for 1 ≤ i ≤ r to obtain a smallest type-2 connected vertex cover of G ′ , the size of which we compare with the size of S * . We pick the smallest one.
From the above, we obtain in polynomial time a smallest connected vertex cover of G ′ that contains J ′ (both in the case where G ′ has a pseudo-dominating pair and in the case where G ′ has no pseudo-dominating pair). As mentioned, it remains to apply statement 2 of Lemma 12 in order to find in polynomial time a smallest connected vertex cover of G that contains J. The correctness of our algorithm follows immediately from the above case analysis and the description of the cases.
Our Main Result
In this section we prove Theorem 2, that is, we show that Connected Vertex Cover can be solved in polynomial time for (sP 1 + P 5 )-free graphs for every integer s ≥ 0. The proof of our main result heavily relies on Theorem 3. The main idea is to reduce an (sP 1 + P 5 )-free input graph G of Connected Vertex Cover to a polynomial number of instances (G i , J i , y i ) of Connected Vertex Cover Completion. We then solve each of these instances (G i , J i , y i ) of the latter problem in polynomial time by Theorem 3. Afterwards we translate the resulting connected vertex covers of G i (which contain J i ) into connected vertex covers of G. We then pick the smallest one of these sets as our final output. We will also need the following lemma. Proof. Let w ∈ J \ {y} be a vertex in G with two adjacent neighbours a and b in G − J (or equivalently in G). Let S be a subset of G. First suppose that S is a connected vertex cover of G that contains J. Then S \ {w} is a vertex cover of G − w that contains J \ {w}. As y ∈ J and y = w, we find that S contains y. Then every vertex of S that belongs to G − J is adjacent to y in G[S]. Moreover, as S is connected and J is independent, every vertex of J \ {w} must be adjacent in G[S] to a vertex of G − J. Hence, S is connected in G − w.
Now suppose that S \ {w} is a connected vertex cover of G − w that contains J \ {w}. Then S is a vertex cover of G that contains J. As y ∈ J, we find that S contains y. As ab is an edge, S contains at least one of a and b. Then w and y are adjacent in S either due to the edges ya, aw (if a is in S) or due to the edges yb, bw (if a is not in S, as then b ∈ S). Hence S is connected in G.
We now consider the graph G − w and repeat the arguments above for any vertex in J ′ \ {w}. ⊓ ⊔
We are now ready to prove our main result. Proof. Let G be an (sP 1 + P 5 )-free graph on n vertices for some s ≥ 0. We may assume without loss of generality that G is connected. By Lemma 2 we can first compute in O(n 2s 2 +s+4 ) time a connected dominating set D that either has size at most 2s 2 + s + 2 or else is a clique. We note that any vertex cover of G contains all but at most two vertices of D if D is a clique. This leads to a case analysis where we guess the subset D * ⊆ D of vertices not in a minimum connected vertex cover of G. Because |D * | ≤ 2s 2 + s + 2, the number of guesses is polynomial. For each guess of D * we compute a smallest connected vertex cover S D * that contains all vertices of D \ D * and no vertex of D * . Then in the end we return the one that has minimum size overall. Let D * be a guess. Before we start our case analysis we first prove the following claim. Claim 1. We may assume without loss of generality that D \ D * is connected.
We prove Claim 1 as follows. Suppose D \ D * is not connected. Recall that G[D] is either a complete graph or has size at most 2s 2 + s + 2. In the first case, G[D \ D * ] is connected. Hence, the second case applies meaning that D has size at most 2s 2 + s + 2.
Let v ∈ D \ D * . As G is (sP 1 + P 5 )-free, G is also P 5+2s -free. Hence, for each u ∈ D \ (D * ∪ {v}), any connected vertex cover of G contains a path of at most 5 + 2s − 1 vertices that connects u to v. We will guess all these u − v-paths (using only vertices from G− D * ) and add their vertices to D. As the number of paths are most 2s 2 + s+ 1, this branching only adds a polynomial factor to our running time and increases our set D by only a constant number of extra vertices. Hence, we have proven Claim 1.
We compute a minimum vertex cover S ′ of G − D in polynomial time by Theorem 1. As S ′ is a vertex cover of G − D, we find that S ′ ∪ D is a vertex cover of G. As D is a connected dominating set, S ′ ∪ D is even a connected vertex cover of G. Let S ∅ = S ′ ∪ D. As S ′ is a minimum vertex cover of G − D, S ∅ is a smallest connected vertex cover of G that contains all vertices of D. We remember S ∅ . Note that we obtained S ∅ in polynomial time.
Recall that we are looking for a smallest connected vertex cover of G that contains every vertex of D \ D * and that does not contain any vertex of D * . Hence D * must be an independent set and G − D * must be connected (if one of these conditions is false, then we stop considering the guess D * ). Moreover, a vertex cover that contains no vertex of D * must contain all vertices of N G (D * ). Hence we can safely contract not only any edge between two vertices of D \ D * , but also any edge between two vertices in N G (D * ) or between a vertex of D \ D * and a vertex in N G (D * ). We perform edge contractions recursively and as long as possible while remembering all the edges that we contract. Let G * be the resulting graph.
Note that the set D * still exists in G * , as we did not contract any edges with an end-point in D * . By Claim 1, the set D \ D * in G corresponds to exactly one vertex of in G * . We denote this vertex by y. We observe the following equivalence, which is obtained after uncontracting all the contracted edges. Claim 2. Every smallest connected vertex cover of G * that contains y and that does not contain any vertex of D * corresponds to a smallest connected vertex cover of G that contains D \ D * and that does not contain any vertex of D * , and vice versa.
As we obtained G * in polynomial time and we can uncontract all contracted edges in polynomial time as well, Claim 2 tells us that we may consider G * instead of G. As G is connected and (sP 1 + P 5 )-free, G * is connected and (sP 1 + P 5 )-free as well due to Lemma 3.
We write J * = N G * (D * ) and note that y belongs to J * as D is connected in G. We now consider the graph G * − D * . As G − D * is connected, G * − D * is connected. Due to Claim 2, our new goal is to find a smallest connected vertex cover of G * − D * that contains J * . By our procedure, J * is an independent set of G * − D * . As D dominates G, we find that D \ D * dominates every vertex of G − D * that is not adjacent to a vertex of D * . Hence the vertex y, which corresponds to the set D \ D * , is adjacent to every vertex of (G * − D * ) − J * in the graph G * − D * .
Let J ⊆ J * consist of y and those vertices in J * whose neighbourhood in G * −D * is an independent set. As y is adjacent to every vertex of (G * − D * ) − J * in G * − D * , and we can remember the set J \ J * , we can apply Lemma 16 and remove J \ J * . That is, it suffices to find a smallest connected vertex cover of the graph G ′ = (G * −D * )−(J * \J) that contains J.
As J * is an independent set of G * − D * , we find that J is an independent set of G ′ . By definition, y ∈ J. As y is adjacent to every vertex of (G * − D * ) − J * in G * − D * , we find that y is adjacent to every vertex in G ′ − J. By definition, the neighbours of each vertex in J \ {y} form an independent set in G ′ − J. Hence the triple (G ′ , J, y) is cover-complete. This means that we can apply Theorem 3 to find in polynomial time a smallest connected vertex cover S ′ of G ′ that contains J.
We translate S ′ in polynomial time into a smallest connected vertex cover S * of G * − D * that contains J * by adding J * \ J to S ′ . We translate S * in polynomial time into a smallest connected vertex cover S D * of G that contains no vertex of D * by uncontracting any contracted edges.
As mentioned, in the end we pick, in polynomial time, a smallest set of the sets S D * . This set is then a minimum connected vertex cover of G, which we obtained in polynomial time. We have not sought to optimize the running time of the algorithm so do not provide a detailed analysis, but observe that, for sufficiently large s, it is n O(s 3 ) . The running time is dominated by obtaining a connected D \ D * (in Claim 1). As D \ D * has O(n 2s 2 +s+2 ) components and the paths required to join them each have O(s) vertices, the time required to find them is n O(s 3 ) . The correctness of our algorithm follows immediately from the above case analysis and the description of the cases.
Conclusions
We proved that Connected Vertex Cover is polynomial-time solvable for (sP 1 + P 5 )-free graphs for every integer s ≥ 0. We finish our paper with posing the following two open problems.
1. What is the complexity of Connected Vertex Cover for P 6 -free graphs?
2. Does there exist an integer r such that Connected Vertex Cover is NPcomplete for P r -free graphs?
For Question 1, it might be easier to consider first the class of (P 2 + P 3 )-free graphs, for which we do not know the complexity of Connected Vertex Cover either.
