In this report, we propose a new approach for nonlinear observer design based on state-dependent Sylvester equation (SDSE). To achieve the state estimation in a nonlinear system, we utilize state-dependent coefficient (SDC) matrices and analytic solutions of the the Sylvester equation. It will be shown that the proposed method extends the linear Luenberger observer formulation to nonlinear systems by using SDC matrices. Due to the analytic solutions for the Sylvester equation, the proposed design method does not rely on numerical computation unlike existing methods such as state-dependent Riccati equation approach, or extended Kalman filter. We verify the effectiveness of the proposed method by numerical simulations and an experiment using a Lorenz-chaos based system.
INTRODUCTION
In modern control theory, controller design theory often assumes that the state vectors of the system to be controlled are available for measurement. However, in many practical situations, it is not the case and it is important to estimate the unmeasurable state appropriately by a certain dynamical system that takes in the measurable output, which is called an observer. Luenberger [1] was the first to develop this estimation theory for linear systems and the Luenberger observer is wildly used in systems theory and economics. As for nonlinear systems, however, enhancement of the estimation theory is not successful. Nonlinear observers can be applied for the parameter estimation problem [2] , which is a crucial issue in diverse fields of science such as engineering, economics, biology, chemistry and so on.
Most study about nonlinear estimation theory focuses on limited classes of systems due to its difficulty of asymptotic convergence proof of error systems. It is known that state-dependent Riccati equation (SDRE) observers [3] can apply for a relatively large class of systems by introducing state-dependent linear representation (SDLR) and construct a dual of LQ controller. SDRE observer, however, requires the solution of SDRE which cannot be obtained in general and one needs to rely on Taylor approximation or numerical interpolation method [5] . Another approach for SDRE observer is to calculate frozen Riccati equation, during the control process, online. But, this requires high performance computer to be implemented, which is not realistic in many applications.
In this report, we propose a new approach for nonlinear observer by solving state-dependent Sylvester equation, analytical solution of which can be obtained using the result in [4] . Analytical approach enables one to derive the observer gain with elementary algebraic calculation. Therefore, constructing the proposed observer is much simpler and no complex numerical calculation is required. Numerical example and experimental validation with Lorenz based system exhibit the effectiveness of the proposed approach.
In what follows, let | · | be the norm for finite dimensional vector and let · be the matrix norm induced by | · |. Also, let Ω be a nonempty set including the origin. In addition, we use the following expression to save space.
PRELIMINARIES
Consider a continuous-time nonlinear system in the following form
where
x is the state vector and y is the measurement output vector. f (·) : R n → R n and h(·) : R n → R m are both nonlinear functions whose argument is state vector x. Let the origin x = 0 be the equilibrium point of (1); f (0) = 0, h(0) = 0.
It is possible to express the system(1) in the following state-dependent linear representation (SDLR).
Remark 2: The following relationship holds [5] .
Therefore, F (0) and H(0) are the linearized matrices of f (x) and h(x) about the zero equilibrium, respectively.
SDRE OBSERVER [3,5]
SDRE strategies are well known as general design methods that provide a systematic and effective means of designing nonlinear controllers and observers. SDRE observer is the application of SDRE strategies to nonlinear estimator. In general, SDRE observer is recognized as continuous version of Extended Kalman filter (EKF) which is representative nonlinear filter for discrete system.
An SDRE observer for the system (2) is constructed as followṡ
where Γ(x) is the positive definite solution of the following SDRE
U (x) ∈ R n×n and W (x) ∈ R m×m are determined, as tuning parameters, so that U (x) ≥ 0, W (x) > 0 are satisfied for arbitrary x. The error system with (1) and (3) is proved to be locally asymptotically stable in [5] .
An SDRE observer is one of the effective means of estimation for nonlinear systems. However, the problem is that there is no analytical solution of SDRE (4) which makes the SDRE observer implementation difficult. Although there are some approach to get approximate solution for (4) such as Taylor series or interpolation method, they are effective only in limited region and resultant observer structure is complicated. While solving SDRE (4) on-line by a high-performance computer is being explored, heavy calculation is still an essential problem.
STATE DEPENDENT SYLVESTER EQUATION APPROACH AND ITS APPLICATION TO NONLINEAR OBSERVER DESIGN
In this section, we introduce a new nonlinear observer design by state-dependent Sylvester equation (SDSE) approach. We call the proposed observer an SDSE observer, which is named after its strategy using SDSE. The idea of an SDSE observer is based on Luenberger's theory and can be considered as a nonlinear extension of a Luenberber observer. We first remark that Sylvester equation plays an important role in Luenberger theory [1] , and we propose an observer design by solving statedependent Sylvester equation instead of state-dependent Riccati Equation. Using the solution theory for generalized Sylvester equation [4] , SDSE can be solved analytically, from which we propose an SDSE observer that is computationally advantageous.
We first introduce an SDSE below for the system (2)
A(x) ∈ R n×n and B(x) ∈ R n×m are free parameters for designing observer, but, they have to satisfy the following; A(x) has eigenvalues with negative real parts for each x and the pair (A(x), B(x)) is controllable for each x. From the formula in [4] , solution X(x) for (5) is obtained by elementary algebraic calculations. The detail description of the solution of the Sylvester equation are written in appendix A.
Solving SDSE (5), SDSE observer is constructed as follows.ẋ
We will prove that the above system (6) is actually observer for the system (1) under the following assumptions.
Assumption 1: The origin of the system (1) is Lyapunov stable.
Assumption 3: For all x ∈ Ω, F (x) and H(x) are locally Lipschitz continuous.
Theorem 1: Under the above assumptions, the estimated valuex by SDSE observer (6) locally asymptotically converge to the state x of the system (1).
Proof: Let r > 0 be the maximum real number such that B r (0) ⊆ Ω. Let
Recalling Assumption 2 and property of Sylvester equation [1] , the solution X(x) of SDSE (5) 
Notice that ∆F (0) = 0, ∆H(0) = 0, ∆X(0) = 0, ∆L(0) = 0. Introducing e(t) := x(t) −x(t), we consider the estimation error dynamics:
where g(x,x, e) :
Since F (x) satisfies locally Lipschitz condition,
From these, we have
Similarly, since H(x) satisfies locally Lipschitz condition, we have
By using equations (8) and (9),
Notice that h(x,x) goes to 0 as x andx go to 0. That is, for all η, there exists an ǫ such that
whenever x,x ∈ B ǫ (0). Using SDSE (5),
is taken so that all eigenvalues of A(x) locate in the left half plane. Then, A(0) is a stable constant matrix and so is (F 0 −L 0 H 0 ). Thus, there exist β, G > 0 such that
Let η ∈ (0, β/G), ǫ ∈ (0, r) be such that h(x,x) ≤ η, for all x,x ∈ B ǫ (0) ⊆ Ω. Since x = 0 is a stable equilibrium point, there exists a δ ∈ (0, ǫ/2] such that for all t, x(t) ∈ B ǫ/2 (0) whenever x 0 ∈ B δ (0). Let x 0 and e 0 be such that x 0 ∈ B δ (0), e 0 ∈ Bǫ(0), whereǫ = ǫ 2Ĝ , G = max{G, 1}. Recalling equations (7) and (11),
Considering the norm of the both side, we have
Let the time span [0,t) be such that e(t) ∈ B r (0). Continuity property insists that there exists a time span [0,t) ⊆ [0,t) such that e(t) ∈ B ǫ/2 (0). Nowx(t) ∈ B ǫ (0) and inequality (10) holds. Thus, we have
By using Gronwall inequality,
Forx(t), we have
Inequality (13) ensures thatx(t) ∈ B ǫ (0) for all t. Therefore, inequality (12) also holds for all t and error dynamics is asymptotically stable. Remark 3: Assumption 1,2 and 3 are necessary to proof the asymptotically stability, however not necessary for implementation. We show the example in which Assumption 1 and 2 are not satisfied and SDSE observer performs well.
Remark 4: While SDRE strategy is the extension of linear quadratic regulator (LQR) or continuous Extended Kalman filter, SDSE strategy is the extension of pole placement control or Luenberger observer. One can design SDRE observer by SDSE approach by applying the solution of inverse problem of the linear optimal control [6] , which is the study about the relation between performance index and the feedback gain derived in LQR.
Analytical method to obtain the solution of SDSE which is the key element in the proposed observer brings some advantage. There is no need to use any kind of approximation or numerical approach to design the observer. Not only simplicity in constructing observer but also better performance in a larger region can be expected. In addition, the proposed observer can be applied to a larger class of nonlinear systems by using the representation of SDLR. It is difficult to account for these observations theoretically, but, we will show these by numerical examples and an experimental verification.
NUMERICAL EXAMPLE
Let us consider the following system
(14)
SICE Annual Conference 2013 September 14-17, 2013, Nagoya, Japan An SDLR of the system (14) is constructed by, for example,
Then, the pair (F (x), H(x)) is observable for all x. We set the tuning parameters A(x), B(x) to design SDSE observer as follows.
A(x) = 0 1 −10 −11 , B(x) = 0 1 .
The solution X(x) of SDSE (5) and the corresponding observer gain L(x) are derived by the analytical solution method of the Sylvester equation [4] .
10−(1+x An SDSE observer for the system (14) is given below.
For the sake of comparison, its linearization is given below. ẋ 1
Simulation results are shown in Figs. 1 ∼ 3 . The initial value for the system is x 1 = x 2 = 1 and initial estimated value isx 1 =x 2 = 0.5. Figs. 1 ∼ 3 show that the estimated value by SDSE observer converges to the true value immediately and the SDSE observer accomplishes reliable estimation for this nonlinear system. Meanwhile, linear observer does not take nonlinearity of the system into account and results in large steady state error in Fig.  3 . Linear observer performs well for nonlinear systems only when the behavior of the system is limited around the origin. Next, we show that an SDRE observer can be derived in analytical representation by the SDSE approach. Take the design parameters given below in designing SDSE observer.
Observer gain in the corresponding SDSE observer is where
where Γ(x) is the solution of the SDRE
By using the SDSE approach, an SDRE observer with parameters (weighting matrices) W (x) = 1 and U (x) = I 2 is derived analytically. Parameters (16) are given such that W (x) = 1 and U (x) = I 2 by applying the solution of the inverse problem of linear optimal regulator.
APPLICATION TO LORENZ SYSTEM
Chaos systems are especially complex systems in deterministic nonlinear systems and it is difficult to forecast their behavior. Lorenz system [7] is a typical chaos system and often used as a testbed for nonlinear theory and chaos analysis [8, 9] . Here, we apply the proposed method to Lorenz system to verify its usefulness as a nonlinear observer.
Simulation
Lorenz system is described below. T and consider the state estimation problem when the measurement output y = u. An SDLR of the system (18) can be taken as follows.
Design parameters are set as follows.
The solution X(x) of SDSE (5) and the corresponding observer gain L(x) are derived by analytical solution method of the Sylvester equation [4] . We simulate the system (18) with the initial condition u(0) = v(0) = w(0) = 10 and estimate the state by SDSE observer (Fig. 4) . The initial condition for SDSE observer isû(0) = u(0),v(0) =ŵ(0) = 0. Although the origin of the system (19) is not stable equilibrium point and observability matrix does not have full rank at the origin, which was necessary to prove the convergence of the estimation error, Fig. 4 shows that the estimated value by the observer converges to true value. Simulation results indicate the effectiveness and the flexibility of the proposed estimation method. 
Experiment
We demonstrate the practical effectiveness of SDSE observers through an experiment with a Lorenz based circuit. The original Lorenz system (18) is converted into another system for realization in an electrical circuit by the following conversion [10] .
Consider the next ODE as the system for experiment.
Σ :
From now, we will re-write u, v, w as the state of the system (20) instead ofũ,ṽ,w. The parameter values in (20) are determined from the data by the least square method and given in Table 1 . Let the measurement output y = u. Design an SDSE observer in the same as in the former example.
Observer gain L(x) are described as follows. 5 . Although, theoretically, the proposed SDSE observer theory does not take measurement noise or stochastic disturbances into account, this experimental result suggests the robustness of the SDSE observer approach.
CONCLUSION
In this report, we proposed a new approach for a nonlinear observer by using state-dependent Sylvester equation. SDSE observers are a nonlinear extension of linear Luenberger observer for nonlinear systems by using state-dependent linear representations (SDLR). Compared to an SDRE observer, which is a well-know method using SDLR, proposed method is advantageous in that numerically complex calculations, which may deteriorate estimation performance, can be avoided and that the resultant observer implementation is a lot easier. We verified effectiveness of the proposed method in practical situation with numerical simulations and an experiment of a Lorenz based chaotic circuit. 
APPENDIX A ANALYTICAL SOLUTION OF SYLVESTER EQUATION (XF = AX + BH)
An explicit solution of the generalized Sylvester equation (EXF = AX + BH) is established in [4] . In this section, we introduce the solution assuming E = I for R k = I k = n − 1 AR k+1 + q k+1 I k = n − 2, · · · , 1, 0
Notice that q 0 = det(−A) and R 0 = adj(−A), then AR 0 = q 0 A(−A) −1 = −q 0 I.
Theorem 2:
When A ∈ R n×n , B ∈ R n×r , F ∈ R p×p are given, Sylvester equation
have the following matrices for its solution.
where Z ∈ R r×p is a free parameter. If and only if σ(A) ∩ σ(F ) = ∅, there exists q −1 (F ). When H ∈ R r×p is given and σ(A) ∩ σ(F ) = ∅, Z is fixed as Z = Hq −1 (F ) and X is uniquely decided.
