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Abstract
We prove that an absolutely continuous probability distribution with compact support is uniformly
distributed if and only if the mean sample spacings resulting from a random sample of size N are all
equal for every integer N . We also present a related characterization of uniformity using nonlinear
transformations. We discuss potential applications of these results to hypothesis testing and to testing
the effectiveness of different random number generators.
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1. Introduction
Despite the fact that the uniform distribution is the simplest member of the class of
absolutely continuous distributions, it is an important one since arbitrary continuous distri-
butions can be derived from it by the probability integral transform. Over the years, various
characterizations of the uniform distribution have emerged (for instance, see [1,3,5]). Most
of these characterizations involve conditional expectations or order statistics. The charac-
terization of Huang et al. [5] proceeds via distributional characteristics of sample spacings.
We exhibit two simple characterizations, one proceeding via a probability identity and
nonlinear transformations and the other via mean sample spacings. We conclude the paper
by indicating potential uses of these characterizations in tests for uniformity, which play a
vital role in testing the efficacy of random number generators. Testing the effectiveness of
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but also to auditors who certify the accounts of gaming companies. For example, we quote
from a PricewaterhouseCoopers Inc. report on the gaming systems used by a gaming firm:
‘. . . we confirm that the random number generator embedded in the Microgaming Sys-
tems blackjack system consistently selected cards from a single deck of cards on a
random basis.’
2. A characterization of uniformity via nonlinear transformations
We begin with an elementary but interesting probability identity which leads to our
first characterization of uniformity (Theorem 1) and suggests our second characterization
(Theorem 2, in the following section).
Let X be a positive valued random variable with support [a, b], absolutely continuous
distribution function F(x) and density function f (x). Let N be an arbitrary positive inte-
ger. Then we have the following result.
Lemma 1.
(
N
k
) ∫ b
a
F (x)k(1− F(x))N−kf (x) dx = 1/(N + 1) for k = 0,1,2, . . . ,N .
Proof. Let Ik =
(
N
k
) ∫ b
a
F (x)k(1 − F(x))N−kf (x) dx . We proceed by induction on N .
First note that, by substituting dt = f (x) dx , Ik reduces to
(
N
k
) ∫ 1
0 t
k(1− t)N−k dt . Now it
quickly follows that I0 = 1/(N + 1). Integrating by parts shows that
∫ 1
0 t
k(1− t)N−k dt =
((N − k)/(k + 1)) ∫ 10 tk+1(1− t)N−k−1 dt . It follows that Ik = Ik+1. Now induction com-
pletes the proof. ✷
Remark 1. So
(
N
k
) ∫ b
a F (x)
k(1 − F(x))N−kf (x) dx is independent of k, a, and b. It turns
out that there is a key connection between this fact and both our characterizations of uni-
formity.
Remark 2. The interval [a, b], together with the distribution of the underlying random
variable X on it, is a probability space. Consider the following N + 1 random variables
defined on this probability space:
(
N
k
)
F(X)k(1−F(X))N−k for k = 0,1, . . . ,N . All these
random variables have expectations equal to 1/(N + 1).
Theorem 1. Let N be an arbitrary positive integer. X is uniformly distributed on [0,1]
if and only if for each k = 0,1,2, . . . ,N , the random variable (N
k
)
Xk(1 − X)N−k has
expectation 1/(N + 1).
Proof. Sufficiency follows from Remark 2 above and the fact that F(X) is uniformly
distributed on [0,1]; we prove necessity. Suppose that for each k = 0,1,2, . . . ,N , the
random variable
(
N
k
)
Xk(1 − X)N−k has expectation 1/(N + 1). In particular, k = N im-
plies that E[XN ] = 1/(N + 1) for all N . But if Y is uniformly distributed on [0,1], then
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for every N . Since the random variables are bounded with compact support, the moments
uniquely determine the distribution and it follows that X must be uniformly distributed on
[0,1]. ✷
Remark 3. The characterization requires N to be an arbitrary positive integer. If N is a
fixed integer, the converse of Theorem 1 does not necessarily hold.
Remark 4. We note in passing that the map
[(
N
k
)
Xk(1 −X)N−k]1/N (mapping [0,1] into
itself) which is closely connected to the transformation featured in our characterization of
uniformity, is interesting from the standpoint of discrete dynamical systems in that it shows
chaotic behavior for certain combinations of N and k. For example, it can be shown that for
N = 100 and k = 49, the map has periodic points with infinitely many distinct periods and
hence, periodic points of arbitrarily large periods on the interval (0,1). On the other hand,
for small values of N and k the behavior of the map under iteration is simple. For instance,
for N = 10 and k = 4, the map has periodic points of period two and for N = 5 and k = 3,
the map converges to a fixed point under iteration. So this map resembles the behavior of
the well-known logistic map in that stable behavior degenerates into chaos with a change
in map parameter values.
3. Mean sample spacings
Let N be an arbitrary positive integer. Let X1,X2, . . . ,XN be absolutely continuous
i.i.d. random variables with support [a, b]. Let X[1],X[2], . . . ,X[N] denote the order statis-
tics obtained by arranging the Xi ’s in increasing order. The random variables Xi+1 −Xi
are termed the sample spacings. The aim of this section is to prove that, for arbitrary N ,
the N + 1 numbers E(X[1])− a,E(X[2] −X[1]), . . . ,E(X[N] −X[N−1]), b−E(X[N]) are
all equal if and only if the random variables X1,X2, . . . ,XN are uniformly distributed over
[a, b]. Given that the random variables are uniformly distributed, it follows easily that the
mean spacings are all equal. However, the fact that the converse is also true appears to
be a new result, to the best of this author’s knowledge. Taken together, they constitute a
characterization of the uniform distribution.
For a comprehensive overview of the subject of sample spacings, see [6]. The theory of
spacings has important statistical applications, for instance, to goodness-of-fit tests. Uni-
form spacings are connected in a natural way to stochastic processes by the well-known
result that the intervals between successive events of a Poisson process, conditioned on the
number of events that have occurred, have the same distribution as uniform spacings.
Consider the following formula for the mean sample spacings of an absolutely continu-
ous distribution with support [a, b]:
E(X[k+1] −X[k])=
(
N
k
) b∫
a
F (x)k
(
1 −F(x))N−k dx (1)
for all k = 0,1,2, . . . ,N , where X0 = a and XN+1 = b.
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and k = 1 can easily be verified. They represent the average gap between the minimum
of N independent draws and a, and the average gap between b and the maximum of the
draws. Hereafter, we shall include these two additional gaps within the ambit of the term
sample spacings.
We note the similarity between this expression for mean sample spacings and the ex-
pressions Ik in Proposition 1. The equality of all the Ik’s for arbitrary N , established in
Proposition 1, strongly suggests that the mean sample spacings cannot be all equal unless
f (x) is constant. The idea is that the system of equations I0 = I1 = · · · = IN+1 is such a
finely balanced one that any f (x) other than a mere constant would topple it.
We now state our second characterization and devote the rest of the section to proving
it.
Theorem 2. Let N be an arbitrary positive integer. Then E(X[k+1] − X[k]), k =
0,1,2, . . . ,N , where X0 = a and XN+1 = b are all equal if and only if the underlying
distribution is uniform over [a, b].
We begin with a lemma.
Lemma 2. Let S be a probability space consisting of [a, b] with the uniform distribution
on it; G(x) is an absolutely continuous nondecreasing function defined on S such that
G(a) = 0 and G(b)= 1. Suppose the random variable G(x) is uniformly distributed on
[0,1]. Then G(x)= (x − a)/(b− a).
The proof of the lemma is straightforward and we omit it. Of course, there are other
random variables in the space S that are uniformly distributed on [0,1], for instance, the
random variable H(x) = (b − x)/(b − a), but the lemma requires a function satisfying
the additional hypothesis that it be nondecreasing on [a, b], together with two boundary
conditions. Only the function G(x)= (x − a)/(b− a) satisfies all these requirements.
Now we proceed with the proof of Theorem 2. As remarked before, if the underlying
random variable is uniform over [a, b], it is clear from Lemma 1 that all the mean sample
spacings are equal. We shall prove the converse. Take any positive integer N . Since the
mean spacings are all equal, it follows that each mean spacing is equal to (b− a)/(N + 1).
In particular, setting k =N in the formulae for mean spacings, we obtain
b∫
a
F (x)N dx = (b− a)/(N + 1). (2)
Now consider the probability space consisting of [a, b] with the uniform distribution on
it. F(x) is a random variable defined on this probability space. Let Φ = F(x). It follows
from Eq. (2) that E(ΦN)= 1/(N + 1) for every positive integer N . Let U be a uniformly
distributed random variable on [0,1]. Then E(UN) = 1/(N + 1) for every positive inte-
ger N . So the N th moment of the distribution of Φ is equal to the N th moment of the
distribution of U for every N . It follows that the distribution of Φ must be uniform on
[0,1]. By Lemma 2, we have F(x)= (x − a)/(b− a), and we are done.
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X[1]), . . . ,E(X[N] −X[N−1]), b−E(X[N]) are all equal if and only if the random variables
X1,X2, . . . ,XN are uniformly distributed over [a, b].
4. Potential applications to hypothesis testing and random number generation
Suppose we have a random sample of size n and we wish to test the null hypothesis that
the sample comes from a population uniformly distributed on [0,1]. This is a problem of
long standing and several tests of goodness of fit in general, and of uniformity in particular,
exist in the statistical literature. Here we wish to merely give some heuristic indications as
to how Theorems 1 and 2 of this paper may be used to complement some of the established
tests.
Given a random sample of n values in [0,1], we can use the transformation (N
k
)
Xk ×
(1 −X)N−k for a chosen pair of values of N and k to obtain a derived sample. Now if the
null hypothesis holds, the mean value of the derived sample cannot differ significantly from
1/(N + 1). Thus testing for uniformity reduces to testing whether or not the population
underlying the derived sample has a mean equal to 1/(N + 1).
Since E
[(
N
k
)
Xk(1 −X)N−k]= 1/(N + 1) for merely a single pair (N, k) is not a suf-
ficient condition for uniformity, we may increase the power of this test by taking different
values of N and k to obtain as many sets of derived samples as we please. Next, we may test
each of the derived samples for the hypothesis that the expectation of the underlying popu-
lation is 1/(N + 1). Let B(Ni, ki) denote
(
Ni
ki
)
Xki (1−X)Ni−ki and let E denote the mean
of the corresponding derived sample. If the observed value of |E[B(Ni, ki)− 1/(Ni + 1)]|
is larger than some threshold value, we may conclude that the null hypothesis fails at some
level of significance. If a significant number of derived samples fail the test, we have evi-
dence that the population may not be U [0,1]. Of course, this is only a heuristic procedure,
as opposed to a rigorous statistical test, and we have been vague in using the key phrases
threshold value and differ significantly. We leave to further research the task of developing
this procedure further into a bona fide hypothesis test. Since we can obtain a large number
of derived samples, the power of a compound test of this sort, using several different pairs
(Ni, ki), may be quite high.
Several tests for uniformity based on mean sample spacings exist. Theorem 2 suggests
that it may be useful to obtain samples of different sizes to test the underlying population for
uniformity. For example, take the problem of testing different random number generators,
in which case it is easy to generate samples of different sizes. Consider the following
testing scheme.
(1) Decide on a number of different sample sizes N1,N2,N3, . . . ,Nk .
(2) Generate k random samples of the sizes specified in (1) for each of the random number
generators to be compared.
(3) For each random generator and each sample, compute the average values of the spac-
ings and test the hypothesis that the spacings of the population are all equal using a
standard statistical test.
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spacings test was failed.
The idea, of course, is that the greater the number of different sample sizes for which
the mean spacings appear to be all equal, the likelier it is that the parent distribution is
uniform. Once again, we note that this is only a heuristic procedure, intended to back up
and complement the available statistical evidence. To quote Durbin [2]:
‘It should be emphasized that from the standpoint of practical statistical analysis, the
role of a test of significance should be viewed as complementary to a direct examination
of the data and not as a substitute for it.’
We leave a rigorous development of the ideas outlined in this section to further research.
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