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We study the interacting Fermi-Hubbard model in two spatial dimensions with synthetic gauge
coupling of the spin orbit Rashba type, at half-filling. Using real space mean field theory, we
numerically determine the phase as a function of the interaction strength for different values of the
gauge field parameters. For a fixed value of the gauge field, we observe that when the strength
of the repulsive interaction is increased, the system enters into an antiferromagnetic phase, then
undergoes a first order phase transition to an non collinear magnetic phase. Depending on the gauge
field parameter, this phase further evolves to the one predicted from the effective Heisenberg model
obtained in the limit of large interaction strength. We explain the presence of the antiferromagnetic
phase at small interaction from the computation of the spin-spin susceptibility which displays a
divergence at low temperatures for the antiferromagnetic ordering. We discuss, how the divergence
is related to the nature of the underlying Fermi surfaces. Finally, the fact that the first order phase
transitions for different gauge field parameters occur at unrelated critical interaction strengths arises
from a Hofstadter-like situation, i.e. for different magnetic phases, the mean-field Hamiltonians have
different translational symmetries.
PACS numbers: 67.85. d 05.30.Fk 37.10.Jk 71.70.Ej
I. INTRODUCTION
The recent progress of experiments using cold atomic
gases1–3, in particular in implementing artificial gauge
fields4–10, has open the door to the studies of a whole
class of model Hamiltonians, some directly inherited from
condensed matter physics (quantum Hall effects), but,
more saliently, some are genuily generating new physi-
cal situations, allowing physicists to further develop and
test theoretical ideas, like topological phases11,12, non-
abelian particles13 or mixed dimensional systems14–18.
In particular, the experiments involving spinors, made of
either bosons or fermions in different Zeeman sub-levels,
are now able to produce non-abelian gauge-fields, lead-
ing to a kinetic term allowing for a modification of the
internal degrees of freedom along the propagation of the
particle19. In two-dimensional lattices, the non-abelian
gauge fields result in tight-binding Hubbard models with
spin-flip hoping terms, i.e. the hoping matrices are not
diagonal anymore in the spin degrees of freedom. Among
all the possibilities, an artificial gauge-field mimicking a
spin-orbit coupling term19 (see below) is probably the
most well-known and studied situation, for two reasons:
(i) it corresponds to a spatially independent vector po-
tential leading to relatively simple analytical treatment,
especially in the bulk situation; (ii) it leads to highly non-
trivial features like broken time-reversal ground states
and/or magnetic textures with topological properties,
like skyrmion crystal20,21.
The cases of two components bosons or fermions in the
presence of a spin-orbit coupling have been the objects
of recent analytical and numerical studies20–26. In par-
ticular, in the case of repulsive interactions, they have
emphasized various magnetic ordering and textures de-
picted by the effective spins. One must note that in the
large interaction strength, and close to half-filling, both
bosonic and fermionic situations can be described by ef-
fective and quite similar Heisenberg models involving the
spin degrees of freedom only (see below). The case of
fermions with attractive interaction has also been stud-
ied, emphasizing the impact of the spin-flip terms on the
pairing states, like the BCS-BEC crossover or the Fulde-
Ferrel-Larkin-Ovchinnikov (FFLO) phase27–32. The in-
stabilities of attracting bosons with such a spin-orbit cou-
pling have also been considered33.
Even though the Bose-Hubbard model and the Fermi-
Hubbard model with a spin-orbit coupling depicts simi-
lar phases in the strong (repulsive) interaction limit, the
behavior for small coupling is obviously different: the
Mott regime of the bosonic models turns into a com-
plex superfluid regime whereas fermionic models are ex-
pected to be in a Mott insulator state. Still, in the later
case, the evolution of the magnetic ordering from the
non-interacting situation towards the Heisenberg model
regime remains largely unexplored. In the present pa-
per, using both a linear response approach and real space
mean-field theory, we emphasize that the Fermi-Hubbard
model at half-filling, in the presence of a spin-orbit cou-
pling, still depicts, at low interaction, an antiferromag-
netic phase, corresponding to the Fermi-Hubbard model
without spin-orbit coupling. The impact of the gauge-
field then results, at intermediate interaction depending
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2on the strength of the spin-orbit coupling, in a first order
phase transition towards a non collinear magnetic order,
which further evolves to magnetic texture at large inter-
action, predicted by the effective Heisenberg model.
The paper consists in two main parts: in Sec-
tion II, we describe the theoretical framework (Fermi-
Hubbard model, linear response theory, effective Heisen-
berg model). In Section III (i) we show that the
non-interacting energies (band structure) always depict
a nesting at the antiferromagnetic order resulting in
a diverging spin-spin susceptibility at low temperature
and, thereby, an instability towards an antiferromagnetic
phase at small interaction; (ii) we provide the numer-
ical mean-field results for different values of the spin-
orbit coupling and the interaction, showing evidences for
the transition from the antiferromagnetic order to a non-
collinear magnetic order. In particular, the skyrmionic
phase is shown to already exist for moderate values of
the interaction.
II. METHODS
A. model
In this paper we consider a system of spin 1/2 fermionic
particles in 2D square lattice and subjected to a synthetic
gauge field (more will be said about the specific form of
the gauge field later). The lattice spacing is equal to
unity, setting both spatial and momentum scales. The
system Hamiltonian reads
Htot = Hkin +Hµ +Hint, (1)
where
Hkin = −
∑
j,j′
c†j,sT
s,s′
j,j′ cj′,s′ (2a)
Hµ = −
∑
j
µ1nj,1 + µ2nj,2 (2b)
Hint = U
∑
j
(
nj,1 − 12
)(
nj,2 − 12
)
, (2c)
where T are the tunneling matrices and are taken to be
time independent in the following. c†j,s, cj′,s′ are the usual
fermionic creation and annihilation operators satisfying
{cj,s, c†j′,s′} = δj,j′δs,s′ , nj,s = c†j,scj,s is the density opera-
tor, µs the chemical potential, U the interaction strength
and s = 1, 2 labels the spin degree of freedom. The in-
teraction Hamiltonian can be written also as
Hint = −2U3
∑
j
Sj · Sj, (3)
where Saj = 12c
†
j,sσ
a
s,s′cj,s′ are the usual spin operators.
To be more specific, when needed, we will consider the
case of the gauge fields corresponding to the spin-orbit
coupling of the Rashba type, corresponding to the posi-
tion independent tunnellings in the x and y directions:
Tx = te−iασy = t
(
cos(α) − sin(α)
sin(α) cos(α)
)
(4a)
Ty = teiασx = t
(
cos(α) i sin(α)
i sin(α) cos(α)
)
. (4b)
where t denotes the global strength of the hopping am-
plitudes and we have used the labelling Tx = Tj,j+1x and
Ty = Tj,j+1y .
B. Non-interacting case - U = 0
In the case where the matrices Tj,j′ are position inde-
pendent, the Hamiltonian Eq.(2a) +Eq.(2b) is diagonal-
ized in the momentum space:
H0 = −
∑
k
C†kTkCk, (5)
where C†k = (c
†
k,1, c
†
k,2) and
Tk = (Txe−ikx + T †xeikx + Tye−iky + T †y eiky + µˆ)
µˆ =
(
µ1 0
0 µ2
)
. (6)
Finally, the matrix Tk is diagonalized with a unitary
matrix Uk, such that
H0 =
∑
k,s
k,sd
†
k,sdk,s, (7)
where (d†k,1, d
†
k,2) = (c
†
k,1, c
†
k,2)U
†
k.
In the specific case of the spin-orbit coupling (4), one
obtains the following eigenenergies:
k,1,2 = −µ− 2t
[
(cos kx + cos ky) cosα
±
√
(sin2 kx + sin2 ky) sin2 α+ h2
]
, (8)
where µ is the chemical potential and h is the spin im-
balance defined through µ1,2 = µ ± h (see Eq.(6)). The
situation gets simpler in the limit of µ = h = 0, which
corresponds to half filling for all α.
C. Linear Response in small U limit
Turning on the interaction, one expects the Fermi liq-
uid phase to be unstable towards a magnetically ordered
phase. This instability of the system can be captured us-
ing the standard linear response theory (see Appendix A
for details), more precisely from the spin-spin suscepti-
bility. Let us start with the non interacting Hamiltonian
of the form
H = H0 +Hext,
3where H0 is given by Eq.(5) and
Hext =
∑
j
Saj B
a
j (t) =
1
N
∑
q
Sa−qB
a
q(t),
where B is the external driving force. Using the
Fourier transform of the fermionic operators ck,s =
1√
N
∑
e−ik·jcj,s, where N is the number of sites, one
gets Saj = 1N
∑
q eiq·jSaq and Saq = 12
∑
k c
†
k,sσ
a
s,s′ck+q,s′ .
The spin-spin susceptibility is diagonal in the momentum
space and reads
χa,bq (ω) = −i
∫ +∞
0
dτ e−iωτ
〈[
Saq(τ), Sb−q(0)
]〉
, (9)
where the thermal average and the time evolution are
done using the unperturbed Hamiltonian H0. Therefore,
the analytic expression for the susceptibility is easily ob-
tained by diagonalizing H0. After some manipulation,
we find, that
χa,bq (ω) =
1
N
∑
k,s,s′
(Sak,k+q)s,s′(Sbk+q,k)s′,s
n(k,s′)− n(k+q,s)
ω + k,s′ − k+q,s + iη
→ 1(2pi)2
∫
d2k
∑
s,s′
(Sak,k+q)s,s′(Sbk+q,k)s′,sFs,s′(ω,k,q), (10)
where n() = (1 + eβ)−1 is the Fermi function. We have
introduced
Fs,s′(ω,k,q) =
n(k,s′)− n(k+q,s)
ω + k,s′ − k+q,s + iη (11)
and
Sak,k+q =
1
2Ukσ
aU†k+q, (12)
where η is an infinitesimal convergence factor. In the
usual situation of a Hamiltonian diagonal in the original
spin-space, the matrices Uk are simply the identity and
one recovers the standard spin-spin susceptibility.
In what precedes, we have derived the susceptibility
Eq.(10) for the non-interacting system. However, the
interaction among the fermions affects the spin-spin sus-
ceptibility. This can be captured, in the random phase
approximation (RPA) framework, by deriving, in a self-
consistent way, the effective propagator for the spin fluc-
tuations. This is equivalent to perform a mean-field ap-
proximation to the interacting Hamiltonian35–37.
Lets recall the main step: Starting from the interac-
tion Hamiltonian Eq.(3), the effect of interaction then
amounts to an introduction of an effective driving force
given by
Heffext = Hext +HMFint =
∑
q
Sb−q(t)(Bbq)eff(t), (13)
where (Bbq)eff(t) =
[
Bbq(t)− 2g〈Sbq〉(t)
]
and we have in-
troduced g = 2U/3 (see Appendix A). After the manipu-
lation described in Appendix A one finds the expression
for average values of the spin operators
〈Sq〉(ω) = M−1q (ω)χq(ω)Bq(ω) (14)
where Mabq (ω) = δa,b + 2gχ
a,b
q (ω). M−1q (ω)χq(ω) is
therefore the RPA susceptibility, whose singularities
in the complex ω plane correspond to the vanishing
eigenvalues of Mq(ω).
D. Large U limit - the Heisenberg Hamiltonian
Following the method of34, one obtains, in the large
(repulsive) interaction U limit and at half-filling, the fol-
lowing effective Heisenberg Hamiltonian, up to the sec-
ond order in the t/U expansion:
H = Hc +
∑
δ=x,y
∑
<i,i+δ>
∑
a=x,y,z
Jaδ S
a
i S
a
i+δ +Dδ+ · (Si × Si+δ)+ +Dδ− · (Si × Si+δ)−, (15)
where
(Si × Si+δ)+ = (Sy1Sz2 , Sz1Sx2 , Sx1Sy2 )
(Si × Si+δ)− = −(Sz1Sy2 , Sx1Sz2 , Sy1Sx2 )
are the "positive" and "negative" part of the vector prod-
uct. In the most general case, the coefficients Jaδ , D
p
δ and
Hc, δ = x, y, a = x, y, z, p = 1, 2, 3, are quadratic func-
tions of elements of the tunnelling matrices T . The gen-
4eral expression can be found in the appendix B. However,
the situation will simplify considerably when considering
a specific case of spin orbit coupling of Rashba type, see
Eq. (4):
Jxδ = 4λ cos (2α)
Jyδ = 4λ
Jzδ = 4λ cos (2α)
for both spatial directions δ = x, y,
Dxδ+ = Dxδ− = 0
Dyδ+ = D
y
δ− = −4λ sin (2α)
Dzδ+ = Dzδ− = 0
for δ = x (tunnelling Tx) and
Dxδ+ = Dxδ− = −4λ sin (2α)
Dyδ+ = D
y
δ− = 0
Dzδ+ = Dzδ− = 0
for δ = y, (the tunnelling Ty),
Hc = −4λ14 ,
λ = t2/U . This Hamiltonian is identical with Eq. (2)
of20, where one has to set their parameter λ = 1. In the
following, we take t equal to unity to set the energy scale.
III. RESULTS & DISCUSSION
A. Small U limit
Here, we study the small interaction behaviour of the
lattice gas at half-filling, µ = h = 0, by means of the
susceptibility, given by Eq.(10). The instability of the
non-interacting ground state is signalled by a divergence
of the DC (ω = 0) RPA susceptibility (14), correspond-
ing to a vanishing eigenvalue of Mq(0). The latter corre-
sponds to an eigenvalue of χq(0) having the value −1/2g.
In the following, we evaluate the susceptibility by numer-
ical integration of (10) over the first Brillouin zone. We
will discuss the general q value below, but it turns out
that the mean-field simulations indicate the onset of AF
phase for small couplings U , corresponding to a value of
q = qpi = (±pi,±pi). For this specific value of q = qpi,
one can see, using Eq.(8), that k+qpi,s = −k,s¯, where
s¯ means the opposite spin to s. Moreover, in this case,
the Fermi energy is EF = 0 and one gets nested Fermi
surfaces for any value of the gauge field parameter α - the
Fermi surfaces together with the susceptibility integrand
function Fs,s′(0,k, (pi, pi)), Eq.(11), are plotted in Fig.(1)
for different values of α. The coincidence of the maxi-
mum of the integrand function F is a specific feature of
FIG. 1. (Color online) Plots of Fermi surfaces and suscepti-
bility integrand F (see Eq.(11)) in the first BZ for q = (pi, pi).
Rows: successive values of α = 0, pi/3, pi/2; Columns: (i)
Fermi surfaces. The nesting of Fermi surfaces is indicated ex-
plicitly for α = pi/3. For α = pi/2 the Fermi surface becomes
a set of isolated Dirac points. (ii) F for spins (s, s′)=(2,1),
(iii) F for spins (s, s′)=(1,2). The green and red colours in
(ii) and (iii) represent the maximum of F . The Fermi surfaces
for given (s, s′) in (ii) and (iii) are indicated by white lines.
The coincidence of Fermi surfaces and the maximum of the
integrand F is not generic, but is specific for qpi = (±pi,±pi).
qpi and is responsible for the the onset of AF phase for
sufficiently low temperature, i.e. large β values. Indeed,
we note, that in the case of nested Fermi surfaces, the
susceptibility possess lnβ divergence.
Moreover, for α = 0, the presence of Van Hove singulari-
ties at the Fermi energy adds a leading divergence ln2β.
Therefore, we fit the susceptibility with a function
χfit = a ln2 β + b ln β + c. (16)
The results are summarized in Table I and plotted in
Fig.(2). With respect to the preceding discussion, one
can distinguish two cases - α = 0 and α > 0. We verified,
that for α = 0, our results agree with the theoretical
prediction given by Eq.(7) in38,39 (first two lines in Table
I)
χqpi,theor = −
1
2pi2t˜ ln
2 16eγ t˜
pi
β + C0. (17)
For α > 0 (α strictly positive), the absolute value of
b decreases monotonically as the nesting of Fermi sur-
faces decreases. Also, for α > 0 the a term becomes
significantly smaller than for the α = 0 case (no ln2 β
divergence).
5α a× 103 b c σ2 × 106
0 (theor) -13. -0.073 -0.098 120.
0 (fit) -13. -0.073 -0.1 0.73
0.05 3. -0.13 -0.057 6.6
pi/12 0.9 -0.065 -0.11 2.
pi/6 0.38 -0.043 -0.1 2.7
pi/4 -0.76 -0.025 -0.1 1.6
pi/3 -0.68 -0.016 -0.088 0.032
5pi/12 -0.85 -0.0052 -0.082 1.6
pi/2 -0.95 0.0047 -0.084 1.4
TABLE I. Values of the fitting parameters a, b, c of Eq.(16) for
different values of the gauge field parameter α. σ2 is the usual
data variance, defined in the text. The first line corresponds
to the theoretical prediction Eq.(17) and agrees well with the
numerical computation of the susceptibility Eq.(10) shown in
the second line.
The data variance in the Table I reads σ2 =
1
n
∑n
i=1 |χfit,i−χi|2, where χi stands for a minimal eigen-
value at (given) qpi and n = 14 is the number of simu-
lated data points. As shown in Fig.(2), the parameter of
the lnβ divergence b increases monotonically (for α > 0)
with β. This comes from the fact, that the contribu-
tion to the susceptibility Eq.(10) is proportional to the
area of the Fermi surface (length of the 1D surface in our
case), which decreases with increasing α and shrinks to
the Dirac points for α = pi/2 as shown in Fig.(1).
Even though the AF order is expected at T = 0, at
higher temperature the susceptibility develops minima
at q 6= qpi. An example for a diagonal q, q = (qd, qd),
qd ∈ [0, pi] is shown in Fig.(3). Therefore, at this temper-
ature, the linear response analysis predicts an instability
towards a different magnetic order. In addition, since
these minima correspond to a finite value of the suscep-
tibility χm, the phase transition is predicted to occur at
a finite interaction U = − 34 1χm . However, this predic-
tion assumes a second order phase transition and at this
(large) value of U , another magnetic order might have al-
ready appeared. In addition, since the value of the mini-
mum of the susceptibility is not much lower than the one
of the AF order, it might explain that, from a numerical
point of view (finite size...), the onset of those non-AF
phases at finite temperature and finite interaction have
not been observed yet.
FIG. 2. (Color online) a) Plot of the minimal eigenvalue of
χ against β for q = (pi, pi). The data points were calculated
using Eq.(10) and the lines are the fits Eq.(16). The lowest
curve corresponds to α = 0 and the highest to α = pi/2 in
monotonically increasing order corresponding to Table I. b)
Fitting parameter b against the gauge field parameter α > 0
(only non zero values of α). The plot shows a monotonic
decrease of |b| - see text for details.
a)
b)
FIG. 3. (Color online) Susceptibility eigenvalues vs. q on the
diagonal of the Brillouin zone, q = (qd, qd). An example for
α = pi/4 and β = 8.7 is shown and demonstrates a minimum
of the susceptibility occurring for q 6= qpi.
6B. Mean Field numerical simulation
To further investigate the properties of the system,
we study the properties of the mean-field Hamiltonian
ground state. More precisely, at finite temperature, we
minimize the mean-field free energy FMF = − 1β lnZ,
where Z is the partition function associated to the mean-
field Hamiltonian HMF (See Appendix A for details):
HMF =−
∑
j,j′
c†j,sT
s,s′
j,j′ cj′,s′ −
4U
3
∑
j
〈Sj〉 · Sj
+ 2U3
∑
j
〈Sj〉 · 〈Sj〉.
(18)
At half-filling, with a repulsive interaction, the total av-
erage density is expected to remain fixed to unity, the
relevant degrees of freedom being the average values of
the spin operators Saj . The present mean-field decoupling
respects thus the SU(2) invariance of the interaction and
allows for all possible magnetic orderings, in particular
those obtained in the large U limit from the effective
Heisenberg model20,21. From that point of view, even
though other mean-field decoupling schemes are possi-
ble40, the present one is expected to capture qualitatively
the properties of the magnetic phases for different values
of U and α.
The numerical calculation has been performed on a
36× 36 square lattice with periodic boundary conditions
for different values of parameters α,U, β. On each lat-
tice site, the three components of the spin 〈Sj〉 are in-
dependent mean-field parameters. Since the mean-field
Hamiltonian (18) is quadratic in the fermionic opera-
tors, the free energy can be obtained by diagonalizing a
2N × 2N matrix, where N is the number of lattice sites.
Even though the exact structure of the matrix is slightly
different from the one obtained in the BCS case32,41,42,
there is a one to one mapping between the two situa-
tions, namely a particle-hole transformation on one of the
species. From a numerical point of view, the free energy
is minimized using a mixed quasi-Newton and conjugate
gradient method; additional checks (e.g. different initial
values of the spins) were performed to ensure that the
global minimum has been reached. Finally, even though
the mean-field calculation captures the temperature de-
pendence of the spin degrees of freedom, it only describes
the Mott transition, whereas the determination of the
true critical temperature to a quasi-long range magnetic
order, especially in the large interaction limit, amounts
to taking into account the effects of terms beyond mean
field43.
The results are summarized in Table II. Only few val-
ues of the gauge field and interaction are presented, since
the focus of the paper is on the generic evolution of the
system phase from the non-interacting situation to the
large interacting limit. For the parameters under consid-
eration, we have identified the following phases: • Anti-
ferromagnet (AF), q = (pi, pi), • Spiral (SI), q = (q, q′),
TABLE II. (Color online) Summary of the MF results. Leg-
end: AF (blue) - antiferromagnetic phase, SI (dark red), SI2
(orange) - spiral phases, SkX (yellow) - Skyrmion crystal, see
text and Table III for definitions; For fixed values of α, we
show phases which occur as a function of β, the inverse tem-
perature, and U , the interaction strength. For small values of
the interaction, AF phase occurs for all α and for sufficiently
high values of β (low temperatures), in agreement with the
results predicted by the linear response theory. For increasing
values of U , a phase transition occurs towards different phases
(SI, SI2, SkX), depending on α. For other values of α, not
shown here, we have found a similar scenario. For α ≥ 0.4pi,
the logarithmic divergence of the susceptibility with the tem-
perature is very slow, such that the AF phase only appears
for very low values of the temperature and, from a numerical
point of view, is very difficult to observe with our method.
Coexistence of different phases is indicated (either of two well
defined phases or of a well defined phase and an unknown
phase (coex)).
• Spiral 2 (SI2), q = (q, pi), •Skyrmion crystal (SkX),
q = (pi,±pi/3) and q is modulo the periodicity of the
BZ. As one can see from the Table II, an AF phase al-
ways shows up first at low interaction; one can see that
when the transition normal-AF occurs for a low interac-
tion, the phase only exists for very low temperature, a
behaviour similar to the BCS situation. For other values
of α, not shown here, we have found a similar scenario.
For α ≥ 0.4pi, the logarithmic divergence of the suscep-
tibility with the temperature is very slow, such that the
AF phase only appears for very low values of the temper-
ature and, from a numerical point of view, is very difficult
to observe with our method.
For larger interaction values, the AF order further
evolves to a phase depicting a magnetic texture (spiral...),
corresponding to peaks in |S(q)|2 away from the corner
of the BZ. The transition is of first order, since the AF
order parameter doesn’t vanish at the transition point,
7FIG. 4. (Color online) First row: Density vector plots of spins 〈Saj 〉 for different interaction strengths U = 4.5, 4.75, 6.5, 10.
We plot the central region of the 36 × 36 lattice. The real space z component of the spin Szj is color encoded, where the
pink color corresponds to the maxima and the green color to the minima of Sz respectively. The color scaling is relative to
each U independently. Second row: 3D plots of the spin density |S(q)|2 in the first Brillouin zone for interaction strengths
U = 4.5, 4.75, 6.5, 10: U = 4.5, 4.75, 10 correspond to AF, SI and SkX phases, which are clearly indicated by peaks of |S(q)|2.
U = 6.5 corresponds to a crossover between SI and SkX phase, where the two phases coexist. The used parameter values are
α = 0.3pi and β = 50. See also Table II and Appendix C for quantitative details.
at which also a magnetic texture appears.
Then, for larger interaction strength and depending
on the gauge-field parameter, the magnetic texture can
further evolve to another phase, to reach finally the spin
configuration predicted from the Heisenberg-model. It’s
more difficult to determine the type of transition from
one phase to the other, but from the numerical data it
seems to correspond to a smooth change in the location of
the peaks of |S(q)|2, i.e. a crossover within the numerical
resolution of the simulation.
Finally, one should notice that the critical value Uc(α)
of the transition from the AF order is not expected to
depict a smooth curve in the U − α plane, since, in the
magnetic texture phase, the different mean-field Hamil-
tonians HMF(α) have different translational symmetries,
a situation similar to the Hofstadter-Hubbard model, de-
picting fermions (or bosons) in an external magnetic field.
Nevertheless, our numerics seems to suggest that the
transition from an AF order to a magnetic texture phase
increases with the gauge-field parameter α, such that the
AF order on the α = 0 line seems to be unstable towards
a magnetic structure phase in the presence of arbitrary
small spin-orbit coupling.
In Fig.(4), an example of a real space spin configu-
ration 〈Saj 〉 together with its Fourier transform |S(q)|2
is shown for α = 0.3pi and β = 50. Different phases
(AF, SI, SkX for U=4.5, 4.75, 10) or their coexistence
(SI + SkX for U = 6.5) are clearly indicated by peaks of
|S(q)|2. As one can see, in the large U limit, one recovers
q N1(q)×N2(q) N1(q) ·N2(q)
AF (pi, pi) 0 0
SI (q, q′) 6= 0 0
SI2 (q, pi) 6= 0 0
SkX (pi,±pi/3) non-planar 6= 0
TABLE III. Summary of magnetic phases. Different phases
are defined by the value of q at which |S(q)|2 peaks. Further
distinction of magnetic orders given by the values of N1 ·N2
and N1 ×N2 is shown. The skyrmion phase (SkX) corre-
sponds to a pair of parameters (N1(q±),N2(q±)) at inequiv-
alent positions q± in the Brillouin zone, with, in addition,
non-collinear N1(q±)×N2(q±) vectors. See also Eq.(19) and
the text for details.
the spin configuration expected from the effective Heisen-
berg model, i.e. a 3 × 3 Skyrmion crystal which is non-
planar magnetic order with a non-vanishing Skyrmion
density Sj ·
(
Sj+1x × Sj+1y
)
. The magnetic orders can
be parametrized by the peak values of |S(q)|2. More
specifically, each peak q gives rise to a spin wave, which
can be described as44
〈Saj 〉 = Na1 (q) cosq · j+Na2 (q) sinq · j (19)
with further distinction of collinear, N1(q)×N2(q) = 0,
and non collinear,N1(q)×N2(q) 6= 0, orders. The values
of q,N1(q) and N2(q) are summarized in Appendix C.
8IV. CONCLUSION
In summary, we have studied the quantum phase tran-
sitions of the Fermi-Hubbard model in a square lattice
at half-filling in the presence of an effective spin-orbit
coupling. We have shown that at small interaction, the
system always enters an AF order, then undergoes a
first order phase transition to a phase depicting mag-
netic texture, and, eventually, reaches (at large interac-
tion strength), the magnetic texture predicted by the as-
sociated Heisenberg model.
In addition to the half-filling situation presented here,
a possible study will concern the doped case or the
imbalanced population case, where more exotic mag-
netic phases are expected to occur, possibly in compe-
tition with the non-conventional superconductivity. One
should also take into account the effects of terms beyond
mean field to determine properly the critical tempera-
ture of the transition and to estimate the strength of the
quantum fluctuations thus allowing for a better compar-
ison with possible experimental results.
Apart from the (magnetic) properties of the ground
state, it would be interesting to study the excitations
above the ground state, in particular to describe the
dynamical response of the system to external perturba-
tions, like the (sudden) quenches of the interaction or
the gauge-field, which can efficiently be achieved in cold
atomic gases experiments.
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Appendix A: Linear response of the spin systems
From the linear response theory35,36, the expression for the spin-spin susceptibility χa,bq (τ) reads:
χa,bq (τ) = −iθ(τ)
〈[
Saq(τ), Sb−q(0)
]〉
. (A1)
The frequency domain susceptibility is given by the Fourier transform χa,bq (ω) =
∫
dτ e−iωτχa,bq (τ).
We can now find an explicit analytical expression for χa,bq (ω), given the Hamiltonian Eq.(2a - 2c). Namely we need
to evaluate the thermal average
〈[
Saq(τ), Sb−q(0)
]〉
= Z−1Tr
[(
Saq(τ)Sb−q(0)− Sb−q(0)Saq(τ)
)
e−βH0
]
. (A2)
In order to evaluate the trace and the time dependence, one needs to diagonalize H0. As explained in the main text,
this is achieved by going to momentum space and finding 2× 2 unitary transform Uk (dk = Ukck) such that
H0 =
∑
k,s
k,sd
†
k,sdk,s. (A3)
In the diagonal basis, the time evolution of the operators dk,s is simple, such that one obtains readily the time
evolution of the spin operators:
Saq(τ) =
∑
k
d†k,s(Sak,k+q)s,s′dk+q,s′eiτ(k,s−k+q,s′ ), (A4)
where
Sak,k+q =
1
2Ukσ
aU†k+q. (A5)
We proceed with the evaluation of the trace Eq.(A2). Lets start with the first part of the commutator
Tr
(
Saq(τ)Sb−q(0)e−βH0
)
=
∑
ni
〈n1|Saq(τ) |n2〉 〈n2|Sb−q(0) |n3〉 〈n3| e−βH0 |n1〉
=
∑
Saq(τ)n1,n2Sb−q(0)n2,n1
[
e−βH0
]
n1,n1
, (A6)
where the sum runs over complete basis (i.e. momentum and spin) |ni〉 and we have used the fact, that H0 is already
diagonalized. Plugging the expression Eq.(A4) to Eq.(A6) one finds
Tr
(
Saq(τ)Sb−q(0)e−βH0
)
=
= Tr
(
d†k,s(Sak,k+q)s,σdk+q,σd†k′,s′(Sbk′,k′−q)s′,σ′dk′−q,σ′e−iτ(k′,s′−k′−q,σ′ )e−β
∑
p,σd
†
p,σdp,σ
)
= Tr
(
d†k,s(Sak,k+q)s,s′dk+q,s′d†k+q,s′(Sbk+q,k)s′,sdk,se−iτ(k+q,s′−k,s)e−β
∑
p,σd
†
p,σdp,σ
)
. (A7)
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Following Eq.(A6), we put in the previous k′ = k+ q and σ = s′, σ′ = s. One obtains
Tr
(
Saq(τ)Sb−q(0)e−βH0
)
=
= Z
∑
k,s,s′
(Sak,k+q)s,s′(Sbk+q,k)s′,se−iτ(k+q,s′−k,s)
e−βk,s
(1 + e−βk,s)(1 + e−βk+q,s′ )
, q 6= 0
= Z
 ∑
k,s6=s′
(Sak,k)s,s′(Sbk,k)s′,se−iτ(k,s′−k,s)
e−βk,s
(1 + e−βk,s)(1 + e−βk,s′ )
+
∑
k,s
(Sak,k)s,s(Sbk,k)s,se−iτ(k,s′−k,s)
e−βk,s
1 + e−βk,s
 , q = 0. (A8)
The trace of Sb−q(0)Saq(τ)e−βH0 is obtained in a similar way and yields a result identical to Eq.(A8) with exchange
βk,s ↔ βk+q,s′ (i.e. the energies are exchanged only in the thermal terms including β). We next notice, that
e−βa − e−βb
(1 + e−βa)(1 + e−βb) =
e−βa + 1− 1− e−βb
(1 + e−βa)(1 + e−βb)
= 11 + e−βb −
1
1 + e−βa = (1− n(b))− (1− n(a))
= n(a)− n(b). (A9)
This also holds for the degenerate case (q = 0, last line in Eq.(A8)), in which we have directly
e−βa
1 + e−βa −
e−βb
1 + e−βb = n(a)− n(b). (A10)
We obtain the result for the trace of the commutator〈[
Saq(τ), Sb−q(0)
]〉
=
∑
k,s,s′
(Sak,k+q)s,s′(Sbk+q,k)s′,s(n(k,s)− n(k+q,s′))e−iτ(k+q,s′−k,s). (A11)
The only time dependent factor is the oscillating exponential and we can thus directly compute the time integral in
the definition of the susceptibility Eq.(A1)
− i
∫ ∞
−∞
dτeiωτθ(τ)e−iτ(k+q,s′−k,s) = −i
∫ ∞
0
dteiωτ−ητe−iτ(k+q,s′−k,s)
= 1
ω + k,s′ − k+q,s + iη , (A12)
where we have added the infinitesimal convergence factor η. Plugging this back to the defining relation for the
susceptibility Eq.(A1), we obtain the final result for the susceptibility of the non interacting system
χa,bq (ω) =
1
N
∑
k,s,s′
(Sak,k+q)s,s′(Sbk+q,k)s′,s
n(k,s′)− n(k+q,s)
ω + k,s′ − k+q,s + iη . (A13)
Susceptibility in the interacting MF model
We have derived the susceptibility Eq.(A13) for the non-interacting system subjected to a small external driving force.
We will now use this result to find a susceptibility of the interacting system described by the mean-field theory. Lets
recall the interaction Hamiltonian Eq.(3):
Hint = −2U3
∑
j
Sbj (t)Sbj (t) = −
2U
3
1
N
∑
q
Sb−q(t)Sbq(t)
MF≡ −g
N
∑
q
〈S−q〉〈Sq〉+ 〈S−q〉(Sq − 〈Sq〉) + (S−q − 〈S−q〉)〈Sq〉+O((δS)2)
= −g
N
∑
q
2S−q〈Sq〉 − 〈S−q〉〈Sq〉 = HMFint , (A14)
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where we have introduced the coupling strength g = 2U/3. In the last line of the preceding equation, the last term
does not contribute to the spin dynamics and is normalized out in the computation of the spin average values. We
thus drop this term. We obtain the effective external driving Hamiltonian
Heffext = Hext +HMFint =
1
N
∑
q
Sb−q(t)
[
Bbq(t)− 2g〈Sbq〉(t)
]
= 1
N
∑
q
Sb−q(t)(Bbq)eff(t). (A15)
We can thus see, that the inclusion of the MF interaction amounts to replacing the external driving B by the
new effective driving Beff . One then follows the same procedure as in the non interacting case. Since we are
mainly interested in the frequency response of the system, we will use the defining formula connecting the frequency
components of the spins with the driving through the susceptibility
< Saq(ω) >= χa,bq (ω)(Bbq)eff(ω). (A16)
One can easily check, that the frequency components of the effective driving are given by the Fourier transform of its
parts,
(Bbq)eff(ω) =
∫
dteiωt(Bbq(t)− 2gS¯bq(t))
= Bbq(ω)− 2gS¯bq(ω). (A17)
Therefore, one obtains
〈Saq〉(ω) =
∑
b
χa,bq (ω)Bbq(ω)− 2g〈Sbq〉(ω), (A18)
which after a straightforward manipulation yields the equation for the average value of the spin operators
〈Sq〉(ω) = M−1χB
Ma,b = δa,b + 2gχa,bq (ω), (A19)
where we merely rewrote the equation Eq.(A18) in the symbolic matrix notation. From here, one can obtain the
information about the critical value of the coupling strength g (and thus U) from the divergences of the average of
the spin operators, i.e. when the matrix M becomes singular.
Appendix B: Effective Heisenberg model in the large U limit
We now restrict our interest to the regime with strong repulsion, high U . In this regime, the ground state of the
grand canonical ensemble has single occupation at each site. Moreover it would cost an energy of order of U to
increase the double occupancy by one. This regime can be described by the method of effective Hamiltonian, which is
suitable for systems with well separated energy manifolds45. The energy manifolds are separated by U and we would
like to evaluate the effect of the coupling between the ground state manifold and the higher lying manifolds. This
coupling results in the perturbation of the bare energy levels in the ground state manifold. In this section, we present
the treatment used in34 and45 (page 38).
In the following we consider a situation at half filling µ1 = µ2 = 0. When we multiply the kinetic Hamiltonian
Eq.(2a) by nj,s¯ + hj,s¯ = 1 from the left and by nj′,s¯′ + hj′,s¯′ = 1 from the right, we obtain
Hkin ≡ T = T0 + T−1 + T1, (B1)
where
T0 = −
∑
nj,s¯c
†
j,sT
s,s′
j,j′ cj′,s′nj′,s¯′ + hj,s¯c
†
j,sT
s,s′
j,j′ cj′,s′hj′,s¯′
T−1 = −
∑
hj,s¯c
†
j,sT
s,s′
j,j′ cj′,s′nj′,s¯′
T1 = −
∑
nj,s¯c
†
j,sT
s,s′
j,j′ cj′,s′hj′,s¯′ , (B2)
where n and h denote the particle and hole number operators respectively and s¯, s¯′ denote the spin orthogonal to s, s′
- e.g. s¯ is spin up for s spin down and vice versa. The sums in Eq.(B2) run over nearest neighbours 〈jj′〉 and spins
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s, s′. Denoting the interaction Hamiltonian Eq.(2c) as V , one can easily verify the following commutation relations
[V, T0] = 0
[V, T−1] = −UT−1
[V, T1] = UT1, (B3)
which can be summarized as
[V, Tm] = mUTm. (B4)
We are now ready to proceed with the effective Hamiltonian derivation. We wish to rewrite the current Hamiltonian
H = V + T as
Heff = eiSHe−iS = H + [iS,H] +
1
2! [iS, [iS,H]] + . . . =
∞∑
n=0
1
n! [iS,H]
(n)
, (B5)
where S is some Hermitian matrix (we require the transformation to be unitary). [iS,H](n) denotes the n-times nested
commutator and [iS,H](0) = H. The matrix S can be determined in the following way. Lets write S as
S = λS1 + λ2S2 + . . . =
∞∑
n=1
λnSn, (B6)
where λ = 1/U is our small parameter around which we will do our perturbative expansion. The elements of the
matrix Sk can be determined in an iterative way by requiring, that after the unitary transformation up to the order
k in the expansion Eq.(B5) all terms bringing the energy out of the ground state manifold have to vanish. We also
denote
S(k) =
k∑
n=1
λnSn (B7)
Important thing to note is that the energy ratio between V and T is of order λ−1. It is thus more transparent to
rewrite the Hamiltonian as H = V + λT˜ , where V and T˜ = λ−1T are now contributions of the same order. With this
notation, the commutator Eq.(B4) can be written as
λ
[
V, T˜m
]
= mT˜m. (B8)
In the first order in λ we have from Eq.(B5)
Heff = H + [iλS1, H] = V + λ(T˜0 + T˜−1 + T˜1) + λ [iS1, V ] + . . . . (B9)
The terms which bring one from the ground state manifold are the terms changing the double occupancy, i.e. T˜−1
and T˜1. In order to cancel these terms with the commutator, one gets
iS1 = λ(T˜1 − T˜−1). (B10)
We will now generalize this procedure in an iterative way to arbitrarily high order in λ. Lets define a Hamiltonian of
order k + 1 as
H(k+1) = eiS
(k)
He−iS
(k)
=
∞∑
n=0
1
n!
[
iS(k), H
](n)
. (B11)
As a matter of example, lets take k = 1
H(2) = H + λ [iS1, H] +
λ2
2 λ [iS1, [iS1, H] +O(λ
3)
= H + λ [iS1, V ] + λ2
[
iS1, T˜
]
+ λ
2
2 [iS1, [iS1, V ] +O(λ
3). (B12)
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The last two terms in the second line are of the same order λ since S1 ∝ 1 and V ∝ λ−1. The idea is now to use this
Hamiltonian to find the explicit form of the next elements in the expansion of iS, namely the element iS2. This can
be done as follows. The third order Hamiltonian can be written as
H(3) = H(2)0 +H
(2)
ch + λ
2 [iS2, V ] +O(λ3), (B13)
where we have decomposed the second order Hamiltonian into a part which does not change the double occupancy
H
(2)
0 and the one which changes the double occupancy, H
(2)
ch . We require, that the lowest order term of iS2 cancels
the double occupancy changing term. This is the general procedure for an arbitrary order expansion, so that
H(k+1) = H(k)0 +H
(k)
ch + λ
k [iSk, V ] +O(λk+1). (B14)
In order to find the explicit form of iSk, we will need the following relationships. Lets denote the product of tunnelling
operators as
T˜ k(m) ≡ T˜m1 . . . T˜mk . (B15)
The commutator with V then reads
λ
[
V, T˜ k(m)
]
= Mk(m)T˜ k(m), (B16)
where Mk(m) =
∑
imi. Looking at Eq.(B14), one can write the last two terms as
H
(k)
ch + λ
k [iSk, V ] = λ2k−1
∑
m
Ck(m)T˜ k(m) + λk [iSk, V ] = 0. (B17)
The last equality can be achieved by noting that
λ
[
V, T˜ k(m)
] · λ2k−1 Ck(m)
Mk(m) = λ
2k−1Ck(m)T˜ k(m), (B18)
so that we finally obtain
iSk = λk
∑
m
Ck(m)
Mk(m) T˜
k(m). (B19)
Note that since Mk(m) 6= 0 for double occupancy changing T k, we can safely divide by it.
We have implemented the above described iterative procedure in Mathematica for general tunnellings T s,s
′
j,j′ .
Up to the second order in the 1/U expansion, one obtains the following effective Heisenberg Hamiltonian (δ = x, y
are the spatial directions in the 2D lattice)
H = Hc +
∑
δ=x,y
∑
<i,i+δ>
∑
a=x,y,z
Jaδ S
a
i S
a
i+δ +Dδ+ · (Si × Si+δ)+ +Dδ− · (Si × Si+δ)−,
where
(Si × Si+δ)+ = (Sy1Sz2 , Sz1Sx2 , Sx1Sy2 )
(Si × Si+δ)− = −(Sz1Sy2 , Sx1Sz2 , Sy1Sx2 )
are the "positive" and "negative" part of the vector product. In the most general case, the coefficients read:
Jxδ = 2λ
(
T 2,2δ T
1,1
δ
∗ + T 1,2δ T
2,1
δ
∗ + T 2,1δ T
1,2
δ
∗ + T 1,1δ T
2,2
δ
∗)
Jyδ = 2λ
(
T 2,2δ T
1,1
δ
∗ − T 1,2δ T 2,1δ
∗ − T 2,1δ T 1,2δ
∗ + T 1,1δ T
2,2
δ
∗)
Jzδ = 2λ
(
T 1,1δ T
1,1
δ
∗ − T 2,1δ T 2,1δ
∗ − T 1,2δ T 1,2δ
∗ + T 2,2δ T
2,2
δ
∗)
D1δ+ = 2iλ
(
−T 2,1δ T 1,1δ
∗ + T 1,1δ T
2,1
δ
∗ + T 2,2δ T
1,2
δ
∗ − T 1,2δ T 2,2δ
∗)
D2δ+ = 2λ
(
T 1,2δ T
1,1
δ −
∗
T 2,2δ T
2,1
δ
∗ + T 1,1δ T
1,2
δ
∗ − T 2,1δ T 2,2δ
∗)
D3δ+ = 2iλ
(
T 2,2δ T
1,1
δ
∗ + T 1,2δ T
2,1
δ
∗ − T 2,1δ T 1,2δ
∗ − T 1,1δ T 2,2δ
∗)
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D1δ− = 2iλ
(
−T 1,2δ T 1,1δ
∗ + T 2,2δ T
2,1
δ
∗ + T 1,1δ T
1,2
δ
∗ − T 2,1δ T 2,2δ
∗)
D2δ− = 2λ
(
−T 2,1δ T 1,1δ
∗ − T 1,1δ T 2,1δ
∗ + T 2,2δ T
1,2
δ
∗ + T 1,2δ T
2,2
δ
∗)
D3δ− = 2iλ
(
T 2,2δ T
1,1
δ
∗ − T 1,2δ T 2,1δ
∗ + T 2,1δ T
1,2
δ
∗ − T 1,1δ T 2,2δ
∗)
Hc = 2λ
(
−T 1,1δ T 1,1δ
∗ − T 2,1δ T 2,1δ
∗ − T 1,2δ T 1,2δ
∗ − T 2,2δ T 2,2δ
∗) 1
4
Appendix C: Magnetic orders
In Table IV we list the details of the magnetic orders parametrized by Eq.(19) and summarized in Table III. The
tables have the following format
{α,U, β},Phase
qx/pi qy/pi N
x
1 N
x
2 N
y
1 N
y
2 N
z
1 N
z
2
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{α,U, β} = {0.1, 2.0, 10000},AF
qx/pi qy/pi N
x
1 N
x
2 N
y
1 N
y
2 N
z
1 N
z
2
−1 1 1.8× 10−2 0 −1.8× 10−2 0 0 0
1 1 1.8× 10−2 0 −1.8× 10−2 0 0 0
{α,U, β} = {0.1, 2.5, 10000}, SI2
qx/pi qy/pi N
x
1 N
x
2 N
y
1 N
y
2 N
z
1 N
z
2
−1 1318 0 0 −5.3× 10−2 8.5× 10−2 −9.4× 10−2 −5.8× 10−2
1 1318 0 0 −5.3× 10−2 8.5× 10−2 −9.4× 10−2 −5.8× 10−2
{α,U, β} = {0.2, 3.0, 1000},AF
qx/pi qy/pi N
x
1 N
x
2 N
y
1 N
y
2 N
z
1 N
z
2
−1 1 2.1× 10−2 0 −2.1× 10−2 0 0 0
1 1 2.1× 10−2 0 −2.1× 10−2 0 0 0
{α,U, β} = {0.2, 3.5, 50}, SI
qx/pi qy/pi N
x
1 N
x
2 N
y
1 N
y
2 N
z
1 N
z
2
− 56 59 −4.4× 10−3 −2.1× 10−2 9.3× 10−3 4.5× 10−2 −4.2× 10−2 8.8× 10−3
5
6
5
9 −2.2× 10−2 4.5× 10−4 −4.6× 10−2 9.4× 10−4 −8.9× 10−4 −4.3× 10−2
{α,U, β} = {0.2, 4.0, 10000}, SI
qx/pi qy/pi N
x
1 N
x
2 N
y
1 N
y
2 N
z
1 N
z
2
− 12 89 1.1× 10−1 2.9× 10−2 −3.8× 10−2 −1.× 10−2 2.7× 10−2 −1.× 10−1
1
2
8
9 2.9× 10−2 −1.1× 10−1 1.× 10−2 −3.8× 10−2 1.× 10−1 2.7× 10−2
{α,U, β} = {0.2, 4.0, 50}, SI
qx/pi qy/pi N
x
1 N
x
2 N
y
1 N
y
2 N
z
1 N
z
2
− 12 89 1.1× 10−1 2.9× 10−2 −3.8× 10−2 −1.× 10−2 2.7× 10−2 −1.× 10−1
1
2
8
9 2.9× 10−2 −1.1× 10−1 1.× 10−2 −3.8× 10−2 1.× 10−1 2.7× 10−2
{α,U, β} = {0.25, 3.5, 1000},AF
qx/pi qy/pi N
x
1 N
x
2 N
y
1 N
y
2 N
z
1 N
z
2
−1 1 1.6× 10−2 0 −4.4× 10−2 0 0 0
1 1 1.6× 10−2 0 −4.4× 10−2 0 0 0
{α,U, β} = {0.25, 4.0, 50}, SI
qx/pi qy/pi N
x
1 N
x
2 N
y
1 N
y
2 N
z
1 N
z
2
− 718 79 −4.× 10−2 1.2× 10−2 1.8× 10−2 −5.5× 10−3 1.1× 10−2 3.8× 10−2
7
18
7
9 −2.8× 10−2 3.1× 10−2 −1.3× 10−2 1.4× 10−2 −2.9× 10−2 −2.6× 10−2
16
{α,U, β} = {0.3, 4.5, 50},AF
qx/pi qy/pi N
x
1 N
x
2 N
y
1 N
y
2 N
z
1 N
z
2
−1 1 0 0 −6.1× 10−2 0 0 0
1 1 0 0 −6.1× 10−2 0 0 0
{α,U, β} = {0.3, 4.75, 50}, SI
qx/pi qy/pi N
x
1 N
x
2 N
y
1 N
y
2 N
z
1 N
z
2
2
9
13
18 −5.9× 10−2 −3.2× 10−2 −1.9× 10−2 −1.× 10−2 −2.5× 10−2 4.6× 10−2
13
18
2
9 −2.1× 10−2 6.2× 10−3 −6.4× 10−2 1.9× 10−2 1.5× 10−2 5.× 10−2
{α,U, β} = {0.3, 12.0, 50}, SkX
qx/pi qy/pi N
x
1 N
x
2 N
y
1 N
y
2 N
z
1 N
z
2
−1 13 0 0 −2.8× 10−1 1.6× 10−1 6.9× 10−2 1.2× 10−1
− 13 1 −2.8× 10−1 −1.6× 10−1 0 0 6.9× 10−2 −1.2× 10−1
1
3 1 −2.8× 10−1 1.6× 10−1 0 0 6.9× 10−2 1.2× 10−1
1 13 0 0 −2.8× 10−1 1.6× 10−1 6.9× 10−2 1.2× 10−1
TABLE IV. Magnetic order parameters Ni = (Nxi , Nyi , Nzi ), i = 1, 2 introduced in Eq.(19) and the peak values of q = (qx, qy),
together with the parameters {α,U, β} for phases given in Table II. In the table, we provide the data for magnetic order
parameters only for qy > 0, since the values for qy < 0 are related by the inversion symmetry q→ −q.
