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Abstract. Assumptions on market structure are crucial in formulating dynamic stochastic 
general equilibrium (DSGE) models. The inclusion of the price stickiness assumption in 
DSGE models has questioned the money neutrality, which is a characteristic of DSGE 
models with perfect competition, and has thus opened the space for monetary policy 
analysis. One of the criteria used to determine which DSGE models are better suited to 
the characteristics of an observed empirical economy is the impact of technology shocks in 
the structural vector autoregression (SVAR) model with long-run restrictions. In DSGE 
models, assuming perfect competition with no price rigidity, i.e. real business cycle (RBC) 
models, changes in productivity that are driven by productivity shocks increase 
employment. On the other hand, new Keynesian (NK) models that assume imperfect 
competition and price rigidities, suggest that technological shocks decrease employment, 
since companies cannot adjust to excess production by reducing prices. In order to assess 
the impact of productivity shocks, the SVAR model with long-run restrictions is estimated 
using data on labour productivity, working hours and consumption in Croatia. The 
estimated impact of labour productivity shocks on working hours is statistically significant 
and negative, whereas the estimated impact on consumption is statistically significant and 
positive. The conducted analysis points to the fact that the DSGE model with imperfect 
competition and price rigidities describes the empirical characteristics of the Croatian 
economy better than the model with perfect competition. 
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Dynamic stochastic general equilibrium (DSGE) models have led to the 
integration of macroeconomics and microeconomics, providing a microeconomic 
basis for macroeconomic analysis. This approach provides a general framework for 
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analysing the economic policy and its implications, which has been widely used in 
recent economic research. Research on the impact of macroeconomic shocks using 
DSGE models is the basis of modern macroeconomic research [23]. 
DSGE models are developed in the general equilibrium framework, where agents 
maximize their goals subject to defined constraints. Although real business cycle 
models (RBC) and new Keynesian (NK) models both have microeconomic 
foundations, the major difference is the type of market structure assumed in the 
model. While the RBC model assumes perfect competition, the assumption of NK 
models is imperfect or monopolistic competition. The RBC model assumes perfect 
competition and fully flexible prices, and the monetary policy has no effect on real 
variables in the economy. However, monetary policy has an effect on real variables 
in DSGE models assuming imperfect competition and price rigidities. With rigid 
prices, companies can gradually adjust prices over time, which creates real 
implications for the monetary policy [17]. In their paper [9] analyse monopolistic 
competition and optimal product variety, and present monopolistic competition 
using an aggregator of household preferences, which is incorporated in almost all 
DSGE models with the assumption of an imperfect market. According to [4], the 
inclusion of imperfect competition has led to substantial progress in compliance 
of DSGE models with real data, which is an important factor in the success of 
these models.  
In DSGE models assuming perfect competition, changes in productivity driven by 
productivity shocks increase the working hours. On the other hand, NK models 
with the assumption of imperfect competition and price rigidities suggest that 
technological shocks decrease employment, given that companies cannot adjust to 
excess production by reducing prices [7,16]. The SVAR model is often used in 
literature to test the compliance of DSGE models’ assumptions with empirical 
characteristics of observed economies [14, 15, 16, 23]. The research of [16] uses the 
SVAR approach to analyse the impact of technological shocks, whereat the 
response of working hours to technological shocks is considered the criteria 
according to which it is possible to determine which model is better suited to the 
characteristics of the observed empirical economy. The SVAR model with long-
run restrictions is used in [16] in line with [5] and the research of [16] indicates 
that technological shocks are a source of negative correlation between production 
and working hours in the US. The research of [14], [15] and [16] indicates that due 
to a positive productivity shock in the US, output grows and working hours 
decrease. These results have challenged the compliance of RBC models with 
empirical features of the US economy. 
The paper is structured as follows: after the introductory section, the market 
structure in DSGE models is briefly explained. Next, data used in the empirical 
analysis are described and the SVAR model with long-run restrictions is outlined. 
Then the empirical estimation of the SVAR model is conducted, and the main 
conclusions as well as a perspective for future research, are stated.  
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Most attempts to detect the existence and importance of price stickiness rely on 
analysing microeconomic data, and data on the individual prices of goods and 
services [17, 23]. Regarding Croatia, the only research related to the empirical 
assessment of price competition was conducted by [24] in the form of a survey of 
companies and explored the extent to which prices are inflexible, as well as the 
causes of price rigidities. The mentioned research suggests that models of 
monopolistic competition are more appropriate for modelling the Croatian 
economy than models that assume perfect competition. On the macroeconomic 
level, the research of [2] offers a comprehensive analysis of the relationship 
between labour productivity and employment in transition countries including 
Croatia, and shows that productivity shock causes a decrease in employment 
measured by the number of employees. The research of [23] investigates the 
impact of market structure on the compliance of DSGE models with Croatian 
data. The question is posed as to whether the RBC model or the NK model better 
suits Croatian data, and subsequently the impact of productivity shocks on 
employment in Croatia is estimated. Besides the number of employees, in [23] 
working hours are also used to approximate employment in line with [16].  
 
2. The importance of market structure in DSGE modelling 
 
Adding imperfect competition and nominal rigidities to the basic RBC model has 
led to the development of NK models. The behavior of DSGE models and 
consequently the implications of these models for economic policy, largely stem 
from assumptions on determining market structure. Therefore, determining 
market structure and pricing behavior has been an important topic of empirical 
macroeconomics for many years [22]. 
In their research [3] and [18] have shown empirically that product markets are 
not perfectly competitive, and that companies add mark-up prices. These results 
have led to the development of models in which perfect competition is replaced 
by assuming monopolistic competition. Using this assumption, [20] has shown 
that the impact of productivity shocks in models with imperfect competition is 
weaker than in models with perfect competition, where other shocks gain a 
significant role in explaining economic fluctuations. The introduction of imperfect 
competition has had significant implications for macroeconomic modelling. With 
the assumption of imperfect competition, technological shocks have a lower 
impact on employment, and cyclical variations in employment must be caused by 
other shocks. An increase in productivity can therefore cause a fall in employment, 
since the wealth effect of the  productivity shock on employment is stronger than 
in the model with perfect competition and is stronger than the substitution effect 
[26]. 
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Perfect competition is assumed in RBC models. The addition of imperfect 
competition to macroeconomic models with microeconomic foundations was a 
challenge for Keynesian economists. Traditional Keynesian economics is based on 
the fact that prices are inflexible. The neoclassical revolution challenged Keyne-
sian economists with the task of proving that price rigidity and market 
imperfections are justified in the general equilibrium model in which households 
maximize utility and companies maximise profits. New Keynesians are similar to 
Keynesians as they consider that imperfect competition and price stickiness are 
important features of an economy [23]. 
However, they differ from Keynesians in that they explore the macroeconomic 
framework with optimization decisions of rational economic agents assuming 
imperfect competition and price rigidity. One of the key issues is to understand 
price rigidity in terms of providing microeconomic fundamentals that would 
explain why prices are not perfectly flexible. To understand nominal rigidities, it 
was necessary to abandon the approach of perfect competition assuming price-
taking agents. To understand the price rigidity in the short run, it is necessary 
that economic agents determine prices in order to understand the microeconomic 
basis for price rigidity [10]. 
 




VAR models used for evaluating DSGE models often include fewer variables than 
DSGE models [25]. The econometric practice is to use parsimonious models given 
that adding new variables reduces degrees of freedom, especially if taking into 
account that VAR models sometimes have a high number of lags. Therefore, some 
variables characteristic of DSGE models can be excluded from the VAR model in 
empirical analysis due to the preservation of degrees of freedom. In addition, some 
variables, such as capital, which are relevant in   analysing DSGE models, are not 
easily estimated and there are different approaches to their estimation. Since 
output data are included in the calculation of labour productivity, the output 
time-series is not included separately in the SVAR model. Capital is not included 
as a separate variable as accumulation of capital depends on the investment which 
is included in the preliminary SVAR model. In their research [8] used the United 
States data and suggested that the inclusion of investment and consumption is 
important in minimizing the omitted-variable bias. Therefore, data on working 
hours, labour productivity, investment and consumption are initially used to 
estimate the SVAR model with long-run restrictions. Data selection for the SVAR 
model is in line with [8], [11] and [23]. 
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Figure 1: Real GDP, consumption and investment in Croatia from Q1 2000 to Q4 2015 
[12] 
 
Figure 1 shows the real GDP, consumption and investment data for Croatia from 
Q1 2000 to Q4 2015. Data on GDP and its components refer to quarterly data 
from [12] in 2005 based chain linked volumes. Investment is defined by gross fixed 
capital formation, while data on consumption refer to final consumption 
expenditure of households. 
In evaluating DSGE models, employment is often approximated using working 
hours, and therefore this research uses working hours to approximate employment 
in Croatia. Data on working hours in Croatia are available after the first quarter 
2000 [13], i.e. for the period from 2000 to 2008 data are available only for the first 
two quarters in each year. Therefore, in line with [23] data for the third and the 
fourth quarter in the missing period are estimated using the cubic spline 
interpolation method in the software MATLAB R2014a. 
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Figure 2: Labour productivity in Croatia from Q1/2000 to Q4/2015 [[13], and the 
estimation by authors for the third and the fourth quarter in the years from 
2000 to 2008] 
 
In this research, labour productivity is estimated as the ratio of real GDP and 
working hours in line with [17] and [19]. Since working hours for the third and the 
fourth quarter in the years from 2000 to 2008 are estimated using the cubic spline 
interpolation method, labour productivity is calculated using previously explained 
values of working hours for Croatia. Therefore, for the third and the fourth quarter 
for each year in the period from 2000 to 2008, labour productivity is calculated 
as the ratio between the real GDP and working hours which are interpolated using 
the cubic spline interpolation method. Figure 2 shows the calculated labour 
productivity in Croatia from the first quarter 2000 to the fourth quarter 2015.  
 
 
Figure 3: Working hours in Croatia from Q1 2000 to Q4 2015 [[13], estimation by the 
authors using the cubic spline interpolation method for the third and the 
fourth quarter in the years from 2000 to 2008] 
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Graphical representations of the used data point to the fact that working hours 
shown in Figure 3 exhibit a decreasing trend of working hours in the observed 
period, while labour productivity, consumption and investment show an 
increasing trend. Prior to the SVAR model estimation, the logarithmic values of 
variables are seasonally adjusted using the X-13 ARIMA-SEATS quarterly 
seasonal adjustment method developed by [27]. The logarithmic value of labour 
productivity refers to the difference in logarithmic values of real GDP and working 
hours in line with [17], [19] and [23]. The stationarity of data is examined using 
the Augmented Dickey Fuller unit root test. Since all selected variables are 
nonstationary in levels, but stationary in first differences at 5% significance, the 
first differenced values of all variables are used in further analysis. In order to 
estimate the SVAR model with long-run restrictions, first differences of seasonally 
adjusted logarithmic values of all variables for the period from the first quarter 
2000 to the fourth quarter 2015 are used, where A refers to labour productivity, 
H denotes working hours, C denotes consumption and I refers to investment.  
 
3.2 The SVAR model with long-run restrictions 
 
The structural vector autoregression (SVAR) model can be written as follows:  
 
                                                                             ,                        (1) 
 
where                 for  j=1,…,p. 
Multiplying (1) with A-1  leads to the reduced VAR model: 
 
 
                                                                           ,                          (2) 
 
where                    for j=1,…,p and                    , which relates innovations of 
a reduced model with shocks of a structural model. 
Identifying the parameters of the structural model requires imposing restrictions 
on matrices parameters (for detailed explanation see [1]). In the model, the long-
run restrictions B vector of innovations     is modelled as a linear system such 
that                and matrix A=Ik. In SVAR modelling, and it is common to 
analyse just-identified models. Therefore, there is the required number of 
restrictions necessary to achieve unique impulse response functions. In their 
research [5] focused on the total impact matrix given by (3): 
 
                                                      ,                                               (3) 
 
and they identified structural innovations by putting zero restrictions on the total 
impact matrix. The assumption is that some shocks do not have long-run impacts. 
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In the model with long-run restrictions, due to structural shocks from the residuals 
of the reduced model, matrix A=Ik is defined and the restrictions on current 
impacts of observed variables are not imposed directly. The matrix of long run 
impacts: 
                                                                                                      (4) 
 
is a lower triangular matrix. Therefore, the second residual cannot have a long-
run impact on the first variable; the third residual cannot have a long-run impact 
on the second and the third variable, and so on. Ensuring reliable restrictions 
requires adjusting the order of variables in the model. The estimation of the SVAR 
model with long-run restrictions is conducted using the Cholesky decomposition 
of the matrix (5): 
                                                                                                      (5) 
 
where  ^  refers to the estimate from the reduced model  [21, 23]. 
 
4. The empirical estimation of the SVAR model  
 
Within the previously exposed SVAR model, the impulse response functions 
(IRFs) are estimated to expose the dynamic behavior of the system and present 
the response of the working hours, consumption and investment to a change in 
labour productivity for the next 20 quarters. Firstly, the SVAR model is estimated 
using the four above mentioned variables: labour productivity, working hours, 
consumption and investment. However, impulse response analysis has shown that 
the impact of labour productivity on investment is positive but statistically 
insignificant‡. Therefore, to estimate final SVAR model, variable investment is 
excluded from the analysis and the final model is estimated using three variables: 
labour productivity, working hours and consumption. Estimates of the IRFs of 
the SVAR model with long run restrictions are shown in Figure 4.  
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Figure 4: The impact of one standard deviation shock in the rate of change in labour 
productivity on rates of changes in labour productivity, working hours and consumption 
[Authors’ calculation] 
 
Figure 4 illustrates the effect of one standard deviation shock in the percentage 
change in labour productivity on percentage changes in labour productivity, 
working hours and consumption. In order to analyse the significance of IRFs, the 
90% Studentized Hall confidence intervals with 200 bootstrap replications are 
estimated using JMulTI software and interval bands are shown by dashed lines 
in the Figure 4. The Hall confidence interval estimates for the impulse response 
functions are explained in more detail in [6]. The initial effect of the shock in 
labour productivity on working hours is statistically significant and negative, and 
disappears after approximately 7 quarters. The effect on the consumption is 
initially positive and statistically significant. Considering the impact of labour 
productivity shock on the observed variables, the conclusion is that empirical 
impacts in the SVAR model with long-run restrictions are suited to DSGE models 
with imperfect competition, i.e. NK models. In NK models, the negative impact 
of productivity shocks on working hours can be explained by the inability of 
companies to reduce prices due to price inflexibility. Moreover, these results are 
contrary to DSGE models with a perfect competition assumption, where producti-
vity shocks have a positive impact on working hours. 
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Regarding the diagnostics of the model residuals, the White heteroskedasticity 
test is conducted. The White test chi-square test statistic equals 129.48, with the 
corresponding p-value of 0.0779, which indicates that the null hypothesis of 
homoscedasticity cannot be rejected at the 1% significance level. For the residual 
autocorrelation test, the LM test is conducted. The null hypothesis of no 
autocorrelation of residuals cannot be rejected up to lag length k=12 at the 10% 
significance level, since all corresponding empirical significance levels are greater 
than 0.10. The stability of the model is checked by calculating the inverse roots 
of the characteristic AR polynomial using EViews8. The graphical representation 
of inverse roots is shown in Figure 5. Since no root lies outside the unit circle, the 
estimated model satisfies the stability condition.  
 
 
Figure 5: Inverse roots of AR characteristic polynomial [authors’ calculation] 
 
5. Conclusions  
 
The analysis of conformity of DSGE models assumptions with the empirical 
characteristics of the observed economy has important implications for 
macroeconomic modelling as well as for the creation of economic policies. The 
question of modelling the market structure in DSGE models has been a widely 
investigated topic in macroeconomic analysis as it is related to the effectiveness 
of monetary policy. While in DSGE models which assume perfect competition and 
fully flexible prices, monetary policy has no effect on real variables in the economy, 
in DSGE models with an imperfect market and sticky prices, the monetary policy 
affects real variables. Therefore, the analysis of the market structure assumptions 
in DSGE modelling is important because of its implications for the economic 
policy-making process. 
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Price determination in DSGE modelling can be related to macroeconomic 
variables through two aspects. Firstly, it can be linked through the effect of 
monetary policy on the real sector, as the imperfect pricing and price rigidities 
affect the non-neutrality of the monetary policy in the model with microeconomic 
foundations. Secondly, it can be related through the negative impact of a 
productivity shock on working hours because with inflexible prices, companies 
cannot adjust for the excess production by reducing prices. For monetary policy 
makers, finding about the importance of imperfect competition and price rigidities 
in economic modelling is important because imperfect competition in DSGE 
models indicates that monetary policy can have real effects. 
The estimation of SVAR with long-run restrictions points to a significant negative 
impact of labour productivity on working hours in Croatia, and a significant 
positive impact on consumption. The conducted econometric analysis suggests 
that, regarding the impact of a productivity shock on working hours, DSGE 
models which assume imperfect competition are more in line with the Croatian 
economy than models which assume perfect competition. However, in future 
research it is also necessary to examine the impact of monetary shocks and analyse 
the impact of monetary variables on the real economic sector. The perspective for 
future research is to use the vector autoregression approach for assessing other 
DSGE models’ assumptions such as various monetary policy rules, the existence 
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