Abstract. We obtain a new q-analogue of the classical Leibniz series
where q is a complex number with |q| < 1. We also show that the Zeilberger-type series
has two qanalogues with |q| < 1, one of which is 
Introduction
Let q be a complex number with |q| < 1. As usual, for n ∈ N = {0, 1, 2, . . .} and a complex number a, we define the q-shifted factorial by (a; q) n = n−1
k=0
(1 − aq k ).
(An empty product is considered to take the value 1, and thus (a; q) 0 = 1.) We also adopt the standard notion (a; q) ∞ = lim
By the definition of the q-Gamma function [6, In view of this, Ramanujan's formula
can be viewed as a q-analogue of Leibniz's identity
Guo and Liu [8] used the WZ method to deduce the identities
with |q| < 1, which are q-analogues of Ramanujan's formulas [3, p. 352 
Quite recently, Sun [12] provided q-analogues of Euler's classical formulas ζ(2) = π 2 /6 and ζ(4) = π 4 /90.
In 1993, Zeilberger [13] used the WZ method to show that
A complicated q-analogue of the identity
was given by Pilehrood and Pilehrood [9] 
In this paper we study q-analogues of the identities (1.3) and (1.6).
Now we state our main results.
The above identity gives a new q-analogue of Leibniz's identity (1.3) since
Multiplying both sides of (1.8) by (1 − q) 2 and then letting q → 1, we obtain 1 4
which is equivalent to (1.6). In view of (1.1) and the fact that
the identity (1.9) is also a q-analogue of (1.6). The expansions of both sides of (1.9) are
In [11, Conjecture 1.4], Sun presented several conjectural identities similar to Zeilberger-type series (one of which is
, but we could not find q-analogues of them.
We are going to show Theorems 1.1 and 1.2 in Sections 2 and 3 respectively. Finally, in Section 4, we give alternative proofs for (1.4) and (1.5).
Proof of Theorem 1.1
As usual, for x ∈ Z we let T x denote the triangular number x(x + 1)/2. Lemma 2.1. Let n ∈ N, and define 
This proves (2.1).
As usual, for |q| < 1 we define
By a known formula of Gauß (cf. (1.3.14) of [4, p. 11]),
First proof of (1.7). Let L and R denote the left-hand side and the righthand side of (1.7), respectively. In view of Gauß' identity (2.2) and (2.1), we have
On the other hand,
Therefore (1.7) is valid.
Second proof of (1.7). Recall the standard basic hypergeometric notation 
where n is a nonnegative integer. In this identity, set a = q, x = y = √ q, and let n → ∞. In this way, we obtain
By performing the limit as b → 0, the above transformation formula is reduced to
If the left-hand side is written out explicitly, we see that it agrees with the left-hand side in (1.7) up to a multiplicative factor of 1 − q. On the other hand, the 2 φ 2 -series on the right-hand side can be evaluated by means of the summation formula (cf. [6, Ex. 1.19(i); Appendix (II.10)])
Thus, we arrive at
which is indeed equivalent to (1.7).
Proof of Theorem 1.2
Proof of (1.8). We construct a q-analogue of the WZ pair given by Guillera [7, Identity 1] .
Recall that a pair of bivariate functions (F (n, k), G(n, k)) is called a WZ pair [10, Chapter 7] if
It was shown (cf. [1] 
We make the following construction. Let
and
where
We can extend the definition of B q (n, k) from nonnegative integers n, k to any real numbers n, k by defining (a; q) n = (a; q) ∞ (aq n ; q) ∞ .
Let a be a positive real number. It is straightforward to check that (F q (n + a, k), G q (n + a, k) ) is a WZ pair. Observing that B q (n, k) contains the factor q 4nk , we get
Thus,
Setting a = 1/2 and noting that
After cancelling the common factors, we arrive at (1.8).
Remark 3.1. Guillera [7] obtained the identity (1.6) via the WZ pair
Proof of (1.9). We start from the quadratic transformation formula (cf.
[6, Eq. (3.8.13)])
We set a = q 2 and b = c = q. This yields
At this point, we observe that the limit d → 0 applied to the left-hand side of (3.4) produces exactly the left-hand side of (1.9). Thus, it remains to show the limit d → 0 applied to the right-hand side of (3.4) yields the right-hand side of (1.9).
In order to see this, we take recourse to the transformation formula (cf. [6, Eq. (3.3.1) or Appendix (III.34)])
Here we replace q by q 2 and set A = B = C = q, D = dq, and
From here it is evident that
Indeed, the first term on the right-hand side of (3.5) converges trivially to 1, while in the second term everywhere the substitution d = 0 is fine -and thus produces a well-defined finite value -, except for the factor (q 2 /d, q 2 ) ∞ in the denominator. However, as d → 0 (to be precise, we take d = q 2 /D with D → −∞), this term becomes unbounded, whence the whole term tends to 0. Thus, performing this limit, we get
as desired.
Alternative proofs of the identities of Guo and Liu
In this last section, we provide alternative proofs of (1.4) and (1.5), showing that they can be obtained as special/limiting cases of a quadratic summation formula due to Gasper and Rahman [5] .
Proof of (1.4). We start with the quadratic summation formula (cf. [6, Eq. (3.8.12)])
Now replace f by a 2 q 2N +1 /d, with N a positive integer. The effect is that, because of the factor (a 2 q/df ; q 2 ) ∞ , this kills off the second term on the lefthand side. In other words, now this is indeed a genuine summation formula. Now replace q by q 2 and choose a = b = q. Then the above identity reduces Letting N → ∞, we then obtain (1.5).
