Abstract: Some papers present a simple and intuitive method for eliminating rank reversal in TOPSIS by replacing the relative ideal solution with the absolute ideal solution. Unfortunately, this method has some defects, because it creates new constraints on the initial data. Consequently, it will still result in rank reversal. However, these new constraints are neglected in the present studies. In this paper, the efficacy coefficient method is introduced to deal with these problems. Firstly, the merits and drawbacks of the absolute ideal solution are presented. Secondly, the efficacy coefficient method is used to restructure the initial data in order to eliminate these new constraints. Thirdly, it is proved that selecting a different preference weight coefficient in the efficacy coefficient method does not affect the relative rank, and can increase the discrimination degree of alternatives. Finally, based on an illustrative example, the results show that the novel improved method is valid and stable.
Introduction
Technique for order preference by similarity to an ideal solution (TOPSIS), developed by Hwang and Yoon (1981) , is a well-known method for multi-criteria decision-making and has been widely used in various fields. However, it has some inherent defects that lead to rank reversal. Many researchers have been performing in-depth analysis on the causes and proposing some improved methods in recent years.
Generally speaking, there are three reasons that cause rank reversal of alternatives. The first is that the positive and negative ideal solutions will move with the expanding or contracting of the alternative set (Lu, 2003; Chen, 2005; Li and Zhang, 2008; Lu and Tang, 2012; Wen, 2015 , Ji et al., 2015 . Therefore, it is common to set the absolute positive and negative ideal solutions, for instance, unit vector and zero vector (Lu, 2003; Chen, 2005; Lu and Tang, 2012; Ji et al., 2015) . There are many other ways to deal with this problem. For example, the best solution in all probable alternatives is treated as the positive ideal solution, and the worst solution in all probable alternatives is treated as the negative ideal solution. In particular, the positive and negative ideal solutions are not included in the given alternative set (Li and Zhang, 2008) . Another way is to set the zero vector as the absolute negative ideal solution (Yu et al., 2012; Li et al., 2016) . Some researchers think that these methods are strongly subjective, and there are no uniform standards for setting positive and negative ideal solutions. So, the criteria of alternatives should be transformed regularly through a reference standard and uniform model. For example, the same level standards from different criteria can be located in a certain range, and the positive and negative ideal solutions of each criterion can be set uniformly under the same level standard (Wen, 2015) .
The second reason is that the initial data structure will change with the setting of weights (Chen, 2005; Ji et al., 2015) . The weights are predetermined by decision-makers in the classical TOPSIS method and they depend on expert knowledge and experiences. This will lead to some differences on ranking the alternatives due to subjective and arbitrary setting of weights for the criteria. Furthermore, multiplying the initial data by subjective weights would change the relationship between data structures, and lead to rank reversal. Therefore, a weighted distance formula was proposed, and the weight is multiplied by the distance between alternatives and the positive ideal solution rather than by initial data (Chen, 2005) . Considering these problems, many researchers adopt a synthesised weight based on other methods, such as AHP, Entropy weight method, weighting TOPSIS, and so on (Zhu and Li, 2016; Lei et al., 2016; Hu et al., 2016) . In addition, the objective weights can be calculated by constructing a program model and Lagrangian operator (Fu, 2008; Ji et al., 2015) .
The third reason is that the setting of closeness degree is unreasonable. The ranking that is based on relative Euclidean distance does not really reflect the superiority-inferiority of all alternatives (Tang, 1998; Xu et al., 2011; Yu et al., 2012) . Therefore, many methods are proposed to deal with this problem. For example, the Euclidean distance is substituted with the Frobenius norm (Zheng et al., 2000) or Mahalanobis distance (Tang, 1998; Wang, 2012; Wang and Wang, 2014) . In addition, some researchers try to redefine the closeness degree by using the angle between the evaluated alternative and positive and negative ideal solutions (Liu and Qiu, 1996; Xu, 2001) . Furthermore, all kinds of projection methods are also proposed (Hua and Tan, 2004; Lu and Tang, 2012; Xu et al., 2014) .
These studies have made great contributions to better our understanding of TOPSIS. In summary, the improvements on rank reversal are mainly concentrated in three aspects: the first is to improve the positive and negative ideal solutions, the second is to improve the weights of indexes, and the third is to improve the closeness degree formula. In our opinion, the second improvement is not the core from the perspective of the nature and logic thought of TOPSIS method, because the weights of indexes are predefined. In addition, if the positive and negative ideal solutions are not set reasonable and only the closeness degree formula is improved, it is not useful to solve the rank reversal. By contrast, if the positive and negative ideal solutions can be set reasonable, and then, the closeness degree formula is easy to be improved. So, in this paper, the attention is put on the improvement of setting of positive and negative ideal solutions.
Undoubtedly, it works well to set the unit vector and zero vector as the absolute positive and negative ideal solutions, because it is very simple and easy to understand. In particular, it can better reflect the nature of TOPSIS method from the perspective of space geometry. In addition, we find that if the projection method is also combined with the absolute ideal solutions, it can simplify the calculations dramatically and solve the defects of traditional closeness degree formula. However, such a method will still lead to rank reversal in some special conditions. For example, in our empirical study, a large dataset which contains 103 companies (solutions) and nine criteria is collected. The values of the dataset are diversified, which includes positive number and negative number. In addition, some criteria are for profit and others are for cost. The results of test show that the rank reversal still exists when using the original TOPSIS and an improved method in literatures. Furthermore, we find that the datasets for testing in most literatures are positive number. Consequently, some defects are neglected.
Compared with these results, we think that the thought of absolute ideal solution may bring about many new inherent constraints on the initial data and lead to rank reversal. In other words, a new pre-processing step for the initial data is required to eliminate these constraints when the absolute ideal solutions are used. Unfortunately, such pre-processing is often neglected in present studies. Therefore, the main purpose of this paper is to introduce a new method [i.e., efficacy coefficient method (ECM)] to pre-process the initial data in order to avoid to potential rank reversal when absolute ideal solutions are used.
The rest of the paper is organised as follows: Section 2 introduces the basic concepts of traditional TOPSIS. Section 3 elaborates on the problems of rank reversal when selecting the positive and negative ideal solutions, and then proposes the ECM to deal with such problems. Section 4 presents the detailed procedures of the novel improved TOPSIS. Section 5 proposes a theorem-proof to confirm that the selection of weight coefficients in ECM does not affect the ranking of alternatives, and increases the discrimination degree of ranking. Section 6 presents an illustrative example that shows the validity and stability of the proposed method. A conclusion is drawn in Section 7.
The TOPSIS method for multi-criteria decision problems
In this section, the basic procedure of TOPSIS is briefly repeated before analysing its flaws. The readers who are interested in deeper details can refer to any one the specialised references, for instance, Hwang and Yoon (1981) and Chen and Hwang (1992) . For this method, the positive ideal solution and negative ideal solution are combined and distance measures are used. The basic idea of this method is that the best alternative should be closest to the positive ideal solution and farthest from negative ideal solution. The detailed processes are as follows:
Step 1 The decision matrix is normalised by the vector normalisation method. Let the initial decision matrix be A = {a ij }, and the normalised decision matrix be R = {r ij }. Then, we have 
where m and n are the number of criteria and alternatives respectively.
Step 2 Construct the weighted decision matrix X = {x ij },, and suppose that the criterion weights are given by decision-makers, that is ω
Step 3 
Step 4 
Step 5 Calculate the separation index of each alternative as follows:
Step 6 The alternatives are ranked on the basis of * .
i C The higher the * , i C the better the alternative x i .
Defects in traditional improved TOPSIS and new solutions

Rank reversal and selection of ideal solutions
The present studies have shown that it will lead to rank reversal to definite the positive and negative ideal solution according to the basic TOPSIS method. As an explanation, a deeper illustration is presented as follows in Figure 1 . Suppose that there are two criteria, and their weights are the same. In Figure 1 , U 1 and U 2 represent values of profit-criteria, and X = (X 1 , X 2 , X * , X * ) represent the set of alternatives. Obviously, the values of criteria of X * are the highest in all alternatives. In addition, the U 2 of X * is less than that of X 1 and the U 1 of X * is less than that of X 2 . That is to say, the values of criteria of X * are the lowest in all alternatives. So, according to equations (3) and (4), we can suppose that X * and X * are the positive ideal solution and negative ideal solution respectively, and that X 1 and X 2 are located on the vertical line of the line segment between X * and X * . Obviously, then |X 1 , X * | = |X 2 , X * |, and |X 1 , X * | = |X 2 , X * |. Now, we start to rank the alternatives X 1 and X 2 . As shown in Figure 1 , according to the classical TOPSIS using equations (1) to (6), it is obvious that the alternatives X 1 and X 2 should be the same order because |X 1 , X * | = |X 2 , X * | and |X 1 , X * | = |X 2 , X * |. Furthermore, if this basic TOPSIS method is stable, the relative ranking of X 1 and X 2 should not be changed with the increasing or decreasing of alternatives if both the criteria and weights remain unchanged. But, is it true in Figure 1 ? Now, we reselect the positive and negative ideal solutions according to equations (3) and (4). For example, if a new alternative X 3 is added as shown in Figure 1 , we get X = (X 1 , X 2 , X 3 , X * , X * ). Obviously, the values of criteria in X 3 are the lowest in all alternatives, so the negative ideal solution moves from X * to X 3 . We can get the order X 4 is added as shown in Figure 1 , where X = (X 1 , X 2 , X 4 , X * , X * ), X 4 becomes the new negative ideal solution and we get the order 2 1 . X X ≺ As a result, the rank reversal occurs.
Traditional improvement on rank reversal
What causes rank reversal in TOPSIS? From the above analysis, we can find that the selection of ideal solutions is relative and depends on existing alternatives. Consequently, the increasing or decreasing of alternatives will inevitably affect the selection of the positive and negative ideal solutions and lead to the rank reversal. In order to deal with this problem, some researchers think that a probable way is to transform the relative ideal solutions into absolute ideal solutions. For instance, the positive ideal solution is set as Therefore, we find that the situation, which is |X 1 , X * | = |X 2 , X * | and |X 1 , X * | = |X 2 , X * |, remains unchanged regardless of any other alternatives (e.g., X 3 and/or X 4 ) added into the alternative set. In other words, the relative order between X 1 and X 2 is also fixed regardless of the increasing or decreasing of the alternative set. Therefore, the rank reversal is eliminated.
Defects of traditional improvement
However, the setting of the absolute positive and negative ideal solutions in Figure 2 contains three premises for the values of criteria. These restraints are easy and obvious to understand, but they tend to be neglected when the initial data are pre-processing. Now, we consider their negative effects and how to deal with these problems. Firstly, for premise A, the cost-criteria can be converted to profit-criteria by using the reciprocal, that is: However, there is a serious defect as mentioned before. According to the idea of the absolute ideal solution, if the maximum and minimum values of all criteria are fixed, it will not affect the normalisation processing and can ultimately eliminate the rank reversal. But these processing methods [i.e., equations (9) to (12)] do not achieve this goal. That is to say, all the normalised data are still dependent on the existing alternative set that contains the maximum and minimum values. If some alternatives are added or subtracted, it may lead to inconsistency of relative order for some alternatives. Therefore, it is insufficient to set absolute positive and negative ideal solutions alone without fixing the values of criteria synchronously. Thirdly, for premise C, it is so simple that it is often neglected. This also leads to rank reversal. For example, for profit-criteria set (-10, -5, -1), the normalised value is (10, 5, 1) according to equation (10). However, this data set does not satisfy premise B. According to equation (9), the normalised data set is ( 10 126 , 5 126 , 1 126) which does not satisfy premises B and C. According to equations (10) and (11), the normalised data set can satisfy premises A and C, but it violates the premise B.
A novel improvement based on ECM
Based on the above analysis, how can the initial data satisfy all the premises? Therefore, a new method based on ECM is proposed to pre-process initial data. The basic principle of ECM is as follows:
where a ij is the j th criterion of the i th alternative, max{a j } and min{a j } are the maximum value and minimum value of the j th criterion respectively, is the subjective weight coefficient, and [0, 1]. The larger the , the larger the gap among normalised data r ij . In other words, the discrimination degree of alternatives can be adjusted by changing the . In Section 6, an illustrative example is used to explain it. Now we need to improve equation (13) [100 -, 100) . In this paper, the is set to 60. max * {a j } is the upper limit of value of j th criterion and min * {a j } is the lower limit of value of the j th criterion in all probable alternatives. Obviously, from equation (14), we can find that the value r ij of satisfies premises A, B, and C. From equation (15), the r ij can also be ranged into the interval [0, 1] with the help of equation (10) in order to satisfy the premises A, B, and C. Furthermore, the next problem is whether the arbitrary selection for will affect the rank. In Section 5, a theoretical proof of ECM's consistency is presented.
Procedures of novel improved TOPSIS
Based on one of the traditional improved TOPSIS methods (Lu and Tang, 2012) , a novel improved TOPSIS is proposed in this section. Suppose that a multi-criteria decision-making problem and weights are given, such that:
The criteria set is U = {u 1 , u 2 , …, u n }. The alternative set is X = {x 1 , x 2 , …, x m }. The decision-making matrix is A = (a ij ) m n and the normalised decision-making matrix is R = (r ij ) m n , where M = {1, 2, …, m}，N = {1, 2, …, n}, and m, n are the number of criteria and alternatives respectively.
The calculation procedures are as follows:
Step 1 Transform the cost-criteria into profit-criteria, which means that the higher the criteria values, the better the alternative. Step 2 Transform the negative value of criteria into positive value, and adjust the discrimination degree based on ECM. ( 1 7 ) where (0, 100] and can often be set as an integer number in order to ease simplification.
Step 3 where the max(c ij ) in equation (10) is substituted with 100, because the maximum values of all criteria have been transformed into (0, 100] uniformly by equation (17).
Step 4 Construct the weighted normalised decision-making matrix Y = {y ij }.
1, ..., ; 1, ..., .
( 1 9 ) Step 5 Define the positive and negative ideal solutions. Step 7 Rank the alternative set X = {x 1 , x 2 , …, x m } according to the value of Pr j y (y i ) (i M).
Proof on consistency of ECM
As mentioned in subsection 3.4 in Section 3, the selection of the weight coefficient in ECM is arbitrary. Therefore, an important question is that whether it will affect the consistency of ranking. If there is a negative impact, the new improvement will become meaningless. In this subsection, a theorem is presented.
In an alternative set, if the relative order of any two alternatives remains unchanged for any two weight coefficients, the ECM is effective and consistent. This can be summarised into a theorem as follows. That is to say, the theorem is valid. As shown in theorem 1, the arbitrary selection of weight coefficient does not affect the relative order of alternatives. Especially, we find that the higher the 2 , the larger the gap between 2 Pr j k y and 2 Pr j .
l y This means that the selection of not only keeps the relative order of alternatives, but also increases the discrimination degree of alternatives. Therefore, this method is valid, consistent, and reasonable.
An illustration
Initial data
On the one hand, the data sited in the paper come from the energy conservation and environment protection companies listed in Shanghai and Shenzhen Stock Markets, which contains 103 companies and nine indicators from year 2011 to 2013. The frequently-used database is CSMAR Financial Index Analysis Database of Chinese Listed Companies. To be concrete, the data used for computing financial index come from annual financial reports of the listed companies which have been publicly disclosed compulsively. So, all data can be found in the database if the listed company discloses its social responsibility report. For those who do not disclose social responsibility report, we make up the missing data from companies' official websites or new report. Because the original data is time-series, it is transformed into cross-section data by mean value method. Table 1 Initial data On the other hand, for simplification, only ten companies which are named A, B, C, D, E, F, G, H, I, and J are selected to test. And then, nine evaluated indicators are named after U 1 , U 2 , U 3 , U 4 , U 5 , U 6 , U 7 , U 8 , and U 9 , where U 5 and U 6 are cost-criteria, and the others are profit-criteria. The weight is given by entropy weight method. Additionally, in order to test the stability and consistency of this method, another three companies named K*, L*, and M* are added into the alternative set. The initial data is shown in Table 1 .
The results based on different
Firstly, the evaluation result with ten companies is shown in Table 2 for = 60. Secondly, in order to test the stability and consistency when the alternative set is increased or decreased, three companies are added into the alternative set, and the new evaluation result with 13 companies is shown in Table 3 . Thirdly, in order to test the effect of , the evaluation result with ten companies based on = 70 is shown in Table 4 . In addition, the difference between evaluations results of = 60 and = 70 is also shown in Table 5 . 
The results based on other TOPSIS methods
In order to show the superiority of the novel improved method in this paper, the evaluation is also conducted by the basic TOPSIS (Hwang and Yoon, 1981) and an improved method (Lu and Tang, 2012) . Based on the analysis in introduction, we think the Lu and Tang's (2012) method is superior to others. However, we find that there still exists a drawback which leads to rank reversal. Therefore, we proposed a novel method to solve the problem. That is to say, if our method is better than that of Lu and Tang's, we think our method is also better than others. This is why we choose their method as an example.
The detailed results are showed in Table 6, Table 7 , Table 8 and Table 9 . 
Analysis and discussions
Firstly, comparing Table 2 with Table 3 , we find that there are the same separation indexes for the initial ten companies (i.e., from company A to J) and the relative rank of any two companies is also consistent. This result shows that the separation index of alternatives will remain unchanged if the alternative set is increased or decreased. It also implies that this novel improved method is effective and reasonable. Secondly, comparing Table 2 and Table 4 , the result shows that the changing of does not influence the relative order of alternatives, although the values of the separation index have some differences. Additionally, in Table 5 , the Gap_60 represents the gap of separation index between company and it's neighbouring. For instance, 0.0098 is the gap between company C and company E. Gap-70 shows the same result as GAP-60. Obviously, the values of Gap-70 are much more than Gap-60, which means can increase the discrimination degree of alternatives. Therefore, we can conclude that the setting of does not influence the relative order of alternatives and can facilitate the ranking of alternatives. This result is interesting and significant.
Thirdly, comparing Table 6 with Table 7 , the results show that there is a rank reversal for the basic TOPSIS method. For example, in Table 7 , the company H ranks 7th in all companies and the company I ranks 8th. That is to say, H I. By contrast, in Table 8 , H ranks 8th and I ranks 7th, which means H I.
≺ So, rank reversal occurs. Comparing Table   8 and Table 9 , we find that there is an abnormal status for company A whose separation index is -0.03394. As we all know, the separation index could not be less than zero when the unit vector and zero vector are used as absolute ideal solutions. So, this improved method still has a defect, although its relative rank is consistent. Also, this result confirms the premises that are proposed in Section 3. In summary, all these results show that the novel improved method that combines the ECM and projection is reasonable, effective, and stable.
Conclusions
At present, the improvements on rank reversal for original TOPSIS are mainly focused on the setting of ideal solutions and calculating of closeness degree. Especially, the relative positive and negative ideal solutions are transformed into the absolute ideal solutions, for example, unit vector and zero vector. However, an empirical study is conducted based on a large dataset and find that the original TOPSIS and some improved methods could not solve the rank reversal.
The method proposed in this paper may be not the most optimal method, but we think it makes many contributions which include three sides: the first side is that some defects from original TOPSIS and some improved TOPSIS are found based on a large dataset. In particular, the dataset used for examinations in old methods tend to be positive number and these defects are covered up. The second side is that ECM is introduced to preprocess the initial data in order to eliminate constrains. The third side is that project method is combined to construct a new closeness degree formula. Furthermore, we think that it simplifies the calculation. Moreover, such a combination can be understood and analysed easily from the perspective of space geometric. Finally, the theoretical analysis and illustration examples both indicate that the novel improved method is reasonable, effective, and stable.
