Peng, S. ([6]) proved the law of large numbers under a sublinear expectation. In this paper, we give its error estimates by Stein's method.
Introduction
Peng, S. ( [6] ) proved the law of large numbers (LLN) under a sublinear expectation:
Let (X k ) k≥1 be a sequence of independent and identically distributed random variables under a sublinear expectationÊ withÊ[|X 1 | 2 ] < ∞. Set S n = where C is a constant depending only onÊ[|X 1 | 2 ]. For the linear case, Stein's method, which made its first appearance in the ground breaking work of Stein (1972) , is a powerful tool to estimate the error of normal approximation. In Song (2017) ( [7] ), Stein's method under sublinear expectations was established to give error estimates for Peng's central limit theorem under a sublinear expectation.
In this paper, we shall establish Stein's method for LLN under sublinear expectations. SUPPOSE that v belongs to C 1,α b (R × R + ). It can be shown that, for a.e. s ∈ (0, 1),
where
. From this, we get a substitute of the Stein equation.
Step
ds. Now the next job is to calculate the expectation on the right side of the equality (1.4).
Following Step 1 and Step 2, we give the rate of convergence of Peng's LLN. Let (X k ) k≥1 be a sequence of i.i.d random variables under a sublinear expectationÊ witĥ
Step 3.
Note that the arguments in Step 1 and Step 3 are based on the assumption that v ∈ C 1,α
Unfortunately, generally the solution v to Equ. (1.3) is only Lipschitz continuous. In order to give error estimates for Peng's LLN, we need to consider proper smooth approximations of the solution v, which turn out to be solutions to the nonhomogeneous equations below.
(1.5)
In Section 3, we give modified arguments of Step 1-Step 3 corresponding to Equ. (1.5), which establish the Stein's method for LLN under sublinear expectations. In Section 4, we construct two sequences of smooth approximations of the solutions to Equ. (1.3), which are motivated by Krylov (2018) ([4] ). In Section 5, we prove the error estimates for Peng's LLN. In Section 6, we give a Stein type characterization for maximal distribution M p .
Basic Notions of Sublinear Expectations
Here we review basic notions and results of sublinear expectations.
Let Ω be a given set and let H be a linear space of real valued functions defined on Ω such that for any X ∈ H and ϕ ∈ C b,Lip (R), we have ϕ(X) ∈ H. The space H is considered as our space of random variables.
The triple (Ω, H,Ê) is called a sublinear expectation space. For X ∈ H, set
which is a sublinear expectation on C b,Lip (R). We say X is distributed as N X , write X ∼ N X . A functional N is a sublinear expectation on C b,Lip (R) if and only if it can be represented as the supremum expectation of a weakly compact subset Θ of probability measures on (R, B(R)) (see [1] ),
In a sublinear expectation space, the fact that X is independent from Y does not imply that Y is independent from X. We say (X i ) i≥1 is a sequence of independent random variables means that X i+1 is independent from (X 1 , · · · , X i ) for each i ∈ N.
Definition 2.3 Let (Ω, H,Ê) and ( Ω, H, E) be two sublinear expectations. A random vector X in (Ω, H,Ê) is said to be identically distributed with another random vector
, if for any bounded and Lipschitz function ϕ,
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. Throughout this article, we suppose the following additional property:
Note that the condition (H) is naturally satisfied if
with some α ∈ (0, 1], be the solution to the following equation:
. By Lemma 2.2 in Hu, Peng and Song (2017), we have, for s ∈ (0, 1),
Noting that w is continuous on [0, 1] and locally Lipschitz continuous on (0, 1) by the supposed regularity properties of v, we have w ′ (s) = ∂ + s w(s) = ∂ − s w(s) for a.e. s ∈ (0, 1) and consequently
The next Lemma gives an estimate of the expectations on the right hand of Equ. (3.2).
Proof. Taylor's formula gives
with
and
Therefore,
Now let us compute the expectation
. By (3.5), we have
. Then v t,t is the solution to the equation below:
By Lemma 3.1, we get 
Theorem 3.4 Let (X i ) i≥1 be a sequence of independent and identically distributed random variables under a sublinear expectationÊ such thatÊ[ and
(3.10)
Proof. We only prove (3.9). Set, for 1 ≤ i ≤ n,
and, for 0 ≤ i ≤ n,
Note that A n,n =Ê[φ(S n )], A 0,n = v(0, 1), and 
Noting that the right hand of the above inequality is independent of x, we get 
which gives an estimate of the convergence rate for Peng's LLN under sublinear expectations. Unfortunately, generally the solution v to Equ. (3.12) is just Lipschitz continuous. In order to give error estimates for Peng's LLN, we need to consider proper smooth approximations of the solutions to Equ. (3.12), which turn out to be solutions to equations of type (3.1).
Smooth approximations of the solutions to Equ. (3.12)
In this section, we construct two sequences of smooth approximations of the solutions to Equ. (3.12), which are motivated by Krylov (2018) ( [4] ). Take a nonnegative ζ ∈ C ∞ 0 R 2 with unit integral and support in {(x, t) : |x| < 1, 0 < t < 1} and for ε ∈ (0, 1) introduce ζ ε (x, t) = ε −2 ζ (x/ε, t/ε). Next, for locally summable u(x, t) use the notation u ε = u * ζ ε .
In the sequel, we shall denote by C ζ a constant depending only on ζ.
Proof. Note that v(x, t + δ) = sup y∈[µ,µ] v(x + δy, t). It follows that, for t > ε,
v ε (x + δy, t), which implies that, for any t > ε,
Let (X k ) k≥1 be a sequence of independent and identically distributed random variables under a sublinear expectationÊ withÊ[
Define T n = {k/n : k ∈ N}. Extend v n (x, t) to the whole of R + keeping its values on T n and making it constant on each interval (k/n, (k + 1)/n] and equal there to v n (x, (k + 1)/n). We keep the notation v n for the extended function. 
where f n,ε (x, t) ≥ −
and C ζ depends only on ζ.
Proof. First, it is easily seen that, for x, y ∈ R and s, t ∈ T n ,
By the definition of the extension of v n , for x, y ∈ R and s, t ∈ R + we have
It follows from the definition of v n , for t ≥ 1 n ,
Then, for t ≥
Taylor's formula gives By (4.3), (4.4) and Lemma 2.3 in [4] ,
where C ζ is a constant depending only on ζ.
Hence, for t ≥ 1 n + ε,
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sequence of independent and identically distributed random variables under a sublinear expectationÊ withÊ[|X
where C is a constant depending only onÊ[
Proof. For φ satisfying |φ(x) − φ(y)| ≤ |x − y|, let v, v ε , v n , v n,ε be the functions defined in Section 4.
It is easily seen that |v(x, t) − v(y, t)| ≤ |x − y| and |v(x, t) − v(x, s)| ≤ m p |t − s| with m p = max{|µ|, |µ|}.
By Theorem 3.4 and Lemma 4.1 , we have
Note that |v ε (0, 1
Taking ε = n −1/2 , we have 
The last inequality follows from the fact that |v n (x, t) − v n (y, t)| ≤ |x − y|, and consequently that ∂
Note that
The last inequality follows from (4.3) and (4.4). On the other hand,
The last inequality also follows from (4.3) and (4.4). }. Note that ϕ y belongs to C 1 b (R) with ϕ ′ y (x) > 0 on (−∞, y) and ϕ ′ y (x) < 0 on (y, +∞). Then, for µ ∈ Θ ϕy , it follows from the assumption and (6.1) that p(ϕ 
