Abstract: A practical model predictive control (MPC) for solar collector plants is proposed in this paper. By exploiting the non-linear structure of the solar collector model, the optimization problem is posed as a quadratic program similarly to a linear MPC. As applied in some recent publications, a robust dead-time compensation scheme is used to improve robustness. A different state-space interpretation of the robust compensation scheme is also presented. Simulation results including comparisons with other control schemes are shown in order to improve discussions.
INTRODUCTION
The importance of renewable energy resources is increasing significantly. Solar collector fields are attractive alternatives in order to use energy in a sustainable way. AQUASOL plant at the Plataforma Solar de Almería (SPAIN), for instance, makes use of solar radiation in a combined solar and fossil multi-effect distillation plant for the continuous production of fresh water (Alarcón-Padilla et al., 2005) . In this kind of process, solar radiation cannot be manipulated and aspects such as daily solar cycle, cloud level and atmospheric conditions have to be considered as part of the control problem (Roca et al., 2009) . Moreover, the typical non-linear behavior justifies the interest for advanced control techniques (Camacho et al., 2007a) .
Due to the non-linear behavior, model predictive control (MPC) is a natural candidate in order to improve performance in solar plants. Actually, there exist an extensive literature which consider MPC strategies in solar plants context (Camacho et al., 2007b) . Most of these works do not consider delay compensation explicitly because, as it is well known, delays are naturally compensated in MPC strategies. However, it was already shown that robustness can be significantly improved by using a suitable dead-time compensation scheme (Normey-Rico and Camacho, 2007; Gálvez-Carrillo et al., 2007) . In some recent papers (Roca et al., 2009; Torrico et al., 2010) , the usefulness of this robust dead-time compensation scheme was verified in practice.
In this work, a practical MPC algorithm is proposed to be used in the robust dead-time compensation context. A variable change is used in order to describe implicitly the non-linear behavior by considering a modified linear model. If compared with some recent publications: i) the resultant linear model is stable, so that it is not necessary to consider additional conditions on the robustness filter tuning (Roca et al., 2009) ; ii) the optimization problem is solved once at each sampling instant and the computational effort is equivalent to a linear MPC problem (Gálvez-Carrillo et al., 2007; Torrico et al., 2010) ; and iii) it is not necessary to re-identify a linear model for every change in the operation point (Ayala et al., 2010) .
The advantage of this approach, if compared with other recent published MPC strategies (Roca et al., 2009; Torrico et al., 2010) , is that the robustness improvement can be analyzed by using an additive uncertainty interpretation. This analysis is useful since it can be applied as an auxiliary tool in order to define robust tuning parameters.
The paper is organized as follows. The model of the solar collector field is presented in Section 2, its simplified statespace description is proposed in Section 3, Section 4 is devoted to present the MPC algorithm, some comparative simulation results are shown in Section 5 and the final remarks are presented in Section 6.
SIMPLIFIED SOLAR FIELD MODEL
A simplified model of the solar desalination plant will be presented in this section. As explained in Roca et al. (2008) , solar field outlet temperature, T oF ( o C), may be modeled by considering the dynamic of a hypothetical equivalent absorber tube with the same behavior as the whole solar field. This equivalent absorber tube is characterized by an equivalent mass flow,ṁ eq , that depends on the inlet solar field mass flow,ṁ F , number of operative solar field loops, n l , number of collector groups in each one of the loops, n c , number of parallel-connections in each one of the groups, n cp , and the number of absorber tubes in each collector, n a , as expressed in:
The solar-field outlet of this equivalent absorber tube varies depending on irradiance,
, and on the equivalent mass flow,ṁ eq (kg/s) (Roca et al., 2009; Torrico et al., 2010) . As described in Torrico et al. (2010) , the loop outlet temperature is the variable employed for control purposes. Then, assuming the collector group shown in shady gray in Fig. 1 , it can be considered two sources of delay: a delay d T iF is caused due to the inlet temperature sensor position and a temperature-flow dead-time d c , which was verified experimentally, can be caused by more than one reason as will be detailed in the following.
As the inlet temperature sensor, T siF ( o C), is located at the beginning of the loop, there is a transport delay, d T iF (s), in the incoming water, which can be estimated at each sampling time as a flow-dependent delay as described in Normey-Rico et al. (1998) :
where T s (s) is the sampling time, ν is the velocity rate (m/s), index n is equal to the delay (in sampling times), f (k) (m 3 /s) is the flow rate at sampling time k, LA cs is the product of the length, L (m), and the cross-section area of the loop pipe, A cs (m 2 ), and the integral of ν is approximated by a discrete time sum that accounts for different flow rates. Then, n is found as it is the iteration number at which the flow sum reaches LA cs /T s 1 .
It is important to mention that this delay is not included directly in the control algorithm. The disturbance, T iF , is estimated every sample time using past measures of the inlet temperature, T siF , and evaluating the delay d T iF with the past flow rates. This temperature estimation is then an approximation of the solar-collector inlet water temperature and thus, it is used in the controller predictor model. Fig. 2 shows two different experimental step changes of the water flow at different operating points.
Thus, the simplified model may be described by
L eq (4) where the absorber temperature is modeled as the mean temperature,T ( o C), between inlet and auxiliary water temperatures:T
and the other parameters are shown in Table 1 . This kind of approximated lumped-description model has demonstrated to produce promising results in comparison with real data dealing not only with variations in the water flow and inlet temperature, but also with strong changes in irradiation (Roca et al., 2008; Torrico et al., 2010) .
PROPOSED PREDICTION MODEL
Now, a simplified model will be proposed in order to consider a linear representation by means of a variable change. Initially, Eq. (4) will be rewritten by using Eq. (5) so that it turns intȯ
In this case, T oF (t) is the process variable,ṁ eq (t − d c ) is the manipulated variable defined in the past and I(t), T a (t) and T iF (t) are measurable disturbances. In this paper, it is assumed that measurable disturbances are constant in the future despite the fact that it would be possible to consider particular prediction models as in Camacho et al. (1997, Chapter 5) for instance. This idea was not applied in this work for the sake of controller simplicity.
As the current control action (u(t) . =ṁ eq (t)) has no effect between T oF (t) and T oF (t + d c ), an estimation for T oF (t+d c ) can be obtained from a filtered Smith predictor which is useful to improve robustness (Normey-Rico and 
In fact,
are not known at t but, due to the assumption that disturbances are constant in the future, they can be approximated by T iF (t), T a (t) and I(t) respectively. Moreover, the estimation of T oF (t + d c ) will be detailed in next subsection.
In this case, by defining the virtual control action given by
and the current state x(t) . = T oF (t + d c ), the following linear state-space prediction model is deriveḋ x(t) = Φx(t) + Γv(t) + Πp(t) where Φ = −0.5H/(ρC p A a L eq ), Γ = −1/(ρA a L eq ) and Π = [β I 0.5H/L eq ]/(ρC p A a ). With no thermal inversion in the solar field, T oF (t + d c ) − T iF (t) = 0, so the virtual control law is valid in the state space defined by the operation range (Roca et al., 2009 ).
For a sufficiently small sampling period, T s , it is reasonable to consider that disturbances are almost constant between subsequent sampling instants. In this case, zero-order hold discretization can be also used to approximate measurable disturbance effect in such a way that
with A = e ΦTs , B = Hence, it is necessary to present the robust estimation strategy for
Robust dead-time compensation
A filtered Smith predictor which is a robust dead-time compensation scheme (Normey-Rico and Camacho, 2007) will be introduced in order to estimate the current state value. Consider thatx(k) is the robust prediction for x(k),
is the real value for virtual control which is not known because x(k) is not measurable at k. Then, it can be definedv
as the estimated virtual control, which is used for control purposes. Uncertainties such as plant-model mismatch, unmeasured disturbances, and measurement noise can be lumped together as an additive state disturbance (w(k)) in order to describe the real state evolution by using the nominal model representation. In this case, real and nominal state evolution are described respectively by:
(9) As the model is open-loop stable, the filtered Smith predictor is directly obtained from
where F r (z −1 ) is a robustness filter as will be further explained (Normey-Rico and Camacho, 2007).
As a consequence, the evolution of the predicted (estimated) system can be represented bŷ
whereŵ(k) is the additive disturbance for the prediction. The importance of this robust compensation strategy lies in the fact thatx(k) is a robust estimation of x(k), so that F r (z −1 ) can be used to attenuate the prediction error. Robustness filter importance can be analytically evaluated through the relationship between w(k − d) andŵ(k). As shown in appendix,ŵ(k) given bŷ
This result is important to demonstrate the effect of
In other words, this filter can improve robustness attenuating the effect of the unexpected mismatch over the cost function.
Another advantage of this interpretation is that w(k − d) can be calculated at k + 1 because it is given by by
. As a consequence, by collecting a real data set, it is possible to make a fast Fourier transformation off-line using a sequence of w(j). This information may be useful to define F r (z −1 ) directly from the frequency response of the additive disturbance which was not considered in previous approaches.
This relationship is closely related to those obtained for linear systems (Santos et al., 2010) . However, the term Fig. 2 . Experimental tests to evaluate the delay between outlet water temperature and inlet water flow.
is necessary to usev(k) instead of v(k) in the prediction scheme (v(k) is unknown at k). Actually, this additional uncertainty is also attenuated by the robustness filter. It is important to remark that if the closed-loop system is stable and F (1) = 1, in the presence of constant disturbances (w(k) → w ss ), x(k) → x ss and ( Normey-Rico and Camacho (2007) for details).
PROPOSED MPC STRATEGY
A practical MPC strategy will be proposed in this section in order to control the solar desalination plant using a linear MPC strategy. In this case, it is necessary to define prediction model, cost function and desired constraints.
As it is desired to reject constant disturbances, the positional prediction model, presented in Eq. (11), will be converted into an incremental one. Hence, subtracting (11) at k + 1 from the same equation at k, it is obtained an augmented representation is obtained where
T is the augmented state and its dynamic is described bŷ
where
As already explained, measured disturbances are considered to be constant in the future ∆p(k + j) = 0 for j ≥ 1. Now, consider a general MPC problem. The decision variable is an auxiliary control increment represented bŷ v(k) = [∆v(k|k) ∆v(k + 1|k) ...∆v(k + N u |k)] and the optimization problem is given by
The problem is that it is desired to impose control constraints over u(k) instead ofv(k). Due to the nonlinear nature of the problem, the relation between u(k + j|k) and v(k + j|k) depends on T oF (k + j|k) which also depends on future control actions that were not already defined at k (u(k|k), u(k + 1|k), ..., u(k + j − 1|k)). As a consequence, this control problem has nonlinear constraints even if the variable change is considered.
Similarly to the idea of constraint mapping applied in Roca et al. (2009) , it is possible to use an approximated solution based on the control increments computed at last MPC iteration (k − 1). The idea is to use, at k,x(k) and ∆v(k|k − 1), ..., ∆v(k + N u − 1|k − 1) (which were computed at k − 1) to obtain an approximated prediction for the future statesx(k + j|k). Letx(k + j|k − 1) be an approximation forx(k + j|k) obtained from the prediction model (12) with ∆v(k|k − 1), ..., ∆v(k + N u − 1|k − 1) andx(k) known. In this case, it is possible to define a transformation matrix
that can be used to map control constraints.
Consider that the constraints on
ifv(k + j|k − 1) ≈v(k + j|k) in such a way that it is possible to map the constraints on u(k) tov(k). The most important point is that, for the first control element, which is actually applied at k, there is no approximation error. This happens because
were already measured at k. In other words, the constraints on u(k) are effectively kept because the mapping between u(k) andv(k) is used inversely to obtain u(k) at the same iteration.
It is interesting to point out that the transformation matrix T (k) can also be used to easily rewrite the cost function in terms of u(k) instead ofv(k). In practice, if the MPC strategy is implemented in such a way that (x(k) − T iF (k)) is kept in a narrow range, this change does not have a significant effect. Note that, if it is used N u = 1 as in Torrico et al. (2010) , the solution of the proposed strategy is equal to the ideal non-linear algorithm because the optimization problems are equivalents. This is valid only for N u = 1 because there is no approximation error for the first control action.
Computex(k) from Eq. (10) 4: Computex(k + j|k − 1) using model (12) 5: Rewrite control constraints using Eq. (14) 6: Obtain the optimal solution ∆v * (k|k)
A pseudo-code of the proposed MPC strategy is presented in Algorithm 1. The differences between this algorithm and an usual linear MPC are that it is necessary to do the dead-time compensation explicitly and it is necessary to rewrite the control constraints. However, these steps are very simple and require low computational resources.
SIMULATION STUDY
The simulation was performed considering the non-linear model presented in Eq. (4). In order to illustrate the robust compensation effect, the temperature-flow deadtime was set to 50s for simulations purposes but it was considered d c = 40s as the nominal dead-time. The measured disturbances, shown in Fig. 3 , were extracted from a real data set. In the real plant, the main purpose of the control system is to maintain the difference between outlet and inlet temperatures within the range of 5 o C and 20 o C to optimize collector efficiency and avoid stress in the collector materials. Thus, the reference for the outlet temperature was set to T iF + ∆T where ∆T is a desired temperature increment. In order to emphasize the reference change effect, ∆T is switched between 20 and 15 o C at each hour during the simulation.
In this simulation, four loops are operatives (n l = 4, n c = 7, n cp = 3, n a = 7). Thus, inlet water flow should be greater than 1.2 l/s and smaller than 4.4 l/s meanwhile output temperature constraints are T min = 40 and T max = 90. Similarly to Ayala et al. (2010) , the control weighting was normalized as λ = λ n k 2 p where k p = B/(1 − A) is the static gain of the nominal model because, in this case, the selection of λ n does not depends on the process gain. As ∆T is not constant in this simulation, the transformation matrix is used in order that λ is a weighting for the real control action instead of the virtual one. As a consequence, the real control effort is uniformly weighted during the whole simulation.
The practical MPC (PMPC) is compared with the feedback linearization GPC (FL-GPC) (Roca et al., 2009 ) and the nonlinear extended prediction self-adaptive control (NEPSAC) (Torrico et al., 2010) . These recent published controllers were tested in simulations and in real experiments providing promising results. The controller tuning parameters are shown in Table 2 . In the FL-GPC, the robustness filter zero is used to guarantee the internal stability of the predictor because the resultant linear model is integrative. The parameters λ = 0 and N u = 1 were used in Torrico et al. (2010) in order to reduce computational burden. As shown in Fig. 4 , it is possible to obtain as good result as those from FL-GPC and NEPSAC. The PMPC advantages come from its implementation simplicity and additive disturbance interpretation. Moreover, if compared with (Torrico et al., 2010) , the optimization problem is solved only once at each sampling time. Although the frequency response information of w(k) was not used in this simulation study due to lack of space, it can be used as an additional tool in order to improve robustness filter tuning.
CONCLUSION
A practical MPC algorithm was proposed to control solar collector plants. The algorithm is based in a control variable change which allows to consider implicitly the non-linear process behavior by using a modified linear model. The cost function and the control constraints can be rewritten in terms of the real manipulated variable by using an approximated transformation matrix. Moreover, robust delay compensation effect was analyzed in a additive state-space disturbance context. A simulation example, using a real disturbance data set, was used to compare the proposed approach with some related works. To study different tuning procedures for the robustness filter and to apply the proposed algorithm in the AQUASOL plant are possible issues for future work. 
