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Quantum walks are recognizably useful for the development of new quantum algorithms, as well as for the
investigation of several physical phenomena in quantum systems. Actual implementations of quantum walks
face technological difficulties similar to the ones for quantum computers, though. Therefore, there is a strong
motivation to develop new quantum-walk models which might be easier to implement. In this work, we present
an extension of the staggered quantum walk model that is fitted for physical implementations in terms of time-
independent Hamiltonians. We demonstrate that this class of quantum walk includes the entire class of staggered
quantum walk model, Szegedy’s model, and an important subset of the coined model.
PACS numbers: 02.10.Ox, 03.67.-a, 02.10.Ox
I. INTRODUCTION
Coined quantum walks (QWs) on graphs were firstly de-
fined in Ref. [1] and have been extensively analyzed in the
literature [2–6]. Many experimental proposals for the QWs
were given previously [7–9], with some actual experimental
implementations performed in Refs. [10–12]. The key feature
of the coined QW model is to use an internal state that deter-
mines possible directions that the particle can take under the
action of the shift operator (actual displacement through the
graph). Another important feature is the alternated action of
two unitary operators, namely, the coin and shift operators.
Although all discrete-time QW models have the “alternation
between unitaries” feature, the coin is not always necessary
because the evolution operator can be defined in terms of the
graph vertices only, without using an internal space as, for in-
stance, in Szegedy’s model [13] or in the ones described in
Refs. [14, 15].
More recently, the staggered quantum walk (SQW) model
was defined in Refs. [16, 17], where a recipe to generate uni-
tary and Hermitian local operators based on the graph struc-
ture was given. The evolution operator in the SQW model is
a product of local operators [18]. The SQW model contains
a subset of the coined QW class of models [1], as shown in
Ref. [19], and the entire Szegedy model [13] class.
Although covering a more general class of quantum walks,
there is a restriction on the local evolution operations in the
SQW demanding Hermiticity besides unitarity. This severely
compromises the possibilities for actual implementations of
SQWs on physical systems because the unitary evolution op-
erators, given in terms of time-independent Hamiltonians hav-
ing the form U0 = eiθ0H0 , are non-Hermitian in general. To
have a model, that besides being powerful as the SQW, to be
also fitted for practical physical implementations, it would be
necessary to relax on the Hermiticity requirement for the local
unitary operators.
In this work, we propose an extension of the SQW model
employing non-Hermitian local operators. The concatenated
Figure 1. Classes of discrete-time QWs. The set of SQWs with
Hamiltonians proposed in this work includes the entire set of stan-
dard SQWs, which includes the entire Szegedy’s model. The coined
model is partially represented in the SQW model. H ,G, and F stand
for flip-flop coined QWs with Hadamard, Grover, and Fourier coins.
evolution operator has the form
U = eiθ1H1eiθ0H0 ,
where H0 and H1 are unitary and Hermitian, θ0 and θ1 are
general angles representing specific systems’ energies and
time intervals (divided by the Planck constant ~). The stan-
dard SQW model is recovered when θ0 = ±pi/2 and θ1 =
∓pi/2. With this modification, SQW with Hamiltonians en-
compasses the standard SQW model and includes new coined
models. Besides, with the new model, it is easier to de-
vise new experimental proposals such as the one described
in Ref. [20].
Fig. 1 depicts the relation among the discrete-time QW
models. Szegedy’s model is included in the standard SQW
model class, which itself is a subclass of the SQW model with
Hamiltonians. Flip-flop coined QWs that are in Szegedy’s
model are also in the SQW model. Flip-flop coined QWs us-
ing HadamardH and GroverG coins, as represented in Fig. 1,
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2are examples. There are coined QWs, which are in the SQW
model with Hamiltonians general class, but not in the stan-
dard SQW model, as for example, the one-dimensional QWs
with coin eiθX , where X is the Pauli matrix σX , with angle
θ not a multiple of pi/2. Those do not encompass all the pos-
sible coined QW models, as there are flip-flop coined QWs,
which although being built with non-Hermitian unitary evo-
lution, cannot be put in the SQW model with Hamiltonians.
For instance, when the Fourier coin F is employed, where
Fij = ω
ij and ω = exp(2ipi/N), being N the Hilbert space
dimension.
The structure of this paper is as follows. In Sec. II, we
describe how to obtain the evolution operator of the SQW
with Hamiltonians on a generic simple undirected graph. In
Sec. III, we calculate the wave function using the Fourier anal-
ysis for the one-dimensional lattice and the standard deviation
of the probability distribution. In Sec. IV, we characterize
which coined QWs are included in the class of SQWs with
Hamiltonians. Finally, in Sec. V we draw our conclusions.
II. THE EVOLUTION OPERATOR
Let Γ(V,E) be a simple undirected graph with vertex set
V and edge set E. A tessellation of Γ is a partition of V so
that each element of the partition is a clique. A clique is a
subgraph of Γ that is complete. An element of the partition is
called a polygon. The tessellation covers all vertices but not
necessarily all edges. Let H be the Hilbert space spanned by
the computational basis
{∣∣v〉 : v ∈ V }, that is, each vertex
v is associated with a vector
∣∣v〉 of the canonical basis. Each
polygon spans a subspace of theH, whose basis comprises the
vectors of the computational basis associated with the vertices
in the polygon. Let m be the number of polygons and let αk
be a polygon for some 0 ≤ k < m. A unit vector induces
polygon αk if the following two conditions are fulfilled: First,
the vertices of αk is a clique in Γ. Second, the vector has the
form ∣∣αk〉 = ∑
v∈V
ak,v
∣∣v〉, (1)
so that ak,v 6= 0 for v ∈ αk and ak,v = 0 otherwise. The
simplest choice is the uniform superposition given by ak,v =
1/
√|αk| for v ∈ αk.
There is a recipe to build a unitary and Hermitian operator
associated with the tessellation, when we use the following
structure:
H0 = 2
m−1∑
k=0
∣∣αk〉〈αk∣∣− I. (2)
H0 is unitary because the polygons are non-overlapping, that
is,
〈
αk
∣∣αk′〉 = δkk′ for 0 ≤ k, k′ < m. H0 is Hermitian
because it is a sum of Hermitian operators. Then,H20 = I . An
operator of this kind is called an orthogonal reflection of graph
Γ. Each αk induces a polygon and we say that H0 induces the
tessellation.
The idea of the staggered model is to define a second op-
erator that must be independent of H0. Define a second tes-
sellation by making another partition of Γ with polygons βk
for 0 ≤ k < n, where n is the number of polygons. For each
polygon βk, define unit vectors∣∣βk〉 = ∑
v∈V
bk,v
∣∣v〉, (3)
so that bk,v 6= 0 for v ∈ βk and bk,v = 0 otherwise. The
simplest choice is the uniform superposition given by bk,v =
1/
√|βk| for v ∈ βk. Likewise, define
H1 = 2
n−1∑
k=0
∣∣βk〉〈βk∣∣− I. (4)
H1 is an orthogonal reflection.
To obtain the evolution operator we demand that the union
of tessellations α and β should cover the edges of Γ, where
tessellation α is the union of polygons αk for 0 ≤ k < m
and tessellation β is the union of polygons βk for 0 ≤ k < n.
This demand is necessary because edges that do not belong to
the tessellation union can be removed from the graph without
changing the dynamics.
The standard SQW dynamics is given by the evolution op-
erator U = H1H0 where the unitary and Hermitian operators
H0 and H1 are constructed as described in Eqs. (2) and (4).
However, such graph-based construction of the operators does
not correspond, in general, to the evolution of the real physical
systems which are unitary but non-Hermitian instead. Actu-
ally, the unitary and non-Hermitian operators do not have a
nice representation as in Eqs. (2) and (4). In the following,
we introduce and analyze a method for constructing “physi-
cal evolutions” using the graph-based unitary and Hermitian
operators.
We define the staggered QW model with Hamiltonians by
the evolution operator
U = eiθ1H1eiθ0H0 , (5)
where θ0 and θ1 are angles. U can be written as
U = (cos θ1 I + i sin θ1H1) (cos θ0 I + i sin θ0H0) . (6)
The standard SQW model is obtained when θ0 = ±pi/2 and
θ1 = ∓pi/2.
The staggered QW model with Hamiltonians is character-
ized by two tessellations and the angles θ0 and θ1. The evo-
lution operator is the product of two local unitary operators.
Local in the sense discussed before, that is, if a particle is on
vertex v, it will move to the neighborhood of v only. Some
graphs are not 2-tessellable as discussed in Ref. [17]. In this
case, we have to use more than two tessellations until covering
all edges and Eq. (5) must be extended accordingly.
III. ONE-DIMENSIONAL SQWWITH HAMILTONIANS
One of the simplest example of a SQW model with Hamil-
tonians is the one-dimensional lattice (or chain) as in Fig. 2.
3Figure 2. One-dimensional lattice, with the two possible tesselations
α (red), and β (blue), and the local Hamiltonians H0 and H1 imple-
menting it.
If we wish to use the minimum number of tessellations that
cover all vertices and edges, the only choice are the two tesse-
lations represented in the figure and correspond to two alter-
nate interactions between first neighbors. Therefore the evo-
lution operator in the one-dimensional case with θ0 = θ1 = θ
is given by
U = eiθH1eiθH0 , (7)
where
H0 = 2
∞∑
x=−∞
∣∣u0x〉〈u0x∣∣− I, (8)
H1 = 2
∞∑
x=−∞
∣∣u1x〉〈u1x∣∣− I, (9)
and ∣∣u0x〉 = cos α2 |2x〉+ eiφ0 sin α2 |2x+ 1〉 , (10)∣∣u1x〉 = cos β2 |2x+ 1〉+ eiφ1 sin β2 |2x+ 2〉 . (11)
For the sake of simplicity, we choose α and β to be indepen-
dent from x. U is defined on Hilbert space H, whose compu-
tational basis is
{∣∣x〉 : x ∈ Z}.
While the diagonal forms of the Hamiltonians (8) and (9)
with (+1)-eigenvectors (10) and (11), respectively, are more
appropriate to the QW related computations, one cannot im-
mediately see the connections to interactions energies that
they usually represent. For actual implementations, it is more
convenient to write down it in terms of bosonic operators as
H0 =
∑
j
ωj
2
a†jaj + λ
∑
j odd
(
a†jaj+1 + aja
†
j+1
)
, (12)
H1 =
∑
j
ωj
2
a†jaj + λ
∑
j even
(
a†jaj+1 + aja
†
j+1
)
. (13)
In that form the first term represents the occupations of each
site and the second one represents hopping Hamiltonians.
Note that since the QW models considered here are single
particles quantum walks, the corresponding picture in terms
of Hamiltonians (12) and (13) implementation is to consider
a single excitation in the encoding physical system. The joint
Hamiltonian H0 + H1 describes a large number of physical
systems, from cold atoms trapped in optical lattices [21, 22]
to a linear array of electromechanical resonators [23]. How-
ever the alternated action of the two local unitary operators
in (7) requires that the Hamiltonians H0 and H1 be applied
independently. This requires a more involved process of al-
ternating interactions in the system, which demands an exter-
nal control particular to each physical system. A proposal on
how to implement it in a one dimensional array of coupled su-
perconducting transmission line resonators is discussed else-
where [20].
To start our analysis, in Fig. 3 we show the probability
distribution for the 1d SQW with Hamiltonians (8) and (9)
after 60 steps with parameters θ = pi/4, α = β = pi/2,
and φ0 = φ1 = 0. The initial condition assumed was
(
∣∣0〉+ ∣∣1〉)/√2. A quantum walk with those parameters was
analyzed by Ref. [24]. Note the typical profile, which is simi-
lar to the coined QW, but certainly not to the continuous-time
QW [5].
Figure 3. Probability distribution after 60 steps with parameters θ =
pi/4, α = β = pi/2, φ0 = φ1 = 0, and initial condition (
∣∣0〉 +∣∣1〉)/√2.
A. Fourier analysis
In order to find the spectral decomposition of the evolution
operator, we perform a basis change that takes advantage of
the system symmetries. Let us define the Fourier basis by the
vectors ∣∣ψ˜0k〉 = ∞∑
x=−∞
e−2xki
∣∣2x〉, (14)
∣∣ψ˜1k〉 = ∞∑
x=−∞
e−(2x+1)ki
∣∣2x+ 1〉, (15)
where k ∈ [−pi, pi]. For a fixed k, those vectors define a plane
that is invariant under the action of the evolution operator,
4which is confirmed by the following results:
U
∣∣ψ˜0k〉 = A∣∣ψ˜0k〉+B∣∣ψ˜1k〉, (16)
U
∣∣ψ˜1k〉 = −B∗∣∣ψ˜0k〉+A∗∣∣ψ˜1k〉, (17)
where
A = sin2 θ
(
cosα cosβ − sinα sinβ ei(φ0+φ1+2k)
)
+ cos2 θ + i sin θ cos θ (cosα− cosβ) , (18)
B = sin θ sinα (i cos θ − sin θ cosβ) ei(φ0+k)
+ sin θ sinβ (i cos θ − sin θ cosα) e−i(φ1+k). (19)
The analysis of the dynamics can be reduced to a two-
dimensional subspace of H by defining a reduced evolution
operator
U
(k)
RED =
[
A −B∗
B A∗
]
. (20)
U
(k)
RED is unitary since AA
∗ + BB∗ = 1. A vector in this
subspace is mapped to Hilbert space H after multiplying its
first entry by
∣∣ψ˜0k〉 and its second entry by ∣∣ψ˜1k〉.
The eigenvalues of U (k)RED (the same of U ) are e
±iλ, where
cosλ =
A+A∗
2
. (21)
Note thatA in (18) depends on k, as well as others parameters.
The non-trivial eigenvectors of U (k)RED are
1√
C±
( −B∗
e±iλ −A
)
, (22)
where
C± = sinλ
(
2 sinλ± i (A−A∗)). (23)
The eigenvectors of the evolution operator U associated with
eigenvalues e±iλ are∣∣v±k 〉 = 1√
C±
(
−B∗∣∣ψ˜0k〉+ (e±iλ −A)∣∣ψ˜1k〉) , (24)
and we can write
U =
∫ pi
−pi
dk
2pi
(
eiλ
∣∣v+k 〉〈v+k ∣∣+ e−iλ∣∣v−k 〉〈v−k ∣∣) . (25)
If we take
∣∣ψ(0)〉 = ∣∣0〉 as the initial condition, the quan-
tum walk state at time t is given by
∣∣ψ(t)〉 = ∞∑
x=−∞
(
ψ2x(t)
∣∣2x〉+ ψ2x+1(t) ∣∣2x+ 1〉) ,(26)
where
ψ2x(t) =
∫ pi
−pi
dk
2pi
|B|2
(
ei(λt−2kx)
C+
+
e−i(λt+2kx)
C−
)
, (27)
Figure 4. Probability distribution after 60 steps with parameters θ =
pi/3, α = β = pi/2, φ0 = φ1 = 0, and initial condition
∣∣0〉.
and
ψ2x+1(t) =
∫ pi
−pi
dk
2pi
B sinλt
sinλ
e−(2x+1)ki. (28)
The probability distribution is obtained after calculating
p2x(t) = |ψ2x(t)|2 and p2x+1(t) = |ψ2x+1(t)|2. The proba-
bility distribution would not be symmetric in this case (local-
ized initial condition), as can be seen in Fig. 4. Those results
extend the corresponding ones obtained in Ref. [25].
B. Standard deviation
The results of Ref. [26] can be extended in order to include
parameter θ of the SQW with Hamiltonians. The asymp-
totic expression for the odd moments with initial condition∣∣ψ(0)〉 = ∣∣0〉 is
〈
x2n−1
〉
t
=
t2n−1
4pi
∫ pi
−pi
[
A−A∗
i sinλ
]2n
dk+O(t2n−2), (29)
and for the even moments is〈
x2n
〉
t
= 2t
〈
x2n−1
〉
t
+O(t2n−1). (30)
The square of the standard deviation is
σ2 = (2t− 〈x〉t) 〈x〉t . (31)
For α = β ≤ pi/2 and φ0 = φ1 = 0, it simplifies asymptoti-
cally to
σ2 = 4
√
1− sin2 θ sin2 α
(
1−
√
1− sin2 θ sin2 α
)
t2.
(32)
Fig. 5 shows the plot of σ2/t2 as function of θ and α. The
maximum value of σ2/t2 is 1, which is achieved for the points
5Figure 5. Plot of σ2/t2 as function of θ and α. The value of σ2/t2
at the center of the plot is zero.
on a circle with center at (pi/2, pi/2) and radius pi/6, for in-
stance, σ = t + O(1) when θ = pi/3 and α = β = pi/2.
When α = β = pi/2 and φ0 = φ1 = 0, H0 is the direct sum
of Pauli X matrices
H0 =

. . . 0
X
0
. . .
 , (33)
likewise H1, with a diagonal shift of one entry.
IV. COINED QWS THAT ARE IN THE SQWWITH
HAMILTONIANS
Any flip-flop coined QW on a graph Γ(V,E) with a coin
operator of the form eiθ0H0 , where H0 is an orthogonal re-
flection of Γ, is equivalent to a SQW with Hamiltonians on a
larger graph Γ′(V ′, E′). The procedure to obtain Γ′(V ′, E′)
is described in Ref. [19]. We briefly review it in the next para-
graph.
a
b f
ge
d
c
 
v v'
Figure 6. Example of part of a graph showing a degree-5 vertex v
and a degree-3 vertex v′. Edge (v, v′) has label a. The other edges
have labels b to g.
Let 0, ..., |V | − 1 be the vertex labels and let 0, ..., |E| − 1
be the edge labels of graph Γ. The action of the flip-flop shift
operator on vectors of the computational basis associated with
Γ is
S
∣∣v〉∣∣a〉 = ∣∣v′〉∣∣a〉, (34)
where v and v′ are adjacent and a is the label of the edge
(v, v′) as shown in Fig. 6. S2 = I as S
∣∣v′〉∣∣a〉 = ∣∣v〉∣∣a〉 for
all edges (v, v′). The (+1)-eigenvectors are∣∣ψ(v,v′)〉 = ∣∣v〉∣∣a〉+ ∣∣v′〉∣∣a〉√
2
, (35)
Γ'
a
b
v,b
v,c
v,d
v,e
c
d
e
f
g
v,a v',a
v',f
v',g
Figure 7. To define a SQW that is equivalent to a flip-flop coined
QW on the graph of Fig. 6, one has to replace a degree-d vertex by
a d-clique. The vertex labels of the enlarged graph have the form
“v, j”, where v is the label of the vertex in the original graph and j
is the edge incident on v.
and there is a (+1)-eigenvector for each edge (v, v′). We are
assuming that ψ(v,v′) = ψ(v′,v). Then
S = 2
∑
(v,v′)∈E
∣∣ψ(v,v′)〉〈ψ(v,v′)∣∣− I. (36)
S induces the red polygons of Fig. 7. After replacing each
degree-d vertex of Γ by a d-clique, we obtain graph Γ′ of
Fig. 7 on which the equivalent SQW is defined. The degree-
5 vertex is converted into a 5-clique and the degree-3 vertex
is converted into a 3-clique. The vertex labels of Γ′ have the
form “v, j”, where v is the label of the vertex in the original
graph and j is the edge incident on v. With this notation, it
is straightforward to check that the unitary and Hermitian op-
erator that induces the red tessellation is S given by Eq. (36),
when we use vectors in uniform superposition.
Now, we can cast the evolution operator in the form de-
manded by the staggered model with Hamiltonians. Since
iS = eipiS/2, the shift operator can be put in the form eiθ1H1
with θ1 = pi/2 andH1 = S modulo a global phase. If the coin
is eiθ0H0 and H0 is an orthogonal reflection then any flip-flop
coined QW on Γ is equivalent to a SQW on Γ′ with evolution
operator
U = ei
pi
2 Seiθ0H0 . (37)
Operator H0 induces the blue tessellation depicted in Fig. 7.
It is known that Grover’s algorithm [27] can be described as
a coined QW on the complete graph using a flip-flop shift op-
erator and the Grover coin [5, 28]. Therefore, Grover’s algo-
rithm can also be reproduced by the SQW model [19]. Exten-
sions of Grover’s algorithm analyzed by Long et al. [29, 30]
and Høyer [31] use operator
I − (1− eiφ) ∣∣ψ〉〈ψ∣∣, (38)
where
∣∣ψ〉 is the unit uniform superposition of the computa-
tional basis and φ is an angle, in place of the usual Grover
operator (I − 2∣∣ψ〉〈ψ∣∣). This kind of extension can be re-
produced by SQW model with Hamiltonians because eiθ0H0
6when H0 is given by Eq. (2) can be written as
I − (1− e2iθ0)m−1∑
k=0
∣∣αk〉〈αk∣∣ (39)
modulo a global phase. We can choose values for θ0 and m
that reproduce Eq. (38).
V. CONCLUSIONS
We have introduced an extension of the standard staggered
QW model by using orthogonal reflections as Hamiltonians.
Orthogonal reflections are local unitary operators in the sense
that they respect the connections represented by the edges of
a graph. Besides, orthogonal reflections are Hermitian by def-
inition. This means that if H0 is an orthogonal reflection of a
graph Γ, then U0 = eiθ0H0 is a local unitary operator associ-
ated with Γ. In order to define a nontrivial evolution operator,
we need to employ a second orthogonal reflection H1 of Γ.
The generic form of the evolution operator of the SQW with
Hamiltonians for 2-tessellable graphs is U = eiθ1H1eiθ0H0 ,
where θ0 and θ1 are angles. This form is fitted for physi-
cal implementations in many physical systems, such as, cold
atoms trapped in optical lattices [21, 22] and arrays of elec-
tromechanical resonators [23].
We have obtained the wave function of SQWs with Hamil-
tonians on the line and analyzed the standard deviation of the
probability distribution. For a localized initial condition at the
origin, the maximum spread of the probability distribution for
an evolution operator of the form U = eiθH1eiθH0 is obtained
when θ = pi/3.
We have also characterized the class of coined QWs that are
included in the SQW model with Hamiltonians and we have
described how to convert those coined QWs on a graph Γ into
their equivalent formulation in terms of SQWs on an extended
graph obtained from Γ by replacing degree-d vertices into d-
cliques.
As a last remark, we call attention that recently it was
shown numerically that searching one marked vertex us-
ing the original SQW on the two-dimensional square lattice
has no speedup compared to classical search using random
walks [32]. On the other hand, the SQW with Hamiltoni-
ans with θ = pi/4 is able to find the marked vertex after
O(
√
N logN) steps at least as fast as the equivalent algorithm
using coined quantum walks [33].
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