Let M be a smooth manifold, I ⊂ M a closed embedded submanifold of M and U an open subset of M . In this paper, we find conditions using a geometric notion of scaling for t ∈ D ′ (U \ I) to admit an extension in D ′ (U ). We give microlocal conditions on t which allow to control the wave front set of the extension generalizing a previous result of Brunetti-Fredenhagen. Furthermore, we show that there is a subspace of extendible distributions for which the wave front of the extension is minimal which has applications for the renormalization of quantum field theory on curved spacetimes.
The following section is a detailed overview of our results and can be read independently from the rest.
Main results of our paper.
In our paper, we investigate the following problem which has simple formulation: we are given a manifold M and a closed submanifold I ⊂ M . We have a distribution t defined on M \ I and we would like to find under what reasonable conditions on t, 1. we can construct an extension t of t defined on the whole manifold M , 2. we can control the wave front set of the extension.
The first problem has been addressed in greater generality in [13] where we found necessary and sufficient conditions for a distribution t ∈ D ′ (M \ I) where I is a closed subset of M , to be extendible. However, our method which uses distance functions, is only adapted to Euclidean QFT. Actually, for QFT on curved Lorentzian spacetimes, it is crucial to find estimates on the wave front set of the extension. This is what we do in the present paper which is focused entirely on the microlocal approach.
In general, the extension problem has no positive answer for a generic distribution t in D ′ (M \ I) unless t has moderate growth when we approach the singular submanifold I. In the work of Yves Meyer [41] where the manifold M is flat space R n and I = {0}, the distributions having this property are called weakly homogeneous distributions. A first difficulty is to extend the definition of Meyer to the case of manifolds. In order to generalize the definition of scaling to measure the growth of distributions, we introduce a class of vector fields called Euler vector fields associated to the submanifold I:
Definition 0.1. Let M be a smooth manifold, I a submanifold of M and U some open subset of M . Set I(U ) to be the ideal of functions vanishing on I and I k (U ) its k-th power. A vector field ρ locally defined on U is called Euler if ∀f ∈ I(U ), ρf − f ∈ I 2 (U ).
The above definition is obviously intrinsic. In particular, when M = R d , I = {0} then ρ = h j d dh j is Euler.
In section 1, the main properties of Euler vector fields are studied. They satisfy a property of diffeomorphism invariance Theorem 0.1. Let M, M ′ be two smooth manifolds, I ⊂ M, I ′ ⊂ M ′ smooth embedded submanifolds and Φ := U −→ U ′ a local diffeomorphism such that Φ(I ∩ U ) = I ′ ∩ U ′ . Then for any Euler vector field ρ defined on U , the pushforward Φ * ρ is Euler.
And that the flow generated by Euler vector fields are always locally conjugate.
Theorem 0.2. Let ρ 1 , ρ 2 be two Euler vector fields defined in some neighborhood of p ∈ I. Then there is some germ of diffeomorphism Φ at p such that ρ 1 = Φ * ρ 2 .
In the sequel, once we are given an Euler vector field ρ, let (e tρ ) t be the one parameter group of diffeomorphisms generated by ρ then we will be interested by the one parameter group of scaling flows (e log λρ ) λ∈ (0, 1] and the open subsets U which are stable by the flow (e log λρ ) λ∈(0,1] are called ρ convex. For every manifold M and I ⊂ M a closed embedded submanifold, we construct in section 2 a collection of spaces (E s,I (U )) U , indexed by open subsets of M , of weakly homogeneous distributions of degree s where E s,I (U ) ⊂ D ′ (U ), with the following properties:
1. E s,I satisfies a restriction property, if V ⊂ U then the restriction of E s,I (U ) on V is E s,I (V ) and satisfies the following gluing property, if ∪ i V i is an open cover of U s.t. ∪ i int V i is a neighborhood of U , then for t ∈ D ′ (∪ i V i ), t ∈ E s,I (V i ), ∀i =⇒ t ∈ E s,I (U ).
E s,I
has the important property of diffeomorphism invariance:
Theorem 0.3. Let M, M ′ be two smooth manifolds, I ⊂ M, I ′ ⊂ M ′ smooth embedded submanifolds and Φ := U −→ U ′ a local diffeomorphism such that Φ(I∩U ) = I ′ ∩U ′ . Then Φ * E s,I (U ′ ) = E s,I (U ).
3. The following proposition gives a concrete characterization of elements in E s,I (U ) for arbitrary open sets U which could be used as a definition of E s,I (U ):
Proposition 0.1. t belongs to the local space E s,I (U ) if and only if for all p ∈ int U ∩ I, there is some open chart ψ : V p ⊂ int U → R n+d , ψ(I) ⊂ R n × {0} where λ −s (ψ * t)(x, λh) is bounded in D ′ (ψ(V p ∩ U )).
However, the property of diffeomorphism invariance imply that E s,I does not depend on the choice of Euler vector fields. In particular in the flat case where M = R n+d with coordinates (x, h) = (x i , h j ) 1 i n,1 j d and I = {h = 0}, t ∈ E s,I (R n+d ) if (λ −s t(x, λh)) λ∈(0,1] is a bounded family of distributions in D ′ (V ) where V is some neighborhood of I.
The collection (E s,I
) s∈R is filtered, s ′ s =⇒ E s,I ⊂ E s ′ ,I and E s,I satisfies an extension property (section 4):
Theorem 0.4. Let U ⊂ M be some open set. If t ∈ E s,I (U \ I) then t is extendible. Conversely, if t ∈ D ′ (M ) then for any bounded open set U ⊂ M , t ∈ E s,I (U ) for some s ∈ R.
Moreover, Theorem 0.5. For all s ∈ R, there is a linear map t ∈ E s,I (U \ I) −→ t ∈ E s ′ ,I (U )
where s ′ = s if s + d / ∈ −N and s ′ < s otherwise.
Using diffeomorphism invariance and locality of E s,I , the proof of the above property is a consequence of the microlocal extension Theorem 0.6 proved in the flat case. The space E s,I only takes into account the growth of distributions along the submanifold I which is not enough for many applications, in particular in quantum field theory where we need to know the wave front set of the extension t since we must multiply distributions to define Feynman amplitudes. Therefore, we need to refine the definition of weakly homogeneous distributions, let us introduce the necessary definitions to state our theorem. We work in R n+d with coordinates (x, h) = (x i , h j ) 1 i n,1 j d , I = R n × {0} is the linear subspace {h = 0}. We assume U to be of the form U 1 × U 2 where U 1 (resp U 2 ) is an open subset of R n (resp R d ) s.t. λU 2 ⊂ U 2 , ∀λ ∈ (0, 1].
We denote by (x, h; ξ, η) the coordinates in cotangent space T * U , where ξ (resp η) is dual to x (resp h). T
• U denotes the cotangent T * U minus the zero section 0. If U is convex, then a set Γ ⊂ T • U is stable by scaling if ∀λ ∈ (0, 1], {(x, λ −1 h; ξ, λη); (x, h; ξ, η) ∈ Γ} ∩ T • U ⊂ Γ.
For Γ a closed conic set in T • U , D ′ Γ (U ) is the space of distributions in D ′ (U ) with wave front set in Γ. For U a convex set and Γ ⊂ T
• U a closed conic set stable by scaling, we denote by E s (D ′ Γ (U )) the locally convex space of weakly homogeneous distributions of degree
We denote by N * (I) the conormal bundle of I. The central result of our paper is a general extension theorem (subsection 3.3) for distributions in flat space with control of the wave front set:
An immediate corollary of the above theorem is the bound W F (t) ⊂ (W F (t) ∪ Ξ ∪ N * (I)) on the wave front of the extension. The central ingredients of the proof are: a partition of unity formula which is a continuous analog of the Littlewood-Paley decomposition used by Meyer [41] , to consider (λ, x, h) → λ −s t(x, λh) as a distribution on the extended space R × R n+d and a new integral formula for the extension which reduces the bounds on the wave front set as applications of the Theorems in [4] .
A particular case of the above theorem was proved by Brunetti and Fredenhagen [5] when the closure Γ of Γ over I is contained in N * (I). In that case, one can choose an extension t such that W F (t) ⊂ W F (t)∪N * (I) and
called conormal landing condition is intrinsic and generalizes in a straightforward way to manifolds. It is a kind of microlocal regularity condition and ensures that the wave front set of the extension is minimal.
Motivated by this intrinsic geometric condition and the result of Theorem 0.6, we construct in section 5 a subspace E s,N * (I) ⊂ E s,I which satisfies the following properties:
1. E s,N * (I) satisfies the same restriction and gluing properties as E s,I
2. E s,N * (I) has the important property of diffeomorphism invariance:
A consequence of the above diffeomorphism invariance is that the definition of E s,N * (I) does not depend on the choice of Euler vector fields.
The collection of spaces (E
The subspace E s,N * (I) satisfies an extension theorem (section 6)
The main interest of this subspace is that the wave front set W F (t) of the extension t is minimal in the sense we only add the conormal N * (I) to W F (t). Then in section 7, we present an application of the above theorem to renormalize products of distributions, we denote by
for some ρ-convex set U and some cone Γ stable by scaling:
Theorem 0.9. Let ρ be some Euler vector field, U some neighborhood of I, (Γ 1 , Γ 2 ) two cones in T
• (U \ I) which satisfy the conormal landing condition and
If Γ 1 +Γ 2 satisfies the conormal landing condition then there exists a bilinear map R satisfying the following properties:
The above actually means that R(
In section 8, we study the renormalization ambiguities which aim to classify the various extensions we constructed.
1 Scaling on manifolds.
Introduction. To solve the extension problem for distributions on manifolds, we define in 0.1 a class of Euler vector fields which scale transversally to a given fixed submanifold I ⊂ M . In this section, we discuss the most important properties of this class of vector fields and their flows.
n+d and I is the vector subspace which is the zero locus {h j = 0} of the collection of coordinate functions (h j ) j , then h j ∂ h j is Euler. Indeed, by application of Hadamard's lemma, if f ∈ I then f = h j H j where the H j are smooth functions, which
Euler vector fields satisfy the following nice properties:
• Given I, the set of global Euler vector fields defined on some open neighborhood of I is nonempty.
• For any local Euler vector field ρ| U , for any open set V ⊂ U there is an Euler vector field ρ ′ defined on a global neighborhood of I such that ρ
Proof. These two properties result from the fact that one can glue together Euler vector fields by a partition of unity subordinated to some cover of some neighborhood N of I. By paracompactness of M , we can pick an arbitrary locally finite open cover ∪ a∈A V a of M by open sets V a , define the subset J ⊂ A such that for each a ∈ J, V a ∩ I = ∅, there is a local chart (x, h) : V a → R n+d where the image of I by the local chart is the subspace {h j = 0}. For such charts which have non empty overlaps with I, we can define an Euler vector field ρ| Va , it suffices to consider the vector field ρ = h j ∂ h j in each local chart V a , a ∈ J and by the example 1.1 this is Euler. The vector fields ρ a = ρ| Va do not necessarily coincide on the overlaps V a ∩ V b . However, for any partition of unity (α a ) a subordinated to (V a ) a , the vector field ρ defined by the formula
is Euler since ∀f ∈ I(U ),
We can find the general form for all possible Euler vector fields ρ in arbitrary coordinate system (x, h) where I = {h = 0}. Lemma 1.1. ρ| U is Euler if and only if for all p ∈ I ∩ U , in any arbitrary local chart (x, h) centered at p where I = {h = 0}, ρ has the standard form
where A, B are smooth functions of (x, h).
Proof. The proof is straightforward by noticing that
from the definition of ρ being an Euler vector field.
The diffeomorphism invariance of Euler vector fields.
The class of Euler vector fields enjoys many interesting properties, the first being diffeomorphism invariance. From the introduction, let us recall the statement of Theorem 0.1:
Then for any Euler vector field ρ defined on U the pushforward Φ * ρ is Euler.
Proof. Let G be the pseudogroup of local diffeomorphisms of M (i.e. an element Φ in G is defined over an open set U ⊂ M and maps it diffeomorphically to an open set Φ(U ) ⊂ M ) such that ∀p ∈ I ∩ U, ∀Φ ∈ G, Φ(p) ∈ I. Then it suffices to establish that for all Euler vector field ρ, for all Φ ∈ G, Φ * ρ is Euler. In the sequel, we shall identify vector fields X with the associated Lie derivative L X acting on functions, then the identity ∀f ∈ C ∞ (U ), (Φ * ρ)f = Φ −1 * (ρ(Φ * f )) holds true, it follows from the well-known functorial identity Φ * (ρf ) = (Φ * ρ) (Φ * f ) [39, Proposition 2.80 p. 93]. Now if we choose f to be an arbitrary function in I then we get
Local conjugations of scalings.
We work at the level of germs, a germ of Euler vector field at p is some Euler vector field defined on some neighborhood of p. A germ of diffeomorphism (resp smooth family of germs) at p fixing p is some
where U is some neighborhood of p, assume there is a coordinate chart (
On the one hand, we saw that the class of Euler vector fields is invariant by the action of G, on the other hand we will prove that for any two germs of Euler vector fields ρ 1 , ρ 2 at p, there is a germ of diffeomorphism Ψ at p such that Ψ * ρ 1 = ρ 2 .
Denote by S(λ) = e log λρ the scaling operator defined by the Euler ρ, S(λ) satisfies the identity S(λ 1 ) • S(λ 2 ) = S(λ 1 λ 2 ). Proposition 1.1. Let p in I, ρ 1 , ρ 2 be two germs of Euler vector fields at p and S a (λ) = e log λρa , a = 1, 2 the corresponding scalings. Then there is a smooth family (Φ(λ)) λ∈[0,1] of germs of diffeomorphisms at p such that:
Proof. We use a local chart (x, h) : U → R n+d centered at p, where I = {h = 0}. We set ρ = h j ∂ h j which generates the flow S(λ) = e log λρ and we construct two germs of diffeomorphisms Φ a (λ), a = 1, 2 at p such that
Then the germ of diffeomorphism
is a solution of our problem. Let us construct Φ a (λ) as a solution of the differential equation obtained by differentiating 8:
Let f be a smooth function and X a vector field, then the pushforward of f X by a diffeomorphism Φ is:
We use the general form (4) for Euler vector fields:
hence we apply formula (10):
If we define the vector field
Φ a (λ) satisfies a non autonomous ODE where the vector field X(λ, .) depends smoothly on (λ, x, h). Note that for all λ ∈ [0, 1], the vector field X(λ) vanishes at p, therefore by choosing some sufficiently small open neighborhood U of p, there is a smooth map Φ(λ, p) which integrates the differential equation (11) on the interval [0, 1].
We keep the notations and assumptions of the above proposition, we give a simple proof of Theorem 0.2 which states that Euler vector fields are always locally conjugate: Theorem 1.2. Let ρ 1 , ρ 2 be two germs of Euler vector fields at p ∈ I. Then there is a germ of diffeomorphism Ψ at p such that ρ 1 = Ψ * ρ 2 .
Proof. To prove the above claim, it suffices to construct Ψ in such a way that
where S a (λ) = e log λρa , a = (1, 2). In local coordinates (x i , h j ) ij around p where I = {h = 0}, let ρ = h j ∂ h j be some Euler vector field (canonically associated to the choice of coordinates), S(λ) = e log λρ the corresponding scaling and Φ a (λ) the family of diffeomorphisms Φ a (λ) = S −1 (λ) • S a (λ) which has a smooth limit Ψ a = Φ a (0) when λ → 0 by Proposition 1.1. Start from the identity:
• Φ a (0) at the limit when λ → 0 where the limit makes sense because Φ a is smooth in λ at 0. Hence we find that 2 The space E s,I (U ).
In this section, I is a closely embedded submanifold of M and we use Euler vector fields to scale distributions along I and to define scale spaces of distributions. First a set U is called ρ-convex if U is stable by the flow (e −tρ ) t>0 . We give a definition of weakly homogeneous distributions on manifolds but this definition is ρ dependent:
We next define the space E ρ s,p of distributions which are locally weakly homogeneous of degree s at p ∈ I. 
A comment on the statement of the theorem, first the definition of ρ-convexity is ∀p ∈ U, ∀λ ∈ (0, 1], S(λ, p) ∈ U , the fact that we let λ to be positive allows U to have empty intersection with I. The previous theorem allows to give a definition of the spaces of distributions E s,p and E s,I (U ) which makes no mention of the choice of Euler vector field :
An equivalent definition of the space E s,I (U ) is the following: t belongs to the local space E s,I (U ) if and only if for all p ∈ I ∩ int(U ), there is some open chart ψ :
A consequence of Theorem 2.1 is the following properties of E s,I under gluings:
Theorem 2.2. E s,I satisfies the following gluing property:
We prove Theorem 0.3 which claims that E s,I (U ) satisfies a property of diffeomorphism invariance:
Proof. By Theorem 2.1, we can localize the proof at all points p ∈ int U ∩ I. Let p ∈ int U ∩ I, then t ∈ E s,I (U ) implies by definition that t ∈ E ρ s,p for some ρ which means that:
because the pull-back by a diffeomorphism is bounded from
where the vector field Φ −1 * ρ is a germ of Euler field near p by 0.
and repeating the proof for all p ∈ int U ∩ I yields the claim.
3 The extension problem on flat space.
Formulation of the problem. We work in R n+d with coordinates (x, h), I = R n × {0} is the linear subspace {h = 0}. In the sequel, unless it is specified otherwise, we will always assume that we work with open sets U of the form
We reformulate the extension problem on flat space:
Definition 3.1. We are given a convex open set U ⊂ R n+d and I = R n × {0}. We have a distribution t ∈ D ′ (U \ I) and we would like to find under what reasonable conditions on t one can construct an extension t ∈ D ′ (U ).
Construction of a formal extension.
In this subsection, we construct a candidate for the formal extension.
Defining a smooth partition of unity. A partition of unity will provide us with some family of smooth functions supported in R n+d \ I approximating the constant function 1 ∈ C ∞ (R n+d \ I).
Definition 3.2. A smooth partition of unity is a function
Motivated by the above definition, we choose a function χ such that χ = 1 in a neighborhood of I and the projection π :
is proper on the support of χ. This implies χ satisfies the following constraint: for all compact set
and it is a simple exercice to verify that this defines a partition of unity of R n+d \ I.
A candidate for the extension.
as distribution on U \ I.
From the above proposition, we deduce that if lim Λ→+∞ tΨ Λ converges in D ′ (U ) the limit defines an extension of t. So this raises the question, for all test function ϕ ∈ D(U ), does the limit lim Λ→+∞ t, Ψ Λ ϕ exist ? To study this question, we introduce a continuous decomposition of our partition of unity formula
where ρ is the Euler vector field
∂h j which scales tranversally to I = {h j = 0, 1 j d}. In the sequel, we will write ρ = h ∂ ∂h for brevity. Set ψ = −ρχ and define the scaling by a factor λ ∈ (0, 1]:
In these notations, the partition of unity formula simply writes:
In the sequel, instead of studying the limit Λ → ∞, we will set ε −1 = Λ and study instead the limit ε → 0. We will also denote by π the projection (x, h) ∈ R n × R d −→ x ∈ R n and χ will always designate a smooth function such that χ = 1 in some neighborhood of I and π is proper on supp χ. In what follows, we will study the behaviour of
when ε → 0.
3.2 The extension theorems.
Some definitions and notations.
Let us introduce the terminology needed to state our theorems. Let U ⊂ R n+d be an open set, we denote by (x, h; ξ, η) the coordinates in cotangent space T * U , where ξ (resp η) is dual to x (resp h). T • U denotes the cotangent T U minus the zero section 0.
Concisely, if we denote by Φ * λ Γ the pull-back of Γ by Φ λ [4] , we require that ∀λ
We also denote by T * I R n+d the restriction of T * R n+d on I and N * (I) the conormal bundle of I. As we explained in the introduction, the extension theorem has no positive solution for arbitrary distributions in U \ I. However, if we impose that the distribution has "moderate growth" in terms of scaling then we will be able to solve it. The scaling of distribution is defined by duality
where
In the sequel, for a given open set U , a compact set K ⊂ U , we will denote by (π m,K ) m∈N the collection of continuous seminorms on the Fréchet space D K (U ) of test functions supported on K defined as:
Weakly homogeneous distributions in D ′ Γ . Let us formalize this notion of distribution having nice behaviour under scaling by defining the main space of distributions for which the extension problem has a positive answer.
Using the recent work [10, 6 .3], we can characterize bounded sets in D
• U be a closed conic set stable by scaling. A distribution t is weakly homoge-
We denote this space by E s (D ′ Γ (U )) and we endow it with the locally convex topology generated by the seminorms P B (t) = sup
We recover the definition of Yves Meyer in the particular case where
A key conceptual step in our approach is to think of λ −s t(x, λh) as a distribution of the three variables (λ, x, h). Let us define the map
Before we prove the theorem, let us show why the set W F (t) ∪ N * (I) ∪ Ξ is a closed conic set.
We may assume w.l.o.g that U 2 contains a set of the form {0 < |h| ε}. There is nothing to prove over
Otherwise ξ = 0, there is a sequence (x n , h n ; ξ n , η n ) → (x, 0; ξ, η) where (x n , h n ; ξ n , η n ) ∈ W F (t) and h n → 0. But since W F (t) ⊂ Γ and since Γ is scale invariant then (x n , ε hn |hn| ; ξ n , ε −1 |h n |η n ) ∈ Γ. By compactness of the unit sphere, we can extract a convergent subsequence for ε hn |hn| and the limit (x, h; ξ, 0) is in Γ. Therefore by definition of Ξ, we will have (x, 0; ξ, η) ∈ Ξ and this implies that W F (t) ∪ N * (I) ∪ Ξ is closed.
Proof. We have to establish the convergence of t(1
Our proof is divided in three parts, in the first, we prove that the limit exists in D ′ (U ) with arguments similar to [41] but in our setting of continuous partition of unity. Then in the second part, we derive a new integral formula for t(1 − χ ε −1 ), and we shall use the integral formula to show that the family (t(1 − χ ε −1 )) ε is bounded in D ′ Λ (U ) using the behaviour of the WF under the fundamental operations on distributions [4] . Then lim
Step 1. We prove that lim
Let us give a different analytical expression using the partition of unity formula,
Therefore:
It follows that the r.h.s of 18 has a limit when ε → 0 since λ s+d−1 is integrable on [0, 1]. It remains to prove that the limit is a distribution
For all compact subset K ′ ⊂ R n+d and for all ϕ ∈ D K ′ (U ), the family (ψϕ λ ) λ has fixed compact support which does not meet I and is bounded in D K (U \ I) for some compact set K:
The two above bounds easily imply that:
The above bound means that lim
But the difficult point is to control the wave front set of the limit over the subspace I = {h = 0}.
Step 2 We just proved that lim
. In order to control the WF of the limit, it suffices to prove that the family
We propose a simple method which consists in giving a new integral formula for the identity 18. We double the space R n+d and transform the formula
We denote by δ ∈ D ′ (R n+d ) the delta distribution supported at (0, 0) ∈ R n+d and δ ∆ (., .) the delta distribution supported by the diagonal ∆ ⊂ R n+d × R n+d where we have the relation
Finally, we end up with the integral formula:
It suffices to estimate Λ over I since we already know that the family
. We want to calculate the WF of the r.h.s of (19) in T * I U . 1. decompose the r.h.s of (19) in two blocks
hence by Lemma 9.3 proved in appendix, the block
and where
We evaluate the wave front set of the family of products of distributions (
using the functional properties of the Hörmander product [4, Theorem 7.1]. We start with the wave front set of the various distributions involved in formula (19) , the family
where:
Note that Λ 1 ∩ −Λ 2 = ∅ which implies by hypocontinuity of the Hörmander product [4, Theorem 7.1] that the products (
is proper on the support of u therefore the pushforward of B 1,ε (λ, x, h)δ(x−x ′ , λh−h ′ ) by π 3 , which equals the integral R×U dλdxdhB 1,ε (λ, x, h)δ(x − x ′ , λh − h ′ ), exists in the distributional sense. By continuity hence boudedness of the pushforward [4, Theorem 7.3], we find that the family (t(χ
We study the closed conic set π 3 * (
It is immediate that π 3 * Λ 1 = ∅, finally
Finally, we can summarize the bounds that we obtained:
which establishes the claim of our theorem.
Now we prove that under the assumptions of Theorem 3.1, the extension t constructed is weakly homogeneous of degree
• U a closed conic set stable by scaling. Then the extension
Proof. For all test function ϕ, we study the family µ −s t µ , ϕ µ∈(0,1] . But since t = lim ε→0 t(1 − χ ε −1 ), it suffices to study the family µ −s (t(1 − χ ε −1 )) ε,µ for ε µ. A simple calculation using variable changes gives:
First, note that the family (µ
The next thing we show is that the integral 1 µ ε µ dλ λ λ s+d (λµ) −s t λµ ψ, ϕ λ does not blow up because its integrand vanishes when λ is large enough. Let K be a compact subset of R n+d .
Recall that π was the projection π :
π is proper on supp ψ and π(supp ϕ) ⊂ R n compact =⇒ supp t λµ ψ| (K×R d )∩U ⊂ {a |h| b} for 0 < a < b
For all t, we define t µ (x, h) = µ −s t(x, µh) and we consider the family of distributions B = (t µ ) µ∈(0,1] which is bounded in E s (D ′ Γ (U )). Therefore the result of Lemma (9.3) implies that the family
. Therefore, we can repeat the proof of Theorem 3.1 for the family
Using the fact that we obtain the desired result.
the Hörmander product of 1
{ ε µ R a } (λ)λ s+d−1 λ −s t µ (x, λh)ψ(x, h) with δ ∆ (Φ(λ, x, h), .) is hypocon- tinuous [4, Thm 7.1] 2. the push-forward of 1 { ε µ R a } (λ)λ s+d−1 λ −s t µ (x, λh)ψ(x, h)δ ∆ (Φ(.
Optimality of the wave front set of the extension.
We show with an example how our technique gives an optimal bound for the wave front set of the extension of distributions in a situation where the assumptions of the results of Brunetti-Fredenhagen [5, Lemma 6.1] are not satisfied.
The wave front set of an example of extension not handled by Brunetti-Fredenhagen's method. We work in T * R 3 with variables (x 1 , x 2 , h; ξ 1 , ξ 2 , η) and I is the plane
, f > 0 which is nonsmooth at the origin and let us consider the function f (x 1 ) as a distribution in the vector space R 3 \ I. Then we prove the following claim:
In fact, for all ε > 0, the wave front set of the distribution f (x 1 )(χ(ε −1 h) − χ(h)) is in N * ({x 1 = 0}) therefore it does not satisfy the assumption that the closure of W F (f (x 1 )(χ(ε −1 h) − χ(h))) should be contained in the conormal N * (I) which is an important assumption of Theorem 6.9 in the paper [5] of Brunetti Fredenhagen.
Proof. Let V be the smallest closed conic set such that the family f (x 1 )(χ(ε
It is obvious that outside {h = 0} the cone V equals N * ({x 1 = 0}). It suffices to calculate V over {h = 0}.
To estimate V over {h = 0}, there are two cases to study: x 1 = 0 and x 1 = 0 (x 2 is arbitrary). We start with the case x 1 = 0. Let ϕ be a test function:
Since χ = 0 and is even analytic, we have ∀R > 0, sup |η| R | χ(η)| = C(R) > 0. This gives us the estimate
, therefore using the fact that f > 0, we find that V corresponds with the conormal N * (I) of I as long as f is smooth hence outside x 1 = 0. We conclude by studying the case where x 1 = 0. Since f is singular at x 1 = 0 and that ss(f ) = {0} = π T * R →R (W F (f )), the wave front set of f in the fiber T * 0 R over x 1 = 0 is non empty and we deduce there is a function ϕ of the two variables (x 1 , x 2 ) such that f ϕ(ξ 1 , ξ 2 ) has slow decrease in the direction (ξ 1 , 0). The Fourier transform of f ϕ(χ(ε
from which one easily concludes that {(0, x 2 , 0;
The singular case. In the next part, we will deal with the singular case where
Instead of calculating the pairing t(χ − χ ε −1 ), ϕ , we will subtract from ϕ its Taylor polynomial in the h variable to a sufficient order, therefore we will pair t(χ − χ ε −1 ) with the Taylor remainder I m ϕ defined by
Then we will study the existence of the limit:
First, observe that if the support of ϕ does not meet I, then ϕ equals its Taylor remainder I m ϕ since ϕ vanishes at infinite order on the subspace I and formula 25 is well defined and coincides with t, ϕ . Therefore if t were defined, it would be an extension of t.
Proof. Before we state our theorem, let us describe the central new ingredient of our proof. In appendix, we will study the Schwartz kernel of the operator I m ∈ D ′ (R n+d × R n+d ) realizing the projection on the Taylor remainder. We work in R n+d × R n+d with coordinates (x, h, x ′ , h ′ ) and we note I m ((x, h), (x ′ , h ′ )) this Schwartz kernel.
Step 1 The distribution I m (., .) plays the same role in the proof of Theorem 3.3 as δ ∆ (., .) in the proof of Theorem 3.1 and we prove in appendix ( Lemma 9.1) that:
W F (R α (., .)) ⊂ {(x, h, x, th; ξ, tη, −ξ, −η)|t ∈ [0, 1], (ξ, η) = (0, 0)}.
Step 2 Let ϕ ∈ D(U ) be a test function, we have to establish the convergence of the formula
when ε → 0. As in the proof of Theorem 3.1, we use the partition of unity to derive an equivalent formula for lim ε→0 t(χ − χ ε −1 ), I m (ϕ) in terms of the family λ −s t λ :
where tλh) dt and the r.h.s. of (28) is absolutely convergent since s + d + m + 1 > 0. It remains to prove that the limit when ε → 0 is a well defined distribution. The proof is similar to the proof in Theorem 3.1 except that we should use the fact that the seminorms of ψ |α|=m+1 h α R α (ϕ) λ are controlled by the seminorms of ϕ by Taylor's formula for the integral remainder.
Step 3 We are reduced to prove the boundedness of the family distributions parametrized by ε ∈ (0, 1]
. We can repeat exactly the same proof as for Theorem 3.1 using parallel notations. Set
Equations 26 together with the pull-back theorem of Hörmander imply:
Note that Λ 1 ∩ −Λ 2 = ∅ implies that the family of products
by hypocontinuity of the Hörmander product [4, Thm 7.1]. As in the proof of proposition 3.1, we have
) therefore, in order to conclude, it suffices to control the family 
We want to show that our extension is weakly homogeneous in D ′ Γ . Proposition 3.3. Under the assumptions of proposition (3.3), if s is not an integer then the extension 
• the family of distributions λ −s (log λ)
Choose a test function ϕ. To check the homogeneity of the renormalized integral is a little tricky since we have to take the scaling of counterterms into account. When we scale the test function ϕ then we should scale simultaneously the Taylor polynomial (P m ϕ) λ and the remainder (I m ϕ) λ :
We want to know to which scale space E s ′ (D ′ Γ∪N * (I) ) the distribution t belongs:
For the moment, we find that:
The test function ϕ is supported in {|h| R} therefore ϕ λ µ is supported on |h| does not meet the support of λ −s t λ ψ because ψ is supported on a |h|, whereas the polynomial part P m ϕ is supported everywhere since it is a Taylor polynomial. Consequently, we must split the scaled distribution µ −s t µ = I µ 1 + I µ 2 in two parts, where:
We make a simple variable change for I µ 1 :
then following the proof of proposition 3.1, we note that
Therefore, we can repeat the proof of proposition 3.3 for the bounded family (µ −s t µ ) µ in D ′ Γ (U ) and we deduce that (I 
We reformulate I µ 2 as 
.
Therefore the family (λ
, (x, h; ξ, η) ∈ Γ ∪ 0} by Proposition 9.3 and we can repeat the proof of proposition 3.3 where the Schwartz kernel I m (Φ(.), .) should be replaced with the distribution π * (i * ∂ α h δ ∆ (., .)) whose wave front set is calculated in Lemma 9.2 in appendix, the proof of Proposition 3.3 still applies in our case since W F (π .) ). However if s + d + m = 0 then for |α| = m, we find that the family of functions
is no longer bounded in the L 1 λ ([0, 1]) for µ ∈ (0, 1] but exhibits a logarithmic divergence:
Then it is easy to conclude that (log λ)
3.3 The general extension in the flat case.
For the sequel, we recall that χ ∈ C ∞ (R n+d ) is our partition of unity used to construct the extension and ψ = −h dχ dh .
there is an extension t ∈ D ′ (U ) of t where:
We give here the proof of an important particular case of the above theorem:
Theorem 3.5. Under the assumptions of the above theorem if Γ ∩ T
Proof. The proof proceeds in two steps. First, we show that there exists a neighborhood
In the second part, we explain that by carefully choosing χ in such a way that supp χ ⊂ V , the subset Ξ will be empty.
Step 1, we prove that for all compact set K there is some neighborhood V of I such that Γ ∩ T
• K∩V U does not meet the set {(x, h; ξ, 0)|ξ = 0}. Then it follows immediately by a covering argument that there exists a neighborhood V of I = {h = 0} such that ∀(x, h; ξ, η) ∈ T
• V ∩ Γ, η = 0. By contradiction assume there is some compact set K such that for all V n = {|h| n −1 }, there is some (x n , h n ; ξ n , 0) ∈ T • K∩Vn U ∩Γ. By extracting a convergent subsequence one easily concludes that there would be a sequence (x n , h n ; ξ n , 0) → (x, 0; ξ, 0) ∈ Γ, contradiction !
Step 2 We choose a function χ which equals 1 in some neighborhood of I and χ is supported in V . Therefore the function ψ = −ρχ is supported in V . But the set Γ ∩ T * V U does not meet the set {(x, h; ξ, 0)|ξ = 0} therefore the set Ξ = {(x, 0; ξ, η)|(x, h) ∈ supp ψ(x, h; ξ, 0) ∈ Γ} is empty and the conclusion follows. 4 The extension theorem for E s,I .
We are now ready to prove Theorem 0.5 and some part of the claim of Theorem 0.4:
Proof. t ∈ E s,I (U \ I) implies that for all p ∈ I, there is some open chart ψ :
forms an open cover of I, consider a locally finite subcover ∪ a∈A V a and denote by (ψ a ) a∈A the corresponding charts. For every a ∈ A, Theorem 3.4 yields an extension ψ a * t of ψ a * t in E s ′ ,I (ψ a (V a )) and by diffeomorphism invariance of E s ′ ,I (Theorem 0.3), the element ψ * a ψ a * t belongs to E s ′ ,I (V a ). Choose a partition of unity (ϕ a ) a subordinated to the open cover ∪ a∈A V a , then an extension of t reads a∈A ϕ a ψ * a ψ a * t + 1 − a∈A ϕ a t and belongs to E s ′ ,I (U ) by the gluing property for E s ′ ,I .
A converse result.
Before we move on, let us prove a converse theorem, namely that given any distribution t ∈ D ′ R n+d , for all relatively compact subset U , we can find s 0 ∈ R such that for all s s 0 , t ∈ E s,I (U ), this means morally that any distribution has "finite scaling degree" along an arbitrary vector subspace. We also have the property that ∀s 1 s 2 , t ∈ E s2,I =⇒ t ∈ E s1,I . This means that the spaces E s,I are filtered. We work in R n+d where I = R n × {0} and ρ = h j ∂ ∂h j : Proposition 4.1. Let U be a relatively compact convex open set and t ∈ D ′ (R n+d ). If t is of order k on U , then t ∈ E s,I (U ) for all s d + k, where d is the codimension of I ⊂ R n+d . In particular any compactly supported distribution is in E s,I (R n+d ) for some s.
Proof. First notice if a function ϕ ∈ D(U ), then the family of scaled functions (ϕ λ −1 ) λ∈(0,1] has support contained in a compact set K = {(x, λh)|(x, h) ∈ supp ϕ, λ ∈ (0, 1]}. We recall that for any distribution t, there exists k, C K such that
So we find that λ d+k t λ , ϕ is bounded which yields the conclusion.
Then Theorem 0.4 follows from Proposition 4.1 and the diffeomorphism invariance of E s,I .
The subspace E s,N * (I) (U ).
It is a central assumption of our extension theorems that the family (λ −s t λ ) λ is bounded in D ′ Γ and we found that in the particular case where Γ| I ⊂ N * (I) then the wave front set of the extension is minimal i.e.
In this section, we generalize the previous situation to manifolds. We define a subspace E s,N * (I) of E s which contains distributions t such that their extension t satisfies W F (t) ⊂ W F (t) ∪ N * (I).
5.1
The conormal landing condition.
The conormal landing condition which concerns the closure of Γ over T * I U is clearly intrinsic and does not depend on chosen coordinates. The following is a stability result for sets which satisfy the conormal landing condition.
) is a germ of diffeomorphism along I, Φ(λ, .)| I is the identity map for all λ ∈ (0, 1] and
If Γ satisfies the conormal landing condition then the cone Γ ′ defined as
also does.
In the terminology of Lemma 9.4 in appendix, the condition of the above Lemma means that the cotangent lift T * Φ(λ, .) restricted to N * (I) acts as the identity map.
Proof. Let (x, 0; ξ, η) be in the closure of Γ ′ , then there exists a sequence (λ n , x n , h n ; ξ n , η n ) n such that (Φ −1 λn (x n , h n ); (ξ n , η n )•dΦ λn ) → (x, 0; ξ, η). By compactness of [0, 1], we can always extract a subsequence so that
is the identity map and T * Φ(λ 0 , .)| is a diffeomorphism.
Construction of E s,N * (I) .
We keep the notations of the above subsection. We give a preliminary definition of the space E ρ s (D ′ Γ (U )) for ρ-convex open sets U and a given closed cone Γ ⊂ T
• U which depends on the choice of ρ.
is defined as the space of distribution t such that the family λ −s e log λρ * t λ∈
We next define a localized version of the above space around an element p ∈ I. e log λρ2 * = Φ(λ) * e log λρ1 * .
Assume that V p is chosen small enough so that λ −s e log λρ1 * t is bounded in D 
By Lemma 9.5 proved in appendix, the family Φ(λ) satisfies:
which implies by Lemma 5.1 that Γ 2 satisfies the conormal landing condition concluding our proof.
The previous theorem allows us to define spaces E s,N * (I),p , E s,N * (I) which makes no mention of the choice of Euler vector field ρ:
s,N * (I),p for some Euler vector field ρ. We define E s,N * (I) (U ) as the space of all distributions t ∈ D ′ (U ) such that t ∈ E s,N * (I),p (U ) for all p ∈ I ∩ int(U ).
It is immediate to deduce from Theorem 5.1 and definition 5.4 that E s,N * (I) satisfies the same restriction and gluing properties as E s,I .
We prove that E s,N * (I) (U ) satisfies a property of diffeomorphism invariance:
Proof. By Theorem 5.1, we can localize the proof at all points
, where int(V ) is a neighborhood of p, some Euler ρ and Γ satisfying the conormal landing condition, which means that:
because the pull-back by a diffeomorphism is a bounded map from
where the vector field Φ
where Φ * Γ also satisfies the conormal landing condition hence Φ * t is locally in E s,N * (I),p at p and repeating the proof for all p ∈ I ∩ int(U ) yields the claim. 6 The extension theorem for E s,N * (I) .
We are now ready to prove Theorem 0.8:
Proof. t ∈ E s,N * (I) (U \ I) implies that for all p ∈ I, there is some open chart ψ :
for Γ satisfying the conormal landing condition. Moreover, we must choose V p in such a way that its image U = ψ(V p ) ⊂ R n+d is of the form
forms an open cover of I, consider a locally finite subcover ∪ a∈A V a and denote by (ψ a ) a∈A the corresponding charts. For every a ∈ A, Theorem 3.4 yields an extension ψ a * t of ψ a * t in E s ′ ,N * (I) (ψ a (V a )) and by diffeomorphism invariance of E s ′ ,N * (I) (Theorem 5.2), the element ψ * a ψ a * t belongs to E s ′ ,N * (I) (V a ). Choose a partition of unity (ϕ a ) a subordinated to the open cover ∪ a∈A V a , then an extension of t reads a∈A ϕ a ψ * a ψ a * t + 1 − a∈A ϕ a t and belongs to E s ′ ,N * (I) (U ) by the gluing property for E s ′ ,N * (I) .
Renormalized products.
In this section, we have a fixed Euler vector field ρ and we scale only w.r.t. the flow generated by ρ. We can now prove our Theorem 0.9 of renormalization of the product, we denote by E ρ s (D ′ Γ (U )) the space of distributions t s.t. the family λ −s e log λρ * t λ∈(0,1] is bounded in D ′ Γ (U ) for some ρ-convex set U and some cone Γ stable by scaling: Theorem 7.1. Let ρ be some Euler vector field, U some neighborhood of I, (Γ 1 , Γ 2 ) two cones in T
If Γ 1 +Γ 2 satisfies the conormal landing condition then there exists a bilinear map R satisfying the following properties: 8 Renormalization ambiguities.
Removable singularity theorems.
First, we would like to start this section by a simple removable singularity theorem in the spirit of [25, Theorems 5.2 and 6.1]. In a renormalization procedure, there is always an ambiguity which is the ambiguity of the extension of the distribution. Indeed, two extensions always differ by a distribution supported on I. The removable singularity theorem states that if s + d > 0 and if we demand that t ∈ E s,I (U \ I) should extend to t ∈ E s,I (U ), then the extension is unique. Otherwise, if −m − 1 < s + d −m, then we bound the transversal order of the ambiguity. We fix the coordinate system (x i , h j ) in R n+d and I = {h = 0}. The collection of coordinate functions (h j ) 1 j d defines a canonical collection of transverse vector fields (∂ h j ) j . We denote by δ I the unique distribution such that 
, where each compact intersects supp t α for a finite number of multi-indices α, such that t(x, h) = α t α (x)∂ Theorem 8.1. Let t ∈ E s,I (U \ I) and t ∈ E s ′ ,I (U \ I) its extension given by Theorem (3.1) and Theorem (3.2) s ′ = s when −s − d / ∈ N or ∀s ′ < s otherwise. Thent is an extension in E s ′ ,I (U ) if and only if
where m is the integer part of −s − d. In particular when s + d > 0 the extension is unique.
Remark: when −s − d is a nonnegative integer, the counterterm is in E s,I whereas the extension is in E s ′ ,I , ∀s ′ < s.
Proof. We scale an elementary distribution ∂ α h δ I :
∈ E s,I hence any two extensions in E s,I (U ) cannot differ by a local counterterm of the form
We deduce that ∂ α h δ I ∈ E s,I for all α m which means that the scaling degree bounds the order |α| of the derivatives in the transverse directions. Assume there are two extensions in E s,I , their difference is of the form u = α u α ∂ α h δ I by the structure theorem (36) p. 101 in [46] and is also in E s,I which means their difference equals u = |α| m u α ∂ α h δ I .
Counterterms on manifolds and conormal distributions.
What happens in the case of manifolds ? From the point of view of L. Schwartz, the only thing to keep in mind is that a distribution supported on a submanifold I is always well defined locally and the representation of this distribution is unique once we fix a system of coordinate functions (h j ) j which are transverse to I [46, Theorem 37 p. 102]. For any distribution t α ∈ D ′ (I), if we denote by i : I ֒→ M the canonical embedding of I in M then i * t α is the push-forward of t α in M :
The next lemma completes Theorem 8.1. Here the idea is that we add a constraint on the local counterterm t, namely that W F (t) is contained in the conormal of I. Then we prove that the coefficients t α appearing in the Schwartz representation (36) are in fact smooth functions. Assume t α is not smooth then W F (t α ) would be non empty. Then W F (t α ) contains an element (x 0 ; ξ 0 ). Pick χ ∈ D(R n ) such that χ(x 0 ) = 0 then
hence we find a codirection (λξ 0 , λη), ξ 0 = 0 in which the product t α χ ∂ α h δ I is not rapidly decreasing, hence there is a point (x, 0) such that (x, 0; ξ 0 , η 0 ) ∈ W F (t) [32, Lemma 8.2 .1] which is in contradiction with the fact that W F (t) ⊂ N * (I) = {(x, 0, 0, η)|η = 0}.
Combining with Theorem 8.1, we obtain:
Corollary 8.1. Let t ∈ D ′ (R n+d ) and supp t ⊂ I. If W F (t) ⊂ N * (I) and t ∈ E s,N * (I) (R n+d ), −m − 1 < s + d −m, then t(x, h) = α t α (x)∂ α h δ I (h), where ∀α, t α ∈ C ∞ (R n ) and |α| m. Proof. In each local chart (x, h) where I = {h = 0}, t = α t α (x)∂ α h δ I (h) where the lenght |α| is bounded by m by the above corollary and ∀α, t α ∈ C ∞ (I). This improves on the result given by the structure theorem of Laurent Schwartz since we now know that the t α are smooth.
Appendix.
Wave front set of the kernels of the operators I m , R α . In this part, we calculate the wave front set of the kernels of the operators I m , R α introduced in the proof of Theorem 3.3. Recall I = R n × {0} is the vector subspace {h = 0}, we define the projection π : (x, h) ∈ R n+d −→ (x, 0) ∈ R n × {0}, the inclusion i : R n × {0} ֒→ R n+d , the operator I m of projection on the Taylor remainder of degree m:
We also introduce the operators (R α ) {|α|=m+1} :
We next explain how to calculate the Schwartz kernels of I m , R α which are distributions in D ′ (R n+d × R n+d ) and their wave front set. We double the space R n+d and we work in R n+d × R n+d with coordinates (x, h, x ′ , h ′ ). We denote by δ ∈ D ′ (R n+d ) the delta distribution supported at (0, 0) ∈ R n+d and δ ∆ (., .) ∈ DTechnical Lemma. In this part, we prove the main technical Lemma which is essential in the proof of the main Theorems of section 3 and we follow its terminology and notations. For all (λ, x, h; τ, ξ, η) / ∈ V , there is a conic set W ⊂ R n+d \ {0}, a test function ϕ 2 ∈ D(U ) such that (x, h; ξ, η) ∈ supp ϕ 2 × W and (supp ϕ 2 × W ) ∩ Γ = ∅. Let ϕ(λ, x, h) = ϕ 1 (λ)ϕ 2 (x, h) for some ϕ 1 , ϕ 1 (λ) = 0 in D(R) and we define a conic neighborhood W ′ of (τ 0 , ξ 0 , η 0 ) as follows W ′ = {(τ, ξ, η)||τ | 2 |τ0| |ξ0|+|η0| (|ξ| + |η|), (ξ, η) ∈ W }. We find that ∀(τ, ξ, η) ∈ W ′ : 9.0.1 The symplectic geometry of the vector fields tangent to I and of the diffeomorphisms leaving I invariant.
We will work at the infinitesimal level within the class g of vector fields tangent to I defined by Hörmander [33, Lemma (18.2.5) ]. First recall their definition in coordinates (x, h) where I = {h = 0}: the vector fields X tangent to I are of the form
and they form an infinite dimensional Lie algebra denoted by g which is a Lie subalgebra of V ect(M ). Actually, these vector fields form a module over the ring C ∞ (M ) finitely generated by the vector fields h i ∂ h j , ∂ x i . This module is naturally filtered by the vanishing order of the vector field on I.
Definition 9.1. Let I be the ideal of functions vanishing on I. For k ∈ N, let F k be the submodule of vector fields tangent to I defined as follows, X ∈ F k if XI ⊂ I k+1 .
This definition of the filtration is completely coordinate invariant. We also immediately have F k+1 ⊂ F k . Note that F 0 = g.
