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Abstract 
The growth of areas such as automation and robotics demands autonomous systems endowed with sophisticated perception 
systems like machine vision. However, undergraduate level education is not providing good results in this sense, because 
students do not participate in the creation of their own knowledge; they are only passive observers. On the other hand, FPGA 
technology has great potential in areas such as machine vision where many hypotheses are evaluated concurrently, high 
computation rates are required, and the current systems are far from equaling human performance. Our research notes that by 
using FPGA and constructivist learning as the methodology, assessment of learning in electronic sciences is not a separate 
process after learning has occurred, but rather learning and assessment are coterminous. Thus, this paper presents a constructivist 
tool focused on a machine vision course that allows students to implement and evaluate algorithms of this area on an FPGA. 
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1. Introduction 
Undergraduate education of professional engineers in areas of computer sciences and electronics requires 
effective methods for teaching and learning. According to Azis (2011), Tsai et al. (2011), and Shyr (2012), 
undergraduate engineering education has changed over the last years because the integration of Information 
Technology (IT) into the classrooms has provided innovative teaching/learning environments to students. In this 
sense, Weng et al. (2009) state that student retention has been an imperative research topic in undergraduate 
education since the 1970’s. 
However, although the issue of student retention has been investigated for decades, more research has 
specifically examined IT interaction among students and its use for their own knowledge creation. Thus, the 
constructivist paradigm has been widely explored as support in the computer science area (Alonso et al., 2009; 
Appavoo, 2010; Huang et al., 2010), because learners take an active role in their learning, since they not only retain 
information, but also connect it with previously assimilated knowledge to construct their new knowledge. Various 
researchers have been interested in applying the constructivist approach to the artificial intelligence area (i.e., Hurst 
& Bull, 2006; Samper et al., 2010).   
In this context, the machine vision field attempts to understand the frame video information, generally formed by 
high-dimensional data from the real world, in order to produce decisions in the form of simple numerical or 
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symbolic information. As a technological discipline, machine vision seeks to apply its theories and models to the 
construction of systems that meet these requirements. Examples of applications of machine vision include systems 
for stereo vision, detecting events for visual surveillance, navigation of an autonomous vehicle or mobile robot, 
modeling of objects or environments, automatic inspection, interaction with environments, etc. 
Many of these applications need to be implemented in autonomous systems. In implementing such systems, 
several approaches can be distinguished, such as the DSP-based (Illgner, 2000), DSP-FPGA-based (Christophersen 
et al., 2004; Fresse et al., 2002), and FPGA-based (Price et al., 2006).  
Machine vision systems include stages for acquiring, processing, analyzing, and understanding images. In each of 
these stages, a great amount of theories and models have been proposed and documented. The implementation of 
new models or variants of existing ones on autonomous systems for undergraduate education requires specialized 
tools that enable the student to analyze his/her behavior and evaluate his/her performance. Although many tools 
have been designed using a DSP as central processing unit (Guan et al., 2007; Lv et al., 2009), using a hybrid 
approach DSP-FPGA (Jianhua et al., 2007; Jinghong et al., 2007; Yan et al., 2006) or using an FPGA-based 
approach (Toledo et al., 2007; Haynes et al., 2002; Cuadrado et al., 2006), there is no research related to 
incorporating the constructivist approach to support the learning process. Moreover, the existing tools show a 
deficiency; none of them provide a method for introducing the proposed tool in the context of an educational 
program for higher education. This paper presents a tool focused on a machine vision course which allows students 
to implement and evaluate algorithms of this area on a FPGA. The tool includes an algorithms repertory which can 
be tailored to the topic under study. Furthermore, the tool enables that the algorithms repertory can be easily 
expanded and existing algorithms modified through the constructivist approach.  
2. Constructivist approach for a machine vision course 
During the last 10 years, different universities have adopted IT to implement alternative methods for learning and 
teaching. Considering this influence and recognizing the impact of technological development on society, 
universities around the world are currently using a new set of technologies for communicating and computing, and 
they are discovering their potential to improve strategic effectiveness in teaching. Amongst them, one line of 
research that has produced positive results makes use of the constructivist method of teaching. The constructivist 
theory was initially conceived by Jean Piaget as a result of his research in how children construct their knowledge. 
Piaget developed many theories, describing the stages of a child’s cognitive development, and, supported by his 
extensive research work (Piaget, 1970), he established an analysis methodology that set the basis for his learning 
theory: the genetic epistemology. In this context, various researchers have focused on various aspects of this 
approach (leading to variants like personal and social constructivism, or radical and pragmatic constructivism), but 
one of the most important authors is Von Glasersfeld. He discussed radical constructivism as a theory of knowledge 
and cognition and its applications for teaching (Von Glasersfeld, 2006). In pedagogic models based on the 
constructivist theory, students should construct their own knowledge instead of passively absorbing it in a classroom 
or by consulting textbooks. Our idea is to develop interactive mechanisms within a software/hardware tool under the 
constructivist model (see Figure 1). 
This way of learning demands that the undergraduate student not only discovers the facts, but also creates mental 
models from them that result in the knowledge construction. The tasks for monitoring and stimulating the students to 
achieve their objectives are assigned to teachers, who should be, at the same time, conscious of the individual 
cognitive structures of each student, which makes the method pedagogically more complex than the classical 
method (principally based on expository lessons without interaction). The constructivist model recognizes the 
benefit achieved when students participate in video processing tasks that enable the active construction of their own 
knowledge domain. In order to do this, we propose the development of a teaching tool based on solid grounding in 
Piagetian fundamentals. This software/hardware tool attempts to improve student interaction in a machine vision 
course, in contrast to conventional teaching techniques in higher education.  
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Figure 1. FPGA-based tool for video processing 
3. The FPGA-based tool for video processing 
This tool has been focused on educational and research fields associated to machine vision and includes an 
efficient and fast design process of video processing algorithms on FPGAs, enabling the modeling, implementation 
and performance evaluation of the algorithms, propitiating in this way the active construction of knowledge. The 
proposed tool consists of a FPGA-based Video Capture and Processing System (Fb-VCPS) and Application 
Interface (see Figure 2), each one designed to accomplish a specific function.  
3.1. FPGA-based Video Capture and Processing System 
The Fb-VCPS is an embedded system based on Xilinx Spartan-6 LX16 FPGA. The SPIES methodology 
proposed by Garcia and Herrera (2010) was used for the design and implementation of the Fb-VCPS. The central 
component of Fb-VCPS, named Manager of Hardware Applications, is responsible for supervising the execution of 
video processing algorithms and management of the system resources. The components that complement this system 
are: a Video Capture System, a USB Controller for interfacing to Application Interface, and the Memory System 
(see Figure 2). The USB Controller consists of the DLP-USB1232H device; it is a USB to parallel FIFO interface 
module based on FT2232HQ a FTDI’s 5th generation. The Memory System is used as an external temporary buffer 
to store video frames to be processed and the processing results; this system is composed of a Micron 
M45W8MW16 Cellular RAM device organized as 128 Mb: 8 Mb × 16 bits. The Video Capture System features an 
Aptina MT9D112 2-megapixel CMOS digital image sensor and an image flow processor (IFP). 
 
Figure 2. FPGA-based tool for video processing. 
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3.1.1. Manager of hardware applications 
The Manager of Hardware Applications is an element embedded on FPGA; its description is founded on a 
hierarchical and modular approach using top-down methodology (Palnitkar, 2003; Pardo & Boluda, 2004). For this 
design, the modules were described following the dataflow and behavioral levels modeling using the VHDL 
hardware description language standard (IEEE Computer Society, 1988) and the Electronic Design Automation 
(EDA) tool Xilinx ISE Design Suite 12.2. 
By applying the methodology referred, an initial modular partitioning step generates seven modules: Clock 
Manager, USB Driver, Memory System Driver, Control Unit, Register File, Repository of Algorithms and Video 
Capture System Driver, all of them configured into FPGA. The principal element of the Clock Manager module is a 
Digital Clock Manager (DCM). DCM is an embedded element on the Spartan-6 FPGA, DCM allows to multiply or 
divide the incoming clock frequency to synthesize a new clock frequency and also eliminates clock skew, thereby 
improving system performance. From the principal 100MHz clock, the Clock Manager module generates the global 
clock system (Clk) for the Manager of Hardware Applications providing a correction clock feature and ensuring a 
clean Clk output clock with a 50% duty cycle. 
The USB Driver module, based on the timing diagram of the DLP-USB1232H device, describes the interface 
protocol in a finite-state machine that allows the Manager of Hardware Applications to access the resources of USB 
controller and to establish the fast transferring data with the Application Interface. 
The Memory System Driver module is described as a finite-state machine that implements the access protocol 
with the M45W8MW16 Cellular RAM. This module provides an efficient interface for the Memory System when a 
module requests a write or read operation. 
The Register File is a LUT-based module; this module includes ten 24-bit general purpose registers; it is used to 
store information to be shared by Control Unit, Video Capture System Driver and Algorithms modules. 
The Control Unit module, implemented through a finite-state machine, governs the operation and interaction 
among all components that integrate the Fb-VCPS. 
The Repository of Algorithms is a set of basic image and video processing and analysis algorithms that the 
proposed tool includes; any of these algorithms can be easily removed. Moreover, the tool enables that the 
algorithms repertory can be expanded or modify existing ones, enabling the students’ own knowledge creation. 
The Video Capture System Driver module allows the Manager of Hardware Applications to communicate with 
the different sub-systems of the Video Capture System. Due to this, the Video Capture System Driver module is 
divided of 3 sub- modules hierarchically inferior, they are: I2C Interface, Camera Control and Parallel Input 
Controller. The I2C Interface sub-module implements a bi-directional serial bus that provides a simple and efficient 
method of data exchange between Camera Control and Fb-VCPS. Furthermore, this sub-component is required for 
configuration and setting of imaging parameters, and enables read/write access to control and status registers within 
the MT9D112. The Camera Control sub-module is described as a finite-state machine that implements the sequences 
needed and configurations to trigger the Video Capture System. Finally, the Parallel Input Controller sub-module 
allows reading data frames from video capture system and generates signals to store them into the Memory System.  
3.2. Application Interface 
The goal of developing tools based on embedded systems is to integrate services that enable the user access to all 
the resources offered by the tool in a convenient and comfortable manner. The graphical user interface (GUI) of 
embedded software plays an important role in reaching this goal. The purpose of providing a GUI is to offer the user 
an efficient way to communicate with the tool. The Application Interface is a GUI; it is a software application 
running on the host PC. To support the evaluation and evolution, Application Interface was developed based on C++ 
following the method proposed by Yang et al. (2007), where they introduced a new mini visual IDE, called VY. The 
Application Interface allows the user to select the configuration that will be used during the capture of a video 
sequence, enable video capture, select which algorithm will be applied on the captured video frame and enable 
visualization of video processing results. 
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4. Experimental results 
For this purpose, we present an example and results of its implementation by students using the tool. In this 
example, a video frame is captured by students and four algorithms are applied simultaneously: negative, 
thresholding, edge detection and grayscale covert (see Figure 3). The first example is the negative. The negative is 
defined as ( ) rLs −−= 1 ; where L  is the number of bits used to represent each component, { }BGRr ,,=  and 
represents the value of each component, { }BGRs ,,=  and represents the negative of each component. 
Thresholding is the second example and it is the simplest method of image segmentation. Thresholding can be 
used to create binary images. The idea for this work is simple, one must decide which color tone to give each pixel 
when it is greater than a threshold (threshold value), and the remaining pixels have by default the other color tone. 
The third example is edge detection. Edge detection is the most common technique for detecting significant 
discontinuities in the intensity values of an image. These discontinuities are detected using the first and second 
derivatives. The choice of the first order derivative is processing the image gradient. The gradient of a 2-D function 
( )yxf ,  is defined as the following vector: 
 
 
In order to reduce the complexity of the implementation, an approximation of gradient magnitude is used to 
implement the edge detection algorithms, GyGxf +≈∇ . The fundamental property of the gradient vector is 
always pointing in the direction of the maximum index of change of the function ( )yxf ,  at coordinates ( )yx, . 
The last example is the RGB color to grayscale conversion. When each color pixel is described by a triple 
( )BGR ,,  of intensities for red, green, and blue, several methods for converting color to grayscale can be used. We 
use the lightness method; this method averages the most prominent and least prominent colors: 
( )( +BGR ,,max ( )) ./,,min 2BGR   
 
5. Conclusions 
The constructivist theory provides effective theoretical guidance to the interactive course design and the 
development of undergraduate teaching sources for computer science areas. In this paper we investigate how the 
adoption of a constructivist approach opens excellent perspectives for improvements in universities’ teaching-
learning process, specifically related to high technical courses that require a lot of interaction between teacher and 
students, like the machine vision course. The FPGA-based tool described above provides an illustrated and 
simplified mechanism to process and analyze algorithms for video processing. This tool encourages undergraduate 
students to construct knowledge actively and intentionally in authentic scenarios. 
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