We present an efficient algorithm for PAC-learning a very general class of geometric concepts over Rd for fixed d.
is 1 if and only if x is in the halfspace t.The concept class, C:, that we study consists of all concepts formed by any boolean function over It,, . . . . It, for tic T. This concept class is much more general than any geometric concept class known to be PAC-learnable. Our results can be easily extended to efficiently learn any boolean combination of a polynomial number of concepts selected from any concept class C over !Rd given that the VC-dimension of C has dependence only on d (and is thus constant for any constant d), and there is a polynomial time algorithm to determine if there is a concept from C consistent with a given set of labeled examples.
We also present a statistical query version of our algorithm that can tolerate random classification noise for any noise rate strictly less than 1/2. Finally we present a generalization of the standard c-net result of Haussler and Welzl [25] and apply it to give an alternative noise-t olerant algorithm for d = 2 based on geometric subdivisions.
Introduction
We present an efficient algorithm for PAC-learning a broad class of geometric concepts over J?d for fixed d against arbitrary distributions.
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The concept class we study is more general than any geometric concept class known to be PAC-learnable. Special cases of our main theorem result in learning algorithms for several new geometric concept classes. For example, the concept class defined by the parity function over the indicator variables ofs hyperspaces is learnable by our algorithm.
While we consider geometric concepts defined by halfspaces, any polyhedron (not necessarily convex) defined by~faces can be formed by combining~halfspaces. Thus our algorithm can also learn any boolean combination of a polynomial number of polyhedra each with a polynomial number of faces. Even further, our results can be easily extended to efficiently learn any boolean combination of a polynomial number of concepts selected from any concept class C over J?d given that the VC-dimension of C has dependence only on d (and is thus constant for any constant d), and there is a polynomial time algorithm to determine if there is a concept from C consistent with a given set of labeled examples.
Standard techniques cannot be applied to learn many such complex geometric concepts and, in fact, prior to thk work no algorithms were known for these problems.
In addition to presenting a polynomial time algorithm to learn C: (for d constant), we present a variation of our algorithm that can tolerate random noise in the labels for any noise rat e strictly less than 1/2. This variation takes advantage of the noise tolerance inherent in the statistical (SQ) model [28] . x' in the darldy shaded region l~(z') = l~(z') = I=(d) = 1. The boolean function over 1., It,, lC that is illustrated in this figure is the parity function. Namely x is a positive point exactly when an odd number of the indicator functions are 1 for z. Observe that a positive point in the darkly shaded region cannot be separated from all negative points by a single hyperplane. For the learning problem, one fist generates a set Y of halfspaces such that each possible partition of the points in S into two sets by a halfspace is realized.
Then the learner initializes the hypothesis h to be the always false hypothesis, and P to be all positive points from S. Then the learner repeats the following step until P = 0:
Find a halfspace t~~consistent with W of the negative examples in S and the maximum number of examples from P. Replace h by h Uã nd remove from P the points correctly classified by f.
Since the target concept gives a covering of size s, it follows that the greedy set covering algorithm
[19] produces a cover of size O(sln IPI) = O(slg m).
To see a fundamental limitation of the standard technique, consider the geometric concept shown in Figure 1 . Notice that there is no hyperplane that separates a positive point in the darkly shaded region from all negative points.
Thus for this situation no covering of the form used above is possible.
This standard covering technique can be applied to learn unions (and intersections) of base classes, C, other than halfspaces.
However, for a concept class C, ]~1 has an exponential dependence on the VC-dimension of C. Thus, this approach yields a polynomial time algorithm only when the VC-dimension of C is constant. Blumer et al. [13] prove that this set covering approach can be used to efficiently PAC-learn the union (or intersection) of concepts from a 1By a dual argument everything discussed applies to intersections of halfspaces. base class C given that the VC-dimension of C is constant and there is a polynomial time algorithm to determine if there is a concept from C consistent with a given set of points.
Our Here the standard technique would fail to give an algorithm whose time complexity is polynomial in the total number of faces in the polyhedra defining the target concept because the VC-dimension of a polyhedron depends on the number of faces.
There are several important contributions of this paper. First, we give an algorithm to learn C: in the PAC mode12.
Our work introduces a new learning technique that uses the following novel, though simple, application of set covering.
Presented with a labeled sample of points we know that any positively labeled point must be separat ed from all negatively labeled points by some subset of the hyperplanes corresponding to the halfspaces defining the target concept.
We construct from the sample a complete bipartite graph by adding an edge between every pair of points (Z+, x_ ) where z+ is positive and xis negative.
The edges in this graph form the set U to be covered. is the size of a largest set S~X such that any subset of S is of the form S n C, for some C c C, or co if such sets can be arbitrarily large.
The results of Blumer et al. give a sufficient condition for a prediction algorithm to generalize successfully from example data, in terms of the VC dimension. Namely, they prove the following result.
Theorem 1 ([13]) Let A be a learning algorithm jor concept class C that has hypothesis space %!. Let d be the VC-dirnension of %!. Any concept f G %! consistent with a sample of size max (~log~,~log~) will have error at most e with probability at least 1-6.
Furthermore, Ehrenfeucht et al. [22] prove that any concept class C of VC dimension d must use 0 (~log~+ $) examples in the worst case. One drawback with the above approach is that the hypothesis must be drawn from a fixed hypothesis class %!. In particular, the complexity of the hypothesis class cannot depend on the size of the sample.
However, when using a set covering approach the size of the hypothesis often depends on the size of the sample. 
The basic PAC model assume that the examples given to the learner are drawn randomly from D and labeled correctly based on the target concept.
In this work we also consider a variant of the PAC model in which the labeled examples that the learner receives are corrupted by random classification noise [3] . In this noise model, the each example is still drawn at random from D. However, with probability q (where O~q < 1/2 is called the noise rate), the learner receives the incorrect label, And with probability 1 -~, the learner receives the correct label. Thus the example drawn is labeled incorrectly, at random, with probability y q. In the malicious noise model [32] , with probability y q the adversary can provide an example and label of its choice.
To obtain a noise-tolerant version of our algorithm we use the statistical query model [28, 20, 4, 5] There has been substantial work on exactly learning using equivalence queries (and in some cases also membership queries) unions of boxes [18, 24] In this section we present an algorithm for learning C: using a set covering approach.
As before we use s to denote the number of hyperplanes defining the target concept. We note that the algorithm we present in this section has polynomial sample complexity. The time used by this algorithm has an exponential dependence on d. In Section 6 we convert this algorithm to an algorithm in the relative statistical query model.
Our Algorithm
We begin by discussing the algorithm at a high level. We first draw a labeled sample S of size
lg~.
In Corollary 4, we show that this sample complexity can be improved.
(For ease of exposition we assume that the learner knows s. If s is unknown standard doubling techniques can be applied. ) We then create a complete bipartite graph on this sample, treating the sample points as vertices, by introducing a l-dimensional edge for each +/-pair in the sample. That is, for each positively labeled point we add edges connecting it to every negatively labeled point.
This yields a graph with 0(m2 ) edges. We then perform a set covering of the edges in this graph using (d -I)-dimensional hyperplanes. We say that an edge is covered by a hyperplane if the hyperplane intersects the relative interior of the edge. We will describe shortly our choice of the set F of covering hyperplanes, which ensures that % contains a subset of s hyperplaues that separate every +/-pair in the sample. The set covering problem, however, is NP-complete, and so we use a greedy approximation algorithm [27, 30, 19] , which gives an approximation ratio bound of O(lg m) for our application.
The set of hyperpkmes returned by the set covering algorithm partitions the space into 0( (s lg m)d) regions.
Since the algorithm separates each +/-pair by some hyperplane(s), the label for each region containing sample points is easily determined:
all of the points in the region are identically labeled. Any region not containing any sample points can be labeled arbitrarily.
This set of hyperplanes returned by the set covering algorithm, along with the region labels, forms our hypothesis. Since the hypothesis has size that is polynomial in the size of the target and sublinear in the size of the sample, the algorithm is an Occam algorithm, which by Theorem 2, is a PAC algorithm for this class. What remains is to show that we can guarantee that the set of candidate hyperplanes we use for the greedy covering contains a subset of s hyperpkmes that separate every +/-pair in the sample.
I!c We now argue that we can construct an appropriate set of candidate hyperplanes, (Recall that the results of Blumer et al.
[13] allow us to build fin the more general setting where the VC-dimension of the class C from which we combine concepts is constant and there is a polynomial time algorithm to determine if there is a concept from C consist ent with a given set of points. ) A hyperplane partitions the set S of sample points into three subsets: one set on the hyperplane and one set on each side of the hyperplane.
We call two hyperpkmes eguivaient with respect to S if they induce an identical partition of S. To ensure that our set cover problem has an optimal solution of size at most s, we want our collection of hyperplanes to include at least one hyperplane equivalent to each hyperplane in the target concept.
For this purpose, we pick one representative hyperplane from each equivalence class. Since .F contains s hyperplanes consistent with the target concept, the greedy set covering algorithm is guaranteed to return a hypothesis of size 0(s lg m).
In the next section we analyze this algorithm.
Analysis
In this section we prove the following result, Theorem 3 There exists an algorithm that PA C-learns Cd The algorithm draws a sample of sizẽ.
and uses time polynomia[ in md, Sd, l/e and 1/6. The hypothesis returned contains 0(s lg m) hyperplanes.
Proofi
We first show that the stated sample complexity is sufficient.
Since the size of the covering is 0(s lg m), the final hypothesis is the boolean combination of 0(s lg m) hyperplanes.
The VC dimension of a single hyperplane in which estimates the probability that adding the given hyperpkme to h will cause h to now separate a random pair (x+, x_) that was previously not separated.
We then add to h the hyperplane p c F for which the highest estimate was returned. In Section 6.2, we prove that t= max { (3sd)3/2, 3s in~} rounds are sufficient to ensure that E+l. (h) = Pxl S *. Thus after at most trepetitions of the repeat loop we are guaranteed that Pxl s~.
As we will show, it then follows that if the regions in h are labeled appropriately (i.e. based on the majority of the weight), the classification error of h will be at most e/2.
Notice that fewer than t covering rounds are used if the +/-error becomes sufficiently low. This is important to guarantee that the cost of simulating D" is polynomial. ,. Namely as long as Px, > &, we have that E+/_(h) = Pxl~;~x, > 2e 3(td + 1)'
Thus with high probability we can efficiently simulate 'D". (As long as the positive and negative weight in 'D is greater than e/2 it is also easy to see that 'D' can be efficiently simulated.
For (x+, a-) and D" outputs (z+, z-) for which x+ and x-are in the same region of h.
Analysis
Theorem 6 There exists an algorithm to PA C-1earn C: in the presence of random classification noise with a ratẽ -y (y >~), with time and sampie complexity polynomial in s, l/e and l/y for fixed d.
The repeat loop of our algorithm is executed at most t times. Thus, t is an upper bound on the number of hyperplanes added to the hypothesis. This gives us that the maximum number of regions in the hypothesis is r < td + 1. Before proving the main result of this section, we first derive the value for t.
To distinguish the standard error measure from E+/_ (h), we refer to the probability that a randomly drawn point is misclassified by the hypothesis as the classification error, denoted EC(h). Since the metric used during the greedy covering is E+/_(h), we must relate this to the classification error so we can ensure that when the algorithm halts EC (h) < c. We use P+ to denote the total weight of positive instances and P-the total weight of negative instances under distribution D. We use x c D to denote an instances drawn at random from D. Our goal is to express E+/_ (h) in terms of e for Ec (h) > e. To achieve this goal we take the summation over all regions z (for 1~i~r) of h of the +/-error due to region i.
Notice that the +/-error due to region z is the probability that a random positive example is in region z times the probability that a random negative example is in region i. Thus we have that E+l_ (h)
where the last step is shown using Lagrange multipliers. Note that p, and n, are simply notation for the probabilities in the numerators of line 2. D Therefore, we know that if Ec (h) >~, then E+/_(h) > 4(6/2)(1-(,/2 ) .~. ThusifE+/-(h) S -, then E'c (h)~~. Observe that since the number of regions in the hypothesis increases with each hyperplane added, the value of E+ /_ (h) that must be obtained decreases with each hyperplane added to the hypothesis.
Observation 1 Let e represent the classification error oh ypothesis h. Then E+/_(h) < 6(1 -e) <e.
Let e, be the value E+/_(h) after the ith hyperplane has been added to the hypothesis.
By the construction of F and the fact that mu was chosen (based on the bounds of [13] ) so that, with probability at least 1-6/3, any hypothesis consistent with mu (if3~knew the correct labels) would have error at most~(t~+~, , we know that with probability at least 1 -6/3, there exist s hyperplanes in $, that when properly oriented to form halfspaces, generate a hypothesis with classification error at most~(t~~~,. Thus, there exist s hyperplanes in~that have +/-error at most 3< -.
By an averaging argument, when selecting the ith ;~~~lane to add, there exists a p c X such that Pp = pr~=~,~. )6VI (P separates x+ and x-given that x+ and z-are not separated by h) ( ) z e, -4(tj~1) j.
Since we stay in the repeat loop only if e, 2~we
we let @=~~(t~+~, for statistical queries over D" since we need no estimates when PP < 0 (since, in this case, p is not an optimal choice). We can now solve for t.
Lemma 2 Let t be the maximum number of iterations of the greedy covering algorithm (thus, the maximum number of hyperplanes in h). Choosing t = max {(3sd)3/2, 3sln~} sufices to ensure that E+/_(h) s *, and thus, Et(h) s 2" Proof Sketch: Let fiP represent the estimate of PP obtained from the SQ oracle.
Since we use a relative error bound of 1/2, It can be shown that t = max {(3sd)3/2, 3s in~} is sufficient provided that s z 4 and d~2. We note that increasing to 2 the exponent on the first term is sufficient to ensure a valid value for t for smaller values of s and d.
u
We are now ready to prove the main result of this section. Proof Sketch:
[Theorem 6] The confidence and accuracy parameters are allocated in the following way. We use 6/3 when drawing sample Sti and 6/3 in the filtering (with probability y~1-6/3 filtering does not take too long). This leaves 6/3 for the simulations of the statistical queries from the PAC example oracle. This gives a total probability of failure of 6. For the accuracy bound, recall that by Lemma 2, and the observation that we exit the repeat loop prematurely only if E+ I _ (h) s &, it follows that once the regions of h are labeled appr;pnately Et(h)~e/2. For each region of h a statistical query is performed to determine its classification.
Since EC(h)~cJ2 when the labels are picked baaed on the majority of the weight in the region, for each region we must have that either Px,~e/2 or Pxa~1-c/2. Without loss of generality we assume that O < e < 1/2.
Then we have that either Pxa~1/4 or Px, z 3/4. If Px,~1/4, then PX3~5/16 < 1/2 and thus the region is correctly classified as negative.
Likewise, if P X3~3/4, then @xa~9/16 > 1/3 and thus the region is correctly classified as positive. Finally, if J-is returned then PX8 < 1/2 and thus the correct classification of negative is given.
We now argue that the time and sample complexity are polynomial in the stated parameters. Since h can be viewed as a boolean combination of at most t = max {(3sd)3?
3sln :} halfspaces (obtained by arbitrarily orienting each of the hyperplanes), the VcD('h!) is at most 2(d+ l)t lg(3t) (by [13] at most three of the four regions created, the number of polyhedra intersected by a single line is at most 310gAm = nz'"gq 3 = ma where a = logq 3< .8.
Since our sample may not have points in general position, when three or more points lie on a line then with high probability this line has high weight under the distribution and we can learn the target function on this line separately (it will just be a union of intervals).
Notice that only a polynomial number of lines can have large weight. Thus with probability at least 1 -6/2 we can learn all such lines of high weight with a total error of at most e/2.
Each region of the subdivision is labeled according to a majority of the q points in that region. , with probability at least 1 -J/2, the 'label of all non-intersected regions will be correct and thus the total error is at most c. Then N is an (e, p)-net for X with probability at least 1-J.
Proof:
We assume the reader is familiar with the standard e-net proof (e.g. See Alon et al. (%-')(0+ r:':) t)+ """ + (2;::)@ ('2) r%-")(C)+ '""+ c)) (%) 9(n dz-em" S 9(P, 2m)2-'m'2. 
