High-frequency radars (HFRs) measure ocean surface currents remotely through the Bragg scattering of radio waves by surface gravity waves with wavelengths shorter than 50 m. HFR range is affected by sea ice, which dampens surface gravity waves and limits wind fetch for adjacent open waters. HFR range sensitivity to sea ice concentration was empirically determined for two types of HFR-Coastal Ocean Dynamics Applications Radar (CODAR) and Wellen Radar (WERA)-installed on the shores of the lower St. Lawrence estuary, Canada, during winter 2013. One CODAR was operating at 13.5 MHz on the southern shore, and one WERA was operating at 16.15 MHz on the northern shore. Ranges were determined using a signal-to-noise ratio threshold of 6 dB for first-order Bragg scattering measured by the receive antenna elements. Ranges were normalized for expected ranges in ice-free conditions, using empirical relationships determined during summer 2013 between the range and surface gravity wave energy at the Bragg frequencies. Normalized ranges G decrease approximately linearly with increasing sea ice concentration C (averaged over the ice-free observational domain) with a slope close to 21 for both HFR types, that is, G 5 1 2 C. However, for a given sea ice concentration, range can vary significantly depending on the sea ice spatial distribution.
Introduction
For more than 30 years, high-frequency radars (HFRs) have been used to map ocean surface currents over wide areas for several practical applications including support for commercial navigation and coastal surveillance (Olascoaga et al. 2006) , tracking oil spills (Hodgins 1994 ) and other toxic materials (Lekien et al. 2005; Coulliette et al. 2007 ), search and rescue operations (Ullman et al. 2006) , and biological research through aiding studying larval dispersal and predicting the population dynamics of commercially exploited species (Bjorkstedt and Roughgarden 1997; Graber and Limouzy-Paris 1997) .
High-frequency (HF) remote sensing is based on the scattering of electromagnetic (EM) waves from the rough sea surface, which can be described by the theory of wave-wave interaction (Bragg scattering; Crombie 1955) . HFRs transmit EM waves in the HF band (3-30 MHz), which propagate along the sea surface, and measure the Doppler shift of the backscattered EM waves caused by ocean surface waves and currents. First-order backscattering resonance occurs when the wavelength of the surface waves is one-half of the transmitted EM wavelength (Fig. 1) . Surface gravity waves responsible for the resonant Bragg backscattering of the transmitted EM waves will be called Bragg waves hereinafter. Two or more shore-based HFRs allow mapping ocean surface currents over large coastal areas with a horizontal resolution on the order of 1 km.
The capability of HFRs to measure currents is affected by the presence of sea ice (Fig. 2) , which limits the wind fetch for open adjacent waters, hence limiting the development of Bragg waves for a given wind speed and duration (WMO 1998) . Furthermore, sea ice quickly dampens Bragg waves, which have short periods of 2-6 s (Squire 2007; Dumont et al. 2011) . Despite this, mapping surface currents in partially sea ice-covered waters using HFRs has already been done in the past. A 25-MHz Coastal Ocean Dynamics Applications Radar (CODAR) was deployed in Prudhoe Bay, Alaska, during ice breakup in July 1984 to investigate the possibility of using HFRs to observe ice and water velocities as well as monitoring the ice cover (Lipa et al. 1986) . No independent measurement of ice drift or current was collected to validate the HFRs measurements, but they were highly correlated with nearby measurements of wind, encouraging their potential for measuring surface currents or ice drift in winter. Flocco et al. (2003) demonstrated the feasibility of measuring surface currents in the polynya of Terra Nova Bay in the Ross Sea, with shore-based HF radars at 27 MHz. Potter and Weingartner (2010) investigated the performance of shore-based CODARs at 25 and 13 MHz for partially ice-covered waters in the Beaufort Sea. They found that generally ocean currents cannot be measured in a grid cell containing ice, except for very thin ice or small and isolated ice floes. When a band of ice floes was present between 20 and 30 km offshore with open water near the coast and offshore of the band, radio waves were able to propagate above the band of ice and currents could be measured offshore of the band. However, depending on the speed and direction of the wind, ice-free waters between the coast and the band could limit the fetch for the development of Bragg waves, thus preventing measurement of currents in this area. These interesting results have not yet been published in the refereed literature, and the authors noted that they were unable to investigate the complete parameter space that allows HF radars to measure ocean currents within partially icecovered waters.
FIG. 1. A schematic showing how HFRs measure surface currents. The HFR emits EM waves that travel in coupled mode along the sea surface via the induction of electrical currents in the conductive seawater. This current induction penetrates only the first few centimeters below the surface (d). In the presence of surface gravity waves, the EM waves can be backscattered by Bragg waves, i.e., waves having a wavelength l B equal to half of the transmitted wavelength l EM : Since gravity waves propagate at the phase velocity C p relative to the surface waters, and the latter flow at a velocity C w relative to the earth, the backscattered signals received by the antennas have a slightly different frequency, due to the Doppler effect. The known wave phase velocity can be subtracted from the total velocity C p 1 C w estimated from the measured Doppler shift to obtain the surface radial component of the surface current C w . The effective depth of measurement d depends on how surface waves are advected by the vertically sheared near-surface currents. With sea ice coverage and duration decreasing in many polar regions, deployments of HFRs to monitor partially ice-covered waters may increase in the future. It is therefore needed to quantify the impact of sea ice on HFR current measurements.
The aim of this work is to assess experimentally the performance of two types of coastal HF radars, CODAR and Wellen Radar (WERA), to map surface currents in partially ice-covered waters using different frequencies as a function of ice concentration and wind conditions. The performance of HFR is defined here as the ratio between daily mean ranges achieved by HFR antennas in the presence of sea ice, which will be called R i , and the estimated daily mean ranges in the absence of sea ice in the same wind conditions, called R m . Performance is then defined as G 5 R i /R m . Using daily rather than hourly ranges allows for reducing the effect of ambient electromagnetic noise, which has a characteristic daily cycle. HFR range depends essentially on the signal-to-noise ratio (a) of the backscattered EM waves and it is given by (e.g., Headrick and Skolnik 1974)
where P av is the average radiated power, G T is the transmit antenna power gain, G R is the receiving antenna gain, l is the radar wavelength, T C is the coherent processing time, s is the radar cross section of the water surface within the radar cell, R is the range to radar cell, N is the noise power per unit bandwidth, a is the signal-to-noise ratio, L is for system losses, and F is the factor to account for propagation effects. 
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In practice, the maximum measurement range is obtained when the SNR reaches a critical value, set here to 6 dB. Performance can therefore be expressed as
assuming system losses L do not change between icefree and ice conditions. Performance therefore depends on the radar cross section of water surface within radar cell s, the propagation factor F, and the noise factor N, which depend on the frequency, salinity, sea ice, sea state, and EM noise (Crombie 1955; Gurgel et al. 1999b; Barrick and Long 2006; Potter and Weingartner 2010) . This paper is organized as follows: the study area, radar system details, and oceanographic and meteorological data sources are described in section 2, which provides also data processing steps applied on HFR and ice data. The results are presented in section 3. The final section summarizes the results and provides a discussion and the conclusions of the study.
Data and methodology

a. The study area
The study area is located in the lower St. Lawrence estuary (LSLE; Fig. 3 ), Canada, characterized by a nonuniform and variable thin ice cover (typically 0.1-0.7 m thick; Saucier et al. 2003 ) from January to March. Data acquisition was made during the 2012/13 winter, despite the fact this winter represented the sixth lowest ice volume since 1969 (Galbraith et al. 2014) .
The LSLE has a width ranging from 20 to 50 km from the mouth of the Saguenay Fjord to Pointe-des-Monts, Quebec, Canada. It is characterized by an estuarine circulation with the presence of at least two water layers having different physical characteristics: a deep (.150 m) salty layer coming from the northwestern Atlantic with a salinity of 33-35 psu and a temperature of 38-58C, and a fresher surface layer affected by the watershed runoff with a salinity of 20-31 psu and a temperature of 21.98 to 148C (Ingram and El-Sabh 1990) . The wave height and period gradually decrease from downstream to upstream of the LSLE due to the decreasing wind fetch. Waves generally observed in the LSLE are produced locally by winds blowing predominantly from the west, while storm waves are generated by northeasterly winds that blow over much longer fetches. The tide is predominantly semidiurnal and its amplitude increases from downstream, where it is about 4.2 m at Pointe-des-Monts (Drapeau 1992) , to upstream. The LSLE is a well-suited natural laboratory to conduct the study, since it is usually partially ice covered from December to March and is easily accessible for HFR installation and maintenance. Furthermore, most environmental parameters affecting HFR performance are observed or forecasted at high spatial and temporal resolutions. In addition, there is a surface oceanographic buoy moored in the radars' field of view {IML-4 buoy operated by the L'Institut Maurice-Lamontagne [Maurice Lamontagne Institute (IML)]; Fig. 3} during ice-free conditions (May-October) that measures waves and winds. Barrick and Long (2006) showed that EM waves are affected by sea surface salinity only over a depth given by their Eq. (3). A numerical calculation for our HFRs gives a depth of 15 cm for a salinity of 25 psu ('surface salinity of the LSLE). Since we have no salinity measurements as close to the surface and the LSLE is strongly stratified in salinity, especially near the surface, we cannot quantify the effect of salinity on the radars coverage.
b. HFRs
One CODAR was deployed in November 2012 on the south shore of the LSLE with a frequency of 13.5 MHz at Sainte-Flavie, Quebec (STF; 48.618N, 68.238W). On the north shore, one WERA with Northern Radar Inc. antennas was deployed at Pointe-aux-Outardes, Quebec (PAO; 49.048N, 68.468W), with 16.15-MHz frequency (Fig. 4 ). Measurements were taken over 10-min periods. The transmitted chirp bandwidth for all sites is 100 kHz, yielding a range resolution of 1.5 km. The characteristics of each HFR are summarized in Table 1 .
c. Oceanographic and meteorological data
Oceanographic and meteorological data used in this study come from numerical models and a surface metocean buoy moored near the center of the LSLE. Hourly ice concentrations were obtained from the Canadian operational ice-ocean forecasting system (Smith et al. 2012 ) through the St. Lawrence Global Observatory (OGSL) web portal, while winds come from the Canadian Global Environmental Multiscale Model (GEM) weather forecasting system (Côté et al. 1998) . To check the model skill, we compared its prediction with satellite imagery obtained from NASA Worldview website showing the spatial distribution of sea ice in the study area for a randomly selected image (Fig. 5) . Although the image reveals a complex distribution of sea ice at scales not resolved by the model, the general pattern of distribution is relatively well predicted, as the system assimilates RADARSAT ice analyses produced by the Canadian Ice Service.
A parametric wave model called GENER was forced by GEM winds to estimate significant wave heights and peak periods in the LSLE. GENER was developed to predict wind waves at one deep-water location using 2D wind fields and the computed effective fetches for 16 directional sectors around the point of interest (Desjardins and Ouellet 1984; Ruest et al. 2013) . The IML-4 buoy (Fig. 4 ) measured waves and winds during summer from May to October 2013.
d. Data processing
Since CODARs and phased-array WERAs use different techniques for estimating radial currents (direction finding and beam forming, respectively), HFR ranges were determined using the a of receive antennas.
Term a has been calculated for each receive antenna for the WERA and for the three components of the receive antenna for the CODAR HFR. Then, for a critical value of a (a c 5 6 dB), the corresponding range achieved by each antenna (r max ) is determined and daily averaged to obtain R i . Figure 6 shows an example of r max determination from one raw data file of the PAO WERA for receive antenna 10. Similar results are obtained for the other receive antennas. For simplicity, for the rest, we show results only for the monopole element of the CODAR receive antenna and for antenna 10 of the WERA HFR.
Results
a. HFR range versus ice concentration
Hourly ice concentration forecasts were daily and spatially averaged over the domain shown in Fig. 4 (between 48.38-49.158N and 67.78-69.258W). Figure 7 shows R i versus daily sea ice concentration.
The daily mean range for CODAR and WERA decreases with increasing sea ice concentration. However, since the HFRs operate at different frequencies, other environmental parameters such as wind must be taken into account before their sensitivities to sea ice concentration can be compared.
b. Effect of wind and waves on HFR performance
1) BRAGG ENERGY DENSITY FROM MEASURED WAVE SPECTRA
The Bragg energy density is the gravity wave energy density at the Bragg frequency of the HFR. It has, in principle, a direct effect on HFR measurements by affecting the power of the backscatter radar signal [affecting the radar cross section s in Eq. (1)].
Raw data of vertical accelerations recorded at the IML-4 buoy at 4 Hz every 10 min have been used to calculate wave spectra (it is assumed that the accelerations of the buoy are only associated with the movement of the waves). The wave spectra were daily averaged over the period from May to October 2013, and then linearly interpolated at the HFR Bragg frequencies (Table 1 ) to obtain Bragg energy densities. Figure 8 shows HFR daily mean ranges versus daily Bragg energy densities. For both radars, the range decreases when the Bragg energy density approaches 0 m 2 Hz
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. For the CODAR the range saturates at 50 km for large Bragg energy densities, whereas it reaches 70-80 km at intermediate Bragg energy values and decreases slightly for larger values for the WERA. Therefore, it is necessary to take these relationships into account before investigating the effect of sea ice. First, HFR daily mean ranges in ice-free conditions can be estimated from Bragg energy densities. To do so, HFR daily mean ranges in ice-free conditions have been empirically fitted to Bragg energy densities by averaging ranges within Bragg energy density bins (the red curve in Fig. 8 ). Then these averaged daily mean ranges have been interpolated to the Bragg energy densities in winter in order to obtain the estimated daily mean ranges R m .
2) TWO-PARAMETER BRETSCHNEIDER'S WAVE
SPECTRUM
Since wave observations are not available in winter, we investigated whether a theoretical wave spectrum built with significant wave height and peak periods estimates obtained from a parametric fetch model could be used to predict Bragg energy density in winter.
Waves in the LSLE are mostly fetch limited. For example, waves cannot be fully developed for daily winds exceeding 8 m s 21 , the wind speed for which waves are limited by the longest fetch of about 300 km (WMO 1998) . The Bretschneider spectrum (Bretschneider 1959 ) is therefore a reasonable choice considering this aspect. This spectrum requires two parameters: the modal frequency (the frequency with maximum energy) and the significant wave height. These two parameters were computed from the wave spectra measured at the IML-4 buoy during summer 2013. The two-parameter wave Bretschneider's spectrum is defined by the following relation (Ochi 1998, p. 36 
where Hs is the significant wave height (m), v is the angular wave frequency (rad s 21 ), and v m is the modal angular frequency (rad s 21 ).
Daily-averaged measured spectra were normalized by the maximum energy density for periods shorter than 6 s (to avoid swells), and frequencies were normalized by the corresponding peak frequency. These normalized spectra were averaged during the whole observational period (May-October 2013). The resulting average measured spectrum is very similar to the normalized Bretschneider's spectrum (Fig. 9 ), except at low frequencies.
To check whether the Bretschneider's spectrum could be used in winter to estimate Bragg energy densities, we computed Hs and v m from daily-averaged measured spectra in summer and used Eq. (3) to estimate Bragg energy densities. Figure 10 shows the Bragg energy densities from IML-4 spectra versus the Bragg energy densities inferred from the Bretschneider's spectrum built with Hs and v m measured by the same buoy. The high correlation coefficients (R 2 $ 84%) obtained confirm that the Bretschneider spectrum can be used to estimate Bragg energy densities. 
c. GENER predictions
To separate the effects of wind and sea ice on HFR coverage, we need predictions of waves in the absence of sea ice during winter 2013. Since operational wave forecasting systems parameterize the effect of sea ice on waves, we used a simple fetch model called GENER (Desjardins and Ouellet 1984; Ruest et al. 2013 Ruest et al. , 2016 .
Wind speed predicted by GEM of Environment and Climate Change Canada has been used to force GENER during winter 2013 at two positions, each in the corresponding polar grid of the HFR coverage: (48.758N, 68.318W) for STF and (48.978N, 68.428W) for PAO (stars in Fig. 4) . Waves predicted by GENER are very similar at the two positions (not shown), confirming that using a single position for each HFR is sufficient to represent wave conditions over the entire observational area.
To validate GENER predictions, we compare dailyaveraged predicted (from the GENER model) and measured (from the IML-4 buoy) significant wave heights (,Hs._model vs ,Hs._obs) and peak periods (,Tp._ model vs ,Tp._obs) (Fig. 11) . Wave spectra measured every 10 min at the buoy were daily averaged and ,Hs._ obs and ,Tp._obs were estimated using the first moment and the peak frequency of the daily-averaged spectra, respectively. Since GENER predicts Hs and Tp every hour, for consistency with the averaging procedure of the buoy measurements, hourly Bretschneider spectra were computed using the predicted Hs and Tp. Then, the daily-averaged ,Hs._model and ,Tp._model were estimated from daily-averaged spectra.
Significant wave heights predicted by GENER underestimate the observed heights but the temporal variability is similar. Peak periods have a similar range, but the temporal variability is less well predicted by GENER than for significant wave heights. However, these wave parameters are not directly used to estimate the HFRs ranges in ice-free conditions. We therefore computed Bragg energy densities from the dailyaveraged spectra predicted by GENER using the theoretical Bretschneider spectrum and compared them with measured daily-averaged data (Fig. 12) . GENER underestimates measured Bragg energy densities, so linear relationships were least squares fitted (R 2 $ 30%) to obtain the correction coefficients (Table 2 ) to apply to GENER-predicted Bragg energy density in winter:
where S obs is the observed Bragg energy density, k is the correction coefficient given in Table 2 , and S p is the Bragg energy density predicted by the model GENER.
d. Normalized ranges versus ice concentration
For both HFR types, CODAR (STF) and WERA (PAO), R i obtained during winter 2013 were normalized by R m . Figure 13 shows the performance G 5 R i /R m versus the daily-averaged concentration of sea ice spatially averaged over the entire observational area shown in Fig. 4 . Although the normalization of ranges does not affect dramatically the results (cf. Figs. 7 and 13) , it allows for comparing the different HFRs together. The performance G sometimes exceeds 1 because the fit used 
to estimate the expected ice-free coverage is a fit to data with a strong scatter (Fig. 8) .
A linear relationship was least squares fitted to the data but scatter around the fit is large (R 2 # 61%):
where b is given in Table 2 for the two HFRs. Since b is close to 21 for both HFRs, and given the constraints that G 5 1 for C 5 0 (assuming perfect normalization) and G 5 0 for C 5 1 (no Bragg waves), we propose the following relationship:
4. Discussion and summary
The fact that CODAR and WERA were operating at different frequencies, hence required different Bragg wavelengths (Table 1) , has been taken into account by computing the wave energy at the Bragg frequencies of each radar. We found that both WERA and CODAR antennas were sensitive to the Bragg wave energy density with slightly different relationships (Fig. 8) . However, sensitivity to sea ice concentration was similar for both HFR types (Fig. 13) . Indeed, backscattering of the signal transmitted by the HF radar is due to the short ocean waves, which are rapidly damped by sea ice, suppressing the constructively interfering return signal. Moreover, the presence of sea ice limits the wind fetch over adjacent open waters, therefore limiting the development of Bragg waves for a given wind speed and duration (WMO 1998) . Normalized ranges are sometimes small for CODAR and WERA at low ice concentration and this may be due to the presence of frazil, or landfast ice along the coast in front of the instrument, which was not monitored during this study. Indeed, during winter, ice melts and reforms alternately according to air and sea surface temperature and wind conditions. Before sea ice consolidates and emerges from the water surface as gray-white brash or floes, ice crystals form in the water, which are mixed down to a certain depth (a few tens of centimeters typically) depending on the wave activity. This is called frazil ice and this type of ice does not appear explicitly in ice analyses or in models and is invisible for satellite remote visible or radar sensors. However, frazil can affect the HFR ranges by attenuating ocean waves, decreasing the wave-generation rate by the wind, and modifying the surface salinity. The ice concentration provided by the Canadian operational ice-ocean forecasting system does not represent frazil and neither can we measure it. The relatively large distribution of the scatters may also be due to uncertainties in our normalization method (large scatter around the relationship between ice-free radar coverage and Bragg energy density, see Fig. 8 ; uncertainties in GENER Bragg energy density predictions, see Fig. 12 ), to ambient radio noise variability, and to sea surface salinity variability (Crombie 1955; Potter and Weingartner 2010; Gurgel et al. 1999a; Barrick and Long 2006) . Although the noise level was very variable, there is no clear relationship with the HFR range (Fig. 14) . Another important factor that can affect the HFR performance is the spatial distribution of sea ice. For example, for approximately the same predicted spatially averaged ice concentration ('0.2), the spatial distribution of sea ice can vary significantly (Fig. 15) , and the corresponding HFR average ranges also differ significantly from 23 January 2013 ('38.6 km for STF and '36 km for PAO) to 31 January 2013 ('11 km for STF and '12.5 km for PAO). However, taking this into account is beyond the scope of the present study, which focused on obtaining a simple relationship relating HFR ranges to sea ice concentration for future site planning purposes.
Despite the various limitations of our study (predicted rather than observed sea ice concentration, simple parametric wave model to predict expected ice-free Bragg energy densities in winter), it is the first study to quantify experimentally the relationship between HFR ranges and sea ice concentration. Empirical relationships between HFR ranges and environmental parameters (wind and sea ice) will allow for predicting ranges that could be achieved by HFRs installed in other seasonally ice-covered areas.
