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Abstract. Radiance measurements made by the Advanced Very High Resolution
Radiometer (AVHRR) on board five NOAA polar orbiting satellites were used to retrieve cloud optical depth (τ ) and cloud droplet effective radius (r e f f ) for 31 marine boundary-layer clouds over the eastern Pacific Ocean and the Southern Ocean near Tasmania.
Both the liquid water path and a scaled measure of the droplet number concentration (N sat ) can be inferred from the satellite measurements. The measurements show marked variability in N sat within some scenes, indicative of little or no mixing between clean and polluted marine air on spatial scales of 256 km. In the majority of scenes, however, the effective radius increases as the 1/5 power of optical depth. This is consistent with approximately uniform values for N sat in these scenes.
In-situ aircraft measurements were made simultaneously with six AVHRR overpasses as part of the Southern Ocean Cloud Experiment (SOCEX II). The clouds sampled by these flights were significantly thicker than the typically 200 m thick eastern Pacific stratocumulus, with large vertical and horizontal variability. On five of the six flights, aircraft measurements of the cloud top effective radius were well-matched by the satellite retrievals.
Introduction
Marine stratus and stratocumulus clouds play a significant role in the planetary energy budget. Globally, boundary-layer clouds act to decrease the net radiative forcing by 15 Wm −2 due to their large reflectivity (Hartmann et al. 1992) . This reflectivity varies with cloud parameters such as cloud fraction, column-integrated liquid water, and the mean surface area of cloud droplets. Knowledge of the seasonal and spatial variability of these cloud parameters is a prerequisite for understanding feedbacks between boundary-layer cloud properties and natural or anthropogenic climate change.
Efforts to incorporate prognostic equations for cloud liquid water content and sulphate mass in global climate models have underscored the uncertainties inherent in predicting the impact of aerosol concentration on cloud reflectivity (Lohmann and Feichter 1997) . A related concern is the fact that spatially varying cloud microphysical properties can introduce systematic biases in the shortwave reflectivity predicted by general circulation models, due to fluctuations in the cloud optical depth at scales below the model resolution (Barker et al. 1996) .
At the same time, a new generation of cloud-resolving models, run with horizontal and vertical resolutions of tens of meters and domain sizes of kilometers, are makeing detailed predictions about the distribution of fluctuations in cloud liquid water and cloud droplet size. To better constrain predictions at both ends of the modeling spectrum, observations of cloud liquid water path, particle size, and droplet number concentration across a range of scales are needed.
Several recent studies have shown that satellite-based passive remote sensing can provide information on the cloud optical thickness τ (related to the extinction of the direct solar beam), the surface area-weighted mean radius r e f f (or effective radius, see Appendix A for definitions) and the liquid water path (see, e.g. Han et al. 1994; Nakajima and Nakajima 1995; Platnick and Valero 1995; Han et al. 1995; 1998; Greenwald and Christopher 1999) . Below we will use the algorithm of Nakajima and Nakajima (1995) to retrieve τ and r e f f from 25 relatively shallow stratocumulus cloud layers located off the California coast and six deeper and more variable layers over the Southern Ocean. These scenes are representative of a larger set of 404 retrievals that we have done on 63 days of satellite data. In this paper we describe the distributions of optical depth and effective radius and their correlations with the help of a simple cloud model.
In Section 2 we briefly review the Nakajima and Nakajima (1995) algorithm and discuss the uncertainties in the retrievals of τ and r e f f , while in Section 3 we describe the datasets used in this paper. In Section 4 we present the resulting retrievals for thin and thick clouds, with joint probability densities and mean layer statistics. In Section 4.2 we use in-situ aircraft measurements to validate r e f f retrievals in thicker clouds. Section 5 contains a summary and discussion of the results.
Retrieval algorithm and uncertainties

Retrieval algorithm
We used the algorithm of Nakajima and Nakajima (1995) obs given a three-layer atmosphere with specified cloud base height, cloud thickness, visible optical depth and droplet effective radius. The satellite-measured radiances are then used to choose the best-fit set of model parameters, minimizing the difference between (L 1 obs ,L 3 obs ) and (L 1 ,L 3 ). The parameter set used in the model and the view and solar zenith angles included in the calculation are listed in Table 1. The retrieval proceeds iteratively, first calculating cloud and ground temperatures using channel 4 observations of clear and cloudy pixels, then making a rough estimate of cloud top height and cloud thickness for the initial cloud optical depth and effective radius. The measured L 1 obs , L 3 obs are corrected for surface reflectance and cloud and surface emission using these temperatures, cloud top and cloud base heights and the transmissivity and reflectivity estimates. The cloud optical depth and effective radius are then adjusted separately until the The model cloud is assumed to be vertically and horizontally homogeneous with a lognormal dropsize distribution of the form
where r is the droplet radius, n(r )dr is the number of droplets with radii between [r, r + dr]
per unit volume, the number of droplets per unit volume is N, and the mode radius is r 0 . The effective radius and mode radius for a lognormal distribution are related by r e f f = r 0 e 3.5σ 2 ,
where σ is the log standard deviation of the droplet size distribution. For marine stratocumulus we take σ = 0.35. A series of model sensitivity tests by several authors has demonstrated that cloud-top r e f f retrievals are not sensitive to the vertical profile of n(r ) in the cloud (Nakajima and King 1990; Li et al. 1994; Taylor and English 1995) 
Error estimates
Uncertainty in the retrieved values of cloud optical depth and cloud droplet effective radius arises from three sources of error:
1. Approximation error -the error introduced by the approximation to the radiative transfer model. Nakajima et al. (1991) , using simulations of exact and approximate solutions to the radiative transfer equation, estimate this error to be ≈ 1% for τ , and ≈ 10% for r e f f for most typical values of τ and r e f f .
2. Independent pixel approximation (IPA ) error -this error is introduced by neglecting the horizontal radiative transfer between pixels. Chambers et al. (1997) estimate that this error for the retrieval of τ can range between 6% and 45% . For the range of values of the solar angle and the large cloud fraction in our north-eastern Pacific data sets the 6% error appears to be appropriate. Note that this is not a random error, the independent pixel approximation introduces a bias in retrievals of τ . The effect of the IPA on r ef f is unknown. The Southern Ocean clouds, which were more irregular and had lower cloud fractions, may suffer from larger IPA errors.
3. Measurement (retrieval) error -this is dominated by the uncertainty of sensor calibration and digitization, estimated for τ at about 15% for our range of τ and solar angle values ).
Both Han et al. (1994) and Platnick and Valero (1995) also considered the errors listed above. Platnick and Valero (1995) estimated the worse-case net uncertainty in an AVHRR retrieval of r e f f to be ±20%, accounting for the channel 3 measurement error, an unknown in-cloud water vapour absorption and droplet size distribution uncertainties. Han et al. (1994) similarly estimated retrieval errors for their study to be between 1-2 µm. This is in agreement with validation results using collocated aircraft measurements. Nakajima and Nakajima (1995) and Platnick and Valero (1995) showed differences between satellite and in-situ estimates of the effective radius differ by roughly 10%, with good qualitative agreement in regions of varying r e f f . In a set of comparisons with a ground-based microwave radiometer and a pyranometer, satellite retrievals of r e f f and lwp by Han et al. (1995) show lwp agreement within ≈ 20% and r e f f agreement to within approximately 10%.
Data
We have selected 25 scenes with dimensions of approximately 256 km × 256 km that are representative of a set of roughly 400 similarly-sized retrievals, drawn from 67 different orbital swaths. The 1987 data were archived as part of the First International Satellite Cloud Climatology Program (ISCCP) Regional Experiment (FIRE) (July, 1987) while data from June and July, 1994 and 1995 were archived and processed at the University of British Columbia (UBC). The location for these scenes is shown in Figure 1 ; we will also discuss six scenes from the Southern Ocean near Tasmania, acquired during the Southern Ocean Cloud Experiment II (SOCEX II). For each scene completely overcast and clear pixels are identified using the spatial coherence analysis technique of Coakley and Bretherton (1982) . We limited our retrievals to the cloudy pixels for which the standard deviation of 2 × 2 arrays of the AVHRR channel 4 brightness temperature was below 0.5. For the north-eastern Pacific scenes the fraction of cloudy pixels meeting this threshold exceeds 80%; for the more variable Southern Ocean scenes the fully cloudy fraction falls to between 30% and 50%. Failure to exclude pixels with larger spatial variances results in the retrieval of anomalously large droplets, due to over-compensation for excess channel 3 thermal emission, leading to an underestimate of the reflected channel 3 emission and an overestimate of r e f f .
Results
Distributions of optical depth and effective radius
In Appendix A we show that, given a cloud in which the liquid water content increases linearly with height at some fraction β of its adiabatic value, the expression for the visible optical depth can be manipulated to yield relationships between the optical depth τ , the effective radius at cloud top r ef f , the liquid water path lwp, and the number concentration at
where the coefficients a 0 and a 1 are given in Appendix A, and we have defined N sat as the cloud top number concentration N top scaled by the square-root of the adiabaticity, β. In Section 4.2 we discuss in-situ measurements of β; observations indicate a range of 0.3 < β < 1, with a tendency to find larger values of β in clouds with higher droplet number concentrations.
The assumptions in (2) that number concentration is roughly constant with height in the cloud and that liquid water content increases linearly with height are consistent with aircraft and balloon observations of both precipitating and non-precipitating stratocumulus clouds in the north Atlantic, north-eastern Pacific and mid-Atlantic (e.g. Nicholls 1984; Caughey and Kitchen 1984; Austin et al. 1995; Khairoutdinov and Kogan 1999) . A linear increase of liquid water content is also found in the mean lwc profiles of many numerical simulations of layer clouds, including models based on higher-order closure (e.g. Wang and
Wang 1994) and two-dimensional large-eddy simulations with bin-resolved microphysics (e.g. We have added isolines of lwp and N sat using (2), as well as regression lines for each scene.
To calculate the r e f f − τ correlation coefficients for the retrievals used in this paper, we first remove the spatial autocorrelation by selective sampling. The semivariogram (second-order structure function) for τ and r e f f is calculated for each scene using separation distances in four different directions. The autocorrelation length scale for the scene is then taken as the distance over which the semivariagram reaches its maximum in each direction (Isaaks and Srivastava 1989) . Typically this is 7 to 10 km for both the τ and r e f f fields. One hundred random subsets of each scene are then selected, with the pixels separated by the autocorrelation length.
The mean slope, b, the intercept and Pearson's linear correlation coefficient are found from these samples; b and its uncertainty are shown at the bottom of each scene in Figure 2 . The correction for the bias introduced into the regression by the log-log transformation (Jansson 1985 ) is negligible for these scenes. In Figure 3 we compare the τ , r e f f , N sat , and lwp distributions for the scenes shown in Figure 2 . Optical depth distributions for scenes 1, 4, and 5 are positively skewed, and are well fitted with either gamma or lognormal distributions. Barker et al. (1996) Barker et al. (1996) . Similarly, the mean liquid water paths for Scenes 1, 4, 5 and 24 range from 80 to 116 g m −2 , which are typical of thinner clouds observed by ground based and satellite microwave radiometer measurements for this region (Han et al. 1995; Zuidema and Hartmann 1995) .
The bimodal distribution of liquid water path for Scene 24 is clearly visible in Figure 3d , producing a bimodal distribution in both optical depth and effective radius. As Figure 3c shows however, there is no accompanying change in N sat corresponding to the change from thin to thick cloud. Variations in optical depth and effective radius in Scene 24 are due solely to fluctuations in cloud thickness. The N sat distributions for all four scenes have nearly normal distributions, with values of skewness, defined as
ranging from 10 −3 to 10 −2 , or 5 to 10 times smaller than that for the lwp distributions.
A different situation is shown in Figures 4 and 5 , which show the joint τ , r e f f pdf for Scenes 9 and 10. As Figure 4a as layers with mode optical depths larger than 20. In these four layers the mean liquid water path exceeds 100 g m −2 while the mean r e f f for each scene is between 8.5 and 12.5 µm. The relationship between r ef f and lwp is different for each scene, however. In scene 11, the trend is for the pixels with higher lwp to have similar r e f f and larger values of N sat . In scene 12, the trend is for the pixels with higher lwp to have larger r e f f and smaller values of N sat , while in scene 13 pixels with larger lwp tend to have smaller r ef f and larger values of N sat . Scene 14, from July 16, 1987, is also shown as a scatterplot in Nakajima and Nakajima (1995) (Fig.   17, panel B-3 ). The mean effective radius for scene 14 is 12.5 µm, 4 µm larger than that for the scene in Figure 6 with the smallest mean r e f f . It is the only one of the four scenes in Figure 6 for which the mean effective radius decreases with increasing mean liquid water path.
As Nakajima and Nakajima (1995) remark, such a decrease could be an indication of water loss due to precipitation in this layer. 
In-situ measurements
In this section we present coincident aircraft and satellite measurements of stratocumulus cloud layers observed during six flights flown to the west of Cape Grim, Tasmania as part of the Southern Ocean Cloud Experiment (SOCEX II). Boundary-layer clouds during SOCEX II were typically cumulus penetrating into stratocumulus, with the solid cloud layer being approximately 400 to 600 m thick, and overall cloud layer being approximately 1 km thick.
The six analyzed SOCEX II flights are listed in Table B2 , together with the time of the matching satellite overpass. Thermodynamic profiles on most flights show discontinuities indicating decoupling between cloud and sub-cloud layers. All flights with the exception of flight 7 reported drizzle, with the largest rainfall rates reaching 50 to 60 mm day −1 and 20 to 30 mm day −1 on flights 8 and 11 respectively. Effective radii reported here are calculated using drop-size distributions measured using the FSSP and 2DC probes aboard the F27 aircraft as described in Boers et al. (1996) . Sampling and sizing errors in the FSSP introduce uncertainties of at least 10% in droplet radius, and 10% in number concentration (Baumgardner and Spowart 1990 ). The flight pattern shown in Figure 9 allows us to obtain a picture of the vertical structure of the cloud layer over the 150-minute period of a stack set. Based on this, we are able to make a rough estimate of the cloud adiabaticity β for these clouds by taking the composite vertical liquid water profile from the stacks and comparing it to an adiabatic profile taken from the mean cloud base. Figure 10 shows these estimates of β from the six SOCEX II flights plotted against total droplet number concentration N, along with single sounding estimates for the FIRE region of Section 4.1 taken from Austin et al. (1995) . The error bars for the SOCEX II flights are calculated from the uncertainty in dlwc/dz given by the least-squares fit to the stack profile data, neglecting the FSSP sizing errors and the uncertainty associated with the variable cloud base characteristic of the SOCEX clouds. The figure shows that the SOCEX II β values tend to be slightly lower than those taken from FIRE, which is consistent with the observations of both penetrative cumulus convection and decoupling in the thermodynamic profiles, and drizzle resulting in the removal of cloud liquid water for these clouds. These values can be compared with measurements of 0.4 < β < 0.7 for wintertime stratocumulus in the SOCEX II region (Boers et al. 1996) . Figure 10 . Figure 11 shows the aircraft estimates of r ef f and τ together with log-log contour plots of the coincident AVHRR retrievals. In each panel, the values of r e f f at or near cloud top have been denoted with circles, while aircraft measurements of r e f f below cloud top are shown as asterisks. We have assigned an approximate optical depth to each aircraft r e f f value by integrating the mean sounding produced by all the level legs in a stack. In clouds with large horizontal inhomogeneities such as these, this will be a poor estimate of τ in any particular pixel. Given the irregular cloud base, penetrating cumulus turrets, and convective lines observed in these layers, we expect that the actual column integrated optical depths might be significantly higher than those indicated by the time-averaged mean values presented here. 
Given this limitation in the aircraft
Discussion
We have analyzed the distribution of liquid water path and scaled number concentration Using the relative variance of N sat , we were able to distinguish between cloud layers in which the variability in cloud-top r ef f is caused by variations in liquid water path, and layers in which large variations in r e f f at similar values of lwp arise from spatial contrasts in N sat .
Several authors (e.g. Han et al. (1994, p. 493) and Nakajima and Nakajima (1995, p. 4057)) have noted the tendency for r e f f to increase with increasing τ in thinner clouds, and decrease with increasing τ in optically thicker clouds. In light of Figure 2 , Figure 4 , and Figure 6 , we can be more quantitative about the variability of τ and r e f f in thinner clouds: we find that a power law of the form r ef f ∝ τ 1/5 captures much of the variability between τ and r e f f in 17 of the 25 layers we examined. We attribute this to the fact that in the majority of these layers there is relatively little variation in N sat , the mean droplet concentration scaled by the square root of the layer adiabaticity β.
In thicker layers we find more variability in N sat , with order of magnitude differences in scaled number concentration across a range of pixels having identical liquid water paths (see, e.g. Scenes 12 and 13 in Figure 6 ). Although precipitation does not appear to be removing water from the clouds in Scenes 12 and 13, microphysical processes must be active in these layers to produce the broad range of N sat values observed in clouds with optical depths greater than 20.
With one exception, we find good agreement between in-situ measurements of cloud top r e f f and satellite retrieved values in thicker, more complex clouds sampled near Cape Grim, Tasmania. In Flight 10 the strong correlation between τ and r e f f provides an opportunity to directly compare the satellite-estimated N sat with in-situ values. As Figure 11 shows, the least-squares fit to the satellite retrievals yields N sat =230 cm −3 . The mean number concentration sampled by the aircraft is 130 ± 25 cm −3 , while the estimated value for β taken from the mean lwc profile is 0.65, yielding a value for N est = √ β N sat of 185 cm −3
. As a very rough gauge of the uncertainty of N est , note that the 20% relative errors in the measurement of τ and r ef f discussed in Section 2.2 imply, through (2c), an approximately 50% uncertainty in N sat due to the sensitive dependence of N sat on r ef f (assuming uncorrelated errors in (τ , r e f f )). Variability in β, which can also only be crudely estimated from these in-situ soundings, adds additional uncertainty to N est .
In a companion paper, we examine the scaling behavior of the optical depth, liquid water path and effective radius fields in thin and thick clouds. Explaining the observed spatial variability of these cloud layers, as represented by both the joint τ , r e f f histograms presented here, and by the scale dependence of variance measures such as structure functions, will provide a challenging test for models of marine stratocumulus clouds.
Appendix A: Simple relations between τ , r ef f , N sat , and lwp
Here we derive the relationship between the retrieved variables τ and r e f f , the scaled number concentration N sat and the liquid water path lwp for a simple cloud layer. Denoting the number concentration at height z with radii between r, r + dr as n(r, z)dr, and the average extinction efficiency over this distribution as Q ext , the effective radius and optical depth are
and
where z top is the cloud geometrical thickness, given z = 0 at cloud base. Han et al. (1995) show that Q ext at a wavelength of λ = 0.65 µm varies between 2.05 and 2.16 as r ef f decreases from 30 µm to 5 µm; we will use Q ext = 2.1 in the calculations below.
We will define the liquid water content as
where ρ w is the density of liquid water.
We assume that lwc increases linearly with height z above cloud base at some fraction β of the adiabatic
where the adiabatic liquid water lapse rate is given for California marine stratocumulus by c adia = 2.3 × 10 −3 g m −3 m −1 .
We also define the vertically varying cloud droplet number concentration N (z) and volume mean radius r vol (z) as
Using (A2) and the empirical relationship of Martin et al. (1994) r ef f = c 0 r vol (A7)
gives a simple relationship between τ and the cloud thickness z top )
Here N 1/3 is a vertically weighted number concentration in the cloud column
and the coefficient c 1 is given by
Note that in (A9) we have made the approximation that 
where
Eliminating z top between these equations gives the relationships between τ , lwp, r e f f and N sat = N top / √ β used in (2), with
We have also made the approximation N 1/3 ≈ (N top ) 1/3 .
Appendix B: Satellite scene locations Table B1 . density η, where η log τ log r e f f denotes the number of pixels with optical depth and effective radii in the range (log τ < log τ < log τ + log τ ; log r e f f < log r e f f < log r ef f + log r e f f ). 5, 10, 20, 30, 35, 40, 45, 50, 55, 60, 65, 70 θ( 5, 10, 20, 30, 35, 40, 45, 50, 55, 60 φ( 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30, 32, 34, 50, 70 r e f f (µm) 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 30 Table B2 . SOCEX flight missions and coordinated satellite overpasses.
