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Counting problems, determining the number of possible states of a large system under ertain
onstraints, play an important role in many areas of siene. They naturally arise for omplex
disordered systems in physis and hemistry, in mathematial graph theory, and in omputer siene.
Counting problems, however, are among the hardest problems to aess omputationally. Here we
suggest a novel method to aess a benhmark ounting problem, nding hromati polynomials
of graphs. We develop a vertex-oriented symboli pattern mathing algorithm that exploits the
equivalene between the hromati polynomial and the zero-temperature partition funtion of the
Potts antiferromagnet on the same graph. Implementing this bottom-up algorithm using appropriate
omputer algebra, the new method outperforms standard top-down methods by several orders of
magnitude, already for moderately sized graphs. As a rst appliation we ompute hromati
polynomials of samples of the simple ubi lattie, for the rst time omputationally aessing
three-dimensional latties of physial relevane. The method oers straightforward generalizations
to several other ounting problems.
Given a set of dierent olors, in how many ways an one olor the verties of a graph suh that no two adjaent
verties have the same olor? The answer to this question is provided by the hromati polynomial of a graph [1, 2℄,
whih gives the number of possible olorings as a funtion of the number q of olors available. It is a polynomial in q of
degree N , the number of verties of the graph. The hromati polynomial is losely related to other graph invariants
e.g. to the reliability and ow polynomials of a network or graph (funtions that haraterize its ommuniation
apabilities) and to the Tutte polynomial. These are of widespread interest in graph theory and omputer siene
and pose similar hard ounting problems.
The hromati polynomial is also of diret relevane to statistial physis as it is equivalent to the zero-temperature
partition funtion of the Potts antiferromagnet [3, 4℄: The Potts model [3℄ onstitutes a paradigmati haraterization
of systems of interating eletromagneti moments or spins, where eah spin an be in one out of q ≥ 2 states; it thus
generalizes the Ising model where q = 2. For antiferromagneti interations, neighboring spins tend to disalign suh
that at zero temperature, the partition funtion of the Potts antiferromagnet ounts the number of ground states
of a spin system just as the hromati polynomial ounts the number of proper olorings of the same graph. For
suiently large q there are many system ongurations in whih all pairwise interation energies are minimized at
zero temperature. Indeed, these systems exhibit a large number of disordered ground states that is exponentially
inreasing with system size. Thus the Potts model exhibits positive ground state entropy, an exeption to the
third law of thermodynamis. Experimentally, omplex disordered ground states and related residual entropy at low
temperatures have been observed in various systems [510℄.
Although there are several analytial approahes to nd hromati polynomials for families of graphs and to bound
their values [14, 1117℄, there is no losed form solution to this ounting problem for general graphs. Algorithmially
it is hard to ompute the hromati polynomial, beause the omputation time in general inreases exponentially
with the number of edges in the graph [18℄. It also strongly depends on the struture of the graph and rapidly
inreases with the graph's size, and the degrees of its verties, f. [1921℄. Therefore, most studies on hromati
polynomials up to date have foused on small graphs and families of graphs of simple struture and low vertex
degrees, e.g. two-dimensional lattie graphs [1517℄ (an interesting reent attempt to analytially study simple ubi
latties onsidered strips with redued degrees [11℄). In fat, it is not at all straightforward to omputationally aess
larger graphs with more involved struture, inluding physially relevant three-dimensional lattie graphs. Finding the
hromati polynomial of a graph thus onstitutes a hallenging, omputationally hard problem of statistial physis,
graph theory and omputer siene (f. [18, 19℄).
Below we present a novel, eient method to ompute hromati polynomials of larger strutured graphs. Repre-
senting a hromati polynomial as a zero temperature partition funtion of the Potts antiferromagnet we transform
the omputation into a loal and vertex-oriented, ordered pattern mathing problem whih we then implement using
appropriate omputer algebra. In ontrast to onventional top-down methods that represent and proess the entire
graph (and many modied opies thereof) from the very beginning, the new method presented here works through
the graph bottom-up and thus proesses omparatively small loal parts of the graph only.
Consider a graph G that is dened by a set of N verties i ∈ V = {1, . . . , N} and a set ofM := |E| edges {i, j} ∈ E,
eah edge joining two verties i and j whih are then alled adjaent or neighboring. This graph is said to be (properly)
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Figure 1: The bottom-up, loal and vertex-oriented nature of the algorithm. Sequential proessing of edges (dark) adjaent
to verties (a) i = 1, (b) i = 2, and () i = 3. The remainder graph (light) is not aeted when proessing vertex i. Partial
partition funtions zi−1 omputed so far (before eah vertex step i) are shown in square brakets.
q-olored if every vertex is given one out of q olors {1, 2, . . . , q} suh that every two adjaent verties have dierent
olors. The number of q-olorings of a graph G is expressed by its hromati polynomial P (G, q), a polynomial in q
of order N [2℄.
The deletion-ontration theorem of graph theory [2℄ suggests a simple algorithm to ompute the hromati poly-
nomial of a given graph reursively. In priniple, this algorithm works for arbitrary graphs and is therefore, with
ertain improvements, implemented in general-purpose omputer algebra systems suh as Mathematia [2224℄ and
Maple [25℄ (f. also [26, 27℄). However, applying the theorem reursively the hromati polynomial of exponentially
many graphs must be found, the (weighted) sum of whih yields the hromati polynomial of the original graph. This
reets how hard the problem is algorithmially and severely restrits the appliability of omputational methods, in
partiular if they employ standard top-down proessing.
We now desribe our novel algorithm. It is based on the antiferromagneti (J < 0) Potts model [3, 4℄ with
Hamiltonian
H(σ) = −J
∑
{i,j}∈E
δσiσj (1)
giving the total energy of the system in state σ = (σ1, . . . , σN ). Here individual spins σi an assume q dierent values
σi ∈ {1, . . . , q}, generalizing he Ising model (q = 2) [28℄. Two spins σi and σj on the graph G interat if and only if
they are neighboring, {i, j} ∈ E, and in the same state, σi = σj , i.e. the Kroneker-delta is δσiσj = 1 (otherwise, for
any pair σi 6= σj , it is δσiσj = 0). Thus the total interation energy is minized if all pairs of neighboring spins are in
dierent states.
The partition funtion Z(G, q, T ) =
∑
σ
exp(−βH(σ)) at positive temperature T = (k
B
β)−1, where k
B
is the
Boltzmann onstant, an be represented as
Z(G, q, T ) =
∑
σ
∏
{i,j}∈E
(1 + vδσiσj ) (2)
where v = exp(βJ) − 1 ∈ (−1, 0]. In the limit T → 0 (implying βJ → −∞ and thus v → −1) this partition funtion
ounts the number of ways of arranging the spins σ suh that no two adjaent spins are in the same state. Thus the
zero temperature partition funtion (2) exatly equals [4℄ the hromati polynomial
P (G, q) = lim
T→0
Z(G, q, T ) (3)
3on the same graph G leading to the representation [4, 12℄
P (G, q) =
q∑
σ1=1
· · ·
q∑
σN=1
∏
{i,j}∈E
(1− δσiσj ) (4)
of the hromati polynomial in terms of sums over produts of Kroneker-deltas.
The algorithm exploits this representation by expanding the produts in (4) and symbolially evaluating the right
hand side vertex by vertex (f. Fig. 1), onsidering eah individual sum
∑
σk
as an operator. This operator interpre-
tation relies on a reently studied algebrai struture of expressions ontaining Kroneker-deltas [29℄. Here suh an
operator has the simple ations
∑
σk
1 = q, (5)
∑
σk
δσkσj1 = 1, (6)
∑
σk
δσkσj1 δσkσj2 = δσj1σj2 , (7)
and for an arbitrary number r ∈ N0 of fators,
∑
σk
δσkσj1 · · · δσkσjr = δσj1σj2 · · · δσjr−1σjr (8)
if the jρ, ρ ∈ {1, . . . , r}, are pairwise distint and all jρ 6= k.
For illustration onsider the hromati polynomial
P (G, q) =
q∑
σ3=1
q∑
σ2=1
q∑
σ1=1
(1− δσ1σ2)(1 − δσ1σ3)(1 − δσ2σ3) (9)
of a triangular (omplete) graph omprised of N = 3 verties andM = 3 edges. We start at vertex i = 1 by expanding
the relevant produt
p1 = (1 − δσ1σ2)(1 − δσ1σ3) (10)
= 1− δσ1σ2 − δσ1σ3 + δσ1σ2δσ1σ3 (11)
that is omprised of all fators that ontain σ1. (We note that already Birkho [1℄ in 1912 used losely related
expansions to theoretially derive an alternative representation of hromati polynomials.) Symbolially applying the
above replaement rules (8) yields a partial partition funtion
z1 =
q∑
σ1=1
p1 (12)
= q − 2 + δσ2σ3 , (13)
and thus P (G, q) =
∑q
σ3=1
∑q
σ2=1
z1(1− δσ2σ3). Proeeding with the verties i = 2 and i = 3 in a similar fashion, we
obtain p2 = (q− 2+ δσ2σ3)(1− δσ2σ3), z2 =
∑q
σ2=1
p2 = (q− 1)(q− 2), p3 = z2, and redue the hromati polynomial
to the nal result P (G, q) = z3 =
∑q
σ3=1
p3 = q(q − 1)(q − 2), suessively.
For a general graph G on N verties, the algorithm is analogous to the example. First dene z0 = 1. Then, passing
through the verties from i = 1 sequentially up to i = N ,
1. onstrut and expand pi = zi−1
∏
{i,j}∈E(1 − δσiσj ) where the produt is over all edges inident to i that have
not been onsidered before, i.e. j > i;
2. symbolially evaluate the sum zi =
∑
σi
pi applying the simple rules (5)-(8) given above.
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Figure 2: Computation time t (in ms) for square lattie samples of sizes 2×n (main panel) and n×n (inset) inreases with the
number of edges M of the graph. The new method (•) drastially outperforms standard methods used in Mathematia (©)
and Maple (), both with respet to the saling of the algorithm (quantied by the loal slope) and the absolute eetiveness
(quantied by the absolute times needed), even for moderately sized graphs.
These operations are loal and vertex oriented in the sense that they jointly onsider all edges {i, j} inident to an
individual vertex i at any one time. A major advantage of this bottom-up algorithm is that all edges that are not
urrently proessed are kept outside the omputations until they are needed, quite in ontrast to standard top-down
deletion-ontration algorithms. If a graph G has a layered struture,
G =
⋃
ν
Hν (14)
with layers Hν , onstituting samples of periodi latties or aperiodi graphs, the verties i are seleted (i.e. numbered)
layer by layer suh that the operations only aet a partiularly small portion of the graph at one (Fig. 1). These
graphs have bounded tree widths, f. [30, 31℄. More generally, verties are numbered appropriately beforehand, for
instane, using minimal band width of the graph as a heuristi riterion [32℄.
The omputation of the hromati polynomial has been redued to a proess of alternating expansion of expressions
and symbolially replaing terms in an appropriate order. In the language of omputer siene, these operations are
represented as the expanding, mathing, and sorting of patterns, making the algorithm suitable for omputer algebra
programs optimized for pattern mathing.
To fully exploit the apabilities of this algorithm, we implemented it using the language Form [33, 34℄ whih is
speialized to large sale symboli manipulation problems and as suh a suessful standard tool for, e.g., Feynman
diagram evaluation in preision high-energy physis [35, 36℄.
A pratially relevant measure for the speed of our method is the total CPU time t it needs for a spei alulation.
For hard ounting problem, one generally expets an exponential inrease t ≈ A exp(αm) with the size m≫ 1 of the
problem, here dened as the number m = M of edges for hromati polynomials of general graphs. For graphs with
bounded tree width [30, 31℄ the solution time of the ounting problem typially only grows exponentially with the
width of the graph, i.e. in the square of the number of verties in the subgraphs Hν . The fator α in the exponent
determines the saling of the omputational time with problem size and measures the eieny of the algorithm,
whereas the prefator A xes the absolute time needed and depends, among others, on the software environment and
hardware used.
To ompare our method to existing ones, we rst omputed hromati polynomials of samples of the two-dimensional
square lattie with free boundary onditions (2 × n strips that have M = 3n− 2 edges and n× n pathes that have
M = 2n(n − 1) edges). The total omputation times t have been measured as a funtion of M for the new method
as well as for the standard methods used in Mathematia [22, 23℄ and Maple [25℄, respetively. Figure 3 shows that
the saling α of the algorithm (given by the loal slope of the data points in the logarithmi plot) of our new method
is markedly better than the one found for the standard deletion-ontration methods. This implies that the new
method outperforms these standard omputational methods in the absolute omputation time by several orders of
magnitude already for moderately sized graphs (e.g. about six orders of magnitude for n = 10 i.e. M = 28). With
inreasing graph size, the advantages of our method beome more pronouned. For example, for the 2× 100 strip of
the square lattie (M = 298 edges) the pattern mathing method needs a omputation time of the order of t ≈ 2s
whereas extrapolation of the data shown in Fig. 3 indiates that the same problem is not omputationally aessible
using the standard deletion-ontration methods implemented in Mathematia. Seond, in ontrast to transfer matrix
or other analytial reurrene methods [12, 13, 15℄, the above method also works in a simple way for graphs with
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Figure 3: Computation time t (in ms) for randomly edge-diluted square lattie samples with next nearest neighbor (nnn)
interations (displayed as a artoon inset in panel (a)). The new method (lled symbols) strongly outperforms standard
deletion-ontration method (Mathematia, open symbols). (a) Computation time vs. the atual total number M of edges for
samples of 3 × n verties where eah original edge has been deleted independently with probability p = 0.1 (irles) p = 0.2
(triangles) and p = 0.5 (squares). (b) Computation time vs. the fration f of edges present. Edges are sequentially randomly
removed independently, starting from an undiluted 3 × 5 square lattie graph (f = 1) with nnn interations; the graph is
diluted until before it beomes disonneted below f ≈ 0.4. Whereas the omputation times using the new method are still at
utuation level (t < 10−2s), standard methods take at fator of 103 to 107 longer.
non-idential subgraphs Hν , suh as randomly diluted latties. The same omparison for randomly diluted 3 × n
square lattie samples with next-nearest neighbor interations (Fig. 3) onrms the pronouned outperformane and
moreover illustrates the general appliability of our method, also ompared to reursive analytial methods.
As a rst appliation to an open hard ounting problem, we now turn to three-dimensional latties of diret physial
relevane. First, we onsider n× n× n samples of the simple ubi lattie with free boundary onditions, whih have
N = n3 verties and M = 3n2(n − 1) edges. We found hromati polynomials up to n = 4 (N = 64, M = 144). A
representation of the hromati polynomial P (G, q) in terms of its N omplex zeroes q1, . . . , qN is shown in Fig. 4a
for n = 3 and n = 4. We further onsider simple ubi lattie strips that extend in the diagonal (111) diretion with
periodi boundaries in the two other (transverse) diretions. This keeps the number of verties within one layer low at
the same time allowing for a large number Nc of verties with the same degree (equal to six) as verties in the innite
lattie, a fat that is heuristially known to be essential for a rapid onvergene towards the thermodynami limit
(N,M → ∞). The largest three-dimensional sample graphs shown in Figure 4b have N = 384 verties, M = 1128
edges and a fration Nc/N = 368/384 ≈ 0.96 of verties with orret degree, (as ompared to Nc/N = 8/64 ≈ 0.13
for the 4 × 4 × 4 sample extending along the Cartesian axes and to Nc = 0 for previous attempts to address three-
dimensional latties). The omputation time was approximately 11 hours on a single Linux mahine with an Intel
Pentium 4, 2.8 GHz-32 bit proessor.
In summary we have presented a novel method to alulate hromati polynomials of graphs. Using the partition
funtion representation, it proeeds vertex by vertex employing an a priori redution to loal operations only and
is thus partiularly suited for graphs exhibiting a layered struture. The method ombines a symboli bottom-up
algorithm, whih is based on systemati term-wise expansion and pattern mathing, with an appropriate omputer
algebra program [33, 34℄. Our method is appliable to general types of graphs, inluding graphs with bounded
and unbounded tree widths as well as randomized graphs. We demonstrated by several sets of examples that it
drastially outperforms existing standard methods for all these types of graphs. As a pratial appliation, we
omputed hromati polynomials for samples of the simple ubi lattie, for the rst time omputationally aessing
three-dimensional latties of physial relevane.
Sine the main ideas underlying our method are simple to apply, they may be generalized in a straightforward
way and also be transferred to other hallenging ounting problems. Among others, one may ompute quantitative
measures relevant in omputer siene that give information about the ommuniation apabilities of a network,
suh as (i) the ow polynomial and (ii) the reliability polynomial [41, 42℄. It is equally possible to determine (iii)
ferromagneti and (iv) positive temperature partition funtions of statistial physis [3840℄ and, equivalently, (v) the
Tutte polynomial (of two variables q and v, f. Eq. 2), valuations of whih diretly result in the number of spanning
subgraphs, the number of spanning trees, and other invariants of a graph [12, 13℄. Of ourse, appliations in graph
theory may inlude studies of families of graphs where omputational results seemed impossible so far, beause the
omputational eort is substantially redued. As the new method yields exat results not only for the nal solution
(in our examples, the hromati polynomial) but also in the intermediate steps (the partial partition funtions above),
it may moreover be ombined with analytial tools [11, 1517, 38, 40, 42℄ to obtain unpreedented results for various
lasses of graphs. Finally, the method an easily be implemented in parallel omputations. Taken together, the
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Figure 4: Complex zeroes representing hromati polynomials of samples of the simple ubi lattie (a) n × n × n Cartesian
samples with free boundary onditions, and (b) 2×4×n3 diagonal samples with periodi transverse boundary onditions, with
up to M = 1128 edges.
novel bottom-up pattern mathing algorithm ombined with speialized omputer algebra presented here onstitutes
a promising starting point to aess a number of hallenging, omputationally hard ounting problems from statistial
physis, graph theory and omputer siene.
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