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Magnetic exchange couplings can be tuned by coupling to periodic light, where the frequency and
amplitude are typically varied: a process known as Floquet engineering. The polarization of the
light is also important, and in this paper, we show how different polarizations, including several
types of unpolarized light, can tune the exchange couplings in distinct ways. Using unpolarized
light, for example, it is possible to tune the material without breaking either time-reversal or any
lattice symmetries. To illustrate these effects generically, we consider single-band Hubbard models
at half-filling on the honeycomb, square and triangular lattices. We derive the effective Heisenberg
spin models to fourth order in perturbation theory for arbitrary fixed polarizations, and several types
of unpolarized light that preserve time-reversal and lattice symmetries. Coupling these models to
periodic light tunes first, second and third neighbor exchange couplings, as well as ring exchange
terms on the square and triangular lattices. Circularly polarized light induces chiral fields for the
honeycomb and triangular lattices, which favors non-coplanar magnetism and potential chiral spin
liquids. We discuss how to maximize the enhancement of the couplings without inducing heating.
I. INTRODUCTION
Floquet engineering, the process of using periodic
drives to manipulate quantum matter has recently been
applied, either experimentally or theoretically to a broad
spectrum of materials, from graphene1–5 and topologi-
cal insulators6–10 to frustrated magnetic insulators11–19.
In particular, the use of lasers and ultrafast spectroscopy
has proven to be a fruitful tuning knob for quantum mat-
ter, complementary to more conventional tools like pres-
sure and magnetic field. Floquet engineering can even
induce novel phases that do not exist in equilibrium (for
a recent review, see Ref. 20). The frequency and intensity
of the laser light is typically varied to tune systems. In
this paper, we consider the effect of varying the polariza-
tion of the laser light, focusing on magnetic insulators.
Perfectly monochromatic light always has a fixed
polarization that breaks a symmetry: either time-
reversal/inversion in the case of circularly polarized light,
or lattice symmetries for linear polarization; general el-
liptical polarizations break both symmetries. The sym-
metry breaking nature of polarization can be useful: for
example, circularly polarized light can generate chiral
fields in magnetic insulators that can drive chiral spin
liquids1,13,21. Linear polarization could be used to tune
the anisotropy or dimensionality of a material22–26. For
example, a lot of work has focused on anisotropic trian-
gular lattice materials like Cs2CuBr427 or organic ma-
terials like κ-(ET)2Cu[N(CN)2]Cl28,29, where two of the
nearest neighbors have equal exchange couplings J , but
the third has coupling J ′. The appropriate linearly polar-
ized light could either reduce or enhance J ′/J , allowing
that axis of the phase diagram to be dynamically ex-
plored. Two dimensional materials could be pushed to-
wards one-dimensional physics fairly easily - for example,
we find that reasonable fluences and frequencies can even
change the sign of the nearest-neighbor coupling along a
given direction, so that exchange couplings along a given
direction could be tuned through zero.
Nevertheless, ideally, we would choose whether or not
we broke a symmetry, and so unpolarized light is an ap-
pealing proposition. While perfectly monochromatic un-
polarized light is a contradiction, it is possible to generate
quasi-monochromatic unpolarized light either by vary-
ing the polarization vector slowly in time, or by passing
the laser beam through an optical depolarizing element.
Even in the case where the polarization induces an ad-
ditional time-scale, it is still possible to use the Floquet
engineering formalism with additional averaging of the
polarization at the end of the calculations30,31. In fact,
different methods can be used to generate distinct types
of unpolarized light distinguished by their higher order
correlators32, which lead to different physical effects.
This proliferation of tuning abilities is particularly in-
teresting for two-dimensional frustrated magnetic mate-
rials, which host a number of interesting phases and tran-
sitions33. Many of these phases are hard to access, as it is
rarely possible to experimentally tune across often multi-
dimensional theoretical phase diagrams. Here we will
show that changing the polarization of the periodic drive
can tune through different parts of these phase spaces by
affecting different magnetic exchange couplings in differ-
ent ways. It is even possible to change the relative sign
of these couplings simply by changing the polarization
protocol.
In this paper, we illustrate how very different the ef-
fects of different types of polarization can be using one
of the simplest correlated electron models: the half-filled
single-band Hubbard model. We consider three different
lattices: honeycomb, square and triangular, and examine
the driven magnetic exchange couplings to fourth order in
perturbation theory over the full range of non-symmetry
breaking unpolarized light. The triangular lattice was
explored in our previous work, Ref. 31; we include it
for completeness and to compare it to other lattices. On
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2Figure 1. Time-scales involved in this problem. The laser
frequency is T = 2piΩ , while the polarization average can set
a time scale Tp. The spins equilibrate to their new exchange
couplings within the relaxation time-scale, Trel, and measure-
ments need to be made within the pulse after this relaxation.
these lattices, we can examine further neighbor couplings,
ring exchange terms, and chiral fields, and change the rel-
ative magnitudes, as well as the signs. Of course, most
magnetic insulators are not really captured by a single-
band Hubbard model, and are better described with mag-
netic exchange interactions coming from superexchange
mediated by intermediate oxygens. However, superex-
change is qualitatively similar to the processes considered
here, but involving more orbitals and potentially higher
order terms; we expect the results to be similarly tunable.
In order for this method to be a practical experimental
tuning method, it must not only be possible to tune the
exchange couplings appropriately, but the material must
also be able to quasi-equilibrate without significant heat-
ing, with sufficient time for the phase properties to be
measured. There are two issues here: are the time-scales
for the different processes sufficiently far apart? And is
it possible to avoid heating, with high enough fluences to
yield interesting results?
There are four important time scales: first, the period
of the Floquet pulse: T = 2pi/Ω; the period of the po-
larization vector oscillation, Tp; the relaxation time of
the spins Trel ∼ ~/J ∼ U/t21; and finally the overall
length of the pulse, within which all tuning and mea-
surements must be done. The maximum enhancements
of the exchange couplings are found for Floquet frequen-
cies around U , which means the time-scales T ∼ 1/U 
Tp ∼ 10/U  Trel ∼ 100/U are all well separated for
the small hoppings t1 considered here. If Ω is in the eV
range, T ∼ 1fs, and all time-scales fit easily within a pulse
length on the order of a picosecond, which is moderately
long for current experiments.
The key to avoiding heating in a Mott insulator is to
avoid photon frequencies that excite electrons across the
Mott-Hubbard gap. As we consider relatively large flu-
ences, it is necessary that no multi-photon processes can
excite electron between the lower and upper Hubbard
bands34–39, which restricts not only the possible frequen-
cies, but also the possible values of t1/U and thus the
materials. The question of whether there is a transient
regime in which the effective spin model is realized is not
obvious a priori and has been addressed numerically on
the kagomé lattice, with a positive answer13; these results
should hold generally once the bandwidths are appropri-
ately determined. Another possibility to avoid heating
that we do not address here is to couple the electronic sys-
tem to a bath as, e.g phonons. In that case, the electrons
can exchange energy with the heat bath. It may then
be possible to develop transient non-equilibrium steady
states40–45, with the non-equilibrium distribution func-
tions emerging from the Floquet bands.
This paper is organized as follows. The choice of polar-
ization, which plays an important role in our later results,
is introduced and discussed in Sec. II. In particular, we
define the types of unpolarized light that will be consid-
ered in this work. In Sec III we define the model: the
nearest-neighbor half-filled Hubbard model in the pres-
ence of a Floquet field. In Sec IV, we give a brief review
of the Floquet formalism and derive the effective spin
Hamiltonian from perturbation theory for arbitrary po-
larization. The common features for the three lattices
that we study are listed in Sec IV, which includes the
basic step of the perturbation calculations, as well as
the connections to experiments. It is in Sec. V that we
show how the ratios of exchange couplings are modified
according to the polarization, frequency, and fluence for
each lattice. We present the results in order of complex-
ity, starting with the honeycomb in Secs VA, then the
square lattice in Sec. VB, and finally, the triangular one
in Sec. VC. A summary of our results and possible ex-
tensions are listed in Sec. VI.
II. POLARIZATION CHOICES AND
AVERAGING
In this section, we introduce our notation for treating
different polarizations of light and discuss the different
types of unpolarized light that may be generated. Ulti-
mately, we will compute properties for arbitrary polariza-
tions and average over different polarization distributions
to find the unpolarized results. Unpolarized light may be
generated from polarized light either using an optical de-
polarizer that spatially disorders the polarization, or by
combining two laser beams with orthogonal polarizations
and slightly detuned frequencies that cause the polariza-
tion vector to vary in time, with period Tp. As long as
this time-scale is sufficiently large compared to the Flo-
quet period, T = 2pi/Ω, averaging over the polarization
distribution function should give correct results31.
Let us assume that the propagation vector of the light
is normal to the two-dimensional lattice and that the
light is monochromatic, with frequency Ω. The electric
field is
E (t) = Re
[
E0e
−iΩt] , (1)
with E0 independent of time. We can parameterize
E0 for an arbitrary polarization, using either circular
or linear polarization bases. The calculation is sub-
stantially simpler if done with the circular basis, E0 =
3Exˆ1 + Ey ˆ2 = E+ˆ+ + E−ˆ−, with ˆ± = 1√2 (ˆ1 ± iˆ2).
In this basis, a generic polarization may be written as,
E+ =
√
I sin (−χ− pi/4) e−i(ψ−pi/2),
E− =
√
I cos (−χ− pi/4) ei(ψ−pi/2). (2)
This choice might appear unnecessarily complicated, but
proves convenient for our calculations, where the polar-
ization can be captured by the two angles, which describe
a sphere whose radius is I. The total intensity of the elec-
tromagnetic field is I = |E+|2 + |E−|2.
A fixed polarization of light may be characterized using
three quantities called Stokes parameters46, which are
S1 = 2Re
(
E+E
∗
−
)
= I cos 2χ cos 2ψ
S2 = 2Im
(
E−E∗+
)
= I cos 2χ sin 2ψ
S3 = |E+|2 − |E−|2 = I sin 2χ. (3)
These Stokes parameters span the surface of the Poincaré
sphere, in terms of the angles (2χ, 2ψ) and radius I. The
Poincaré sphere is shown in Fig. 2. Some familiar cases
can be recovered from Eq. (2). Circular polarization is
found by setting either E+ or E− to zero, with χ = ±pi/4.
For these values, S1 = S2 = 0 and S3 has its maximum
absolute value. These are the north and south poles of
the Poincaré sphere. At χ = 0, the light is linearly po-
larized with S3 = 0: the equator of the sphere. Relative
angles with the S1 and S2 axes determine the polariza-
tion angle, ψ ∈ (0, pi). A schematic representation of
different polarizations as function of χ and ψ is shown in
Fig 2. For other generic values of χ and ψ, the light has
elliptical polarization, with all Si non-zero.
A. Partially polarized and unpolarized light
While all perfectly monochromatic light is fully polar-
ized, unpolarized and nearly monochromatic light may
be created by allowing the polarization vector, ~E0 to
slowly vary over the Poincaré sphere, with a characteris-
tic time, Tp = 2pi/Ωp that is assumed to be much larger
than the period, T = 2pi/Ω, such that the time average
of the Stokes parameters are all zero, 〈Si〉 = 046–54. In
this case, the light is quasi-monochromatic and unpolar-
ized. Partially polarized light may also be generated by
allowing nonzero 〈Si〉, such that
√∑3
i=1〈Si〉2 < I. Al-
ternately, unpolarized light may be created by passing a
fully polarized beam through an optical depolarizing el-
ement that makes the polarization vary rapidly over the
spatial extent of the beam, such that the spatial aver-
age of the Stokes parameters are all zero, 〈Si〉 = 055–57.
Technically these are called “pseudo”-depolarizers as the
resulting polarization is not random, however random-
ness is not required for our purposes.
Different polarization protocols or depolarizers create
different types of unpolarized light that are differentiated
by higher-order correlators of the Stokes parameters32,
Figure 2. Poincaré sphere, plotted in terms of the Stokes pa-
rameters S1, S2 and S3, defined in (3). A fixed point on the
surface of the sphere defines light with a fixed polarization.
Circularly polarized right is located at the north and south
poles of the sphere. In this work, we also consider light config-
urations with varying polarizations, that is, unpolarized light,
of different kinds. Unpolarized light obtained by averaging
over linear polarization (type II Glauber light) is represented
at the red equatorial line. Another type involves the aver-
age over the entire sphere (amplitude-stabilized unpolarized
light).
〈SiSj〉, 〈SiSjSkSl〉, etc. As our goal is to preserve the
lattice and time-reversal symmetries, these higher-order
correlators must also not break symmetries, which im-
poses restrictions on the allowed polarization distribu-
tions. In general, we can specify a distribution, f(I, χ, ψ)
that varies not only the angles, χ and ψ, but also, in prin-
ciple, the intensity of the light. Most of the time, we will
fix the intensity, δ(I − I0), as for laser light and consider
just the angular distribution, f(χ, ψ). However, the in-
tensity variation is required to treat “natural” or thermal
light.46
The higher-order correlators can be treated most
straightforwardly by considering the spherical multipoles,
Slm of the polarization distribution on the Poincaré
sphere, f(χ, ψ), where
Slm =
∫ pi/4
−pi/4
dχ
∫ pi
0
dφ cos 2χf(χ, ψ)Ylm(
pi
2 − 2χ, 2ψ). (4)
Note that here we neglect the potential time dependence
of time-dependent polarization protocols, where the path
sampling the Poincaré sphere is traversed in a particular
direction; this time-reversal symmetry breaking can be
made arbitrarily small for Tp >> T 31.
The magnetic exchange couplings are sensitive to these
higher order correlators, and so are different for different
types of unpolarized light. There are two main classes
of polarization distributions, type I and type II. Type I
is the most restrictive and samples the entire Poincaré
4sphere uniformly: f(χ, ψ) = 1, which means only S00
is nonzero, while type II light must be invariant under
rotations, which restores lattice symmetries, and has zero
net chirality, which restores time-reversal and inversion
symmetries58, with only S2n,0 nonzero. It is generally
important to check that the symmetry breaking multiples
for a given depolarizer/polarization protocol vanish, as
some depolarizers will sample the entire Poincaré sphere,
but do so unevenly - e.g. - the dual Babinet compensator
depolarizer56 breaks four-fold lattice symmetries.
Type I light with a fixed amplitude, I = I0 is known
as amplitude-stabilized unpolarized light (ASUL)46,
f (I, χ, ψ) = δ (I − I0) . (5)
Natural light is the most familiar type of unpolarized
light, and it is a particular kind of type I light where
the intensity also varies exponentially, f (I, χ, ψ) =
2
I0
exp (−2I/I0)59. In all of our work, due to the nor-
malization, both kinds of type I light, ASUL and natural
light give identical exchange couplings, although natural
light is far from quasi-monochromatic and so not par-
ticularly relevant here. In what follows, when we discuss
type I light, we mean ASUL. It may be generated via dif-
ferent techniques like a coaxial superposition of modes of
orthogonal polarizations49 and, more recently, by shining
a uniformly polarized beam into a uniaxial crystal47.
Type II light only allows S2n,0 moments to be nonzero.
The most natural type II light is type II “Glauber” light,
which samples all linear polarizations equally, with χ = 0.
Type II Glauber light can be generated by a linear com-
bination of LCP and RCP light with slightly detuned
frequencies31 or by using a Cornu depolarizer56, for ex-
ample. More generically, we can construct type II light
by equally sampling both ±χ0,
f (I, ψ, χ) = 12δ (I − I0) [δ (χ− χ0) + δ (χ+ χ0)] . (6)
All linear polarizations (ψ) are given equal weight, main-
taining the lattice symmetry and forcing 〈S1〉 = 〈S2〉 = 0.
The absence of circular polarization, 〈S3〉 = 0 is achieved
by including both ±χ0. Type II Glauber light is the
χ0 = 0 case. In Ref. 48, it has been demonstrated
that Rabi oscillations of superimposed delayed fields, can
cause the polarization vector to precess, covering circles
on the surface of the Poincaré sphere. The precession pe-
riod Tp can be controlled, in order to keep Tp  T and
thus the quasi-monochromatic character of the beam.
These generic type II distributions are somewhat arti-
ficial. However, they span the space of all type II light,
and so we consider the full range of χ0’s to capture all
possible type II distributions.
Using the notation Ji... (I, χ, ψ) to denote a generic
coupling calculated for a particular polarization and in-
tensity, the average is performed over a polarization dis-
tribution f (I, χ, ψ) according to
〈Ji...〉 =
∫
dV [2I cos (2χ)] f (I, χ, ψ) Ji... (I, χ, ψ)∫
dV [2I cos (2χ)] f (I, χ, ψ) (7)
with dV =
∫
dI
∫ pi/4
−pi/4 dχ
∫ pi
0 dψ the volume element of
the Poincaré sphere. In the following sections, we will
derive expressions for arbitrary polarization, Ji... (I, χ, ψ)
and then average using Eq. (7) with different polarization
distribution functions.
III. FLOQUET-HUBBARD MODEL
To illustrate the effect of different polarization proto-
cols, we examine the single-band Floquet-Hubbard model
with nearest-neighbor hopping on three different lattices.
While this model is certainly an oversimplification for
most materials, it is the simplest in which the combi-
nation of interactions and the Floquet potential lead to
non-trivial results and can illustrate effects that will ap-
ply much more generally. In this section, we introduce
the model, the basics of Floquet theory, and discuss the
full Floquet-Hubbard Hamiltonian for arbitrary light po-
larization.
A. Time-independent model
While the single band Hubbard model is familiar, we
use it to introduce our notation. We separate the Hamil-
tonian into a hopping term, V, with hopping parameter
t1 (as t is reserved for time), and an interaction term,
with Hubbard interaction U ,
H0 = V +Hint
V = −t1
∑
〈i,j〉
c†i cj − µ
∑
i
c†i ci
Hint = U
∑
i
ni↑ni↓ (8)
We consider nearest-neighbor hopping with the hopping
directions labeled, δl = (cosφl, sinφl). On the honey-
comb lattices,
δ1 =
(
1
2 ,
√
3
2
)
, δ2 = (1, 0) , δ3 =
(
1
2 ,−
√
3
2
)
, (9)
while on the triangular lattice we have six hoppings, ±δl,
and on the square lattice we have four (±δl), with
δ1 = (0, 1) , δ2 = (1, 0) . (10)
As we are interested in magnetic states, we shall restrict
ourselves to the half-filled Hubbard model, with µ ad-
justed to fix the filling for a given lattice.
B. Basics of Floquet theory
Now, we briefly review the basics of Floquet theory,
which allows us to handle time-periodic Hamiltonians.
We begin with the Schrödinger equation
i∂t |ψ (t)〉 = H(t) |ψ (t)〉 . (11)
5If a generic state of the time-independent problem is |ϕa〉,
the Floquet theorem states that the generic eigenstates
of the periodic Hamiltonian H(t) = H(t+ T ) are60
|ϕa (t)〉 = e−iEat
∑
n
eiΩnt |ϕna〉 , (12)
analogously to the Bloch theory for spatially periodic
Hamitonians61. Here, Ω = 2piT , and the effect of the time-
periodic potential is incorporated via the extra discrete
degree of freedom, n. We can insert these states into the
Schrödinger equation and average over a whole period, T
to find an equation for the states |ϕna〉 and quasi-energies
Ea,60,62–64
(Ea − Ωm) |ϕma 〉 =
∑
n
(
1
T
∫ T
0
dte−iΩmtH(t)eiΩnt |ϕna〉
)
.
(13)
Since H(t) is periodic in time, it admits the Fourier ex-
pansion H(t) =
∑
mHme
iΩmt, with coefficients
Hm =
1
T
∫ T
0
dte−imΩt
′
H(t′). (14)
By using Eq. (14), the now time-independent Schrödinger
equation for the states |ϕma 〉 reads
(Ea − Ωm) |ϕma 〉 =
∑
n
Hm−n |ϕna〉 . (15)
We can then work with this effective Hamiltonian just as
we would work with the original time-independent Hamil-
tonian. In the next subsection, we derive the components
Hm for the Hubbard model in an external potential.
C. Floquet Hamiltonian
In this work, we consider light normally incident on the
material, with the direction of polarization in the plane
of the lattice. We incorporate this field via a Peierls
substitution with the vector potential A(t), and obtain
the time-dependent hopping Hamiltonian,
V (t) = −t1
∑
〈i,j〉
exp
(
−i
∫ Rj
Ri
A (t) · dr
)
c†i cj
= −t1
∑
i,δi
exp (−iA (t) · δi) c†i ci+δi . (16)
The Floquet coefficients, Vm are found by integrating
(16) over a full cycle, where for simplicity we define θ =
Ωt,
Vm = −t1
∑
j
1
2pi
∫ 2pi
0
dθe−imθe−iδi·A(θ)c†i ci+δi
= −
∑
i
t
(m)
i,i+δic
†
i ci+δi , (17)
where t(m)i,i+δi are our new hopping terms between both
sites and Floquet sectors,
t
(m)
i,i+δi = t1
1
2pi
∫ 2pi
0
dθe−imθe−iδi·A(θ). (18)
Our Hilbert space now contains both the electronic Fock
space and the discrete set of Floquet sectors, giving the
full Hamiltonian,
H =
∑
m,n
Vn−m |m〉 〈n|+ IFock ⊗
∑
m
mΩ |m〉 〈m|+
+Hint ⊗ IFloquet (19)
It is instructive to represent this Hamiltonian as a matrix
in the Floquet space,
H =

. . . ...
V0 +Hint − Ω V1 V2
V−1 V0 +Hint V1
V−2 V−1 V0 +Hint + Ω
... . . .
 . (20)
Effectively, an infinite number of copies of the lattice is
created, each labeled by an integer m, as shown in Fig. 3.
The hoppings are now between different sites as well as
different Floquet sectors. Additionally, in a given Floquet
sectorm, the on-site repulsion is shifted by U → U+mΩ.
To calculate t(m)i,i+δi for arbitrary polarization, we use
that E = −∂A∂t . We can then simplify
δl ·A (θ) = Al sin (θ + βl) , (21)
where we define the direction dependent amplitude, Al
and phase, βl. We have,
Al = A0
√
I/I0
√
1 + cos 2χ cos [2 (ψ − φl)]. (22)
where we introduce the average fluence A0 = 1Ω
√
I0/2.
Notice that Al is symmetric with respect to χ = 0, the
case of linear polarization. The phase βl is defined by
cosβl =
√
2 sinχ sin (ψ − φl)√
1 + cos 2χ cos [2 (ψ − φl)]
, (23)
sin βl = −
√
2 cosχ cos (ψ − φl)√
1 + cos 2χ cos [2 (ψ − φl)]
. (24)
6Figure 3. Schematic representation of the Hubbard model
on the honeycomb lattice coupled to periodic light, following
from Eq. (20). The Floquet index m labels different copies
of the honeycomb lattice, and the hoppings are now between
nearest-neighbor sites and Floquet sectors (red dots). The
on-site repulsion of the m-th copy is changed to U +mΩ.
Note that βl → pi − βl as χ → −χ. It is useful to ex-
amine the simpler cases of circular and linear polariza-
tion. Circular polarization (χ = ∓pi/4) gives a direction-
independent Al = A0, with
βl = −pi2 ∓ (ψ − φl) (LCP/RCP) (25)
For linear polarization, χ = 0, and
Al = −
√
2A0 cos (ψ − φl) , βl = 0. (LP) (26)
We can now calculate t(m)i,i+δi analytically for arbitrary Al
and βl, finding
t
(m)
i,i+δi = t1
1
2pi
∫ 2pi
0
dθ˜eim(θ˜−βl) exp
(−iAl sin θ˜) ,
= t1e−imβlJm (Al) c†i ci+δi . (27)
We have used the change of variables, θ˜ = θ +
βl, and the Bessel function representation Jn (x) =
1
2pi
∫ pi
−pi e
i(nθ−x sin θ)dθ. The hoppings have acquired both
a directionally dependent amplitude, t1Jm (Al) and com-
plex phase e−imβl . These hoppings satisfy,
tm−ni+δl,i =
(
tn−mi,i+δl
)∗
, (28)
which reduces to the expected ti+δl,i = t∗i,i+δl if m = n.
The hopping can now be explicitly evaluated for linear
and circular polarization. For linear polarization,
t
(m)
i+δl,i = t1e
impiJm
(
−
√
2A0
√
I/I0 cos (ψ − φl)
)
(LP).
(29)
Here, we see that the overall phase is just ±1 and inde-
pendent of φl. As all hoppings are real, there are no chiral
fields generated. The amplitude depends on the orienta-
tion of the nearest-neighbor link, φl, which implies that
the nearest-neighbor hoppings are now anisotropic.
For circular polarization, the hopping is
t
(m)
i+δl,i = t1e
±im(ψ−φl)Jm
(
A0
√
I/I0
)
. (CP). (30)
As expected, the hopping amplitude t1
∣∣∣Jm (A0√I/I0)∣∣∣
is independent of direction, as the polarization does not
break lattice symmetries. However, the hopping is gener-
ically complex, with βl depending on ∓φl for RCP/LCP
showing how the light helicity is transferred to the Flo-
quet hoppings. As the hoppings are complex, the ef-
fective spin Hamiltonian generically breaks time-reversal
symmetry. Notice, however, that the phases depend on
the Floquet sector. As we show later, for the square lat-
tice, selection rules for the allowed values of m cause the
time-reversal breaking terms vanish.
IV. CALCULATING EXCHANGE COUPLINGS
Now that we have the modified hoppings, t(m)i+δl,i, we
can calculate the Floquet engineered exchange couplings.
In this section, we introduce the general calculation via
Brillouin-Wigner perturbation theory and discuss the
choice of materials, frequencies, and fluences to avoid
heating issues while maximizing the tunability of the
exchange couplings. Note that the formal derivation
of the perturbation structure is quite technical and is
thus left to Appendix A. The second-order calculation
for the interacting case has been extensively addressed
before, both using Brillouin-Wigner and Schrieffer-Wolff
approaches13,15,17,65–67. Fourth-order expressions for cir-
cularly polarized light on the kagomé lattice were derived
in Ref. 13.
A. Perturbation theory
In this subsection, we calculate the effective spin
Hamiltonians emerging from the half-filled Floquet-
Hubbard Hamiltonian for t1  U ∼ Ω. Here, we assume
that the frequency, Ω is comparable to the interaction, U ,
as this case allows resonances for U ∼ mΩ that maximize
the enhancement of the exchange couplings. In all calcu-
lations in this section, we keep the polarization arbitrary,
with any polarization averages performed later.
We can again decompose Eq. (19), into H = H0 + V,
where the kinetic term V is the perturbation to H0 in the
limit t1  U ∼ Ω,
7H0 = Hint +
∑
m
mΩ |m〉 〈m|
V =
∑
i,δl
∑
m,n
t
(m−n)
i+δl,i c
†
i,σci+δl,σ |n〉 〈m| . (31)
In order to find the effective spin models, we must sys-
tematically calculate higher order corrections in degener-
ate perturbation theory, for which we use the Brillouin-
Wigner approach68,69. For illustration purposes, we show
some of the steps for the second order perturbation the-
ory, leaving the details to Appendix A. The generic
second-order correction reads
H(2) = −
∑
m
(PVmQ) 1(U +mΩ) (QV−mP ) , (32)
Here, P and Q = 1−P are projectors into the ground and
excited state manifolds, acting on the time-independent
Hubbard model states, while Vm moves an electron from
the ground state to an excited state with energy differ-
ence U +mΩ. Generically, Q =
∑
kQkU encompasses all
the excited states with energy kU , due to k doubly occu-
pied sites, but only a single doubly occupied intermediate
state is involved to second order, QU .
We now must evaluate the operator product,
PVmQV−mP . Similar products also appear in fourth-
order calculations, so we evaluate the more general term
here, PV−m3QVm3−m2P . Note that for m3 = −m,
m2 = 0, the second order product is recovered. To eval-
uate this term explicitly, we consider only terms in V
that move electrons from site i to i+ δl, and rewrite the
projectors in terms of the spins, as usual70,71,
PV(i,i+δl)−m3 QV
(i+δl,i)
m3−m2P = −
(
t
(−m3)
i+δl,i t
(m3−m2)
i,i+δl
+t(−m3)i+δl,i t
(m3−m2)
i,i+δl
)
×
(
2Si · Sj − 12
)
.
(33)
This equation reduces to the well-known J1 = 4t
2
1
U when
all the Floquet indices m are taken to be zero. By using
the expression (27) for the hoppings, the phases cancel
and the exchange coupling becomes,
J
(δl)
1 = 4t21
∑
m
|Jm (Al)|2
(U +mΩ) . (34)
This result is similar to Ref. 13 on the kagome lattice for
circular polarization, as the lattice geometry and polar-
ization only enter J (δl)1 through Al. The further neigh-
bor couplings, chiral fields and ring exchange terms are
all more lattice/polarization dependent. The generic ex-
change couplings are isotropic, as the polarization direc-
tion breaks the lattice symmetry, and can be manipulated
to remove equilibrium anisotropy, as shown in Fig. 4.
Figure 4. The original anisotropy of the equilibrium cou-
pling constants, J1 may be removed or enhanced by Floquet
engineering with linearly polarized light. Here, the vertical
line indicates the electric field orientation. (a) If the lattice
is originally anisotropic, this anisotropy may be removed by
applying linearly polarized light with the polarization vector
perpendicular to the bond with J ′1 6= J1, and tuning the flu-
ence such that the modified J1 given by Eq. (34) is equal to
the original J ′1. As the polarization is perpendicular to the
J ′1 link, it is unaffected, and the nonequilibrium lattice will
have isotropic nearest-neighbor exchange couplings. (b) If the
lattice is originally isotropic and two-dimensional, it may be
tuned towards one-dimensionality again by applying linearly
polarized light to selectively enhance the couplings parallel to
the polarization.
The formal derivation of the fourth-order terms is
shown in Appendix A. In general, there are four con-
tributions to the perturbative Hamiltonian, as shown in
Fig. 5 for the square lattice. The fourth-order terms in-
volve four V operators, which implies that an electron
can, at most, hop to its third neighbor before coming
back to its original site. The spin of this electron can
change during the process, and that is the origin of the
effective spin Hamiltonian. H(4)a,b,c indicate the three dis-
tinct terms in the fourth-order perturbation theory [see
Eq. (A14) of Appendix A]. For simplicity, we package the
m’s together as, m ≡ (m1,m2,m3), and find the terms,
H(4)a =−
∑
m
PV−m3QUVm3−m2QUVm2−m1QUVm1P
(U +m3Ω) (U +m2Ω) (U +m1Ω)
−
∑
m
PV−m3QUVm3−m2Q2UVm2−m1QUVm1P
(U +m3Ω) (2U +m2Ω) (U +m1Ω)
(35)
H(4)b = −
∑
m(m2 6=0)
PV−m3QUVm3−m2PVm2−m1QUVm1P
(U +m3Ω) (m2Ω) (U +m1Ω)
,
(36)
H(4)c =
∑
m1,m2
PV−m2QUVm2PV−m1QUVm1P
(U +m2Ω)2 (U +m1Ω)
. (37)
8These comprise all corrections from fourth-order pertur-
bation theory. Notice that the string of operators in the
numerator of Eqs. (36) and (37) are identical, only dif-
fering by m’s. As each of these involves multiple sites,
the challenge is to evaluate the products of projectors,
which depend strongly upon the lattice geometry. There
are, however, four generic functions that recur in the spe-
cific lattice calculations. At this point, it is convenient
to define the dimensionless ratios, t˜ = t1/U , Ω˜ = Ω/U .
Figure 5. Schematic of fourth-order processes on the square
lattice. (1)-(4) represent the four electron hops. (a) and (b)
come from the first and second terms of (35). (b) leads to two
doubly occupied sites, with a 2U denominator. (c) represents
either (36) or (37), depending on the Floquet sectors involved.
Aijkl (m) = (−1)m2 t˜3
J−m3 (Ali)Jm3−m2
(
Alj
)Jm2−m1 (Alk)Jm1 (All)(
1 +m1Ω˜
) (
1 +m2Ω˜
) (
1 +m3Ω˜
) , (38)
Lijkl (m) = (−1)m1+m3 t˜3 cos2
(
m2
pi
2
) J−m3 (Ali)Jm3−m2 (Alj)Jm2−m1 (Alk)Jm1 (All)(
1 +m1Ω˜
) (
2 +m2Ω˜
) (
1 +m3Ω˜
) , (39)
Bij (m) = (−1)m1+m3 t˜3 cos2
(
m2
pi
2
) J−m3 (Ali)Jm3−m2 (Ali)Jm2−m1 (Alj)Jm1 (Alj)(
1 +m1Ω˜
) (
m2Ω˜
) (
1 +m3Ω˜
) , m2 6= 0, (40)
Gij (m) = t˜3δm2,0
[J 2m1 (Ali)J 2m3 (Alj)+ J 2m1 (Alj)J 2m3 (Ali)] 1(1 +m1Ω˜)2 (1 +m3Ω˜) . (41)
These functions do not include any projectors, as these
are converted to expressions involving the spins, like(
2Si · Sj − 12
)
; these are simply the relevant coefficients,
incorporating the renormalized hoppings as well as the
energy denominators. The indices i, j, k, l label the hop-
ping directions along the lattice. Aijkl and Lijkl come
from from the two terms of Eq. (35), while Bij comes
from (36) and Gij from (37). As any arbitrary polariza-
tion breaks lattice symmetry, these functions really do
depend on the sites involved and lead to anisotropic ex-
change couplings that depend on i, j, k, l. For circular
polarization, and after polarization averaging for the dif-
ferent kinds of unpolarized light, these will wash out.
An important check is that the exchange couplings so
derived match the time-independent (bare) case for A0 →
0, which forces m = 0, at which point the limit Ω → 0
can be safely taken. The expressions for J1, J2, J3 and
J in the absence of Floquet fields are shown for the
three lattices studied in this paper in Table I.
By looking at the fourth-order expressions one might
infer that, in higher orders in perturbation theory, the
generic denominators will be of the form nU + mΩ.
These would correspond to m photons exciting n pairs
of holons/doublons. Interference of different paths, how-
ever, restricts the resonances only to Ω/U = 1/m˜, with
m˜ integer. This is not obvious from the Brillouin-Wigner
approach used here, but it is evident in the Schrieffer-
Wolff formulation65,72, which should yield exactly the
same results as the Brillouin-Wigner approach for any
given order in perturbation theory.
9Figure 6. Fourth order corrections to J1 and J2 on the honey-
comb lattice involve processes like the one shown here, where
the electrons hop between different sites and Floquet sec-
tors. Here, for simplicity, we expand the inter-sector hoppings
t1Jm (A0) ∼ t1Am0 , which is true for A0  1. In the excited,
m = −1 sector, the Coulomb interaction is lowered to U −Ω.
Here we show a process in which the electron hops around the
m = −1 sector before returning to the original site. The full
calculation involves electrons hopping to arbitrary Floquet
sectors.
Honeycomb Square Triangular
J1 4 t
2
1
U
− 16 t41
U3 4
t21
U
− 24 t41
U3 4
t21
U
− 28 t41
U3
J2 4 t
4
1
U3 4
t41
U3 4
t41
U3
J3 - 4 t
4
1
U3 4
t41
U3
J – 80
t41
U3 80
t41
U3
Table I. Time-independent exchange couplings up to fourth
order for the lattices addressed. J1, J2 and J3 correspond to
nearest, second and third neighbor couplings on each lattice.
J is ring-exchange. There are no chiral fields here, as time-
reversal is preserved. Note that the factor of 80 in J may look
large, but comes from the use of spin matrices, which satisfy
S2i = 1/4. The plaquette term is quartic in spin operators,
while the other terms are quadratic.
B. Resonances, heating and connection to
experiments
In order to successfully Floquet engineer a material
into a new state of matter, it is essential that:
• There exists a transient, pre-thermalized Floquet
regime, in which not only are the exchange coupling
modified, but the system relaxes into the state fa-
vored by these new couplings, without heating the
system to temperatures high enough to wash out
the physics of interest. In our case, as the ma-
Figure 7. Cartoon of the two lowest Hubbard bands, and the
constraints they impose upon the frequency. We focus on Ω
in the range 1/2U to U , where Ω must simultaneously satisfy
two conditions: Ω < U − 2γt1 to avoid the excitation of pairs
of doublons and holons between the top of the lower Hubbard
band and the bottom of the top Hubbard band; and 2Ω >
U + 2γt1, which prevents a pair of photons exciting doublon-
holon pairs from the bottom of the lower band to the top of the
upper band. These requirements restrict Ω significantly. For
the triangular lattice, for instance, if t1/U > 112√5 ≈ 0.0372,
there is no Ω/U satisfying these requirements.
terials are insulating, heating can be substantially
avoided by avoiding exciting electrons between the
upper and lower Hubbard band.
• The new state must then be characterized dur-
ing the short time-scales of the Floquet pulse,
which rules out most conventional magnetic mea-
surements. Optical techniques are ideally compat-
ible with the pump-probe nature of Floquet ex-
periments. Discontinuities associated with phase
transitions should be observable in optical measure-
ments, and magnetic excitations can be followed73.
Spin liquids have neutral low energy spinon ex-
citations that couple only weakly to the exter-
nal gauge field, but gapless spin liquids have been
predicted to have power law behaviors in optical
conductivity74–76, and spin liquids, in general, may
have signatures in the magneto-optical Faraday or
Kerr effects77.
Deep in the Mott insulating regime, the hopping t˜ will
be negligible and the excited states of the material will
simply be a set of discrete levels separated by U , rep-
resenting k doubly occupied sites. Increasing t˜ allows
electrons to hop, changing which sites are empty/doubly
occupied (holons/doublons) and broadening the discrete
levels by some finite bandwidth, W = 2γt1, as shown
roughly in Fig. 7. In order to avoid heating, it must
not be possible to excite electrons between these discrete
levels, with any number of photons. We find the great-
est enhancements when the frequency is in the region
U/2 < Ω < U , in large part because the m-th Bessel
functions are involved in processes involving m photons
(or U/m resonances), which tend to decrease as m in-
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creases. Here, a single photon must not be able to ex-
cite a doublon-holon pair from the top of the lower Hub-
bard band to the bottom of the upper Hubbard band,
Ω < U −W . In addition, two photons must not be able
to excite a doublon-holon pair from the bottom of the
lower to the top of the upper band, 2Ω > U +W . These
two requirements combined,
Ω < U −W, 2Ω > U +W. (42)
are sufficient to ensure that no number of photons can
excite doublon-holon pairs across the gap, and thus avoid
heating. These requirements also enforce a maximum t˜ =
1/(6γ), beyond which there is no frequency between U/2
and U that will not induce heating, which quickly heats
the system to infinite temperatures. Frequencies between
other resonances, e.g., U/3 < Ω < U/2 are even more
restrictive. It is always possible to find Ω > U +2W that
does not heat the system, however, the enhancements of
the coupling constants here are typically quite small. As
such, we will restrict our t˜ < 1/(6γ), which implies
t˜max = 0.0589 (honeycomb) , (43)
t˜max = 0.0481 (square) , (44)
t˜max = 0.0372 (triangular) . (45)
For the lattices studied in this work, we take the ap-
proximation for γ from Ref. 66, γ = 2
√
z − 1, with z
the coordination number of each lattice, z = 3 for the
honeycomb lattice, z = 4 for the square lattice and
z = 6 for the triangular lattice. In Fig. 8, we show the
maximum initial (time-independent) values of J2/J1 and
J/J1 possible for each of the three lattices. Note that
this requirement likely rules out the organic triangular
lattice spin liquid candidates, which are generally close
to the metal-insulator transition78–80. The denominators
in the magnetic exchange couplings will be smallest when
Ω = U/2 + γt1, with the maximum enhancement occur-
ring for t˜ = t˜max and Ω˜ = 2/3.
Next, we consider the experimental feasibility of reach-
ing the appropriate frequencies and fluences. The fre-
quency should be ∼ 2/3U , on the order of the Mott gap,
which is typically in the range 1 − 10eV. The dimen-
sionless fluence required to maximize the enhancements
is typically of order one, as the renormalized hoppings
depend on Bessel functions that oscillate and decay for
larger arguments. The dimensionless fluence, in terms of
dimensionful quantities, reads
A0 =
a0eE
~Ω , (46)
where a0 is the lattice spacing, on the order of Angstroms.
The intensity, with full units, reads
Figure 8. J2/J1 and J/J1 versus t˜ for the time-independent
problem, based on Table I, and scaled by the critical values
for the triangular lattice, (J2/J1)c = .1 and (J/J1)c = .2.
Note that the triangular lattice critical values are by far the
lowest of the three lattices, and so it is clear that the time-
independent problem is far from the critical points. The
choice of t˜ in this range 0− 112√z−1 guarantees that the start-
ing point is sufficiently deep inside the Mott insulating phase
that heating can be avoided. J1 has different sub-leading
fourth-order corrections depending on the lattice, but these
contributions are not enough to change J1 substantially in
this range of t˜. J3 is also present and assumes the same value
as J2. Both J3 and J are absent on the honeycomb lattice
to fourth order.
I = c0
(
Ω~
ea0
)2
|A0|2 ,
≈ 2.6× 1017
(
Ω~ [eV ]
a0
[
Å
] )2 |A0|2W/m2 (47)
with 0 the vacuum permittivity. The field strength
eE available varies depending on the experiment, rang-
ing from (0.01− 1) eV/Å 7,81, leading to intensities of
I ≈ 1015 − 1017W/m2. This gives an order of magni-
tude estimation for A0 in the region between 0.01 and
1. Our optimal fluences are typically A0 ∼ 1 − 3, which
seems reasonable for current experimental set ups. How-
ever, keep in mind that relatively long pulse times might
be required to create unpolarized light, which reduces the
available fluence.
V. RESULTS FOR SPECIFIC LATTICES
We now are ready to examine how the exchange
couplings can be manipulated on three common two-
dimensional lattices, which we will approach in order of
difficulty, or number of nearest-neighbors: honeycomb
(z = 3), square (z = 4) and triangular (z = 6). The hon-
eycomb lattice only has two new terms arising at fourth
order: J2 and a chiral field, Jχ, while the chiral term van-
ishes on the square lattice, but third neighbor and ring
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Figure 9. Representation of the sites involved in the exchange
couplings to fourth-order on the honeycomb lattice. The sites
in the final expression are represented in red, while the other
sites are shown in blue. (a) J1 (b) J2 (c) Jχ.
exchange terms are added. The triangular lattice has all
four couplings, with two distinct, although proportional
chiral fields.
A. Honeycomb lattice
The honeycomb lattice is simplest not only because
z = 3, but also because there are no closed loops to
fourth order, and thus no ring exchange terms. Here, we
explore how J1, J2 and Jχ couplings are generated. Jχ
is strictly zero for unpolarized light and maximized for
fully circularly polarized light, while J2 is induced for all
types of light. Here, we explore how J2/J1 and Jχ/J1
can be tuned. We restrict ourselves to polarizations that
do not break lattice symmetries by considering circular
polarization, type I light that samples the whole Poincaré
sphere evenly, and all types of type II light (χ = ±χ0),
including type II Glauber (χ = 0).
Calculating the exchange couplings up to fourth or-
der involves hopping to a number of neighboring sites,
as shown in Fig. 9. The nearest-neighbor coupling, J1
between sites i, j involves four other neighboring sites,
while J2 involves only one intermediate site. As the cal-
culation is tedious, in Appendix B we derive the fourth
order terms on the honeycomb lattice, and give the com-
plete expressions in Appendix C, up to fourth order. The
calculations are straightforward, but involve a large num-
ber of paths that makes it more convenient to perform
the calculations in algebraic software.
For arbitrary polarization, the couplings will generi-
cally depend on the two or three sites involved, J (i,k)2
and J (i,j,k)χ . For concreteness, in what follows, we take
the sites i, j, k positioned according to Fig. 9. The hop-
pings connecting i and k are, therefore, along the direc-
tions δ1 and δ2, with other directions obtained similarly.
The general expressions for J2 and Jχ are shown in Eqs.
(C1) and (C2), for arbitrary polarization. The case of
circular polarization reproduces the J2 and J (honeycomb)χ
results from Ref. 13, as the geometry is identical for these
two couplings. J1, however, is different. The results sim-
plify if the angle χ is set to zero and ψ averaged over to
Figure 10. J2/J1 and Jχ/J1 as function of A0, for the max-
imum t˜ = 0.059 and Ω˜ = 2/3, and for both (a) circularly
polarized light and (b) type II Glauber light. These are cuts
from Figs. 11 and 12, respectively. The plots are stopped
at A0 = 2.5, as this point is where the J1 terms become
very small and fourth-order perturbation theory is insuffi-
cient. Note that the maximum J2/J1 is around .1, for cir-
cular polarization, while the type II Glauber light is much
less effective on the honeycomb lattice. Jχ can be fine-tuned
to zero, even for finite fluence, but the maximum |Jχ/J1| is
still ∼ .1, too small to induce a chiral spin liquid.
give the type II Glauber results,〈
J
(i,k)
2
〉
=
∑
m
−4 〈A2,1,2,1 (m)〉+ 8 〈B1,1,2,2 (m)〉+
+ 4 〈G2,1 (m)〉 , (48)
J (i,j,k)χ = 0. (49)
Here, J (i,j,k)χ vanishes as a consequence of β2 − β1 = 0
for linear polarization (see Eq. (26)), or more straight-
forwardly because linear polarization preserves time-
reversal symmetry. In Fig. 10, we show how these terms
vary as a function of fluence for different polarization
protocols, normalized by J1 in order to compare to the-
oretical values.
The expression for the fourth-order contribution to J1,
which we call δJ1 is unwieldy for arbitrary polarization,
but we can give the relatively simpler expressions for cir-
cular and linear polarizations in Appendix C. J1 has both
second and fourth order contributions, given by Eqs. (34)
and (C4). The fourth-order corrections are almost always
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Figure 11. The couplings (a) J1, (b) J2/J1 and (c) Jχ/J1
on a honeycomb lattice coupled to circularly polarized light.
These are shown as functions of t˜ and A0, with the frequency,
Ω˜ = 1/2 + 2
√
2t˜, close to the Ω˜ = 1/2 resonance. In (a), the
red line shows the curve J1 = 0. Perturbation theory breaks
down near this line, and in (b) and (c), we exclude |J1| < 0.01
(white regions). Both J2/J1 and Jχ/J1 may be significantly
enhanced, but not enough to drive the system out of the Néel
phase, at least not without J1 vanishing to destroy the Néel
order in a more trivial way.
significantly smaller than the second-order contributions,
given that we take t˜ to be small. However, there is a re-
gion where J1, as calculated in fourth order perturbation
theory, becomes vanishingly small and passes through
zero. This behavior is primarily due to the second or-
der contributions decreasing substantially; for sufficiently
small second and fourth order terms, when these terms
are comparable, the sixth order contributions must be
considered, and so we omit the region where J1 becomes
this small from our other plots. See Appendix D for more
details about the validity of the perturbation expansion.
As t˜ is a materials property that cannot easily be
tuned, we present our results as contour plots in Figs. 11
and 12 as a function of t˜ and the dimensionless flu-
ence A0. Here, we have chosen the frequency Ω˜ that
pushes the material as close to the Ω˜ = 1/2 resonance
as possible without problematic heating; this value is
Ω˜ = 1/2 + 2
√
2t˜. The line where J1 vanishes (up to
fourth order) is indicated in red, and a region around
that line is omitted from the plots of J2/J1 and Jχ/J1.
The honeycomb lattice is bipartite, and so it takes a
fairly substantial J2/J1 ∼ .2 to induce a transition from
the Néel state into either a spin liquid82,83 or, more likely
a plaquette valence bond solid phase via a deconfined
critical point84–86. There are a few potential materials
realizing the S = 1/2 honeycomb lattice87–90, but J2/J1
is typically quite small, around .0290. Here we will show
Figure 12. Exchange couplings on the honeycomb lattice, (a)
J1 (b) J2/J1, for type II Glauber unpolarized light. These
are shown as functions of t˜ and A0, with the frequency, Ω˜ =
1/2 + 2
√
2t˜, close to the Ω˜ = 1/2 resonance. In (a), the
red line shows the curve J1 = 0. Perturbation theory breaks
down near this line, and in (b), we exclude |J1| < 0.01 (white
regions).
that Floquet engineering the single-band Hubbard model
can theoretically give a maximum J2/J1 ∼ .1, about five
times larger than those found in materials, and six times
larger than the initial, time-independent values of our
model. Unfortunately, this value is only 50% of the crit-
ical J2/J1, but it is possible that a material with pre-
existing J2/J1 & .1 could be driven through the criti-
cal value via Floquet engineering. The honeycomb lat-
tice also hosts a potential chiral spin liquid, requiring up
to third neighbors, and Jχ/J1 ∼ .2591. The maximum
Jχ/J1 ∼ .04 possible here is too small to induce a transi-
tion, and so the chiral spin liquid is out of reach, as there
are no other sources of Jχ.
B. Square lattice
The square lattice is more complex than the honey-
comb, both due to a larger connectivity, z = 4 and the
possibility of circumscribing a square with four hops. As
such, in addition to J2 and Jχ, we must also consider
third neighbor couplings, J3 and ring exchange terms,
J. These may all be anisotropic for arbitrary polariza-
tions, and so the general form of the fourth order spin
Hamiltonian is,
Hspin =
∑
〈i,j〉
J
(i,j)
1 Si · Sj +
∑
〈〈i,k〉〉
J
(i,k)
2 Si · Sj
+
∑
4
J (i,j,k)χ Si · (Sj × Sk) +
∑
〈〈〈i,m〉〉〉
J
(i,m)
3 Si · Sm
+
∑

[
J
(i,j,k,l)
 P
(i,j,k,l)
 + J
(i,l,j,k)
 P
(i,l,j,k)

−J (i,k,j,l) P (i,k,j,l)
]
(50)
with P (i,j,k,l) the product of spins around a plaquette,
P
(i,j,k,l)
 = (Si · Sj) (Sk · Sl) . (51)
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Figure 13. Representation of the sites involved in fourth-order
exchange couplings on the square lattice. The sites involved
in the final expression are indicated in red while the others
are shown in blue (a) J1 (b) J2 (c) Jχ (d) J.
The notation of ij, ijk, and ijkl is given in Fig. 13, which
also represents the intermediate sites involved in gener-
ating the terms in this Hamiltonian. The Hamiltonian
simplifies greatly for polarization protocols that do not
break lattice symmetries, with J i,j1,2,3 losing all direction
dependence, and
J
(i,j,k,l)
 = J
(i,l,j,k)
 = J
(i,k,j,l)
 , (52)
making the ring exchange terms similarly isotropic.
The expressions for all of the exchange couplings, up to
fourth order, are derived similarly to those on the honey-
comb lattice, with the expressions given in Appendix C.
Most noticeably, the chiral coupling vanishes uniformly,
even for the case of circular polarization, as the term
is proportional to sin [m2 (β2 − β1)] = sin
(
m2
pi
2
)
, while
both L and B are proportional to cos2 (m2 pi2 ); hence this
term vanishes for all m2. The pi/2 angle between δ1 and
δ2 is ultimately responsible for the absence of chiral cou-
pling, and it would return if a next-nearest neighbor t2 or
lattice distortions were included. The fact that Jχ is zero
shows that breaking the time-reversal symmetry dynam-
ically is intrinsically distinct from coupling the system to
an external magnetic field, where the effects are not so
lattice dependent.
The nearest-neighbor coupling J1 behaves similarly to
the honeycomb lattice, where it is dominated by the
second order corrections almost everywhere, but can be
driven through zero to become negative. We again avoid
this region in reporting our results, as fourth order per-
turbation theory is insufficient here.
The square lattice is our first opportunity to examine
how different types of polarization can drive materials
through distinct regions of phase space. Here, we exam-
ine how J2/J1 and J/J1 can be tuned parametrically
as functions of A0, for the largest allowed t˜ = .0481 and
Ω˜ = 2/3 for different types of unpolarized light, as shown
in Fig. 14. This figure shows how the two couplings can
be enhanced over their bare, time-independent values by
Figure 14. Here, we show the region of J2/J1 and J/J1
phase space on the square lattice that can be accessed by dif-
ferent polarization protocols. The exchange couplings J/J1
and J2/J1 are normalized by their bare values and plotted
parametrically as a function of the fluence, A0 ∈ (0, 3). Dif-
ferent polarization protocols lead to different paths. Type II
Glauber light (red) samples all linearly polarized light equally
while type II LCP/RCP (green) samples only the poles of the
Poincaré sphere. The green curve is identical to circular polar-
ization. The black curve shows a different type II light, sam-
pling the rings χ0 = ±pi/8, parallel to the equator; all type
II light will be bounded by type II Glauber and LCP/RCP.
Type I light (blue) samples the Poincaré sphere evenly, and
is thus a superposition of all different type II light, explaining
why it lies within the same fan. Note that the sign of J can
be tuned by the protocol choice.
type I and several kinds of type II light, with different
χ0’s. Any type II light may be treated as a superposition
of states with different χ = ±χ0’s and will lie in between
the two extreme values of χ0 = 0: type II Glauber light,
and type II LCP/RCP light, χ0 = pi/4. Aside from the
chiral fields, alternating LCP/RCP gives the same re-
sults as pure circular polarization. The results for type
I light also lies within this fan, as it averages over all
χ0’s equally. This plot shows how large the enhance-
ment of J2/J1 really is, with factors of twenty within
easy reach, and negative values also possible. The ring
exchange term is harder to enhance, but the sign may be
changed, and enhancement factors of ±2 are possible for
various kinds of unpolarized light.
In Figs. 15 and 16, we show how all four couplings
are tuned as a function of the hopping, t˜ and fluence,
A0, with the frequency maximizing proximity to the Ω˜ =
1/2 resonance again chosen: Ω˜ = 1/2 + 2
√
3t˜. We show
results for both circular polarization (or LCP/RCP type
II light), in Fig. 15 and type II Glauber light in Fig. 16,
as these are the two extremes that bracket all other kinds
of polarized light.
The square lattice is also bipartite, with a stable Néel
phase that requires J2/J1 ∼ .492–94 or J/J1 ∼ −295
to destabilize. Despite the large enhancements, due to
the small initial values for allowed t˜’s these regions are
unfortunately out of reach for materials that do not al-
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0.08
0.06
0.03
0.03
0.20
0.12
0.06
0.06
0.07
0.06
0.13
0.20
Figure 15. Effective couplings on a square lattice, for circular
polarized light (a) J1 (b) J2/J1, (c) J3/J1, and (d) J/J1,
as functions of the dimensionless hopping, t˜ and fluence, A0.
The frequency is fixed at Ω˜ = 1/2 + 2
√
3t˜. To fourth order,
Jχ = 0.
0.05
0.019
0.10
Figure 16. Effective couplings on a square lattice for type II
Glauber light as function of t˜ and A0, with Ω˜ = 1/2 + 2
√
3t˜
(a) J1 (b) J2/J1 (c) J3/J1, and (d) J/J1.
ready have large J2’s due to other pathways, like next-
nearest-neighbor hoppings, t2. However, about 25% of
the critical J2/J1 can be supplied, so it may be possible
to tune materials already close to the transition across
the transition at J2/J1 = .4, into a quantum disordered
regime92–94.
Figure 17. Couplings J2/J1, J3/J1 and J/J1 on a square
lattice as function of A0 for fixed t˜ = 112√3 ≈ 0.048 and
Ω˜ = 2/3. (a) for circularly polarized light (b) for type II
unpolarized light. While typically the unpolarized light can
be used to eliminate the chiral terms, in this particular case,
the chiral couplings are always zero, a consequence of the ge-
ometry of the square lattice. The main distinguishable effect
of unpolarized light is to significantly increase the plaquette
term J/J1. Given the robustness of the Néel phase on the
square lattice, these enhancements are not enough to drive
the system to a phase transition.
C. Triangular lattice
Finally, we come to the triangular lattice, which is the
most complicated, but also the most promising. Here,
z = 6, leading to a large number of possible paths
and possible couplings. As the lattice is non-bipartite,
phase transitions and potential spin liquids are more
easily accessible. However, there is a trade-off, as the
holon/doublon bandwidth also grows with z, and thus
the triangular lattice has the lowest maximum t˜ = .0372.
This trade-off means that we end up with similar max-
imum enhancements of J2/J1 and other coupling con-
stants, but these enhancements are more effective due
to the intrinsic geometric frustration. The main results
on tuning magnetic exchange couplings on the triangular
lattice have already been presented in Ref. 31, but here
we give more details and can compare to the other two
lattices to get a more generic picture.
In this lattice, we find second and third neighbor ex-
changes, J2, J3, as well as ring exchange around a rhom-
bus, J, and two types of chiral fields. One of the chiral
fields, involving the isoceles triangle is the same as on
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Figure 18. Representation of the sites involved in fourth order
exchange couplings on the triangular lattice, with the sites
involved in the final expressions labeled in red. (a) J1 (b) J2
(c) J3 (d) Jaχ (e) Jbχ (f) J.
the honeycomb lattice, Jaχ, while the other develops on
the equilateral constituent triangles, Jbχ. To fourth or-
der, these two are related by Jbχ = −3Jaχ. The nearest
neighbor coupling J1 behaves similarly to the other two
lattices, where it vanishes for a line in the t˜ and A0 plane
that we avoid in our plots. All six effective exchanges in
Fig. 18. The expressions for the triangular couplings are
calculated in Appendix C in Eqs. (C6), (C7), (C8), and
(C9) for J2, J, J3 and Jaχ, respectively, with the nearest-
neighbor vectors of the triangular lattice [Eq. (9)]. J1
has second order terms from Eqs. (34) and fourth order
corrections in (C12) and (C14) for circular and linear
polarizations, respectively.
As in the honeycomb and square lattices, different
types of unpolarized light can drive the exchange cou-
plings through different regions of phase space, but
generic unpolarized light is always bracketed by the ex-
tremes of type II LCP/RCP, which is equivalent to cir-
cular polarization for non-chiral couplings, and type II
Glauber. As such, we show how all six couplings are
tuned by the dimensionless hopping, t˜ and fluence, A0 for
both circular, Fig. 19, and type II Glauber light, Fig. 20.
We again choose Ω˜ = 1/2 + 2
√
5t˜ to maximize the prox-
imity to the Ω˜ = 1/2 resonance while avoiding heating.
We see that the ratios J2,3/J1 can be massively enhanced
by factors of twenty and five, respectively.
There are three potential spin liquids on the S = 1/2
Heisenberg triangular lattice: a spinon Fermi surface
proposed for sufficiently large ring exchange, J/J1 ∼
.1896–98; a Dirac spin liquid accessible by tuning J2/J1 ∼
.152,99–103; and a chiral spin liquid accessible by either
strictly tuning Jχ/J1 ∼ 0.22 or J2/J1 ∼ 0.08 and
Jχ/J1 ∼ 0.03103. The spinon Fermi surface state is inac-
cessible via this kind of Floquet engineering that maxes
out J/J1 ∼ .06 for type II Glauber light; higher values
appear in the upper left corner of Fig. 20, but these are
associated with a ferromagnetic J1.
The Dirac spin liquid requires a moderate J2/J1 ∼ .1,
0.15
0.10
0.05
0.05
Figure 19. The exchange couplings on the triangular lattice
for circularly polarized light. The six distinct exchange cou-
plings, following the notation of Fig. 18 are: (a) J1 (b) J2/J1
(c) J3/J1 (d) J/J1 (e) Jaχ/J1 (f) Jbχ/J1. The frequency is
set to be Ω˜ = 1/2 + 2
√
5t˜. Generically, Jbχ = −3Jaχ .
0.04
0.08
0.12
0.16
0.004
0.004
0.008
Figure 20. The exchange couplings on the triangular lat-
tice for type II Glauber light as function of the dimension-
less hopping, t˜ and dimensionless fluence, A0, with frequency,
Ω˜ = 1/2 + 2
√
5t˜. (a) J1 (b) J2/J1 (c) J3/J1 (d) J/J1. The
chiral terms, of course, are absent for unpolarized light.
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for J3 = 0, with larger J3 pushing the spin liquid bound-
ary out to larger J283. Circularly polarized or, equiva-
lently, type II LCP/RCP, enhances J2/J1 the most, up to
∼ .04, while type II Glauber has about half the enhance-
ment. Some intermediate types of unpolarized light, in-
cluding type I, enhance J2/J1 almost as much.
Chiral fields induce a phase transition between the
Dirac and chiral spin liquids103 if J2/J1 ∼ .08 − .16,
with Jχ/J1 as low as .03. These numerical phase dia-
grams are calculating using only Jaχ, the chiral field for
a single plaquette. We will always also have Jbχ, which
is substantially larger than Jaχ. The net flux through
a single triangle is likely the relevant quantity, which is
J totχ = Jbχ + Jaχ = −2Jaχ. This quantity can be as large
as ∼ .03J1 for the same fluence that maximizes J2/J1,
which raises the possibility of examining this phase tran-
sition by tuning the polarization.
The Dirac and chiral spin liquids are not accessible
strictly within a single-band Hubbard model, as the ab-
solute value of J2/J1 is too small. However, these values
can be as large as ∼ 1/3 of the critical value and so a
material with preexisting J2 could potentially have J2
enhanced past the critical value. In this case, both spin
liquids would be accessible via unpolarized (Dirac) or cir-
cularly polarized (chiral) light. Most materials with suf-
ficiently low t˜ are actually mediated by superexchange,
and not a single band Hubbard model. Tuning the su-
perexchange should be qualitatively similar, but certainly
quantitatively different. In addition, note that theoret-
ical phase diagrams typically only involve two or three
couplings, while all couplings shown here are generically
present, which will change the phase boundaries.
VI. CONCLUSIONS
In this paper, we explored how periodic light with dif-
ferent polarization protocols can be used to drive mag-
netic materials through wide regions of phase space. We
examined the half-filled Hubbard model on the honey-
comb, square and triangular lattices to fourth order in
perturbation theory, where further neighbor couplings
are first generated, and found large enhancements over
the equilibrium exchange couplings. We restricted our-
selves to polarizations that preserve lattice symmetries,
and so considered a range of unpolarized light from type
II Glauber light, consisting of all linearly polarized light,
to type II LCP/RCP, alternating only left and right circu-
larly polarized light. These two types of unpolarized light
bound the “tunable” region of phase space accessible by
some non-symmetry breaking polarization protocol, with
type I light that samples all polarizations equally, lying
in-between the two extremes. Both quasi-monochromatic
type I and type II light are possible to generate experi-
mentally, and so we believe that polarization will prove
a key tool in the future to tune strongly correlated ma-
terials into interesting regimes out of equilibrium.
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Appendix A: Formal structure of the perturbation
theory
In this Appendix, we present the formal structure of
the perturbation theory. The main goal is to compute the
Floquet-Heisenberg exchange terms, up to fourth order
in t1. For that, we take the Brillouin-Wigner approach68,
as it provides a systematic way of calculating the pertur-
bation corrections. Another possibility is by Schrieffer-
Wolff transformation,65,72 and the results are equivalent
for each order. Some aspects shown here were treated
compactly in the Supplemental Material of Ref. 31. In
this Appendix, we give further details.
The first step is to define the states involved. The
Hilbert space is enlarged when the Floquet modes are
considered, to include a infinite number of copies, la-
beled bym. The identity operator in the enlarged Hilbert
space, after combining the Floquet and Fock spaces is
1 = 1Fock ⊗ 1Floquet ≡ P +Q, (A1)
Here, P and Q project onto the ground and excited state
manifolds of the Floquet-Fock Hilbert space. The reso-
lution of the identity operator in the Fock space 1Fock
consists similarly of the projectors P and Q while in the
Floquet space, the identity is obtained by summing over
all possible modes. The identities are, therefore,
1Fock = P +Q, 1Floquet =
∞∑
m=−∞
PF,m. (A2)
Manipulating the resolution of the identity, Eq. (A1), we
can separate the ground and excited state manifolds in
this enlarged Floquet-Hilbert space,
1 =
PF,0 + ∑
m 6=0
PF,m
⊗ (P +Q) ,
= PF,0P +
+∞∑
m=−∞
PF,mQ+
∑
m6=0
PF,mP, (A3)
≡ P +Q (A4)
The total ground state projector P has been identified
as the tensor product of the Fock and Floquet ground
state manifolds, P = P ⊗ PF,0, while the projector onto
excited manifolds is
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Q =
+∞∑
m=−∞
PF,mQ+
∑
m6=0
PF,mP. (A5)
The novel effects in the Floquet perturbation theory
comes from the first term of Q, which projects onto the
fermionic ground state manifold when the system is ex-
cited (m 6= 0) in Floquet space. From the collection of
excited states, it is convenient to define the so-called re-
solvent operator, which takes into account the excited
states and energy denominators. Given the two terms of
Q, we define the resolvent R = R1 +R2,
R1 =
∑
m PF,mQ
E0 −H0 , (A6)
R2 =
∑
m6=0 PF,mP
E0 −H0 . (A7)
E0 is the ground state energy of H0, the time-
independent interacting Hamiltonian, with t1 = 0. E0
is zero at half-filling. The definition of R generically as-
sumes that the non-perturbed Hamiltonian H0 can be
exactly solved, and its energies and eigenstates can be
used as the building block of the perturbation theory, by
the procedure we show next.
This information is used to construct the wave operator
W, recursively defined by 68
W = P +R (VW −WVW) . (A8)
The low-energy spin Hamiltonian follows from W,
H
(mΩ/U)
spin = PH0P + PVW = PVW, (A9)
where we use that the projection of H0 onto the ground
state is zero. The equation for the wave operator is solved
recursively in powers of the perturbation potential V.
The order of the expansion in W controls the order of
the effective Hamiltonian. Notice that Eq. (A9) has an
extra factor of V and, therefore, the contributions of or-
der i in H(Ω/U)spin comes from W(i−1). The zeroth order
term from Eq. (A8) to W is68 W(0) = P = 0, since P
projects onto the Fock ground state with one electron per
site while V necessarily creates empty and doubly occu-
pied states. By similar arguments, one can show that all
terms with an even number off V insertions in W will
also vanish. The first and third order contributions toW
are68,
W(1) = RVP, (A10)
W(3) = RVRVRVP −R2VPVRVP. (A11)
W(1) and W(3) lead to the effective Hamiltonian [see
Eq. (A9)]
H(2) = PVRVP, (A12)
H(4) = PVRVRVRVP − (PVR2VP)H(2). (A13)
The perturbation, V, (31) when projected onto Floquet
spaces yields PF,m1VPF,m2 = Vm1−m2 .
The second-order couplings H(2) are computed from
R and noticing, from Eq. (A7), that R2VP = 0 since
PVP = 0. By inserting the resolvent R1 explicitly into
Eq. (A12), we arrive at Eq. (32). Notice that R2 does
not lead to finite contributions at this particular order.
The contributions in third-order perturbation theory
sum to zero for any fixed polarization. This is a gener-
alization of the circularly polarized light case studied in
Ref 13.
Now we turn to the fourth order corrections. From the
resolvent R and Eq. (A13), we find two possible inter-
mediate steps, with either R1 or R2. By splitting the
contributions, we get
H(4) = PVR1VR1VR1VP + PVR1VR2VR1VP+
− (PVR21VP)H(2). (A14)
The Hilbert space of the problem is again mapped back
to the Fock space of the fermions. By writing P and Q
explicitly, we arrive at Eqs. (35), (36), and (37) of the
main text.
Appendix B: Fourth-order results of the Floquet-Hubbard perturbation theory on the honeycomb lattice
The goal in this Appendix is to give further details and some intuition for how to evaluate the fourth-order corrections
given in Eqs. (35), (36) and (37). Following the notation of the main text,we call J (a,b,c) a generic exchange coupling
coming from Ha,b,c. We will restrict ourselves to 3-site problems, which are enough to calculate the corrections of
J2 and Jaχ on the honeycomb lattice. More sites lead to disconnected terms, which cancel out after the sum over all
sites68. For other lattices, it is necessary to consider four or more sites, making the calculations lengthy. For those,
we implemented of Eqs. (35), (36) and (37) in Mathematica.
To simplify the notation, we label the three sites as 1, 2, and 3. Our strategy is to write the correction for generic
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hoppings and then insert the expression for t(m)i,j . We will start from Eqs. (36) and (37). These fourth order terms
that be computed using the product of the strings calculated in second order, Eq. (33).
We start from PV−m3QVm3−m2PVm2−m1QVm1P , present in H(4)b , Eq. (36). As we show next, the only effect is
to change the nearest-neighbor exchanges. By inserting, for instance, indices 1 and 2 in both V terms, and using
Eq. (33), we find
PV(1,2)−m3QUV
(1,2)
m3−m2PV
(1,2)
m2−m1QUV(1,2)m1 P =
(
t
(−m3)
1,2 t
(m3−m2)
2,1 + t
(−m3)
2,1 t
(m3−m2)
1,2
)
×
×
(
t
(m2−m1)
1,2 t
(m1)
2,1 + t
(m2−m1)
2,1 t
(m1)
1,2
)(
2S1 · S2 − 12
)2
. (B1)
Using the identity for spin 1/2, (Sa · Sb)2 = − 12Sa · Sb + 316 , this term gives, besides a constant, a nearest-neighbor
J1 exchange between sites 1 and 2
J
(b)
1 = −2
(
t
(−m3)
1,2 t
(m3−m2)
2,1 + t
(−m3)
2,1 t
(m3−m2)
1,2
)(
t
(m2−m1)
1,2 t
(m1)
2,1 + t
(m2−m1)
2,1 t
(m1)
1,2
)
. (B2)
Going now to the case where the first hoppings are from sites 1 to 2, while the second ones are from 2 to 3, we obtain,
again using Eq. (33),
[
PV(1,2)−m3QUV
(1,2)
m3−m2P
] [
PV(2,3)m2−m1QUV(2,3)m1 P
]
=
(
t
(−m3)
1,2 t
(m3−m2)
2,1 + t
(−m3)
2,1 t
(m3−m2)
1,2
)(
2S1 · S2 − 12
)
×
×
(
t
(m2−m1)
3,2 t
(m1)
3,2 + t
(m2−m1)
3,2 t
(m1)
2,3
)(
2S2 · S3 − 12
)
. (B3)
Chiral term and next-nearest-neighbor exchanges are generated from this term, which can be seen by using the identity
(Sa · Sb) (Sb · Sc) = − i2Sa · (Sb × Sc) +
1
4Sa · Sc. (B4)
The complete effective couplings are found by summing the contribution coming from changing (1 3) in Eq. (B3),
J (b)χ = −2i
[(
t
(−m3)
1,2 t
(m3−m2)
2,1 + t
(−m3)
2,1 t
(m3−m2)
1,2
)(
t
(m2−m1)
3,2 t
(m1)
3,2 + t
(m2−m1)
3,2 t
(m1)
2,3
)
− (1 3)
]
, (B5)
J
(b)
2 =
(
t
(−m3)
1,2 t
(m3−m2)
2,1 + t
(−m3)
2,1 t
(m3−m2)
1,2
)(
t
(m2−m1)
3,2 t
(m1)
3,2 + t
(m2−m1)
3,2 t
(m1)
2,3
)
+ (1 3) , (B6)
J
(b)
1 = −J (b)2 . (B7)
Notice the relative minus sign in the expression for Jχ coming from changing the spin operators S1 · (S2 × S3) =
−S3 · (S2 × S1). If the hoppings are real, this minus sign guarantees that the chiral term vanishes. More generically,
a constant overall phase also makes this term zero. As argued in the main text, this is why the chiral terms are absent
for linear polarization, as expected by symmetry.
The expressions derived so far are generic, and we now use the explicit form of the hoppings. Following the notation
of the main text, we will use reduced variables Ω˜ = ΩU and t˜ =
t1
U and set the overall scale t1 = 1. From Eqs. (B5),
(B6) and (B7), the couplings become
J (b)χ = 16B (m) sin [m2 (β1 − β2)] , (B8)
J
(b)
2 = 8B (m) cos [m2 (β1 − β2)] , (B9)
J
(b)
1 = −J (b)2 , (B10)
with B (m) defined in Eq. (40).
The terms of H(4)c , Eq. (37), follow from the above equations by setting m2 = 0 in the numerator. After summing
over m1 and m3, the chiral coupling vanishes, while nearest-neighbor and next-nearest-neighbor contributions are
J
(a)
2 = −4G (m) , (B11)
J
(a)
1 = −J (c)1 , (B12)
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path (i, j)→ (k, l)→ (m,n)→ (o, p) α β γ
(1, 2)→ (2, 3)→ (3, 2)→ (2, 1) -2 0 0
(2, 1)→ (3, 2)→ (2, 3)→ (1, 2) -2 0 0
(1, 2)→ (2, 3)→ (2, 1)→ (3, 2) -1 1 −2i
(2, 1)→ (3, 2)→ (1, 2)→ (2, 3) -1 1 −2i
(2, 3)→ (1, 2)→ (3, 2)→ (2, 1) -1 1 2i
(3, 2)→ (2, 1)→ (2, 3)→ (1, 2) -1 1 2i
Table II. Fourth-order contributions of Eq. (35) coming from different paths, using the notation of Eq. (B13). The α, β and γ
columns are the pre-factors defined in Eq. (B14).
with G (m) defined in Eq. (41).
Finally, we calculate the the contributions from Eq. (35). These are purely fourth-order terms that cannot be
written by squaring second-order ones, as done in the previous calculations of this Appendix. Including the site index,
a generic string S to be calculated is
S (i, . . . , p) = PV(i,j)−m3QV
(k,l)
m3−m2QV
(m,n)
m2−m1QV(o,p)m1 P (B13)
Once the path has been chosen, the hoppings that are being multiplied are completely specified. The remaining task
is to decompose the final operator in terms of nearest-neighbor next-nearest-neighbor and chiral spin terms. This
procedure is straightforward and can be easily implemented in symbolic softwares, such as Mathematica. Generically,
Eq. (A13) yields
S (i, . . . , p) = t(−m3)i,j t(m3−m2)k,l t(m2−m1)m,n t(m1)o,p [αS1 · S2 + βS1 · S3 + γS1 · (S2 × S3)] (B14)
We list all the non-vanishing contributions in Table II. To be more concrete, as an example, the third row of Table II
leads to
S (1, 2, 2, 3, 2, 1, 3, 2) = t(−m3)1,2 t(m3−m2)2,3 t(m2−m1)2,1 t(m1)3,2 [−1S1 · S2 + S1 · S3 − 2iS1 · (S2 × S3)] (B15)
Collecting the contributions listed in Table II, we get
J (a)χ = −2i
[
t
(−m3)
1,2 t
(m3−m2)
2,3 t
(m2−m1)
2,1 t
(m1)
3,2 + t
(−m3)
2,1 t
(m3−m2)
3,2 t
(m2−m1)
1,2 t
(m1)
2,3 − (1 3)
]
, (B16)
J
(a)
2 = t
(−m3)
1,2 t
(m3−m2)
2,3 t
(m2−m1)
2,1 t
(m1)
3,2 + t
(−m3)
2,1 t
(m3−m2)
3,2 t
(m2−m1)
1,2 t
(m1)
2,3 + (1 3) , (B17)
J
(a)
1 = −J (a)2 − 2
(
t
(−m3)
1,2 t
(m3−m2)
2,3 t
(m2−m1)
3,2 t
(m1)
2,1 + (1 3)
)
. (B18)
We now use the explicit form of the hoppings. Already anticipating the sums over m1,m2,m3 and the symmetry
of the m1 and m3 indices under summation (see Eq. (35)), we change m1  m3 in the last terms. Also restoring the
minus sign of Eq. (35), we find
J (a)χ = −8A (m) sin [(m1 −m2 +m3) (β1 − β2)] , (B19)
J
(a)
2 = −4A (m) cos [(m1 −m2 +m3) (β1 − β2)] , (B20)
J
(a)
1 = −J (a)2 + 4A (m) cos [(m1 −m3) (β1 − β2)] . (B21)
with A (m) defined in Eq. (38). By combining all the contributions coming to J2 and Jχ, we arrive at the Eqs. (C1)
and (C2) of the main text.
Appendix C: Expressions for fourth-order couplings
In this Appendix, we list the expressions for the magnetic exchange couplings calculated up to fourth order in
perturbation theory, for the three lattices studied in this work. Following the same order as in the main text, we start
with the honeycomb lattice, then the square and finally the triangular lattice.
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1. Honeycomb lattice
We start by showing the expressions for the honeycomb lattice. For arbitrary polarization of light, we find the
following fourth-order contributions to J2 and Jχ on the honeycomb lattice
J
(i,k)
2 =
∑
m
−4A2,1,2,1 (m) cos [(m1 −m2 +m3) (β2 − β1)] + 8B1,1,2,2 (m) cos [m2 (β2 − β1)] + 4G2,1 (m) , (C1)
J (i,j,k)χ =
∑
m
−8A2,1,2,1 (m) sin [(m1 −m2 +m3) (β2 − β1)]− 16B1,1,2,2 (m) sin [m2 (β2 − β1)] . (C2)
Now, the corrections for the nearest-neighbor coupling J1. We will show the expressions for linear and circular
polarizations, as the expressions for arbitrary polarization become quite lengthy and were treated in Mathematica.
For circular polarization, defining
f
(CP )7 (m) = cos
[
1
3pi (m1 −m3)
]
+ (−1)m1+m3 cos
[
2
3pi (m1 −m3)
]
+ cos
[
1
3pi (m1 −m2 +m3)
]
+
+(−1)m1+m2+m3 cos
[
2
3pi (m1 −m2 +m3)
]
, (C3)
we find
δJ
(4)
1 = 8f
(CP )7 (m)A (m) + 16
[
cos
(pim2
3
)
+ cos
(
2pim2
3
)
+ 1
]
B (m)− 24G (m) . (CP) (C4)
The fourth-order corrections (C4) are added to the second order terms from Eq. (34) to yield the complete expression
for J1. As for linear polarization, the correction of a bond along the δ1 direction is
δJ
(4)
1 = 8
[A1,2,2,1 +A2,1,2,1 + (−1)m1+m3A1,2,2,1 + (−1)m1+m2+m3A1,3,3,1]+
+ 16 (B1,2 + B1,1 + B3,1)− 8 (G2,1 + G1,1 + G3,1) . (LP) (C5)
Here, each of these functions depends on φl for different intermediate links, as indicated in Eq. (35) etc. The correction
of bonds along other directions are found by permutation of the indices of A, B and G.
2. Square lattice
The square lattice has more couplings than the honeycomb case. The reader is invited to revisit Fig. 13 of the main
text for the definition of the couplings. The next-nearest-neighbor coupling J2 [Fig. 13(b)] is
J
(i,k)
2 =
∑
m
−8
{
A1,2,2,1 (m) cos2
[
(m1 +m3)
pi
2
]
cos [(β2 − β1) (m1 −m3)] +A1,2,1,2 (m) cos2
[
(m1 +m2 +m3)
pi
2
]
×
× cos [(m1 −m2 +m3) (β2 − β1)]}+ 8L2,2,1,1 (m) cos [m2 (β2 − β1)]− 16B2,1 (m) cos [(β2 − β1)m2] + 8G2,1 (m) ,
(C6)
while the plaquette terms [Fig. 13(e)] are
J
(i,j,k,l)
 =
∑
m
32
{
A1,2,2,1 (m) cos2
[
(m1 +m3)
pi
2
]
cos [(β2 − β1) (m1 −m3)] +A1,2,1,2 (m) cos2
[
(m1 +m2 +m3)
pi
2
]
×
× cos [(m1 −m2 +m3) (β2 − β1)]}+ 32 cos [m2 (β2 − β1)]L2,2,1,1 (m) . (C7)
The J3 coupling [Fig. 13(c)] is
J
(i,l,m)
3 =
∑
m
−4A2,2,2,2 (m) + 8B2,2 (m) + 4G2,2 (m) . (C8)
21
The expressions for J2, J3 and J here are the same for both the triangular and square lattices, as the hoppings are
topologically identical, as seen by comparing Figs. 13(b,c,e) and 18(b,c,f). Only J3 will actually be identical though,
as it involves only straight line hopping in both cases, while the J2 and J expressions will differ due to the bond
angle differences.
The chiral term reads [Fig. 13(d)]
Ja(i,j,k)χ =
∑
m
16 [L2,2,1,1 (m) + B2,1 (m)] sin [m2 (β2 − β1)] . (C9)
This term of course vanishes on the square lattice as the βi are right angles.
As for the fourth-order correction to J1 on the square lattice (Fig. 13(a)), we again show only the cases of circularly
and linearly polarized light. For circularly polarized light,
δJ
(4)
1 =16A (m)
{
1 + cos2
[
(m1 +m2 +m3)
pi
2
]
cos
[
(m1 −m2 +m3) pi2
]
+ cos
[
(m1 −m3) pi2
]
cos2
[
(m1 +m3)
pi
2
]}
−
− 16L (m) + 64B (m) cos2
(pim2
4
)
− 32G (m) , (CP, square) (C10)
while for linearly polarized light, assuming a vertical bond (along the δ1 direction), the correction is
δJ
(4)
1 =
∑
m
16
(
cos2
[
(m1 +m3)
pi
2
]
A1,2,1,2 + cos2
[
(m1 +m2 +m3)
pi
2
]
A2,1,1,2 +A1,1,1,1
)
−
− 16L1,1,2,2 + 32 (B1,2 + B1,1)− 16 (G1,2 + G2,1) . (LP, square) (C11)
Again, the φl dependence is hidden in the Al dependences of the functions. As a sanity check, it is easy to verify that
in the time-independent, A0 → 0 limit, δJ (4)1 → −24t41/U3.
3. Triangular lattice
For the notation of this Subsection, we refer to Fig. 18. The results for J (i,k)2 , J
(i,j,k,l)
 , J
(i,l,m)
3 , and J
a(i,l,m)
χ follow
the identical expressions as listed for the square lattice, with the important difference that the angles β1 and β2 take
different values in each lattice (see Eqs. (23) and (24) for the definition of βl). The chiral term Jaχ is given already in
Eq. (C9), and Jbχ = −3Jaχ
The only truly different forms come with the fourth-order corrections for J1, as different numbers of intermediate
sites are involved for different lattices. For circular polarization, δJ (4)1 is
δJ
(4)
1 =
∑
m
8A (m) f (CP )4 (m)− 8L (m)
[
cos
(pim2
3
)
+ 2 cos
(
2pim2
3
)]
− 16B (m)
[
cos
(pim2
3
)
+ 2 cos
(
2pim2
3
)
+ 2
]
− 40G (m) , (CP, triangular) (C12)
with f (CP )4 (m) defined as
f
(CP )
4 (m) = 2 + cos
2
[
(m1 +m3)
pi
2
](
cos
[
1
3pi (m1 −m3)
]
+ 2 cos
[
2
3pi (m1 −m3)
])
+ cos2
[
(m1 +m2 +m3)
pi
2
](
cos
[
1
3pi (m1 −m2 +m3)
]
+ 2 cos
[
2
3pi (m1 −m2 +m3)
])
. (C13)
The fourth-order correction δJ (4)1 to a bond along the δ3 direction for a system coupled to linearly polarized light
is
δJ
(4)
1 =
∑
m
8
{
cos2
[
(m1 +m2 +m3)
pi
2
]
+ cos2
[
(m1 +m3)
pi
2
]}
(A3,2,3,2 +A2,3,3,2 +A3,1,3,1 +A1,3,3,1)
− 8 cos2
[
(m1 +m3)
pi
2
]
(A1,2,1,2 +A2,1,1,2) 16A2,2,2,2 − 8 (L2,2,3,3 + L3,3,2,2 − L2,2,1,1)
− 16 [2 (B3,2 + B2,3) + 2B3,3 − B1,2]− 8 (2G3,2 + 2G2,3 + 2G3,3 − G1,2) , (LP, triangular) (C14)
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Notice that δJ (4)1 → −28t41/U3 as A0 → 0. Again, corrections in other directions are calculating by a proper change
of sub-indices.
Figure 21. The fraction of the two contributions for J1, in
second (green) and fourth order (purple) perturbation theory
on a triangular lattice for type II χ0 = ±7pi/32 light, with
t˜ = 0.037 and Ω = 2/3. The corrections coming from fourth
order change J1 only by a small fraction in most regions.
Close to A0 = 2.8, J1 vanishes up to fourth order and become
negative for larger values of A0 (light orange region).
Appendix D: Comparing the second and fourth
order contributions to J1
For most of the regimes we are interested in, the
nearest-neighbor coupling, J1 is dominated by the sec-
ond order contributions, indicating that the perturbation
expansion is likely sound. However, these second order
terms can actually drive J1 negative, and near where J1
crosses zero, higher order terms in perturbation theory
are likely required, at least for J1. In this Appendix, we
show that, except extremely close to the zero crossing,
the second order terms are much larger than the fourth
order terms and the perturbation expansion reasonable.
We write
J1 = J (2)1 + J
(4)
1 (D1)
and plot the results for the triangular lattice in Fig. 21.
We show the fraction of the two contributions to J1,∣∣∣J (2)1 ∣∣∣ / |J1| and ∣∣∣J (4)1 ∣∣∣ / |J1|. We keep the maximum flu-
ence A0 in the region such that the second-order term
yields a substantial fraction, in this case, more than 80%
of the total contribution, justifying the perturbative ex-
pansion. This region is contained within the |J1| < .01
region excluded from our plots.
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