INTRODUCTION
The press ures of marketplace are increasingly resulting in a shift in emphasis from such concepts as Scheduled Replacement to notions that include Retirement for Cause (RFC). The shift has resulted in enormous demands placed on the performance levels of NDE algorithms and systems. The need for detection of flaws in the incipient stages of growth and the regularity with which inspections need to be carried have contributed to interest in systems that off er high levels of accuracy and throughput. Pattern recognition algorithms playa key role in NDE systems and improvements in classification schemes are an area of active research. This paper presents an approach for addressing classification of ultrasonic signals obtained during the inspection of nuclear power plant tubing. The signals are analyzed for detection of intergranular stress corrosion cracking (IGSCC). However the similarity of the IGSCC signals to reflectors from other benign sources such as rootwelds and counterbores renders the identification of crack signals difficult. In addition variations in the location of cracks are manifested as temporal shifts or delays in the signal. The classification scheme is therefore required to be insensitive to temporal shifts.
The overall approach proposed in this paper is shown in figure 1. The raw signal is first preprocessed to reduce the dimensionality of signal. The preprocessing algorithm also extracts features which are invariant under temporal shifts in the signals, which renders the classification result independent of the location of the defect. The preprocessed signal is input to a Time Delay Neural Network for classification. The postprocessing enhances the performance of the network by resolving ambiguous classification. The major modules in figure 1 are described in detail and the results of implementing the algorithm are also presented. 
PREPROCESSING
The function of the preprocessor are three fold namely, filtering, data compression, and to achieve invariance under temporal shifts. A variety of methods capable of accomplishing one or more of the objectives were evaluated. These methods include the use of Discrete Fourier Transform, Discrete Cosine Transform, Coarse Coding and Discrete Wavelet Transform. The fundamental equations describing the various preprocessing schemes are described below.
Discrete Fourier Transform
Spectral coefficients are the Fourier series expansion coefficients of a signal. The discrete fourier transform (DFT) of a sequence { x[n] } n= 0,1,2, .. N-1 is expressed as where no is the number of time units by which the signal is shifted.
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(1) (2) U sing the properties of Fourier Transfonn we have the relation
The DFT of a sequence shifted in time is the same as the DFT of the unshifted sequence, times a phase factor. The magnitude ofthe X[k] and Y[k] are the same indicating that the magnitude of the spectral coefficients are independent of temporal shifts in the signal. This property makes it a suitable choice for characterizing ultrasonic signals.
The DFT of dimension N can be implemented by a fast algorithm in O(NlogN) operations [1]. This technique was applied to ultrasonic sampIes. To test the effectiveness of the technique, the neural network was first trained using the first 40 coefficients. The network was also trained using the first 30 coefficients.
Discrete Cosine Transform
The DCT ofa sequence {x[n]} n=0,1,2, .. N-1 is given as The advantage of trus method lies in the availability of many fast and effieient eomputational teehniques for eomputing the real valued DCT eoefficients. The DCT ean be implemented in O(NlogN) operations via a Npoint FFT. The DCT provides exeeIlent energy compaetion for highly correlated data [2] . However, the DCT coefficients are not time invariant. The neural network was trained using the first 30 as weIl as the first 40 coefficients as input. This was done to identify the diseriminatory infonnation present in the transformed signal.
Coarse Codin~
Trus method utilizes the envelop of the time domain signal. The ultrasonic signal is divided into non-overlapping segments and an input neuron is assigned to eaeh zone or segment [3] . The motivation behind coarse eoding is to understand how effeetively a feature ean be eneoded as a function of non-overlapping zones. The zones chosen should be fairly large to provide a translation invariant representation and at the same time be small enough to accurately pinpoint loeation of the feature.
The ultrasonic signal was split into 8,16 and 32 non-overlapping segments and the integral of the signal spanning each segment was presented as input to the neuron.
Discrete Wavelet Transform
The Discrete Wavelet Transform permits multi-resolution analysis which is better suited for analysis of transient signals. It provides good time resolution at high frequencies and good frequency resolution at low frequencies [4] . This is in contrast to the Short Time Fourier Transform which provides good time resolution or good frequency resolution, but not both. The DWT uses basis functions called wavelets, which is defined as scaled (i.e. stretched or compressed) version of the same prototype h(t) i.e. = where ais the scale factor. The constant 1/va is used for energy normalization.The wavelet transform can be represented as The wavelet transform can be discretized [5] by sampling the scale parameter a and the shift parameter b accordingly to the following equations.
Let a = a 0 m and b = nao mbo , where m,n are integers then, the discrete wavelet transform can be represented as
A wavelet orthonormal basis corresponds to a discrete wavelet transform for ao = 2 and bo = 1 in which case the discrete wavelet transform reduces to
An example of a wavelet is the mexican hat function [6] given as
The wavelet transform for ultrasonic signals were computed using the mexican hat wavelet for values of 1,2,4,8,16 and 32 as the scale parameter. The wavelet transforms were normalized and then presented as input to the neural network.
NEURAL NETWORKS
The features extracted using the methods described above were then input to a time delay neural network (TDNN). The TDNN [7] closely resembles the multi-layer perceptron with the added advantage of being insensitive to temporal shifts in the input signal. This is an important property, particularly since flaw classification is to be performed independent of the location of the defect in the test object.
In the multi-layer perceptron (MLP), the basic unit used computes the weighted sum of its inputs and then passes this sum through the sigmoidal function. In case of the TDNN, the basic unit is modified by Figure 2 . TDNN architecture [8] introducing delays Do through DK as shown as in figure 2 , where Do represents the undelayed signal and Di, i = 1,2 .. K represent a delay of i time units. The J inputs of such a unit are multiplied by a set of weights for each delayed version.The TDNN therefore has the ability to correlate the features in the input and their temporal relationship. The TDNN is trained using back-propagation [9] algorithm with the added constraint that the weights to all the time-shifted version remain the same. At the end of each iteration, where the weights are updated, every weight in an equivalence class is set to the average of the weights in that class. This enables the network to extract position independent features from the input signal. The simulations were conducted with the TDNN having three delays between the input layer and the hidden layer.
The output assignments for the three diflferent classes are given as:
100
In order to enhance the performance of the algorithm the misclassified signals were further analyzed. The analysis showed two types of classification errors which can be explained as follows.
One type of misclassification involved incorrect classification where a signal due to a crack was classified as ( 010 ), namely a counterbore.ln the second type of misclassification the network gives an invalid output such as ( 011 ) or ( 000). These signals were labelled as "ambiguous" and were resolved using a postprocessing method. The addition of a postprocessor resulted in significant improvement of the performance.
Two different types of postprocessing were considered. The first method was based on the maximum node. This can be best understood with the help of an example. A network output of (0,0.2,0) would be treated as class ( 000 ) and would indicate ambiguous classification. The postprocessing assigns the signal to the class based on maximum node namely ( 010). In the second method a simple mapping was derived such that the overall classification error was minimized. The following mapping was used.
(000 )
For example, an output of ( 000 ) was treated as a signal belonging to the class ( 001 ) and so on.
RESULTS
The classification approach was evaluated using a data base consisting of signals obtained during the inspection of piping form Boiling Water Reactors [10] . The data base consists of signals from cracks, counterbores and rootwelds in actual nuclear power plant piping. There were a total of 909 signals in the data base which were obtained at a transducer frequency of 1.5MHz from pipes of assorted wall thickness.
Classification of each signal was confirmed through direct observation as well as through other methods such as dye penetrant examination. lnitially, the 246 signals obtained from piping of wall thickness in the range (0.9" -1.4") were considered to study the effectiveness of each technique. The preprocessed signal was input to the multilayer perceptron network. Table 1 summarizes the results obtained with the MLP. The data set was then extended to include all signals from wall thickness values in the range (0.7"-1.5"). Table 2 shows the results obtained with the entire data set with the MLP, TDNN and postprocessing. The performance of the MLP and TDNN were compared by studying the misclassifications of both networks. Table 3 shows the number of classification errors using the MLP and the TDNN. From Table 3 , it can be seen that the TDNN has a tendency to have fewer misclassifications than the MLP for the same architecture. This gives the TDNN the ability to handle marginal descisions weIl.
CONCLUSIONS
Neural networks are playing an increasingly important role as pattern classifiers. The synthesis of these networks do not require any apriori statistical information. Although, the training process is slow, the actual classification can be performed in real time. Also, the results obtained are superior to that obtained using traditional pattern classifiers.
The preprocessorplays avital role in the success of the approach. Classification rate as high as 89% have been obtained with some of the preprocessing techniques chosen. Also, the training time can be significantly reduced by appropriate choice of preprocessing algorithms. 
