Given two schemes S and S , we prove that every equivalence between SchS and Sch S comes from a unique isomorphism between S and S . This eliminates all Noetherian and finite type hypotheses from a result of Mochizuki [Moc04] and fully answers a programme set out by Brandenburg in a series of questions on MathOverflow in 2011 [Bra11a; Bra11b; Bra11c; Bra11d].
Introduction
Let C and D be categories, and write Isom(C , D) for the category whose objects are equivalences F : C → D and whose morphisms η : F → G are natural isomorphisms. Let Isom(C , D) = π 0 (Isom(C , D)) be its set of isomorphism classes, i.e. the set of equivalences F : C → D up to natural isomorphism. We will study Isom(C , D) when C and D are categories of schemes. The main result is the following. is an equivalence (where Isom(S, S ) is a discrete category).
A similar result for the category of locally Noetherian schemes with finite type morphisms was proven by Mochizuki [Moc04, Thm. 1.7]. Our result completely eliminates all Noetherian and finite type hypotheses. Because we do not have access to the same finite type techniques, the proof is almost entirely independent from Mochizuki's.
A special case of interest is the case S = S = Spec Z. This gives a positive answer to a question by Brandenburg [Bra11a] : Corollary 1. Let F : Sch → Sch be an equivalence. Then F is isomorphic to the identity functor.
While this paper was in preparation, Corollary 1 was obtained independently by Pohl [Poh18] .
We also get a version for commutative rings:
Theorem 2. Let R and R be commutative rings. Then the natural functor
is an equivalence.
A first statement of this type was proven by Clark and Bergman in the case where R = R is a (commutative, unital) integral domain [CB73, Thm. 5.5]. Their result is only on the level of π 0 (equivalences up to natural isomorphism), and does not address whether the Isom category is a setoid. It also deals with categories of algebras that are not necessarily commutative or unital, under the same assumptions on R = R . In the case of non-commutative algebras, one also gets the (−)
op autoequivalence [loc. cit.].
We imagine that Theorem 2 may have been known to experts, although we do not know a reference. The analogue of Corollary 1 for commutative (unital) rings follows from [CB73] ; see also the answers to the post [Bel11] for a number of easy alternative proofs.
Strategy of proof
The strategy of the proof of Theorem 1 is to characterise certain properties of schemes and morphisms of schemes by purely categorical means. The general framework is that of categorical reconstruction, in the sense of Definition 1.3 below. Although this technique has been used before in many different contexts, as far as we know there is no systematic treatment in the literature. In Section 1, we recall the definitions and prove some basic lemmas, in particular in the setting of slice categories.
We then specialise to slice categories of schemes. The underlying set of a scheme is easily found as the isomorphism classes of simple subobjects (Section 2). To find the topology (Section 3), we first relate locally closed immersions to regular monomorphisms (Lemma 3.1). Then we characterise spectra of valuation rings (Proposition 3.5), which with some work recovers the topology (Proposition 3.8).
On the other hand, a variant of a standard argument due to Beck [Bec67, Ex. 8] recovers the category Qcoh(O S ) as cogroup objects in the category S/ Sch S of S-schemes with a section (Section 4). The centre of Qcoh(O S ) is Γ(S, O S ), and a sheafy version of this statement recovers the structure sheaf O S (Section 5). This finishes the reconstruction of a scheme isomorphic to S from the slice category Sch S . By Lemma 1.10, a sufficiently functorial version of this immediately implies the main theorem.
The first proof we found of Theorem 1 required an additional step in between Section 3 and Section 4, namely the reconstruction of affine morphisms. Pohl's argument for Corollary 1 shows that this step is not needed, because cogroups in S/ Sch S are nilpotent thickenings, hence automatically affine. The now omitted characterisation of affine morphisms gives some results of independent interest, which will appear separately.
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Notation and conventions
Categories will be written bold, like the categories of sets (Set), topological spaces (Top), rings (Ring), R-algebras (Alg R ), schemes (Sch), locally ringed spaces (LRS), etcetera. All rings and algebras will be commutative and unital. Given a morphism of schemes f : X → Y , write f # for the morphism of sheaves
Given an object X in a category C , we write C /X for the slice category of objects over X, and X/C for the coslice category of objects under X. In the former case, we sometimes write C /X or simply C X if this causes no confusion. For example, Sch S is the category Sch /S of schemes over a base scheme S. Note however that Alg R is by convention the coslice category R/ Ring.
To deal with set-theoretic issues arising in the formation of Isom(Sch S , Sch S ) and other category theoretic constructions, one should either work with universes, or use 'sufficiently large' small categories of schemes, cf. e.g. [Stacks, Tag 000J].
Functorial reconstruction
The strategy of the proof of Theorem 1 is to show that certain properties of schemes are categorical, in the sense of Definition 1.1 below.
The mathematical foundations needed to define categorical reconstruction lie in the intersection of model theory and category theory. The notion appears to originate in [CB73, §2], but we don't know a systematic study in the literature, and it is not always possible to give detailed references. We will illustrate the definitions with examples from algebra and topology. Definition 1.1. Let C be a category. Then a property P of objects X ∈ C or of morphisms f : X → Y in C is categorical if it is definable in terms of morphisms, compositions, and equality of morphisms. This in particular implies that if F : C → D is an equivalence, then P(X) ⇔ P(F X) for an object X in C (resp. P(f ) ⇔ P(F f ) for a morphism f in C ). Remark 1.2. However, our language does not have a predicate for equality (rather than isomorphism) of objects. For example, the property that an object is the only one in its isomorphism class should not be a categorical one, as it is not stable under equivalence of categories. Definition 1.3. Let F : C → D be a functor to a concretely definable category D. Then a categorical reconstruction of F is a pair (F , η) consisting of a functor F : C → D that is definable in terms of morphisms of C satisfying categorical properties, together with a natural isomorphism η : F → F .
Here, a concretely definable category D (used loosely) means a category of some collection of sets satisfying some relations 1 . For example, Sch is concretely definable, because a scheme is a topological space with a sheaf of rings on it. However, a category abstractly equivalent to Sch need not be concretely definable.
Note that the roles of C and D are rather asymmetric in the definition of categorical reconstruction. The classical case is D = Set: Example 1.4. The forgetful functor Top → Set can be reconstructed categorically. Indeed, if X is a topological space, then points of X are in bijection with Mor( * , X), where * is any terminal object. Lemma 1.5. Let F : C → D be a functor that can be reconstructed categorically.
Proof. For any X ∈ C , the auto-equivalence G takes the data used to define F (X) to the data used to define F (G(X)).
It turns out to be very powerful to reconstruct the identity functor C → C of a concretely definable category: Corollary 1.6. If the identity functor id : C → C of a concretely definable category can be reconstructed categorically, then Aut(C ) = 1.
For example, by the following lemma we get Aut(Top) = 1. Lemma 1.7. The identity Top → Top can be reconstructed categorically.
Proof. The property that X ∈ Top is (isomorphic to) the Sierpiński space S is categorical: it is the unique two-point space for which the swap is not continuous, i.e. # Mor( * , S) = 2 and Aut(S) = 1.
Then the functor Top
op → Set given by (X, T ) → T can also be reconstructed categorically, as it is corepresented by S. The open point η ∈ S is characterised as the unique point such that the inclusion
endows Mor( * , X) with a topology for all X (equivalently, the system of sets ι X (f ) for f ∈ Mor(X, S) is closed under arbitrary unions).
The functorial association
recovers a topological space naturally homeomorphic to X.
The categorical reconstruction of the forgetful functor Sch S → Sch follows a similar strategy. We start by reconstructing the forgetful functor Sch S → Set (Corollary 2.4), then upgrade this to Sch S → Top (Proposition 3.8), and finally we reconstruct Sch S → Sch (Theorem 5.4).
There are many examples of categorical reconstruction theorems in the literature; a sample of well-known results includes the Neukirch-Uchida theorem [Neu69b; Neu69a; Uch76; Uch77], the Gabriel-Rosenberg theorem [Gab62; Ros04; Bra18], the Bondal-Orlov theorem [BO01] , and Mochizuki's results in anabelian geometry [Moc96] , [Moc99] and for Noetherian schemes and log schemes [Moc04] . The most general setup is as follows.
Question 1.8. Let C be a finitely complete category, and let S → C be a fibred category. If S X and S Y are equivalent for X, Y ∈ C , is it true that X ∼ = Y ? Remark 1.9. In general it is too much to expect that the natural map
is an isomorphism. For example, although Gabriel [Gab62] (resp. Rosenberg [Ros04] , [Bra18] ) reconstruct a Noetherian scheme (resp. quasi-separated scheme) X from its category Qcoh(O X ), the latter can have extra endomorphisms not coming from X: if L is a nontrivial line bundle, then − ⊗ L is an autoequivalence of Qcoh(O X ) that does not come from an automorphism of X (e.g. since it does not fix O X ).
Similarly, Bondal and Orlov [BO01] reconstruct a smooth projective variety X with ample canonical or anti-canonical bundle from its derived category
, where Z acts by shifting.
However, for slice categories C /X we have the following result, which is often implicitly reproved in applications. For example, this argument applies to the Noetherian version [Moc04] , as well as some anabelian situations (taking slice categories FÉt /X in the category of finite étale morphisms of schemes). Lemma 1.10. Let C be a finitely complete category. Assume that the forgetful functors F X : C /X → C can be reconstructed categorically from C /X , by a formula that does not depend on X. Then the natural functors
for X, Y ∈ C are equivalences of categories (where the left hand side is viewed as a discrete category).
That is, Isom(C /Y , C /X ) is a setoid whose isomorphism classes are Isom(X, Y ).
Proof. For simplicity, assume the categorical reconstructions of the forgetful functors are equal (rather than isomorphic) to F X and F Y ; this does not affect the argument. If F : C /Y → C /X is an equivalence, then there exists a natural isomorphism η :
For fully faithfulness, it suffices to show that Aut(id
Applying this to all morphisms used in the categorical reconstruction of F X , we conclude that F X (α) = id F X . Since F X is faithful, this implies that α = id.
Example 1.11. The forgetful functor Set /X → Set can be reconstructed categorically: for a set A over X, the points of A correspond to (isomorphism classes of) simple subobjects of A. The proof of Lemma 1.10 then reads as follows.
• If F : Set /Y → Set /X is an equivalence, then looking at the simple subobjects of the terminal objects gives an isomorphism η Y : X → Y , and diagram (1.1)
is an automorphism, then for any A ∈ Set /X and any simple subobject a → A, naturality of α gives the diagram
showing that α A fixes all points of A, i.e. F X (α A ) agrees with id F X (A) .
Remark 1.12. To prove Theorem 1, it therefore suffices to show that the forgetful functor Sch S → Sch can be reconstructed categorically from Sch S .
Underlying set
We begin by recovering the underlying set of an S-scheme X from categorical information in Sch S ; see Corollary 2.4 below.
Lemma 2.1. The simple objects in Sch S are the spectra of fields.
Here, a simple objects is a nonempty object X ∈ Sch S whose only subobjects are ∅ and X.
Lemma 2.2. Let X ∈ Sch S . If Spec k → X is a monomorphism from the spectrum of a field, then there exists a unique point x ∈ X and a unique isomorphism
Lemma 2.3. Let X ∈ Sch S . Then X is connected if and only if X cannot be written as a coproduct of two nonempty S-schemes.
To summarise the results of this section:
Corollary 2.4. The following properties on objects X ∈ Sch S are categorical:
(1) X is the spectrum of a field; (2) X is connected.
Moreover, the forgetful functor Sch S → Set can be reconstructed categorically.
Proof. Statements (1) and (2) follow from Lemma 2.1 and Lemma 2.3. For the final statement, by Lemma 2.2 we may take the functor that takes X to the set of (isomorphism classes of) simple subobjects of X.
Topology
Having reconstructed the underlying set |X| of an S-scheme X, we turn next to the topology on |X|. We first find locally closed immersions (Lemma 3.1), then describe spectra of valuation rings (Proposition 3.5), and finally recover the topology (Proposition 3.8).
Lemma 3.1. Let f : X → Y be a morphism in Sch S . Then f is a (locally closed) immersion if and only if f can be written as a composition of two regular monomorphisms. Thus, the property that f is an immersion is categorical.
is a pullback. Hence, f is an immersion since ∆ Z is [Stacks, Tag Lemma 3.3. Let X ∈ Sch S . Then X is reduced if and only if every immersion Z → X that induces a bijection on points |Z| → |X| is an isomorphism. Thus, the property that X is reduced is categorical.
Proof. An immersion whose underlying set map is closed is a closed immersion [Stacks, Tag 01IQ] . This proves the first statement, and the second is immediate because immersions are categorical (Lemma 3.1) and the forgetful functor Sch S → Set can be reconstructed categorically (Corollary 2.4).
Remark 3.4. A different characterisation was given by Moret-Bailly's partial answer [MB12] to [Bra11a] : an object X ∈ Sch S is reduced if and only if the natural map x∈X Spec κ(x) → X is an epimorphism. Although this criterion is arguably more elementary, we find Lemma 3.3 more intuitive.
Proposition 3.5. Let X ∈ Sch S , and let x ∈ X be a point. Then (X, x) is isomorphic to (Spec R, m) for a valuation ring R with maximal ideal m if and only if all of the following hold:
(1) X is reduced and connected; (2) the category of immersions Z → X containing x is a linear order; (3) there exists a set V ⊆ |X| that is the support of infinitely many immersions Z → X containing x.
In particular, the property that (X, x) ∼ = (Spec R, m) for a valuation ring R with maximal ideal m is categorical.
Proof. If (X, x) ∼ = (Spec R, m) with R a valuation ring, then X is reduced and connected since R is a domain. Moreover, the only open subset U ⊆ X containing x is X, hence every immersion Z → X containing x is closed.
Then the immersions containing x are linearly ordered because the ideals of R are linearly ordered. Finally, if r ∈ R is a non-unit, then the ideals (r) (r 2 ) . . . all have the same underlying closed set V ⊆ |X|. Thus, (1), (2), and (3) hold if (X, x) ∼ = (Spec R, m) for a valuation ring R with maximal ideal m.
Conversely, suppose (X, x) satisfies (1), (2), and (3). Firstly, we show that every point specialises to x. For a point y ∈ X, write V (y) for the closure of y, and D(y) for its complement.
First assume y ∈ X neither specialises nor generalises to x, so x ∈ D(y) and y ∈ D(x). Define the locally closed sets U = D(y) and V = V (x) ∪ V (y), both of which contain x. We have y ∈ V and y ∈ U , hence V U , so U ⊆ V by (2). This means that
On the other hand, if U = D(x) D(y) (the symmetric difference) and V = V (x), then U and V both contain x, but y is in U and not in V . Hence, U V , so (2) implies V ⊆ U . This means that
Thus, every y ∈ X either specialises to x or generalises to x. Suppose that there exist strict specialisations y x z. Then the locally closed sets U = D(z) and V = V (y) contain x. But we have y ∈ U but y ∈ V , and z ∈ V but z ∈ U . This contradicts (2), and we conclude that one of the following holds:
• Every point y ∈ X specialises to x; • Every point y ∈ X generalises to x.
In the first case, the only open containing x is X, so every immersion Z → X containing x is closed. Similarly, in the second case every immersion Z → X containing x is open. But since X is reduced, the latter implies there is a unique scheme structure on every immersion Z → X containing x, contradicting (3). So we conclude that every point y ∈ X specialises to x, and every immersion Z → X containing x is closed. Condition (2) now also implies that for any y, z ∈ X, we have either V (y) ⊆ V (z) or V (z) ⊆ V (y), hence z y or y z. In particular, X has a unique generic point. Since X is also assumed reduced, this implies that X is integral. Since X is the only open containing x, we conclude that X is affine; say X = Spec R for some domain R. Finally, (2) implies that the ideals in R are linearly ordered, so R is a valuation ring or a field. The maximal ideal m ⊆ R corresponds to x, and R is not a field by (3). This shows that (1), (2), and (3) imply that (X, x) ∼ = (Spec R, m) for a valuation ring R with maximal ideal m.
The final statement follows as immersions are categorical (Lemma 3.1), reducedness and connectedness are categorical (Lemma 3.3, Lemma 2.3), and the forgetful functor Sch S → Set can be reconstructed categorically (Corollary 2.4).
Lemma 3.6. Let X ∈ Sch S , and let x, y ∈ X. Then x y if and only if there exists a morphism f : Z → X where Z is the spectrum of a valuation ring R such that f (m) = y and x ∈ im(f ). In particular, the property that x specialises to y is categorical.
Proof. Assume that such a morphism f : Z → X exists. Then f −1 (V (x)) is a nonempty closed subset of Z, hence contains m. This forces y ∈ V (x), so x y.
Conversely, assume x y. The case x = y is trivial, so we may assume x = y. Let U ⊆ X be an affine open neighbourhood of y. Since U is stable under generalisation, it contains x. If U = Spec A and x, y ∈ U correspond to primes p, q ⊆ A respectively, then we get a map A → B = (A/p) q . Since p q, the local domain B is not a field. Hence, there exists a valuation ring R ⊆ Frac B dominating B [Stacks, Tag 00IA]. Thus, the point m R ∈ Spec R maps to y ∈ X, and (0) ∈ Spec R maps to x ∈ X. This proves the first statement, and the final statement follows from Corollary 2.4 and Proposition 3.5.
It is tempting at this point to try to classify closed immersions as immersions (Lemma 3.1) that are closed under specialisation (Lemma 3.6). However, this is not true in general; see Example 3.11. Instead, we use the following:
Lemma 3.7. Given a map f : X → Y in Sch S , the following are equivalent:
(1) f is a closed immersion; (2) f is an immersion, and for every Y → Y and every closed point y ∈ Y not in the image of the base change f : X → Y , the map X Spec κ(y) → Y is an immersion.
In particular, closed immersions are categorical.
Proof. If f is a closed immersion, then clearly f is an immersion, and for every Y → Y , the base change f : X → Y is a closed immersion. If y ∈ im(f ) is a closed point, then g : X Spec κ(y) → Y is in fact a closed immersion by the Chinese remainder theorem. This proves (1) ⇒ (2).
Conversely, assume (2) holds. Since f is an immersion, it suffices to show that the image of f is closed [Stacks, Tag 01IQ] . This can be done on a cover by affine opens, so let Y ⊆ Y be an affine open, with preimage X ⊆ X. If y ∈ Y is a closed point not in X , then the map X Spec κ(y) → Y is an immersion by (2). In particular, the subspace topology on X ∪ {y} is the disjoint union of X and {y}, hence there exists an open U ⊆ Y such that U ∩ (X ∪ {y}) = {y}. This means that U is an open neighbourhood of y with U ∩ X = ∅, so y ∈ X . Therefore the closed set Z = X \ X ⊆ Y has no closed points, which implies Z = ∅ since Y is affine. Hence, X is closed in Y , which proves (2) ⇒ (1).
The final statement follows since immersions are categorical (Lemma 3.1), the forgetful functor Sch S → Set can be reconstructed categorically (Corollary 2.4), and closed points are categorical (Lemma 3.6).
Proposition 3.8. The forgetful functor Sch S → Top can be reconstructed categorically.
Proof. By Corollary 2.4, the forgetful functor Sch S → Set can be reconstructed categorically. Moreover, a subset U ⊆ |X| is open if and only if U c is the support of a closed immersion. The result now follows from Lemma 3.7.
Corollary 3.9. The following properties for a morphism f : X → Y in Sch S are categorical:
(1) f is quasi-compact; (2) f is quasi-separated; (3) f is separated.
Proof. Statement (1) is immediate from Proposition 3.8. Statements (2) and (3) follow from (1) and Lemma 3.7 respectively, since ∆ X/Y : X → X × Y X is functorially associated to f . Proof. The first statement is clear; the second follows from Proposition 3.8. If X is Noetherian, then it suffices to replace the condition that U ⊆ |Y | be open by the condition that f is an immersion. This is not true for arbitrary schemes, as can be seen by the following example.
Example 3.11. Let R be a ring admitting a pure ideal I ⊆ R that is not finitely generated. Finally, the map Spec R/I → Spec R is terminal for maps landing in V (I), because of the isomorphism R/I ∼ = R[S −1 ] and the universal property of rings of fractions. This shows that in Lemma 3.10, we cannot replace the assumption that U is open by the weaker assumption that U is locally closed.
Quasi-coherent sheaves
We use a variant of the classical cogroup argument due to Beck [Bec67, Ex. 8] to recover the category of quasi-coherent sheaves on X from the category Sch X . Definition 4.1. For X ∈ Sch S , write Qcoh(O X ) for the category of quasicoherent O X -modules. Given an object F ∈ Qcoh(O X ), denote by Sym ≤1 F the quasi-coherent O X -algebra Sym * F / Sym 2 F ∼ = O X ⊕ F , and by Nil X (F ) the X-scheme Spec X (Sym ≤1 F ). It is the nilpotent thickening of X by F .
≤1 F , hence induces a section σ : X → Nil X (F ). This realises Nil X (F ) as an object of the coslice category X/ Sch X . In particular, if F , G ∈ Qcoh(O X ), then Nil X (F ) X Nil X (G ) exists, and the explicit description gives
Therefore, the functor Nil X (−) : Qcoh(O X ) op → X/ Sch X preserves finite coproducts. In particular, addition F ⊕ F → F induces a comultiplication
and similarly for inversion ι, making (Nil X (F ), c, ι) into an abelian cogroup object in X/ Sch X . Here a cogroup object in X/ Sch X means for the monoidal structure given by the pushout − X −; in particular if Y is a cogroup in X/ Sch X this means that Y X Y exists. Since existence and description of pushouts is subtle in general, we have to impose some mild additional conditions. In the latter case, it suffices to look at each fibre. But a section Spec k → Y to a k-scheme is always closed, so we may proceed as in the first case. In fact, the first case follows from the second, because formation of Y X Y commutes with base change if σ : X → Y is closed, since the formation of B × A B for a split surjection B A commutes with tensor products.
Proof of Proposition 4.3. Because Y X Y is also the pushout as sets, we get a cogroup in |X|/ Set |X| . Thus for each x ∈ X we get a cogroup in * / Set (pointed sets). But these are always trivial: the existence of a two-sided counit ε : Y → * implies that the compositions
are the identity, where ∨ denotes the wedge sum. The equaliser of 1 ∨ ε and ε ∨ 1 is the point * , showing that Y = * . Applying this to all fibres Y x → x, we conclude that Y → X is a bijection, with section σ. Hence, Y → X is a homeomorphism, hence affine [Stacks, Tag 04DE] ; say Y = Spec X (A ) for some quasi-coherent sheaf of O X -algebras A . Then A is an abelian group object in Qcoh(O X )/O X , say with multiplication m = c # and retraction π = σ # .
given by (π, id A ) and (id A , π). The relations of abelian groups imply that m • (id A , π) = id A = m • (π, id A ), so m is necessarily given by
But m is also an O X -algebra homomorphism. Thus,
which means that I 2 = 0. Thus, (A , m) is isomorphic to (Sym ≤1 I , m), where m is the group structure induced by the addition I ⊕ I → I . This shows that (Y, c, ι) is isomorphic to (Nil X (I ), c, ι). Since I = ker(A → O X ) can be recovered from Y , the uniqueness statement follows.
Write coAb sep (X/ Sch X ) for the category of abelian cogroup objects (Y, c, ι) in X/ Sch X such that the structure map Y → X is separated (see Remark 4.4).
Theorem 4.5. Let X ∈ Sch S . Then the functor
is an equivalence of categories.
Proof. Essential surjectivity is Proposition 4.3. If F , G ∈ Qcoh(O X ), then an O X -algebra homomorphism f : O X ⊕ F → O X ⊕ G preserving the surjections to O X necessarily maps F into G , hence comes from a unique O X -module map F → G . Moveover, any such f automatically preserves the abelian cogroup structure, showing that F is fully faithful.
Structure sheaf
We modify the argument of Brandenburg's second answer [Bra11e] to [Bel11] to categorically reconstruct the structure sheaf on S. The proof is based on the well-known formula
However, the left hand side does not naturally come with functorial restriction maps for morphisms f : Y → X, for the same reason that sheaves F , G on a topological space X do not have restriction maps
for opens V ⊆ U . For sheaves, the solution is to work with Hom(F | U , G | U ) instead of Hom(F (U ), G (U )), and our solution will be similar.
the diagram
2) we may unambiguously write φ F instead of φ (Z→X,F ) , because it does not depend on which X we consider (and we think of Z as understood). We think of E (X) as the association of an endomorphism φ F for every quasi-coherent sheaf F on an X-scheme Z, with the compatibility condition (5.3).
Proposition 5.3. Let S be a scheme. Then the presheaf E : Sch op S → Ring is isomorphic to O : X → Γ(X, O X ).
Proof. We will define maps a : O → E and b : E → O that are mutual inverses. To define a, let X ∈ Sch S be given. If f ∈ O(X), then define a(f ) ∈ E (X) by letting φ F for a sheaf F on g : Z → X be multiplication by g # f ∈ O(Z). Clearly the diagrams (5.3) commute for every morphism in Qcoh −/X/S , so a(f ) defines an element of E(X). Similarly, the definition of the pullback f * : E (X) → E (Y ) immediately implies that a is a morphism of presheaves.
Conversely, if X ∈ Sch S and α ∈ E (X), then set b(α) = φ O X (1) ∈ O X (X). For any f : Y → X, commutativity of (5.3) for α ∈ E (X) and for the morphism
showing that b is a morphism of presheaves.
It is clear that ba(f ) = f for any f ∈ O(X). Conversely, given X ∈ Sch S and α ∈ E (X), we must show that φ F is multiplication by f = b(α) for any quasi-coherent sheaf F on an X-scheme Z. Sections F (U ) for U ⊆ Z open are given by maps ψ : O U → F | U , so the diagram (5.3) for the morphisms (U → X, id X , ψ) : (U → X, F ) → (X → X, O X ) shows that each element of φ F (U ) gets multiplied by f .
Theorem 5.4. Let S be a scheme. Then the forgetful functor U : Sch S → Sch can be reconstructed categorically from Sch S .
Proof. By Proposition 3.8, the topology can be reconstructed categorically. Moreover, the fibred category Qcoh −/−/S → Sch S can be reconstructed categorically: by Theorem 4.5 it is equivalent to the category of pairs (Y → X, F ) where Y → X is a morphism in Sch S , and F a separated abelian cogroup object of Y / Sch Y . Then the presheaf E : Sch op S → Ring of Definition 5.2 can be reconstructed categorically, which by Proposition 5.3 is isomorphic to the sheaf O on the big Zariski site Sch S . This shows that the functor Sch S → LRS given by X → (|X|, O X ) can be reconstructed categorically. Its essential image lands in the category of schemes.
Proofs of main theorems
With the results from Section 5, we are ready to prove Theorem 1 and Theorem 2. 
