The main goal of the present paper is to demonstrate the value of design optimization beyond its use for structural shape determination in the realm of the constitutive characterization of anisotropic material systems such as polymer matrix composites with or without damage. The approaches discussed are based on the availability of massive experimental data representing the excitation and response behavior of specimens tested by automated mechatronic material testing systems capable of applying multiaxial loading. Material constitutive characterization is achieved by minimizing the difference between experimentally measured and analytically computed system responses as described by surface strain and strain energy density fields. Small and large strain formulations based on additive strain energy density decompositions are introduced and utilized for constructing the necessary objective functions and their subsequent minimization. Numerical examples based on both synthetic (for one-dimensional systems) and actual data (for realistic 3D material systems) demonstrate the successful application of design optimization for constitutive characterization.
Introduction
Design optimization, as a topic of research relative to engineering applications and product development has been popular within the context of optimal shape determination but not as popular within the context of material characterization. In an attempt to fill this gap, the main objective of the present paper is to describe design optimization efforts in the less popular application area of the data-driven constitutive characterization of anisotropic material systems. In this context, the term "design optimization" refers to the material constitutive model as being the "under design" entity, in contrast to the traditionally considered "shape model" where the target design entity is that of the "shape model." Formally, however, this is again an application optimization for solving the inverse problem of identifying material model parameters when experimental data describing the systemic behavior are known.
Composite materials are clearly the most widely used anisotropic materials for various application areas [1, 2] . Their constitutive characterization has been an important topic of interest for structural design, material certification, and qualification practitioners. Such characterization has been traditionally achieved through mostly uniaxial tests aiming in the determination of elastic material properties primarily. Typically, extraction of these properties, involve uniaxial tests conducted with specimens mounted on uniaxial testing machines, where the major orthotropic axis of any given specimen is inclined relative to the loading direction. In addition, specimens are designed such that a homogeneous state of strain is developed over preferably a large and well-defined area of the specimen, such that the measurement of specimen loads and displacements [3, 4] can be reduced to material field quantities such as stresses and strains. Consequently, the use of uniaxial testing machines imposes requirements of using multiple specimens, griping fixtures, and multiple experiments. The requirement of a homogeneous state of strain frequently imposes restrictions on the size and shape of specimens to be tested. It follows that these requirements result in increased cost and time, and consequently to inefficient characterization processes.
To address these issues and to extend characterization to nonlinear regimes of the constitutive behavior, multi-degree of freedom automated mechatronic testing machines, were introduced at the Naval Research Laboratory (NRL) [5] [6] [7] in order to enable the capability of loading specimens multiaxially in conjunction with the employment of energy-based inverse characterization methodologies. This introduction was the first of its kind and has continued through the present [8] [9] [10] . The most recent prototype of these machines, which is currently under functional verification [11] , is shown in Fig. 1 .
The energy-based approach associated with mechatronic testing, although it enables multiaxial loading and inhomogeneous states of strain, still requires multiple specimens. It is significant to state, however, that these specimens are tested in an automated manner with high throughput that has reached values of 30 specimens per hour.
The recent development of flexible full-field displacement and strain measurements methods has afforded the opportunity of alternative characterization methodologies [12] [13] [14] [15] . Full-field optical techniques, such as Moire and Speckle Interferometry, digital image correlation, and meshless random grid method (MRGM), which measure displacement and strain fields during mechanical tests, have been used mostly for elastic characterization of various materials [15] [16] [17] [18] . The resulting measurements are used for identification of constitutive model constants, via the solution of an appropriately formed inverse problem, with the help of various computational techniques.
Arguably, the most popular methodology is the mixed numerical/experimental method that identifies the material's elastic constants by minimizing an objective function formed by the difference between the full-experimental measurements and the corresponding analytical model predictions via an optimization method [5] [6] [7] [8] [9] [10] 15, [17] [18] [19] [20] . However, the repetitive finite element analysis (FEA) required for each iteration of the optimization process makes the computation considerably costly [21] . Alternatively, the so-called virtual field method was developed [21] [22] [23] to identify material parameters by finding virtual fields and inversely solving for parameters by substitution of full-field/surface measurements. That is to say, the virtual field method effectively characterizes materials without finite element analysis, provided that appropriate virtual fields are derivable.
Our focus in the present work is to describe our recent efforts concerning design optimization methodologies for constitutive material characterization. Our approaches are based mostly on energy conservation arguments, and they can be classified according to computational cost in relation to whether FEA are used iteratively inside the optimization loop or not. It is important to clarify that digitally acquired images are processed by in-house developed software that implements the MRGM [24, 27, 28] and is used to measure the full-field displacement and compute the associated strain fields as well as the boundary displacements required for material characterization. Reaction forces and redundant boundary displacement data are acquired from displacement and force sensors integrated with NRL's multiaxial loader-called NRL66. 3-[11] . In an effort to address the computational cost of the FEA-in-the-loop approaches, the authors have initiated a dissipated and total strain energy density determination approach [29] [30] [31] [32] that has recently been extended to a framework that is derived from the total potential energy and the energy conservation, which can be applied directly with full field strain measurement for characterization [33, 34] .
Two techniques, built upon this framework, have been proposed to identify elastic constants and to develop nonparametric constitutive models of anisotropic materials.
The first identification technique estimates the elastic constants for every set of measurements by equating the variation of the external work, derived from the boundary displacement/force measurements, with that of the induced strain energy, derived from the full-field strain measurements, and stochastically correcting the estimation using a Kalman filter approach [34] . This technique has been proven to identify the elastic constants of anisotropic materials even under the presence of considerable noise in the measurements [34] .
The second technique develops nonparametric representations of constitutive models using artificial neural networks [35] . When we first explored this approach in the early nineties [36] , we determined that the computational performance of the approach, as it was implemented on the Aspirin/MIGRAINES neural net simulator framework [37] , was not practical for the amounts of data generated by NRL's multidimensional testing machines. Subsequently, we have applied it on many other material characterization applications [38] [39] [40] [41] [42] for less amounts of data where it was practical. In these efforts, the error between the energy quantities is used to develop the neural network constitutive model, unlike the conventional techniques where stress data are required for the modeling [43] [44] [45] [46] . This technique allows the nonlinear constitutive relations to be modeled comprehensively without the limitations imposed by the parametric expressions of the conventional material models. Since both artificial neural network (ANN) implementations and full field measurement techniques have matured, we have decided to apply ANN technologies for material characterization of the damage behavior of composite materials [47] . It should be noted that some efforts for characterizing nonlayered anisotropic biological materials like trabecular bone have been implemented using FEA in the context of numerical experiments and without the use of experimental measurements [48] .
In order to maintain reasonable scope, this paper considers only methodologies that require FEA-in-the-loop because of the simplicity of their implementation and exhaustive capability to determine the material parameters. The consideration of other methodologies is more appropriate for future comparative studies.
In the section that follows, we will present the general case of material characterization from a systemic perspective in order to establish a common reference. Next, we present the case of determining the properties of the one-dimensional nonlinear system. This is done mainly for instructive purposes, which bare relevance to subtleties of subsequent formulations presented. Next, we present a small strain formulation (SSF) of the general strain energy density approach followed by a finite strain formulation (FSF), which is for the case of linear and nonlinear constitutive behavior of composite materials with or without damage. The paper continues with a numerical application of design optimization implementations based on these two formulations, which are in turn based on both synthetic and actual data. Finally, conclusions are presented.
General System Representation for Material Characterization
For the general case of a material system, there are two representations (see Fig. 2 .) The actual physical system and the Determination of this vector function is equivalent to a determination of all q y components y u of the vector y. This is equivalent to the identification of q y systems y u ¼ f u ðp; xÞ. Assuming that one exercises the corresponding physical system l times, incrementally, one is then able to construct the experimental pairs ðy u ; xÞ
where k ¼ 1; …; l and the superscript "E" indicates the experimental character of a given quantity. The experimental data are acquired by the utilization of an experimental frame that exercises physically the actual material system (i.e., a specimen loaded by a testing machine). It can also exercise the analytical material model computationally by presenting an optimizer with both the experimentally acquired systemic behavior as well as the computationally predicted model behavior. The model or the final material parameters emerge when the comparison by the optimizer between actual physical behavior and that predicted by analytical model are close to each other, within an acceptable margin.
At this stage, without loss of generality, it is advantageous to construct a multiplicative decomposition of f u ðp; xÞ. This can be achieved in general using a formalism that is in terms of a Taylorseries expansion [49] according to
The index vector m ¼ ½m 1 ; m 2 ; …; m m is an m-tuple of nonnegative integers, which identifies the term in the series or equivalently, the order of each variable in each of the monomial terms of the series. This implies that the order of each monomial term is
Thus, the number of terms in the series is given by the binomial coefficient
which defines the dimensionality of the column parameter vector p. The components of this vector or the coefficients of the series in Eq. (2) can now be considered as design variables of an optimization problem that requires minimization of the quantity A u p u À b u k k , which expresses the error between the experimentally observed output behavior b u and that which is estimated analytically as expressed by the product A u p u . Here, b T u ¼ ðy u1 ; …; y uk ; …; y ul Þ, and A u is an l Â p up array whose elements are evaluations of the combinations x m1 1 x m2 2 … x mm qx of terms from the series given in Eq. (2) . When this minimization is defined with respect to the L 2 norm, one is able to construct [50] an objective function for minimization that is of the form
This formulation suggests that linear least squares methods can be used to determine the vector of the system parameters p u that represent the coefficients of the generally nonlinear system model with respect of the input vector x. This fact has generated confusion within the literature and therefore requires some emphasis for purposes of clarity. Consequently, f ðp; xÞ can be determined through a determination of its components f u ðp u ; xÞ. This is equivalent, however, to a determination of p Â q y parameters and is therefore equivalent to solving q y optimization problems, where each problem is associated with p system parameters. In order to reduce the complexity of the general problem and to ensure that each f u ðp u ; xÞ is evaluated using a formalism that is consistent with respect to all components, we focus on a class of problems that is characterized by a particular mathematical representation, which has its foundation in multiconvex potential theory and continuum mechanics [51] . This particular representation of systemic behavior is in fact popular within continuum mechanics and has its origins in the development of hyperelasticity. Accordingly, it is postulated that there exists a potential function Wðp; xÞ such that
This formulation effectively equips the systemic representation with a mathematical structure for determining all components y u of the vector y from a single scalar potential function Wðp; xÞ. An often forgotten assumption enabling this formulation is that the input and output variables can actually form a correspondence through interrelationship as conjugate pairs fy u ; x u g; u ¼ 1; …; q, where q ¼ q x ¼ q y (and therefore, this approach is not applicable for systems with mismatching cardinality of the input and output sets). In this case, the design optimization problem is reduced to that of a determination of the function Wðp; xÞ. A standard technique for determining this function involves its construction as an additive linear combination of basis functionsâðxÞ, weighted by the unknown coefficients p according to Wðp; xÞ ¼ p ÁâðxÞ
where p ¼ ½p 1 ; p 2 ; …; p p and b ¼ ½b 1 ðxÞ; b 2 ðxÞ; …; b n ðxÞ T . Another approach for construction of the function Wðp; xÞ is based on thermodynamics. This approach, which assumes that Wðp; xÞ represents an internal energy density function for many continuum systems, permits a Taylor-series expansion about the origin x ¼ 0 with respect to the state variables represented by the components forming the basis set of the input state subspace X q . Accordingly, a second order expansion with respect to the variables x u results in a first order constitutive theory following Eq. (5). Clearly, when terms of higher than second order are employed, the resulting systemic behavior will be nonlinear. Another important and frequently forgotten fact is that Eq. (6) is actually Eq. (2) expressed in vector notation, with the subtle difference; however, that the basis functionsâðxÞ are arbitrary and therefore can be selected such that their structure is more convenient for a particular system analysis. Accordingly, the structure of the basis functionsâðxÞ can be selected such that Eq. (6) is expressed by fewer terms relative to Eq. (2).
Substitution of Eqs. (5) and (6) into Eq. (1) yields the systemic behavior model
Within the context of continuum systems and their corresponding constitutive responses, Eqs. (1), (5)- (7) represent the behavior of the medium for all representative volume elements (RVEs) within the geometry that encloses it and is independent of shape. However, for the sake of identifying the components of the parameter vector p, experimental measurements are to be made at discrete locations i 2 ½1; …; l on the specimen, or in general, the system. At the same time, excitation and response are measured in terms of input-output pairs for various magnitudes of excitation indexed by k 2 ½1; …; m for a total of m different magnitudes. Accordingly, one can construct a vector expressing the behavior of the system as calculated analytically according to 
and correspondingly, the behavior of the system as measured experimentally according to 
The quantity
expresses the square of the L 2 norm of the residual difference of Y k and Y e k in terms of the least square difference of their respective magnitudes for each excitation increment.
The equality expressed by Eq. (10), however, must be satisfied for all excitation levels m and must be extended to include all discrete measurement positions l. This condition combined with the substitution of Eqs. (4)- (6) into Eq. (10) yields the generalized form
Since this expression provides the definition of the residual error it can be used to define the objective function J 0 that when minimized yields the unknown parameter vector p. As expected, the individual objectives folded in Eq. (11) that are related to the each individual output are satisfied as they are affected by the simultaneous presence of the rest of them. If one assumes that linear constitutive behavior can approximate the behavior of a given system, it then follows from Eq. (4) thatâðxÞ must be a second order function of the components of x. In that case, it is trivial to show that determination of Eq. (8) is reducible to a problem involving the determination of the scalar function Wðp; xÞ according to
where the overbar quantities correspond to the experimental values of the generalized work function corresponding to the inner product of the input and output vectors of the original system. The problem expressed by Eq. (12) can be solved by methods based on the solution of normal equations (normal-equations method), QR factorization, or singular value decomposition (SVD) [50] . Selecting one of these methods to determine the unknown model parameters can be a process that depends on ranking these methods with regard to their performance in terms of attributes or metrics that are important to the user. It has been documented, for example, that the normal equation method is computationally fast and requires less resources, but is less accurate. In contrast, it is well known that SVD requires substantial computational resources, but is more reliable and accurate than other methods.
In all material characterization cases that follow, the material parameters will be determined in a manner that follows this section as a general template, in the sense of solving optimization problems that minimize objective functions constructed as described in this section.
The Case of One-Dimensional Material System
To introduce design optimization for material characterization in a fashion of increasing complexity, we consider first a onedimensional system that possesses both linear recoverable and nonlinear irrecoverable responses. The template approach that we will employ first for this simple case and then for more realistic cases is that of defining a strain energy density (SED) function that governs the material behavior and indirectly contains the actual constitutive behavior.
where U R 1D ðS; eÞ and U I 1D ðS; b i ; eÞ are the recoverable (elastic) SED and the irrecoverable (inelastic or dissipated) SED, respectively. The quantities S; b i ; and DðS; b i ; eÞ are the stiffness constant (modulus of elasticity), the constants participating in the dissipated energy coefficient function, and the dissipated energy density coefficient function, itself, respectively. Equation (13) implies that the irrecoverable or dissipated strain energy density (DSED) has been constructed to be a multiplicative decomposition with weighting Dðb i ; eÞ for the recoverable SED according to:
The functional form of Dðb i ; eÞ should be one that ensures energy dissipation in a manner that yields a softening of nonlinear stressstrain constitutive response. There are many forms that have this property, based on transcendental functions, which have been used in the past [47] . Here, we employ a functional form that can be expanded in a Taylor-series. This functional form provides for a polynomial representation that is a necessary condition for algebraic reducibility and is therefore convenient for algebraic transformations. This form of the DSED, which is initially negligible and then monotonically increasing, can be represented by the following physically consistent choice of Dðb i ; eÞ 
Given Eqs. (16) and (13), it follows that Eq. (14) may be expressed by
A plot of the function defined by Eq. (17), normalized by the Elastic constant S, is presented in Fig. 3 for m ¼ 4 and e f ¼ 0:0008. Referring to Fig. 3 , it can be seen that for more than two terms the series expression gives essentially identical results to those of the exact evaluation of DSED. It is interesting to note that the single term expression is also in good agreement with the exact form. Therefore, we can truncate all but the first term in Eq. (17) to obtain
It follows then that Eq. (13) can be expressed
According to Eq. (7), the corresponding constitutive law will be given by
The resulting constitutive law contains the linear elastic part, as expected, that is modified by a nonlinear inelastic term. An indicative variation of total SED and its components (recoverable and irrecoverable SEDs), as described by Eq. (19) , are shown in Fig.  4(a) . Figure 4(b) shows the corresponding stress distribution defined by the constitutive law expressed by Eq. (20) . In the present formulation, the material parameters to be identified, or estimated based on experimental data, are the stiffness parameter, S, and the two dissipated energy parameters m and e f .
The results of applying design optimization for determining these material parameters for 20 data points created synthetically by using the material model defined Eq. (19) or (20) are shown in Table 1 for three global optimization methods implemented by the "NMinimize" function call in MATHEMATICA ;k g T , and therefore the problem is a nonlinear optimization one. The methods utilized were the Nelder Mead (also called downhill simplex method or amoeba method nonlinear optimization technique, which is a well-defined numerical method for twice differentiable and unimodal problems), the differential evolution (which optimizes a problem by iteratively trying to improve a candidate solution with regard to a given measure of quality) and the Simulated Annealing methods.
The criterion used by MATHEMATICA to exit from the optimization loop is to make the numerical error in the result of size x be less than 10 À8 ð1 þ x j jÞ or reach 550 iterations except for the case of simulated annealing that required a maximum iteration limit of 5000.
These results indicate that Nelder-Mead and differential evolution methods are able to determine the properties exactly, while simulated annealing takes much longer and achieves less accurate parameter determinations. 
Composite Material System
For the general case of a composite material system, we consider that a modified anisotropic hyperelastic strain energy density function can be constructed to encapsulate both the elastic and the inelastic responses of the material. However, certain classes of composite materials reach failure after small strains and some under large strains. For this reason, we give two examples, one involving a small (infinitesimal) strain formulation (SSF) and another involving a finite (large) strain formulation (FSF).
Small Strain Formulation. For the SSF, we introduce a SED function that, in its most general form, can be represented as a scaled Taylor expansion of the Helmholtz free energy of a deformable body, which is in terms of small strain invariants of the form
where the invariants are defined by
The invariants are chosen to guarantee the a priori knowledge that the SED as a scalar quantity must be invariant under frame reference translations and rotations. This follows in that the SED should be objective (i.e., independent of the observer's frame of reference). An additive decomposition of this expression in terms of a recoverable and an irrecoverable SED can be expressed by
Clearly, all the second order monomials of strain components will be forming the recoverable part U R SSF ðS; e ij Þ and the higher order monomials will be responsible for the irrecoverable part U I SSF ðD; e ij Þ. The resulting constitutive law is be given by
A general expression which provides a strain-dependent version of Eq. (23), is given by This is done in a manner analogous to that employed for the 1D system described above. As in the 1D case, we perform an equivalent series expansion and subsequently drop all terms except the first, in that it captures almost all of the dissipative behavior. Accordingly, (31) All terms that are not shown in expression (30) are zero due to the orthotropic symmetry requirements. Therefore, the material parameters are the nine elastic constants s ij and the 6 Â 2 ¼ 12 damage constants p ij ; q ij for a total of 21 parameters. Clearly, when the quantities d ij do not depend on the strains and they are constant, Eq. (28) reduces to most of the continuous damage theories given by various investigators in the past [46, [52] [53] [54] [55] . For a transversely isotropic material, the number of material parameters drops to 5 þ 10 ¼ 15 for a 3D state of strain and to 4 þ 8 ¼ 12 for a plane stress state.
Finite Strain Formulation. The FSF can be written in a double additive decomposition manner. The first being the decomposition of the recoverable and irrecoverable SED, and the second being the decomposition between the volumetric (or dilatational) W v and the distortional (or isochoric) W d parts of the total SED. For a material with two principal directions, this decomposition can be expressed by [56] 
where a i ; b i are the elastic and inelastic material parameters of the system, respectively. A rearrangement of these decompositions, such as the volumetric versus distortional decomposition, which appears on the highest expression level, leads to an expression introduced in Ref. [56] , i.e.,
with the damage parameters d k 2 ½0; 1; k 2 ½v; d defined as
where a k t ð Þ ¼ max s2½0;t W o k ðsÞ is the maximum energy component reached so far, and d 1 ka and g ka are the two pairs of parameters controlling the energy dissipation characteristics of the two components of SED. In this formulation, J ¼ det F is the deformation gradient,
F is the right Cauchy Green (Green deformation) tensor, A and B are the constitutive material directions in the undeformed configuration, and A A and B B are microstructure structural tensors expressing fiber directions. Each of the two components of SED are defined as
where the strain invariants are defined as follows:
The corresponding constitutive behavior is given by the second Piola-Kirchhoff stress tensor according to [52] 
or the usual Cauchy stress tensor according to
Note that both of the last two relations follow the general form described in Eq. (5) . Under the FSF formulation, the material characterization problem involves determining the 36 coefficients (at most) of all monomials when the sums in the expression of distortional SED are expanded in Eq. (15) , in addition to the compressibility constant d and the four parameters used in Eq. (14) . It follows that potentially there can be a total of 41 material constants.
Numerical Results
For the purpose of demonstrating numerically the aforementioned concepts, the material selected for generating the necessary simulated experimental data is a typical laminate constructed from an epoxy resin/fiber laminae system of type AS4/3506-1. The elastic moduli of this material are listed in Table 2 according to several sources [3, 54, [57] [58] [59] [60] [61] [62] .
Clearly, what is considered to be a set of material constants varies widely as it really depends on the fiber volume fraction, the fiber coating, and the manufacturing process of the fiber, resin, and composite. As can be seen from the bottom of the entries of the table where we added some statistical observations, % deviation observed varies from 11.1% to 78.2%. It is therefore important to identify the set of elastic material properties before and after a batch of new material is manufactured or before a material system is used for design, material qualification, or material certification. To demonstrate the usage of the SSF in conjunction with design optimization, we present here an example of using real data form a multiaxially loaded specimen from a test conducted by utilizing NRL66.3. The model characteristics of the specimen used are presented in Fig. 5 , where on the left, the discretization model and potential boundary conditions are depicted, and on the right, a detail at the area of the left notch shows a stacking of [ þ 60, À60] 16 with each lamina made out of AS4/3506-1. Two objective functions were constructed. Both utilized the fact that through the REMDIS-3D software, developed by our group, one can obtain full field measurements of the displacement and strain fields over any deformable body [24] [25] [26] [27] [28] . The mesh-free representation of the displacement and strain fields throughout the entire field of view allows the calculation of the experimentally measured values at any point on the specimen surface, including the nodal points of the FEM analysis utilized for the forward computation of the direct problem embedded in the optimization loop. Our software has the capability of accepting the nodal coordinate specification generated by the FEA as a definition for exporting the required quantities at these points. Thus, our experimental measurements for the formation of the objective functions were chosen to be the strains at the nodal points of the discretization shown Fig. 5 . The first objective function chosen was based entirely on strains and is given by
and the second objective function is given in terms of surface strain energy density according to 
where ½e exp ij k and ½e fem ij k are the experimentally determined and the FEM produced components of strain are at node k. The quantities U exp and U fem are the values of the surface strain energy density formulated by using the experimental strains and the FEM produced strains, respectively.
It is worthwhile to mention here that, because it is not experimentally possible to obtain through-thickness strain data, with any full field strain measurement method, we formulated the objective functions only in terms of the surface strains as is evident by the fact that the indices in Eqs. (38) and (39) do not take the value 3 to account for the through-thickness components of strain.
The formal optimization problem for all objective functions in the present work, can be stated as follows: where the design variables s ijnm should be considered as the material parameters to be determined and where Eqs. (41b) and (41c) express potentially active inequality and equality constraints, respectively, and Eq. (41d) expresses the design space bounding constrains. For our case throughout the present paper, there are no physically or mathematically justified constrains. However, since we know the class of materials we are involved with, we can select bounding domains that are justified on the basis of their positive definiteness (for all SSF parameters) and reasonable selections for low and upper bounds selected strictly to reduce the numerical search time of the used optimizers.
An implementation of this optimization for both objective functions was applied by using the DIRECT global optimizer [63] , which is available for MATLAB [64] , and a custom developed Monte-Carlo optimizer as described in Ref. [65] , also implemented in MATLAB. The DIRECT global optimizer was significantly slower than the Monte Carlo and therefore here we are reporting the results of the Monte Carlo optimizer. Since the results from implementing both objective functions were virtually identical here we are reporting only those corresponding to Eq. (38) . The convergence criterion for exiting the optimization loop was J U < 2e À 6 and the optimization was completed after 1562 evaluations in about 11 h. The calculation of the objective function integral was done on 2493 nodes and the forward part of the calculation was implemented on ANSYS Mechanical [66] .
The loading conditions applied for the moveable edge of the specimen were u x ¼ 0 ½m, u y ¼ 0:0005 ½m, u z ¼ 0:001 ½m, r x ¼ 0 ½rad, r y ¼ 0 ½rad, r z ¼ 0 ½rad. The bounds of the design variables (engineering constants) were E 11 ; E 22 2 ½1e9; 5e11 Pa, 12 ; 23 2 ½0:1; 0:9, and G 12 2 ½5e8; 5e10 Pa. A preliminary sensitivity analysis on the potential bounds suggested that neither the optimization performance nor accuracy are greatly affected by this choice, as long as their values are sensible.
In Fig. 6 , we can see the experimentally acquired distribution of e yy (left) and the corresponding distribution produced from FEM analysis for the five identified unique elastic constants, which are shown in Table 3 , in comparison to those of Ref. [3] .
For the case of the FSF, a two stage optimization was performed. In the first stage, we determined the values of the coefficients of the strain invariant monomials in Eq. (35) such that the FSF matches the SSF by constructing and minimizing an objective function of the form
This was done is order to establish the proper parameters of the FSF model that match the SSF model. In the second stage, the material parameters encoding the damage behavior of the FSF were determined through the minimization of the objective function
where The convergence criterion for exiting the optimization loop was J UF < 2e4 and the optimization was completed after 2748 evaluations in about 29 h. The calculation of the objective function integral was done also on 2493 nodes.
The bounds of the design variables (engineering constants) were d 2 ½1e À 6; 1e À 7, a 1 ; b 1 2 ½1e2; 1e4, c 1 2 ½1e2; 1e4, e 1 2 ½À1e4; 1e4, d 1 a 2 ½0:3; 1:0, and g a 2 ½1:0; 2:0. It should be noted that since energy-conforming limits have not been established for the parameters of the FSF model, a penalty factor was introduced in the optimizer for the cases the energetic formulation in the FEA was nonconforming.
For this case, the evolution of the objective function versus iteration steps is shown in Fig. 7 .
An indication of how well the FSF can capture the SSF, for the case of the recoverable (linear elastic) regime, is shown in Fig. 8 , where the distribution of e yy is shown for both models for a case of combined torsion and tension of the specimen. In addition, a comparison of load versus strain evolution, for a point in front of the first of two notches, is shown in Fig. 9 .
Conclusions and Discussion
In an effort to provide an overview of mechatronically and computationally automated research, we have demonstrated the application of design optimization methodologies for the determination of the constitutive response of composite materials with or without damage. Strain energy density and a custom developed mesh-free full field strain measurement based approaches have been utilized to incorporate massive full field strain measurements from specimens loaded by a multiaxial custom-made loading machine. We have formulated objective functions expressing the difference between the experimentally observed behavior of composite materials under various loading conditions, and the simulated behavior via FEA, which are formulated in terms of strain energy density functions of a particular structure under identical loading conditions. Two formalisms involving small strains and finite strains have been utilized in a manner that involves both additive decomposition of recoverable and irrecoverable strain energy densities. This was done in order to address both the elastic and inelastic response of composite materials due to damage. The finite strain formulation further involves an a priori volumetric and distortional energy decomposition.
Demonstrations have been given in terms of numerical examples utilizing both synthetic and actual data in determining both the elastic and inelastic material parameters.
We are currently working in extending these energy formulations to approaches that achieve two main goals. First, focus on approaches that do not require FEA in the loop, and second, on approaches that incorporate the stochastic nature of the material response and the acquired data in a manner that quantifies uncertainty. This quantification should utilize prior knowledge via Bayesian based stochastic formalisms, which enable incremental and recursive algorithms based on Kalman filtering and in general, information theory. Fig. 9 Comparison of the load versus the vertical component of strain (e yy ) at a point in front of the notch, between the target and the identified model by using the FSF Fig. 8 Comparison between the small strain formulation FEA results of the vertical component of strain (e yy ) (a) and the corresponding finite formulation results (b) for the case of a specimen loaded both in tension and torsion
