In this paper we present a theory of optical forces on particles of arbitrary shape and size and with fields of arbitrary spatial profiles. This means the theory applies to particle-light interactions in every optical regime: Rayleigh, Mie and geometrical. The theory has the advantage of conceptual simplicity and can handle the real, focused Gaussian beams typically found in optical tweezer experiments. We present optical force calculations on spheres and cubes, and the results obtained with our theory agree well with benchmark calculations obtained using other techniques.
Introduction
Optical forces are important in many areas of science including physics [1, 2] , biology [3, 4] and astronomy [5] . The application of optical tweezers, where a laser beam is focused to a small volume in which to trap particles, has rapidly grown since its invention by Ashkin and collaborators in the 1970s [6, 7] . In addition to the enormous growth of experimental work and applications of optical traps, significant theoretical work has also been done. Optical forces have been previously calculated in the geometrical optical regime, where the particle radius is much larger than the wavelength of light (r λ), by Ashkin and others [8, 9] . Optical forces on particles like atoms, whose size is much smaller than the wavelength of light (r λ-Rayleigh regime), can be easily calculated using Lorentz force expressions on point dipoles [1] . Forces are more difficult to compute for particles comparable in size to the wavelength of light (r ∼ λ-Mie regime). Tlusty et al [10] presented a method that is supposed to be valid in all regimes for spherical particles, but is not rigorous since it ignored the large change in phase of the electric field inside the particle [11] . A rigorous calculation was done by Rohrbach and Stelzer [11, 12] by breaking the force into two components, a gradient and a scattering force, and applying the analysis to spheres of various sizes. The forces due to the two separate components were calculated differently. The gradient force was computed by calculating the gradient of the intensity, while the scattering force was calculated using Green's functions applied to the scattered light field. Another important method for calculating forces of optical traps is the finite difference time-domain (FDTD) approach. Many authors have used this technique recently to calculate optical tweezer forces [13] [14] [15] , although controversy over some specific formulations of the method exists [16] . The implementation of the FDTD method by Zakharian et al [15] is somewhat related to our method, since it calculates the force density and integrates over the volume of the particle. However, we present a different method for calculating the force density. Another method for calculating forces involves solving for the scattered versus incoming linear momentum using a T -matrix formulation. A nice example of such a calculation using Gaussian beams can be found in the paper by Niemenin et al [17] . Another nice calculation of optical forces on a sphere was performed using vectorial diffraction methods by Ganic et al [18] .
Here we introduce a new method for calculating optical forces due to any field configuration on particles of arbitrary shape and size. We provide detailed results that compare our method to benchmarks for several cases: (1) the optical trapping force as a function of axial position for a dielectric sphere of diameter 200 nm at the focus of a Gaussian beam trap, (2) the scattering force on a set of spheres well into the Mie regime and (3) the scattering force on a set of cubes in the same size regime as the sphere set. In addition, we present a force efficiency curve for an optically trapped cube in the Mie scattering regime. Although the simple theory presented here applies to Rayleigh, Mie and geometrical optical scattering regimes, for large particles in the geometric regime, our method would require substantial memory and cpu time. In this case, it would be more practical to use an established optic-ray method by Ashkin [8] or others [19] to find the optical force. We have worked with plane waves and Gaussian fields of different waists, though other fields are possible. From an optical trapping standpoint, the actual fields produced by the laser can be used. Our computations can handle the important case of Gaussian laser beams incident on a high numerical aperture (NA) microscope objective. The particle's response to the trapping light is taken into account through its polarization, which is calculated, based on the applied external field, by means of the discrete dipole approximation (DDA) first proposed by Purcell and Pennybacker [20] . For the DDA calculations of the particle polarization presented here, we used the Fortran routine DDSCAT developed and distributed by Draine [21] . The DDA program can accommodate arbitrary particle geometries and it can handle particles with complex refractive indices. We note that DDSCAT can calculate the radiation pressure force on a particle due to a plane wave (unfocused) as was described by Draine [5] . Other papers that also use DDA applied to plane waves to calculate forces include one to extend the calculation to nonsymmetrical particles [22] and one to find the force density at each dipole [23] . A DDA program written in C++ is also available [24] . The latter version has an implementation for calculating forces due to Gaussian beams, but it incorporates the fifth-order approximation to Gaussian beams [25] and so it cannot be used for high NA situations (as in most optical traps) since these fields are not correct, particularly where the gradients are highest and the forces are strongest [12, 18] . Calculations on spheres in optical tweezers that accounted for Gaussian beams include the early work by Wright et al [19] , who calculated forces for sphere diameters >10 µm and also <1 µm. Recent work on trapping forces on spheres using a Debye-type integral representation has been carried out by Mazolli et al [26] .
What is novel here is that we provide a method to calculate optical scattering and gradient forces across all three optical regimes (Rayleigh, Mie and geometric) using the same technique. Thus optical forces on particles of arbitrary size can be calculated using the same technique for each particle. We do not have to resort to implementing separate techniques on the scattering and gradient forces since they are both naturally included in the theory. Our method calculates both forces using a single, conceptually simple optical force expression. This simple expression, coupled with the standard computational packages used to carry out the computations, will make such calculations accessible to researchers interested in carrying out such calculations for the first time, or for researchers in fields outside of optics, such as biology and engineering, where optical trapping applications are growing. A third novel aspect is that our paper extends the discrete-dipole approximation beyond the standard plane-wave scattering formulation to arbitrary electric fields, including fields generated in extremely high NA situations. To our knowledge, this has not been done before. As mentioned in the paragraphs above, a fifth-order Gaussian beam approximation has been tried very recently using a DDA package written in C++, but this approximation does not apply in most optical trapping cases where the Gaussian beam is extremely tightly focused. Since we use the DDA technique first formulated by Purcell and Pennybacker [20] and subsequently developed by Draine, Flatau and others [5, 27] , our method is applicable to arbitrarily shaped particles. Here, for the first time, we present the force efficiency curve for an optically trapped cube in the Mie regime. We believe the method can be readily extended to optically anisotropic particles. Since the DDA routine that calculates polarizations can perform calculations on particles with intrinsic birefringence, i.e. uniaxial or biaxial crystals, we expect that our method can be applied to such particles. In fact, in the future we hope to compare some experimental trapping data from our laboratory to exactly such a calculation.
Theory
We use an expression to calculate optical forces that can be understood by first considering the simple case of a point dipole placed in a dc electric field. The potential energy of a point dipole, of dipole moment p, in an electric field E is given by U = − p · E. If the electric field has a gradient, then the dipole will experience a force, F = − ∇U , given by
(
Note that we assume Einstein summation convention (repeated indices of a vector are summed over). A simple extension of this expression to the case of an extended particle would be to replace the point dipole p j with a small polarized volume element dV of the extended particle, i.e. p j = P j dV , where P j is the polarization, or dipole moment per unit volume of the particle. Now consider an extended particle in an off-resonant, oscillating light field with an electric field vector of the form
where ω is the frequency of the light field and c.c. denotes the complex conjugate. We assume the same relation for the induced polarization
The time-averaged force on such a dielectric particle is given by
where P j and E j in equation (4) are actually the j th components of the P 0 and the E 0 vectors given in equations (2) and (3). We note that P j and E j in equation (1) depend on spatial coordinates only and that the electric field vector E j in this expression corresponds to the internal field inside the particle. Expression (4) is a volumetric extension of the simple point dipole case, where the presence of the polarization now accounts for the dipole-dipole interactions that are included in the DDA. With some algebra, this expression can be derived rigorously from the Maxwell stress tensor for the case of a continuous trapping beam [28] . An outline for calculating the force on a particle using equation (4) . This can be related to the numerical aperture (NA) using sin(θ max ) = NA/n, where n is the refractive index of the medium in which the light is propagating to the right of the lens.
(i) Determine the spatial distribution of the three components of the incident electric field in the region of the particlethis gives E inc j (x, y, z). (ii) Determine the spatial distribution of the three components of the polarization and electric field inside the particlethis gives P j (x, y, z) and E j (x, y, z). (iii) Determine the gradient of the electric field in the particle-∂ i E j (x, y, z). (iv) For each force component, compute the integral of the product of the appropriate pieces from steps (ii) and (iii) -see equation (4).
We now describe each of these steps in more detail.
Calculating electric fields
We calculate arbitrary electric fields using a method from the theory of Fourier transforms [29, 30] . The basis of the method is to use the Fourier decomposition (or angular spectrum) of the complex electric field at the focal plane (or any plane) to reconstruct the field at any other point. This is done by adding together the contributions of the plane waves of the Fourier decomposition of the field at the focus, while taking into account the shift in phase of each Fourier component as it propagates to the new point. This method allows one to take into account diffraction due to an aperture (e.g. the microscope objective). Extensions of this method to fully account for the different field polarizations and for lenses with high numerical aperture (NA) were published by Mansuripur [31] [32] [33] .
To find the electric fields we follow the theory of Mansuripur [31] [32] [33] and Rohrbach and Stelzer [12] , which is summarized here for clarity. To quantitatively describe the electric field of the propagating wave, consider the geometry shown in figure 1(a) .
Mathematically, the complex electric field at the focus in wavevector space (Fourier transform of field in coordinate space) E f (k x , k y ) is given by [12, 31] 
where E 0 f (k x , k y ) is the Fourier amplitude at k x , k y of the incident electric field at the focal plane, (k x , k y ) is a polarization function [31, 32] that accounts for electric field polarization as a function of angle or direction of the particular Fourier component, B(k x , k y ) is a function that accounts for the apodization of the electric field due to the aperture of the lens and circ(k x , k y ) is a uniform top-hat function that limits the allowed k x , k y components according to the geometry of the lens-see figure 1(b) . The exact expression for the electric field in wavevector space at the focal plane E 0 f (k x , k y ) will depend on the field incident on the lens. For example, a plane wave will have the form E 0 f (k x , k y ) = A 0 , where A 0 is a constant. The second term (k x , k y ) in equation (5) corresponds to the polarization function [31, 32] 
where
Note that the wavevector components are related to the total wavevector k = 2πn/λ 0 for a wave propagating in a medium of refractive index n by
Here λ 0 is the wavelength of the light in vacuum and λ = λ 0 /n is the wavelength in a medium of index n. The third term B(k x , k y ) in equation (5) corresponds to the apodization factor and is given by [12] 
where θ is the angle between k and the z axis (see figure 1(b) ). The fourth term circ(k x , k y ) in equation (5) is the result of the aperture (or lens) limiting the allowed wavevectors that can contribute to the fields at the focal plane. From figure 1(b) we see that there will be a minimum k z that results in a maximum k x or k y that can be expressed as
Once the field at the focus in k-vector space, E f (k x , k y ), is known, we can find the field at another location z along the propagation axis using E(k x , k y , z) = E f (k x , k y ) exp(ik z z), where z = 0 at the focus and k z = k z (k x , k y )-see equation (7) . To obtain the electric field in coordinate space at any location z, we need to apply the inverse Fourier transform to E(k x , k y , z), i.e. Figure 2 . Plot of the x component of the electric field along the line y = z = 0 as a function of x for two cases: the solid curve corresponds to the field calculated using the expressions in Richards and Wolf [34] , while the filled circles correspond to our calculation of the same field. Fields from both calculations were scaled to unity at the centre.
E(x, y, z)
We have calculated, using routines written in MATLAB, the fields around the focal plane for several types of Gaussian beams and for plane waves incident on the lens. Threedimensional plots of intensity for the three polarizations as a function of position in the focal plane were compared to similar plots published by Mansuripur [31] . Our intensity plots look identical in shape to the published plots. In addition, we compared images of the electric fields for the two polarizations x and z as a function of position in the x-z plane published by Rohrbach [12] with similar images generated using our MATLAB program and the agreement is good. To more quantitatively assess the accuracy of our computed electric fields, we compared the electric fields generated by a focused plane wave along the line y = z = 0 with those given by rigorous expressions published by Richards and Wolf [34]-see figure 2. As can be seen from figure 2, the agreement between our calculations and those from Richards and Wolf is quite good. We also checked the intensity along the z axis as a function of z position against that calculated using Richards and Wolf-see figure 3 . Here the agreement is also excellent.
Calculating electric polarization and internal electric field
As previously mentioned, our method handles any particle size and shape. This is done through a discrete dipole approximation (DDA). In the DDA method the particle is broken up into small volume elements on a cubic lattice. Each of these volume elements is assigned a polarizability per unit volume, and the electric polarization of each element is calculated based on the solution to a set of linear equations that uses the incident field in the region of the particle as an input. The DDA routine we used, called DDSCAT, was developed by Draine [21] to calculate scattering cross sections of particles in interstellar space. DDSCAT assumes a monochromatic plane wave and it needs, as inputs, particle size and shape, the relative dielectric constant(s) of the particle (i.e. relative Figure 3 . Plot of the intensity (points) along the z axis as a function of z position against the same intensity (curve) calculated using Richards and Wolf [34] . Intensities from both calculations were scaled to unity at the centre.
to the surrounding medium), the polarization of the plane wave that is incident on the particle and the orientation of the principal axes of the particle. It can calculate efficiency factors for absorption, scattering, extinction and phase lag relative to a plane wave. It can also calculate the Mueller intensity scattering matrix as well as the radiation force and torque efficiencies for a single plane wave. DDSCAT has its own internal subroutine to generate the plane wave field in the region of the particle. However, the program was designed to be modular and we modified it to read the electric field values in the region of the particle from a file, rather than use its own internally generated plane wave. We also modified it to store the calculated polarizations in a file and to use the polarizations to get the internal fields. Hence, we are using the DDA to get polarizations and internal electric fields (from which field gradients are calculated and then combined with polarizations to obtain forces-see equation (4)).
To calculate the polarization at different points in the particle, the particle is embedded in a three-dimensional grid and the polarization is found at each grid point within the particle. The number of points determines the separation between dipoles, which needs to be small compared to the wavelength of light. As mentioned by Draine [5] , the number of points and the refractive index of the material determine the accuracy of the calculation, with more error occurring on the edge points. Using the recommended number of volume elements should give accurate results, with errors of about 1-2% being typical of computed cross sections using the method [5] .
Calculating field gradients
Calculating the field gradients of the internal fields was done using a MATLAB subroutine written by Hanselman and is available on the web [35] . This routine is supposed to be typically an order of magnitude more accurate than the standard gradient function that is built into MATLAB. Depending on the specific geometry, calculating gradients can be memory intensive (up to three gradient components of three electric field components for each grid point).
Results and discussion
Optical forces are calculated using equation (4) by integrating (summing) the appropriate products of calculated polarizations and field gradients. A convenient way to calculate forces is to compute the normalized force factor Q, which normalizes out the total intensity so that dependences on field distributions and particle shapes and properties can be appropriately reflected in the figure of merit. The force F is related to the normalized force factor Q in the following way
where c is the speed of light in vacuum and P is incident power. Note that the quantity n P/c is physically the linear momentum per second incident on the system in a medium of refractive index n. The first test of our method involved calculating the force on a 200 nm diameter sphere (n = 1.57) in water (n m = 1.33) due to an incident Gaussian beam that is x-polarized to the left of the lens-see figure 1(a) . The beam had a wavelength λ 0 = 1064 nm and its incident waist radius ω i was 55% of the input aperture radius of a 1.2 NA objective. A rigorous calculation of the optical forces under these conditions using a different method have been published by Rohrbach and Stelzer [12] . Hence, we use these published results, which agree with experiment [11, 12] , as an important benchmark to test our method in this paper. The fields were calculated using an FFT routine in MATLAB with 688 points and the DDA calculation of the polarization vector used a cubic grid of points with a spacing of 40 nm. This resulted in having the sphere sampled at 81 points (i.e. there were 81 polarization volume elements). The sphere is moved along the propagation axis and the force at each point is found (see figure 4) . As can be seen from figure 4 , the agreement between our calculations and those of Rohrbach and Stelzer [12] is good, with the peak force on the positive axis being the area where the difference is largest. However, finer details of the curve shape are in agreement. The curve from Rohrbach and Stelzer [12] was obtained by electronically magnifying their corresponding figure (their figure 5 ) and hand-digitizing the curve from that figure.
To demonstrate the power of our method to calculate forces on particles of arbitrary shape and size, we include in figure 5 calculations of the force efficiency for a cube with the same volume as an 800 nm diameter sphere with n eff = 1.18 (ratio of index of cube to surrounding medium). We chose an effective diameter of 800 nm so that the calculation would be in the middle of the Mie regime, since 800 nm is the effective wavelength (in water) of light with vacuum wavelength λ 0 = 1064 nm. The curve was calculated using NA = 1.2, and for an incident plane wave on the microscope objective. Thus we have two distinct field regimes represented by the curves in figures 4 and 5.
As a further test of our proposed method, we performed a series of calculations in a completely different regime. We calculated the scattering force due to a plane wave on spheres of different sizes and compared our results against those obtained using the methods of optical scattering. Specifically, the program by Draine can calculate the force on a particle due to an incident plane wave-it is an automatic output of the program DDSCAT. Figure 6 summarizes the three sets of results-the black squares correspond to the calculation by Draine, the red circles are our results using equation (4) and the blue triangles correspond to the case of using our equation (4) but with the gradient of the applied field in place of the internal field. This last set of points serves as an additional check, since we expect agreement at small particle size and disagreement at large particle size. The data illustrate this nicely. In addition, figure 6 shows there is good agreement between our method and that of a different benchmark for spheres up to a diameter equal to the effective wavelength in the surrounding medium (λ eff = 800 nm). This benchmark can be readily checked by Figure 6 . Plot of the scattering force efficiency factor Q as a function of sphere diameter using light in water with an effective wavelength λ eff = 800 nm (vacuum wavelength λ 0 = 1064 nm). The black squares are from the benchmark, the red circles are our results using the gradients of internal fields, the blue triangles are our results using the gradients of applied fields-see text for details.
anyone who has web access, since the benchmark consists of a series of forces that are directly calculated by DDSCAT with no modifications of the program. We note that the agreement between our results and the benchmark is best for smaller spheres (differ by about 6%) and worst for the largest sphere (11% difference). However, for practical reasons, the number of points in our sphere was 2320 for these calculations, and an increase in the number of points might improve the accuracy. We note that the last data point (for the sphere in the middle of the Mie regime at diameter = λ eff ) is close to the stated DDA spacing criterion required by DDSCAT. For our conditions the inter-dipole gap (space between two adjacent dipoles) is supposed to be <71 nm and the gap used was 60 nm. In addition, taking more points might reduce the major source of error-poor gradient values at edge points. It would also be useful to perhaps modify the canned gradient program we used to further improve the accuracy of edge point gradients.
As a further check against benchmarks and to demonstrate the method works for particles of arbitrary shape, in figure 7 we provide data for cubes with equivalent volumes to the spheres calculated in figure 6. Our agreement with the benchmark calculations is excellent, with an average difference of 0.5%. Again there is a clear deviation from the benchmarks if the gradient of the applied electric field is used in equation (4) .
In the future, since the DDA program can compute polarizations for crystalline materials and account for the intrinsic birefringence, it would be interesting to extend our calculations to such a case. In addition, since the discrete dipole approximation can handle particles with complex refractive indices, it might also be possible to extend our technique to absorbing particles.
Conclusions
In this paper we have introduced a novel method for calculating forces on particles in the Rayleigh, Mie and geometrical Figure 7 . Plot of the scattering force efficiency factor Q as a function of effective sphere diameter for a series of cubes with the same volume as the spheres used in figure 6 . The black squares are from the benchmark, the red circles are our results using the gradients of internal fields, the blue triangles are our results using the gradients of applied fields. Since the black squares and the red circles overlap so well, it is difficult to distinguish between them in the plot.
scattering regimes. We have demonstrated the method by calculating axial trapping force curves on two different shapes, spheres and cubes. We have provided detailed results that compare our method to benchmarks for several cases: (1) the optical trapping force as a function of axial position for a dielectric sphere of diameter 200 nm at the focus of a Gaussian beam trap, (2) the scattering force on a set of spheres well into the Mie regime and (3) the scattering force on a set of cubes in the same size regime as the sphere set. Thus we have demonstrated the method can handle the real fields present in optical traps, namely focused Gaussian beams, as well as other fields such as unfocused plane waves. The accuracy of our electric field calculations is good, and our results compare favourably with the fields calculated by other methods [12, 31] and with the rigorous field results published for focused plane waves by Richards and Wolf [34] . The basic theory behind the method is conceptually simple, as it can be motivated as a volumetric extension of the simple case of a point dipole in a gradient field. Conceptually, the method is also simple to implement-calculate the incident electric field, use the field in a DDA program to obtain polarizations and internal fields, and integrate the force densities given in equation (4) over the volume of the particle. We anticipate applying the method to additional particles of arbitrary shape and to particles that have crystalline axes.
