Consider a sequence of continuous-time irreducible reversible Markov chains and a sequence of initial distributions, µ n . Instead of performing a worst case analysis, one can study the rate of convergence to the stationary distribution starting from these initial distributions. The sequence is said to exhibit (total variation) µ n -cutoff if the convergence to stationarity in total variation distance is abrupt, w.r.t. (with respect to) this sequence of initial distributions.
Introduction
This work is a continuation of [3] , in which Starr's maximal inequality was used to characterize the cutoff phenomenon for reversible Markov chains in terms of concentration of hitting times. Here using the same technique we present several new related results.
Generically, we shall denote the state space of a Markov chain by Ω and its stationary distribution by π (or Ω n and π n , respectively, for the n-th chain in a sequence of chains). We say that the chain is finite, whenever Ω is finite. Let (Y t ) ∞ t=0 be an irreducible Markov chain on a finite state space Ω with transition matrix P and stationary distribution π. We denote such a chain by (Ω, P, π). A chain (Ω, P, π) is called reversible if π(x)P (x, y) = π(y)P (y, x), for all x, y ∈ Ω.
Periodicity issues can be avoided by considering the continuous-time version of the chain, (X t ) t≥0 . This is a continuous time Markov chain whose heat kernel is defined by H t (x, y) := ∞ k=o e −t t k k! P t (x, y). It is a classic result of probability theory that for any initial condition the distribution of X t converges to π when t goes to infinity. The object of the theory of Mixing time for Markov chain is to study the characteristic of this convergence (see [6] for a self-contained introduction to the subject). Throughout, we shall consider only continuous time chains, although all our results can be stated also in discrete time, assuming P (x, x) ≥ δ for some δ > 0 for all x ∈ Ω.
We denote by H t µ (H µ ) the distribution of X t ((X t ) t≥0 ), given that the initial distribution is µ. When µ = δ x (where δ x (y) = 1 x=y ), for some x ∈ Ω, we simply write H t x (H x ). We denote the set of probability distributions on a (finite) set B by P(B). For any µ, ν ∈ P(B), their total-variation distance is defined to be The -mixing-time is defined as t mix ( ) := inf {t : d(t) ≤ } .
We also define the -mixing-time w.r.t. a fixed initial distribution µ to be t mix,µ ( ) := inf {t : d µ (t) ≤ }. When = 1/4 we simply write t mix and t mix,µ .
Recall that if (Ω, P, π) is a finite reversible irreducible chain, then P is self-adjoint w.r.t. the inner product induced by π (see Definition 2.1) and hence has |Ω| real eigenvalues. Throughout we shall denote them by 1 = λ 1 > λ 2 ≥ . . . ≥ λ |Ω| ≥ −1 (where λ 2 < 1, by irreducibility). Define the relaxation-time of P as t rel := (1 − λ 2 ) −1 . The following general relation holds for reversible chains, t rel log 1 2 ≤ t mix ( ) ≤ log 1 min x π(x) t rel , (1.1) (see [6] Lemmas 20.5 and 20.11).
The following mixing parameter, introduced in [3] , shall play a key role in this work.
Definition 1.1. Let (Ω, P, π) be an irreducible chain. For any µ ∈ P(Ω), δ, ∈ (0, 1) and t ≥ 0, define p µ (δ, t) := max B⊂Ω: π(A)≥δ H µ [T B > t], where T B := inf{t : X t ∈ B} is the hitting time of the set B. Set p(δ, t) := max x∈Ω p x (δ, t). We define hit δ,µ ( ) := min{t : p µ (δ, t) ≤ } and hit δ ( ) := min{t : p(δ, t) ≤ },
Next, consider a sequence of such chains, ((Ω n , P n , π n ) : n ∈ N), each with its corresponding worst-distance from stationarity d n (t), its mixing-time t (n) mix , etc.. Loosely speaking, the (total variation) cutoff phenomenon occurs when over a negligible period of time, known as the cutoff window, the (worst-case) total variation distance (of a certain finite Markov chain from its stationary distribution) drops abruptly from a value close to 1 to near 0. In other words, one should run the n-th chain until time (1 − o(1))t (n) mix for it to even slightly mix in total variation, whereas running it any further after time (1 + o(1))t (n) mix is essentially redundant. Formally, we say that a sequence of chains exhibits a cutoff if the following sharp transition in its convergence to stationarity occurs:
Similarly, for a sequence of initial distributions µ n ∈ P(Ω n ), we say that a sequence of chains exhibits a µ n -cutoff if
We say that the sequence has a cutoff window w n , if w n = o(t (n) mix ) and for any ∈ (0, 1) there exists c > 0 such that for all n t (n)
We say that a family of chains satisfies the product condition
The following well-known fact follows easily from the first inequality in (1.1) (c.f. [6] , Proposition 18.4). mix ). Definition 1.3. Let (Ω n , P n , π n ) be a sequence of irreducible chains and let α ∈ (0, 1). We say that the sequence exhibits a hit α -cutoff (resp. hit α,µn -cutoff ), if for every 0 < < 1/4,
The main abstract result in [3] is the following theorem. Theorem 1. Let (Ω n , P n , π n ) be a sequence of reversible irreducible finite Markov chains. The following are equivalent:
(1) The sequence exhibits a cutoff.
(2) The sequence exhibits a hit α -cutoff for some α ∈ (0, 1) and t
Definition 1.4. Let µ ∈ P(Ω) and 0 < α < 1. Define
This work was greatly motivated by the results of Peres and Sousi in [9] . Similar results were obtained independently by Oliviera [8] . Both papers refine previous results of Aldous [1] and of Lovász and Winkler [7] . Their results share the general theme of describing mixing-times in terms of hitting-times. Their approach relied on the theory of random times to stationarity combined with a certain "de-randomization" argument which shows that for any reversible irreducible finite chain and any stopping time T such that X T ∼ π, t mix = O(max x∈Ω E x [T ]). As a consequence, they showed that for any 0 < α < 1/2 (this was extended to α = 1/2 in [5] ), there exist some constants c α , c α > 0 such that for any reversible irreducible finite chain
It is natural to ask whether the more studied mixing parameter t H (α) could be used in Theorem 1 instead of the mixing parameter hit α (·).
The following theorem extends Theorem 1 to arbitrary starting distributions µ n ∈ P(Ω n ), such that t
mix,µn ). In addition, it asserts that "cutoff" w.r.t. these initial distributions (i.e. µ n -cutoff), is in fact equivalent to concentration of hitting times of sets which are "worst in expectation" w.r.t. these initial distributions (in the sense of Definition 1.4). Theorem 2. Let (Ω n , P n , π n ) be a sequence of finite irreducible reversible chains. Let µ n ∈ P(Ω n ) be such that t
mix,µn (δ)), for some 0 < δ < 1. Then the following are equivalent:
i) The sequence exhibits a µ n -cutoff.
ii) There exists some α ∈ (0, 1) such that the sequence exhibits a hit α,µn -cutoff.
iii) There exist some α ∈ (0, 1) and a sequence of sets A n ⊂ Ω n with π n (A n ) ≥ α satisfying that
Corollary 1.5. Let (Ω n , P n , π n ) be a sequence of finite irreducible reversible transitive chains. Then the following are equivalent i) The sequence exhibits a cutoff.
ii) The sequence satisfy the product condition, and for some sequence x n ∈ Ω n and some 0 < α < 1, there exists a sequence of sets A n ⊂ Ω n with π n (A n ) ≥ α satisfying that
The following proposition asserts that in general cutoff (as opposed to cutoff from a sequence of fixed initial distributions) cannot be characterized in terms of the mixing parameter t H (α). Proposition 1.6. There exists a sequence (Ω n , P n , π n ) of finite irreducible reversible chains satisfying the product condition such that the following holds:
· The distribution of the hitting times of A n are concentrated w.r.t. the initial states x n .
· The sequence does not exhibit a cutoff.
In Example 5.1 we construct an sequence of chains which exhibits the behavior described in Proposition 1.6. Remark 1.7. It was shown in [4] that a sequence of finite continuous-time Markov chains exhibits a cutoff iff t (n)
L ( ) is the -mixing-time of the associated lazy chain. They also showed that the same holds for a sequence of fixed initial distributions. Hence in part (i) of Theorem 2 and of Corollary 1.5 we could have considered the lazy version of the chain, rather than its continuous-time version.
The main ingredient in the proof of Theorem 2 is the following proposition Proposition 1.8. Let (Ω, P, π) be a finite irreducible reversible Markov chain. Let µ ∈ P(Ω). Let 0 < ≤ 1/2. Then
The separation of y ∈ Ω w.r.t. µ ∈ P(Ω) is defined as 1 − µ(y)/π(y). An important notion of distance from stationarity, intimately related to total variation distance, is the separation distance of µ (from π) defined as s µ := max y∈Ω 1 − µ(y)/π(y). Generally, µ − π TV ≤ s µ , for any µ ∈ P(Ω) (see e.g. Lemma 6.13 in [6] ).
Another notions of distance from stationarity are the L ∞ and L p distances (1 ≤ p < ∞), defined, respectively, as µ−π ∞,π := max y | µ(y) π(y) −1| and µ−π p,π := y π(y)(
The separation and L p mixing times are defined as t sep ( ) = inf{t :
In general, one always has that t sep ( ) ≤ 2t mix ( /4) (c.f. [6] Lemma 19.3). Conversely, in many cases t
mix (e.g. lazy simple random walk on the ndimensional hypercube, see Theorem 18.8 in [6] ). The L 2 mixing-time in many cases satisfies is that it is the smallest number a such that one can write H t x = aν + (1 − a)π. A natural relaxation of this can be looking for a small a such that one can write H t x = aν + (1 − a)µ for µ satisfying that π({y : µ(y) < (1 − )π(y)}) < . Similarly, one can require µ to be a mixture of the form i∈I c i π A i , for some collection of sets (A i ) i∈I such that π(A i ) ≥ 1 − for all i, where i c i = 1 and π A denotes π conditioned on A (i.e. π A (y) = 1 y∈A π(y)/π(A)). In the same spirit, a relaxation of the L p distance from π is to look at a small a such that one can write H
This following theorem, which we call the Decomposition Theorem, asserts that for t which is slightly larger than hit 1− ,µ (p), one can indeed write H t µ as such a mixture, with a slightly larger than p. The statement of the Decomposition Theorem may seem cumbersome at first sight. The reader may find it easier to first think of p and as constants and of w as tending to infinity. Theorem 1.9. Let (Ω, P, π) be a finite irreducible reversible Markov chain. Let σ ∈ P(Ω). Let w ∈ R and 0 < , p < 1. Denote C ,p := Then for any w ≥ −C ,p , there exist some 0 < c τ ≤ a τ := p + ρ(1 − p) and two distributions ν = ν τ and µ = µ τ such that the following hold
and for any b ∈ [0, 1],
(1.7)
Recall the definition of t H ( ) from Definition 1.4. In [5] the following general inequality was proved (without a reversibility assumption).
We prove a specialized version of the above result for the reversible setup. In many cases the bounds obtained from Proposition 1.11 are considerably better than the bound in Theorem 1.10 (in particular, this is the case when the product condition holds). Proposition 1.11. There exists an absolute constant C > 0 such that for any finite reversible irreducible chain (Ω, P, π),
, for every 0 < < 1/2 and µ ∈ P(Ω).
A remark about our approach
The approach taken here for relating t mix,µ (·) and hit ·,µ (·) follows that taken in [3] . Namely, we define for any B ⊂ Ω, the set G = G s (B, m), which we call the good set for B from time s within m standard-deviations. This set is defined formally in (2.3). The reason for the name would become clear once this set is defined formally. Fix some 0 < < 1 and set m = m := 2/ √ . Fix some initial distribution µ. From the definition of G, it would be easy to see that for any t ≥ 0, hitting G by time t serves as a "certificate" that the chain is " -mixed w.r.t. B" at time t + s.
If for some s = s we had that π(G s (B, m )) ≥ 1 − for all B ⊂ Ω, then if by time t any set of stationary probability at least 1 − is hit with probability at least 1 − given that X 0 ∼ µ (i.e. t ≥ hit 1− ,µ ( )), then by using the certificate T Gs(B,m ) ≤ t and then maximizing over all B we get that t mix,µ (2 ) ≤ t + s.
As in [3] , we shall use Starr's maximal inequality (Theorem 2.3) in conjunction with the L 2 contraction Lemma (Lemma 2.2) to show that there exists an absolute constant
In order to relate t mix,µ (·) and t H,µ (·), we relate t H,µ (α) and hit α+ ,µ (·) by showing that for any , α, p > 0 such that + α < 1 and
Starr's Maximal inequality
In this section we present the machinery that will be utilized in the proof of the main results. The most important tool we shall utilize is Starr's L 2 maximal inequality (Theorem 2.3). We start with a few basic definitions and facts. We denote Z + := {n ∈ N : n ≥ 0} and
We identify H t with the operator
By reversibility H t is self-adjoint (w.r.t. ·, · π ).
The following lemma is standard and follows from elementary linear algebra using the the spectral decomposition of a function f ∈ R Ω (see e.g. Lemma 20.5 in [6] ).
Var π H t f ≤ e −2t/t rel Var π f, for any t ≥ 0, and (2.1)
We now state a particular case of Starr's maximal inequality ([10] Proposition 3). The proof in the discrete time setup could be found in [3] . Let f ∈ R Ω . Define its maximal function by f
Theorem 2.3 (Maximal inequality [10] ). Let (Ω, P, π) be a finite reversible irreducible Markov chain. Then for any
For any B ⊂ Ω and s ∈ R + , set ρ(
We define the good set for B from time s within m standard-deviations to be
3)
The motivation behind the definitions in (2.3) was previously explained in § 1.1. The following corollary follows by combining Lemma 2.2 with Theorem 2.3.
Corollary 2.4. Let (Ω, P, π) be a finite reversible irreducible chain. Then
. Then by Lemma 2.2 and Theorem 2.3
Hence D := {x ∈ Ω : f * s (x) ≥ mσ s } is the complements of G s (B, m). Thus by Markov inequality and (2.5)
3 Inequalities relating t mix (·) and hit · (·)
Our aim in this section is to obtain inequalities relating t mix ( ) and hit β (δ) for suitable values of β, and δ using Corollary 2.4. As was shown in [3] , these two notions of mixing are intimately connected to each other. In this section we refine the analysis from [3] . Corollary 3.3 below contains the more difficult half of Proposition 1.8. We end the section with a proof of the Decomposition Theorem.
Lemma 3.1. Let (Ω, P, π) be a finite irreducible reversible chain. Let µ ∈ P(Ω), , p ∈ (0, 1),
Proof. Consider the set
Then by Corollary 2.4, π(H) ≥ 1 − . By the Markov property and the definition of H,
By the definition of τ ,p and the fact that
This concludes the proof of (3.1).
Corollary 3.3. Let (Ω, P, π) be a reversible irreducible finite chain. Let µ ∈ P(Ω), w ∈ R and p, ∈ (0, 1).
Proof. The proof of (3) is parallel to that of (1)- (2) and thus omitted. We first prove (3.3). Denote t := hit 1− ,µ (p). First observe that from the definition of D r := D t,s,p,r,µ we have that 
(3.6) 
This concludes the proof of (3.3). The first inequality in (3.5) follows directly from the definition of the total variation distance. To see this, let E ⊂ Ω be an arbitrary set with π(E) ≥ 1 − /4. Let
In particular, we get directly from Definition 1.3 that hit 1− /4,µ (5 /4) ≤ t 1 = t mix,µ ( ).
The remaining inequalities are obtained by applying the previously established ones with particular choices of (w, , p). We now specify the required choice of parameters for each inequality, leaving the necessary calculations to the reader. For the second inequality in (3.5), use (3.3) with (w, , p) being (log(8/ ), /4, 3 /4).
For the first inequality in (3.4), apply (3.3) with (w, , p) = (log(8/ ), 1/2, 3 /4). For the second inequality in (3.4), apply (3.3) with (w, , p) being (log(4/ ), , 1 − ).
Proof of Theorem 1.9: We start by recalling the relevant notation. We denote t := hit 1− ,σ (p),
Denote its complement by B r . Then in the notation of (3.2)
τ (w, , p) = s w + log 2 p (1 − p) , , p ,
Then by (3.7) we have that
We may write H t+τ σ as a mixture of two distributions of the following form.
where ν(x) :=
) and µ is defined via the relation
where a ∧ b := min(a, b). By construction and (3.9) we have that µ(x) ≤ (
)π(x) for any x ∈ Ω. By (3.9) we know that c τ ≤ a τ as desired. Thus
and so (1.4) indeed holds.
Let x ∈ Ω. By (3.9)-(3.10)
Note that by the second equality in (3.9) and the definition of D 0 , we have that 1
By (3.6) and (3.8) we have that
(3.12)
This establishes (1.5). Consider the function f :
Note that 0 ≤ f ≤ 1 and that {f (x) ≥ r} ⊂ E 1−r . Hence by (3.12),
Plugging the last estimate into (3.13) yields (1.6). Finally, we are only left to prove (1.7). Denote β := 1 − pe −w/2 /2 and
Consider µ 1 ∈ P(Ω) defined as follows,
By (1.4) we get that
By (1.5) and our choice of β we get that
Consider µ 2 (x) := βπ(x)1 x∈F c +µ(x)1 x∈F 1−κτ . Then by construction, µ = κ s µ 1 + (1 − κ s )µ 2 . Any µ ∈ P(Ω) can be written as µ = Aμ (A)π A for some distribution on subsets of Ω,μ , which is supported on A ⊂ Ω : A ⊃ {x ∈ Ω :
} . For µ = µ 2 we get that π({x ∈ Ω :
1+e w as desired.
Proofs of Theorem 2 and Propositions 1.8 and 1.11
Let π A denote π conditioned on A (i.e. π A (y) = 1 y∈A π(y)/π(A)). The following lemma and corollary are taken from [3] (Lemma 3.5 and Corollary 3.4). The proofs in [3] are given for the discrete-time case, but the necessary adaptations for continuous-time are explained in Section 5 ibid.
Lemma 4.1. Let (Ω, P, π) be a finite irreducible reversible Markov chain. Let A Ω be non-empty. Let α > 0 and w ≥ 0. Let B(A, w, α) := {y :
In particular,
Proof: For (4.1) see [3] . Write B = B(A, w, α) and t := . By (4.1)
Corollary 4.2. Let (Ω, P, π) be a finite irreducible reversible Markov chain. Let µ ∈ P(Ω) and 0 < ≤ 1/2. Denote s := 2t rel | log |. Then
Proof. Fix some 0 < ≤ 1/2. Take an arbitrary set A with π(A) ≥ 1 2
and µ ∈ P(Ω). It follows by coupling of the chain with initial distribution H t µ with the stationary chain that for all t ≥ 0
where the penultimate inequality is a consequence of (4.1) and the choice of s . Putting t = t mix,µ ( ) and t = t mix,µ (1 − ) successively in the (4.3) and maximizing over A such that π(A) ≥ Corollary 4.3. Let (Ω, P, π) be a reversible irreducible finite Markov chain. Let µ ∈ P(Ω). Then for any 0 < < δ < 1 and any 0 < β ≤ γ < 1,
Proof. The first inequality in (4.4) is trivial. We now prove the second inequality in (4.
4). Let
A be an arbitrary set with π(A) ≥ β. Denote s := β −1 t rel log 
Since A was arbitrary, this concludes the proof of (4.4).
Proposition 4.4. Let (Ω n , P n , π n ) be a sequence of finite irreducible reversible chains. Let µ n ∈ P(Ω n ). Assume that t
mix,µn (δ)), for some 0 < δ < 1. Then (1)- (3) below are equivalent:
(1) There exists some α ∈ (0, 1) such that the sequence exhibits a hit α,µn -cutoff.
(2) For any α ∈ (0, 1) the sequence exhibits a hit α,µn -cutoff.
Moreover, for any α ∈ (0, 1), Proof. First assume that (4.5) indeed holds. Then t
α,µn (δ/2)), for any α ∈ (0, 1). This in conjunction with Corollary 4.3 implies (4.6) and the equivalence between (1)- (2) (c.f. the proof of Proposition 3.6 in [3] ). We now prove (4.5).
The first inequality in (4.5) follows from (3.3) and the assumption that t
mix,µn (δ)). We now prove the second inequality in (4.5). By (4.4) hit
mix,µn (δ)). By the first inequality in (3.5) hit
Proof of Theorem 2. We now prove the equivalence between (i)-(iii) in Theorem 2. We defer the equivalence between (iii) and (ii) in Theorem 2 to the end of this section. We now prove the equivalence between (i) and (ii).
By Proposition 4.4 it suffices to show that (i) is equivalent to the condition that
By Proposition 1.8,
Using this together with Proposition 4.4, it is easy to verify that (i) is indeed equivalent to (4.7).
We now present two lemmas regarding sets expected hitting times inequalities. Proposition 1.11 follows by combining these two lemmas. The first of which is simpler and gives better bounds for some poruses. The second one gives better asymptotic in the sense that it follows from it that (in the reversible setup) t H ( ) − t H (1 − ) ≤ ct rel −1 , for some absolute constant c, whereas the first lemma only implies that t H ( )
Lemma 4.5. Let (Ω, P, π) be a finite reversible irreducible Markov chain. Let ∈ (0, 1) and
Proof. Fix k ≥ 0. Let i ∈ N. Denote a = a := (1 − ) −1 t rel log 3. Consider
Then by (4.2) we have that
Let I := i∈N I i . By union bound over the complements we have that π(I)
Lemma 4.6. Let (Ω, P, π) be a finite irreducible reversible chain. Let A ⊂ Ω be non-empty. Denote := π(A). Let t ≥ 1. Denote r = r( , t) := (t + | log |)t rel , := t rel log 2 and s = s( ) := 2 −1 t rel log 2. There exists a set J = J(A, t) ⊂ Ω such that
(ii) For any z ∈ J we have that E z [T A ] ≤ r + 11(s + )/2.
(iii) For any z ∈ J and i ∈ N we have that
Proof. For any i ∈ N, let C i := {y :
Denote its complement by B i . Denote
Hence by (4.8)
By (2.1),
By Chebyshev's inequality and (4.9)
.
Then by a union bound
Fix some z ∈ J and i ≥ 1. Note that because J ⊂ J i we get from the definitions of J i and C i together with the Markov property that
For i = 1 the RHS equals 1/4 and for i ≥ 2 the RHS is at least 1 − 2 −i+1 . From this it is easy to verify that indeed E z [T A ] ≤ r + 11(s + )/2.
The following lemma asserts that, for a fixed starting distribution µ such that t rel is much smaller than t mix,µ , a set A which is "worst" in expectation (i.e. E µ [T A ] = t H,µ (1 − ) and π(A) ≥ 1 − ) is almost the "worst in probability" (in the sense of Definition 1.1) for all times. By this we mean that this is the case up to a small size and time shifts and up to a small difference in the chance of not being hit by a given time.
Lemma 4.7. Let (Ω, P, π) be a finite irreducible reversible chain. Let µ ∈ P(Ω) and 0
In particular, for any t ≥ 0, r ≥ 1 and q ∈ (0, 1) we have that
Proof. We first note that the first row in (4.11) follows from (4.10) trivially. The second row in (4.11) follows from the first by taking t = hit 1− /2,µ (1 − q) − rρ and picking some
We now prove (4.10). Let I be as in Lemma 4. 
For any ∈ R denote + := max{ , 0}. Since D ⊂ I, by the Markov property we have that
Thus by (4.12)
By Markov inequality and the fact that D ⊂ B we get that
, for all r ≥ 1.
We are now ready to conclude the proof of Theorem 2 by establishing the equivalence between (ii) and (iii) in Theorem 2.
Proof. We start by showing that (ii)=⇒(iii). Let α ∈ (0, 1). Assume that
Then by Proposition 4.4,
β,µn (1/4) , for any 0 < < 1/4 and 0 < β < 1.
Let A n ⊂ Ω n be an arbitrary sequence of sets such that
H,µn (1 − α) and π n (A n ) ≥ 1 − α. By the equivalence between (i) and (ii) in Theorem 2, we have that
mix,µn ), for any 0 < ≤ 1/4. Fix some 0 < ≤ 1/8. Using Proposition 4.4 and similar reasoning as in the proof of the equivalence between (i) and (ii) in Theorem 2, we get that
and also
Then by the definition of hit (n) 1−α,µn ( ) and the fact that π n (A n ) ≥ 1 − α (first inequality), together with (4.13) we get that
Conversely, let n = n ( ) := 3
mix,µn ). Then by (4.11) (first inequality) and (4.14) we get that
mix,µn ). By (4.16) we get that t (n) mix,µn = O(E µn [T An ]) and thus we also have that k n ( )−k n (1−2 ) = o(E µn [T An ]), for any 0 < < 1/8. This concludes the proof of (ii)=⇒(iii). We now show that (iii)=⇒(ii).
Let α ∈ (0, 1) and A n ⊂ Ω n be an arbitrary sequence of sets such that
(4.17)
As before, denote k n (p) := inf{t : H µn [T An > t] ≤ p}. Then by (4.17),
Recall that by assumption, there exists some 0 < δ < 1 such that t
mix,µn (δ)). Fix some 0 < < δ/4. By (4.4) we have that
As in (4.15),
By (4.5), we have that
Hence by (4.19)-(4.20) we get that
This, in conjunction with (4.18), yields that for any 0 < < δ/4,
Conversely, let n ( ) be as before. Fix some 0 < < δ/4. Then n ( /2) = o(t (n) mix,µn (δ)) and by (4.5) n ( /2) = o(hit (n) 1−α/2,µn (δ/2)). Similarly to the derivation of (4.16), by (4.11)
This, in conjunction with (4.21)-(4.22), implies that
1−α/2,µn (δ/2)), for any 0 < < δ/4.
Aldous' Example
We now present a version of Aldous' example (see figure 1 ) for a sequence of reversible Markov chains (Ω n , P n , π n ) which satisfies the product condition but do not exhibit cutoff and analyze it. Our version of Aldous' demonstrates the behavior described in Proposition 1.6. Namely, we show that the sequence does not exhibit cutoff although there exist A n ⊂ Ω n with π n (A n ) ≥ 1/2 and x n ∈ Ω n satisfying t H (1/2) = E xn [T An ] such that the hitting times of A n started from x n are concentrated under the initial starting positions x n ∈ Ω n . Example 5.1. Consider the sequence of chains (Ω n , P n , π n ), where Ω n := A ∪ B ∪ C ∪ {z}, where A = A n := {a 2n+1 , a 2n , a 2n−1 , . . . , a n+1 }, B = B n := {b n , b n−1 , . . . , b 1 } and C = C n := {c n , c n−1 , . . . , c 1 }. For notational convenience we write a := a 2n+1 , v := a n+1 = b n+1 = c n+1 and b 0 = z = c 0 . Define the transition matrix P n by · Holding probabilities:
· Values at the special three states a = a 2n+1 , v = a n+1 , z = b 0 = c 0 : P n (a, a 2n ) = 1/2, Figure 2: We consider a Markov chain with the transition probabilities specified above.
of (Ω n , Q n , π n ). It is easy to see that the projection Z t = f (Y t ) is a nearest neighbor biased random walk on the interval {0, 1, . . . , 2n + 1} (with reflecting boundary conditions) with a fixed bias of 2/3 of making a step towards 0. In particular, T 0 under H k (w.r.t. the chain
It is easy to check that the chains (Ω n , P n , π n ) are indeed reversible. One way to see this is to note that Kolmogorov's cycle condition holds. Alternatively, the corresponding (symmetric) edge weights are w n (a n+m , a n+m+1 ) = 2
and w n (x, x) = y:y =x w n (x, y) x ∈ A ∪ B, 99 y:y =x w n (x, y) otherwise.
By the well-known discrete analog of Cheeger inequality (e.g. [6] Theorem 13.14), t (n) rel = O(1), as the bottleneck-ratio is bounded from below (which can readily be seen from the above edge weights). In particular, the product condition holds.
For any 0 < < 1, let k n ( ) := inf{t : max x∈Ωn P x [T z > t] ≤ }. As π n (z) > 1/2, we get that for any 0 < < 1, hit (n) 1/2 ( ) = k n ( ). We define CB (a shorthand for "chosen branch") to equal B (resp. C) if the first visit to z was made by crossing the edge (b 1 , z) (resp. (c 1 , z)).
Note that for any x ∈ A we have that H x [CB = B] = 1/2 = H x [CB = C]. Let S ∈ {B, C}. It is easy to see for every ∈ [n], conditioned on CB = S, the conditional distribution of T z under H a n+1+ [ · | CB = S], is concentrated around 6 + 6n1 S=B + 300n1 S=C .
Using the aforementioned projection (Z t ) together with elementary results about hitting probabilities for a nearest neighbor biased walk on an interval (see e.g. [6] Example 9.9) we get that In particular, we get that for all > log 2 n the law of T z under H c n+1− (resp. H b n+1− ) is concentrated around 300(n − ) (resp. 6(n − )), within a time window of size O( √ n) . Let S ∈ {B, C} and ≤ log 2 n . It follows from (5.10) below that E c n+1−r [T v | CB = B] ≤ 300r + O(1). Using Markov inequality, and the analysis of the case x ∈ A, with x = a n+1 = v, it is easy to verify that conditioned on CB = S, the conditional distribution of In particular, there is no hit 1/2 -cutoff. By Theorem 1, the sequence does not exhibit a cutoff. As π n (z) > 1/2, for any initial state x ∈ Ω n , the "worst" set in expectation of π n measure at least 1/2, must be {z} (i.e. t
(n)
H,x (1/2) = E x [T z ], for any x ∈ Ω n ). Let x n ∈ Ω n be such that t . We now argue that the x n = c jn for some j n ∈ [n] such that min(n − j n , j n ) → ∞ (in fact, we shall show that n − j n = Θ(log n)). Note that starting from such x n , the hitting time of z is concentrated, although the sequence of chain does not exhibit a cutoff.
Most readers should be satisfied by the following explanation. It is clear that either x n ∈ C or x n = a. If n = o(n) and n → ∞, then the distribution of T z under H c n− n is concentrated around 300n − o(n) and E c n− n [T z ] = 300n − o(n). On the other hand, E a [T z ] ≤ 159n. Lastly, if n = O(1), then H c n+1− n [ | CB = B] is bounded from below, and so lim sup E c n+1− n [T z ]/n < 300.
We now present a more detailed proof for the fact that x n = c jn for some j n such that n − j n = Θ(log n). First write
We shall show that there exist absolute constants K 1 , K 2 , K Combining (5.6)-(5.10) with (5.4) it is easy to verify that indeed x n = c jn for some j n ∈ [n] such that n − j n = Θ(log n). We first note that (5.6) and (5.7) follow easily from (5.5). We now prove (5.5). It is a standard result (e.g. 
