Boxplots have been a widely used technique for descriptive statistics for many years. They have the advantage of being easy to compute and displaying f ve important values that summarize the data under investigation. However, earlier studies revealed some problems in the interpretation of boxplots by non-scientif c observers; besides with today's computation possibilities, more information can be displayed in the same space. Therefore an alternative to the boxplot, the beanplot according to KAMPSTRA, 2008, is presented by means of some typical example from climatological research.
Introduction
According to TUKEY (1977) , graphical techniques are an important f rst step when scientists are confronted with new data. Many different methods exists to describe, analyse and display information (TUKEY, 1977; WAINER and THISSEN, 1981; CHAMBERS et al., 1983) . The methods reach from simple point plots, e. g. for the display of a mean value, to a visualization of the underlying distribution via histograms or kernel density estimations or multi-dimensional plots to display associations between different variables. Typically, the process of exploratory data analysis passes multiple steps, from simple to complex techniques.
In this paper, we compare the commonly used boxplots with a newly developed technique called beanplots (KAMPSTRA, 2008) . First, the two methods and the properties of each method are described. After that we present some examples from our daily work with different datasets and display the data separately by boxand by beanplots. For each example we highlight the information on the data that can be extracted from each plot. The focus of this manuscript is on the different graphical techniques for the exploration of new data sets and not on specif c results. Therefore, no research question builds the basis for the constructions of the box-and beanplots, but the need to receive a lot of information on the new data in a compact way.
The Boxplot
A frequently used technique to display the typical "f venumber" summary of univariate variables is the boxplot (TUKEY, 1977) or related variations (e.g. ROBERT MCGILL et al., 1978; BENJAMINI, 1988) . The classical box-and-wisker plot, as implemented in many software packages and def ned by TUKEY (1977) , contains the highest and the lowest value, the upper and lower hinges (def ned as the 25th and 75th percentile, but the implementation differs between software packages (BAKKER et al., 2005) ) and the median. Instead of the highest and the lowest value, sometimes wiskers displaying the 1.5 interquartile range are displayed and values above or below this range are displayed as outliers. Based on these f ve values, informations on the center, the spread, and the skewness of the data can be extracted and possible outliers are easily identif ed. As a non-parametric method, the boxplot makes no assumption of the statistical distribution of the data. With its compact form, the boxplot is useful for comparing different groups of data next to each other.
On the other hand, there are some disadvantages of boxplots, especially for non-expert users. The def nition of the quantiles is diff cult to understand for nonmathematicians (BAKKER et al., 2005) . Additionally, the median may not always be the preferable measure for the center. Therefore, some implementations allow to use other measures, e. g. the arithmetic mean, which could be confusing for readers that expect the median. Due to the limitation to the "f ve numbers" it is not
