The aim of this study is to improve the performance of the shuffled complex evolution (SCE) algorithm used in the optimization of hydropower generation in reservoirs as a complex issue in water resources. First, the SCE algorithm is merged with the differential evolution (DE) algorithm to form the SCE-DE algorithm. Then, a complex mathematical function is used as a benchmark to evaluate the performance and validate the SCE-DE algorithm and the outcomes are compared with the original SCE algorithm to show the superiority of the proposed SCE-DE algorithm. In addition, the two-reservoir system of Dez-Gotvand is considered as a real optimization problem to evaluate the performance of the SCE-DE algorithm. It is revealed that optimization by SCE-DE is much better than SCE. In conclusion, the results show that the proposed SCE-DE algorithm is a reasonable alternative to optimizing resource systems and can be used to solve complex issues of water resources.
INTRODUCTION
The paramount issue facing water resources globally is the exploitation of water reservoirs. The use of an optimization method is essential when designing such an exploitation program. Optimization management of a reservoir is of considerable complexity and a systemic approach to reservoir management can reveal the inefficiency of classic methods.
The most complex issue regarding optimization of water reservoirs is optimization of the hydropower system. The use of meta-heuristic techniques is recommended to meet these challenges. Many attempts have been made to optimize reservoirs using meta-heuristic algorithms such as the genetic algorithm (GA) (Chang et ) and Kumar & Reddy () . Hydropower scheduling in multi-reservoir systems was optimized using an improved particle swarm optimization algorithm (Moeini et al. ) .
The shuffled complex evolution (SCE) algorithm introduced by Duan et al. () has been shown to be effective for calibration of hydrological models. The efficacy of this algorithm, a form of differential evolution (DE), comes from its use of geometric operations to find possible optimal solutions to space parameters. Kuczera () believed that SCE is more robust than a traditional GA, although it may not be most effective.
This optimization method has been employed much less in reservoirs and has not been used to optimize hydropower reservoir systems. In the current study, this optimization method has been examined and developed to optimize a hydropower reservoir system. The DE algorithm, rarely used in the optimization of reservoirs, has been employed to improve the SCE algorithm.
Price & Storn () provided a DE algorithm as a global optimization method. Yin & Liu () modified this algorithm to optimize hydropower production. Optimization is the result of an increase in the convergence ratio caused by a corrected mutation operator when choosing four individuals. They found that the computation speed of the DE is greater than for dynamic programming and presented their new technique to optimize reservoir operation.
As it is necessary to obviate the management problems in practical water resources by providing a new algorithm, in the present study, attempts have been made to present a detailed comprehensive SCE algorithm. To this end, a local search was performed to improve the original SCE algorithm by employing the DE algorithm. To show the ability of the proposed algorithm, the general SCE algorithm was analyzed while in use to solve a benchmark function.
The efficiency of the improved SCE-DE algorithm was compared with the general SCE algorithm. The proposed algorithm then was used to solve a well-known hydropower operation of a multi-reservoir system, the Dez-Gotvand reservoir problem, in water resources management.
METHODS

Introduction of SCE algorithm
Simplex optimization, competitive evolution and complex shuffling have been employed to make the SCE algorithm effective and robust and improve its yielding and flexi- and the dimension of the problem (n) formulated as
In the present paper, the parameters in these formulas are applied as 6. Divide the population into q complexes, A 1 , A 2 , … , A p with each complex containing m individuals where
. m]. 7. Modify each complex A k using the Downhill Simplex method (reflection and contraction). 8. Substitute A 1 , A 2 , … , A p into array D according to ascending function value, then sort them such that D ¼
9. If the outcome satisfies the criteria, the operation stops; otherwise return to step 5.
Differential evolution
DE has been very recently developed as a global heuristic optimization method. The algorithm can adapt continual, discrete, nonlinear and complicated objective functions, regardless of the many types of constraints. They are classified by the notation DE/x/y/z, in which x denotes the mutated vector, y denotes different vectors and z denotes the binomial or exponential crossover scheme (Price & Storn ) . Individuals are mutated using the mutation operator as follows:
where r1 ≠ r2 ≠ r3 are vector indices of the current population chosen by chance, g is the generation number, η∈[0.2, 0.8] is the vector drawn from a uniform distribution chosen by chance and V g i is the mutant vector. The DE algorithm performs a crossover operation on V g i with the likelihood of C r of forming a new solution, U gþ1 i . The polynomial mutation creates U gþ1 i from V g i as follows:
and
where the i th individual of the j th real-valued vector is represented by X g ij , C r is the crossover constant ratio between [0,1], a uniform random number from [0,1] is represented by rand, the distribution index β is a control parameter, Lb is the lower and Ub is the upper bound of the decision variables (Deb ), and j rand is a randomly chosen index from 1 to n which guarantees that U gþ1 i can at least reach one parameter of V g i .
Improved SCE algorithm
Multi-reservoir systems are the most complex problems in water resources management systems (Labadie ). SCE was developed to solve such problems, but requires improvements to allow computation of the best solution. In the following section, the procedure of improving the performance of the SCE algorithm is described.
SCE-DE algorithm
The proposed SCE-DE algorithm presents the DE algorithm to be used together with an adaptation of the downhill simplex. In SCE-DE, steps 4 to 6 of the SCE algorithm are modified and implemented by a variant of the DE algorithm, DE/best/1/bin as follows:
1. The initial parameters of SCE-DE (q, α, β, C r and F) are applied to the program.
Each individual in
A k is assigned a triangular probability dis-
x k 1 has the greatest probability p 1 ¼ 2/(m þ 1) and x k m has the least likelihood p m ¼ 2/{m(m þ 1)}.
3. Next q individuals from A k are randomly selected with regard to their probability distribution and are stored in
where v i is the function value of u i .
4. The detailed creation of the offspring is as follows:
4.1. Array B and L are sorted such that q individuals are ascending in terms of function value and then a mutated individual is calculated through DE as:
where the population of an individual index is denoted as i ¼ 1, 2, … , s. The position of the i th individual of the population of q real-valued ndimensional vectors is denoted as
The position of the i th individual of a mutant vector is denoted as
A real parameter, termed as the mutation factor, prevents search stagnation by controlling the expansion difference between two individuals and is denoted as F > 0. The target vector B g i is randomly selected with i ≠ i 1 . Then, individuals B g a and B g b are randomly chosen such that a ≠ b and difference vector B g a À B g b is computed. B g 1 and B g q are the best and worst individuals of the population of q, respectively; sigma is a positive constant that is typically recommended as being between 2 and 3.
4.2.
Crossover is applied after the mutation operation. To this end, the intended vector (X g ij ) is integrated into the mutated vector V gþ1 i to reach the trial vector
5. If U gþ1 i is located in a feasibility environment, then calculate its function value f z and go to (6); otherwise go to (7).
6. If f z < f q , then replace individual B g q by U gþ1 i and go to (10); otherwise, go to (7). 8. If r is located in a feasibility environment, then calculate its function value f r and go to (9); otherwise create an individual y by chance then compute its value f y and set B g q ¼ y. 9. If f r < f q , then substitute individual r with y and go to (10).
Otherwise, generate an individual y by chance, compute its value f y and set B g q ¼ y. 10. Repeat (1)-(9) α times. for this function is f(X Ã ) ¼ 0, at X Ã ¼ (0, . . . , 0).
Optimization of the Ackley function was checked using the SCE and SCE-DE methods to verify and determine the functionality of the codes that have been provided in MATLAB. The results of ten runs of the SCE and SCE-DE methods, including 10,000 iterations for each run, are given in Table 1 and Figure 2 .
The values (minimum, maximum, mean and standard deviation) of the solutions acquired over ten non-associated runs are tabulated in Table 1 . The strongest algorithm is the one with the smallest standard deviation for ten runs. As expected, the mechanisms suggested upgrading the quality of the end solution saliently.
The results seen in Table 1 indicate high accuracy and greater functionality for the SCE-DE method when compared with the SCE method. The results of the SCE-DE method are close to the main results of the mathematical function (0) and the standard deviation of the results is zero. The convergence curves in Figure 2 indicate that the operation of SCE-DE approaches the result more quickly and effectively than the SCE method. In conclusion, the efficacy of the SCE-DE method in this mathematical function shows its superiority to SCE.
Reservoir operation model
The reservoirs operate according to the continuity equation, which stabilizes water equilibrium during every period of reservoir operation. The continuity equation for a multireservoir system is:
where t denotes the number of periods assumed, i denotes the number of reservoirs, S (i,t) and S (i,tþ1) denote the storage in the i th reservoir at the beginning and end period of t,
respectively, Q (i,t) denotes the inflow volume into the i th reservoir in period t, R (i,t) denotes the release volume from the i th reservoir in period t, SP (i,t) denotes the overflow volume from the i th reservoir in period t, Loss (i,t) denotes the evaporation loss from the i th reservoir surface in period t, n denotes the number of reservoirs and T denotes the total period of operation. The water loss from a reservoir can be described as follows:
where EV (i,t) denotes the net evaporation from the i th reservoir surface in period t, A (i,t) denotes the average i th reservoir area in period t and A (i,t) and A (i,tþ1) denote the i th reservoir areas in period t. The overflow volume or spill from the reservoir is calculated as:
where S max (i,t) is the maximum volume of the i th reservoir over period t. The constraints on reservoir release and storage are:
in which R min (i,t) and R max (i,t) denote the minimum and maximum permissible release from the i th reservoir during period t, respectively, S min (i,t) and S max (i,t) denote the minimum and maximum storage of the i th reservoir at the beginning of period t, respectively, S (i,t) denotes the storage of the i th reservoir at the beginning of the operation period and S (i,Tþ1) denotes the storage in the i th reservoir at the end of the operation period. Equations (7)-(13) are applied to simulate single-reservoir and multiple-reservoir systems.
The goal of hydropower reservoir operation is to maximize hydropower performance or minimize hydropower loss. Equation (14) describes the purposed function that minimizes hydropower production loss as:
where P (i,t) denotes the production power (MW) in period t,
PPC denotes the installed capacity of the power plants in terms (MW), M denotes the number of reservoirs and T denotes the period.
In order to calculate the production power, both the volume of water released from the reservoir and the effect of water volume on the turbines should be defined. As has been shown, the issue of optimum hydropower utilization of the dam reservoir is a nonlinear constraint; hence, its quarry space is non-convex:
where g denotes gravitational acceleration (m/s 2 ), η denotes the efficiency of the power plant, PF denotes the power plant function coefficient, h(t) denotes the effective head of the hydroelectric plant (calculated in Equation (16)), H(t) denotes the reservoir level in period t (m), S(t) denotes reservoir storage at the beginning of period t and TWL denotes the tail water elevation (m). To calculate the volume-elevation of the reservoirs, a third-degree polynomial function for each reservoir is individually fitted in Equation (17).
Case study
Multi-reservoir system
The application of the algorithm was checked monthly to develop operation-based policies for the Dez-Gotvand multi-reservoir system over a 20-year period. These are the most significant reservoirs in southwestern Iran (Figure 3) and were built for hydropower generation. Dez dam is on 
RESULTS AND DISCUSSION
To compare the functions of the SCE and SCE-DE algorithms for increasing the energy efficiency of hydropower reservoirs, the Dez-Gotvand two-reservoir system was selected for study over a period of 20 years. The plant factor of Gotvand Dam is 0.48 and that of Dez Dam is 0.6. The decision variables for the 20-year statistical study period including the release reservoir volume were 240 for each dam, totaling 480 decision variables.
The codes were written in MATLAB to improve the SCE algorithm when merging it with the DE algorithm to optimize water reservoirs. Optimization operates according to the objective function (Equation (14)) to minimize the differences between production power and the installed capacity of the power plant. Using the volume-elevation data for each reservoir, a third-degree polynomial function was fitted in Equation (17) values and standard deviations are given in Table 3 .
The convergence of SCE and SCE-DE after 10,000 iterations of the objective function is depicted in Figure 4 . The objective function values obtained by SCE-DE were more accurate than those of SCE. The results depicted in Figure 4 show that SCE-DE convergence was superior to that of SCE after 2,500 iterations of the objective function. Figure 5 shows the optimum hydropower generation for a period of 240 months for the Dez and Gotvand dams using SCE-DE and SCE. These two methods generated 307 and 273 GW of total power, respectively, which demonstrates the efficacy of SCE-DE. Figure 6 shows the optimum volumes of water released from the reservoirs of the Dez and Gotvand dams that were obtained monthly using SCE-DE and SCE. The results show that SCE-DE provided a better result than SCE such that its worst answer was much better than that of SCE. In addition, SCE-DE provided a better mean value and standard deviation than the SCE method. The convergence curves of the two methods for solving the mathematical function show that the SCE-DE convergence speed to reach the correct answer was better than that of SCE. The second problem that the real two-reservoir system must address is the complex issue of the high number of variables used to optimize hydropower for the optimization of water resources. The results show that SCE-DE was implemented in ten runs, each in 10,000 iterations. The SCE-DE provided a much better answer than the SCE algorithm. In addition, the worst answer of the proposed method was much better than that obtained by SCE. The mean value of all results obtained by SCE-DE was only 0.8 (less than 1).
The standard deviation obtained for this method by SCE-DE was 0.61; however, this value for the SCE method was 8.59.
Moreover, the total power generated by SCE-DE was 34 GW, which was more than that for the SCE method.
It can be concluded that the SCE-DE algorithm was more successful in obtaining an optimal solution than the SCE alone. In sum, the proposed SCE-DE algorithm is a reasonable choice for optimizing reservoir systems and can be applied to the complex issue of water resources.
