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Abstract
The first–order integer–valued autoregressive (INAR(1)) process is investi-
gated, where the autoregressive coefficient is close to one. It is shown that
the limiting distribution of the conditional least–squares estimator for this co-
efficient is normal and, in contrast to the familiar AR(1) process, the rate of
convergence is n3/2. Finally, the nearly critical Galton–Watson process with
unobservable immigration is discussed.
Keywords. Discrete time series, INAR(1) model, stable and nearly unstable
models, conditional least squares estimator, asymptotic distribution, Galton–
Watson process.
1 Introduction
In many practical situations we have to deal with non–negative integer–valued time
series. Examples of these time series, known as counting processes, arise in several
fields of medicine (see, e.g., Cardinal et.al. [5] and Franke and Seligmann [10]).
To model counting processes Al–Osh and Alzaid [1] proposed a particular class of
models, the so–called INAR(1) model. Later Al–Osh and Alzaid [2], Du and Li [9]
and Latour [14] generalized this model by introducing the INAR(p) and GINAR(p)
models. These processes can be considered as discrete analogues of the scalar– and
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vector–valued AR(p) processes, because their correlation structure is similar to that
of the continuous–valued model (see (1.1)).
The present paper seems to be the first attempt to deal with the so–called nearly
unstable INAR(1) model. For this model the autoregressive coefficient αn is close
to one, more precisely, αn = 1 − γn/n, where γn → γ > 0. This parametriza-
tion has been suggested by Chan and Wei [6] for the usual AR(1) model. The main
motivation of our investigation comes from econometrics, where the so–called ‘unit
root problem’ plays an important role (see, e.g., the monograph of Tanaka [17]). We
prove in Proposition 4.1 that the random step function defined by the nearly unstable
INAR(1) process under the standard normalization converges to a continuous Gaus-
sian martingale, which satisfies a stochastic differential equation similar to that of the
Ornstein–Uhlenbeck process. By the help of this approximation it is shown that the
conditional least squares estimate for the autoregressive coefficient is asymptotically
normal.
To define the INAR(1) model let us recall the definition of the α◦ operator which
is due to Steutel and van Harn [16].
1.1 Definition. Let (Yj)j∈N be a sequence of independent and identically distributed
(i.i.d.) Bernoulli random variables with mean α, independent of X, a non–negative
integer–valued random variable. The Steutel and van Harn operator α ◦ is
defined by
α ◦X :=

X∑
j=1
Yj , X > 0,
0, X = 0.
The sequence (Yj)j∈N is called a counting sequence.
The zero start INAR(1) time series model is defined as{
Xk = α ◦Xk−1 + εk, k = 1, 2, . . . ,
X0 = 0,
where (εk)k∈N is an i.i.d. sequence of non–negative integer–valued random variables
with mean µε and variance σ2ε , and the counting sequences (Yj)j∈N involved in
α ◦Xk−1 for k = 1, 2, . . . are mutually independent and independent of (εk)k∈N.
We have
EXk = αEXk−1 + µε, k = 1, 2, . . . ,
hence
EXk =

1− αk
1− α µε, α ∈ [0, 1),
kµε, α = 1
for k > 0.
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Moreover, by the recursion
VarXk = α2VarXk−1 + α(1− α)EXk−1 + σ2ε , k = 1, 2, . . . ,
we obtain the variance structure
VarXk =

1− α2k
1− α2 σ
2
ε +
(α− αk)(1− αk)
1− α2 µε, α ∈ [0, 1),
kσ2ε , α = 1
for k > 0.
Finally by the recursion
Cov(Xk, X`) = αCov(Xk, X`−1), 06 k < `,
we conclude
Cov(Xk, X`) = α|k−`|VarXk∧` for k, `> 0. (1.1)
Hence for α ∈ [0, 1) we have
lim
k→∞
EXk =
1
1− αµε, limk→∞VarXk =
1
1− α2σ
2
ε +
α
1− α2µε.
The case α ∈ [0, 1) is called stable or asymptotically stationary. The case α = 1 is
called unstable.
Denote by Fk the σ–algebra generated by the random variables X0, X1, . . . , Xk.
Clearly (Xk)k∈Z+ is a Markov process, and we have
E(Xk | Fk−1) = E(Xk | Xk−1) = αXk−1 + µε.
Thus the conditional least squares estimator (CLSE) α̂n of α based on the obser-
vations (Xk)16k6n can be obtained by minimizing the sum of squares
n∑
k=1
(Xk − αXk−1 − µε)2,
and it has the form
α̂n =
∑n
k=1Xk−1(Xk − µε)∑n
k=1X
2
k−1
.
In the stable case under the assumption Eε31 < +∞ we have
n1/2(α̂n − α) D−→ N (0, σ2), σ2 = α(1− α)EX
3 + σ2εEX
2
(EX2)2
, (1.2)
where the distribution of X is the common distribution of the unique stationary
solution of the stable INAR(1) model
Xk = α ◦Xk−1 + εk, k ∈ Z. (1.3)
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(Obviously, EX2 and EX3 can be expressed by µε, σ2ε , Eε
3 and α). It easy to
see that EX3 is finite iff the noise ε has finite third moment. The convergence in
(1.2) for the stationary solution of (1.3) follows from the decomposition
n1/2(α̂n − α) = n
−1/2∑n
k=1Xk−1(α ◦Xk−1 − αXk−1)
n−1
∑n
k=1X
2
k−1
+
n−1/2
∑n
k=1Xk−1(εk − µε)
n−1
∑n
k=1X
2
k−1
(1.4)
by standard martingale convergence argument, see Hall and Heyde [11] or Klimko
and Nelson [13]. We should remark that the conditional variance of the numerator of
the first term is given by
1
n
n∑
k=1
E(X2k−1(α ◦Xk−1 − αXk−1)2 | Fk−1) =
α(1− α)
n
n∑
k=1
X3k−1.
Hence, by ergodicity of the stable INAR(1) model proved in Du and Li [9], it converges
to a finite constant iff the third moment of X is finite.
For the unstable case, it follows from our main result (Theorem 2.1) that
n3/2(α̂n − 1) D−→ N (0, 3σ2ε/µ2ε). (1.5)
In this case it is enough to assume the existence of a finite second moment, which
follows from the fact that the first term of (1.4) vanishes and we have
n3/2(α̂n − 1) = n
−3/2∑n
k=1Xk−1(εk − µε)
n−3
∑n
k=1X
2
k−1
.
2 Main results for the nearly unstable INAR(1)
model
Let us consider the sequence of nearly unstable zero start INAR(1) models{
X
(n)
k = αn ◦X(n)k−1 + ε(n)k , k = 1, 2, . . . ,
X
(n)
0 = 0,
where n = 1, 2, . . .,
αn = 1− γn
n
, γn > 0, γn → γ > 0,
(ε(n)k )k∈N are i.i.d. sequences of non–negative integer–valued random variables with
mean µε and variance σ2ε , and the counting sequences (Yj)j∈N involved in αn◦X(n)k−1
are mutually independent and independent of (ε(n)k )k∈N. Let α̂n be the CLSE of
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α based on the observations (X(n)k )16k6n. We are interested in the asymptotic
behaviour of the sequence (α̂n)n∈N. We have
α̂n − αn =
∑n
k=1X
(n)
k−1(X
(n)
k − µε − αnX(n)k−1)∑n
k=1(X
(n)
k−1)2
=
∑n
k=1X
(n)
k−1M
(n)
k∑n
k=1(X
(n)
k−1)2
,
where
M
(n)
k := αn ◦X(n)k−1 − αnX(n)k−1 + ε(n)k − µε.
We remark that
M
(n)
k = X
(n)
k − αnX(n)k−1 − µε = X(n)k − E(X(n)k | F (n)k−1),
where F (n)k denotes the σ–algebra generated by the random variables X(n)0 , . . . , X(n)k .
Let us introduce the random step functions
X(n)(t) := X(n)[nt], M
(n)(t) :=
[nt]∑
k=1
M
(n)
k , t> 0.
Then
α̂n − αn =
∫ 1
0
X(n)(t) dM (n)(t)
n
∫ 1
0
(X(n)(t))2 dt
.
By investigating the asymptotic behaviour of the sequences of stochastic processes
(X(n))n∈N, (M (n))n∈N we obtain asymptotic normality of α̂n, namely
2.1 Theorem. We have
n3/2(α̂n − αn) D−→ N (0, σ2γ,ε),
where
σ2γ,ε :=

γ2
(
σ2ε
∫ 1
0
(1− e−γt)2 dt+ µε
∫ 1
0
(1− e−γt)3 dt
)
µ2ε
(∫ 1
0
(1− e−γt)2 dt
)2 , γ > 0,
3σ2ε
µ2ε
, γ = 0.
(2.1)
We note that the purely unstable case αn = 1, n = 1, 2, . . . , is also included, where
we have γn = 0, n = 1, 2, . . . , thus γ = 0 and we obtain the asymptotic normality
(1.5) in contrast to the usual purely unstable AR(1) case (see, e.g., White [19]; see
also the discussion in Arato´, Pap and Zuijlen [3]).
Finally, we should remark that, as pointed out by Dion et.al. [8] and Franke and
Seligmann [10], the INAR(1) process is a special case of the Galton–Watson process
with immigration. However, in the branching process framework it is assumed that
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the immigration component εk is observed, which is not the case in our setup. We
recall that a Galton–Watson process is said to be sub–critical if the expectation of the
offspring distribution is less than one. Following our previous investigation, a Galton–
Watson process is called nearly critical if the expectation of the offspring distribution
is αn = 1−γn/n, where γn → γ > 0. Thus our main theorem can be reformulated
as follows.
2.2 Corollary. Consider a nearly critical Galton–Watson process with Bernoulli off-
spring distribution and unobservable immigration with expectation µε > 0 and vari-
ance σ2ε < ∞. Then the limiting distribution of the CLSE of the parameter of the
offspring distribution is normal with variance (2.1).
We remark that the asymtotic normality in the sub–critical case with general off-
spring distribution and observed immigration is proved by Venkataraman and Nanthi
[18]. The rate of convergence is n1/2 in this case. We conjeture that our result can
be extended for Galton–Watson processes with more general offspring distribution.
3 Limit behaviour of (M (n))n∈N
Clearly, we have EM (n)(t) = 0. Moreover,
Cov(M (n)k ,M
(n)
` ) =
{
σ2ε + αn(1− αn)EX(n)k−1, k = `,
0, k 6= `,
hence
Cov(M (n)(s),M (n)(t)) =
[ns]∧[nt]∑
k=1
Var(M (n)k )
= ([ns] ∧ [nt])σ2ε + αn(1− αn)
[ns]∧[nt]∑
k=1
EX
(n)
k−1
= ([ns] ∧ [nt])σ2ε + αnµε
[ns]∧[nt]∑
k=1
(1− αk−1n )
= ([ns] ∧ [nt])σ2ε + αn
(
([ns] ∧ [nt])− 1− α
[ns]∧[nt]
n
1− αn
)
µε.
Moreover, αn can be written in the form
αn = e−γ
∗
n/n, γ∗n > 0, γ
∗
n → γ > 0,
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thus
Cov(M (n)(s),M (n)(t)) ≈ nTM (s ∧ t),
where
TM (t) :=
σ
2
εt+ µε
(
t− 1− e
−γt
γ
)
, γ > 0,
σ2εt, γ = 0.
(3.1)
We prove that the normalized process converges to a Gaussian process in distri-
bution.
3.1 Proposition. Let
M˜ (n)(t) :=
M (n)(t)√
n
, t> 0.
Then
M˜ (n)
D−→M as n→∞
in the Skorokhod space D(R+,R), where (M(t))t>0 is a Gaussian process with zero
mean and
Cov(M(s),M(t)) = TM (s ∧ t).
We remark that (M(t))t>0 is a continuous Gaussian process with independent
(but not stationary) increments. Hence it is a continuous martingale, so that we can
define stochastic integral with respect to it.
Proof. Let us introduce the random variables
ξ
(n)
k = αn ◦X(n)k−1 − αnX(n)k−1, k = 1, . . . , n, n = 1, 2, . . . .
In the sequel, we shall frequently use that E(ξ(n)k | F (n)k−1) has a centered binomial
distribution with parameters X(n)k−1 and αn. Thus,
E
(
ξ
(n)
k | F (n)k−1
)
= 0, E
(
(ξ(n)k )
2 | F (n)k−1
)
= αn(1− αn)X(n)k−1.
Moreover, ξ(n)k and ε
(n)
k are independent. Since
E
(
M
(n)
k | F (n)k−1
)
=
X
(n)
k−1∑
j=1
E(Yj − αn) + E(ε(n)k − µε) = 0,
(M (n)k )16k6n is a martingale difference with respect to the filtration (F (n)k )06k6n
for all n = 1, 2, . . .. Hence, it enough to verify that the conditional variances of the
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martingale difference array
(
M
(n)
k ,F (n)k
)
k,n
tends to the variance function of the
limit process in probability, i.e.
1
n
[nt]∑
k=1
E
(
(M (n)k )
2 | F (n)k−1
)
P−→ TM (t) (3.2)
for all t> 0, and to prove that the conditional Lindeberg condition
1
n
[nt]∑
k=1
E
(
(M (n)k )
21{|M(n)k |>δ√n} | F (n)k−1
)
P−→ 0 (3.3)
holds for all δ > 0, t> 0 (see Jacod and Shiryaev [12, Theorem VIII.3.33]).
In order to prove (3.2) we note that
E
(
(M (n)k )
2 | F (n)k−1
)
= E
(
(ξ(n)k )
2 | F (n)k−1
)
+ E(ε(n)k − µε)2 = αn(1− αn)X(n)k−1 + σ2ε .
Bearing in mind the definition of TM (t) (see (3.1)) it is enough to show that
1
n
[nt]∑
k=1
E
(
(ξ(n)k )
2 | F (n)k−1
)
=
αn(1− αn)
n
[nt]∑
k=1
X
(n)
k−1
P−→ µε
(
t− 1− e
−γt
γ
)
, (3.4)
where the right hand side is defined as zero in case γ = 0. One can see that
αn(1− αn)
n
[nt]∑
k=1
EX
(n)
k−1 =
αn(1− αn)
n
[nt]∑
k=1
1− αk−1n
1− αn µε = αnµε
(
[nt]
n
− 1− α
[nt]
n
n(1− αn)
)
(3.5)
tends to the right hand side of (3.4). Applying the Chebysev’s inequality
P
∣∣∣∣∣∣ 1n
[nt]∑
k=1
(
E
(
(ξ(n)k )
2 | F (n)k−1
)
− E(ξ(n)k )2
)∣∣∣∣∣∣ > δ
 6 1
δ2
Var
αn(1− αn)
n
[nt]∑
k=1
X
(n)
k−1

for any δ > 0, it remains to show that the right hand side converges to zero. We
obtain
Var
αn(1− αn)
n
[nt]∑
k=1
X
(n)
k−1
 = α2n(1− αn)2
n2
[nt]∑
k,`=1
α|k−`|n Var (Xk∧`−1)
=
α2n(1− αn)2
n2
 [nt]∑
k=1
Var
(
X
(n)
k−1
)
+ 2
[nt]−1∑
k=1
(
αn + . . .+ α[nt]−kn
)
Var
(
X
(n)
k−1
) ,
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where the second sum is defined as zero in case t < 2/n. Here, for the first term we
have
α2n(1− αn)2
n2
[nt]∑
k=1
Var
(
X
(n)
k−1
)
=
α2n(1− αn)
n2(1 + αn)
[nt]∑
k=1
(
1− α2(k−1)n
)
σ2ε +
(
αn − αk−1n − αkn + α2(k−1)n
)
µε
=
α2n(1− αn)
n(1 + αn)
(
[nt]
n
(
σ2ε + αnµε
)− (1 + αn)(1− α[nt]n )
n(1− αn) µε +
1− α2[nt]n
n(1− α2n)
(
µε − σ2ε
))
,
which is approximately
γ
2n2
(
(σ2ε + µε)t− 2
1− e−γt
γ
µε +
1− e−2γt
2γ
(µε − σ2ε)
)
for large n, i.e., it tends to zero. For the second term we have
2α2n(1− αn)2
n2
[nt]−1∑
k=1
(
αn + . . .+ α[nt]−kn
)
Var
(
X
(n)
k−1
)
=
2α3n
n2(1 + αn)
[nt]−1∑
k=1
(
1− α[nt]−kn
)((
1− α2(k−1)n
)
σ2ε +
(
αn − αk−1n − αkn + α2(k−1)n
)
µε
)
=
2α3n
n(1 + αn)
(
[nt]− 1
n
(
σ2ε + αnµε
)− (1 + αn)(1− α[nt]−1n )
n(1− αn) µε +
1− α2[nt]−2n
n(1− α2n)
(
µε − σ2ε
)
− αn 1− α
[nt]−1
n
n(1− αn) (σ
2
ε + αnµε) +
[nt]− 1
n
α[nt]−1n (1 + αn)µε + α
[nt]−1
n
1− α[nt]−1n
n(1− αn) (σ
2
ε − µε)
)
,
which is approximately
1
n
(
(σ2ε + 3µε)t− 4
1− e−γt
γ
µε +
1− e−2γt
2γ
(µε − σ2ε)
)
for large n, i.e., it tends to zero.
Proving the conditional Lindeberg condition (3.3) we note that for any pair ξ, η
of random variables
1{|ξ+η|>δ} 6 1{|ξ|>δ/2} + 1{|η|>δ/2}
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for all δ > 0. Hence, it is enough to show the following:
1
n
[nt]∑
k=1
E
(
(ξ(n)k )
21{|ξ(n)k |>δ√n} | F (n)k−1
)
P−→ 0, (3.6)
1
n
[nt]∑
k=1
E
(
(ξ(n)k )
21{|ε(n)k −µε|>δ√n} | F (n)k−1
)
P−→ 0, (3.7)
1
n
[nt]∑
k=1
E
((
ε
(n)
k − µε
)2
1{|ξ(n)k |>δ√n} | F (n)k−1
)
P−→ 0, (3.8)
1
n
[nt]∑
k=1
E
((
ε
(n)
k − µε
)2
1{|ε(n)k −µε|>δ√n}
)
→ 0 (3.9)
for all δ > 0. To prove the convergence (3.6) we apply the Cauchy–Schwarz and the
Markov inequalities in the conditional form obtaining
E
(
(ξ(n)k )
21{|ξ(n)k |>δ√n} | F (n)k−1
)
6
(
E
(
(ξ(n)k )
4 | F (n)k−1
)
· P
(
|ξ(n)k | > δ
√
n | F (n)k−1
))1/2
6 1
δ
√
n
(
E
(
(ξ(n)k )
4 | F (n)k−1
)
· E
(
(ξ(n)k )
2 | F (n)k−1
))1/2
.
Note that the centered fourth moment of a binomial distribution ξ with parameters
n and p is given by
E(ξ − Eξ)4 = np(1− p)
(
3(n− 2)p(1− p) + 1
)
.
Thus, the non–negative random variable on the left hand side of (3.6) can be majorized
by
αn(1− αn)
δn3/2
[nt]∑
k=1
X
(n)
k−1
(
3X(n)k−1αn(1− αn) + 1
)1/2
6 αn(1− αn)
δn3/2
 [nt]∑
k=1
(X(n)k−1)
2 ·
[nt] + 3αn(1− αn) [nt]∑
k=1
X
(n)
k−1
1/2 .
We know that n(1− αn) tends to γ and by (3.4)
[nt]
n
+
3αn(1− αn)
n
[nt]∑
k=1
X
(n)
k−1
P−→ t+ 3
(
t− 1− e
−γt
γ
)
.
It remains to show that
1
n4
[nt]∑
k=1
(X(n)k−1)
2 P−→ 0.
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But, this fact follows by Markov’s inequality, since
P
 1
n4
[nt]∑
k=1
(X(n)k−1)
2 > δ
 6 1
δn4
[nt]∑
k=1
E(X(n)k−1)
2 =
1
δn4
[nt]∑
k=1
(
(EX(n)k−1)
2 + VarX(n)k−1
)
6 1
δn4
(
1
(1− αn)2
(
[nt]− 21− α
[nt]
n
1− αn +
1− α2[nt]n
1− α2n
)
µ2ε
+
1
1− α2n
(
[nt]
(
σ2ε + αnµε
)− (1 + αn)(1− α[nt]n )
1− αn µε +
1− α2[nt]n
(1− α2n
(
µε − σ2ε
)))
which is approximately
1
δγ2n
(
t− 21− e
−γt
γ
+
1− e2γt
2γ
)
µ2ε, γ > 0,
t3
3δn
µ2ε, γ = 0,
i.e., it tends to zero. By the independence of ξ(n)k and ε
(n)
k and Chebysev’s
inequality we have that the non–negative random variable defined in (3.7) is less than
the non–negative random variable
1
n
[nt]∑
k=1
E
(
(ξ(n)k )
2 | F (n)k−1
)
· σ
2
ε
δ2n
.
We have already proved that the first term goes to a finite limit depending on t in
probability (see (3.4)), hence the desired convergence follows. Similarly, by indepen-
dence, the random variable defined by (3.8) equals to
σ2ε
n
[nt]∑
k=1
1{|ξ(n)k |>δ√n}.
We prove that this random variable tends to zero in mean square as n → ∞. By
the Cauchy–Schwarz and the Chebysev inequalities we obtain
E
σ2ε
n
[nt]∑
k=1
1{|ξ(n)k |>δ√n}
2 6 σ4ε
n2
[nt]∑
k,`=1
(
P
(
|ξ(n)k | > δ
√
n
)
P
(
|ξ(n)` | > δ
√
n
))1/2
6 σ
4
ε
δ2n3
[nt]∑
k,`=1
(
E(ξ(n)k )
2E(ξ(n)` )
2
)1/2
6 σ
4
εαn(1− αn)
δ2n3
 [nt]∑
k=1
(
EX
(n)
k−1
)1/22
6 σ
4
εαn(1− αn)[nt]
δ2n3
[nt]∑
k=1
EX
(n)
k−1,
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which converges to zero by (3.5). Finally, (3.9) is evident since Varεk = σ2ε is finite.

In case γ = 0 the process M/σε is a standard Wiener process. Comparing the
covariance structures one can show easily that the process M can be represented in
the form
M(t) =W (TM (t)) , t> 0.
Note that Proposition 1 can be reformulated in the following manner: the sequence
of normalized processes (M˜ (n))n∈N converges to the process (W (TM (t)))t>0 given
by a time changed standard Wiener process (W (t))t>0 in the Skorokhod space
D(R+,R). (See Rootze´n [15], Theorem 3.5.)
We remark that the function TM can be written also in the form
TM (t) =
∫ t
0
(
σ2ε + µε(1− e−γu)
)
du. (3.10)
Comparing again the covariance structures we obtain another representation of the
process (M(t))t>0 in the form
M(t) =
∫ t
0
hM (s) dW (s), t> 0,
where
hM (t) :=
√
T ′M (t) =
√
σ2ε + µε(1− e−γt).
Consequently, the process (M(t))t>0 is the unique solution of the stochastic differ-
ential equation (SDE) {
dM(t) = hM (t)dW (t), t> 0,
M(0) = 0.
4 Continuous approximation of nearly unstable INAR
processes
In this section we investigate the limiting process of the sequence of random step
functions (X(n)(t))t>0, n = 1, 2, . . ., induced by the nearly unstable INAR(1)
process in the Skorokhod space.
We have
EX(n)(t) =
1− α[nt]n
1− αn µε =
1− e−γ∗n[nt]/n
1− e−γ∗n/n µε ≈ nµX(t),
where
µX(t) :=

1− e−γt
γ
µε = µε
∫ t
0
e−γudu, γ > 0,
tµε, γ = 0,
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and similarly
Cov(X(n)(s), X(n)(t))
= α|[ns]−[nt]|n
(
1− α2([ns]∧[nt])n
1− α2n
σ2ε +
(αn − α[ns]∧[nt]n )(1− α[ns]∧[nt]n )
1− α2n
µε
)
≈ n%X(s, t),
where
%X(s, t) :=

e−γ|s−t|
(
1− e−2γ(s∧t)
2γ
σ2ε +
(1− e−γ(s∧t))2
2γ
µε
)
, γ > 0,
(s ∧ t)σ2ε , γ = 0.
We prove that the normalized process converges again to a Gaussian process in dis-
tribution.
4.1 Proposition. Let
X˜(n)(t) :=
X(n)(t)− EX(n)(t)√
n
, t> 0.
Then
(M˜ (n), X˜(n)) D−→ (M,X) as n→∞
in the Skorokhod space D(R+,R2), where
X(t) :=
∫ t
0
e−γ(t−s) dM(s), t> 0. (4.1)
Moreover, (X(t))t>0 is a continuous Gaussian martingale with zero mean and
Cov(X(s), X(t)) = %X(s, t), s, t> 0.
We remark that (X(t))t>0 does not have independent increments.
We shall need a simple lemma, which gives a sufficient condition for convergence to
a functional of a continuous process. The proof is based on the Continuous Mapping
Theorem (see Billingsley [4, Theorem 5.5]), and it can be found in Arato´, Pap and
Zuijlen [3].
For measurable mappings Φ,Φn : D(R+,Rk) → D(R+,R`), n = 1, 2, . . . we
shall write Φn  Φ if ‖Φn(xn) − Φ(x)‖∞ → 0 for all x, xn ∈ D(R+,Rk) with
‖xn − x‖∞ → 0, where ‖ · ‖∞ denotes the the supremum norm.
4.2 Lemma. Let Φ,Φn : D(R+,Rk) → D(R+,R`), n = 1, 2, . . . be measurable
mappings such that Φn  Φ. Let Z,Zn, n = 1, 2, . . . be stochastic processes with
values in D(R+,Rk) such that Zn
D−→ Z in D(R+,Rk) and almost all trajectories
of Z are continuous. Then, Φn(Zn)
D−→ Φ(Z) in D(R+,R`).
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Proof of Proposition 4.1. The purpose of the following discussion is to show
that there exist measurable mappings Φn : D(R+,R) → D(R+,R2), n = 1, 2, . . . ,
such that
(
M˜ (n), X˜(n)
)
= Φn(M˜ (n)). We have
M
(n)
k = X
(n)
k − αnX(n)k−1 − µε =
(
X
(n)
k − EX(n)k
)
− αn
(
X
(n)
k−1 − EX(n)k−1
)
, (4.2)
which implies
X
(n)
k − EX(n)k =
k∑
j=1
αk−jn M
(n)
j .
Consequently
X˜(n)(t) =
1√
n
[nt]∑
j=1
α[nt]−jn M
(n)
j =
[nt]∑
j=1
α[nt]−jn
(
M˜ (n)
(
j
n
)
− M˜ (n)
(
j − 1
n
))
= M˜ (n)
(
[nt]
n
)
−
[nt]−1∑
j=1
(
α[nt]−j−1n − α[nt]−jn
)
M˜ (n)
(
j
n
)
= M˜ (n)
(
[nt]
n
)
−
[nt]−1∑
j=1
(
e−γ
∗
n([nt]−j−1)/n − e−γ∗n([nt]−j)/n
)
M˜ (n)
(
j
n
)
= M˜ (n)
(
[nt]
n
)
− γ∗n
[nt]−1∑
j=1
∫ (j+1)/n
j/n
e−γ
∗
n([nt]/n−s) ds M˜ (n)
(
j
n
)
= M˜ (n)
(
[nt]
n
)
− γ∗n
∫ [nt]/n
0
e−γ
∗
n([nt]/n−s)M˜ (n)(s) ds,
which implies
(
M˜ (n), X˜(n)
)
= Φn(M˜ (n)) with
Φn(x)(t) =
(
x(t), x
(
[nt]
n
)
− γ∗n
∫ [nt]/n
0
e−γ
∗
n([nt]/n−s)x(s) ds
)
.
Clearly Φn  Φ, where
Φ(x)(t) =
(
x(t), x(t)− γ
∫ t
0
e−γ(t−s)x(s) ds
)
.
Itoˆ’s formula yields∫ t
0
e−γ(t−s) dM(s) =M(t)− γ
∫ t
0
e−γ(t−s)M(s) ds,
hence (M˜ (n), X˜(n)) D−→ (M,X) by Proposition 3.1 and Lemma 4.2. 
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In fact, in case γ = 0 the process X/σε is a standard Wiener process. In case
γ > 0 the covariance function of the process X can be written also in the form
Cov(X(s), X(t)) =
e−γ|s−t| − e−γ(s+t)
2γ
σ2ε +
(e−γ|s−t|/2 − e−γ(s+t)/2)2
2γ
µε,
where the first term is the covariance function of the zero start Ornstein–Uhlenbeck
process (Y (t))
t> 0 defined by the SDEdY (t) = −γY (t)dt+ σεdW (t), t> 0,Y (0) = 0,
or by
Y (t) = σε
∫ t
0
eγ(u−t) dW (u).
Comparing the covariance structures one can show easily that the process (X(t))
t> 0
can be represented in the form
X(t) = e−γtW (TX(t)) , t> 0,
where
TX(t) =

e2γt − 1
2γ
σ2ε +
(eγt − 1)2
2γ
µε, γ > 0,
σ2ε , γ = 0.
We remark that the function TX can be written also in the form
TX(t) =
∫ t
0
e2γu
(
σ2ε + µε(1− e−γu)
)
du.
We also have another representation in the form
X(t) = e−γt
∫ t
0
hX(s) dW (s), t> 0,
where
hX(t) :=
√
T ′X(t) = e
γthM (t) = eγt
√
σ2ε + µε(1− e−γt).
Consequently, the process (X(t))
t> 0 is the unique solution of the stochastic differ-
ential equation (SDE){
dX(t) = −γX(t)dt+√σ2ε + µε(1− e−γt)dW (t), t> 0,
X(0) = 0.
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It can be also written in the form{
dX(t) = −γX(t)dt+ dM(t), t> 0,
X(0) = 0.
(4.3)
By formulae (4.1) and (4.3) we can think of the process (X(t))t>0 as a general-
ized Ornstein–Uhlenbeck process governed by the continuous Gaussian martingale
(M(t))t>0.
5 Asymptotic behaviour of the CLSE of the coeffi-
cient
We have
1
n
∫ 1
0
X(n)(t) dM (n)(t) =
∫ 1
0
(
X˜(n)(t) +
1√
n
EX(n)(t)
)
dM˜ (n)(t) = An +Bn
√
n,
where
An :=
∫ 1
0
X˜(n)(t) dM˜ (n)(t), Bn :=
1
n
∫ 1
0
EX(n)(t) dM˜ (n)(t).
Moreover
1
n
∫ 1
0
(X(n)(t))2 dt =
∫ 1
0
(
X˜(n)(t) +
1√
n
EX(n)(t)
)2
dt = Cn +Dn
√
n+ Enn,
where
Cn :=
∫ 1
0
(X˜(n)(t))2 dt, Dn :=
2
n
∫ 1
0
X˜(n)(t)EX(n)(t) dt,
En :=
1
n2
∫ 1
0
(
EX(n)(t)
)2
dt.
5.1 Proposition. We have
(i) An
D−→
∫ 1
0
X(t) dM(t) =: A,
(ii) Bn
D−→
∫ 1
0
µX(t) dM(t) =: B,
(iii) Cn
D−→
∫ 1
0
X(t)2 dt =: C,
(iv) Dn
D−→ 2
∫ 1
0
µX(t)X(t) dt =: D,
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(v) En →
∫ 1
0
µX(t)2 dt =: E.
Proof. (i). First we remark that formula (4.2) yields
M
(n)
k = α
k
n(V
(n)
k − V (n)k−1),
where
V
(n)
k := α
−k
n
(
X
(n)
k − EX(n)k
)
.
Hence
An =
1
n
n∑
k=1
(
X
(n)
k−1 − EX(n)k−1
)
M
(n)
k =
1
n
n∑
k=1
α2k−1n V
(n)
k−1
(
V
(n)
k − V (n)k−1
)
=
1
2n
n∑
k=1
α2k−1n
((
V
(n)
k
)2 − (V (n)k−1)2)− 12n
n∑
k=1
α2k−1n
(
V
(n)
k − V (n)k−1
)2
= A(1)n +A
(2)
n −A(3)n ,
where
A(1)n :=
1
2n
α2n−1n
(
V (n)n
)2 = 1
2nαn
(
X(n)n − EX(n)n
)2 = 1
2αn
(
X˜(n)(1)
)2
,
A(2)n :=
1− α2n
2n
n∑
k=1
α2k−3n
(
V
(n)
k−1
)2 = 1− α2n
2nαn
n∑
k=1
(
X
(n)
k−1 − EX(n)k−1
)2
=
(1 + αn)γn
2nαn
n∑
k=1
(
X˜(n)
(
k − 1
n
))2
=
(1 + αn)γn
2αn
∫ 1
0
(
X˜(n)(s)
)2 ds,
A(3)n :=
1
2nαn
n∑
k=1
(
M
(n)
k
)2
.
Applying Proposition 4.1 and the Continuous Mapping Theorem we obtain
A(1)n +A
(2)
n
D−→ 1
2
(X(1))2 + γ
∫ 1
0
(X(s))2 ds.
The convergences (3.2) and (3.3) imply
1
n
[nt]∑
k=1
(M (n)k )
2 P−→ TM (t)
for all t ∈ R+ (see again Jacod and Shiryaev [12, Theorem VIII.3.33]), consequently,
A(3)n
P−→ 1
2
TM (1).
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We note that for sequences (ξn)n∈N, (ηn)n∈N and (ζn)n∈N with ξn
D−→ ξ, ηn P−→ a
and ζn
P−→ b, where a, b are finite constants, we have ξnηn + ζn D−→ aξ + b (see
Slutsky’s theorem and its corollary in Chow and Teicher [7, 8.1]). Hence
A(1)n +A
(2)
n −A(3)n D−→
1
2
(X(1))2 + γ
∫ 1
0
(X(s))2 ds− 1
2
TM (1).
Let
V (t) := eγtX(t) =
∫ t
0
eγs
√
σ2ε + µε(1− e−γs) dW (s), t ∈ R+.
Then (V (t))t>0 is a continuous Gaussian process with independent (but not sta-
tionary) increments, hence it is a continuous martingale. Its stochastic differential
has the form
dV (t) = eγt
√
σ2ε + µε(1− e−γt) dW (t).
Moreover
A =
∫ 1
0
X(t) dM(t) =
∫ 1
0
e−2γtV (t) dV (t).
Itoˆ’s formula implies
d
(
V (t)2
)
= 2V (t) dV (t) + e2γt
(
σ2ε + µε(1− e−γt)
)
dt,
hence∫ 1
0
e−2γtV (t) dV (t) =
1
2
∫ 1
0
e−2γt d
(
V (t)2
)− 1
2
∫ 1
0
(
σ2ε + µε(1− e−γt)
)
dt.
Again by Itoˆ’s formula
∫ 1
0
e−2γt d
(
V (t)2
)
= e−2γtV (1)2 + 2γ
∫ 1
0
e−2γtV (t)2 dt = X(1)2 + 2γ
∫ 1
0
X(t)2 dt,
hence finally by (3.10)
A =
1
2
(X(1))2 + γ
∫ 1
0
(X(s))2 ds− 1
2
TM (1),
and we obtain (i).
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(ii). We have
Bn =
1
n3/2
n∑
k=1
(
EX
(n)
k−1
)
M
(n)
k =
µε
n3/2
n∑
k=1
k−2∑
j=0
αjnM
(n)
k
=
µε
n3/2
n−2∑
j=0
αjn
n∑
k=j+2
M
(n)
k =
µε
n3/2
n−2∑
j=0
αjn
(
n∑
k=1
M
(n)
k −
j+1∑
k=1
M
(n)
k
)
=
µε
n
n−2∑
j=0
e−γ
∗
nj/n
(
M˜ (n)(1)− M˜ (n)
(
j + 1
n
))
= µε
n−2∑
j=0
e−γ
∗
nj/n
∫ (j+2)/n
(j+1)/n
(
M˜ (n)(1)− M˜ (n)(t)) dt = Ψn(M˜ (n)),
where the functionals Ψn : D(R+,R)→ R, n ∈ N, are defined by
Ψn(x) := µε
n−2∑
j=0
e−γ
∗
nj/n
∫ (j+2)/n
(j+1)/n
(x(1)− x(t)) dt.
We have |Ψn(xn) − Ψ(x)| → 0 for all x, xn ∈ D(R+,R) with ‖xn − x‖∞ → 0,
where the functional Ψ : D(R+,R)→ R is defined by
Ψ(x) := µε
∫ 1
0
e−γt(x(1)− x(t)) dt.
Hence Proposition 3.1 and an appropriate analogue of Lemma 4.2 imply
Bn
D−→ µε
∫ 1
0
e−γt(M(1)−M(t)) dt.
Moreover by Itoˆ’s formula
B =
∫ 1
0
µX(t) dM(t) = µX(1)M(1)−
∫ 1
0
M(t) dµX(t)
=M(1)µε
∫ 1
0
e−γt dt− µε
∫ 1
0
M(t)e−γt dt = µε
∫ 1
0
e−γt(M(1)−M(t)) dt,
thus we obtain (ii).
(iii). The convergence Cn
D−→ C is an easy consequence of Proposition 4.1 and
the Continuous Mapping Theorem.
(iv). We have
Dn =
2
n2
n−1∑
k=1
(
EX
(n)
k
)
X˜(n)
(
k
n
)
=
2µε
n2(1− αn)
n−1∑
k=1
(
1− αk−1n )X˜(n)
(
k
n
)
=
2µε
γn
n−1∑
k=1
(
1− e−γ∗n(k−1)/n)
∫ (k+1)/n
k/n
X˜(n)(t) dt = Ψn(X˜(n)),
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where the functionals Ψn : D(R+,R)→ R, n ∈ N are defined by
Ψn(x) :=
2µε
γn
n−1∑
k=1
(
1− e−γ∗n(k−1)/n)
∫ (k+1)/n
k/n
x(t) dt.
We have |Ψn(xn) − Ψ(x)| → 0 for all x, xn ∈ D(R+,R) with ‖xn − x‖∞ → 0,
where the functional Ψ : D(R+,R)→ R is defined by
Ψ(x) := 2
∫ 1
0
µX(t)x(t) dt.
Hence Proposition 4.1 and an appropriate analogue of Lemma 4.2 imply
Dn
D−→ 2
∫ 1
0
µX(t)X(t) dt = D.
(v). We have
En =
1
n3
n−1∑
k=1
(
EX
(n)
k
)2 = µ2ε
n3(1− αn)2
n−1∑
k=1
(1− αkn)2 →
∫ 1
0
µX(t)2 dt = E.

Proof of Theorem 1. We have
n3/2(α̂n − αn) =
√
n
An +Bn
√
n
Cn +Dn
√
n+ Enn
=
An/
√
n+Bn
Cn/n+Dn/
√
n+ En
.
Applying again Lemma 5.1 and Slutsky’s theorem we obtain
An√
n
P−→ 0, Cn
n
P−→ 0, Dn√
n
P−→ 0,
and finally
n3/2(α̂n − αn) D−→ B
E
=
∫ 1
0
µX(t) dM(t)∫ 1
0
µX(t)2 dt
.
The limit distribution is clearly a normal law with zero mean. We have
B =
∫ 1
0
µX(t) dM(t) =
∫ 1
0
µX(t)
√
σ2ε + µε(1− e−γt) dW (t),
hence
E
(∫ 1
0
µX(t) dM(t)
)2
=
∫ 1
0
µX(t)2
(
σ2ε + µε(1− e−γt)
)
dt,
and finally we obtain the variance of the limit law. 
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