-n = µ a 3 = the mean motion of the reference orbit; 
Nomenclature
-a = semi-major axis of the reference orbit; -e = eccentricity of the reference orbit; -ν = true anomaly of the reference orbit; -µ = the standard gravitational parameter;
-n = µ a 3 = the mean motion of the reference orbit; -Φ(t k+1 , t k ) = φ(t k+1 )φ −1 (t k ) = Φ 
I. Introduction
Rendezvous (RDV) between two spacecraft (a target and a chaser) has been one of the most salient operational technology since its first manual achievement in the sixties between a Gemini vehicle and an unmanned target vehicle.
Recently, an increasing demand is witnessed to perform autonomous rendezvous so as to address various proximity operations between an active spacecraft and a passive one : on-orbit servicing, refueling, repairing, de-orbiting. The references [1] , [2] , [3] among many others give specific examples of missions involving the rendezvous as a key technology.
The reference [4] defines the rendezvous process as a sequence of orbital maneuvers and guidance to drive the active spacecraft (chaser) into the vicinity of the passive spacecraft (target). This present work focuses on the close range rendezvous phase whose objective is to reduce the relative distance to the target before the entry into the final approach corridor. During this phase, relative navigation is used and the general objective of the control system is to ease a safe approach to the target spacecraft for the next proximity operations. If the chaser is assumed to be actuated by six independent ungimbaled chemical thrusters, then the control system is able to produce an instantaneous incremental change of the spacecraft's velocity vector in any direction while the position remains constant. This feature has led to several results based on impulsive maneuvers and various strategies have been proposed to execute the closing flight as a series of hops in a corridor [4] [5], [6] , either via the tangential direction, called V-bar, or via the radial direction, called R-bar. Hops refer to the chaser's free trajectory between two successive impulsive maneuvers. Basically, each thrust is obtained by computing the velocity vector required to join the next specified location after some known duration of free motion. These calculations are a direct application of the transition matrix associated to the Clohessy-Wiltshire (CW) equations. Then, the incremental velocity impulse to be applied equals the difference between the computed velocity and the current velocity resulting from the previous hop.
A more general scheme is proposed by the glideslope approach that guides the spacecraft toward any direction [7] , [8] . The glideslope approach is a straight line approach, defined in the Local Vertical Horizontal (LVLH) frame, from the initial position of the chaser to a final position close to the target spacecraft. The suitable velocity increments are computed according to range and range rate profiles defined by the user with almost the same computational process as in the classical V-bar or R-bar approaches. Note that this generalization of the previous approaches is particularly interesting in the case where the target has to keep a torque equilibrium attitude [9] . The off-axis glideslope approach has been first defined in the past for rendezvous and proximity operations involving the space shuttle [7] . This preliminary study, restricted to an in-plane motion with canted thrusters, has been extended for any direction in space in [8] (defining the so-called classical glideslope algorithm), reviewed in [10] and finally extended to elliptical orbits in [11] using the closed-form solution of the Tschauner-Hempel (TH) equations. However, a direct control on the fuel consumption imposed by a restricted propellant budget and on the guidance error inherent to hopping trajectories has been explicitly considered in none of these references.
In this paper, the classical glideslope algorithm [8] is revisited and a new approach is proposed to include optimization features in the design. Indeed, the usual methodology generates an impulsive maneuver sequences according to a predefined velocity profile that sets all positions where impulsive maneuvers will occur. As a result, the trajectory is entirely determined and the consumption and the excursion are by-products of the whole procedure. For that reason, we propose a new formulation of the glideslope guidance which aims at identifying relevant degrees of freedom. Getting some degrees of latitude allows to derive an optimization algorithm to minimize the fuel consumption.
Besides, in all impulsive approaches mentioned above, the chaser's trajectory exhibits hops between maneuvers that are inherent to the natural relative motion of the spacecraft. Inspired from the result of [12] , translating a constraint on the trajectory to a linear matrix inequality (using a suitable parametrization of the Yamanaka-Ankersen equations [13] , a change of variable and a mathematical result on non-negative polynomials [14] ), a new methodology is proposed to control the amplitude of hops. This feature is a desirable asset since it enforces the chaser to remain close enough to the commanded path. It becomes even essential if a line-of-sight (LoS) constraint is required to keep the spacecraft into the visibility cone of the target's sensors. In addition, the optimization problem formulation also enables us to readily take the maximum thrust of the chaser actuators into account. It is worth noting that while the classical glidelope guidance of [8] is limited to circular orbits, the proposed version extends naturally to elliptical orbits. Moreover, the transfer time in the former approach is indirectly derived from the choice of the velocity profile, whereas it is a user-defined input in the present one and leads to a genuine fixed-time rendezvous approach. The contribution of this work is summarized as follows.
1) Contrary to the classical glidelope approach, the proposed guidance algorithm is designed with the TH equations, and thus is also workable for eccentric orbits.
2) The new glidelope algorithm results in a semidefinite optimization problem that minimizes the fuel consumption.
3) The trajectory hops of the chaser are enclosed into a user-defined corridor.
The resulting algorithm for off-axis glideslope is expressed as a semidefinite programming problem (SDP), which can be solved efficiently. This formulation can be further reduced to end into a linear programming problem (LP) when no constraints on the trajectory are considered or when the guidance is limited to a V-bar or R-bar approach. Three numerical examples illustrate the benefit of the proposed methodology and compare it with other approaches from the literature. Two criteria are considered to assess performances of algorithms : the consumption and the guidance error w.r.t. the glideslope reference.
The present article encompasses the results and material of the conference papers [15] and [16] with additional technical developments and different numerical examples.
II. The Classical glideslope approach algorithm

A. Relative motion dynamics
The close range phase of the spacecraft rendezvous mission is characterized by the use of relative navigation since the separation between spacecraft is sufficiently small [4] . In that case, the relative motion of the chaser is expressed in the Local-Vertical-Local-Horizontal (LVLH) frame. The origin of the coordinate frame is located at the center of mass of the target and the space is spanned by ( ì
where the ì Z ot axis is in the radial direction (R-bar) oriented towards the center of the Earth, the ì Y ot axis is perpendicular to the leader orbital plane and pointing in the opposite direction of the angular momentum (H-bar) while the ì X ot axis completes the right-hand triad ì
see Figure 1 ). In Figure 1 , the vector ì ρ(t) defines the relative position of the chaser with respect to the target at time t. Under Keplerian assumptions (no orbital perturbations are considered) and an elliptic reference orbit, the equations of motion for the relative motion in the LVLH frame may be linearized for close separation between the target and the chaser [17, Chapter 5, Section 5.6.1], leading to the state-space representation:
where state ì
T represents the relative position and velocity of the chaser in the LVLH frame,
T is the thrust vector, m F is the mass of the chaser and the dynamic matrix A 0 (t) is a periodic matrix of time t given by :
Here,
by noting that:
where n = µ a 3 = 2π/T is the mean motion of the leader orbit, satisfying for any fixed ν 0 , t 0 :
It is assumed that only the chaser is active and actuated using 6 ungimbaled identical chemical thrusters. The use of chemical propulsion leads to idealize possible thrusts as impulsive maneuvers providing instantaneous velocity jumps in the three axes while the relative position remains unchanged during firing. The impulsive control input is thus defined as:
where t k is a generic firing time and ∆ ì V k represents the applied impulsive thrust. In order to compute the transition matrix Φ(t, t 0 ) for the linearized Equations (1) and (2), classical derivations dating back to the seminal publications of
Lawden [18, Chapter 5] and Tschauner-Hempel [19] consists in applying a change of independent variable from time t to true anomaly ν and a simplifying coordinate change leading to ì X(ν) = T(ν) ì X(t) with:
A simplified autonomous state space representation ì X (ν) =Ã(ν) ì X(ν) is obtained with: 
Based on a particular fundamental solutionφ ν 0 (ν), the so-called Yamanaka-Ankersen form of the transition matrix Φ(ν, ν 0 ) has been proposed in the reference [13] . This form is particularly interesting regarding the computing efficiency and the transition matrix Φ(t, t 0 ) may be easily computed by:
Thus, a controlled trajectory composed of N + 1 impulses is described by the following equation:
where
Hereafter, the following notation describing the free motion with a block partitioned transition matrix is adopted:
The analytical expressions of each partition of the state transition matrix Φ(t, t 0 ) in the context of an elliptical orbit are not given here, since they have a convoluted analytical form and all we need is to know how to compute them efficiently.
However, in the case of a circular orbit, the relative dynamics are governed by the Hill-Clohessy-Wiltshire equations 6 [20] , leading to a simpler expression of the four partitions of Φ(t, t 0 ) ∈ R 6×6 .
B. Hablani's classical glideslope approach for rendezvous
When considering design of impulsive maneuvers for a glideslope rendezvous, the most cited reference is the paper by [8] , in which the so-called classical inbound and outbound glideslope approaches for a circular reference orbit are presented in a general setup. When the chaser must approach the target satellite, an inbound glideslope guidance algorithm is used. On the other hand, an outbound algorithm is used for receding away from the target. In both cases, the chaser's relative velocity must be low when it is close to the target, in order to comply with safety constraints. The real trajectory of the chaser will not actually be a straight line, but will be composed of a sequence of humps between the different thrust locations on the glideslope line, as shown in Figure 1 . These humps appear because of the effect of the gravitational forces acting over the chaser and of the applied impulses, and will vary according to the type of orbit. When performing a glideslope approach, the chaser will depart from an initial position ì
and will arrive at a final position ì
T at a fixed final time t f . This final position can be a station keeping position, a point that belongs to a given periodic reference trajectory or a docking point. In order to parameterize the rectilinear trajectory to be followed by the chaser -also known as commanded path [8] -from ì ρ 0 to ì ρ f , the vector ì λ(t) is introduced, whose origin is located at the chaser's final position and pointing the chaser's current position, as in Figure 2 , thus verifying:
where ì ρ gls (t) is the relative position vector of the orthogonal projection of the chaser on the glideslope line with respect to the target. The unit vector of the rectilinear trajectory's direction is expressed as:
Note that the commanded path vector ì λ f at final time t f is zero by definition:
At every instant t, the distance to go is a function of time, and is given by λ(t) = || ì λ(t)|| in the direction of the unit vector ì u gls :
The main features of the classical glideslope algorithm from [8] are now recalled. The chaser is commanded to reach ì ρ f from ì ρ 0 following a specific linear commanded velocity profile:
where α is the slope of λ vs λ. The initial distance to go λ 0 , the initial commanded profile velocity λ 0 < 0 and the final arrival profile velocity λ f < 0 are quantities specified by the designer, required to define the slope α:
The profile for the distance to go λ(t) is therefore readily deduced as:
Note that λ 0 > λ f since a decelerating glideslope trajectory is sought. For a given set of these parameters, the basic principle of the classical algorithm is then to analytically compute a fixed number of impulses equally spaced in time over the transfer duration T, leading to a constant interval between two consecutive thrusts:
The thrusters will be then fired at times:
Each incremental velocity control at ì ρ k is computed as ∆ ì
to go from ì ρ k to ì ρ k+1 and ì v k − is the arrival velocity at ì ρ k . In order to obtain the maneuver plan composed by the N
, we need the relative velocities right before and just after the thrust. Both quantities are simply obtained by solving the autonomous equations (10) at each step k, since:
and:
which allows the chaser to arrive at the next position ì ρ k+1 with relative velocity ì v k+1 − at time t k+1 . Recall that in the classical approach, transition matrices are actually based on the HCW equations, restricted to circular orbits, and depend only on the difference t k+1 − t k .
The classical glideslope algorithm is straightforward and easy to implement but suffers from key shortcomings.
First, it is limited to circular reference orbits. Second, it is important to remind that the actual trajectory of the chaser will not be strictly along the commanded straight line path but will exhibit humps between the N points where an impulsive maneuver is performed and located on the commanded path (cf. Figure 2 ). In addition, if the initial and final commanded velocities of the glideslope profile are a priori given, there is no degree of freedom left to control the transfer time and the consumption. Indeed, the transfer time T is not fixed a priori but deduced from the initial and final commanded velocities ( λ 0 , λ f ) and from the initial distance to go λ 0 :
The consumption itself is computed a posteriori from the velocity increments without any possibility to optimize it for given side conditions of the rendezvous. The objective of the present paper is therefore to propose a new optimization algorithm for the general glideslope framework and extend the results to elliptic reference orbits, taking these two important features into account:
-Minimize the fuel-consumption for a given set of initial and final rendezvous conditions and an a priori fixed time of transfer;
-Control the maximum guidance error by defining constraints on the humps profile.
III. Minimum-fuel glideslope approach with controlled humps
The main result of the paper is now presented. It mainly consists in identifying some degrees of freedom and deriving a numerically tractable expression for the different constraints on the chaser trajectory and to minimize the fuel consumption during the glideslope transfer. First, the glideslope line tracking constraints are defined according to the transition matrix of the relative linearized keplerian elliptic dynamics. Contrasting with to [8] or [11] , intermediate positions are free variables and a constraint is added to control the final relative velocity of the chaser. Next, the constraints on the humps profile are dealt with using a parametrization of the relative trajectory defined in [12] and results from polynomial optimization from the reference [14] . Finally, a general minimum-fuel multipulse glideslope guidance algorithm relying on the solution of a semidefinite programming problem is proposed.
A. Glideslope line tracking
In order to perform the transfer from ì ρ 0 to ì ρ f in a given duration T, the number of thruster firings is fixed and equal to N + 1. Any two successive impulsive maneuvers are separated by ∆t = T/N and impulsive thrusts are applied at
Note that our approach does not actually require maneuvers to be equally spaced in time. Only the time grid, t k for k = 0, 1, · · · , N, needs to be specified. Throughout the transfer, the spacecraft must follow the commanded path. After each maneuver, the chaser must be back on the glideslope line. The initial ì ρ 0 and final ì ρ N = ì ρ f positions are fixed by specifications. Intermediate positions are set free and are parameterized as:
The scalars λ k are free and denote here the traveled distance from ì ρ 0 to ì ρ k . Note that λ 0 = 0 and λ
A set of N equations of the form:
with the position vectors ì ρ k+1 / ì ρ k , describes the transfer of the chaser after the impulsive actuation at t k . ì v k + is the velocity vector right after the impulse is applied. Combining Equations (24) and (25) enforces the requirement for the chaser to come back on the path after each maneuver period, leading to the set of equations:
for k = 1, · · · , N − 1. Because the reference orbit is considered to be elliptic, the transition matrix is not constant all over the orbit and needs to be updated for each maneuver. resulting from the previous maneuver and from the relative dynamics of the chaser:
Therefore, we have
B. Final velocity constraint
Since a last impulse is needed to control the final velocity of the spacecraft, an additional equality constraint is defined. This (N + 1) th impulse maneuver is given by:
Setting the vector ì v N + = ì v f as the desired final velocity and ∆ ì V N being a free variable, an extra equality constraint is appended:
As mentioned earlier, ∆ ì V N , λ N −1 and ì v N −1 + are the only free variables of (30).
C. Constraints on guidance error
The aim of this subsection is to give a numerically tractable formulation of the continuous constraints imposed on the spacecraft relative trajectory in order to bound the guidance error inherent to the impulsive glideslope approach. In the spirit of the method developed in [12] , the idea is to look for an equivalent finite description of the admissible relative trajectories using various tools from algebraic geometry and in particular, properties of non negative polynomials. The main steps of the method are: 1) define a piecewise linear envelope enclosing the admissible trajectory; 2) use a rational parametrization of the trajectory between each pulse to transform the previous continuous linear constraints into polynomials non negativity constraints; 3) apply representation theorems of cones of nonnegative polynomials from [14] to get a final semidefinite formulation of the constraints on guidance error.
Admissible trajectories envelope
First, a set of linear constraints on the chaser's relative trajectory is defined for each maneuver interval [t k t k+1 ], defined as the elapsed time between the k th impulse to the instant when the spacecraft is back on the glideslope line.
The input specifications regarding the maximal allowable excursion will define a rectangular corridor with four planes parallel to the glideslope direction ì u gls bounding the trajectory at each step k. We define the parameters δ α k and δ β k to specify the distance from the glideslope line to each pair of planes, as shown in Figure 3a .
(a) Rectangular corridor bounding the trajectory. 
Figure 3 Glideslope corridor constraints.
A set of four linear constraints (upper and lower bounds for both parameters δ α k and δ β k ) will be therefore necessary to define the maximum allowable excursion at each maneuver, represented by the following inequalities:
where ì u α and ì u β are unit vectors, chosen as an orthonormal basis for the null space of ì u T gls , as shown in Figure 3b . The inequalities in Expression (31) can be recasted in a matrix form as:
where A k ∈ R n c ×3 is a constant matrix, n c denotes the number of scalar inequalities, each of which defines a plane bounding the trajectory (n c = 4 in this case); and b k ∈ R n c is a vector that depends on the user-defined parameters:
where the inequalitites are componentwise inequalities between vectors. Matrix A k is constant ∀k = 0, 1, . . . , N − 1, since all boxes are oriented along the glideslope line. However, vector b k might change according to the different distance specifications {δ α k , δ β k } associated to each maneuver k, as shown in Figure 3a . Applying the change of variable (6) to the general constraint (32), we get:
In [12] , the autonomous relative trajectory ì ρ was parameterized as follows:
for ν ∈ [ν k , ν k+1 ], where the vector of parameters ì D is defined by (37) and depends linearly on the initial state and the integral term J(ν, ν k ) is given by:
Rational parametrization of the trajectory constraints via polynomial non-negativity constraints
Expression (35) shows several trigonometrical terms. The following change of variable is used in order to transform the trigonometrical functions into rational functions:
The propagation of the spacecraft relative motion can then be expressed as a function of w:
Only the term with J(w) is non-rational and requires to be dealt with. All P * functions are polynomials:
, P Jz (w) = −3e (1 + e)w + (1 − e)w 3 ,
where coefficients of P x , P y and P z depend linearly on the vector ì D, and therefore depend linearly on the state ì X(ν k )
at the firing instant ν k . 
Before defining trajectory constraints, we first need to deal with the integral term J(w) in the spacecraft relative motion equation (39). In order to have a rational expression for the motion, a polynomial approximation is derived to bound J over w ∈ [w k , w k+1 ]:
where Θ r (w) is a polynomial of degree r andε the maximum error due to the approximation.
The linear constraints (34) are transformed by the change of variables (38) into:
with w k = tan(ν k /2). To go further, let the i th row of this latter expression be expanded:
which is equivalent to:
with:
Replacing the function J(w) by the two extreme bounding polynomials Θ l and Θ u , the above function becomes polynomial, respectively Γ k il and Γ k iu . Hence, the inequality (47) becomes a pair of inequalities with Γ k il and Γ k iu , that must be repeated for each constraint i (rows of A k ) and for each maneuver k. Finally, the whole constraint on the guidance error is formulated as the polynomial non negativity constraints:
SDP formulation for the guidance error
The properties of non negative polynomials and representation theorems of cones of non negative polynomials given in [14] are now used to translate these inequalities defined on an infinite interval into a semidefinite programming problem:
for i = {1, . . . , n c }, for k = {0, . . . , N − 1}. Γ k il and Γ k iu are represented by their vector of coefficients γ k il and γ k iu , respectively. All Y k * are square matrices whose dimensions depend on the order of the polynomials. The exact definition of the linear operator Λ * is omitted here for the sake of conciseness but it may be obtained in the appendix of the reference [12] .
D. Definition of the Cost function
Apart from the control of the humps during the glideslope, the other main objective of the approach is to minimize the fuel consumption during the transfer. As 6 ungimbaled identical chemical thrusters are used, the cost function may be naturally defined as the 1-norm of the N + 1 impulsive thrusts:
The formulation (51) is transformed in order to express the above criterion with respect to the decision variables ì v k + ,
where ì v 0 − is the initial velocity vector. This cost function involving absolute values can be transformed into a linear function with the introduction of new variables and inequality constraints:
where α k are extra decision variables, and the cost function becomes Υ(N) = 
E. A semidefinite programming problem
After having defined all the different ingredients in the previous subsections, the last step consists in gathering them in a compact formulation. Therefore, a solution to the initial minimum-fuel glideslope guidance problem may be obtained via the solution of the semidefinite programming problem where the decision variables are : the auxiliary variables α k for k = {0, . . . , N } ; the position parameters λ k for k = {1, . . . , N − 1} ; the velocity vectors . When considering a second order polynomial approximation, we have
and γ k iu are the given vectors of coefficients of polynomials Γ k il and Γ k iu . n c is the number of rows of matrix A k . This problem can hence be solved efficiently with an SDP solver. It is worthy to note that if constraints on the guidance error are removed, the optimization problem comes down to an LP problem.
IV. Simplified linear programming solutions for V-bar and R-bar approaches
The goal here is to show that when the direction of the glideslope is defined to be the V-bar or the R-bar directions and for a circular reference orbit, the previous semidefinite programming problem may be simplified by using analytical developments to characterize the bounding corridor. Indeed, the main development is the same as for the previous section: we first define the glideslope line tracking constraints according to the classical approach. The maximum guidance error is then addressed by defining constraints on the humps profile and bounding them for both V-bar and R-bar cases. Finally, we propose a linear programming formulation leading to the obtention of a minimum-fuel solution to the glideslope guidance problem while controlling the guidance error for both V-bar and R-bar approaches.
A. V-bar and R-bar approaches
In the literature, we find several missions that were performed following the V-bar classical approach, such as the ESA's ATV program [1] or the NASA's Space Shuttle mission [7] . Among the R-bar approach, Japan's HTV [5] or NASA's Cygnus program [3] may be distinguished.
These two common approach strategies are based on the directions of approaching a target in the close range phase of the rendezvous mission in a circular reference orbit, as shown in Figure 4 . This is mainly due to observabilityLoS -constraints and safety reasons imposing the requirement of a trajectory belonging to a cone-shaped approach corridor. 
vv = Φ vv , as:
for all k = 0, 1, . . . , N − 1.
Depending on the choice for a V-bar approach or an R-bar approach, the relative position vector to be considered will be different. For a V-bar approach, the z component along the ì Z ot axis remains constant and equals its initial value, z 0 , leading to:
On the other hand, for an R-bar approach, the x component along the ì X ot axis remains constant and equals x 0 :
Hereafter, considering a specific direction (V-bar or R-bar) and a circular reference orbit will significantly simplify the constraints on guidance error. On the other hand, the other features (glideslope line tracking, final velocity, cost function) remain basically of the same form.
B. Constraints on guidance error
In order to control the maximum guidance error, we first need to define the error in the orbital plane ì in a general framework for both V-bar and R-bar approaches.
Let us define the point A in the x − z plane (see Figure 5) as the orthogonal projection of the chaser position ì ρ on the glideslope straight line. The excursion ì is given by the difference between vectors ì ρ and ì ρ gls : ì (t) = ì ρ(t) − ì ρ gls (t).
The auxiliary vector ì ρ gls can be itself expressed as:
where ∆ ì ρ = ì ρ(t) − ì ρ 0 is also an auxiliary vector and ì u gls is the unit vector defining the glideslope straight line, defined 20 in Equation (12), but for the in-plane case, it becomes:
Hence, the excursion can be written as:
In-plane glideslope approach.
and the guidance error norm is then deduced as:
with ∆ρ x = x − x 0 and ∆ρ z = z − z 0 .
Constraints on guidance error for V-bar
If the approach is performed along a line parallel to the x-axis, the unit direction vector is:
Hence, the guidance error norm in Expression (61) is reduced to: where δ k is given and specifies the maximal allowable guidance error during the (k + 1) th maneuver, as shown in Figure   6 . Expression (70) is equivalently written as:
We recall that the interval ∆t being constant, the parameter ∆t m is constant too. Being aware of the fact that
T , the constraints (71) for the V-bar approach can be written in a matrix form as:
where:
Constraints on guidance error for R-bar
If the approach is performed along a line parallel to the z-axis, the unit direction vector becomes:
Hence, the guidance error norm in Expression (61) is reduced to:
23
Using the HCW x−equation, we get:
Unlike the V-bar case, there is not a simple relationship between the time ∆t m when the error is maximal and the maneuver interval ∆t. Hence, a conservative bound is introduced. 
Lemma 2 Let us define ∆t the value of the time when the guidance error is
Proof. Let us apply the triangle inequality to Expression (76):
Analyzing all terms separately, we have:
2 Although in the above lemma the range of n∆t is restricted to [0 arccos 3 4 ], this result can be easily extended to a full revolution. The constraints (78) for the R-bar approach can be written in a matrix form as:
Note that the maximal allowable excursion at each step is denoted by δ k , which can be seen in Figure 6 with the corresponding permutation between the X lvlh and Z lvlh axes.
C. A linear programming problem
The optimization problem is now formulated. The glideslope line tracking constraint (25) and the final velocity constraint (29) require a slight adjustment. Positions on the glideslope ì ρ k are now defined as (56) for V-bar, and (57) for R-bar (instead of (24)). Blocks of the transition matrices Φ
[k] * * reduce to 2 × 2 blocks (55), constant w.r.t. k.
The velocity decision variables are obviously restricted to the plane :
Regarding the cost-related constraints (53), the same adjustments hold, and variables α k ∈ R 2 (instead of R 3 ).
Gathering all the constraints with the appropriate decision variables, an LP problem is built for which a solution provides a minimum-fuel glideslope guidance along V-bar or R-bar: Table 1 .
In this first example, the target evolves on a quasi-circular orbit and the standard glideslope approach is employed to The sequences of impulsive maneuvers for the standard elliptic glideslope and the minimum-fuel algorithm are detailed below in Table 2 and depicted in Figure 8 . Note also that the standard trajectories do not respect the admissible corridor in green.
B. Example 2
The PRISMA framework is now used to illustrate the results obtained for a V-bar approach in a circular orbit.
Scenario parameters from Table 1 Table 2 Impulsive control sequences for Example 1.
two-impulse method from [4] are compared on Figure 9 . Regarding the proposed algorithm, three different sets of constraints on the maximum allowable excursion have been enforced (green lines). Results for each method are summarized in Table 3 . The new algorithm reduces significantly the consumption while keeping the chaser close to the commanded path. As expected, the straightforward strategy from [4] is very efficient from the consumption point of view but is very weak regarding the guidance error.
In Figure 9a , the sequence of bounds on the trajectory is given by the vector [6 6 6 1 1 1]. While there is no constraint on the location of intermediate positions along the commanded path (order or distance, x k totally free), it is interesting to see that, for identical excursion constraints, the optimization naturally spaces them evenly. Besides, minimizing the consumption does not necessarily lead to a trade-off with guidance error. The first three humps do not reach the allowable limit. However, when the trajectory constraints become tighter on some maneuvers, humps become larger on others. For instance, the vector of bounds, given by [4 2. 9b may typically arise from a LoS requirement. Demanding smaller guidance errors in the last maneuvers induces larger humps in the first ones. One can thus observe a waterbed effect where, for a given distance λ f to travel, short humps need to be offset by larger ones, the number of maneuvers N being fixed. It thus appears that the optimal algorithm provides velocity increments such that the range of the excursion is related to the traveled distance along the glideslope (for each hump). Obviously, this is not true for the classical glideslope algorithm where large humps with close intermediate positions may occur. This observation can also be made in the third case in Figure 9c . Indeed, the guidance error constraints make the "shaping" of the trajectory profile possible.
C. Example 3
In this third example, the standard elliptic glideslope approach as it may be built from the information obtained in [11] and the proposed optimal algorithm are compared in a case for which the eccentricity of the reference orbit is Figure 9) . Table 4 and depicted in Figure 11 .
VI. Conclusions
A revisited solution to the problem of the impulsive close range rendezvous along a glideslope line is proposed, first for any type of approach, and later on, in the specific cases of the V-bar and R-bar approaches. The motivations for the development of a new solution to the glideslope method come from two main issues regarding the standard algorithm: the uncontrolled humps, inherent to the impulsive method and the relative motion dynamics, and the fuel consumption that is assessed a posteriori. These shortcomings are addressed via a reformulation of the problem in an optimization framework. Then, combining an appropriate parametrization of the Tschauner-Hempel equations and a well-known result on non negative polynomials, the design of the glideslope guidance algorithm becomes a semidefinite programming problem.
The main design features included in the new proposed glideslope algorithm are on one hand the minimization of the consumption and, on the other hand, the possibility to specify an admissible volume for each hump of the relative trajectory and therefore to control the guidance error all along the rectilinear path. From this general case using an SDP formulation, and going further into the analysis with analytical expressions, we derived the solution via an LP problem for the specific cases of V-bar and R-bar approaches. This solution yields optimal consumption while respecting a user-defined maximum bound profile on the trajectory, which turns out to be very useful when dealing with visibility constraints while keeping a reasonable numerical computation complexity. 
