Introduction
We are interested in singular integral operators on functions of two variables, which act by performing a one dimensional transform along a particular line in the plane. The choice of lines is to be variable. Thus, for a measurable map, v from R 2 to the unit circle in the plane, that is a vector field, and a Schwartz function f on R 2 , define H v f (x) := p.v.
This is a truncated Hilbert transform performed on the line segment {x + tv(x) : |t| < 1}. We prove norm inequalities for H v , requiring smoothness conditions on v, beginning at the level of 3/2 derivatives. And if v has two continuous derivatives, H v maps L p into itself for all 2 < p < ∞.
1.1. Theorem. For 3/2 < α ≤ 2, let v be C α map. Then H v maps L p (R 2 ) into itself for 2 < p < (2 − α) −1 . The norm of the transform is at most
We do not know if the theorem is sharp with respect to p, although the logarithmic estimate 1 above is not available below L 2 . Nor do we know if it is sharp with respect to the number of derivatives required. (It probably is not.) The sharp condition would be that the vector field be only Lipschitz, but this seems to be beyond the range of techniques used in this paper.
This theorem has its origins in the Kakeya sets, sets of zero planar measure which contain a line segment in every direction. Such sets preclude the choice of v in our theorem from being merely measurable. Constructions of Kakeya sets show that v can not be taken to be Holder continuous of any index strictly less than 1. A. Zygmund asked if functions could be differentiated in the direction specified by a Lipschitz choice of v. This question is closely related to determining the correct L p bounds for the maximal function analogue of the Hilbert transform above.
A variety of prior results on this question have begun by placing assumptions on the vector field, namely that the vector field be, say, real analytic, [1] . One paper [2] uses the function theory of the bidisc, as we do, and we refer the reader to that paper for more references to the literature. Theorems have been stated in terms of curvature conditions on the integral curves of the vector field. Assumptions of this type can be incorporated into our proof and have the effect of substantially simplifying the combinatorics of the problem. But it would appear that the theorem above is the first that assumes only that the vector field is smooth.
This theorem implies the pointwise convergence of Fourier series for L p functions, p > 2, [3] a fact we recall here as it motivates the approach we develop. Our purpose is to deduce from the theorem above the L p boundedness for a class of one dimensional operators. The vector fields will be of the form v(x 1 , x 2 ) = (1, v 2 (x 1 )), where v 2 will take values in say [−1/100, 1/100]. All the v 2 we consider will have uniform estimates on their first and second derivatives, of say 1, so that they define a class of uniformly bounded operators from L p (R 2 ) into itself, p > 2. For a function g ∈ L p (R) of norm one, a smooth bump function ϕ on the real line of L p norm one and a large constant N , set f (x 1 , x 2 ) := e iN x2 g(
f is in L p (R 2 ) of norm one. H v f is e iN x2
g(x 1 − y)e iN v2(x1)y N −1/p ϕ(N −1 (x 2 − v 2 (x 1 )y)) J(y)dy.
We see that the integral
g(x 1 − y)e iN v2(x1)y dy y defines an bounded operator on L p (R) into itself, with bound independent of the choice of N and the choice of v ∈ C 2 . But then N v 2 (x) can be taken to approximate any given measurable map. And the boundedness of these operators amounts to Carleson's theorem on Fourier series.
The central lesson is that high frequencies affect all smaller scales of the transform. And what is worse, the behavior of H v on functions with large frequency support becomes hard to distinguish from merely measurable vector fields. While the smoothness of the vector field should simplify the implicit combinatorics behind the operator, the mechanisms by which this occurs remain a mystery.
And so we take two steps which at first glance seem very far, even contradictory, with the aims of the theorem above. We consider global results-ones in which the truncated Hilbert transform is replaced by a a Calderón-Zygmund kernel. And the vector field is assumed to be just measurable. A specific result along these lines is as follows. Let
for f in the Schwartz class on R 2 , a measurable map v from R 2 to the unit circle and a Calderón-Zygmund kernel k(y) which satisfies 2 e iτ y k(y) dy is uniformly bounded in τ , |∂ n k(y)| ≤ K|y| −n−1 , n = 0, 1, 2, . . . , 10.
Let S j f be the Fourier restriction of f to the frequencies 2 j ≤ |ξ| ≤ 2 j+1 . Then the square function
is of strong-type (p, p) for p > 2. This result is essentially contained in lemma 6.19 below. Note that as the vector field is only measurable, we can in particular see that the maximal functions
map L p into L p , p > 2. That this implies Carleson's theorem is nearly immediate.
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An advantage of this particular approach is that the smoothness of the vector field enter in a specific fashion. Namely, we take k(y) to be a smooth approximate to 1 y 1 |y|<1 . If the vector field is smooth, we should have S j T v f ≃ T v S j f , for j ≥ 1. Of course degree of commutation is to be quantified, but there is not much challenge in doing so.
Our proof goes along these lines. The next section formalizes a combinatorial model for these singular integrals. In essence, we are describing a set of "basis functions" which diagonalize the square function in (1.2). These are described in an axiomatic fashion, with an eye to minimizing the effort required to prove the principle fact of the paper, lemma 2.26. For motivation, turn to section 6, in which we recover H v as a convex combination of model operators.
We emphasize that the basis functions we consider are adapted to long thin rectangles, with arbitrary excentricity and orientation in the plane. It is unavoidable. An implicit yet central theme is the identification of certain Carleson measures associated to the BMO theory of the bidisc, as identified by S.-Y. Chang and R. Fefferman [4] . The details of this theory motivate some of our definitions, especially those of "tree" and "size." We need to assume, however, only one feature of this theory, Journé's covering lemma, [6] , which is a useful tool in verifying the Carleson measure condition.
The next issues are related to orthogonality and the separation of functions in the spatial-frequency plane. We are of course very fortunate at this point to have had the experience of working on the bilinear Hilbert transform with C. Thiele [7] . The proof in section 3 is new however, being more intricate and combinatorial in nature. The "tree lemma" of [5] is then reproduced in our setting, completing the collection of lemmas required to prove the principle fact, lemma 2.26. After it's proof is given, we then synthesize our discrete models to prove the main theorem above.
Definitions and Principle Lemma
We begin with some conventions. Generic absolute constants are written as e.g. C, K, C p , K p,ǫ , with dependence upon parameters p or ǫ indicated by subscripts. We do not keep track of their values, a point further emphasized by the notation A B iff A ≤ KB for some constant K. We use " " when there is a dependence of the implied constants upon parameters as well. And A ≃ B iff A B and B A. We use the notation 1 A to denote the indicator function of the set A. And the Fourier transform on R 2 is denoted by f (ξ) = R 2 e −2πix·ξ f (x) dx, with a similar definition on the real line.
Let ρ be rotation on T by a negative angle of π/2. Coordinate axes for R 2 are a pair of unit orthogonal vectors (e, e ⊥ ) with e = ρe ⊥ .
2.1. Definition. We say that ω ⊂ R 2 is a rectangle if it is a product of intervals with respect to a choice of axes (e, e ⊥ ) of R 2 . We will say that ω is an annular rectangle if ω = (−2 l−1 , 2 l−1 ) × (a, 2a) for an integer l with 2 l < a/8, with respect to the axes (e, e ⊥ ). The dimensions of ω are said to be 2 l × a. Notice that the face (−2 l−1 , 2 l−1 ) × a is tangent to the circle |ξ| = a at the midpoint to the face, (0, a). We say that the scale of ω is scl(ω) := 2 l and that the annular parameter of ω is ann(ω) := a. In referring to the coordinate axes of an annular rectangle, we shall always mean (e, e ⊥ ) as above.
Annular rectangles will decompose our operators in the frequency variables. But our methods must be sensitive to spatial considerations; it is this and the uncertainty principle that motivate the next definition.
2.2. Definition. Two rectangles R and R are said to be dual with constant D if they are rectangles with respect to the same basis (e 1 , e 2 ), thus R = r 1 × r 2 and R = r 1 × r 2 for intervals r i , r i , i = 1, 2. Moreover, D ≤ |r i | · |r i | ≤ 2D for i = 1, 2. The product of two dual rectangles we shall refer to as a phase rectangle with constant D. The first coordinate of a phase rectangle we think of as a frequency component and the second as a spatial component.
We consider collections of phase rectangles AT which satisfy these conditions. Fix a choice of D ≥ 1. For s, s ′ ∈ AT we write s = ω s × R s , and require that ω s is an annular rectangle, (2.3) R s and ω s are dual with constant D, (2.4) ann(ω s ) = 2 j for some integer j, (2.5)
We assume that there are auxiliary sets ω s , ω s1 , ω s2 ⊂ T associated to s-or more specifically ω s -which satisfy these properties. [A grid is defined in definition 7. Figure 2 : An annular rectangle ωs is depicted, with it's coordinate axes, es and e s⊥ as well as the three subsets of the unit circle associated to ωs, ωs1, ωs2 and ρ −1 ωs1.
{ω s , ω s1 , ω s2 : s ∈ AT } is a grid in T, (2.6)
ω s1 lies to the left of ω s2 on T, (2.8)
Recall that ρ is the rotation that takes e ⊥ into e. Thus, e ωs ∈ ω s1 . See figure 1 which depicts the two rectanges that make up a phase rectangle s ∈ AT . And see figure 2 which depicts a rectangle ω s with the three intervals ω s , ω s1 and ω s2 introduced above.
We have one more condition to impose on the collection AT . Note that |ω s | ≥ |ω s1 | ≥ scl(ω s )/ann(ω s ). Thus, e ωs is in ω s1 , and ω s serves as the "angle of uncertainty associated to R s ." Let us be more precise about the geometric information encoded into the angle of uncertainty. Let R s = r s × r s⊥ be as above. Choose another set of coordinate axes (e ′ , e ′ ⊥ ) with e ′ ∈ ω s and let R ′ be the product of the intervals r s and r s⊥ in the new coordinate axes. Then K
We say that annular tiles are collections AT satisfying the conditions (2.3)-(2.11) above. We extend the definition of e ω , e ω⊥ , ann(ω) and scl(ω) to annular tiles in the obvious way, using the notation e s , e s⊥ , ann(s) and scl(s).
A phase rectangle will have two distinct functions associated to it.
2.12. Definition. [frequency adapted] Let S be a set of phase rectangles with constant D, which we write as s = ω s × R s ∈ S. A collection of Schwartz functions on R 2 , written {ϕ s : s ∈ S} are frequency adapted to S with constants K n , n ≥ 3 if for all s, s ′ ∈ S,
The last line uses the definitions
and λR := {λ(x − c(R)) + c(R) : x ∈ R}, for c(R) the center of R.
There is a parallel definition in which the functions are now assumed to be compactly supported in the space variable, rather than the frequency variable.
2.18. Definition. [spatially adapted] Let S be a set of phase rectangles with constant D, which we write as s = ω s × R s ∈ S. We say that a class of functions {φ s1 : s ∈ S} are spatially adapted to S with constant
where D e denotes differentiation in the direction e.
With AT as above, we take {ϕ s : σ ∈ AT } to be frequency adapted to AT . These functions must be paired with a function which is an "output of the Hilbert transform." It is therefore a rough function, which incorporates some information about the measurable vector field. Thus, to begin, let {φ s1 : s ∈ AT } be spatially adapted to AT with constant K 1 . Recall that the rectangles in AT are dual with constant D.
We introduce the tool to decompose the singular integral kernels. We use the notation {ψ l : l ∈ Z} to denote a class of Schwartz functions on R for which
The last condition is the only unusual one we place on the kernel. It essentially states that ψ l has spatial scale 2 −l independently of D. Then, define
Note that this function is supported on R s . Thus, we see that the set ω s2 serves to localize the vector field, while ω s1 serves to identify the location of ϕ s in the frequency coordinate. 4 The model operators we consider act on a Schwartz functions f , and sends it into a sequences of functions. It is defined by
In the last display, the sum is over AT (j) := {s ∈ AT : ann(s) = 2 j }. We prove a square function inequality for the model operators.
2.26. Lemma. The operator C extends to a bounded map between the spaces below.
The norm of the map is a function of K 1 , K 2 and K n , n ≥ 3 appearing in definition 2.12, definition 2.18, (2.23) and (2.24). In particular, the norm of the map is independent of the vector field, and the constant of duality D in the definition of AT .
The proof of this lemma will take up the next three sections of this paper. Throughout the proof, S will denote generic subsets of AT and the notation S(j) := {s ∈ S : ann(s) = 2 j } (2.27) will be used repeatedly.
We shall also need standard analogues of maximal functions. A choice of e ∈ T specifies a choice of coordinate axes (e, e ⊥ ) and we set M e g(x 1 , x 2 ) := sup s,t>0
where the coordinates (x 1 , x 2 ) are computed relative to the axes (e, e ⊥ ). A slightly more general notation would be as follows. Given an interval ω s ⊂ T we set M ωs g = M e g where e is the center of ω s .
Orthogonality and Combinatorics of the Phase Plane
We define trees and exploit some of their properties in the spatial frequency plane. The notion of size defined below will be the organizing tool of the final stages of the proof.
The Notion of Size and the Key Lemma
The central combinatorial structure of this and the next two sections it is that of a tree.
3.1. Definition. A collection of tiles T is called a tree with top [ω, U ] if these conditions are met. (1) U is an open subset of R 2 and ω is an element of the grid in (2.6). (2) ω ⊂ ω s for all s ∈ T. (3) R s ⊂ U for all s ∈ T. We say that ω is the top frequency interval of T. We define the shadow of T to be
We need to distinguish a particular type of tree, which is the purpose of this definition. e ⊥ Figure 3 : A representative picture of the rectangles ωs, for s in a 1-tree T. Note that the axis is associated to the vector e ⊥ where e is in the top frequency interval of the tree, so that it specifies e ⊥ .
3.2. Definition. Call T a 1-tree if T is a tree and for all s, s ′ ∈ T we have ω s1 = ω s ′ 1 or ω s1 ∩ ω s ′ 1 = ∅. If T is a 1-tree note that the sets {ω s1 × R s : s ∈ T} are disjoint, hence the functions {ϕ s : s ∈ T} are orthogonal. [In this regard, recall (2.15).] We set, in this case,
Also, see figure 3 .
For a collection of tiles S we set size(S) := sup{∆(T) : T ⊂ S is a 1-tree.}.
In the next lemma below, we decompose collections of tiles S according to their size.
3.3. Lemma. Let ǫ > 0 and let S be a finite collection of tiles. Let σ = size(S). Then S is the union of S 1 and S 2 with
And S 1 is the union of trees T n , for n ≥ 1, with this estimate if p = 2 and f ∞ ≤ 1.
If p > 2, we have an estimate independent of ǫ > 0.
The proof consists of three parts: An argument to identify the constituents of S 1 , one to verify the critical L 2 estimate (3.4) and an argument to deduce the L p inequality. But first we need some preliminary lemmas.
Preliminary Lemmas
Thsi lemma follows easily from the Fefferman-Stein inequalities.
3.6. Lemma. Let I be a collection of disjoint intervals in R. For each I ∈ I, let χ I (x) be a function on R for which we have the inequality
Then for all constants {a I : I ∈ I} we have
We need to collect some properties associated to size, which is to say some properties associated to the BM O theory of the bidisk. Let T be a tree. we can consider all rectangles R s as rectangles in a fixed set of coordinate axes. Choose a set of coordinate axes (e, e ⊥ ) where e is in the top frequency interval of T. With respect to (e, e ⊥ ) there are rectangles Γ s so that
We write Γ s = P s ×Q s in this fixed set of coordinate axes. Note that scl(s) ≃ D|P s | −1 and ann(s) ≃ D|Q s | −1 . We are free to assume that the collections of intervals {P s } and {Q s } form a 2-grid. (See lemma 7.5.)
For each s ∈ T, let µ s be the supremum over all non-negative reals for which
Givens ∈ T, let Ts consist of all tiles s ∈ T such that P s ⊂ Ps and Qs = Q s or P s = Ps and Q s ⊂ Qs.
( 3.9) 3.10. Lemma. Let T be a tree, and associate to each s ∈ T a non-negative real number a s . If for alls ∈ T we have the inequality
Proof. This is a form of Journé's covering lemma [6] . Specifically, we need the following fact. Denote by T * those tiles in s * ∈ T for which the rectangle Γ s * is maximal with respect to inclusion. Then,
For a proof, see [6] .
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Now observe that if s ∈ T and s ∈ T s * for any s * ∈ T * , then for some s * ∈ T * , we must have, since the intervals P s and Q s are in a 2-grid,
This means that µ s > 2µ s * ≥ 2. Now, an inductive proof of the lemma presents itself. Define T * 0 to be T * . Remove from T all tiles s that are in some T s * for some s * ∈ T * . Then take T * 1 to be the maximal tiles in T. Repeat this procedure until T is exhausted. We see that µ s ≥ 2 n for all s ∈ T * n and that
We need an orthogonality lemma.
3.11. Lemma. Let µ, n > 1 and let T be a 1-tree, or assume that for all integers j, the rectangles {Γ s : s ∈ T(j)} are disjoint. Then, for alls ∈ T and h supported on (µΓs) c , we have the inequality
Proof. Let us assme that T is a 1-tree. There are two cases. In the first case, we assume that for all s ∈ Ts we have Q s = Qs. This in particular means that all tiles in Ts have the same annular parameter. The tree structure of is exploited. Notice that if we project the sets {ω s1 : s ∈ Q} onto the e axis, the resulting one dimensional sets are lacunary and overlap at most a bounded number of times. (See figure 3.) So, write the (e, e ⊥ ) coordinates as (u, u ⊥ ). For fixed u ⊥ , the functions {ϕ s (·, u ⊥ ) : s ∈ Q} are nearly orthogonal. Thus,
where
To ease the notation, we have assumed that c(Rs) is the origin.
Assume that h is supported on {(u, u ⊥ ) : |u ⊥ | ≥ µ|Qs|}. Then the sum to bound is explicitly
To push the absolute value inside the integral, use
The second line applies the inequality dual to (3.12). But we can easily see that this integral is at most µ −n h 2 2 . We have to consider the case in which h is supported on {(u, u ⊥ ) : |u| ≥ µ|Ps|}. But then, the relative distance from the rectangles Γ s and the support of h is given by µ scl(s)/scl(s). Thus, by direct calculation, for each 2 j ≥ scls, we have
Summing this over j completes the first case.
In the second case we can assume that P s = Ps for all s ∈ Ts. These tiles have scale that agrees with s and varying annular parameter. Indeed, fix the parameter, so that the rectangles {Γ s : s ∈ Ts(j)} are pairwise disjoint. Then an application of lemma 3.6 yields
where h j is the Fourier restriction of h to the frequency annulas {ξ : 2 j ≤ |ξ| ≤ 2 j+1 }. Summing over j then completes this proof.
The last case to consider is T being a tree satisfying the condition that for all integers j, the rectangles {Γ s : s ∈ T(j)} are disjoint. But the Lemma in this case follows easily from lemma 3.6.
3.14. Lemma. For any collection of tiles we have the inequality
Proof. We shall in fact prove something a little stronger. Let T be a tree as in lemma 3.11. Then,
Indeed, write h = h ′ + h ′′ , where h ′ is h restricted to the set {M e 1 sh(T) > 1/4K 0 }, with the vector e being in the top frequency interval of the tree T. By the orthogonality of the functions {ϕ s : s ∈ T}, it is clear that
It remains to consider h ′′ , which we further write as the sum over v ≥ log 4K 0 of h v , which is h restricted to be supported on the set
We can apply lemma 3.11 with µ ≥ 2 −v however. So by lemma 3.10, the proof the lemma is completed.
The Selection of Trees and the L 2 Argument
In our proof, we exploit the fact that in a 1-tree the sets ω s1 either all contain the top frequency interval (in which case all ω s1 are equal) or lie to the left of the top frequency interval. (A fact which follows from (2.6)-(2.8). Also see figure 3 .) To do so, it is convenient to assume that all intervals ω s1 lie in the top half of the unit circle. It is clear that we can make this assumption without loss of generality. Also observe that the size of S is at most a constant.
The Selection of the Trees
The construction of S 1 and the trees T n , n ≥ 1 is inductive. Set, initially, S stock := S, which is the collection of unassigned tiles. Associated to the tree T 1 is a 1-tree T ′ 1 which we define this way. Consider all 1-trees
At the first step, it is clear that there is such a tree. But in the inductive step, if there is no such 1-tree, we set S 2 = S stock and the process stops. We take T The 1-trees T ′ n , n ≥ 1, so constructed will supply us with the estimate (3.5) . And this in turn will follow from the lower bound in (3.16), the upper bound on the size of S, and this combinatorial property.
For s ∈ T ′ n , set
(See (2.17) for the definition of X R (x).) Indeed, by the construction, we see that the 1-tree T ′ n that contains s was constructed first. Then, if the conclusion above does not hold, we see that s ′ ∈ T n , but all of these tiles were removed from S stock before the tree containing s ′ was constructed. This is a contradiction.
The L 2 argument
We now proceed with the proof of (3.4). By an abuse of notation, we set S := n T ′ n and T n := T ′ n . For reference in the next subsection, we state the lemma proved herein.
and for all s, s ′ ∈ S with s ∈ T n ,
(λ s is as defined in (3.17).) Then, there is a constant C depending only on ǫ > 0 and the constants in (3.19) and (2.16), for which
By our construction of the trees, this lemma proves (3.4).
Our argument will list several sufficient conditions for the inequality (3.22) before we arrive at a situation that permits direct calculation. Define
[For the notation S(j), see (2.27 ).] We show that B ≤ K f 2 , for a constant K, which suffices since
We estimate B 2 . Note that ϕ s , ϕ s ′ = 0 iff ann(s) = ann(s ′ ) and e.g. ω s1 ⊂ = ω s ′ 1 . Thus we set
Then we can estimate B 2 as follows, in which we use Cauchy-Schwarz and (3.23).
This in turn will prove that B 2 B, hence finish the proof.
With a tree fixed, we can now set T n := T and let [ω, sh(T)] be the top of T. Furthermore, for each tile s ∈ T and s ′ ∈ S s , we have ω ⊂ ω s ⊂ ω s ′ . Therefore in the subsequent argument, for all tiles involved, we can construct rectangles Γ s = P s × Q s as in (3.7). By lemma 3.10, it suffices to prove that
Here, µ s is as defined in (3.8) and Ts in (3.9).
We give the proof of (3.25). Fixs ∈ T, and for an integer v ≥ σ −ǫ , assume that v ≤ X Rs (c(R s )) ≤ 2v for all s ∈ Ts. The collection Ts will be further divided into P := {s ∈ Ts : P s = Ps},
Different argument must be brought to bear on these collections. We discuss Q first. Its distinguishing characteristic is that all tiles in Q have the same annular parameter.
Set S ′ = s∈Q S s and
Recall that all tiles in Q and S ′ have the same annular parameter ass.
The main point to observe is that the tiles s ′ ∈ S ′ are pairwise disjoint and
Indeed for s ′ = s ′′ ∈ S ′ both ω s ′ 1 and ω s ′′ 1 strictly contain an interval ω s1 for some s ∈ T. Hence ω s ′ 1 and 
The other principle point is that Φ is essentially supported on ( 
Hence (3.25) follows from lemma 3.11.
We turn to the case of the collection P, which unlike the collection Q, consists of tiles with varying annular parameter. It is in this case that we shall use the fact that f is bounded by 1 and the extra separation, by a factor of σ −ǫ , between the tiles in P and those in S ′ := s∈P S s . The aspect of this case that forces a separate treatment is that the rectangles {R s ′ : s ′ ∈ S ′ } are not disjoint. However the functions {ϕ s ′ : s ′ ∈ S ′ } remain nearly orthogonal. The collection S ′ is a tree with shadow contained in 2vRs − vRs. It satisfies the condition that for all integers j, the rectangles {Γ s ′ : s ′ ∈ S ′ (j)} are pairwise disjoint. Define Φ as before. It follows from (3.15) that
As before, the function Φ is essentially supported on ( v 2 Rs) c , so that (3.25) again follows from lemma 3.11. Our proof of (3.25) is complete.
We deduce the inequality (3.5) for 2 < p < ∞ from a norm inequality valid for certain sequences of 1-trees.
(This is an "epsilon removal" argument I learned from C. Thiele, [9] .) By the construction of the trees with which the proof lemma 3.3 begain, it suffices to consider a sequence of 1-trees T n , n ≥ 1 which satisfy (3.21). Consider the map
, with the nth coordinate of the latter space weighted by a factor of |sh(T n )|. The choice of p is between 2 and ∞.
It suffices to show that A is a bounded map between these spaces. And to this end, it suffices to prove the restricted weak-type inequality, for interpolation will conclude the argument. Thus, we may take f to be supported on a set F ⊂ R 2 of finite measure. For arbitrary 0 < σ < ∞, we restrict attention to 1-trees T n with ∆(T n ) ≥ σ, thus we assume this is the case for all n ≥ 1. And we are to show that
As |f (x)| is bounded by 1, it follows that ∆(T n ) ≤ C for some absolute constant C. Hence, the only case to consider is 0 < σ < C. We then divide the collection S = n T n of all tiles into two subcollections. They are
, and similarly for n ∈ N ♯ . For the trees T ♭ n , n ∈ N ♭ , lemma 3.18 applies to give us the inequality
Since 2 < p and ǫ > 0 is arbitrary, that is more than enough for this case.
For the remaining case, we divide the collection S ♯ into the collections
We need consider only O(1 + |log σ|) values of j. And for each of them, the individual tiles s ∈ S j are trivial examples of 1-trees that are are pairwise disjoint. They are not, however, separated as required by (3.21). But S j is the union of O(2 −ǫj ) subcollections which do satisfy this hypothesis. So that lemma 3.18 again applies, showing that
Therefore,
This concludes the proof of the weak-type inequality.
The Tree Lemma: Maximal Singular Integrals
We adopt the notation
where S is a set of tiles and S(j) = {s ∈ S : ann(s) = 2 j }. Our purpose is to bound these sums when the collection of tiles is a tree. In the lemma below, we use the notation established at the beginning of the previous section.
Lemma.
For any tree T and p ≥ 2,
And, more particularly, we the same inequality holds for the maximal function
We turn to the proof, dispensing with an easy case immediately. If T is a tree with ω s = ω s ′ for all s, s ′ ∈ T, then the supremum above is irrelevant, and trivially,
And, H T is supported on {x : v(x) ∈ ω s2 } ⊂ sh(T). But then, more generally, in a tree in which the sets ω s2 are disjoint, the lemma is trivial.
It suffices to consider the case of T being 1-tree, or more particularly assume the intervals ω s1 are nested. There are many observations to piece together. First, the intervals ω s2 form a chain, thus, fix a coordinate basis (e, e ⊥ ) with e in the top frequency interval of the tree. All rectangles R s are nearly rectangles in (e, e ⊥ ). In particular, there are rectangles Γ s , s ∈ T, in the axes (e, e ⊥ ) with these conditions holding for all s ∈ T.
We now use the rectangles Γ s throughout the rest of the proof.
Second, the basic inequality to prove is as follows. Set
Here, and throughout the rest of the proof, we will use the notation a s = f, ϕ s . We shall prove that for any 1-tree,
Now we see that the BMO theory of the bidisc is relevant. According to the theory of Chang and Fefferman, [4] , SQ 2 T is naturally associated to a Carleson measure of norm size(T) 2 . The estimate
is then just the version of the John-Nirenberg theorem for this theory.
In this instance, we needn't relie upon such generalities but can give the necessary proof right here. We will split up the tree, and hence it is convenient to define the relativized sums
We argue that the L p norm of G U is at most C p |U | 1/p size(T) 2 , for 1 < p < ∞, which proves the lemma assuming (4. 
This is done by way of duality. Thus let p ′ be the conjugate index to p and select a non-negative h ∈ L
where we choose λ > 0 momentarily. The maximal function defined by
is dominated by a multiple of the strong maximal function. Hence
which proves (4.4) by our choice of λ.
Third, we shall concentrate on proving the following two inequalities. If T is a 1-tree with all tiles of the same annular parameter j, then we have
and in this line we include the terms defined by
In the last definition, note that we have trivialized the definition of the vector field by setting it identically equal to e. And M ′ e is a one dimensional maximal function computed in the direction e. Furthermore, for any 1-tree T, with tiles of differing annular parameters,
To see that these two inequalities imply the Lemma, observe that we would certainly have for an arbitrary tree,
Thus, (4.3) follows.
Fourth, we consider the inequality (4.5), thus we consider a 1-tree with all tiles of the same annular parameter. The intervals ω s2 , which we have not modified, are nested, which has particular consequences. The sum over the tree is seen to be a truncation. Set
Then,
Indeed, the equality is immediate from the grid structure on the Γ s and the nestedness of the sets ω s2 .
This observation shows that we can account for the supremum in (4.5) by changing the vector field. That is, the control of the maximal truncations comes from the measurability of the vector field.
Fifth, the sets ω s2 also serve to localize the vector field, the advantage of which is made manifest with the definitions below. In the first, note that we are trivializing the vector field, in that it is set to be identically e = c(ω t ).
The last definition, recall that φ s4 is defined in (4.6), and note that the definition for φ s3 differs only slightly from (2.25).
Also, φ s3 (x) and φ s2 (x) are close:
This follows from the smoothness conditions on the φ s1 (x), as we now show.
Recall that φ s2 and φ s3 are integrals of φ s1 against an appropriate ψ l . Note that φ s1 satisfies (2.20) with the derivative taken in the direction e and (2.21) with the derivative taken in the the direction e ⊥ . If (x, v(x)) ∈ Γ s × ω s2 , then |v(x) − e| ε − (x)/ann(s). And, as an element of R 2 , the vector v(x) − e has a component in the e ⊥ direction of order ε − (x)/ann(s), while the component in the e direction is of order (ε − (x)/ann(s)) 2 . Thus, for all y,
The claim then follows from (2.24). We see from (4.9) that we have
Sixth, a variant on Cotlar's inequality for maximal truncations of singular integrals will finish the proof of (4.5). We prove the following. As the tiles all have the same annular parameter, the rectangles Γ s are ordered by inclusion and we can assume that there is a unique maximal rectangle Γ t = I × J. Forx 1 ∈ I and ǫ > 0 we have for all x 2 in R,
Indeed, consider s ∈ T with |I s | < ǫ. Then by the grid structure for the I s , either I s ⊂ V or I s ∩ V = ∅. In the second case, it is obvious that V φ s4 (x 1 , x 2 ) dx 1 = 0. In the first, recall that
where 2 l = scl(s), ψ l is a distinct scale of a singular integral kernel and in particular it has mean zero. And convolution is performed only in the coordinate x 1 . Hence
In the case that |I s | > ǫ, either I s ∩ V = ∅ or V ⊂ I s . In the second case there is only one such I s of a given length, and the lengths increase geometrically. Since e is in the frequency interval of the top of the tree, e ∈ ω s , so that |e − e s | < Kscl(s)/ann(s). The inequalities (2.20) and (2.21) imply that
Let scl(s) = 2 l . Recall that ψ l (y) is supported on |y| < D2 −l , with D > 1 independent of s. But nevertheless, ψ l satisfies (2.24). Therefore, by direct calculation
From these observations, one can easily conclude (4.10). But recalling (4.8), we see that (4.10) implies
but this finishes the proof of (4.5).
The remaining element of the proof is the inequality (4.7). But the operators F T(j),4 , defined just above (4.7) are one dimensional singular integrals taken in the direction e. Thus a proof of this inequality can follow familiar lines. In particular, one can show that (i) (4.7) holds for p = 2. And (ii) that
In this display, M ♯e denotes the one dimensional sharp function computed in the direction e.
These two points are sufficient to prove (4.7), and they also follow from standard considerations concerning one dimensional singular integrals. We leave them to the reader.
The Proof of Lemma 2.26
It suffice to demonstrate a weaker distributional inequality. Namely, for 2 < p < ∞ there is a constant 0 < K p < ∞ so that for all Schwartz functions f of L p norm one and all model sums, we have
Dilation invariance of the class of model sums suplies the weak type inequality for 2 < p < ∞. Interpolation then provides the strong type inequality.
We must decompose the collection of annular tiles AT into appropriate subcollections. As f is bounded, the quantity size(AT ) is finite. Thus, lemma 3.3 inductively applied, shows that AT is a union of collections
and S v is a union of trees T v,n , n ≥ 1 with
Now, recall the notation (4.1). It suffices to bound v H Sv . But clearly, the functions H Sv for v ≤ 0 are collectively supported on a set of finite measure. As we are only proving a distributional statement, we need only consider the collections S v for v > 0.
We claim the following. For v ≥ 1, there is a set E v ⊂ R 2 with
so that for all integers r,
We then simply take r > p to conclude the proof of our distributional estimate. Now we fix our attention on a S v with v > 0. Thus, we can set S := S v , σ := 2 −v , and T n := T v,n . Let ω n be the top frequency interval of T n . Let us select the set E := E v . It is the set
(K 0 is as in (2.11).) Then |E| σ as was claimed. Since φ s2 is supported on the rectangle R s , we are free to remove from S all tiles s with R s ⊂ E.
There is a combinatorial trick of C. Fefferman-the vee-free trick of (7.7)-that we must employ in a number of instances. In the first set of instances, we define a partial order on each AT (j) as follows.
Definition. For s, s
′ ∈ AT , with ann(s) = ann(s ′ ), we write s < s ′ if ω s ′ ⊂ ω s and writing R s = r s × r s⊥ and R s ′ = r s ′ × r s ′ ⊥ we have r s ⊂ r s ′ and r s⊥ = r s ′ ⊥ . This is a diamond-free partial order. See definition 7.6. We are free to assume that for all j s, s
By the construction of E, we have C j (s) ≤ σ −2p for all s ∈ AT (j) and all j. Otherwise that tile would have R s ⊂ E and so that tile would have been removed. Let S 0 be any of the O(log 1/σ) collections
By (7.7), the collection of tiles S 0 (j) is vee-free with respect to '<' for all j. That is S 0 (j) can be uniquely written as a union of trees.
We must apply the vee-free trick again to a set of tiles that we construct from S 0 . We may assume that all tiles in S 0 have annular parameter 2 j with j < j ♯ . We provide an estimate that is independent of the choice of j ♯ .
In the sequel, the most natural collection to consider would be AT (j ♯ ), yet this collection suffers from a modest deficiency. Namely, for a given ω, the rectangles {R s : s ∈ AT (j ♯ ), ω s = ω} need not partition R 2 . Nevertheless, we can construct a substitute collection, A(j ♯ ) of phase rectangles, all having annular parameter 2 j ♯ , satisfying (2.3)-(2.10), condition (2.11) but with "10K 0 -grid" replaced by "grid," and lastly for each ω, the rectangles {R s : s ∈ A(j ♯ ), ω s = ω} partition R 2 . This is accomplished by making all the rectangles R s to be appropriate products of dyadic intervals. The partial order '<' defined above extends to A(j ♯ ).
We construct a new set of tiles S 0 which will all have annular parameter 2 ) there is a tile s ∈ S 0 with ω s = ω s and R s ∩ R s = ∅. Now, the collection S 0 enjoys the property that C j ♯ (s) < σ −2p for all s ∈ S 0 . Let us prove this by contradiction. Thus, consider an s ∈ S 0 with C j ♯ (s) ≥ σ −2p . Let
Thus the cardinality of M is at least σ −2p . Moreover, for each s
. But the maximality of the tiles in M means that each σ(s ′ ) is a member of a distinct tree in S 0 . Hence R s ⊂ E, which is a contradiction.
Therefore, let S ♯ be any of the O(log 1/σ) collections
We will prove a particular inequality for such a collection, an inequality which proves (5.4).
For each integer j ≤ j ♯ and s ∈ S 0 , let s(j) an element of S 0 (j)-if it exists-with ω s = ω s(j) and R s ∩ R s(j) = ∅. (There are at most four possible choices for s(j). And so we can assume that there is a unique choice, if it exists at all.) Then set
By the construction of AT (j ♯ ) we see that for s ∈ S 0 (j), we have
From this, we see that the inequality below will prove (5.4). Define
The remainder of the proof is devoted to the proof of this inequality.
We make a critical observation concerning the collection S ♯ . Define a <-tree to be a set of tiles of the same annular parameter which are less than some tile with respect to the partial order <. Consider a maximal (with respect to inclusion) <-tree T ⊂ S ♯ . Fix an integer j < j ♯ and let T be the smallest union of maximal <-trees 6 in S 0 (j) which contains the collection {s(j) : s ∈ T}. Fix x ∈ R 2 . Then there are 0 < ε − < ε + for which
Indeed, the set of tiles s ∈ T for which φ s,j (x) = 0 form a chain in the partial order <. So let s − (s + ) be the minimal (maximal) element of this chain. Take ε ± = |R s±(j) |. Then, if φ s,j (x) = 0, we must have s − < s < s + , and x is in each of the three rectangles R s±(j) , and R s(j) . So that by (5.6), we must have s − (j) < s(j) < s + (j). And then our claim follows. As a consequence we see that this inequality holds pointwise.
The vee-free condition on S ♯ also permits the following essential observation. Let T n , n ≥ 1 be an enumeration of the maximal <-trees in S ♯ . Since S ♯ is vee-free, the functions below are disjointly supported in n. Set, in companion to the definition of F n ,
It follows from (5.8) and (5.9) , that for each integer r,
But then lemma 4.2 implies that
This estimate is as in (5.7) and so concludes the proof of lemma 2.26.
Synthesis of the discrete models
Our goal is to deduce our main theorem from lemma 2.26. The argument is indirect, as we first establish an alternative to the discrete models of our principal lemma. This second class of discrete models is especially well-suited to Fourier calculations, and so we establish an analogue of our main theorem for them in the first subsection. Finally, we finish the proof of our main theorem in the concluding subsection.
Synthesis, Part I
The definition of the square function in lemma 2.26 eased the burden of it's proof in a variety of ways. In this section, we define a simplier form of this square function, and in a subsection below, prove a particular result about it for smooth vector fields. We consider phase rectangles that satisfy a group of less stringent conditions than those that annular tiles must satisfy. The process begins with a set of phase rectangles A(1) with these properties.
(a) For all s = ω s × Γ s ∈ A(1), ω s and Γ s are dual with constant 1, and as well, ω s is an annular rectangle with ann(s) := ann(ω s ) = 1 and scl(s) := scl(ω s ) = 2 l for an integer l ≤ −10.
(b) For all l, {ω s : s ∈ A(1), scl(s) = 2 l } are disjoint and the cardinality of this collection is maximal.
(c) For all s, the rectangle Γ s is a product of dyadic intervals.
(d) For any integer j, the collection A(2 j ) is defined to be a collection of phase rectangles of annular parameter 2 j , which are derived from A(1) in a particular way. Namely,
Thus, the rectangle ω s is dilated, with a corresponding operation on Γ s .
We take a different decomposition of the Calderón-Zygmund kernel. We replace the ψ l of (2.23) with scales of a kernel with compact support in frequency. Thus, let {τ l : l ∈ Z} be a sequence of Schwartz functions satisfying
Now, let {g s1 : s ∈ A} be frequency adapted to A, and in analogy to (2.25), we define
The second discrete model is then
And the lemma is 6.4. Lemma. G extends to a bounded map from L p into itself for 2 < p < ∞. The operator norm of G depends only on the constants in the definition of frequency adapted and that of (6.2).
The point is that the square function G is in the convex hull of the square functions in lemma 2.26. The argument involves little conceptual difficulty.
For each integer D, we must construct from A a "small number" of subcollections AT for which we have annular tiles, as defined in section 2. These tiles in particular depend upon the sets ω s , ω s1 , ω s2 . There is a basic calculation to carry out which identifies the precursors to these sets. Note that
The frequency supports have been carefully specified above, from which we see that g s2 (x) = 0 unless v(x) is in the set
By definition, 2 10 scl(s) ≤ ann(s), hence a brief calculation shows that |w s2 | scl(s)/ann(s) and 2scl(s)/ann(s) ≤ dist(w s2 , e s ) ≤ 40scl(s)/ann(s).
In particular, w s2 will be disjoint from the set
where ρ is the rotation that carries a coordinate vector e ⊥ to e. Of course, |w s1 | ≤ 2scl(s)/ann(s). Let w s = hull(w s1 , w s2 ), where the hull is taken on the circle T.
It is essential to note this fact about the sets w s . For s ∈ A and tiles s ′ ∈ A with ω s ′ = {2ξ : ξ ∈ ω s }, the sets w sn and w s ′ n are equal for n = 1, 2. Hence, lemma 7.4 will apply to the collection W = {w s , w s1 , w s2 : s ∈ A}. We conclude that there are intervals ω s ⊃ w s , and ω sn ⊃ w sn , for n = 1, 2, s ∈ A, so that A is a union of O(1) subcollections A ′ with the property that {ω s , ω s1 , ω s2 : s ∈ A ′ } satisfies conditions (2.6)-(2.10).
The integers D, E and F appearing below will be diagonalization parameters. For a constant D ≥ 1, we can apply lemma 7.5 to the dyadic grid to construct rectangles R s,D , s ∈ A, so that these conditions hold. The kernels τ l and functions g s1 have full support, whereas the corresponding objects ψ l and φ s1 in the model sums have compact support. To address this, the functions g s1 can be written as a sum of functions
where for each E, the functions {φ E s1 : s ∈ A} are spatially adapted to the phase rectangles {ω s × R s,E } with constant KE −100 . See definition 2.18. This amounts to making a smooth truncation of the functions g s1 and taking advantage of their fast uniform spatial decay, as guaranteed by the functions g s1 being frequency adapted to s and the inequalities (2.16).
A similar observation is made about the kernels {τ l : l ∈ Z}. We can write
where the kernels ψ l,F (y) satisfy (2.22)-(2.23) with constant KF −9 .
The modes of diagonalization have been defined and we apply them to the square function G. It is a sum over terms f, g s1 g s2 (x). But, we have
where φ
Now, without the term 1 v(x)∈ωs2 in the definition above, it is obvious that this is an expansion of g s2 (x). But recall that the support of g s2 is contained in v −1 (w s2 ) ⊂ v −1 (ω s2 ), by construction. And, if v(x) ∈ ω s2 , then it must happen that
So the expansion above holds.
These observations expand G as a sum of square functions indexed by E and F. Indeed, consider the square functions
We see that G is less than the sum over E and F of these square functions.
But now, set D = 2(E ∨ F). We claim that the operator norm of C E,F is at most KD −4 , which is clearly summable over these variables. Indeed, A is the union of O(D 3 ) subcollections AT , for which the phase rectangles {ω s × R s,D } are annular tiles, as specified in (2.3)-(2.4) .
The functions {g s1 } are frequency adapted to AT with constants K n ≤ K n D, where the K n are absolute. The functions {φ E s,1 } are spatially adapted to AT , with a constant at most KE −100 . This is is very small, if E ≥ F.
The kernels {ψ l,F : l ∈ Z} satisfy the conditions (2.22) and (2.23), with a constant at most KF −9 . We use this if F ≥ E.
Pulling this information together, we see that C E,F has very small norm, and this completes the proof.
Smooth vector field implies Fourier localization
The smooth character of the vector field enters in only this section. Using the notation of the previous section, in particular (6.3), we set
6.5. Lemma. Assume the vector field v has 3/2 < α ≤ 2 derivatives. If 2 < p < 1/(2 − α), then H maps L p into itself. The norm of H is bounded by
Crudely speaking, the lemma is true for this reason. We let S j denote the Fourier restriction of f to the frequencies 2 j ≤ |ξ| ≤ 2 j+1 . Then, by the Littlewood-Paley inequalities,
Then the diagonal in double sum is the square function G, and hence is controlled by lemma 6.4. For the control of the off-diagonal, we use the information on the gradient of v to argue that S j G j ′ f is essentially trivial for j = j ′ .
We give the precise argument to this effect which arises from the technical lemma of the following subsection. Let us consider the case of L p with 2 < p < 1/(2 − α). Our first step is to dispense with a trivial case. Let j v be the least integer such that v C(α) ≤ 2 jv . Here, to be specific we define
to be consistent with the notation in the next subsection. But with the log appearing in the estimate above, there is ultimately not much difference to be made over the precise definition. Now if j v ≤ 1, there is nothing for us to prove. If j v ≥ 1, we estimate
The latter square function is as in lemma 6.4 and so this provides the square root-logarithm in the lemma we are proving.
We come to the substantive matter. We claim that
The implied constant is independent of v. This clearly concludes the proof of the lemma. By our choice of the C α norm, we have that for δ > 0, we have v(δx) C α = δ v C α . Our claim is therefore invariant under dilations, and so it suffices to consider the case of j v = 2. Our purpose is to apply Littlewood-Paley inequalities. Choose a Schwartz function λ with
Then by an abuse of notation, we then take λ 1 to be a Schwartz function with
We can then estimate
Of course, Hf is a sum of G j f , so we split the sum above into diagonal and off-diagonal parts. They are D + L + U, where
In the first line, we understand that G j ≡ 0 if j ≤ 1. And the off-diagonal terms are L + U, which we have split into two parts because of the differing estimates in the technical estimate below.
We see immediately from lemma 6.4 that D f p , and this is the principal estimate. The terms L and U are handled by Fourier localization.
Let us consider L. The term G j f is a sum of terms
From this, it follows that
a condition that holds provided again p < 1/(2 − α).
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A technical estimate
The precise form of the inequalities quantifying the Fourier localization effect follow.
6.8. Lemma. Let 1 < α < 2, 0 < ǫ < 1 and v be a vector field with
Let λ be a Schwartz function with
For integers k, let λ k (x) = 2 2k λ(2 k x). Let j, k, l be integers and s ∈ A a tile with
Then we have these two inequalities. Set
We give the proof, which is more easily carried out on a function other than g s2 . Thus, we write
These definitions are useful as g Γs (x) is a Schwartz function on R 2 with these properties. First, F g Γs is supported on ω s −c(ω s ). Second, let (x 1 , x 2 ) denote the (e s , e s⊥ ) coordinates associated to Γ s . For all indices β = (β 1 , β s ) ∈ N 2 , we have
This estimate is independent of the choice of s.
Let ζ be a Schwartz function on R 2 with R 2 ζ dx = 1 and 1 {|ξ|≤1} ≤ Fζ(ξ) ≤ 1 {|ξ|≤3/2} . Set ζ k (y) = 2 2k ζ(2 k y). Notice that we choose F ζ to be identically one on |ξ| ≤ 1. The estimate we shall prove on a s (x) is this. With the assumptions of our lemma, and k ≥ j, we have
This estimate will prove (6.9), as we can write, with k > j + 1,
The first term is zero, as one sees from the Fourier side, while the second term is of the same order as the bound in (6.13). A routine calculation verifies this, by noting that the function λ k has spatial scale 2 −k , which is smaller or equal to the shorter dimension of Γ s , which is 2 −j .
In order to verify (6.10) note that if k < j − 1, then λ k * ζ j ≡ 0 so that
which by (6.13) proves (6.10).
There is a particular geometric fact that we need. Recall that if g s2 (x) and hence a s (x) is nonzero then v(x) ∈ ω s2 so that dist(v(x), e s ) ≤ K2 l−j . We shall assume that
This has the implication that for all A, n > 1 and x as above,
We shall have need of this below. But if (6.14) does not hold, then we see that
The rapid decay of ζ k then implies that
which certainly proves (6.13) for such x. Thus it suffices to assume (6.14).
We will go further by assuming that x ∈ Λ −ǫ j,k Γ s . Indeed, if this is not the case, we can estimate
To ease the burden of notation, we set
with the dependency on u being suppressed, and define w(du, dy) := τ l (u)ζ k (y) du dy.
In this notation, we have
e(x)Φ(x, x) w(du, dy).
The function g Γs is supported in frequency inside |ξ| ≤ 2ann(s) = 2 j+1 . Thus, ζ k * g Γs ≡ g Γs and more particularly,
Therefore, the difference in (6.13) is a linear combination of the terms
{e(x) − e(x − y)}Φ(x − y, x)w(du, dy),
e(x − y){Φ(x − y, x) − Φ(x − y, x − y)}w(du, dy).
We make a linear approximation to the vector field, thus
A careful analysis is needed to check that the linear term above is of little consequence. In the expression for E 1 , the term v(x − y) occurs implicitly in
Hence E 1 is a linear combination of
Now, in the second term, recall that |u| has spatial scale 2 −l , and |y| has spatial scale 2 −k . Finally, |c(ω s )| ann(s) = 2 j . So, by (6.15), we have
This fits our purposes. We claim that the first term E 11 is identically zero, which we verify by integrating in the variable y. This integration is explicitly
This is convolution in the y variable. The Fourier symbol of c(ω s ) · ∇v(x)yζ k (y) is a constant times the derivative of ζ k in the direction c(ω s ) · ∇v(x). But this derivative is zero on the Fourier support of g Γs , as follows from our choice of ζ. Hence the integral is zero. Thus, the term E 11 is controlled.
The second error term E 2 contains, implicitly, two terms v(x − y). One is in e(x − y), which we expand as in (6.17) , and the second is in Φ(x − y, x − y), which we expand as follows.
Expand e(x − y) and Φ(x − y, x − y) in the ways given above. Then E 2 is a linear combination of the three terms below.
D 1 is zero, as we have already seen. In the term D 2 the integration in y is of the form
where p is a linear polynomial. Therefore this term is zero, as we saw above. For the term D 3 , recall that we have the assumption x ∈ Λ −ǫ Γ s . Recall that u has scale 2 −l and y has scale 2 −k . Thus it is of the correct order of magnitude.
Synthesis, Part II
We can prove our main Theorem, with the remaining issue being to pass from from the discrete objects to the convolution-like operators of theorem 1.1. The arguments are again of convexity, as in section 6, but there are two distinct argument to make. One set of arguments (the more involved set) proves this lemma.
6.19. Lemma. For integers j, let
) is the interval with endpoints 2 j + 2 j−1 ± 2 j−2 . Let {τ l : l ∈ Z} be as in (6.1) and (6.2). Then we have two inequalities.
The norm of the operator is as in (6.6).
Our main result, theorem 1.1 follows from this lemma by standard considerations. The main point is this. Let J(y) be a smooth function on R, bounded away from the origin, supported on [−2, 2] − {0} with either J(y) = 1/y for 0 < |y| < 1 or J(y) = y for 0 < |y| < 1. We will show that p.v. f (x − v(x)y) J(y)dy has the same mapping properties 8 as in part (B) of the lemma. Positivity then proves our Theorem. satisfy (6.1) and (6.2) with constant independent of l and 1 5 < ǫ < 1. But, for l ≤ 0, τ l satisfies (6.1) and (6.2), but with constant that decreases geometrically. Namely,
|∂
n τ l (y)| 2 −(n+2)l (1 + 2 l |y|) −1000 , 1 5 < ǫ < 2, l < 0. Now, for S ∞ 0 f , we may apply part (B) of the lemma above, and we have nothing to do. But, for each j < 0, in considering the integral p.v. S j f (x − yv(x))J(y) dy, note that we need only consider τ ǫ,δ l with l ≤ j. But this is now a kernel with a much smaller constant associated to it, so the norm of this last term is at most 2 j , with the implied constant independent of v. This is summable over j < 0, so we are done.
The proof of lemma 6.19 is all that remains. It is achieved through averaging a certain collection of operators as in lemma 6.4 and lemma 6.5. It is prehaps best to formulate the aim of the construction we pursue.
For t ∈ R 2 and τ ∈ T, we construct a collection of phase rectangles A t,τ , as in conditions (a)-(d) at the beginning of section 6, and functions {g t,τ s : s ∈ A t,τ } frequency adapted to A t,τ with constants independent of t and τ , for which the following is true. It is the last point that is the crux of the matter. And our current lemma follows from it, lemma 6.4 and lemma 6.5. Indeed, a single term that appears in the operators in lemma 6.19. R S j f (x − yv(x))τ l (y) dy, 1 ≤ j.
We show that it can be recovered as a limit of convex combination of terms There is nothing more to do.
Let us illustrate, in it's most basic form, the fact which will provide us with condition ( †). For a Schwartz function δ on the real line, set δ n (x) := δ(x − n) for n an integer or a real. A discrete operator of the type we have employed is It follows that the Fourier transform ofδ is |δ(ξ)| 2 . And so, if δ is identically one on an interval I, and f is supported there, then ∆f = f . Indeed, we need to carry this a little further. If f is in addition a Schwartz function, then ∆f (x) = f (x) for all x, and it is obvious that we have the equality
We have equality at each integer T , and ∆ t f (x) is bounded independently of x and t. So this is obvious. where we identify the rotation τ ∈ T with the corresponding point transformation on R 2 . For t = 0 we take These definition have been made for an arbitrary A and {g s : s ∈ A} frequency adapted to A. And so we should specify A and in so doing it suffices to consider A(1). Set Ω(1) = {ω s : s ∈ A(1)}. Require in addition to conditions (a)-(d) at the beginning of this section, (e) For all l ≤ 0 and ω ∈ Ω(1) of scale 2 l the vertices of the rectangles {Γ s : ω × Γ s ∈ A(1)} lie on the lattice scl(s)Z × Z in the (e ω , e ω⊥ ) axes.
Such a condition facilitates the use (6.21). In addition, we require g s (x) = g ωs (x − c(Γ s )), s ∈ A(1),
where g ωs is a fixed Schwarz function with the correct frequency properties. Set Ω τ (1) = {ω s : s ∈ A 0,τ }. By this construction we see that for any ω ∈ Ω τ (1),
where Ψ ω (x) = g ωs (x + t)g ωs (t) dt. Indeed, this is a straight forward variation on (6.21). Observe that the Fourier transform of Ψ ω is |Fg ωs (ξ)| 2 . And we can for instance insist that 1 ≤ |Fg ωs (ξ)| ≤ 1 if σ ∈ 1 2 ω s . The import of this is that the rectangle Now Ψ ω has non-negative Fourier transform supported on a thin rectangle which is transverse to the annulus 1 ≤ |ξ| ≤ 2 and has width 2 l < 1. But recall the second half of condition (b). Then it is clear that we can take the g ω for ω ∈ Ω(1) so that the Fourier transform of Ψ l (ξ) = 1 if |ξ| ∈ 1 2 [1, 2). The proof is done.
Some Combinatorics
We collect in this section a number of results related to the construction of grids and partial orders. These results are needed in section 6 and section 5.
The partial orders we consider will be diamond-free, but in general will admit vees. A vee-free collection is however very nice in that it is obviously a disjoint union of subcollections which have a unique maximal element, and hence are "trees." And so we will use an observation of C. Fefferman [5] that the collections S v below are vee-free.
This depends upon the fact that the counting function C ≪ is "super-additive on vees. 
