On the obstruction to the Hasse principle for multinorm equations by Macedo, André
ar
X
iv
:1
91
2.
11
94
1v
1 
 [m
ath
.N
T]
  2
6 D
ec
 20
19
ON THE OBSTRUCTION TO THE HASSE PRINCIPLE FOR MULTINORM
EQUATIONS
ANDRÉ MACEDO
Abstract. We investigate local-global principles for multinorm equations over a global field. To
this extent, we generalize work of Drakokhrust and Platonov to provide explicit and computable for-
mulae for the obstructions to the Hasse principle and weak approximation for multinorm equations.
We illustrate the scope of this technique by extending results of Bayer-Fluckiger–Lee–Parimala [1],
Demarche–Wei [3] and Pollio [15].
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1. Introduction
Let K be a global field and let L = (L1, . . . , Ln) be an n-tuple (n ≥ 1) of finite separable
extensions of K. In this paper, we study the so-called multinorm principle for L, which is said to
hold if, for any c ∈ K∗, the affine K-variety
Xc :
n∏
i=1
NLi/K(Ξi) = c (1)
satisfies the Hasse principle. In other words, L satisfies the multinorm principle if, for all c ∈ K∗,
the existence of points on Xc over every completion of K implies the existence of a K-point.
From a geometric viewpoint, Xc defines a principal homogenous space under the multinorm one
torus T , defined by the exact sequence of K-algebraic groups
1→ T →
n∏
i=1
RLi/KGm
∏
iNLi/K−−−−−−→ Gm → 1,
where RLi/KGm denotes the Weil restriction of Gm from Li to K. In this way, the Tate-Shafarevich
group X(T ) of T is naturally identified with the obstruction to the multinorm principle for L,
defined as
K(L,K) = K∗ ∩
n∏
i=1
NLi/K(A
∗
Li)/
n∏
i=1
NLi/K(L
∗
i ),
1
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where A∗Li denotes the idèle group of Li and the multinorm principle holds if and only if K(L,K) = 1.
In the toric case, the Hasse principle for principal homogeneous spaces is strikingly connected
with weak approximation. This property is said to hold for a torus T over K if the defect of weak
approximation
A(T ) =
∏
v
T (Kv)/T (K)
is trivial (here T (K) denotes the closure of T (K) in
∏
v T (Kv) with respect to the product topology).
In [19, §11.6], Voskresenski˘ı showed the existence of an exact sequence
0→ A(T )→ H1(K,PicX)∨ →X(T )→ 0, (2)
where X denotes a smooth compactification of T , X the base change of X to an algebraic closure
of K and ∨ stands for the Pontryagin dual of an abelian group.
Returning to the multinorm principle, when n = 1 one recovers the classical Hasse norm principle
(HNP), a topic that has been extensively studied in the literature (see e.g. [14, §6.3] or [12, §1] for
a survey of known results). If L/K is Galois, then there is an explicit description of the obstruction
to the HNP (due to Tate in [18, p. 198]) in terms of the group cohomology of its local and global
Galois groups. Drakokhrust later obtained (in [4]) a more general description of this obstruction
for an arbitrary extension L/K in terms of generalized representation groups.
For n > 1, such a description has not yet been obtained. Nonetheless, multiple cases have been
analyzed in the literature. For example, if n = 2 it is known that the multinorm principle holds if
(1) L1 or L2 is a cyclic extension of K ([7, Proposition 3.3]);
(2) L1/K is abelian, satisfies the HNP and L2 is linearly disjoint from L1 ([17, Proposition 4.2]);
(3) the Galois closures of L1/K and L2/K are linearly disjoint over K ([16]).
Subsequent work of Demarche and Wei provided a generalization of the result in (3) to n extensions
([3, Theorems 1 and 6]), while also addressing weak approximation for the associated multinorm one
torus. In [15], Pollio computed the obstruction to the multinorm principle for a pair of abelian ex-
tensions and, in [1], Bayer-Fluckiger, Lee and Parimala provided sufficient and necessary conditions
for the multinorm principle to hold assuming that one of the extensions Li/K is cyclic.
In this paper, we provide an explicit description of the obstructions to the multinorm principle
and weak approximation for the multinorm one torus of n arbitrary extensions. To achieve this, we
generalize the concept (due to Drakokhrust and Platonov in [5]) of the first obstruction to the Hasse
principle (see Section 2). By then adapting work of Drakokhrust ([4]), we obtain our main result
(Theorem 3.7), describing the obstructions to the multinorm principle and weak approximation for
the multinorm one torus in terms of generalized representation groups of the relevant local and
global Galois groups. The formulas given in Theorem 3.7 are effectively computable and we provide
algorithms in GAP [6] for this effect (see Remark 3.8).
We also apply our techniques to describe the validity of the local-global principles in three concrete
examples (see Section 4). We start by proving a result inspired by [3, Theorem 6] that compares
the birational invariants H1(K,PicX) and H1(K,Pic Y ), where Y is a smooth compactification of
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the norm one torus S = R1F/KGm of the extension F =
n⋂
i=1
Li. In particular, we show (Theorem
4.3) that under certain conditions there is an isomorphism
H1(K,PicX)
≃−→ H1(K,Pic Y ).
This results further allows us to compare the defect of weak approximation for T with the defect of
weak approximation for S (Corollary 4.5).
Under the same assumptions, we also show (Theorem 4.7) the existence of isomorphisms
K(L,K) ∼= K(F/K) and A(T ) ∼= A(S)
when all the extensions Li/K are abelian. This theorem generalizes Pollio’s result (in [15]) on the
obstruction to the multinorm principle for a pair of abelian extensions.
In Section 4.4 we complement [1, Theorem 8.3] by providing a characterization (Theorem 4.9)
of weak approximation for the multinorm one torus of n non-isomorphic cyclic extensions of prime
degree p. More precisely, we show that both the multinorm principle and weak approximation for
T hold if [L1 . . . Ln : K] > p
2. Otherwise, weak approximation holds if and only if the multinorm
principle fails (a property that can be detected by precise local conditions, see Remark 4.11). While
preparing this paper, we became aware of the recent (and independent) work of Lee [10], who extends
results of [1, §8] to provide a description of the multinorm principle and weak approximation for
the multinorm one torus of n non-isomorphic cyclic extensions (and, in this way, obtains a result
more general than Theorem 4.9).
Notation. Given a global field K, we denote its set of places by ΩK . For v ∈ ΩK , we use the
notation Kv for the completion of K at v and, if L is a Galois extension of K, we denote by Gv a
choice of decomposition group of L/K at v.
Given a finite group G, a subgroup H of G, a G-module A, an integer q and a prime number p,
we use the notation:
|G| the order of G
Z(G) the center of G
[H,G] the subgroup of G generated by all commutators [h, g] with h ∈ H, g ∈ G
ΦG(H) the subgroup of H generated by all commutators [h, g] with h ∈ H ∩ gHg−1, g ∈ G
Gab the abelianization G/[G,G] of G
Gp a Sylow p-subgroup of G
Hˆq(G,A) the q-th Tate cohomology group
We also often use the notation G′ for the derived subgroup [G,G] of G. If H is a normal subgroup
of G, we write H E G. For x, y ∈ G we adopt the convention [x, y] = x−1y−1xy and xy = y−1xy.
If G is abelian, we denote its p-primary part by G(p).
Acknowledgements. I would like to thank Prof. Eva Bayer-Fluckiger for a conversation that
motivated this work and my supervisor Rachel Newton for useful discussions on the manuscript and
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for pointing out the recent preprint [10]. This work was supported by the FCT doctoral scholarship
SFRH/BD/117955/2016.
2. The first obstruction to the multinorm principle
In this section we define the concept of the first obstruction to the multinorm principle and
present several of its properties. We fix a global field K, an n-tuple L = (L1, . . . , Ln) of finite
separable extensions of K and a Galois extension N/K containing all the fields L1, . . . , Ln. We
denote G = Gal(N/K), Hi = Gal(N/Li) for i = 1, . . . , n and H = 〈H1, . . . ,Hn〉, the subgroup of
G generated by all the Hi. Note that H = Gal(N/F ), where F =
n⋂
i=1
Li.
Definition 2.1. We define the first obstruction to the multinorm principle for L corresponding to
(N,L,K) as
F(N,L,K) = K∗ ∩
n∏
i=1
NLi/K(A
∗
Li)/
n∏
i=1
NLi/K(L
∗
i )(K
∗ ∩NN/K(A∗N )).
Remark 2.2. This notion generalizes the concept (introduced by Drakokhrust and Platonov in [5])
of the first obstruction to the Hasse principle for L/K corresponding to a tower of fields N/L/K,
defined as F(N/L/K) = K∗ ∩NL/K(A∗L)/NL/K(L∗)(K∗ ∩NN/K(A∗N )).
The first obstruction to the multinorm principle has various useful properties – for example, it
is clear from the definition that the total obstruction to the multinorm principle K(L,K) surjects
onto F(N,L,K) with equality if the Hasse norm principle holds for N/K. Moreover, this equality
also happens if the first obstruction to the Hasse principle for some extension Li/K coincides with
the total obstruction to the Hasse norm principle K(Li/K) = K
∗ ∩NLi/K(A∗Li)/NLi/K(L∗i ) (called
the knot group of Li/K):
Lemma 2.3. If K(Li/K) = F(N/Li/K) for some i = 1, . . . , n, then K(L,K) = F(N,L,K).
Proof. The assumption translates into K∗ ∩NN/K(A∗N ) ⊂ NLi/K(L∗i ). This implies that
n∏
i=1
NLi/K(L
∗
i )(K
∗ ∩NN/K(A∗N )) =
n∏
i=1
NLi/K(L
∗
i ) and hence K(L,K) = F(N,L,K). 
Corollary 2.4. If [Li : K] is square-free for some i = 1, . . . , n, then K(L,K) = F(N,L,K).
Proof. By [5, Corollary 1], if [Li : K] is square-free, then K(Li/K) = F(N/Li/K). Now apply
Lemma 2.3. 
More generally, one has the following criterion (extending [5, Theorem 3]) for the equality
K(L,K) = F(N,L,K).
Proposition 2.5. Let k1, . . . , kn be positive integers. For each i = 1, . . . , n, choose a collection of
ki subgroups Gi,1, . . . , Gi,ki of G and ki subgroups Hi,1, . . . ,Hi,ki such that Hi,j ⊂ Hi ∩Gi,j for any
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j = 1, . . . , ki. Set Li,j = N
Hi,j and Ki,j = N
Gi,j for all i, j. Suppose that the Hasse norm principle
holds for all the extensions Li,j/Ki,j and that the map
n⊕
i=1
ki⊕
j=1
CorGGi,j :
n⊕
i=1
ki⊕
j=1
Hˆ−3(Gi,j ,Z)→ Hˆ−3(G,Z)
is surjective. Then K(L,K) = F(N,L,K).
Proof. The statement follows from an argument analogous to the one given by Drakokhrust and
Platonov for the Hasse norm principle case, see [5, Theorem 3]. 
A further trait of the first obstruction to the multinorm principle F(N,L,K) is that it can be
expressed in terms of the local and global Galois groups of the towers N/Li/K (in similar fashion
to the first obstruction to the Hasse norm principle). In order to prove this, we mimic the work
Drakokhrust and Platonov in [5, §2]. We will use the following lemma:
Lemma 2.6. [5, Lemma 1] Let N/L/K be a tower of global fields with N/K Galois. Set G =
Gal(N/K) and H = Gal(N/L). Then, given a place v of K, the set of places w of L above v is
in bijection with the set of double cosets in the decomposition G =
rv⋃
i=1
HxiGv. If w corresponds to
HxiGv, then the decomposition group Hw of the extension N/L at w equals H ∩ xiGvx−1i .
In our situation, for any v ∈ ΩK and i = 1, . . . , n, let G =
rv,i⋃
k=1
Hixi,kGv be a double coset
decomposition. By the above lemma, Hi,w := Hi∩xi,kGvx−1i,k is the decomposition group of N/Li at
a place w of Li above v corresponding to the double coset Hixi,kGv. Now consider the commutative
diagram:
n⊕
i=1
Habi
ψ1
// Gab
n⊕
i=1
(
⊕
v∈ΩK
(
⊕
w|v
Habi,w))
ψ2
//
ϕ1
OO
⊕
v∈ΩK
Gabv
ϕ2
OO
(3)
Here the superscript ab above a group denotes its abelianization and the inside sum over w|v runs
over all the places w of Li above v. Additionally, the maps ϕ1, ψ1 and ϕ2 are induced by the
inclusions Hi,w →֒ Hi,Hi →֒ G and Gv →֒ G, respectively, while ψ2 is obtained from the product
of all conjugation maps Habi,w → Gabv sending hi,k[Hi,w,Hi,w] to x−1i,khi,kxi,k[Gv, Gv ]. We denote by
ψv2 (respectively, ψ
nr
2 ) the restriction of the map ψ2 to the subgroup
n⊕
i=1
(
⊕
w|v
Habi,w) (respectively,
n⊕
i=1
(
⊕
v∈ΩK
v unramified
(
⊕
w|v
Habi,w))). With this notation set, we can now establish the main result of this
section (generalizing [5, Theorem 1]):
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Theorem 2.7. In the notation of diagram (3), we have
F(N,L,K) ∼= kerψ1/ϕ1(kerψ2).
Proof. Diagram (3) can be written as
n⊕
i=1
Hˆ−2(Hi,Z)
ψ1
// Hˆ−2(G,Z)
n⊕
i=1
(
⊕
v∈ΩK
(
⊕
w|v
Hˆ−2(Hi,w,Z)))
ψ2
//
ϕ1
OO
⊕
v∈ΩK
Hˆ−2(Gv,Z)
ϕ2
OO
(4)
By the local (respectively, global) Artin isomorphism, we have Hˆ−2(Hi,w,Z) ∼= Hˆ0(Hi,w, N∗w) and
Hˆ−2(Gv,Z) ∼= Hˆ0(Gv , N∗v ) (respectively, Hˆ−2(Hi,Z) ∼= Hˆ0(Hi, CN ) and Hˆ−2(G,Z) ∼= Hˆ0(G,CN ),
where CN is the idèle class group of N/K). Additionally, by [18, Proposition 7.3(b)] there are
identifications
⊕
v∈ΩK
(
⊕
w|v
Hˆ0(Hi,w, N
∗
w))
∼= Hˆ0(Hi,A∗N ) and
⊕
v∈ΩK
Hˆ0(Gv , N
∗
v )
∼= Hˆ0(G,A∗N ). In this
way, an argument analogous to the one given in [5, §2] for the n = 1 case shows that diagram (4)
induces the commutative diagram
n⊕
i=1
Hˆ0(Hi, CN )
ψ1
// Hˆ0(G,CN )
n⊕
i=1
Hˆ0(Hi,A
∗
N )
ψ2
//
ϕ1
OO
Hˆ0(G,A∗N )
ϕ2
OO
(5)
where ϕ1, ϕ2 are the natural projections and ψ1, ψ2 are induced by the product of the norm maps
NLi/K . Using the definition of the cohomology group Hˆ
0, this diagram is equal to
n⊕
i=1
A∗Li
L∗iNN/Li(A
∗
N )
ψ1
// A
∗
K
K∗NN/K(A
∗
N )
n⊕
i=1
A∗Li
NN/Li(A
∗
N )
ψ2
//
ϕ1
OO
A∗K
NN/K(A
∗
N )
ϕ2
OO
(6)
From diagram (6), it is clear that
kerψ1 = {(xiL∗iNN/Li(A∗N ))ni=1|
n∏
i=1
NLi/K(xi) ∈ K∗NN/K(A∗N )}
and
ϕ1(kerψ2) = {(xiL∗iNN/Li(A∗N ))ni=1|
n∏
i=1
NLi/K(xi) ∈ NN/K(A∗N )}.
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Now define
f : kerψ1/ϕ1(kerψ2) −→ F(N,L,K)
(xiL
∗
iNN/Li(A
∗
N ))
n
i=1 7−→ x
n∏
i=1
NLi/K(Li
∗)(K∗ ∩NN/K(A∗N ))
where x is any element of K∗ ∩
n∏
i=1
NLi/K(A
∗
Li
) such that
n∏
i=1
NLi/K(xi) ∈ xNN/K(A∗N ). It is
straightforward to check that f is well defined and an isomorphism. 
Remark 2.8. Given the knowledge of the local and global Galois groups of the towers N/Li/K, the
first obstruction to the multinorm principle can be computed in finite time by employing Theorem
2.7. First, it is clear that the computation of the groups kerψ1 and ϕ1(kerψ
v
2) for the ramified
places v of N/K is finite. Moreover, from the definition of the maps in diagram (3), it is clear
that if v1, v2 ∈ ΩK are such that Gv1 = Gv2 , then ϕ1(kerψv12 ) = ϕ1(kerψv22 ). This shows that
the computation of ϕ1(kerψ
nr
2 ) is also finite. On this account, we designed a function in GAP [6]
(whose code is available in [11]) that takes as input the Galois groups G,Hi and the decomposition
groups Gv at the ramified places of N/K and outputs the group F(N,L,K).
We conclude this section by providing two results that further reduce the amount of calculations
necessary to compute F(N,L,K) via Theorem 2.7. These are inspired by the same properties of
the first obstruction to the Hasse norm principle (in [5, §3]) and proved in the same way.
Lemma 2.9. [5, Lemma 2] Let v1, v2 ∈ ΩK be such that Gv2 ⊂ Gv1 . Then, in the notation of
diagram (3), we have
ϕ1(kerψ
v2
2 ) ⊂ ϕ1(kerψv12 ).
Lemma 2.10. [5, Lemma 3] Let v1, v2 ∈ ΩK be such that Gv1M = Gv2M for some subgroup
M ⊂ Z(G) ∩
n⋂
i=1
Hi. Then, in the notation of diagram (3), we have
ϕ1(kerψ
v1
2 ) = ϕ1(kerψ
v2
2 ).
3. Generalized representation groups
In this section we prove that the obstruction to the multinorm principle for L can always be
expressed in terms of the arithmetic of the extensions Li/K by using generalized representation
groups (see Definition 3.1 below) of G = Gal(N/K). Once again, many of the results in this section
are inspired by and generalize Drakokhrust’s work [4] on the Hasse norm principle.
Definition 3.1. Let G be a finite group. A finite group G is called a generalized representation
group of G if there exists a central extension
1→M → G λ−→ G→ 1
such that M ∩ [G,G] ∼= Hˆ−3(G,Z). We call M the base normal subgroup of G. If in addition
M ⊂ [G,G], we say that G is a Schur covering group of G.
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Proposition 3.2. There exists a Galois extension P/K containing N and such that
F(P,L,K) = K(L,K).
Furthermore, this extension has the property that G = Gal(P/K) is a generalized representation
group of G with base normal subgroup M = Gal(P/N) and if λ : G→ G is the associated projection
map, we have Gal(P/Li) = λ
−1
(Hi).
Proof. It follows from the proof of [4, Lemma 1] (see also [13, Satz 3]) that there exists a Galois
extension P/K such that the first obstruction to the Hasse norm principle F(P/Li/K) coincides
with the knot group K(Li/K) for all Li ∈ L. Now apply Lemma 2.3. The stated properties of P/K
are shown in the references given above. 
As remarked in [4], the extension P/K is not uniquely determined and the computation of its
arithmetic is not always easy. Nonetheless, one can still compute F(P,L,K) by commencing with
an arbitrary generalized represention group of G.
Let G˜ be any generalized representation group of G with projection map λ˜ and base normal
subgroup M˜ . For any subgroup B of G, define B˜ = λ˜−1(B). We will use the following auxiliary
lemma:
Lemma 3.3. There exists an isomorphism
τ : [G˜, G˜]
≃−→ [G,G]
with the following properties:
(i) λ(τ(a)) = λ˜(a) for every a ∈ [G˜, G˜];
(ii) τ([g˜1, g˜2]) = [g1, g2] for all g˜1, g˜2 ∈ G˜ and g1, g2 ∈ G such that λ˜(g˜i) = λ(gi).
For any subgroup B of G, τ further identifies
• [B˜, B˜] ∼= [B,B] and
• M˜ ∩ [B˜, B˜] ∼=M ∩ [B,B].
Proof. The isomorphism τ is constructed in [9, Theorems 2.4.6(iv) and 2.5.1(i)] and the stated
properties are clear from this construction. The additional identifications follow from (i) and (ii). 
Let R be the set of ramified places of N/K. For any v ∈ ΩK , set
S˜v =


G˜v , if v ∈ R,
a cyclic subgroup of G˜v such that λ˜(S˜v) = Gv , otherwise.
Furthermore, by the Chebotarev density theorem we can (and do) choose the subgroups S˜v for
v 6∈ R in such a way that all the cyclic subgroups of G˜v such that λ˜(S˜v) = Gv occur.
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Remark 3.4. As pointed out in [4, p. 31], a double coset decomposition G =
rv,i⋃
k=1
Hixi,kGv corre-
sponds to a double coset decomposition G˜ =
rv,i⋃
k=1
H˜ix˜i,kS˜v, where x˜i,k are any elements of G˜ such
that λ˜(x˜i,k) = λ(xi,k).
Consider the following diagram analogous to (3):
n⊕
i=1
H˜i
ab ψ˜1
// G˜ab
n⊕
i=1
(
⊕
v∈ΩK
(
⊕
w|v
H˜abi,w))
ψ˜2
//
ϕ˜1
OO
⊕
v∈ΩK
S˜abv
ϕ˜2
OO
(7)
where H˜i,w = H˜i ∩ x˜i,kS˜vx˜−1i,k and all the maps are defined as in diagram (3).
We now prove the main result of this section, namely that the object ker ψ˜1/ϕ˜1(ker ψ˜2) does not
depend on the choice of generalized representation group (and thus, by Theorem 2.7 and Proposition
3.2, it always coincides with K(L,K)). Before we show this, we need a lemma. To ease the notation,
we often omit the cosets H˜i
′
and Hi
′
when working with elements of ker ψ˜1 or kerψ1.
Lemma 3.5. For any indices 1 ≤ i1 < i2 ≤ n and any m ∈ H˜i1 ∩ H˜i2, we have
h = (1, . . . , m︸︷︷︸
i1-th entry
, 1, . . . , 1, m−1︸︷︷︸
i2-th entry
, 1, . . . , 1) ∈ ϕ˜1(ker ψ˜nr2 ).
Proof. We construct a vector α ∈
n⊕
i=1
(
⊕
v∈ΩK
v unramified
(
⊕
w|v
H˜abi,w)) such that ψ˜2(α) = 1 and ϕ˜1(α) = h. Let
v be an unramified place of K such that S˜v = 〈m〉. By definition, if G˜ =
rv,i⋃
k=1
H˜ix˜i,kS˜v is a double
coset decomposition of G˜, then H˜i,w = H˜i ∩ x˜i,kS˜vx˜−1i,k . Let us suppose, without loss of generality,
that x˜i1,k1 = 1 = x˜i2,k2 for some index 1 ≤ k1 ≤ rv,i1 (respectively, 1 ≤ k2 ≤ rv,i2) corresponding
to a place w1 ∈ ΩLi1 (respectively, w2 ∈ ΩLi2 ) via Lemma 2.6. In this way, we have m ∈ H˜i1,w1
and m−1 ∈ H˜i2,w2 . Setting the (i1, v, w1)-th (respectively, (i2, v, w2)-th) entry of α to be equal to
m (respectively, m−1) and all other entries equal to 1, we obtain ψ˜2(α) = 1 and ϕ˜1(α) = h. 
Theorem 3.6. In the notation of diagram (7), we have
K(L,K) ∼= ker ψ˜1/ϕ˜1(ker ψ˜2).
Proof. By Theorem 2.7 and Proposition 3.2, we have K(L,K) ∼= kerψ1/ϕ1(kerψ2), where the
notation is as in diagram (7) with respect to the groups of Proposition 3.2. Therefore, it suffices to
prove that
ker ψ˜1/ϕ˜1(ker ψ˜2) ∼= kerψ1/ϕ1(kerψ2).
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Define
f : ker ψ˜1/ϕ˜1(ker ψ˜2) −→ kerψ1/ϕ1(kerψ2)
(h˜1, . . . , h˜n) 7−→ (h1, . . . , hn)
where, for each i = 1, . . . , n, the element hi ∈ Hi is selected as follows: take hi ∈ Hi such that
λ(hi) = λ˜(h˜i) (note that hi is only defined modulo M = ker λ). In this way, we have λ(h1 . . . hn) =
λ˜(h˜1 . . . h˜n). Additionally, by Lemma 3.3(i), λ(τ(h˜1 . . . h˜n)) = λ˜(h˜1 . . . h˜n) and thus
τ(h˜1 . . . h˜n) = h1 . . . hnm (8)
for some m ∈ M . Changing hn if necessary, we assume that m = 1 so that h1 . . . hn ∈ [G,G] and
therefore (h1, . . . , hn) ∈ kerψ1.
Claim 1: f is well defined, i.e. it does not depend on the choice of the elements hi and moreover
f(ϕ˜1(ker ψ˜2)) ⊂ ϕ1(kerψ2).
Proof: We first prove that f does not depend on the choice of hi. Suppose that, for each
i = 1, . . . , n, we choose elements hi ∈ Hi satisfying λ˜(h˜i) = λ(hi) and τ(h˜1 . . . h˜n) = h1 . . . hn. We
show that (h1, . . . , hn) = (h1, . . . , hn) in kerψ1/ϕ1(kerψ2). Writing hi = himi for some mi ∈ M ,
it suffices to prove that (m1, . . . ,mn) ∈ ϕ1(kerψ2). Since h1 . . . hn = τ(h˜1 . . . h˜n) = h1 . . . hn
and the elements mi are in M ⊂ Z(G), we obtain m1 . . . mn = 1. As M ⊂
n⋂
i=1
Hi, multi-
plying (m1, . . . ,mn) by (m2,m
−1
2 , 1, . . . , 1) (which lies in ϕ1(kerψ2) by Lemma 3.5), we have
(m1, . . . ,mn) ≡ (m1m2, 1,m3, . . . ,mn) (mod ϕ1(kerψ2)). Repeating this procedure, we obtain
(m1, . . . ,mn) ≡ (m1 . . . mn, . . . , 1) = (1, . . . , 1) (mod ϕ1(kerψ2)) and therefore (m1, . . . ,mn) is in
ϕ1(kerψ2), as desired.
We now show that f(ϕ˜1(ker ψ˜2)) ⊂ ϕ1(kerψ2). It suffices to check that f(ϕ˜1(ker ψ˜v2)) ⊂ ϕ1(kerψ
v
2)
for any v ∈ ΩK . For i = 1, . . . , n, let G˜ =
rv,i⋃
k=1
H˜ix˜i,kS˜v be a double coset decomposition of G˜ and
recall that, by definition, the group H˜i,w equals H˜i∩ x˜i,kS˜vx˜−1i,k if w ∈ ΩLi corresponds to the double
coset H˜ix˜i,kS˜v. Let α =
n⊕
i=1
rv,i⊕
k=1
h˜i,k ∈ ker ψ˜v2 , where h˜i,k ∈ H˜i,w for all possible i, k. We thus have
ψ˜2(α) =
n∏
i=1
rv,i∏
k=1
x˜−1i,k h˜i,kx˜i,k ∈ [S˜v, S˜v]. (9)
For any i = 1, . . . , n define h˜i =
rv,i∏
k=1
h˜i,k. We need to show that f(h˜1, . . . , h˜n) is in ϕ1(kerψ
v
2).
Set xi,k := λ˜(x˜i,k) ∈ G and hi,k := λ˜(h˜i,k) ∈ Hi ∩ xi,kGvx−1i,k for all possible i, k. We have
n∏
i=1
rv,i∏
k=1
x−1i,khi,kxi,k ∈ [Gv, Gv ]. Let xi,k ∈ G be such that λ(xi,k) = xi,k and hi,k ∈ H i ∩ xi,kGvx−1i,k
satisfying λ(hi,k) = hi,k. Multiplying one of the h1,k by an element of M if necessary, we can assure
that
n∏
i=1
rv,i∏
k=1
x−1i,khi,kxi,k ∈ [Gv, Gv ]. (10)
ON THE OBSTRUCTION TO THE HASSE PRINCIPLE FOR MULTINORM EQUATIONS 11
In particular, α′ :=
n⊕
i=1
rv,i⊕
k=1
hi,k is in kerψ
v
2. Defining hi :=
rv,i∏
k=1
hi,k for i = 1, . . . , n, we get ϕ1(α
′) =
(h1, . . . , hn). We have λ˜(h˜i) = λ(hi) by construction and therefore
τ(h˜1 . . . h˜n) = h1 . . . hnm
for some m ∈ M . We prove that m is also in [Gv, Gv ] so that, by multiplying one of the elements
h1,k by m
−1 ∈ M ∩ [Gv , Gv ] if necessary (note that doing so does not change condition (10)), we
obtain f(h˜1, . . . , h˜n) = (h1, . . . , hn). As (h1, . . . , hn) is in ϕ1(kerψ
v
2), this proves the claim.
Note that
n∏
i=1
rv,i∏
k=1
h˜i,k = (
n∏
i=1
rv,i∏
k=1
h˜i,k)(
1∏
i=n
1∏
k=rv,i
x˜−1i,k h˜
−1
i,k x˜i,k)ψ˜2(α).
Denote (
n∏
i=1
rv,i∏
k=1
h˜i,k)(
1∏
i=n
1∏
k=rv,i
x˜−1i,k h˜
−1
i,k x˜i,k) by β. Then β ∈ [G˜, G˜] and using an explicit description
of β as a product of commutators and Lemma 3.3(ii), we deduce that τ(β) = β′, where β′ =
(
n∏
i=1
rv,i∏
k=1
hi,k)(
1∏
i=n
1∏
k=rv,i
x−1i,kh
−1
i,kxi,k). Therefore, we have
n∏
i=1
hi =
n∏
i=1
rv,i∏
k=1
hi,k ≡ β′ = τ(β) ≡ τ(
n∏
i=1
h˜i) (mod [Gv , Gv]),
and thus m ∈ [Gv, Gv ], as desired.
Claim 2: f is a homomorphism.
Proof: Let h = (h˜1, . . . , h˜n), h
′ = (h˜′1, . . . , h˜
′
n) ∈ ker ψ˜1 and write f(h) = (h1, . . . , hn) and
f(h′) = (h
′
1, . . . , h
′
n) for some elements hi, h
′
i ∈ Hi. We have f(h)f(h′) = (h1h′1, . . . , hnh′n). On the
other hand, hh′ = (h˜1h˜
′
1, . . . , h˜nh˜
′
n) and
τ(h˜1h˜
′
1 . . . h˜nh˜
′
n) ≡ τ((h˜1 . . . h˜n)(h˜′1 . . . h˜′n)) = (h1 . . . hn)(h
′
1 . . . h
′
n) ≡ h1h
′
1 . . . hnh
′
n (mod [G,G]).
Since λ˜(h˜ih˜
′
i) = λ(hih
′
i) for all i = 1, . . . , n and (h1 . . . hn)(h
′
1 . . . h
′
n) ∈ [G,G], by the definition of f
it follows that f(hh′) = (h1h
′
1, . . . , hnh
′
n) = f(h)f(h
′).
Claim 3: f is surjective.
Proof: For i = 1, . . . , n, let hi ∈ Hi be such that h1 . . . hn ∈ [G,G]. Take any elements h˜i ∈ H˜i
satisfying λ˜(h˜i) = λ(hi). As above, by Lemma 3.3(i) this implies that there exists m ∈M such that
τ(h˜1 . . . h˜n) = h1 . . . hnm ∈ [G,G].
Since h1 . . . hn ∈ [G,G], we have m ∈M ∩ [G,G]. But M ∩ [G,G] = τ(M˜ ∩ [G˜, G˜]) by Lemma 3.3.
Therefore m = τ(m′) for some m′ ∈ M˜ ∩ [G˜, G˜] and thus (h1, . . . , hn) = f(h˜1, . . . , h˜nm′−1).
Claim 4: f is an isomorphism.
Proof: We have seen that f is surjective. Now we can analogously define a surjective map
from kerψ1/ϕ1(kerψ2) to ker ψ˜1/ϕ˜1(ker ψ˜2). It follows that the finite groups ker ψ˜1/ϕ˜1(ker ψ˜2) and
kerψ1/ϕ1(kerψ2) have the same size and so f is an isomorphism. 
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Using this theorem, one can also obtain descriptions of the birational invariant H1(K,PicX) and
the defect of weak approximation A(T ) for the multinorm one torus T :
Theorem 3.7. Let T be the multinorm one torus associated to L and let X be a smooth compacti-
fication of T . In the notation of diagram (7), we have
X(T ) ∼= ker ψ˜1/ϕ˜1(ker ψ˜2),
H1(K,PicX) ∼= ker ψ˜1/ϕ˜1(ker ψ˜nr2 ),
A(T ) ∼= ϕ˜1(ker ψ˜2)/ϕ˜1(ker ψ˜nr2 ).
Proof. The first isomorphism is the statement of Theorem 3.6 (recall that X(T ) is canonically
isomorphic to K(L,K)). The two remaining isomorphisms follow in the same way as in the Hasse
norm principle case, see [4, p. 32–33]. 
Remark 3.8. As explained in Remark 2.8, all the groups ker ψ˜1, ϕ˜1(ker ψ˜2) and ϕ˜1(ker ψ˜
nr
2 ) in
Theorem 3.7 can be computed in finite time. To this extent, we assembled a function in GAP [6]
(whose code is available in [11]) that, given the relevant local and global Galois groups, outputs the
obstructions to the multinorm principle and weak approximation for the multinorm one torus of a
finite number of extensions by means of Theorem 3.7.
We end this section by generalizing Corollary 2.4 and proving that, in many situations, one can
actually circumvent the use of generalized representation groups when computing the obstructions
to the local-global principles.
Before we present this result, we need to introduce the notion of focal subgroups. For a moment,
let G be any finite group and let H be a subgroup of G. The focal subgroup of H in G is defined as
ΦG(H) = 〈[h, x]|h ∈ H ∩ xHx−1, x ∈ G〉. In [5, Theorem 2], it was proved that
ϕ1(kerψ
nr
2 ) = Φ
G(H)/[H,H]
in the setting of the first obstruction to the Hasse norm principle (case n = 1). Returning to the
multinorm context, this fact promptly implies that, in the notation of diagram (7), we have
(1, . . . ,ΦG˜(H˜i)︸ ︷︷ ︸
i-th entry
, 1, . . . , 1) ⊂ ϕ˜1(ker ψ˜nr2 ). (11)
for every i = 1, . . . , n.
Proposition 3.9. Suppose that there exists j ∈ {1, . . . , n} such that, for every prime p dividing
|Hˆ−3(G,Z)|, p2 does not divide [Lj : K]. Then, in the notation of diagram (3), we have
X(T ) ∼= kerψ1/ϕ1(kerψ2),
H1(K,PicX) ∼= kerψ1/ϕ1(kerψnr2 ),
A(T ) ∼= ϕ1(kerψ2)/ϕ1(kerψnr2 ).
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Proof. We prove only that H1(K,PicX) ∼= kerψ1/ϕ1(kerψnr2 ) (the other two isomorphisms can be
obtained by a similar argument). Assume, without loss of generality, that j = 1 and G˜ is a Schur
covering group of G so that M˜ is contained in [G˜, G˜] and M˜ ∼= Hˆ−3(G,Z). We show that the map
ρ : ker ψ˜1/ϕ˜1(ker ψ˜
nr
2 ) −→ kerψ1/ϕ1(kerψnr2 )
h = (h˜1, . . . , h˜n) 7−→ (λ˜(h˜1), . . . , λ˜(h˜n))
is an isomorphism, which proves the desired statement by Theorem 3.7.
We first verify that ρ is well defined. It is enough to check that ρ(ϕ˜1(ker ψ˜
v
2)) ⊂ ϕ1(kerψv2) for
an unramified place v of N/K. Note that if G˜ =
rv,i⋃
k=1
H˜ix˜i,kS˜v is a double coset decomposition of
G˜, then G =
rv,i⋃
k=1
Hixi,kGv is a double coset decomposition of G, where xi,k = λ˜(x˜i,k). From this
observation, it is straightforward to verify that ρ(ϕ˜1(ker ψ˜
v
2)) ⊂ ϕ1(kerψv2).
We now prove that ρ is surjective. Suppose that we are given, for i = 1, . . . , n, elements hi ∈ Hi
such that h1 . . . hn ∈ [G,G]. Since M˜ ⊂ [G˜, G˜], any choice of elements h˜i ∈ H˜i such that λ˜(h˜i) = hi
will satisfy h˜1 . . . h˜n ∈ [G˜, G˜] and thus (h1, . . . , hn) = ρ(h˜1, . . . , h˜n).
We finally show that ρ is injective. Suppose that (h1, . . . , hn) = ρ(h) ∈ ϕ1(kerψv2) for some
unramified place v of N/K. Write hi = ϕ1(
rv,i⊕
k=1
hi,k) for some elements hi,k ∈ Hi ∩ xi,kGvx−1i,k .
As ρ(h) ∈ ϕ1(kerψv2), we obtain
n∏
i=1
rv,i∏
k=1
x−1i,khi,kxi,k = 1. Picking elements h˜i,k ∈ λ˜−1(hi,k) and
x˜i,k ∈ λ˜−1(xi,k) for all possible i, k, we obtain
n∏
i=1
rv,i∏
k=1
x˜−1i,k h˜i,kx˜i,k = m for some m ∈ M˜ = ker λ˜. As
m ∈ Z(G˜) ∩
n⋂
i=1
H˜i, we have (h˜1m
−1, h˜2, , . . . , h˜n) ∈ ϕ˜1(ker ψ˜nr2 ). Therefore, in order to prove that
h ∈ ϕ˜1(ker ψ˜nr2 ) it suffices to show that (m−1, 1, . . . , 1) ∈ ϕ˜1(ker ψ˜nr2 ). We prove that m ∈ ΦG˜(H˜1),
which completes the proof by (11).
Claim: If p2 does not divide [L1 : K] for every prime p dividing |M˜ |, then M˜ ⊂ ΦG˜(H˜1).
Proof: We show that M˜(p) ⊂ ΦG˜(H˜1). We have [L1 : K] = [G : H1] and therefore [Gp : (H1)p] =
[G˜p : (H˜1)p] = 1 or p. In any case, (H˜1)p E G˜p and we can write G˜p = 〈xp〉.(H˜1)p for some xp ∈ G˜p.
Since M˜(p) ⊂ G˜p ∩ [G˜, G˜]∩Z(G˜) and G˜p ∩ [G˜, G˜]∩Z(G˜) ⊂ [G˜p, G˜p] (this last inclusion follows from
properties of the transfer map, e.g. [8, Lemma 5.5]), we have M˜(p) ⊂ [G˜p, G˜p] and so it suffices to
prove that [G˜p, G˜p] ⊂ ΦG˜(H˜1). Let z = [xaph1, xbph′1] for some a, b ∈ Z and h1, h′1 ∈ (H˜1)p. Using the
commutator properties, we have z = [xap, h
′
1]
h1 [h1, h
′
1][h1, x
b
p]
h′
1 . As (H˜1)p E G˜p and Φ
G˜(H˜1) E H˜1,
it follows that each one of the commutators above is in ΦG˜(H˜1). 
As a consequence we obtain the following result, which can be thought of as an analog of [5,
Corollary 1] for the birational invariant H1(K,PicX).
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Corollary 3.10. Let L/K be an extension of global fields and suppose that [L : K] is square-free.
Let X be a smooth compactification of the norm one torus R1L/KGm. Then
H1(K,PicX) ∼= H ∩ [G,G]
ΦG(H)
.
Proof. The conditions of Proposition 3.9 are satisfied and hence H1(K,PicX) ∼= kerψ1/ϕ1(kerψnr2 ).
The result then follows from [5, Theorem 2]. 
4. Applications
In this section we employ the techniques developed so far in order to analyze the multinorm prin-
ciple or weak approximation for the multinorm one torus in three different situations. Namely, we
extend results of Bayer-Fluckiger–Lee–Parimala [1], Demarche–Wei [3] and Pollio [15]. The notation
used throughout this section is as in Sections 2 and 3. Additionally, we will make use of the norm
one torus S = R1F/KGm of the extension F =
n⋂
i=1
Li and we let Y denote a smooth compactification
of S. We start by establishing a few auxiliary lemmas to be used in later applications.
4.1. Preliminary results.
Lemma 4.1. In the notation of diagram (7), we have
ϕ˜1(ker ψ˜
nr
2 ) ⊆ {(h1H˜1
′
, . . . , hnH˜n
′
) ∈ ker ψ˜1|h1 . . . hn ∈ ΦG˜(H˜)}.
A proof of this lemma can be obtained by following the same strategy as in the proof of the
analogous result for the Hasse norm principle (case n = 1) in [5, Theorem 2]. Nonetheless, as the
details are slightly intricate, we include a proof here for the benefit of the reader.
Proof. Since ϕ˜1(ker ψ˜
nr
2 ) =
∏
v∈ΩK
v unramified
ϕ˜1(ker ψ˜
v
2), it suffices to prove that
ϕ˜1(ker ψ˜
v
2) ⊆ {(h1H˜1
′
, . . . , hnH˜n
′
)|h1 . . . hn ∈ ΦG˜(H˜)}
for any unramified place v of N/K. Let α ∈ ker ψ˜v2 and fix a double coset decomposition G˜ =
rv,i⋃
k=1
H˜ix˜i,kS˜v. Write S˜v = 〈g〉 and α =
n⊕
i=1
rv,i⊕
k=1
h˜i,k for some g ∈ G˜, h˜i,k = x˜i,kgei,k x˜−1i,k ∈ H˜i ∩
x˜i,k〈g〉x˜−1i,k and some ei,k ∈ Z. By hypothesis, we have 1 = ψ˜2(α) = g
∑
i,k ei,k and therefore∑
i,k
ei,k ≡ 0 (mod m),
where m is the order of g. Since gm = 1, by changing some of the ei,k if necessary, we can (and do)
assume that ∑
i,k
ei,k = 0. (12)
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Letting hi =
rv,i∏
k=1
h˜i,k for any 1 ≤ i ≤ n, we have ϕ˜1(α) = (h1H˜1, . . . , hnH˜n) ∈ ker ψ˜1. We prove
that
n∏
i=1
hi =
n∏
i=1
(
rv,i∏
k=1
h˜i,k) =
n∏
i=1
(
rv,i∏
k=1
x˜i,kg
ei,k x˜−1i,k ) ∈ ΦG˜(H˜)
by induction on s :=
n∑
i=1
rv,i. The case s = 1 is trivial and the case s = 2 is solved in [5,
p. 308]. Now let s > 2 and set d = gcd(ei,k|1 ≤ i ≤ n, 1 ≤ k ≤ rv,i) and fi,k = ei,kd . It
follows that gcd(fi,k|1 ≤ i ≤ n, 1 ≤ k ≤ rv,i) = 1 and, since
∑
i,k
fi,k = 0 by (12), we have
gcd(fi,k|1 ≤ i ≤ n, 1 ≤ k ≤ rv,i and (i, k) 6= (n, rv,n)) = 1. Hence there exist ai,k ∈ Z such that∑
i,k
(i,k)6=(n,rv,n)
fi,kai,k = 1. Consider the element
β =
( ⊕
i,k
(i,k)6=(n,rv,n)
x˜i,kg
ei,kfn,rv,nai,k x˜−1i,k
)
⊕ x˜n,rv,ng−en,rv,n x˜−1n,rv,n ∈
n⊕
i=1
( rv,i⊕
k=1
H˜i,w
)
.
Since ei,kfn,rv,n = en,rv,nfi,k, we have
ψ˜2(β) = g
( ∑
i,k
(i,k)6=(n,rv,n)
ei,kfn,rv,nai,k
)
−en,rv,n
= g
( ∑
i,k
(i,k)6=(n,rv,n)
en,rv,nfi,kai,k
)
−en,rv,n
= 1
and so β ∈ ker ψ˜v2 .
Additionally, if ϕ˜1(β) = (h˜1, . . . , h˜n), we have
n∏
i=1
h˜i =


∏
i,k
(i,k)6=(n,rv,n)
x˜i,kg
ei,kfn,rv,nai,k x˜−1i,k

 x˜n,rv,ng−en,rv,n x˜−1n,rv,n =
=


∏
i,k
(i,k)6=(n,rv,n)
x˜i,kg
ei,kfn,rv,nai,k x˜−1i,k

 x˜n,rv,ng
−en,rv,n
∑
i,k
(i,k)6=(n,rv,n)
fi,kai,k
x˜−1n,rv,n ≡
≡


∏
i,k
(i,k)6=(n,rv,n)
x˜i,kg
ei,kfn,rv,nai,k x˜−1i,k x˜n,rv,ng
−ei,kfn,rv,nai,k x˜−1n,rv,n

 (mod [H˜, H˜ ])
(13)
since the elements x˜i,kg
ei,k x˜−1i,k (for all possible i, k) are in H˜. Arguing similarly to the case s = 2
(see [5, p. 308]), we deduce that
n∏
i=1
h˜i ∈ ΦG˜(H˜). Finally, consider the element
α′ = αβ =
⊕
i,k
(i,k)6=(n,rv,n)
x˜i,kg
ei,k(1+fn,rv,nai,k)x˜−1i,k ∈
n⊕
i=1
( rv,i⊕
k=1
H˜i,w
)
.
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It is clear that α′ ∈ ker ψ˜v2 . By the induction hypothesis, if ϕ˜1(α′) = (ĥ1, . . . , ĥn) we have ĥ1 . . . ĥn ∈
ΦG˜(H˜). Since ĥi ≡ hih˜i (mod [H˜, H˜ ]) for all i = 1, . . . , n, we conclude that h1 . . . hn ∈ ΦG˜(H˜) as
well. 
Lemma 4.2. (i) There exists a surjection f : H1(K,PicX) −→ H1(K,Pic Y ). If in addition
ϕ˜1(ker ψ˜
nr
2 ) ⊇ {(h1H˜1
′
, . . . , hnH˜n
′
)|h1 . . . hn ∈ ΦG˜(H˜)}
(in the notation of diagram (7)), then f is an isomorphism.
(ii) If F/K is Galois, f induces a surjection X(T )։X(S).
Proof. Consider the analog of diagram (7) for the extension F/K (note that this is the fixed field
of the group H inside N/K):
H˜ab
ψ̂1
// G˜ab
⊕
v∈ΩK
(
⊕
w|v
H˜abw )
ψ̂2
//
ϕ̂1
OO
⊕
v∈ΩK
S˜abv
ϕ̂2
OO
(14)
Here all the maps with the ̂ notation are defined as in diagram (7) with respect to the extension
F/K. Now define
f : ker ψ˜1/ϕ˜1(ker ψ˜
nr
2 ) −→ ker ψ̂1/ϕ̂1(ker ψ̂nr2 )
(h˜1H˜1
′
, . . . , h˜nH˜n
′
)ϕ˜1(ker ψ˜
nr
2 ) 7−→ (h˜1 . . . h˜n[H˜, H˜])ϕ̂1(ker ψ̂nr2 )
Since ϕ̂1(ker ψ̂
nr
2 ) = Φ
G˜(H˜)/[H˜, H˜] (see [5, Theorem 2]), the map f is well defined by Lemma
4.1. Additionally, as the target group is abelian, it is easy to check that f is a homomorphism
and surjective. By Theorem 3.7 we have H1(K,PicX) ∼= ker ψ˜1/ϕ˜1(ker ψ˜nr2 ) and H1(K,Pic Y ) ∼=
ker ψ̂1/ϕ̂1(ker ψ̂
nr
2 ). The statement in the first sentence follows. Finally, if we assume ϕ˜1(ker ψ˜
nr
2 ) ⊇
{(h1H˜1
′
, . . . , hnH˜n
′
)|h1 . . . hn ∈ ΦG˜(H˜)}, then it is clear that f is injective.
We now prove (ii). By Theorem 3.7, it is enough to show that f(ϕ˜1(ker ψ˜2)) ⊂ ϕ̂1(ker ψ̂2).
Since ϕ˜1(ker ψ˜2) =
∏
v∈ΩK
ϕ˜1(ker ψ˜
v
2), it suffices to verify f(ϕ˜1(ker ψ˜
v
2)) ⊂ ϕ̂1(ker ψ̂2) for all v ∈ ΩK .
Let α ∈ ker ψ˜v2 and write α =
n⊕
i=1
rv,i⊕
k=1
h˜i,k for some h˜i,k ∈ H˜i ∩ x˜i,kS˜vx˜−1i,k . Hence, we obtain
ϕ˜1(α) = (h˜1, . . . , h˜n), where h˜i =
rv,i∏
k=1
h˜i,k, and we wish to show that
n∏
i=1
h˜i ∈ ϕ̂1(ker ψ̂2). Since F/K
is Galois, H˜ is a normal subgroup of G˜ and thus ΦG˜(H˜) = [H˜, G˜]. In this way, we have
n∏
i=1
h˜i =
n∏
i=1
rv,i∏
k=1
h˜i,k ≡
n∏
i=1
rv,i∏
k=1
x˜−1i,k h˜i,kx˜i,k = ψ˜2(α) (mod Φ
G˜(H˜)).
As ΦG˜(H˜)/[H˜, H˜] = ϕ̂1(ker ψ̂
nr
2 ), it suffices to prove that ψ˜2(α) ∈ ϕ̂1(ker ψ̂v2). For this, let G˜ =
r⋃
j=1
H˜y˜jS˜v be a double coset decomposition and suppose, without loss of generality, that y˜j0 = 1
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for some index 1 ≤ j0 ≤ r corresponding to a place w0 of F via Lemma 2.6. Therefore, we obtain
ψ˜2(α) =
n∏
i=1
rv,i∏
k=1
x˜−1i,k h˜i,kx˜i,k ∈ H˜ ∩ S˜v = H˜w0 since x˜−1i,k h˜i,kx˜i,k ∈ H˜ for all possible i, k. In this way, if
β ∈ ⊕
v∈ΩK
(
⊕
w|v
H˜abw ) is the vector with the (v,w0)-th entry equal to ψ˜2(α) and all other entries equal
to 1, we have ψ̂2(β) = ψ˜2(α) ∈ [S˜v, S˜v] (as α ∈ ker ψ˜v2) and so ψ˜2(α) = ϕ̂1(β) ∈ ϕ̂1(ker ψ̂v2). 
4.2. Multinorm principle for linearly disjoint extensions.
In this subsection we prove a theorem similar to the main result of [3], but with a slightly different
hypothesis (and in some cases more general, see Remark 4.4 below).
Theorem 4.3. For any non-empty subset I ⊂ {1, . . . , n}, let LI ⊆ N be the compositum of the
fields Li (i ∈ I) and let EI be the Galois closure of LI/K. Suppose that there exist indices i0, j0 ∈
{1, . . . , n} such that, for every 1 ≤ i ≤ n, there is a partition Ii⊔Ji = {1, . . . , n} with i0 ∈ Ii, j0 ∈ Ji
and EIi ∩EJi ⊆ Li. Then
H1(K,PicX) ∼= H1(K,Pic Y ).
Proof. If n = 1 there is nothing to show, so assume n ≥ 2. By Lemma 4.2(i) it suffices to prove that
ϕ˜1(ker ψ˜
nr
2 ) ⊇ {(h1H˜1
′
, . . . , hnH˜n
′
)|h1 . . . hn ∈ ΦG˜(H˜)}.
Let α = (h1H˜1
′
, . . . , hnH˜n
′
) be such that h1 . . . hn ∈ ΦG˜(H˜). Renaming the fields Li if necessary, we
assume that i0 = 1 and j0 = 2. Denoting BIi = Gal(N/EIi), BJi = Gal(N/EJi) for all 1 ≤ i ≤ n,
the hypothesis EIi ∩EJi ⊆ Li is equivalent to BIiBJi ⊇ Hi and thus
H˜i ⊆ B˜IiB˜Ji (15)
with 1 ∈ Ii, 2 ∈ Ji and i ∈ Ii or Ji. If n ≥ 3, this implies that for any 3 ≤ i ≤ n we can decompose
hi = h1,ih2,i for some h1,i ∈ H˜1 ∩ H˜i and h2,i ∈ H˜2 ∩ H˜i. Using Lemma 3.5 as done in Claim 1 of
the proof of Theorem 3.6, we obtain
α ≡ ((
∏
3≤i≤n
h1,i)h1, (
∏
3≤i≤n
h2,i)h2, 1, . . . , 1)
modulo ϕ˜1(ker ψ˜
nr
2 ). We can thus assume α to be of the form (h
′
1, h
′
2, 1, . . . , 1) for some h
′
1 ∈
H˜1, h
′
2 ∈ H˜2 such that h′1h′2 ∈ ΦG˜(H˜). Note that (15) implies that H˜ = 〈H˜i〉 ⊂ B˜1B˜2, where B1 =
Gal(N/E{1}) and B2 = Gal(N/E{2}). It thus follows that Φ
G˜(H˜) ⊂ ΦG˜(B˜1B˜2) = ΦG˜(B˜1)ΦG˜(B˜2)
and so h′1h
′
2 ∈ ΦG˜(B˜1)ΦG˜(B˜2). Since ΦG˜(B˜i) ⊂ ΦG˜(H˜i) and recalling that
(1, . . . ,ΦG˜(H˜i)︸ ︷︷ ︸
i-th entry
, 1, . . . , 1) ⊂ ϕ˜1(ker ψ˜nr2 )
(see (11) in Section 3), we can multiply h′1 and h
′
2 by elements of ϕ˜1(ker ψ˜
nr
2 ) to attain α ≡
(h′′1 , h
′′
2 , 1, . . . , 1) (mod ϕ˜1(ker ψ˜
nr
2 )) for some h
′′
1 ∈ H˜1, h′′2 ∈ H˜2 such that h′′1h′′2 = 1. Thus h′′2 = h′′−11
and α = (h′′1 , h
′′−1
1 , 1, . . . , 1), which by Lemma 3.5 is in ϕ˜1(ker ψ˜
nr
2 ), as desired. 
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Remark 4.4. It is easy to see that if there exists a partition I⊔J = {1, . . . , n} such that EI∩EJ = F
(the assumption in [3, Theorem 6] when Fi = EI and Fj = EJ for every i ∈ I, j ∈ J), the conditions
of Theorem 4.3 are satisfied. Therefore, our theorem applies to all the cases described in [3, Example
9(i)–(iii)]. Moreover, our hypothesis applies for n-tuples of fields for which the assumptions in [3,
Theorem 6] might fail. For example, let L = (Q(
√
2,
√
3),Q(
√
2,
√
5),Q(
√
3,
√
5)). It is easy to see
that the assumptions of Theorem 4.3 are satisfied, but [3, Theorem 6] does not apply to this tuple
of fields. Indeed, Demarche and Wei’s hypothesis imply that there is a partition I ⊔ J = {1, . . . , n}
such that LI ∩ LJ = F , which does not exist in the example above.
As consequence of Theorem 4.3 we also obtain versions of [3, Corollaries 7 and 8]:
Corollary 4.5. Let c ∈ K∗. Assume the hypothesis of Theorem 4.3 and suppose that the K-variety
NF/K(Ξ) = c satisfies weak approximation. Then the multinorm equation
n∏
i=1
NLi/K(Ξi) = c satisfies
weak approximation if and only if it has a K-point.
Corollary 4.6. Assume the hypothesis of Theorem 4.3 and suppose that the Hasse principle and
weak approximation hold for all norm equations NF/K(Ξ) = c, c ∈ K∗. Then the Hasse principle
and weak approximation hold for all multinorm equations
n∏
i=1
NLi/K(Ξi) = c.
4.3. Multinorm principle and weak approximation for abelian extensions.
In this subsection we generalize the main theorem of [15] to n abelian extensions under the
conditions of Theorem 4.3.
Theorem 4.7. Let L = (L1, . . . , Ln) be an n-tuple of abelian extensions of K and suppose that the
conditions of Theorem 4.3 are satisfied for L. Then
X(T ) ∼= X(S),
A(T ) ∼= A(S).
Proof. Note that if A(T ) ∼= A(S), then by Theorem 4.3 and Voskresenski˘ı’s exact sequence (2) we
deduce that |X(T )| = |X(S)|. Since X(T ) surjects onto X(S) by Lemma 4.2(ii), we conclude
that X(T ) ∼= X(S). Therefore, it is enough to prove that A(T ) ∼= A(S).
Let us again consider the analog of diagram (7) for the extension F/K:
H˜ab
ψ̂1
// G˜ab
⊕
v∈ΩK
(
⊕
w|v
H˜abw )
ψ̂2
//
ϕ̂1
OO
⊕
v∈ΩK
S˜abv
ϕ̂2
OO
(16)
As before, in this diagram all the maps with the ̂ superscript are defined as in diagram (7) with
respect to F/K. By Theorem 3.7, we have A(T ) ∼= ϕ˜1(ker ψ˜2)/ϕ˜1(ker ψ˜nr2 ) (in the notation of
diagram (7)) and A(S) ∼= ϕ̂1(ker ψ̂2)/ϕ̂1(ker ψ̂nr2 ) (in the notation of diagram (16)). Therefore it
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suffices to show that ϕ˜1(ker ψ˜2)/ϕ˜1(ker ψ˜
nr
2 ) is isomorphic to ϕ̂1(ker ψ̂2)/ϕ̂1(ker ψ̂
nr
2 ). For this, we
again consider the natural map
f : ϕ˜1(ker ψ˜2)/ϕ˜1(ker ψ˜
nr
2 ) −→ ϕ̂1(ker ψ̂2)/ϕ̂1(ker ψ̂nr2 )
(h˜1H˜1
′
, . . . , h˜nH˜n
′
)ϕ˜1(ker ψ˜
nr
2 ) 7−→ (h˜1 . . . h˜n[H˜, H˜])ϕ̂1(ker ψ̂nr2 )
In the proof of Lemma 4.2(ii) it was shown that f(ϕ˜1(ker ψ˜2)) ⊂ ϕ̂1(ker ψ̂2). Additionally, recalling
that ϕ̂1(ker ψ̂
nr
2 ) = Φ
G˜(H˜)/[H˜ , H˜] by [5, Theorem 2], we have f(ϕ˜1(ker ψ˜
nr
2 )) = ϕ̂1(ker ψ̂
nr
2 ) by
Lemma 4.1 and the proof of Theorem 4.3. This shows that f is well defined and injective.
Finally, let us check that f is surjective. Fix a place v of K and a double coset decomposition G˜ =
r⋃
j=1
H˜y˜jG˜v and let α ∈ ϕ̂1(ker ψ̂v2). We can write α = ϕ̂1(
r⊕
j=1
h˜j) =
r∏
j=1
h˜j for some h˜j ∈ H˜∩ y˜jS˜vy˜−1j
such that β := ψ̂2(
r⊕
j=1
h˜j) =
r∏
j=1
y˜−1j h˜j y˜j is in [S˜v, S˜v]. Note that as G is abelian, we have [G˜, G˜] ⊂ M˜
and therefore [S˜v, S˜v] ⊂ M˜ ⊂ H˜i for every 1 ≤ i ≤ n. In particular, we have β ∈ H˜1 ∩ S˜v and
from this one readily checks that the n-tuple (β, 1, . . . , 1) is in ϕ˜1(ker ψ˜
v
2). Since H˜ E G˜, we
have ΦG˜(H˜) = [H˜, G˜] and thus f(β, 1, . . . , 1) = β =
∏
j
y˜−1j h˜j y˜j ≡
∏
j
h˜j = α (mod Φ
G˜(H˜)). As
ΦG˜(H˜)/[H˜, H˜] = ϕ̂1(ker ψ̂
nr
2 ), we obtain α = f(β, 1, . . . , 1) inside ϕ̂1(ker ψ̂2)/ϕ̂1(ker ψ̂
nr
2 ). 
Remark 4.8. Note that the conditions of Theorem 4.3 are always satisfied if n = 2, so that Theorem
4.7 generalizes the main theorem of [15].
4.4. Weak approximation for cyclic extensions of prime degree.
In this subsection we extend the result in [1, Theorem 8.3] to include the weak approximation
property for the multinorm one torus of n cyclic extensions of prime degree p.
Theorem 4.9. Let L1, . . . , Ln be non-isomorphic cyclic extensions of K with prime degree p. Then,
we have
H1(K,PicX) =


(Z/p)n−2, if [L1 . . . Ln : K] = p
2;
0, otherwise.
Proof. The case n = 1 was proved in [2, Proposition 9.1] and for n = 2 the result follows from
Theorem 4.3, so assume n ≥ 3.
Suppose first that [L1 . . . Ln : K] > p
2. Reordering the fields L3, . . . , Ln if necessary, we can (and
do) assume that each one of the fields L1, . . . , Ls−1 is contained in L1L2 (for some 3 ≤ s ≤ n), while
none of Ls, . . . , Ln is contained in L1L2. We prove two auxiliary claims:
Claim 1: H˜i ⊂ (H˜1 ∩ H˜i).H˜s for any i = 1, . . . , s− 1.
Proof: Observe that L1Li∩Ls = K as otherwise we would have Ls ⊂ L1Li ⊂ L1L2, contradicting
the assumption on s. Therefore Li ⊃ K = L1Li ∩ Ls and passing to subgroups this implies that
Hi ⊂ (H1 ∩Hi).Hs, from which the claim follows.
Claim 2: H˜i ⊂ (H˜1 ∩ H˜i).H˜2 for any i = s, . . . , n.
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Proof: Observe that L2 6⊂ L1Li as otherwise we would have Li ⊂ L1Li = L1L2, contradicting
the assumption on Li. Therefore Li ⊃ K = L1Li ∩ L2 and passing to subgroups this implies that
Hi ⊂ (H1 ∩Hi).H2, from which the claim follows.
Let us now prove that H1(K,PicX) = 0. Since
⋂
i
Li = K, by Lemma 4.2(i) it suffices to show
that
ϕ˜1(ker ψ˜
nr
2 ) ⊇ {(h1H˜1
′
, . . . , hnH˜n
′
)|h1 . . . hn ∈ ΦG˜(H˜)}.
Let α = (h1H˜1
′
, . . . , hnH˜n
′
) be such that h1 . . . hn ∈ ΦG˜(H˜). By Claim 1 above, for i = 3, . . . , s− 1
we can write hi = h1,ihs,i, where h1,i ∈ H˜1∩H˜i and hs,i ∈ H˜s∩H˜i. Using this decomposition, we can
apply Lemma 3.5 as done in the proof of Theorem 4.3 in order to simplify α modulo ϕ˜1(ker ψ˜
nr
2 ) and
assume it has the form (h′1, h2, 1, . . . , 1, h
′
s, hs+1 . . . , hn) for some h
′
1 ∈ H˜1, h′s ∈ H˜s. Using Claim 2
and Lemma 3.5 in the same way, we further reduce α modulo ϕ˜1(ker ψ˜
nr
2 ) to a vector of the form
(h′′1 , h
′
2, 1, . . . , 1) for some h
′′
1 ∈ H˜1, h′2 ∈ H˜2 such that h′′1h′2 ∈ ΦG˜(H˜). Finally, since L1 ∩ L2 = K,
we have H˜ = H˜1H˜2 and thus Φ
G˜(H˜) ⊂ ΦG˜(H˜1)ΦG˜(H˜2). The result follows by an argument similar
to the one given at the end of the proof of Theorem 4.3.
Now assume that [L1 . . . Ln : K] = p
2 (note that this is only possible if n ≤ p + 1 as a bicyclic
field has p + 1 subfields of degree p) and therefore G = Cp × Cp is abelian. By Proposition 3.9
it suffices to prove that kerψ1/ϕ1(kerψ
nr
2 )
∼= (Z/p)n−2. We first show that ϕ1(kerψnr2 ) = 1. Let
α ∈ kerψv2 for some unramified place v of N/K. Write Gv = 〈g〉 and α =
n⊕
i=1
rv,i⊕
k=1
hi,k for some g ∈ G
and hi,k ∈ Hi ∩ xi,k〈g〉x−1i,k = Hi ∩ 〈g〉. If g 6∈ Hi for all i = 1, . . . , n, then α is the trivial vector
and ϕ1(α) = (1, . . . , 1). Otherwise, if g ∈ Hi0 ∼= Cp for some index i0, then g 6∈ Hi for all i 6= i0
and thus hi,k = 1 for i 6= i0. In this way, it follows that 1 = ψ2(α) =
n∏
i=1
rv,i∏
k=1
x−1i,khi,kxi,k =
rv,i0∏
k=1
hi0,k.
Therefore, if ϕ1(α) = (h1, . . . , hn), we have hi = 1 if i 6= i0 and hi0 =
rv,i0∏
k=1
hi0,k = 1. In conclusion,
ϕ1(α) = (1, . . . , 1).
On the other hand, we have kerψ1 = {(h1, . . . , hn)|hi ∈ Hi,
n∏
i=1
hi = 1}. This group is the kernel
of the surjective group homomorphism
f : H1 × · · · ×Hn −→ G
(h1, . . . , hn) 7−→ h1 . . . hn
and thus kerψ1 = ker f ∼= (Z/p)n−2, as desired. 
Corollary 4.10. Let L = (L1, . . . , Ln) be an n-tuple of non-isomorphic cyclic extensions of K with
prime degree p.
(1) If [L1 . . . Ln : K] = p
2, then weak approximation for the multinorm one torus T holds if and
only if the multinorm principle for L fails.
(2) Otherwise, both the multinorm principle for L and weak approximation for T hold.
Proof. Follows from Voskresenski˘ı’s exact sequence (2), Theorem 4.9 and [1, Theorem 8.3]. 
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Remark 4.11. In [1, Proposition 8.5] it is shown that, in the case (1) above, the multinorm principle
for L fails if and only if all decomposition groups of the bicyclic extension L1 . . . Ln are cyclic. We
thus have a simple criterion to test the validity of weak approximation for the associated multinorm
one torus.
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