Abstract-In this paper we address the optimization of the support region threshold of the µ-law companding quantizer designed for the Laplacian source of unit variance. We propose a new iterative method of determining the support region threshold, based on Newton's method. We provide a simple manner for determining the support region threshold. Numerical results show that the proposed new approach to the observed optimization problem outperforms the recently proposed method in terms of the relative error of determining the support region threshold. This indicates the usefulness of the proposed approach.
I. INTRODUCTION
The logarithmic compressor characteristic obtained by piecewise linear approximation to the µ-law characteristic is widely used as a design guideline for nonuniform quantization of speech signals in digital telephony [1] . Specifically, to achieve high-quality quantized speech signals, the contemporary public switched telephone networks utilize the piecewise linear approximation to the µ-law characteristic proposed by the G.711 Recommendation [1] . The problem that generaly occurs in designing quantizers, including µ-law companding quantizers, is how to provide the simple manner of determining the support region threshold of the quntizer to minimize distortion introduced in the quantization process. Namely, the quality of a quantized signal, measured by distortion or signal to quantization noise ratio (SQNR), is generally influenced by the width of the quantizer's support region and the number of quantization levels [2] - [4] . One of the main goals when designing quantizers is to determine the reproduction levels and the partition of the support region into cells, such as to provide the minimum possible distortion for a fixed number of quantization levels N, or a fixed resolution R = log 2 N. It has been pointed out in [3] , [4] that determining the support region threshold is a key issue in a quantizer designing. Since the support region threshold x max and accordingly defined the support region of a quantizer [−x max , x max ], should be determined so that the support region is the interval where quantization errors are small, or at least bounded, a fast and accurate estimate of the support legion that minimizes the distortion is very useful in quantizer designing [3] , [4] .
The goal of this paper is to propose a closed-form formula for the optimal support region determination of the µ-law companding quantizer designed for the Laplacian source of unit variance. The observed optimization problem has already been addressed in [5] , where optimization of the support region threshold of the µ-law companding quantizer has been performed under the constraint that compression factor µ has a large enough value. Observing this constraint, our goal is to provide a solution to the optimization problem that would be efficiently applicable for any compression factor value. In addition, our goal is to decrease the relative error of determining the support region threshold that has been calculated in [5] . In order to determine the optimal support region threshold the application of iterative numerical methods is required. In this paper, Newton's method of root-finding is applied with the goal to provide a simple manner of determining the optimal support region threshold of the µ-law companding quantizer in question. It is shown that Newton's method is a convenient iterative method for our optimization problem because it starts with an initial guess, which is reasonably close to the true root, and only after one iteration, for different values of the compression factor μ, it provides a smaller relative error of determining the support region threshold compared to the related relative error calculated in [5] .
The rest of this paper is organized as follows. Section II provides a detailed description of the proposed simple new approach to the problem of optimizing the µ-law companding quantizer designed for the Laplacian source of unit variance. The achieved numerical results are the topics addressed in Section III. Finally, Section IV is devoted to the conclusions which summarize the contribution achieved in the paper. where R is a set of real numbers, and   Companding technique, we consider in this paper, defines the following steps: compress the input signal x by applying the compressor function c(x); apply the uniform quantizer on the compressed signal Q u (c(x)); expand the quantized version of the compressed signal using an inverse compressor function c -1 (Q u (c(x))) [1] (Fig. 1) . µ-law companding quantizer Q μ , which we consider in this paper, is defined by µ-law compressor function c(x):
where the parameter μ is the compression factor and x max is the µ-law companding quantizer's support region threshold. The process of quantization performs as follows:
where x and x denote an original and a quantized signal, respectively.
The total distortion is a quality measure of quantization process and can be found as a sum of the granular and the overload distortion. In general, distortion D, defined as a sum of a granular distortion D g and an overload distortion D o , is given by [1] : 
For the assumed Laplacian probability density function (PDF) [1]   2 2 exp -2
the expressions for the granular and the overload distortion of the µ-law companding quantizer are as follows [5] , [6] : 
with respect to x max , where c = ln 2 (µ+1)/(3N 2 ) is a constant. By setting the first derivate of the distortion given by (12) to zero with respect to x max , we obtain:
To provide the solution of our optimization problem we apply Newton's method [7] , [8] 
Newton's method is a generalized process to determine a root of a system (or a single) of equations f(x)=0 [7] , [8] . It is a method for determining successively better approximations to the roots (or zeroes) of a real-valued function. Newton's method is not only the method easy to comprehend, but it is a very efficient way to find the solution to the equation. Newton's method requires that the derivative be calculated directly. An analytical expression for the derivative may not be easily obtainable and could be expensive to evaluate. In our case, it is simple to determine the derivative of f(x max ) so that the application of Newton's method is suitable for our optimization problem.
We initialize the iterative method using the support region threshold of the µ-law companding quantizer derived in [5] for the cases when the compression factor has an arbitrary large value
By combining (15) and (16) we obtain
Geometrically, (   The relative error of determining the support region threshold can be defined as follows
where opt max x is obtained by numericaly optimizing the support region threshold of the quantizer in question so that to provide the minimum of the distortion (12). Note that our goal is to provide the solution to the optimization problem that would be efficiently applicable for any compression factor value. In fact, our goal is to decrease the relative error of determining the support region threshold that has been calculated in [5] 
This is of great interest especially for arbitrary small values of compression factor. In what follows discussion is provided about the relative error of determining the support region threshold by following the proposed approach and the one given in [5] .
III. NUMERICAL RESULTS
This section provides us with a detail analysis of the numerical results that we have calculated for the considered µ-law companding quantizer and the proposed Newton's method of determining the support region threshold. Specifically, in this section, for some arbitrary values of the compression factor µ, the values of the support region thresholds, which we have ascertained by applying the proposed approach, are compared with the corresponding ones calculated following the approach from [5] .
The relative error of determining a root value is usually appointed criteria for stopping an iterative algorithm. In our approach to support region determination, as a baseline, we initialize the iterative method, using the support region threshold   0 max x derived in [5] , for the cases when the compression factor has an arbitrary large value. Note that once we have   0 max x [5] , and we accept the accuracy of determining the support region threshold in the first decimal place, the applied Newton's method, stops after the first iteration in all of the observed cases of the assumed compression factor values, except in the case where µ has very small value (µ = 10). [%]
  In that case, the relative error of determining the support region threshold for N = 16, N = 32, N = 64, N = 128 and N = 256 ranges from 2.130 % to 3.111 % and is much smaller than the one calculated following the approach from [5] , which ranges from 6.578 % to 7.657 %. Since the initial value   0 max x is derived for an arbitrary large value of compression factor µ, it is expectedly that our method converges fastest to the root value opt max x , with the smallest relative error δ (1) , in the case where the compression factor amounts to µ = 255. Table I can be determined by following the
