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Abstract
‘Chordal multipartite graphs’ are properly colored graphs such that two vertices in a minimal vertex separator are adjacent if and
only if they are differently colored. They have induced cycle characterizations that transcend those of chordal and chordal bipartite
graphs. Graphs that have such ‘chordal colorings’ are weakly chordal graphs with simple forbidden subgraph characterizations, and
such a chordal coloring of a graph G requires only (G) colors.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Recall that a proper coloring of a graph G is a vertex coloring in which adjacent vertices get different colors, and an
optimal coloring of G is a proper coloring that uses the minimum possible number, (G), of colors. A set S ⊂ V (G)
is a u, v-separator if vertices u and v are in the same component of G, but different components of G − S; if S is also
inclusion-minimal, then S is a minimal u, v-separator. More generally, S is a (minimal) vertex separator if there exist
vertices u and v such that S is a (minimal) u, v-vertex separator.
Deﬁne a properly k-colored graph G, (G)k |V (G)|, to be a chordal k-partite graph if every minimal vertex
separator S ⊂ V (G) induces a subgraph in which vertices are adjacent if and only if they are differently colored
(but not all of the k colors need to occur in S); G is a chordal multipartite graph if there exists a k for which G is a
chordal k-partite graph. The example in Fig. 1 shows that different proper k-colorings of the same graph can be chordal
multipartite or not (this graph has three minimal vertex separators, each consisting of a pair of vertices in the 4-cycle,
at least one having degree 3).
The chordal 2-partite graphs as just deﬁned are precisely the traditional [1,2,4,7] chordal bipartite graphs—the
bipartite graphs in which every induced cycle is a 4-cycle; equivalently, these are the bipartite graphs in which every
cycle large enough to have a chord does have a chord. (These are just called ‘chordal graphs’ in [1], which is entirely
within the context of bipartite graphs.) The classes of chordal 2-partite graphs and chordal bipartite graphs are identical
because of the Golumbic–Goss characterization of chordal bipartite graphs as the graphs in which every minimal
vertex separator induces a complete bipartite graph (possibly an independent set, all with the same color). (Note: The
Golumbic–Goss characterization is usually stated in terms of minimal edge separators, but it also holds for minimal
vertex separators, as noted in [8].)
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Fig. 1. Two properly 3-colored graphs; the one on the left is chordal multipartite, but not the one on the right—the color-1 vertex and the lower-right
color-3 vertex induce a minimal vertex separator in which differently colored vertices are not adjacent.
The chordal |V (G)|-partite graphs as deﬁned above are precisely the traditional [2,4,7] chordal graphs—the graphs
in which every induced cycle is a 3-cycle; equivalently, every cycle large enough to have a chord does have a chord.
The classes of chordal |V (G)|-partite graphs and chordal graphs are identical because of the Dirac characterization of
chordal graphs as the graphs in which every minimal vertex separator induces a complete graph. Chordal graphs are
also chordal k-partite whenever (G)k |V (G)|. (Warning: Despite their names, chordal k-partite graphs, chordal
bipartite graphs, and chordal multipartite graphs are almost never chordal graphs; the end of the ‘Epilogue 2004’chapter
of [4] defends the terminology.)
Section 2 will present several basic results concerning chordal multipartite graphs, beginning with an induced cycle
characterization in Theorem 1 that extends the traditional induced cycle deﬁnitions of chordal bipartite graphs and
chordal graphs. Theorem 4 and Corollary 5 will characterize the graphs that are chordal k-partite for some proper
k-coloring, and Theorem 6 will show that only k = (G) colors are needed.
2. Main results
Theorem 1. A properly k-colored graph is chordal k-partite if and only if every induced cycle is either a 3-cycle or a
2-colored 4-cycle.
Proof. First, suppose a properly k-colored graph G is chordal k-partite, and C = v1, v2, . . . , vl, v1 is an induced
l-cycle of G. The l = 3 case is immediate. Suppose either l = 4 and C is not 2-colored or that k5 (arguing toward a
contradiction). Choose vi and vj to be nonadjacent and differently colored. Then vi and vj are in a common minimal
vi−1vi+1-separator (setting vl+1 = v1), contradicting the deﬁnition of chordal k-partite.
Conversely, suppose G is properly k-colored but not chordal k-partite; say S is a minimal x, y-separator that contains
differently colored yet nonadjacent vertices u and v, and Gx and Gy are the components of G − S that contain,
respectively, x and y. By the minimality of S, there exist both an x, y-path that contains u but not v and a second
x, y-path that contains v but not u. The portions of these two paths that lie in Gx determine an induced u, v-path 
whose interior vertices all lie in Gx ; similarly, there is an induced u, v-path ′ whose interior vertices all lie in Gy .
Then,  ∪ ′ will form an induced cycle C in G that passes through u and v and has |C|4. Because u and v have
different colors, |C|=4 would require C to contain at least three different colors of vertices. Thus, C is neither a 3-cycle
nor a 2-colored 4-cycle. 
A long hole is an induced cycle of length greater than four. Theorem 1 implies that chordal multipartite graphs have
no long holes. Theorem 2 below will be comparable to the characterization [6] of graphs that have no long holes as the
graphs in which every l-cycle (meaning every cycle, not necessarily induced, of length l3) is the sum of c3 distinct
3-cycles and c4 distinct 4-cycles such that c3 + 2c4 = l − 2 (where the sum of cycles means the symmetric difference
of their edge sets, as is traditional for cycle spaces of graphs).
Theorem 2. A properly k-colored graph is chordal k-partite if and only if every l-cycle, l3, is the sum of c3 distinct
3-cycles and c∗4 distinct 2-colored 4-cycles such that c3 + 2c∗4 = l − 2.
Proof. First, suppose G is a properly k-colored, chordal k-partite graph, and C is an l-cycle, l3. If l = 3, then simply
set c3 = 1 and c∗4 = 0; if l = 4, then C is 2-colored by Theorem 1 so simply set c3 = 0 and c∗4 = 1. So suppose l5. By
Theorem 1, C must have a chord e such that C is the sum of cycles C1 and C2 of lengths l1 and l2 respectively, where
{e} = E(C1) ∩ E(C2) and l1 + l2 = l + 2. Induction implies that each Ci is the sum of ci3 distinct 3-cycles and c∗i4
distinct 2-colored 4-cycles such that each ci3 + 2c∗i4 = li − 2. Hence, C is the sum of c3 = c13 + c23 distinct 3-cycles
and c∗4 = c∗14 + c∗24 distinct 2-colored 4-cycles such that c3 + 2c∗4 = (l1 − 2) + (l2 − 2) = l − 2.
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Fig. 2. Two graphs that are not chordal colorable (the ‘shapes’ of the vertices will play a role in the proof of Theorem 4).
Conversely, suppose G is properly k-colored, C is any induced cycle of length l, and C is the sum of c3 distinct
3-cycles and c∗4 distinct 2-colored 4-cycles such that c3 +2c∗4 = l −2. If l =3, then C must be a 3-cycle. If l =4, then C
must be a 2-colored 4-cycle. So suppose l5. If each of those c3 3-cycles were to have at most one edge in commonwith
C and each of those c∗4 4-cycles were to have at most two edges in common with C, then |E(C)| = lc3 + 2c∗4 = l − 2,
a contradiction. So, either one of those 3-cycles must contain two edges of C, making its third edge a chord of C, or one
of those 4-cycles must contain three edges of C, making its fourth edge a chord of C; either possibility would contradict
C being an induced cycle. 
Deﬁne a chordal coloring of a graph to be a proper k-coloring for which the graph is a chordal k-partite graph,
and call a graph chordal colorable if some proper coloring is a chordal coloring. Chordal graphs and chordal bipartite
graphs are examples of chordal colorable graphs—in fact, a graph is chordal if and only if every proper coloring is
a chordal coloring. Fig. 2 shows two graphs that are not chordal colorable (by Theorem 1, nonadjacent vertices of
induced 4-cycles would have to be colored the same, but the two 4-cycles in G1 or any two 4-cycles in G2 would cause
irreconcilable color clashes).
For any graph G, deﬁne G to be the graph obtained from G by inserting, for every induced 4-cycle w, x, y, z,w of
G, two new edges (chords) wy and xz (this makes G a subgraph of the square of G).
Lemma 3. The following are equivalent for every graph G:
(1) G is chordal colorable.
(2) G has no long holes and no triangle in G has exactly one edge in G.
Proof. Deﬁne G∗ to be the graph obtained from G by inserting, for every k4 and every induced k-cycle C =
x1, x2, . . . , xk, x1, new edges (chords) xixj whenever xixj /∈E(C) (this makes G a subgraph of G∗). The argument
below will show that conditions (1) and (2) are also equivalent to the following:
(a) G has no long holes and no cycle in G has exactly one edge in G.
(b) No cycle in G∗ has exactly one edge in G.
(c) No triangle in G∗ has exactly one edge in G.
(1) ⇔ (a): First observe that if G is chordal colorable, then G cannot contain a long hole by Theorem 1. Also, when
chordal coloring the vertices of a graph G with an unlimited number of colors, a previously unused color can always
be chosen for a vertex except that, by Theorem 1, nonadjacent vertices of induced 4-cycles must always be given the
same color. In other words, vertices v,w ∈ V (G) will be forced to have the same color in a chordal coloring if and
only if they are in a common component of E(G)–E(G). Therefore, a graph G with no long holes will be chordal
colorable if and only if no path of edges from E(G) to E(G) has endpoints that are adjacent in G—and so if and only
if no cycle in G has exactly one edge in G.
(a) ⇔ (b): No long holes implies that G = G∗, and so condition (a) implies (b). Conversely, suppose (b). Then,
in particular, no cycle in G can have exactly one edge in G. Suppose G had a long hole (arguing toward a contradic-
tion). Then G∗ would contain a triangle consisting of two edges from E(G∗) to E(G) and one edge from the hole,
contradicting (b).
(b) ⇔ (c): Condition (c) is the length-3 case of (b). Conversely, suppose (c) and C is a minimal length cycle in
G∗ that has exactly one edge uv ∈ E(G) (arguing toward a contradiction). Say C = u, x1, x2, . . . , xh, v, u, where
(c) ensures h2 and ux2 /∈E(G). Since every two consecutive vertices of C are in a common cycle of G, all the
way around C, u and x2 must be in a common cycle of G, which makes ux2 ∈ E(G∗) − E(G). But then the cycle
u, x2, . . . , xh, v, u would contradict the minimality of C.
(c) ⇔ (2): By the same argument as for (a) ⇔ (b). 
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Fig. 3. Three subgraphs H for the proof of Theorem 4.
(The auxiliary graph G∗ in the proof of Lemma 3 can be viewed as a signed graph, with negative edges from G and
positive edges from G∗ to G. A chordal coloring of G corresponds to a signed coloring of G∗ as in [3], where cycles
having exactly one negative edge—as in condition (b)—play a similar role.)
Theorem 4. The following are equivalent for every graph G:
(1) G is chordal colorable.
(2) G has no long holes and contains neither graph G1 nor G2 from Fig. 2 as an induced subgraph.
(3) G has no long holes and no minimal vertex separator has an induced subgraph isomorphic to K1 ∪ K2.
Proof. (1) ⇒ (2): This follows directly from Theorem 1.
(2) ⇒ (1): Suppose G is not chordal colorable and has no long holes (toward showing that G contains G1 or G2 as
induced subgraph). By Lemma 3, suppose uvw is a triangle in G where uv ∈ E(G) and uw, vw ∈ E(G) − E(G).
This can occur in three ways, corresponding to the three subgraphs of G shown in Fig. 3, in which any combination of
edges other than xx′, yy′, uw, and vw could conceivably occur in G.
First, consider the left subgraph H of graph G in Fig. 3 (the x = y and x′ = y′ case). Note that if both uy, uy′ ∈
E(G), then H − {x, x′}G1 no matter what other allowable edges might occur. Therefore, we can assume that not
both uy, uy′ ∈ E(G) and, similarly, that not both vx, vx′ ∈ E(G).
Suppose now that uy, vx ∈ E(G) and uy′, vx′ /∈E(G). Then x′y′ ∈ E(G) in order to prevent H −{x, y}C5 being
a long hole. If there are no further edges in G, then both H − xG2 and H − yG2. The only way to prevent those
isomorphisms is to have both xy′, x′y ∈ E(G), in which case H −{u, x}G1. Similarly for the case uy′, vx′ ∈ E(G)
and uy, vx /∈E(G), the case uy, vx′ ∈ E(G) and uy′, vx /∈E(G), and the case uy′, vx ∈ E(G) and uy, vx′ /∈E(G).
Therefore, we can assume that no two of the edges vx, vx′, uy, and uy′ occur in G. Suppose, say, vx ∈ E(G) (the
other four cases are similar). Then x′y ∈ E(G) (to prevent H − {x, y′}C5), but then H − y′G2.
Therefore, we can assume that none of the edges vx, vx′, uy, and uy′ occur in G. But then xy, xy′, x′y, x′y′ ∈ E(G)
(to prevent, respectively, H − {x′, y′}, G − {x′, y}, G − {x, y′}, and H − {x, y}C5) with no additional edges in
G—but then H − {y, v}G1.
Next, consider the middle subgraph H of graph G in Fig. 3 (the x = y and x′ = y′ case). If uy′ [or x′v] is an edge,
then H − x′G1 [respectively, H − y′G1]. Otherwise, x′y′ must be an edge (to prevent H − xC5), and HG2.
Finally, consider the right subgraph H of graph G in Fig. 3 (the x = y and x′ = y′ case). This subgraph would have
no additional edges from G, and so HG1.
(2) ⇒ (3): Suppose G has no long holes and has a minimal vertex separator S that contains three vertices a, b, and
c where ab ∈ E(G) and ac, bc /∈E(G). Consider induced paths that connect b and c in two components of G − S.
Because G has no long holes, each of these paths must have length two. In other words, there are vertices x and y in
different components of G − S such that xb, xc, yb, yc ∈ E(G). Similarly, there are vertices x′ and y′ in the same
components of G − S as x and y, respectively, such that x′a, x′c, y′a, y′c ∈ E(G). Suppose for the moment that this
can only be done with x = x′ and y = y′. Then ax, bx′ /∈E(G) and so xx′ ∈ E(G) (in order to avoid a, b, x, c, x′, a
forming a long hole); similarly, ay, by′ /∈E(G) and yy′ ∈ E(G). This x = x′, y = y′ case is illustrated in Fig. 4. Note,
however, that deleting x and y′ would still leave a long hole.
Hence, it must be that either x = x′ or y = y′ is possible. If only one of these two equalities holds, then the subgraph
is isomorphic to G2. If both of these two equalities hold, then the subgraph is isomorphic to G1.
(3) ⇒ (2): Suppose G has no long holes and no minimal vertex separator induces a subgraph isomorphic to K1 ∪K2.
Then G contains neither induced subgraph from Fig. 2, because the ‘square’ vertices in either would induce a copy of
K1 ∪ K2 inside of (indeed, spanning) a minimal vertex separator. 
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Fig. 4. Another subgraph for the proof of Theorem 4.
Fig. 5. Two graphs for the proof of Theorem 6; the ‘horizontal’ path shown is a subpath of H − .
A graph is weakly chordal [2,7] if it contains no induced subgraph isomorphic to either a long hole Cl , l5 or a
long antihole, meaning the complement Ccl of a long hole.
Corollary 5. A graph is chordal colorable if and only if it is weakly chordal and does not contain the graph G1 from
Fig. 2 as an induced subgraph.
Proof. Every chordal colorable graph G has no long holes and does not contain G1 by Theorem 4. Also by Theorem
4, G cannot contain an induced Cc5, since C
c
5C5; or an induced C
c
6, since C
c
6 is isomorphic to G2; or an induced Ccl ,
l7, since an induced cycle v1, v2, . . . , vl, v1 in Gc would make {v1, v2, v4, v5, vl} induce a copy of G1 in G. Thus,
G contains no long antiholes and so is weakly chordal.
The converse follows immediately from Theorem 4 and G2Cc6. 
A graph is perfect [4] if, for every induced subgraph H, the chromatic number (H) equals (H), the order of the
largest complete subgraph of H. Corollary 5 implies that all chordal colorable graphs are perfect graphs (since weakly
chordal graphs are perfect [2,5]), and so their optimal colorings use only (G) colors. Theorem 6 will show the same
for their chordal colorings.
Theorem 6. Every chordal colorable graph G can be chordal colored using only (G) = (G) colors.
Proof. Suppose G is chordal colorable, and so perfect. Set =(G)= (G). Deﬁne G′ from G as follows: For some
induced 4-cycle w, x, y, z,w of G, create  − 1 pairwise-adjacent ‘new’ common neighbors of x and z. Note that
(G′) = .
Suppose for the moment that G′ contains a long hole H. Since G is perfect, H must contain at least one new vertex,
say  ∈ V (G′) − V (G) with common neighbors x and z; indeed, being an induced cycle, H must contain exactly that
one new vertex. Since neither H −  + y nor H −  + w can be a long hole in the perfect graph G, each of y and w
must have a neighbor that is an interior vertex of the x, z-path induced by H − . Because G has no long holes, G must
contain one of the induced subgraphs shown in Fig. 5, and so will contain an induced subgraph isomorphic to G1 or
G2 in Fig. 2, contradicting G being chordal colorable. Thus, G′ can contain no long hole.
Now suppose that G′ contains a long antihole H. Since G is perfect, H must again contain exactly one new vertex,
say  ∈ V (G′) − V (G) with common neighbors x and z. Because  will be adjacent in the complement of G′ to every
vertex of G except x and z, those vertices must be the only two vertices in the long antihole H that are adjacent to  in
G, which forces |V (H)| = 5. But C5 is self-complementary, so a long antihole of order ﬁve in G′ would also be a long
hole, which already led to a contradiction. Thus, G′ can contain no long antihole.
So G′ is weakly chordal. Imagine repeating this construction to form G′′ = (G′)′, G′′′, . . . , until every pair of
nonadjacent vertices of the original graph G that are in an induced 4-cycle of G forms the neighborhood of an  − 1
clique. This ultimately ends with a graph G+ that has (G+) =  and is weakly chordal. So this graph G+ is perfect
and so has an optimal -coloring.
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Each pair x, z of nonadjacent vertices from an induced 4-cycle of G is in two order- maximal complete subgraphs
of G+ that have exactly the same  − 1 new vertices. This ensures that every pair of nonadjacent vertices in every
induced 4-cycle receive the same color in -colorings of G+. By Theorem 1, every optimal coloring of G+ thereby
produces a chordal coloring of G that uses only (G) = (G) colors. 
Recall that the concepts of chordal multipartite graphs and chordal colorable graphs both depend on the existence
of a k for which there is a certain sort of proper k-coloring. Theorem 6 shows that this k can always be taken to be
(G) = (G). Thus, chordal multipartite graphs are precisely the chordal (G)-partite graphs, which are precisely
the chordal (G)-partite graphs.
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