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Abstract The Bacterial Foraging Optimization (BFO)
is one of the metaheuristics algorithms that most widely
used to solve optimization problems. The BFO is imi-
tated from the behavior of the foraging bacteria group
such as Ecoli. The main aim of algorithm is to elimi-
nate those bacteria that have weak foraging methods
and maintaining those bacteria that have strong forag-
ing methods. In this extent, each bacterium communi-
cates with other bacteria by sending signals such that
bacterium change the position in the next step if prior
factors have been satisfied. In fact, the process of algo-
rithm allows bacteria to follow up nutrients toward the
optimal. In this paper, the BFO is used for the solutions
of Quadratic Assignment Problem (QAP), and multi-
objective QAP (mQAP) by using updating mechanisms
including mutation, crossover, and a local search.
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1 Introduction
The Quadratic Assignment Problem (QAP) is one of
the reputed NP-hard combinatorial optimization prob-
lems. The QAP has been introduced by Koopmans and
Beckmann (1957). It can be defined as a problem to
allocate a facility set to a location set with mutual dis-
tances among the locations and mutual flow among the
facilities. The objective is to assign each facility to a
location such that the total cost is minimized. Specifi-
cally, given two n ∗ n matrices A = (fij) and B = (dkl)
as input, such that all the elements are real, and let
fij be flow among facility i and facility j, dkl be the
distance among the location k and location l. Also,
let n be the number of facilities and locations, where
n = {1, 2, 3, . . . , n}. The formulation of the QAP can
be defined as follows (Koopmans and Beckmann 1957):
min
ϕ∈SnQ(ϕ) =
n∑
i=1
n∑
j=1
fijdφ(i)φ(j) (1)
where, Sn is defined as a permutation set of n locations.
Each individual product fijdφ(i)φ(j) , computes the cost
of assigning facility i to location φ(i) and facility j to
location φ(j). It should be noted that, one facility can
be assigned to only one location, and one location can
be assigned to only one facility in a solution (M. Zhao
et al. 2008; Rainer et al. 1998).
Knowles and Corne (2002) introduced another QAP
version, that is multiObjective QAP (mQAP). In this
case, the mQAP has multiple flow matrices and a dis-
tance matrix. The mQAP is more commonly used where
one facility should be assigned to one location with re-
spect to the multiple flow matrices and with a distance
matrix such that flow matrices are different from each
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other. So, the mQAP can be modeled as follows:
min
ϕ∈SnQ¯(ϕ) = Q
1(ϕ), Q2(ϕ), . . . , Qm(φ) (2)
where,
Qp(φ) =
n∑
i=1
n∑
j=1
fpijdφ(i)φ(j) (3)
In this formula, the fpij indicates p
th flow between fa-
cility i and facility j, and m is number of objectives.
Other definitions in QAP work here.
Bacteria Foraging Optimization (BFO) is one of the
bio-inspired optimization algorithms that was devel-
oped to make a bridge between microbiology and en-
gineering. The BFO algorithm imitates some charac-
teristics of bacteria foraging such as chemotactic, re-
production, and quorum sensing. The BFO was intro-
duced by Kevin M. Passino (2002), and it consists of
four steps namely: 1) CHEMOTACTIC, 2) SWARM, 3)
REPRODUCTION, 4) ELIMINATION and DISPER-
SAL which is a space to solve complicated optimization
problems (see section 3).
Genetic Algorithm is one of the powerful algorithm
for solving the combinatorial optimization problem. GA
imitates the process of evolution on an optimization
problem. Each feasible solution of a problem is behaved
as an individual solution with corresponding fitness fun-
ction value. GA keeps a population of feasible solutions
in which the selection operator will maintain the fittest
individuals. There is a structured randomized informa-
tion exchange between two individuals to give rise to
better individuals called crossover operator. The mu-
tation operator is a process of adding diversity to the
population by randomly changing some genes. The GA
repeatedly applies these processes until the population
converges (Gamal Abd El-Nasser A. Said et al 2014).
2 Related work
Chunguo Wu, Na Zhang, Jingqing Jiang, Jinhui Yang,
and Yanchun Liang (2007) have proposed a novel ap-
proach to solve Job Shop Scheduling Benchmark prob-
lem by using Bacteria Foraging Algorithm. Chunguo
Wu et al. have described BFO is a evolutionary com-
putation algorithm which is based on the foraging be-
havior of Ecoli bacteria, and it is a random search al-
gorithm.
The main aim of BFO algorithm is to eliminate
those bacteria which have weak foraging methods and
maintaining those bacteria which have breakthrough
foraging methods to maximize energy per unit time.
S. Subramanian and S. Padma (2011) have described
that it is used to minimize cost and improve efficiency
in parallel by using multiobjective BFO optimization.
Jing Dang et al. (2008) have described BFO algo-
rithm as a biologically inspired computation technique
such that each bacterium contacts with other bacteria
by sending signals. In the process, bacteria move to the
next step to collect nutrient if previous factors have
been satisfied. During the lifetime of a bacterium, it
undergoes different stages such as chemotactic, repro-
duction and elimination dispersal. The BFO algorithm
has been implemented to solve various real world prob-
lems. In this paper, the author suggested that the BFO
could be used to solve difficult engineering design prob-
lems.
In the rest of this paper, an introduction of the BFO
algorithm and the multiobjective BFO (MOBFO) algo-
rithm will be presented in section 3. In section 4, a new
approach using BFO algorithm for the solution of single
and multiobjective QAP will proposed. In section 5, ex-
perimental results of several methods will be compared
with the proposed method. The results show that the
proposed method outperforms other algorithms.
3 Bacteria Foraging Algorithm
The Bacterial Foraging Optimization algorithm is one
of the nature-inspired optimization algorithms, which
inspired from bio mimicry of Ecoli bacteria. The BFO
introduced by Kevin M. Passino (2002), is to elimi-
nate those bacteria which have weak foraging meth-
ods and maintaining those bacteria which have break-
through foraging methods to maximize energy obtained
per unit time. In the process, each bacterium commu-
nicates with other bacteria by sending signals, in which
bacteria move to the next step to collect nutrient if
previous factors have been satisfied. The basis BFO in-
cludes of four principle parts: 1) chemotactic, 2) swarm-
ing, 3) reproduction, and 4) elimination and dispersal
(S. Das et al. 2009).
3.1 Chemotactic
In biological point of view, the chemotactic process is
movement of bacteria for gathering food. The Ecoli bac-
terium is able to move in two diverse ways, swimming
and tumbling. In the swimming way, the bacterium
swims in same direction to search for food, and in the
tumbling way, it changes the direction to another direc-
tion. Assume θi(j, k, l) shows the current position in ith
bacterium, jth chemotactic step, kth reproduction step,
and lth elimination and dispersal event, the position of
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bacterium in the next chemotactic step by tumbling is
as follows (S. Das et al. 2009):
θi(j + 1, k, l) = θi(j, k, l) + C(i)
∆(i)√
∆T (i)∆(i)
(4)
where, C(i) shows the size of the step taken in the ran-
dom direction specified by the tumble for ith bacterium,
∆(i) indicates a vector in the random direction in popu-
lation size whose elements lie in [-1, 1], and ∆T (i) shows
transposed randomize vector of direction ∆(i).
3.2 Swarm
In this part, more healthy bacteria attempt to attract
other bacteria and collect them in a point to get the
solution more quickly. Essentially, the Swarm is a be-
havior that wants to recruit and group bacteria to move
as concentric pattern with high bacterial density. The
mathematical formula of swarm behavior is defined as
follows (Kevin M. Passino 2002):
Jcc
(
θ, P (j, k, l)
)
=
S∑
i=1
Jcc
(
θ, θi(j, k, l)
)
=
S∑
i=1
[
− dattractexp
(− wattract P∑
m=1
(θm − θim)2
)]
+
S∑
i=1
[
− hrepellentexp
(− wrepellent P∑
m=1
(θm − θim)2
)]
(5)
where, Jcc
(
θ, P (j, k, l)
)
shows fitness function cost. In
every step it should be added to the main cost (to be
minimized). Jcc shows how far a bacterium is from the
fittest bacterium. The S is the total number of bacte-
ria, P is the number of variables to be optimized in
each bacterium, θm is the position of the p-dimensional
search space, where m = {1, 2, 3, . . . , p},dattract,wattract
,hrepellent and wrepellent are diversity coefficients.
3.3 Reproduction
After chemotactic and swarming periods, some bacteria
have enough nutrient and some others are unsuccessful
at searching for nutrient. In reproduction part, those
bacteria which have enough nutrient will reproduce and
others are eliminated. To this end, the health status of
each bacterium is calculated as the sum of the step
fitness during its life as follows:
J ihealth =
Nc∑
j=1
J(i, j, k, l) (6)
Values obtained by Jhealth for each individual of the
population (bacteria) are sorted in ascending order. The
first half of the bacteria (Sr = S/2) are duplicated and
replaced to the second half that have less health status
value. So, individuals with lower health status value has
more chance to survive. This process not only will keep
the population constant, but also the healthier bacteria
continue to next generation.
3.4 Elimination and dispersal
During this step, the population may eventually change
their positions when density of bacteria being high in
a small area and the temperature of this area being in-
creased along with that. Thus, the algorithm kills bac-
teria at high temperature. In this case, the elimination
and dispersal event relocates the bacteria to different
environments to avoid to bacteria death, and avoid lo-
cally optimal solution.
4 Multiobjective Bacteria Foraging Algorithm
In the BFO algorithm bacteria attempt to find con-
centrated nutrients avoid noxious substrates. In this
case, there is just one objective which exploring the
search. Instead Multiobjective Bacterial Foraging Op-
timization (MOBFO) is inspired for solution of multi-
objective optimization problems. The main aim of such
problems is to find all values which are possibly sat-
isfied to all fitness functions. Since different decision
makers have different ideas about fitness functions, it
is not easy to choose a single solution for multiobjective
optimization problems without interaction with the de-
cision makers. Thus, the MOBFO shows a set of Pareto
optimal solutions to decision makers. The main tar-
get of multiobjective optimization problems is to ob-
tain a nondominated front which is close to the true
Pareto front. Thereafter, the MOBFO with integra-
tion between health sorting approach and Pareto dom-
inance mechanism to solve multiobjective problems is
proposed (B.K. Panigrahi et al. 2011). The new opti-
mization algorithm based on MOBFO is given.
5 Proposed Method
Bacteria foraging algorithm is one of the bio-inspired
algorithms which can solve the QAP. Since, the QAP
is a nonlinear problem, most probably reasonable so-
lutions can be achieved with deterministic algorithms
(P.Ji et al. 2006).
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1. Parameter initialization,
p, S,Nc, Ns, Nre, Ned, Ped, θi, C(i)(i = 1, 2, . . . , S),
set rank for all bacteria to 1.
where,
p: dimension of search space;
S: population of bacteria;
Nc: chemotactic for each bacterium lifetime;
Ns: swim part;
Nre: reproduction part;
Ned: elimination and dispersal part;
Ped: probability for eliminated and dispersed;
C(i)(i = 1, 2, . . . , S): tumbling part size.
2. Elimination-dispersal counter: ell = ell + 1.
3. Reproduction counter: k = k + 1.
4. Chemo-tactic counter: j = j + 1.
(a) Take the chemotactic part for ith bacterium,
i = 1, 2, 3, . . . , S as follows.
(b) Compute two fitness functions J1(i, j, k, l),
J2(i, j, k, l).
(c) Let Jlast1 = J1(i, j, k, l), Jlast2 = J2(i, j, k, l)
to save the value since it may find better values
during a run.
(d) Tumble: Generate a random vector ∆(i) = Rp
with each element ∆m(i),m = 1, 2, . . . , p, in
which random number lies [-1, 1].
(e) Move: Update the position as follows:
θi(j + 1, k, l) = θi(j, k, l) + C(i)
∆(i)√
∆T (i)∆(i)
(f) Compute each fitness function Jt(i, j + 1, k, l),
(t = 1, 2)
(g) Swim:
i. Let m = 0 (counter for swim length).
ii. While m < Ns(if have not climbed down
too long)
Let m = m+ 1
If J1(i, j + 1, k, l) < Jlast1, let Jlast1 =
J1(i, j + 1, k, l) If J2(i, j + 1, k, l) < Jlast2,
let Jlast2 = J2(i, j + 1, k, l) Then another
steps of size C(i) in this same direction
is taken as the section v and calculate
Jlast(t) = Jt(i, j + 1, k, l), (t = 1, 2) by
using θi(i, j + 1, k, l). Else let m = Ns.
(h) Go to next bacterium (i+ 1) if i 6= S (i.e. go to
(ii) to process the next bacterium).
5. If j < Nc go to the step 3, and start next chemo-
tactic steps till number of reproduction steps are
reached.
6. Reproduction:
(a) For the given k and l, and for each i =
1, 2, . . . , S, let Jhealth be the health of the ith
bacteria, thereafter, bacteria will be sorted in
ascending order.
Jhealth1 =
∑Nc
j=1 J(i, j, k, l), Jhealth2 =∑Nc
j=1 J(i, j, k, l)
(b) The bacteria with the highest Jhealth val-
ues also dominated die, and the other non-
dominated bacteria with best Jhealth values re-
produce. The number of the die individuals is no
more than Sr then copy the best bacteria in or-
der of keeping the group number unchangeable.
7. If k < Nre go to the step 2, and if number of repro-
duction steps are not reached start the next gener-
ation in the chemotactic step.
8. Elimination-dispersal: For i = 1, 2, 3, . . . , S with
probability Ped, eliminate and disperse each bac-
terium, which results in keeping the number of bac-
teria constant. To this end, if a bacterium is elimi-
nated, simply disperse one to a random location on
the optimization domain. If ell < Ned, start from
step 2, otherwise end.
Fig. 1: The pseudo code related to MOBFO.
The reason that BFO has been chosen to solve QAP
problems is because both of them are geometrically rel-
evant to find the solutions. Moreover, the BFO is rep-
resentation an optimization algorithm that can avoid
locally optimal solutions in the elimination and disper-
sal step and leads to global optimal. So, many times
NP-hard problems like QAP that are stopped by local
optima needs to be solved with optimization algorithms
like BFO.
In this paper, BFO and MOBFO have been used
for the solution of QAP and mQAP, respectively. The
chemotactic step is the updating part of BFO in which
we have plugged in some of GA (K. Deb et al. 2002) op-
erators such as crossover and mutation. The crossover
operator transfers the parents’ chromosome to the next
generation and makes solution to avoid local minimum
optima. On the other hand, the mutation operator cre-
ates new positions of increase diversity. In addition,
tabu search (Fred Glover 1990) is plugged in to elimina-
tion and dispersal part along with bacteria split i.e. this
will lead algorithm escape from local optima. In this
section, we will explain GA operators and tabu search
in detail. There are two concepts to optimize, single
objective and multiobjective. First of all, the definition
of each will present. Then the corresponding algorithm
for the solution of problems in different concepts will
explain.
5.1 Single Objective BFO
In the case of single objective QAP the aim is to find
one compatible solution in which the cost between fa-
cilities and locations is minimized. Consequently, the
proposed BFO with mutation operators in the updat-
ing part along with tabu search algorithm in elimi-
nation and dispersal can found reasonable solutions.
The modified BFO algorithm has three main steps: 1)
CHEMOTATIC, 2) REPRODUCTION, and 3) ELIM-
INATION and DISPERSAL.
5.1.1 Mutation
As we mentioned above, the mutation operator modi-
fies current solution in the updating part of algorithm
(step 2, chemotactic). We used three different kinds of
mutation methods, separately, in this algorithm; swap
mutation (Banzhaf, W 1990), which is one of the sim-
plest mutation methods; p/3 mutation (P. LARRAN
et al. 1999); and inversion mutation (Fogel, D. B 1990).
Results indicates BFO is more adaptable with the swap
mutation method.
In swap mutation, two locations in the solution will
be selected randomly, and will be exchanged. In p/3
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mutation method, given solution size (p) divided into 3
blocks and will act like swap mutation, i.e. two blocks
will be chosen randomly and exchanged. And, in inver-
sion mutation, two random numbers in the solution size
will be generated and the corresponding range of these
random numbers will be inverted to new solution.
5.1.2 Tabu Search
Tabu Search (TS) (Tabitha James et al. 2009) is a kind
of local search algorithm which mostly applies to NP-
hard problems. TS is a procedure that searches locally
and periodically through solution space to improve the
solution x to the solution x′ in the neighborhood of x.
The difference of TS with other local search algorithm
is based on the tabu list, that is a special short term
memory. This memory is included the previously visited
solutions that stores some of the attributes of solutions.
Thus, it gives no permission to revisited the solutions
and avoid the local optima solution. During the local
search only those moves that are not in the tabu list
will be examined, and if it produces a better solution,
then the tabu list will be overridden with new solution.
Since QAP is defined as NP-problem, then we use
TS as a local search algorithm after the elimination and
dispersal part to optimize the final solutions and avoid
the local optima.
Figure 2 demonstrate the proposed single objective BFO
in 10 steps. In step 1 and 2, the variables are initialized
and a set of random permutation numbers with P size
will be generated for each of the bacteria. In step 3, a
given QAP problem is computed for the whole popula-
tion of bacteria using Equation (1), and the minimum
cost through the whole population will be sorted as best
so far.
After that, the BFO algorithm gets started by the
chemotactic part. The chemotactic step is one of the
modified parts of the BFO algorithm in this work. Thus,
mutation operators have been used each time in order
to recreate a new population and recalculate the cost
of assignment. Again, the minimum cost through whole
population will be compared with the old solution and
if it is smaller than that, then it will be replaced with
the best so far, otherwise the algorithm continues with
the old solution.
In the reproduction step, the entire population costs
that are obtained from previous step will be sorted in
ascending order and the first half of population are re-
placed with the second half. For more convenience the
number of bacteria (population) have been set as even
number, such that in duplicating time both parts are
same, and the population stays constant. Ped is a prob-
ability of eliminate and disperse the bacteria from a
1. Parameter initialization,
p, S,Nc, Ns, Nre, Ned, Sr, Ped,
where,
p: dimension of search space,
S: population of bacteria,
Nc: chemotactic parts for each bacterium lifetime,
Nre: reproduction part,
Ned: elimination and dispersal phas,
Sr = S/2: bacteria split,
Ped: probability for eliminated and dispersed,
2. Make a random permutation for ith bacterium,
i = 1, 2, 3, . . . , S, and compute the fitness function
J(i, j, k).
3. Get the minimum cost which obtained by fitness
function and set it as best so far.
4. Elimination and dispersal counter: ell = ell + 1.
5. Reproduction counter: k = k + 1.
6. Chemotactic counter: j = j + 1.
(a) Take the chemotactic part for ith bacterium,
i = 1, 2, 3, . . . , S as follows.
(b) Apply mutation for each bacterium ith.
(c) Compute the objective function J(i, j, k).
(d) Get minimum cost, if it is better than previous
one, then replace it as best so far.
(e) Go to next bacterium (i+ 1) if i 6= S (i.e. go to
(b) to process the next bacterium).
(f) Get the minimum cost so far.
(g) If j < Nc go to the step 6, and start next chemo-
tactic steps till number of chemotactic steps are
reached.
7. Sort the cost in descending order, eliminate sec-
ond half of the bacteria and copy first half to this
part which lead to population stay constant to same
number. If k < Nre go to the step 5.
8. Elimination and dispersal: For i = 1, 2, 3, . . . , S with
probability Ped, recreate random permutation for
the bacteria.
9. Get minimum best so far.
10. Apply tabu search, if ell < Ned, then go to the step
4.
Fig. 2: The pseudo code related to proposed BFO.
location to another location. Kevin M. Passino (2002),
used 0.25 in original algorithm, and here we leave it un-
changed and set the probability to 0.25. So, each time
a random number will be generated between 0 and 1,
and if that is less than or equal to Ped, then elimination
and dispersal part starts, otherwise the algorithm will
continue with current bacteria.
In step 10, TS algorithm is applied on the BEST SO
FAR solutions and the algorithm will try to optimize
locally. Finally, the new solutions will compare with the
BEST SO FAR solutions, and whichever are better will
set to as BEST SO FAR solutions.
5.2 Multiobjectives BFO
In the case of multiobjectives QAP (mQAP) the aim
is to find a set of nondominated solutions in which the
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Table 1: Performance analysis of the algorithm
Variables Setting
Number of bacteria per generation (S) 50
Chemotactic steps (Nc) 10
Reproduction steps (Nre) 4
Elimination and dispersal steps (Ned) 10
Probability for elimination and dispersal (Ped) 0.25
Number of the runs (era) 10
Table 3: Test Suite used - Knowles and Corne
Test Name
Instance
Category
Number of
locations
Number of
flows
KC10-2fl-1rl Real-like 10 2
KC10-2fl-2rl Real-like 10 2
KC10-2fl-3rl Real-like 10 2
KC10-2fl-4rl Real-like 10 2
KC10-2fl-5rl Real-like 10 2
KC20-2fl-1rl Real-like 20 2
KC20-2fl-2rl Real-like 20 2
KC10-2fl-1uni Uniform 10 2
KC10-2fl-2uni Uniform 10 2
KC10-2fl-3uni Uniform 10 2
KC20-2fl-1uni Uniform 20 2
KC20-2fl-2uni Uniform 20 2
cost between facilities and locations is minimized. The
modified BFO, by using one of the mutation methods
that we mentioned in previous section and a crossover
operator (see next section), finds a nondominated set
of solutions. In order to minimize the cost of nondom-
inated set, a multiobjective version of TS algorithm
was applied to the elimination and dispersal step. The
proposed MOBFO algorithm has three main steps: 1)
CHEMOTATIC, 2) REPRODUCTION, and 3) ELIM-
INATION and DISPERSAL.
Intuitively we are able to say that the solution a
is better than solution b in multiobjective optimization
if and only if solution a dominates solution b. Thus,
the domination method made it possible to compare
different solutions in the multiobjective criteria. To this
end, the population is sorted by using the well known
fast nondominated sort (K. Deb et al. 2002). Shortly, for
each individual i, an integer value keeping the number
of solutions which dominate i is established, and a set
Si with the individuals dominated by the individual i
is computed. With these variables, each individual is
allocated a rank which represents the front. Thus, the
Pareto front has rank 0. Those individuals dominated
individuals of the Pareto front have rank 1. Together,
the individuals dominated only by individuals of rank
r have rank r + 1. Note, the solutions with rank 0 are
the best ones in this approach.
1. Parameter initialization,
p, S,Nc, Ns, Nre, Ned, Sr, Ped,
where,
p: dimension of search space.
S: population of bacteria
Nc: chemotactic bacterium
Nre: reproduction part
Ned: elimination and dispersal part
Sr = S/2: bacteria split
Ped: probability for elimination and dispersed.
M : number of objective functions.
2. Make a random permutation for ith bacterium,
i = 1, 2, 3, . . . , S, and compute the fitness func-
tions Jb(i, j, k), in which b is objective functions,
b = 1, 2, . . . ,M .
3. Get the nondominated set which obtained by fitness
functions and set it as non-dominated.
4. Elimination and dispersal counter: ell = ell + 1.
5. Reproduction counter: k = k + 1.
6. Chemotactic counter: j = j + 1.
(a) Take the chemotactic part for ith bacterium,
i = 1, 2, 3, . . . , S as follows.
(b) Apply crossover and mutation for each bac-
terium ith.
(c) Calculate the fitness functions Jb(i, j, k),
(d) Get nondominated set,
(e) Go to next bacterium (i+ 1) if i 6= S (i.e. go to
(b) to process the next bacterium).
(f) Store all these results with old ones in the mem-
ory, these results will sorted as basis nondomi-
nated sorting,
(g) Those which have better rank will continue their
life for next iteration on j + 1, if j < Nc go to
the step 6,
7. Eliminate half of the bacteria and copy other half to
this part which yields to population stay constant.
If k < Nre go to the step 5.
8. Elimination and dispersal: For i = 1, 2, 3, . . . , S with
probability Ped, repeat initialization part.
9. Get nondominated set.
10. Get best permutation and apply tabu search, if ell <
Ned, then go to the step 4.
Fig. 3: The pseudo code related to MOBFOA
5.2.1 Uniform Like Crossover
The crossover is one of the main operators of GA. This
operator exchanges some elements in two parents and
create a new solution (offspring). Essentially, crossover
is a completely random operator that transfers the in-
formation from parents to offspring. So far, many kinds
of crossover are available for different purposes, here we
selected one of very famous one.
The Uniform Like Crossover (ULX) operator was
introduced by Tate and Smith (1995), and mostly ap-
plies on permutation, based solutions. Crossover com-
bines two permutation A and B of size P and creates
a new solution. Similarly, ULX crossover compares the
elements in A and B and copies the equal elements to
the solution. After that, one of the A and B is selected
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Table 2: Comparisons between proposed BFO and two different versions of GA
Problems cost Standard Deviation (gap)
Proposed BFO Original BFO
Best known
(optima)
proposed BFO Z. Drezner (2003) P. Ji et al (2006)
esc16a 68 90 68 0 / /
esc16h 996 1100 996 0 / /
esc32e 2 10 2 0 / 0
esc32f 2 14 2 0 / 0
esc128 64 252 64 0 / /
had12 1652 1792 1652 0 / /
had14 2724 2978 2724 0 / /
had16 3720 3998 3720 0 / /
had20 6922 7314 6922 0 / /
lipa20a 3683 3888 3683 0 / /
lipa20b 27076 34186 27076 0 / /
lipa50b 1210244 1528076 1210244 0 / 0
scr12 31410 40288 31410 0 / /
scr20 110030 192596 110030 0 / /
Table 4: Generational distance (GD)
Test Name mGRASP/MH Fuzzy PSO NSGA-II original mBFO proposed MOBFO
KC10-2fl-1rl 6.0364e+04 0 0 3.6304e+04 0
KC10-2fl-2rl 7.7505e+04 0 0 0 0
KC10-2fl-3rl 6.5790e+04 0 0 2.0828e+04 0
KC10-2fl-4rl 1.0145e+04 0 0 2.2742e+03 0
KC10-2fl-5rl 3.7627e+04 0 0 7.8350e+04 0
KC20-2fl-1rl 1.0004e+06 - 8.6505e+04 3.3506e+05 1.4131e+03
KC20-2fl-2rl 5.2403e+06 - 2.5075e+06 4.8649e+06 1.4435e+06
KC10-2fl-1uni 2.3550e+03 0 0 6.2979e+03 0
KC10-2fl-2uni 8.5809e+03 0 0 0 0
KC10-2fl-3uni 462.0308 0 0 427.8507 0
KC20-2fl-1uni 1.4341e+04 - 3.0844e+03 1.1162e+04 699.2820
KC20-2fl-2uni 5.3530e+05 - 5.2399e+05 8.5236e+05 3.4735e+05
randomly, and the first element of that transfers to the
first location in the solution. Then, for the second lo-
cation second element of another permutation will be
transferred. If the transferred element repeated twice,
it has not to be transferred, instead this element will be
replaced from same location of another permutation. If
again the element is repeated, a random number of size
P will generated and replaced to the solution.
Figure 3 demonstrates the proposed MOBFO algo-
rithm. Similarly, MOBFO has 10 steps like BFO algo-
rithm, but instead of one solution this algorithm at-
tempts to find a set of nondominated solutions. Thus,
all steps are as same as BFO, where M is another vari-
able that is initialized for the number of objectives, and
ULX crossover is plugged in to the chemotactic part in
order to update every two bacteria to create a new so-
lution. Ultimately, a set of nondominated solution us-
ing the raking mechanism algorithm will be collected in
each iteration. In addition to that, multiobjective TS is
plugged in to the elimination and dispersal part in or-
der to apply local search on the current nondominated
set of solutions and optimize them.
6 Experimental Results
Problems from the well known QAPLIB (Rainer E.
Burkhard et al. 1991) are used here to evaluate the per-
formance of the algorithm. The experimental environ-
ment is P4 PC machine with 1GB memory; operating
system is windows 7; developing software is MATLAB
2010a. We tested our BFO on 14 instances in QAPLIB.
The results were compared with original BFO and best
known so far solutions that are available in QAPLIB.
Also, Standard Deviation (SD) of the our BFO and
results obtained for P. Ji et al (2006) and Z. Drezner
(2003) were compared. Table 1 shows the algorithm set-
tings that were tested.
Table 2 demonstrates the results of single objective
instances. It can be found that our BFO performed bet-
ter than original BFO in terms of optimal results. And
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our BFO performed better than Z. Drezner (2003) and
P. Ji et al (2006) when the problem size is not large.
However, in some large instances when the size is 32 and
50 our BFO performed as good as Z. Drezner (2003) and
P. Ji et al (2006).
We used a set of 12 benchmark mQAP instances
to test the performance of MOBFO. Table 3 shows in-
stances were created by Knowles, J.D. and Corne, D.W.
(2002) and are available at http://www.cs.bham.ac.uk-
/∼jdk/mQAP/. The experimental environment and de-
veloping software were keep as same as BFO. We com-
pared our MOBFO to original multiobjective BFO and
to three state-of-the-art evolutionary multiobjective al-
gorithms - mGRASP/MH, Fuzzy PSO, NSGA-II. In
NSGA-II the nondominated solutions found so far have
priority to survive in the population. The diversity of
these nondominated solutions is maintained by estimat-
ing their density. In Fuzzy PSO scheme, the represen-
tations of the position and velocity of the particles in
the conventional PSO is extended form the real vec-
tors to fuzzy matrices. In mGRASP/MH, elitist-based
greedy randomized construction, cooperation between
solutions, and weighted-vector adaptations were used
to accelerate convergence and diversify the search.
The Generational Distance (GD) values found by
five algorithms are summarized in Table 4. It is evident
that our MOBFO clearly outperform the other three al-
gorithms on all test instances. Clearly, mGRASP/MH
and original mBFO show the worst performance in the
terms of minimizing GD. The main reason for original
mBFO and NSGA-II might be the lack of local research
to improve offspring solutions in these two algorithms.
And the main for mGRASP/MH might be the construc-
tion of starting solutions copies parts or components
from elite solutions.
The Pareto front of the nondominated sets found
by all five algorithms after 10 times run on the four
two-objectives instances are plotted in figures 4-7. It
can be observed from Fig. 4 that our MOBFO and
NSGA-II algorithm find almost the same set of non-
dominated set and better than other three algorithms
on instance KC10-2fl-1rl. The results in Fig. 5 shows
that our MOBFO, Fuzzy PSO, and NSGA-II clearly
perform better than original mBFO and mGRASP/MH
on KC10-2fl-1uni. Figs. 6 and 7 show that our MOBFO
not only find more Pareto front solutions, but also the
results are more converge than other approaches.
7 Conclusions
Since QAP is an NP-hard problem, its solution cannot
be achieved in reasonable time. Therefore, this is one of
the reasons that scientists try to find an adaptive combi-
natorial optimization algorithm to tackle this problem.
Bacteria foraging algorithm is one of the well known
combinatorial optimization algorithms which can be us-
ed to find compatible solutions. We modified BFO al-
gorithm for the solution of QAP and mQAP. The pro-
posed algorithm is based on bacteria foraging optimiza-
tion which were developed in two extents: single objec-
tive optimization and multiobjective optimization. For
this purpose, two genetic algorithm updating mecha-
nisms, crossover and mutation, were used to update
the solutions. We also used tabu search algorithm to
improve the nondominated solutions locally. In the sin-
gle objective optimization, the proposed algorithm at-
tempts to find best solution, but on the other hand,
multiobjective optimization algorithm tries to find a set
of nondominated solutions. Therefore, in the multiob-
jective case, dominance technique were applied to find
the Pareto front of nondominated solutions. The pro-
posed algorithm results show that BFO and MOBFO
can solve the QAP and mQAP problems better than
compared algorithms. Also, results show that GA op-
erators help our BFO and MOBFO to update the solu-
tions and move towards the best ones. Table 2 show the
results of the single objective problems using our BFO
that are as same as optimal solutions. The performance
of Pareto fronts that have been achieved for the mQAP
problems (Figs. 4-7) show that our MOBFO algorithm
outperform than other approaches in this contexts.
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Fig. 4: Problem KC10-2fl-1rl with Two Objectives
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Fig. 5: Problem KC10-2fl-1uni with Two Objectives
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