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Abstract. Consider the problem of a government that wants to reduce the debt-to-GDP
(gross domestic product) ratio of a country. The government aims at choosing a debt reduction
policy which minimises the total expected cost of having debt, plus the total expected cost of
interventions on the debt ratio. We model this problem as a singular stochastic control problem
over an infinite time-horizon. In a general not necessarily Markovian framework, we first show
by probabilistic arguments that the optimal debt reduction policy can be expressed in terms of
the optimal stopping rule of an auxiliary optimal stopping problem. We then exploit such link
to characterise the optimal control in a two-dimensional Markovian setting in which the state
variables are the level of the debt-to-GDP ratio and the current inflation rate of the country.
The latter follows uncontrolled Ornstein-Uhlenbeck dynamics and affects the growth rate of the
debt ratio. We show that it is optimal for the government to adopt a policy that keeps the
debt-to-GDP ratio under an inflation-dependent ceiling. This curve is given in terms of the
solution of a nonlinear integral equation arising in the study of a fully two-dimensional optimal
stopping problem.
Key words: singular stochastic control; optimal stopping; free boundary; nonlinear integral
equation; debt-to-GDP ratio; inflation rate; debt ceiling.
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1 Introduction
Controlling the debt-to-GDP ratio (also called the “debt ratio”) and keeping it below some
desirable level is of fundamental importance for all countries. It has been shown by different
authors by means of different statistical and methodological approaches, that high government
debt has a negative effect on the long-term economic growth. The usual outcome is that when
government debt grows, private investment shrinks, and future growth and future wages lower
(see, e.g., [46]). In [39] it is shown that high government debt hurts growth even in the absence
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of a crisis. This negative effect on economic growth from high debt levels has been observed in
18 different advanced economies (see [8]).
In this paper we propose a continuous-time stochastic model for the control of the debt-
to-GDP ratio. The problem we have in mind is that of a government aiming to answer the
question: How much is too much?1 Following classical macroeconomic theory (see, e.g., [5]), in
any given period the debt ratio stock grows by the existing debt stock multiplied by the difference
between real interest rate and GDP growth, less the primary budget balance2. We assume that
the government can reduce the level of the debt-to-GDP ratio by adjusting the primary budget
balance, e.g. through fiscal interventions like raising taxes or reducing expenses. We therefore
interpret the cumulative interventions on the debt ratio as the government’s control variable,
and we model it as a nonnegative and nondecreasing stochastic process.
Uncertainty in our model comes through the GDP growth rate of the country, and its inflation
and nominal interest rate which, by Fisher law [21], directly affect the growth rate of the debt
ratio. We first assume that they are general not necessarily Markovian stochastic processes
whose dynamics is not under government control. Indeed, the level of these macroeconomic
variables is usually regulated by an autonomous Central Bank, whose action, however, is not
modelled in this paper (see, e.g., [10] and [25] for problems related to the optimal control of
inflation).
Since high debt-to-GDP ratios can constrain economic growth making it more difficult to
break the burden of the debt, we assume that debt ratio generates an instantaneous cost/penalty.
This is a general nonnegative convex function of the debt ratio level, that the government would
like to keep as close to zero as possible. However, at any time the government decides to intervene
in order to reduce the level of the debt ratio, it incurs a cost which is proportional to the amount
of the debt reduction. The government thus aims at choosing a (cumulative) debt reduction
policy minimising the sum of the total expected cost of having debt, and of the total expected
cost of interventions on the debt ratio.
We model the government’s debt management problem as a singular stochastic control prob-
lem (see [44] for an introduction), i.e. a problem in which the control processes may be singular,
as functions of time, with respect to the Lebesgue measure. In our general not necessarily
Markovian setting we are able to link the solution of the control problem to that of a suitable
optimal stopping problem. In line with [2], [15] and [31], among others, we show that the opti-
mal stopping time τ∗ of an auxiliary optimal stopping problem defines the optimal control ν∗ of
the original singular stochastic control problem: ν∗ is directly related to the generalised inverse
of τ∗. The proof of this result is fully probabilistic, and no regularity of the value functions of
the control and optimal stopping problems is needed. Indeed, it relies on a change of variable
formula for Lebesgue-Stieltjes integrals.
The link to optimal stopping is then exploited to characterise the optimal debt reduction
policy in a Markovian two-dimensional setting. Here the state variables are the levels of the
debt ratio and of the inflation rate, while the nominal interest rate and the GDP growth rate are
kept constant (see also Remark 4.1 below). Assuming that the inflation rate Y evolves according
to a one-dimensional Ornstein-Uhlenbeck process, guided by our previous findings we relate the
1cf. The Economist, June 3rd 2015.
2A government budget balance is the overall difference between government revenues and spending. The
government budget balance is further split into the primary balance and the structural balance. The primary
budget balance equals the government budget balance before interest payments.
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singular stochastic control problem to a suitable fully two-dimensional optimal stopping problem.
In the optimal stopping problem the state variables are the inflation rate process Y and its time-
integral Z. It is well known that (Z, Y ) is a time-homogeneous, strong Markov process, whose
first component is of bounded-variation (being a time integral). It therefore turns out that
the free-boundary formulation of the optimal stopping problem involves a second-order linear
partial differential equation of (local) parabolic type. Relying on almost exclusively probabilistic
arguments, we show that the optimal stopping rule is triggered by a curve yˆ uniquely solving
(within a certain functional class) a nonlinear integral equation. Such characterisation of yˆ
finally gives rise to a complete caracterisation of the optimal debt reduction policy. Indeed, at
each time t, the latter prescribes to keep the debt ratio Xt below an inflation-dependent level
b(Yt), with the curve b being related to the (generalised) inverse of the free boundary yˆ. The
explicit form of the optimal debt reduction strategy allows us also to obtain interesting economic
conclusions (see Section 5).
It is worth noticing that the number of papers characterising the optimal policy in multi-
dimensional singular stochastic control problems is still limited (see [15] for a recent contribu-
tion). In some early papers (see, e.g., [9], [36], [43] and [45]) fine analytical methods based
on the dynamic programming principle and the theory of variational inequalities are employed
to study the regularity of the value function of multi-dimensional singular stochastic control
problems, and of the related free boundary. However, a characterisation of the latter is not
obtained in these works. More recently, assuming that the control acts only in one dimension,
two-dimensional degenerate singular stochastic control problems motivated, e.g., by questions of
optimal (ir)reversible investment under uncertainty have been solved via different methods: the
related free boundary has been characterised through a suitable equation, and the value function
has been explicitly determined. We refer to [19], [20], [22] and [37], among others. However, the
setting of those papers is different with respect to ours. In fact there the dynamics of a purely
controlled state, modelling the production capacity of a firm, is independent of an uncontrolled
diffusive process, representing the demand of a produced good or other factors influencing the
company’s running profit. As a consequence, in those papers the linear part of the dynamic
programming equation for the problem’s value function takes the form of an ODE (rather than
a PDE), so that in the inaction region the value function depends only parametrically on the
variable associated to the purely controlled state. In the Markovian formulation of our problem
we have instead a coupling between the components of the state process (see eqs. (4.1) and
(4.2) below), and this makes our framework fully two-dimensional. However, by exploiting a
nontrivial connection to optimal stopping, and performing an almost exclusively probabilistic
analysis, we still obtain a complete characterisation of the control problem’s value function and
of the optimal strategy. To the best of our knowledge, this is a novelty in the literature on
singular stochastic control. We also believe that the detailed analysis of the free boundary that
we obtain in this paper contributes to the literature on optimal stopping, since examples of
solvable two-dimensional optimal stopping problems are quite rare (see [12], Section 3 in [15],
and [29] for recent contributions).
As we comment on in Section 5.2, our debt management problem shares a similar math-
ematical structure with other optimisation problems arising in economic theory/mathematical
finance, which might then be tackled through the approach and techniques of this paper. This is
the case of problems of capacity expansion [17] with (a possibly stochastic) depreciation in the
capital stock (see [41], among others), and problems of optimal consumption under intertemporal
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preferences a` la Hindy-Huang-Kreps (cf. [3], [26] and references therein).
Our interest in stochastic control methods for public debt management started reading the
recent [6] (see also [7]), which, to the best of our knowledge, is the only other paper dealing
with a mathematical rigorous analysis of the debt reduction problem. In [6] the debt ratio
evolves according to a linearly controlled one-dimensional geometric Brownian motion, and the
government aims at minimising the total expected costs arising from having debt and intervening
on it. Although the government cost functional we consider in this paper is similar to the one in
[6], the Markovian formulation of our singular control problem is fully two-dimensional, whereas
that of [6] is one-dimensional. This implies that our optimal debt ceiling is a curve, whereas
that of [6] is a constant.
The rest of the paper is organised as follows. In Section 2 we set up the model and introduce
the control problem. Section 3 is devoted to establishing, in a general not necessarily Markovian
setting, the link between the singular stochastic control problem and an auxiliary optimal stop-
ping problem. In Section 4 we restrict our attention to a Markovian framework so to obtain a
complete characterisation of the optimal debt reduction policy (Subsections 4.2 and 4.3). Some
economic conclusions and comments on related problems can be found in Section 5, whereas
Appendix A collects some proofs, and Appendix B contains some auxiliary results.
2 The General Model and the Control Problem
Within a not necessarily Markovian setting, in this section we provide a general formulation of
our model and of the control problem.
Let Xt be the level of public debt-to-gross domestic product (GDP) ratio at time t ≥ 0; that
is,
Xt :=
gross public debt at time t
GDP at time t
.
According to classical macroeconomic theory (see, e.g., [5]), in any given period the debt stock
grows by the existing debt stock multiplied by the difference between real interest rate and GDP
growth, less the primary budget balance. By Fisher law [21] the real interest rate is given by
the difference of the nominal interest rate and the inflation rate. In reality these variables are
all time-dependent, stochastic and interrelated. We therefore assume that they are described by
not necessarily Markovian real-valued processes on a given complete filtered probability space
(Ω,F ,F,P), with filtration F := {Ft, t ≥ 0} satisfying the usual conditions. F is the flow of
information available to the government. We denote by g := {gt, t ≥ 0} the real-valued GDP
growth rate, by δ := {δt, t ≥ 0} the nonnegative nominal interest rate, and by Y := {Yt, t ≥ 0}
the real-valued inflation rate. We take all of them F-progressively measurable and such that the
process β, defined by
βt := δt − Yt − gt, t ≥ 0, (2.1)
satisfies
∫ t
0 |βu|du <∞ a.s. for any t ≥ 0.
The dynamics of X then takes the form
dXt = (δt − Yt − gt)Xtdt− dνt, t ≥ 0, X0− = x > 0, (2.2)
where νt is the cumulative primary balance up to time t. The primary balance is the variable
that the government can control, e.g. through fiscal interventions, in order to reduce the debt
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ratio level. We observe from (2.2) that the nominal interest rate, the inflation rate and the GDP
growth rate directly affect the dynamics of X. However, they are not under government control.
Inflation rate and nominal interest rate are indeed usually regulated by an autonomous Central
Bank, whereas the growth rate typically depends on the business cycles of the economy.
Equation (2.2) can be explicitly solved yielding for any t ≥ 0 and x ∈ (0,∞)
Xνt = e
∫ t
0
βsds
[
x−
∫ t
0
e−
∫ s
0
βududνs
]
. (2.3)
In (2.3) above and in the rest of this section we shall write Xν to account for the dependence
of X on the control policy ν. Moreover, we will write Xx,ν when there will be the need to stress
the dependence of Xν on the initial level x ∈ (0,∞) as well. The admissible policies that the
government can employ to decrease the level of debt ratio are drawn from the set
A := {ν : Ω× R+ 7→ R+, (νt(ω) := ν(ω, t))t≥0 is nondecreasing, right-continuous,
F-adapted, such that Xνt ≥ 0 P− a.s. ∀ t ≥ 0}. (2.4)
In the following we set ν0− = 0 a.s. for any ν ∈ A. Notice that in (2.4) we do not allow for
policies that let the debt ratio become negative, i.e. that make the government a net lender.
This is somehow a realistic requirement, as a situation with negative debt is less relevant in real
world economies.
The government aims at reducing the level of debt ratio. Having a level of debt ratio Xt at
time t ≥ 0 the government incurs an instantaneous random cost h(ω, t,Xt(ω)), ω ∈ Ω. This may
be interpreted as a measure of the resulting losses for the country due to the debt, as, e.g., a
tendency to suffer low subsequent growth (see [8], [39], [46], among others, for empirical studies).
The randomness of the cost function captures the possible dependency of the country’s losses on
other exogenous factors, as the overall economic situation. Regarding such instantaneous cost
we make the following assumption.
Assumption 2.1. h : Ω×R+ × R 7→ R+ is such that
(i) (ω, t) 7→ h(ω, t, x) is F-progressively measurable for any x ∈ R;
(ii) x 7→ h(ω, t, x) is strictly convex, continuously differentiable, nondecreasing on R+, and
such that h(ω, t, 0) = 0 for any (ω, t) ∈ Ω× R+;
(iii)
E
[ ∫ ∞
0
h(ω, t,X0t (ω))dt
]
+ E
[ ∫ ∞
0
X0t (ω)hx(ω, t,X
0
t (ω))dt
]
<∞.
In the previous assumption, and in the following, X0 denotes the solution of (2.2) when we
take ν ≡ 0. For notational simplicity, from now on we will drop the ω-dependence in the cost
function and in all the stochastic processes when it is not necessarily needed.
Remark 2.2. Notice that the requirement h(t, 0) = 0 is without loss of generality, since if
h(t, 0) = f(t) > 0 then one can always set ĥ(t, x) := h(t, x) − f(t) and write h(t, x) = ĥ(t, x) +
f(t), so that the optimisation problem (cf. (2.6) below) remains unchanged up to an additive
constant.
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Whenever the government decides to reduce the level of the debt ratio, it incurs an inter-
vention cost that is proportional to the amount of the debt reduction. Fiscal adjustments as
raising taxes or reducing expenses may generate such a cost. The marginal cost of intervention
is described by a positive stochastic process κ satisfying the following requirements.
Assumption 2.3. κ : Ω×R+ 7→ (0,∞) is F-adapted with continuous paths, and it is such that
{X0t κt, t ≥ 0} is of class (D).3
The government’s goal is to choose a policy ν∗ ∈ A minimising the total expected cost
Jx(ν) := E
[∫ ∞
0
h(t,Xx,νt )dt+
∫ ∞
0
κtdνt
]
, x ∈ (0,∞). (2.5)
For any ν ∈ A, Jx(ν) is well defined but possibly infinite. For x ∈ (0,∞) the minimal cost is
therefore
V (x) := inf
ν∈A
Jx(ν). (2.6)
Notice that V is finite since for any x > 0 one has V (x) ≤ Jx(0) <∞, where the last inequality
is due to Assumption 2.1-(iii).
Problem (2.6) takes the form of a singular stochastic control problem, i.e. of a problem in
which control processes may be singular with respect to the Lebesgue measure, as functions of
time (see [44] for an introduction; [30] and [31] as classical references in Markovian settings; [2],
and [11], among others, for studies in not necessarily Markovian frameworks).
Remark 2.4.
1. Given the finiteness of V , there is no loss of generality in restricting the class of admissible
controls to those belonging to A and such that Jx(ν) < ∞. Then, by strict convexity of
h(t, ·), and the affine nature of Xx,ν in ν, it follows that Jx( · ) is strictly convex. Therefore
the solution of the government’s debt management problem, if it exists, is unique.
2. Problem (2.6) shares a common mathematical structure with problems of optimal consump-
tion under Hindy-Huang-Kreps (HHK) preferences (cf. [3], [26] and references therein),
and problems of stochastic irreversible investment (see Chapter 11 in [17] for a review)
with (stochastic) depreciation of the capital stock (see [41], among others, for a problem
of irreversible investment with constant depreciation of the capital stock). More details on
these classes of optimisation problems and on their relation to problem (2.6) can be found
in Section 5.2.
3 A Probabilistic Verification Theorem
In this section we provide a general verification theorem for the singular stochastic control
problem (2.6). We show that its solution is related to that of an auxiliary optimal stopping
problem formulated in terms of the marginal cost of having debt, hx, and the marginal cost of
intervention on the debt ratio, κ. In the optimal stopping problem the government decides when
3A process ξ is of class (D) if {ξτ , τ < ∞ a stopping time} defines a uniformly integrable family of random
variables on (Ω,F , P). We refer the reader to Definition 1.6 at p. 124 of [40] for further details.
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to reduce the debt ratio level by one additional unit in order to minimise the associated total
expected marginal cost.
Recall (2.1), for any given z ∈ R set
ζt(ω, z) :=
∫ t
0
ez+
∫ s
0
βu(ω)ds hx(ω, t, e
z+
∫ s
0
βu(ω)du)ds+κt(ω) e
z+
∫ t
0
βu(ω)du, (ω, t) ∈ Ω×R+, (3.1)
and introduce the optimal stopping problem
U˜t(z) := ess inf
τ≥t
E
[
ζτ (z)
∣∣Ft], t ≥ 0, (3.2)
where the optimisation is taken over all F-stopping times τ ≥ t. In (3.2) we use the convention
(cf. [42], Ch. 3)
κτ e
z+
∫ τ
0 βudu := lim inf
t↑∞
κt e
z+
∫ t
0 βudu on {τ =∞}.
Denoting by Ut(z) a ca`dla`g modification of U˜t(z), under Assumptions 2.1 and 2.3 the stopping
time
τ∗(z) := inf{t ≥ 0 : Ut(z) ≥ ζt(z)}, z ∈ R, (3.3)
is optimal for problem (3.2) by Theorem D.12 in Appendix D of [32]. Notice that since hx(t, ·)
is a.s. increasing, then z 7→ τ∗(z) is a.s. decreasing (see Lemma B.2 in Appendix B for a short
proof). Such monotonicity of τ∗( · ) will be important in the following as we will need to consider
the generalised inverse of τ∗(ln( · )).
Letting U(z) := U0(z), for any x > 0 define
V̂ (x) :=
∫ ln(x)
−∞
U(z)dz. (3.4)
Since we can also write V̂ (x) =
∫ x
0
1
z
U(ln(z))dz, x > 0, where
1
x
U(ln(x)) = inf
τ≥0
E
[∫ τ
0
e
∫ t
0
βsds hx
(
t, xe
∫ t
0
βsds
)
dt+ κτ e
∫ τ
0
βsds
]
, (3.5)
for any x > 0 one has that 0 ≤ V̂ (x) ≤ E[κ0]x < ∞, where the last inequality is due to
Assumption 2.3.
Moreover, for any x > 0 set σ∗(x) := τ∗(ln(x)), and introduce the nondecreasing, right-
continuous process
ν∗t := sup{α ∈ [0, x] : σ∗((x− α)+) ≤ t}, t ≥ 0, ν∗0− = 0, (3.6)
and then also the process
ν∗t :=
∫ t
0
e
∫ s
0 βududν∗s, t > 0, ν
∗
0− = 0. (3.7)
Notice that ν∗· is the right-continuous inverse of σ
∗( · ).
The proof of the next theorem is fully probabilistic, and it relies on a change of variable
formula already used in the context of singular control problems (see, e.g., [2], [15], and [18]).
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Theorem 3.1. Let V̂ be as in (3.4) and V as in (2.6). Then one has V̂ = V , and ν∗ is the
(unique) optimal control for problem (2.6).
Proof. Step 1. Let x > 0 be given and fixed. For ν ∈ A, introduce the process ν such that
νt :=
∫ t
0 e
−
∫ s
0
βududνs, t ≥ 0, and define its inverse (see, e.g., Chapter 0, Section 4 of [40]) by
τν(q) := inf{t ≥ 0 | x− νt < eq}, q ≤ ln(x). (3.8)
The process τν(q) := {τν(q), q ≤ ln(x)} has decreasing, left-continuous sample paths and hence
it admits right-limits
τν+(q) := inf{t ≥ 0 | x− νt ≤ eq}, q ≤ ln(x). (3.9)
Moreover, the set of points q ∈ R at which τν(q)(ω) 6= τν+(q)(ω) is a.s. countable for a.e. ω ∈ Ω.
Since ν is right-continuous and τν(q) is the first entry time of an open set, it is an (Ft+)-
stopping time for any given and fixed q ≤ ln(x). However, (Ft)t≥0 is right-continuous, hence
τν(q) is an (Ft)-stopping time. Moreover, τν+(q) is the first entry time of the right-continuous
process ν into a closed set and hence it is an (Ft)-stopping time as well for any q ≤ ln(x).
With regard to (3.4) we can then write
V̂ (x) =
∫ ln(x)
−∞
U(q)dq ≤
∫ ln(x)
−∞
E
[ ∫ τν(q)
0
eq+
∫ t
0 βsds hx(t, e
q+
∫ t
0 βsds)dt
+ κτν(q) e
q+
∫ τν(q)
0
βsds
]
dq, (3.10)
and we now consider the two terms in the last integral above separately.
We have ∫ ln(x)
−∞
E
[
κτν(q) e
q+
∫ τν(q)
0
βsds
]
dq =
∫ x
0
E
[
κτν(ln(ξ)) e
∫ τν(ln(ξ))
0
βsds
]
dξ
= E
[∫ ∞
0
κt e
∫ t
0 βsds dνt
]
= E
[ ∫ ∞
0
κt dνt
]
, (3.11)
where the first step is due to the change of variable ξ = eq, and the second step follows from
Tonelli’s theorem and the change of variable formula in Chapter 0, Proposition 4.9 of [40], upon
observing that τν(ln(ξ)) = inf{t ≥ 0 |νt > x− ξ}.
On the other hand, notice that for any t ≥ 0 one has t < τν(q) if and only if νt < x − eq.
Therefore, by applying Tonelli’s theorem we have∫ ln(x)
−∞
E
[ ∫ τν(q)
0
eq+
∫ t
0 βsds hx(t, e
q+
∫ t
0 βsds)dt
]
dq
= E
[∫ ∞
0
( ∫ ln(x)
−∞
eq+
∫ t
0 βsds hx(t, e
q+
∫ t
0 βsds)1{t<τν(q)}dq
)
dt
]
= E
[∫ ∞
0
( ∫ ln(x)
−∞
eq+
∫ t
0 βsds hx(t, e
q+
∫ t
0 βsds)1{eq<x−νt} dq
)
dt
]
(3.12)
= E
[∫ ∞
0
( ∫ xe∫ t0 βudu
0
hx(t, y)1
{y<e
∫ t
0 βudu (x−νt)}
dy
)
dt
]
= E
[ ∫ ∞
0
h(t,Xx,νt )dt
]
,
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where the last equality follows from (2.3) and the fact that h(t, 0) = 0.
Combining (3.11) and (3.12) we thus have from (3.10) that V̂ (x) ≤ Jx(ν). Hence, since ν
was arbitrary
V̂ (x) ≤ V (x), x > 0. (3.13)
Step 2. To complete the proof we need to show the reverse inequality. To this end we
preliminary notice that ν∗ ∈ A since it is nondecreasing, right-continuous and such that Xν∗t ≥ 0
a.s. for all t ≥ 0. The latter property follows from (2.3) upon observing that, for any x > 0 and
t ≥ 0, one has by definition ν∗t ≤ x a.s.
Also, the process ν∗ is such that for any t ≥ 0 and q ≤ ln(x), x > 0, we can write (cf. (3.6)
and (3.9))
τν
∗
+ (q) ≤ t ⇐⇒ ν∗t ≥ x− eq ⇐⇒ σ∗(eq) ≤ t ⇐⇒ τ∗(q) ≤ t.
Then recalling that τν
∗
+ (q) = τ
ν∗(q) P-a.s. and for a.e. q ≤ ln(x), we pick ν = ν∗ (equivalently,
ν = ν∗), (3.10) becomes an equality, and (3.11) and (3.12) yield V̂ (x) = Jx(ν∗). That is, V̂ = V
by (3.13) and admissibility of ν∗. Therefore ν∗ is optimal (it is in fact the unique optimal control
in the class of controls belonging to A and such that Jx(ν) <∞ by strict convexity of Jx( · )).
A direct byproduct of Theorem 3.1 is the following.
Corollary 3.2. The identity Vx(x) =
1
x
U(ln(x)) holds true for any x > 0.
This result is consistent with the fact that problems of singular stochastic control with
performance criterion which is either convex or concave with respect to the control variable are
related to questions of optimal stopping. In particular, the derivative of the control problem’s
value function in the direction of the controlled state variable equals the value of an optimal
stopping problem. We refer to [2] and [31], among others, as classical references.
4 Characterisation of the Optimal Policy in a Markovian Setting
4.1 Embedding the Control Problem in a Markovian Framework
Theorem 3.1 shows that in order to solve control problem (2.6) it suffices to solve optimal
stopping problem (3.2). Indeed the right-continuous inverse of (an appropriate transformation
of) the optimal stopping time of (3.2) gives the optimal control for (2.6). Moreover, a suitable
integral of the value of the optimal stopping problem (3.2) gives the value of the original singular
control problem (2.6).
In order to obtain a complete characterisation of the optimal debt reduction policy, we
now restrict our attention to a Markovian framework, and we reduce the dimensionality of the
problem. The following setting will be kept in the rest of the paper.
We take (Ω,F ,P) rich enough to accommodate a one-dimensional Brownian motion W :=
{Wt, t ≥ 0}, and we let F := {Ft, t ≥ 0} be the Brownian filtration, as usual augmented by
P-null sets of F . In this paper we focus on the role of the dynamic inflation rate in the public
debt management problem, and in (2.2) we therefore keep the nominal interest rate and the
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GDP growth rate constant (see also Remark 4.1 below); that is δt ≡ δ ≥ 0 and gt ≡ g ∈ R, so
that (cf. (2.1)) βt = δ − g − Yt, t ≥ 0, and
dXνt = (δ − g − Yt)Xνt dt− dνt, t ≥ 0, Xν0− = x > 0. (4.1)
Supported by empirical evidence (see, e.g., [34] and references therein), we model the inflation
rate Y as a stationary and mean-reverting process. In particular, it evolves as an Ornstein-
Uhlenbeck process
dYt = (a− θYt)dt+ σdWt, Y0 = y ∈ R, (4.2)
where a/θ ∈ R is the equilibrium level, σ > 0 the volatility, and the parameter θ > 0 is the
speed at which Y asymptotically converges in average towards its equilibrium.
In the rest of this paper we will often write (Xx,y,ν , Y y) to account for the dependence of
(X,Y ) (cf. (4.1) and (4.2)) on the initial levels (x, y) ∈ (0,∞) × R and on the control policy
ν. Also, we will stress the dependence of the set of admissible debt reduction policies (2.4) on
the initial levels (x, y) ∈ (0,∞) × R , and we will denote it by A(x, y). Finally, we shall also
denote by E(x,y) the expectation under the measure on (Ω,F) P(x,y)( · ) = P( · |Xν0 = x, Y0 = y),
and equivalently use the notation E[f(Xx,y,νt , Y
y
t )] = E(x,y)[f(X
ν
t , Yt)] for any Borel-measurable
function for which the expectation is well defined.
Within this setting the solution to (4.1) and (4.2) is for any t ≥ 0, (x, y) ∈ (0,∞) × R and
ν ∈ A(x, y) 
Xx,y,νt = e
(δ−g)t−
∫ t
0 Y
y
s ds
[
x−
∫ t
0
e−(δ−g)s+
∫ s
0 Y
y
u dudνs
]
,
Y yt = ye
−θt +
a
θ
(1− e−θt) + σe−θt
∫ t
0
eθsdWs.
(4.3)
Remark 4.1. It might be interesting to introduce a stochastic dynamics for the nominal interest
rate and for the GDP growth rate. For example, one might let δ follow a diffusive mean-reverting
dynamics correlated with the inflation rate, and g be described by a Markov regime switching
model a` la Hamilton [24], so to capture business cycles in the GDP dynamics. This would
lead to a more intricate optimisation problem with three-dimensional state space and regime
switching, and the mathematical analysis of the problem will become much more challenging.
We leave such interesting extension for future research.
For suitable ρ > 0, we set
h(ω, t, x) := e−ρtC(x), and κt(ω) := κe
−ρt, (ω, t, x) ∈ Ω× R+ × R, (4.4)
where κ > 0, and the instantaneous cost function C : R 7→ R+ satisfies the following assumption.
Assumption 4.2. (i) x 7→ C(x) is strictly convex, continuously differentiable, and such that
it is nondecreasing on R+ and C(0) = 0;
(ii) there exists γ > 1, 0 < K1 < K and K2 > 0 such that
K1|x+|γ −K ≤ C(x) ≤ K(1 + |x|γ) and |C ′(x)| ≤ K2(1 + |x|γ−1),
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where ( · )+ denotes the positive part of a real number. A quadratic loss function C(x) = 12x2
clearly satisfies Assumption 4.2.
In the rest of this paper we make the standing assumption that the government’s discount
factor ρ is sufficiently large.
Assumption 4.3. Let γ as in Assumption 4.2-(ii) and ρo > 4
[
δ − g − a
θ
+ 2σ
2
θ2
]
∨ 0. Then
ρ > ρo ∨ γ
[
δ − g − a
θ
+
γσ2
2θ2
]
∨ 2(γ − 1)
[
δ − g − a
θ
+
(γ − 1)σ2
θ2
]
.
Remark 4.4. Assumption 4.3 is reasonable in light of the fact that usually governments run
only for a finite number of years and are therefore more concerned about present than future.
Mathematically, Assumption 4.3 takes care of the infinite time-horizon of our problem, and it
ensures in particular that both the cost and the marginal cost associated to the admissible policy
“never intervene on the debt ratio” are finite.
The proof of the next proposition can be found in Appendix A.
Proposition 4.5. Under Assumptions 4.2 and 4.3, let κt and h be as in (4.4). Then they satisfy
Assumptions 2.1 and 2.3, respectively.
Within such Markovian setting, we define the government’s value function as
v(x, y) := inf
ν∈A(x,y)
Jx,y(ν), (x, y) ∈ O, (4.5)
where we have set O := (0,∞) × R, and where
Jx,y(ν) := E(x,y)
[ ∫ ∞
0
e−ρtC(Xνt )dt+ κ
∫ ∞
0
e−ρtdνt
]
(4.6)
is the total expected cost of having debt and of intervening on it.
Under Assumption 4.3 we can prove an upper bound for the value function v. This is shown
in the next proposition, whose proof can be found in Appendix A.
Proposition 4.6. Set Θ := ρ− γ[δ − g − a
θ
+ γσ
2
2θ2
]
> 0. Then for any (x, y) ∈ O one has
0 ≤ v(x, y) ≤ K
(1
ρ
+Θ−1xγe
γ
θ
|y− a
θ
|
)
∧ κx. (4.7)
Moreover, v(0, y) = 0 and the mapping x 7→ v(x, y) is convex for any y ∈ R.
4.2 The Auxiliary Optimal Stopping Problem
Guided by Theorem 3.1, in this section we introduce and solve the optimal stopping problem
linked to problem (4.5). In particular we characterise its solution in terms of an optimal stopping
boundary yˆ( · ) that will be shown to be the unique solution (within a certain functional class) of
a nonlinear integral equation. In Section 4.3 we will then prove that the optimal debt reduction
policy is of threshold type, and it is triggered by a boundary which is closely related to yˆ( · ).
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Let Y y as in (4.3) and define
Zz,yt := z +
∫ t
0
βudu = z + (δ − g)t−
∫ t
0
Y yu du, (z, y) ∈ R2. (4.8)
Properties of the two-dimensional stochastic process (Zz,y, Y y) := {(Zz,yt , Y yt ), t ≥ 0} are
collected in the following lemma. Their proof can be easily obtained from p. 287 of [33].
Lemma 4.7. The process (Zz,y, Y y) := {(Zz,yt , Y yt ), t ≥ 0}
(i) is strong Markov, time-homogeneous, and its infinitesimal generator is given by the second-
order differential operator
LZ,Y :=
1
2
σ2
∂2
∂y2
+ (a− θy) ∂
∂y
+ (δ − g − y) ∂
∂z
; (4.9)
(ii) has transition density
pt(z, y; v, u) := P
(
(Zt, Yt) ∈ (dv, du)
∣∣Z0 = z, Y0 = y)/dvdu
=
1
2pi
√
∆t
exp
{
− θ
2
2
(
t− 2
θ
tanh(θt2 )
)[v + (δ − g)t− z − 1
θ
tanh
(θt
2
(u+ y − a))]2
− θ
1− e−θt
(
u− e−θt(y − a))2}, (4.10)
where we have set ∆t :=
1
2θ3
(1− e−2θt)(t− 2
θ
tanh(θt2 )).
In the following we denote by E(z,y) the expectation under the measure on (Ω,F) P(z,y)( · ) =
P( · |Z0 = z, Y0 = y), (z, y) ∈ R2. Moreover, in the rest of this paper we will equivalently
use the notation E[f(Zz,yt , Y
y
t )] = E(z,y)[f(Zt, Yt)], for any Borel-measurable function for which
the expectation is well defined. Before introducing the optimal stopping problem associated to
problem (4.5), we have the next technical lemma whose results will be useful in the following.
Its proof is provided in Appendix A.
Lemma 4.8. One has
lim inf
t↑∞
e−ρt+Zt = 0, P(z,y) − a.s. (4.11)
and
E(z,y)
[ ∫ ∞
0
e−ρs+ZsC ′(eZs)ds
]
+ κE(z,y)
[ ∫ ∞
0
e−ρs+Zs |δ − g − ρ− Ys|ds
]
<∞. (4.12)
In light of Theorem 3.1 we introduce the optimal stopping problem with value function
u(z, y) := inf
τ≥0
E(z,y)
[ ∫ τ
0
e−ρt+ZtC ′(eZt)dt+ κe−ρτ+Zτ
]
, (z, y) ∈ R2, (4.13)
where the optimisation is taken in the set of F-stopping times. We denote such set by T . In
(4.13) we also make use of the convention (cf. [42], Ch. 3)
e−ρτ+Zτ := lim inf
t↑∞
e−ρt+Zt = 0 on {τ = +∞}. (4.14)
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An integration by parts gives
e−ρτ+Zτ = ez +
∫ τ
0
e−ρt+Zt
(
δ − g − Yt − ρ
)
dt, P(z,y) − a.s., (4.15)
for any τ ∈ T , and (4.13) may be rewritten as
u(z, y) := κez + inf
τ≥0
E(z,y)
[ ∫ τ
0
e−ρt+Zt
(
C ′(eZt) + κ(δ − g − Yt − ρ)
)
dt
]
. (4.16)
In this paper we will make use of both the equivalent representations (4.13) and (4.16). Notice
that by (4.12) the family of random variables {∫ τ0 e−ρt+Zt(C ′(eZt)+κ(δ− g−Yt− ρ))dt, τ ∈ T }
is uniformly integrable under P(z,y), (z, y) ∈ R2.
It is easy to see that u(z, y) ≤ κez for any (z, y) ∈ R2. As usual in optimal stopping theory
(see, e.g., [38]), we can define the continuation region
C := {(z, y) ∈ R2 : u(z, y) < κez}, (4.17)
and the stopping region
S := {(z, y) ∈ R2 : u(z, y) = κez}. (4.18)
Because y 7→ Y y is increasing (cf. (4.3)), the mapping y 7→ Zz,y is decreasing (cf. (4.8)). It thus
follows from (4.13) that y 7→ u(z, y), z ∈ R, is decreasing and therefore
C := {(z, y) ∈ R2 : y > yˆ(z)}, S := {(z, y) ∈ R2 : y ≤ yˆ(z)}, (4.19)
for yˆ defined as
yˆ(z) := inf{y ∈ R : u(z, y) < ez}, z ∈ R, (4.20)
with the convention inf ∅ =∞.
Proposition 4.9. The value function u of (4.13) (equivalently, of (4.16)) is such that (z, y) 7→
u(z, y) is continuous on R2.
Proof. Take (z, y) ∈ R2 and let {(zn, yn), n ∈ N} ⊂ R2 be a sequence converging to (z, y). For
ε > 0 let τ ε := τ ε(z, y) be an ε-optimal stopping time for u(z, y). Then we can write
u(zn, yn)− u(z, y) ≤ ε+ E
[∫ τε
0
e−ρt+Z
zn,yn
t C ′(eZ
zn,yn
t )dt−
∫ τε
0
e−ρt+Z
z,y
t C ′(eZ
z,y
t )dt
]
+κE
[
e−ρτ
ε
(
eZ
zn,yn
τε − eZz,yτε
)]
= ε+ κ(ezn − ez) + E
[ ∫ τε
0
e−ρt+Z
zn,yn
t
(
C ′(eZ
zn,yn
t )−C ′(eZz,yt )
)
dt
]
+E
[∫ τε
0
e−ρtC ′(eZ
z,y
t )
(
eZ
zn,yn
t − eZz,yt
)
dt
]
(4.21)
+κE
[ ∫ τε
0
e−ρt(δ − g − ρ)
(
eZ
zn,yn
t − eZz,yt
)
dt
]
−κE
[ ∫ τε
0
e−ρt+Z
zn,yn
t
(
Y ynt − Y yt
)
dt
]
+ κE
[ ∫ τε
0
e−ρtY yt
(
eZ
z,y
t − eZzn,ynt
)
dt
]
,
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where the equality follows upon using (4.15) and employing simple algebra. Then, by Ho¨lder
inequality we can write from (4.21)
u(zn, yn)− u(z, y) ≤ ε+ κ(ezn − ez)
+E
[ ∫ ∞
0
e−ρt+2Z
zn,yn
t dt
] 1
2
E
[ ∫ ∞
0
e−ρt
∣∣C ′(eZzn,ynt )− C ′(eZz,yt )∣∣2dt] 12
+E
[ ∫ ∞
0
e−ρt
∣∣C ′(eZz,yt )∣∣2dt] 12E[∫ ∞
0
e−ρt
∣∣eZzn,ynt − eZz,yt ∣∣2dt] 12
+κ|δ − g − ρ|E
[ ∫ ∞
0
e−ρt
∣∣eZzn,ynt − eZz,yt ∣∣dt]
+κE
[ ∫ ∞
0
e−ρt+2Z
zn,yn
t dt
] 1
2
E
[ ∫ ∞
0
e−ρt
∣∣Y yn − Y y∣∣2dt] 12 (4.22)
+κE
[ ∫ ∞
0
e−ρt
∣∣Y yt ∣∣2dt] 12E[ ∫ ∞
0
e−ρt
∣∣eZzn,ynt − eZzn,ynt ∣∣2dt] 12 .
Now, if we can apply the dominated convergence theorem, and if
(a) lim sup
n↑∞
E
[ ∫ ∞
0
e−ρt+2Z
zn,yn
t dt
]
<∞, (b) E
[ ∫ ∞
0
e−ρt
∣∣C ′(eZz,yt )∣∣2dt] <∞;
(c) E
[ ∫ ∞
0
e−ρt
∣∣Y yt ∣∣2dt] <∞,
by taking limits as n ↑ ∞ on both sides of (4.22) we can conclude that
lim sup
n↑∞
u(zn, yn) ≤ u(z, y) + ε. (4.23)
On the other hand, let τ εn := τ
ε(zn, yn), ε > 0, be an ε-optimal stopping time for u(zn, yn),
and evaluate u(z, y)−u(zn, yn) by employing estimates analogous to those used in (4.21)-(4.22)
so to find
lim inf
n↑∞
u(zn, yn) ≥ u(z, y) − ε, (4.24)
whenever the dominated convergence theorem applies and (a)-(c) hold true. By letting ε ↓ 0 in
(4.23) and (4.24), we find that u is continuous at (z, y), and we therefore conclude since (z, y)
was arbitrary in R2.
To complete the proof it thus remains to prove (a)-(c) above, and that we can actually use
the dominated convergence theorem. Using Tonelli’s theorem, the results collected in Lemma
B.1, and Assumption 4.3 we find for any (zo, yo) ∈ R2
E
[∫ ∞
0
e−ρt+2Z
zo,yo
t dt
]
≤ K e2zo+ 2θ |yo− aθ |, (4.25)
for someK > 0. Equation (4.25) in turn implies (a). On the other hand, by using the assumption
on the growth of C ′( · ) (cf. Assumption 4.2-(ii)), and repeating the arguments leading to (4.25)
above, we have for any (zo, yo) ∈ R2
E
[∫ ∞
0
e−ρt
∣∣C ′(eZzo,yot )∣∣2dt] ≤ K(1 + e2(γ−1)(zo+ 1θ |yo− aθ |)), (4.26)
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for a suitable K > 0. Then (b) follows. Finally, (c) holds because for any yo ∈ R one has
E[
∫∞
0 e
−ρt|Y yot |2dt] ≤ K(1 + |yo|2) for some K > 0.
To verify the assumptions of the dominated convergence theorem it suffices to consider
{(zn, yn), n ∈ N} ⊂ (z− η, z+ η)× (y− η, y+ η), for a suitable η > 0. By recalling the convexity
of C( · ) we then have a.s. for any t ≥ 0∣∣C ′(eZzn,ynt )−C ′(eZz,yt )∣∣2 ≤ 2[|C ′(eZz+η,y−ηt )|2 + |C ′(eZz,yt )|2], ∣∣Y ynt − Y yt ∣∣2 ≤ |yn − y|2 ≤ η2,
and ∣∣eZzn,ynt − eZz,yt ∣∣2 ≤ 2[e2Zz+η,y−ηt + e2Zz,yt ].
All the quantities on the right-hand sides of the three equations above are integrable with respect
to the product measure P⊗e−ρtdt thanks to (4.25) and (4.26). It thus follows that the dominated
convergence theorem can be applied, and this completes the proof.
From Proposition 4.9 it follows that the stopping set S of (4.18) is closed, and the contin-
uation region C of (4.17) is open. Recalling (4.19), thanks to Lemma 4.8 we have by Theorem
D.12 in Appendix D of [32] that the stopping time
τ⋆(z, y) := inf{t ≥ 0 : (Zz,yt , Y yt ) ∈ S} = inf{t ≥ 0 : Y yt ≤ yˆ(Zz,yt )} (4.27)
is optimal for problem (4.13). In the next proposition we rule out the possibility that the
stopping set S is empty.
Proposition 4.10. The stopping region S of (4.18) is not empty.
Proof. Assume by contradiction that S = {(z, y) ∈ R2 : u(z, y) = κez} = ∅. This would imply
that for any (z, y) ∈ R2 one has (cf. (4.14))
κez > u(z, y) = E(z,y)
[ ∫ ∞
0
e−ρt+ZtC ′(eZt)dt
]
≥ E(z,y)
[ ∫ ∞
0
e−ρtC(eZt)dt
]
≥ K1E(z,y)
[ ∫ ∞
0
e−ρt+γZtdt
]
− K
ρ
= K1e
γz
E
[ ∫ ∞
0
e−ρt+γZ
0,y
t dt
]
− K
ρ
, (4.28)
where we have used the convexity of x 7→ C(x), the fact that C(0) = 0, and Assumption 4.2-(ii).
It thus follows from (4.28) that
κ > e(γ−1)zK1E
[∫ ∞
0
e−ρt+γZ
0,y
t dt
]
− Ke
−z
ρ
. (4.29)
Since the expected value on the right-hand side of (4.29) is finite by Assumption 4.3, recalling
that γ > 1 we therefore reach a contradiction in (4.29) by taking z sufficiently large, for any
given and fixed y ∈ R.
Some properties of yˆ are collected in the following proposition.
Proposition 4.11. Let yˆ be defined as in (4.20). Then the following properties hold true:
(i) yˆ(z) ≤ C′(ez)
κ
+ δ − g − ρ for any z ∈ R;
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(ii) z 7→ yˆ(z) is nondecreasing;
(iii) z 7→ yˆ(z) is right-continuous.
Proof. We prove each item of the proposition separately.
(i) From (4.16) one can easily see that it is never optimal to stop the evolution of (Z, Y ) in
the region U := {(z, y) ∈ R2 : C ′(ez)+κ(δ− g− y− ρ) < 0}. That is U ⊂ C. Hence S ⊆ U c and
yˆ(z) ≤ C′(ez)
κ
+ δ − g − ρ for any z ∈ R.
(ii) Let (z1, y) ∈ S be given and fixed, take an arbitrary z2 ≥ z1, and let τ ε := τ ε(z2, y) be
ε-optimal for u(z2, y). Then we have from (4.16)
0 ≥ u(z2, y)− κez2 ≥ E
[ ∫ τε
0
e−ρt+z2+Z
0,y
t
(
C ′(ez2+Z
0,y
t ) + κ(δ − g − ρ− Y yt )
)
dt
]
− ε
= E
[ ∫ τε
0
e−ρt+z1+Z
0,y
t ez2−z1
(
C ′(ez1+Z
0,y
t ez2−z1) + κ(δ − g − ρ− Y yt )
)
dt
]
− ε
≥ ez2−z1E
[ ∫ τε
0
e−ρt+Z
z1,y
t
(
C ′(eZ
z1,y
t ) + κ(δ − g − ρ− Y yt )
)
dt
]
− ε
≥ ez2−z1(u(z1, y)− κez1)− ε = −ε,
where we have used that τ ε is suboptimal for u(z1, y) and that x 7→ C ′(x) is nondecreasing
by convexity. It thus follows by arbitraryness of ε > 0 that (z2, y) ∈ S for any z2 ≥ z1, and
therefore that z 7→ yˆ(z) is nondecreasing.
(iii) By continuity of u it follows that yˆ( · ) is upper semi-continuous, hence it is right-
continuous since it is nondecreasing by (ii).
We now continue by improving the regularity of the value function (4.13). Namely, we now
show that the well known smooth-fit principle holds, by proving that u ∈ C1(R2). The proof
relies of an application of an interesting result obtained by S.D. Jacka in [27] (cf. Corollary 7 in
Section 4 of [27]).
Proposition 4.12. The value function u of (4.13) (equivalently, of (4.16)) is such that u ∈
C1(R2).
Proof. First of all we notice that an application of strong Markov property allows to write
u(z, y) = κez + g(z, y) − f(z, y), (4.30)
where we have set
g(z, y) := E(z,y)
[ ∫ ∞
0
e−ρt+Zt
(
C ′(eZt) + κ(δ − g − ρ− Yt)
)
dt
]
, (4.31)
and
f(z, y) := sup
τ≥0
E(z,y)
[
e−ρτg(Zτ , Yτ )
]
. (4.32)
Hence, the C1 property of u reduces to check that for g and f .
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By (4.10) we can write
g(z, y) =
∫ ∞
0
e−ρt
(∫
R2
ev
(
C ′(ev) + κ(δ − g − ρ− u)) pt(z, y; v, u) dvdu)dt
and an application of dominated convergence theorem shows that g ∈ C1(R2).
It thus remain to check for the C1 property of f . With regard to the notation of [27] we set
ξt := (Zt, Yt),
Xt := e
−ρtg(ξt) = E
[ ∫ ∞
t
e−ρs+Zs
(
C ′(eZs) + κ(δ − g − ρ− Ys)
)
ds
∣∣∣Ft],
and we can write Xt =Mt +At where,
Mt := E
[∫ ∞
0
e−ρs+Zs
(
C ′(eZs) + κ(δ − g − ρ− Ys)
)
ds
∣∣∣Ft]
and
At := −
∫ t
0
e−ρs+Zs
(
C ′(eZs) + κ(δ − g − ρ− Ys)
)
ds =
∫ t
0
(
dA+s + dA
−
s
)
.
Notice that M is a uniformly integrable martingale thanks to (4.12) of Lemma 4.8, and dA+
and dA− above are given by
dA±s := e
−ρs+Zs
(
C ′(eZs) + κ(δ − g − ρ− Ys)
)∓
ds,
which are clearly absolutely continuous with respect to Lebesgue measure dm2 := dt. Moreover,
the set ∂D in [27] reads in our case as {(z, y) ∈ R2 : y = yˆ(z, y)}, which has zero measure with
respect to dm1 := dzdy. Finally, the process ξ := (Z, Y ) has density with respect to m1 which
has spatial derivatives uniformly continuous in R2× [t0, t1], for any 0 < t0 < t1 <∞ (see (4.10)).
Hence, Corollary 7 in [27] holds and the proof is complete.
We now exploit the fact that the process Z is of bounded variation to obtain additional
regularity for u. A similar idea has been recently employed in a different context also in [29],
Corollary 14.
Proposition 4.13. One has that u ∈ C1,2(C), where C := {(z, y) ∈ R2 : y ≥ yˆ(z)}.
Proof. The proof is organized in two steps.
Step 1. Here we show that u ∈ C1,2 inside ∆ := {(z, y) ∈ C : δ − g − y 6= 0}. We accomplish
that by showing that u ∈ C1,2 inside the two sets ∆− := {(z, y) ∈ C : δ − g − y < 0} and
∆+ := {(z, y) ∈ C : δ − g − y > 0}, that are clearly such that ∆ = ∆+ ∪∆−.
Let (zo, yo) ∈ ∆− be given and fixed. Then take ε > 0, z1 < zo < z2 and define the
rectangle R− := (z1, z2) × (yo − ε, yo + ε) such that its closure cl(R−) ⊂ ∆−. Denote by
∂oR− := ∂R− \ [{z2} × (yo − ε, yo + ε)] the parabolic boundary of this rectangle, and consider
the Dirichlet problem −fz +
( σ2
2|δ − g − y|
)
fyy +
( a− θy
|δ − g − y|
)
fy −
( ρ
|δ − g − y|
)
f = − e
zC ′(ez)
|δ − g − y| , on R−,
f = u, on ∂oR−.
(4.33)
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Notice that the first equation in (4.33) is equivalent inR− to the more familiar partial differential
equation (LZ,Y − ρ
)
u(z, y) = −ezC ′(ez).
Since all the coefficients in the first equation of (4.33) are smooth and bounded in R−, the
volatility coefficient is uniformly elliptic in R− as |δ− g− y|−1 ≥ |δ− g− yo− ε|−1 > 0, and u is
continuous, by classical theory on parabolic PDEs (see, e.g., Chapter V of [35]) problem (4.33)
admits a unique solution with fz, fy, fyy continuous.
We now show that f coincides with u in R−. For (z, y) ∈ R−, define the stopping time
ϑ := inf{t ≥ 0 : (Z, Y ) ∈ ∂oR−}, P(z,y)-a.s., and set ϑn := ϑ ∧ n, n ∈ N. Then by Dynkin’s
formula
f(z, y) = E(z,y)
[
e−ρϑnf(Zϑn , Yϑn) +
∫ ϑn
0
e−ρs+ZsC ′(eZs)ds
]
.
Letting n ↑ ∞ on both sides of the previous equation, and noticing that |f(Zz,yϑn , Y
y
ϑn
)| ≤ C, for
some constant C > 0 independent of n, we obtain
f(z, y) = E(z,y)
[
e−ρϑu(Zϑ, Yϑ) +
∫ ϑ
0
e−ρs+ZsC ′(eZs)ds
]
= u(z, y), (4.34)
where the last equality follows from the subharmonic property of u (cf. [38], Ch. I, Sec. 2, Th.
2.4), upon recalling that ϑ ≤ τ⋆ P(z,y)-a.s. since R− ⊂ C. Hence f = u on R−. By arbitrariness
of R− we conclude that u ∈ C1,2(∆−), and there it uniquely solves the first equation in (4.33);
that is, (LZ,Y − ρ
)
u(z, y) = −ezC ′(ez) on ∆−.
By analogous arguments one can show that u ∈ C1,2(∆+), and therefore conclude that
u ∈ C1,2(∆) and solves
1
2
σ2uyy(z, y) = ρu(z, y)−(a−θy)uy(z, y)−(δ−g−y)uz(z, y)−ezC ′(ez), (z, y) ∈ ∆. (4.35)
Step 2. Notice that the right-hand side of (4.35) involves only u, its first derivatives and other
continuous functions, and it is therefore continuous on C by Proposition 4.12. Since ∆ is dense
in C, uyy admits a continuous extension to C, that we denote by uyy.
Then taking an arbitrary (zo, yo) ∈ C we can write
uy(zo, y) = uy(zo, yo) +
∫ y
yo
uyy(zo, ξ) dξ, ∀y ≥ yˆ(zo),
and the latter yields uy ∈ C0,1(C). Since we already know that u ∈ C1(R2) (cf. Proposition
4.12), we therefore conclude that u ∈ C1,2(C).
From the results collected above it follows that u solves the free-boundary problem
(
LZ,Y − ρ
)
u(z, y) = −ezC ′(ez), y > yˆ(z), z ∈ R
u(z, y) = κez, y ≤ yˆ(z), z ∈ R
uz(z, y) = κe
z, y = yˆ(z), z ∈ R
uy(z, y) = 0, y = yˆ(z), z ∈ R,
(4.36)
with u ∈ C1,2 inside C. We now show that the boundary yˆ is in fact a continuous function.
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Proposition 4.14. The optimal stopping boundary yˆ is such that z 7→ yˆ(z) is continuous.
Proof. Thanks to Proposition 4.11 it suffices to prove that yˆ( · ) is left-continuous. We do that by
employing a contradiction scheme inspired by that in [14]. This is possible since the process Z is
of bounded variation and therefore it behaves as a “time-like” variable. Assume that there exists
some zo ∈ R such that yˆ(zo−) < yˆ(zo), where we have set yˆ(zo−) := limε↓0 yˆ(zo − ε). Such limit
exists by monotonicity of yˆ( · ). Then we can choose y1, y2 such that yˆ(zo−) < y1 < y2 < yˆ(zo),
z1 < zo and define a rectangular domain with vertices (zo, y1), (zo, y2), (z1, y1), (z2, y2).
Noticing that (z1, zo)× (y1, y2) ⊂ C and {zo} × [y1, y2] ⊂ S, from (4.36) u solves{ (
LZ,Y − ρ
)
u(z, y) = −ezC ′(ez), (z, y) ∈ (z1, zo)× (y1, y2),
u(zo, y) = κe
zo , y ∈ [y1, y2],
(4.37)
Denote by C∞c (y1, y2) the set of functions with infinitely many continuous derivatives and
compact support in (y1, y2). Pick an arbitrary ψ ≥ 0 from C∞c (y1, y2) such that
∫ y2
y1
ψ(y)dy > 0,
multiply both sides of the first equation in (4.37) by ψ, and integrate over (y1, y2) so to obtain
−
∫ y2
y1
ezC ′(ez)ψ(y)dy =
∫ y2
y1
(
LZ,Y − ρ
)
u(z, y)ψ(y)dy, z ∈ [z1, zo). (4.38)
Then recalling (4.9), integrating by parts with respect to y the terms in the right-hand side of
(4.38) which involve the first and the second derivatives in the y-direction, one finds
−
∫ y2
y1
ezC ′(ez)ψ(y)dy =
∫ y2
y1
(
L
∗
Y ψ
)
(y)u(z, y)dy +
∫ y2
y1
(
δ − g − y)ψ(y)uz(z, y)dy, (4.39)
for z ∈ [z1, zo), and where L∗Y is the second-order differential operator which acting on a function
f ∈ C2(R) yields
L
∗
Y f :=
1
2
σ2
∂2f
∂y2
− ∂
∂y
(
(a− θy)f)− ρf.
Taking limits as z ↑ zo on both sides of (4.39) above, invoking dominated convergence
theorem and recalling continuity of uz on R
2 (cf. Proposition 4.12) one has
−
∫ y2
y1
ezoC ′(ezo)ψ(y)dy =
∫ y2
y1
(
L
∗
Y ψ
)
(y)u(zo, y)dy +
∫ y2
y1
(
δ − g − y)ψ(y)uz(zo, y)dy. (4.40)
Since uz(zo, y) = κe
zo = u(zo, y) for any y ∈ [y1, y2], then rearranging terms in (4.40) gives
−
∫ y2
y1
ezo
(
κ(δ − g − ρ− y) + C ′(ezo))ψ(y)dy = ∫ y2
y1
κezo
[1
2
σ2
∂2ψ
∂y2
(y)− ∂
∂y
(
(a− θy)ψ)(y)]dy.
Because y2 < yˆ(zo) ≤ δ−g−ρ+ C
′(ezo )
κ
(cf. Proposition 4.11) and ψ ≥ 0, the left-hand side of the
last equation is strictly negative. On the other hand, an integration reveals that the right-hand
side of the latter equals zero because ψ ∈ C∞c (y1, y2). Hence we reach a contradiction and the
proof is complete.
The next result provides the integral representation of the value function u of problem (4.13).
Such representation will then allow us to obtain an integral equation for the stopping boundary
yˆ (cf. Theorem 4.16 below).
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Proposition 4.15. Let yˆ( · ) be the stopping boundary of (4.20). Then for any (z, y) ∈ R2 the
value function u of (4.13) can be written as
u(z, y) = E(z,y)
[ ∫ ∞
0
e−ρs+ZsC ′(eZs)1{Ys>yˆ(Zs)}ds
]
(4.41)
− E(z,y)
[ ∫ ∞
0
e−ρs+Zsκ
(
δ − g − ρ− Ys
)
1{Ys≤yˆ(Zs)}ds
]
.
Proof. The proof is based on an application of a generalised version of Itoˆ’s lemma. Let R > 0
and define τR := inf{t ≥ 0 : |Yt| ≥ R or |Zt| ≥ R} under P(z,y). Since u ∈ C1(R2) and
uyy ∈ L∞loc(R2) (cf. Propositions 4.12 and 4.13), we can apply a weak version of Itoˆ’s lemma (see,
e.g., [4], Lemma 8.1 and Theorem 8.5, pp. 183–186) up to the stopping time τR ∧ T , for some
T > 0, so to obtain
u(z, y) = E(z,y)
[
e−ρ(τR∧T )u(ZτR∧T , YτR∧T )−
∫ τR∧T
0
e−ρs
(
LZ,Y − ρ
)
u(Zs, Ys)ds
]
. (4.42)
The right-hand side of (4.42) is well defined, since the transition probability of (Z, Y ) is abso-
lutely continuous with respect to the Lebesgue measure (cf. Lemma 4.7) and (LZ,Y − ρ)u is
defined up to a set of zero Lebesgue measure.
Since u solves the free-boundary problem (4.36) we have(
LZ,Y − ρ
)
u(z, y) = −ezC ′(ez)1{y>yˆ(z)} + κ(δ − g − ρ− y)ez1{y≤yˆ(z)} for a.a. (z, y) ∈ R2,
and using again that the transition probability of (Z, Y ) is absolutely continuous with respect
to the Lebesgue measure (cf. (4.10)) equation (4.42) rewrites as
u(z, y) = E(z,y)
[
e−ρ(τR∧T )u(ZτR∧T , YτR∧T ) +
∫ τR∧T
0
e−ρs+ZsC ′(eZs)1{Ys>yˆ(Zs)}ds
]
(4.43)
− E(z,y)
[ ∫ τR∧T
0
e−ρs+Zsκ
(
δ − g − ρ− Ys
)
1{Ys≤yˆ(Zs)}ds
]
.
By taking limits as R ↑ ∞ and T ↑ ∞ in (4.43), and employing Lemma B.3 of Appendix B, we
conclude that (4.41) holds true.
Setting
Hyˆ(z, y) := e
zC ′(ez)1{y>yˆ(z)} − κ(δ − g − ρ− y)ez1{y≤yˆ(z)}, (z, y) ∈ R2, (4.44)
it follows that (4.41) takes the form
u(z, y) = E(z,y)
[ ∫ ∞
0
e−ρsHyˆ(Zs, Ys)ds
]
. (4.45)
Since |Hyˆ(z, y)| ≤ ezC ′(ez) + κ|δ − g − ρ − y|ez, (z, y) ∈ R2, it is a consequence of (4.12) in
Lemma 4.8 that Hyˆ(Zs, Ys) ∈ L1(P(z,y) ⊗ e−ρsds). This fact, together with the strong Markov
property and standard arguments based on conditional expectations applied to representation
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formula (4.41) (equivalently (4.45)) allow to conclude that for any stopping time τ ∈ T and
(z, y) ∈ R2
e−ρτu(Zz,yτ , Y
y
τ ) +
∫ τ
0
e−ρsHyˆ(Z
z,y
s , Y
y
s )ds = E(z,y)
[ ∫ ∞
0
e−ρsHyˆ(Zs, Ys)ds
∣∣∣Fτ]. (4.46)
In particular,{
e−ρtu(Zz,yt , Y
y
t ) +
∫ t
0
e−ρsHyˆ(Z
z,y
s , Y
y
s )ds, t ≥ 0
}
is a uniformly integrable Ft-martingale,
(4.47)
and for any stopping time τ ∈ T
e−ρτu(Zz,yτ , Y
y
τ ) ≤ E(z,y)
[ ∫ ∞
0
e−ρs
∣∣Hyˆ(Zs, Ys)∣∣ds∣∣∣Fτ], (z, y) ∈ R2. (4.48)
Hence the family of random variables {e−ρτu(Zz,yτ , Y yτ ), τ ∈ T } is uniformly integrable.
We now continue our analysis by providing the integral characterisation of yˆ( · ).
Theorem 4.16. Recall (4.10) and let
M :=
{
f : R 7→ R continuous, nondecreasing, dominated from above by
ϑ(z) :=
C ′(ez)
κ
+ δ − g − ρ
}
.
Then the boundary yˆ( · ) is the unique function in M solving the nonlinear integral equation
κez =
∫ ∞
0
e−ρt
(∫
R2
evC ′(ev)1{u>f(v)}pt(z, f(z); v, u)dudv
)
dt
−
∫ ∞
0
e−ρt
(∫
R2
κev(δ − g − ρ− u)1{u≤f(v)}pt(z, f(z); v, u)dudv
)
dt. (4.49)
Proof. The proof is organised in several steps. It follows arguments similar to those recently
employed in [15] for a two-dimensional elliptic problem, and it extends to our two-dimensional
setting the arguments presented in [38], Section 25.
Step 1. To show existence of a solution to (4.49) it suffices to show that yˆ of (4.20) solves it.
To see this we notice that yˆ ∈ M by Propositions 4.11 and 4.14. Moreover, evaluating both sides
of (4.41) at y = yˆ(z), z ∈ R, one finds (4.49), upon using that u(z, yˆ(z)) = κez and expressing
the expected value as an integral with respect to the probability density function (4.10) of the
process (Z, Y ).
We now move to proving uniqueness and we argue by a contradiction scheme by supposing
that there exists another function b ∈ M solving (4.49). In the following steps we will show that
actually yˆ(z) ≤ b(z) for any z ∈ R (cf. Step 2 ), and also that yˆ(z) ≥ b(z) for any z ∈ R (cf. Step
3 ). To accomplish that for (z, y) ∈ R2 we define
w(z, y) := E(z,y)
[ ∫ ∞
0
e−ρsHb(Zs, Ys)ds
]
, (4.50)
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where
Hb(z, y) := e
zC ′(ez)1{y>b(z)} − κ(δ − g − ρ− y)ez1{y≤b(z)}, (z, y) ∈ R2. (4.51)
Noticing that |Hb(z, y)| ≤ ezC ′(ez) + κez |δ − g − ρ − y|, by equation (4.12) of Lemma 4.8 one
has that Hb(Zs, Ys) ∈ L1(P(z,y) ⊗ e−ρsds) under Assumption 4.3. Due to this fact one can then
verify that {
e−ρtw(Zz,yt , Y
y
t ) +
∫ t
0
e−ρsHb(Z
z,y
s , Y
y
s )ds, t ≥ 0
}
is an Ft-martingale. (4.52)
In particular, it is an Ft-uniformly integrable martingale. Moreover, for any stopping time τ ∈ T
e−ρτw(Zz,yτ , Y
y
τ ) ≤ E(z,y)
[ ∫ ∞
0
e−ρs
∣∣Hb(Zs, Ys)∣∣ds∣∣∣Fτ], (4.53)
and therefore the family of random variables {e−ρτw(Zz,yτ , Y yτ ), τ ∈ T } is uniformly integrable.
Finally, in Lemma B.4 in Appendix B we show that u ≤ w on R2.
Step 2. We here prove that yˆ(z) ≤ b(z) for any z ∈ R. Suppose that this is not true and
that there exists a point zo ∈ R such that b(zo) < yˆ(zo). Then, taking y < b(zo) and setting
σ := σ(zo, y) = inf{t ≥ 0 : Yt ≥ yˆ(Zt)}, P(zo,y)-a.s., with regard to (4.50) and (4.52) one finds
E(zo,y)
[
e−ρσw(Zσ , Yσ)
]
= w(zo, y)− E(zo,y)
[ ∫ σ
0
e−ρsHb(Zs, Ys)ds
]
. (4.54)
The latter equality is due to an application of the optional stopping theorem (see Th. 3.2 in Ch.
II of [40]), thanks to the uniform integrability of martingale (4.52). On the other hand, (4.44)
together with (4.47) imply (cf. again Th. 3.2 in Ch. II of [40])
E(zo,y)
[
e−ρσu(Zσ, Yσ)
]
= u(zo, y)− E(zo,y)
[ ∫ σ
0
e−ρs+Zsκ
(
δ − g − ρ− Ys
)
ds
]
. (4.55)
Substracting (4.54) from (4.55), noticing that w(zo, y) = κe
zo = u(zo, y) by Step 2 of Lemma
B.4 in Appendix B since y < b(zo) < yˆ(zo) by assumption, and considering that u ≤ w on R2
(cf. again Lemma B.4 in Appendix B) we find
0 ≥ E(zo,y)
[
e−ρσ
(
u(Zσ, Yσ)− w(Zσ, Yσ)
)]
= E(zo,y)
[ ∫ σ
0
e−ρseZs
(
C ′(eZs) + κ(δ − g − ρ− Ys)
)
1{b(Zs)<Ys<yˆ(Zs)}ds
]
. (4.56)
However, σ > 0 P(zo,y)-a.s. due to continuity of (Z·, Y·) and continuity of yˆ( · ), the set {(z, y) ∈
R
2 : b(z) < y < yˆ(z)} is open and not empty because of the continuity of yˆ( · ) and b( · ), and
yˆ(z) ≤ C′(ez)
κ
+ δ− g−ρ. Hence the right-hand side of the latter is strictly positive and we reach
a contradiction. Therefore, yˆ(z) ≤ b(z) for any z ∈ R.
Step 3. Here we prove that yˆ(z) ≥ b(z) for any z ∈ R. Assume by contradiction that there
exists a point zo ∈ R such that yˆ(zo) < b(zo). Take y ∈ (yˆ(zo), b(zo
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time τ⋆ := τ⋆(zo, y) = inf{t ≥ 0 : Yt ≤ yˆ(Zt)}, P(zo,y)-a.s. This is optimal for u(zo, y). Then by
(4.44) and (4.45), an application of Th. 3.2 in Ch. II of [40]
E(zo,y)
[
e−ρτ
⋆
u(Zτ⋆ , Yτ⋆)
]
= u(zo, y)− E(zo,y)
[ ∫ τ⋆
0
e−ρs+ZsC ′(eZs)ds
]
, (4.57)
whereas by (4.50) and (4.52) it follows
E(zo,y)
[
e−ρτ
⋆
w(Zτ⋆ , Yτ⋆)
]
= w(zo, y)− E(zo,y)
[ ∫ τ⋆
0
e−ρsHb(Zs, Ys)ds
]
. (4.58)
Notice that we can also write
E(zo,y)
[
e−ρτ
⋆
u(Zτ⋆ , Yτ⋆)
]
= κE(zo,y)
[
e−ρτ
⋆+Zτ⋆
]
= E(zo,y)
[
e−ρτ
⋆
w(Zτ⋆ , Yτ⋆)
]
. (4.59)
Here the first equality follows from the uniform integrability of {e−ρτu(Zτ , Yτ ), τ ∈ T }, together
with standard localisation arguments, and the optimality of τ⋆ for u(zo, y); the second equality
is due to Step 2 of Lemma B.4 in Appendix B (since by Step 2 of this proof we already know
that yˆ( · ) ≤ b( · )), and again to a localisation argument exploiting the uniform integrability of
{e−ρτw(Zτ , Yτ ), τ ∈ T }.
Then, substracting (4.58) from (4.57), and taking into account (4.59) and that u ≤ w on R2
(cf. Lemma B.4 in Appendix B), we find
0 ≥ E(zo,y)
[ ∫ τ⋆
0
e−ρseZs
(
C ′(eZs) + κ(δ − g − ρ− Ys)
)
1{yˆ(Zs)<Ys≤b(Zs)}ds
]
. (4.60)
Now τ⋆ > 0 P(zo,y)-a.s. by continuity of (Z·, Y·) and of yˆ( · ). Moreover, the set {(z, y) ∈ R2 :
yˆ(z) < y ≤ b(z)} is open and not empty because of the continuity of yˆ( · ) and b( · ), and
b(z) ≤ C′(ez)
κ
+ δ − g − ρ since b ∈ M by assumption. The right-hand side of (4.60) is therefore
strictly positive and we reach a contradiction; that is, yˆ(z) ≥ b(z) for any z ∈ R.
Step 4. By Step 2 and Step 3 we conclude that yˆ ≡ b on R and we thus complete the
proof.
Remark 4.17. Defining
K(z, ξ, v, α) :=
∫ ∞
0
e−ρt
(∫ ∞
α
ev
(
C ′(ev) + κ(δ − g − ρ− u)
)
pt(z, ξ; v, u)du
)
dt
and
f(z, ξ) :=
∫ ∞
0
e−ρt
(∫
R2
κev(δ − g − ρ− u)pt(z, ξ; v, u)du dv
)
dt,
integral equation (4.49) can be rewritten by Fubini’s theorem as
κez + f(z, f(z)) =
∫
R
K(z, f(z), v, f(v))dv.
The latter reformulation shows that (4.49) belongs to the class of nonlinear Fredholm equations
of second kind (see, e.g., [16] or [23]). Since the state space of (Z, Y ) is unbounded, (4.49)
is actually a so-called singular nonlinear Fredholm equation of second kind. Classical textbooks
offering a survey of numerical methods for equations of this kind are [1] and [16], among oth-
ers. However, being any of these methods certainly non trivial, we believe that such numerical
computation falls outside the scopes of our work.
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4.2.1 Asymptotic Behaviour of the Free Boundary
Here we provide the asymptotic behaviour of the free boundary yˆ. The results of this section
will allow us to obtain in Section 5.1 interesting economic considerations on the optimal debt
reduction policy (see in particular (ii) in Section 5.1).
To perform our analysis we need to introduce the one-dimensional optimal stopping problem
with value
w(y) := inf
τ≥0
E
[ ∫ τ
0
e−ρt+(δ−g)t−
∫ t
0 Y
y
s dsC ′(0)dt+ κ
(
e−ρτ+(δ−g)τ−
∫ τ
0 Y
y
s ds− 1
)
dt
]
, y ∈ R. (4.61)
Notice that the process Y appears in (4.61) only in the discount factor through its time time-
integral. However, being Y real-valued, such random discounting cannot be seen as an additive
functional of Y , and techniques from, e.g., [13] cannot be applied. The following result charac-
terises the optimal stopping rule for problem (4.61). Its proof can be found in Appendix A and
is based on a direct probabilistic analysis of the value function w.
Proposition 4.18. For w as in (4.61) let y∗ := sup{y ∈ R : w(y) ≥ 0}, with the convention
sup ∅ = −∞, and set σ∗(y) := inf{t ≥ 0 : Y yt ≤ y∗}, y ∈ R, with the convention inf ∅ = +∞.
The following holds true:
(i) if C ′(0) > 0, then y∗ is given by the unique y ∈ (−∞, δ − g − ρ) solving
E
[ ∫ ∞
0
e−ρt+(δ−g)t−
∫ t
0 Y
y
s ds
(
C ′(0) + κ(δ − g − ρ− Y yt )
)
1{Y yt >y}
dt
]
= 0, (4.62)
and the a.s. finite stopping time σ∗(y) := inf{t ≥ 0 : Y yt ≤ y∗}, y ∈ R, is optimal for
(4.61);
(ii) If C ′(0) = 0, then y∗ = −∞ and σ∗(y) = +∞, y ∈ R. In particular, w(y) = −κ for any
y ∈ R.
Proposition 4.19. For y∗ as given in Proposition 4.18 one has:
(i) limz↑+∞ yˆ(z) =∞;
(ii) limz↓−∞ yˆ(z) = y
∗.
Proof. We prove each item separately.
(i) We follow a contradiction scheme. Set limz↑∞ yˆ(z) := yˆ∞, which exists by monotonicity,
and suppose yˆ∞ < ∞. Then take any z ∈ R, y2 > y1 > yˆ∞, and for arbitrary y ∈ (y1, y2) set
τo(y) := inf{t ≥ 0 : Y yt /∈ (y1, y2)} a.s. Notice now that τo(y) ≤ τ⋆(z, y) a.s. (cf. (4.27)) and
(z, y) ∈ C, and employ the subharmonic characterisation of the value function (4.13), together
with Th. 3.2 in Ch. II of [40] due to (4.12), so to write
κez > u(z, y) = E
[ ∫ τo(y)
0
e−ρt+Z
z,y
t C ′(eZ
z,y
t )dt+ e−ρτo(y)u(Zz,y
τo(y)
, Y y
τo(y)
)
]
(4.63)
≥ E
[ ∫ τo(y)
0
e−ρt+Z
z,y
t C ′(eZ
z,y
t )dt
]
≥ E
[ ∫ τo(y)
0
e−ρtC(eZ
z,y
t )dt
]
.
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Here the fourth step is due to the nonnegativity of u, whereas the last one follows by convexity
of C and the fact that C(0) = 0. By using now Assumption 4.2-(ii) we get from (4.63)
κ > e(γ−1)zK1E
[∫ τo(y)
0
e−ρt+γZ
0,y
t dt
]
− Ke
−z
ρ
(
1− E[e−ρτo(y)]), (4.64)
for any y ∈ (y1, y2) and for any z ∈ R. Recalling that γ > 1 we then reach a contradiction by
taking z sufficiently large, and we therefore conclude that limz↑∞ yˆ(z) =∞.
(ii) The proof of this last property is more involved, and it is organised in three steps.
Step 1. Let y∗ as defined in Proposition 4.18. Here we show that limz↑−∞ yˆ(z) ≥ y∗. This
is clearly true if C ′(0) = 0, hence we now consider only the case C ′(0) > 0. Notice that from
(4.13) we can write
e−z(u(z, y) − κez) = inf
τ≥0
E
[ ∫ τ
0
e−ρt+Z
0,y
t C ′(eZ
z,y
t )dt+ κ
(
e−ρτ+Z
0,y
τ − 1)dt]
≥ inf
τ≥0
E
[ ∫ τ
0
e−ρt+Z
0,y
t C ′(0)dt + κ
(
e−ρτ+Z
0,y
τ − 1)dt] = w(y), (4.65)
where we have used that C ′( · ) in nondecreasing by convexity of C( · ). It thus follows that for any
z ∈ R the z-section of S, i.e. Sz := {y ∈ R : u(z, y) = κez} is such that Sz ⊇ {y ∈ R : w(y) = 0}.
Because by Proposition 4.18 {y ∈ R : w(y) = 0} = {y ∈ R : y ≤ y∗}, we conclude that yˆ(z) ≥ y∗
for any z ∈ R, and therefore that limz↓−∞ yˆ(z) ≥ y∗.
Step 2. We now prove that limz↓−∞ e
−z(u(z, y) − κez) = w(y). By (4.65) (which holds if
C ′(0) ≥ 0) we clearly have lim infz↓−∞ e−z(u(z, y) − κez) ≥ w(y). On the other hand, recalling
that σ∗(y) = inf{t ≥ 0 : Y yt ≤ y∗} is the optimal stopping time for w(y) (with the convention
inf ∅ = +∞) we can write
e−z(u(z, y) − κez) ≤ E
[ ∫ σ∗(y)
0
e−ρt+Z
0,y
t C ′(ez+Z
0,y
t )dt+ κ
(
e
−ρσ∗(y)+Z0,y
σ∗(y) − 1)].(4.66)
Taking limit superior as z ↓ −∞ on both sides of (4.66), invoking the monotone convergence the-
orem we find lim supz↓−∞ e
−z(u(z, y)−κez) ≤ w(y), which finally implies limz↓−∞ e−z(u(z, y)−
κez) = w(y).
Step 3. Here we prove that yˆ−∞ := limz↓−∞ yˆ(z) = y
∗. Since we already know by Step 1
that yˆ−∞ ≥ y∗, we argue by contradiction and we suppose that yˆ−∞ > y∗. Then take y1, y2
such that y∗ < y1 < y2 < yˆ−∞, set Q := {y ∈ R : y ∈ (y1, y2)} and note that Q ⊆ Cw = {y ∈
R : w(y) < 0}. Then noticing that {(z, y) ∈ R2 : y ∈ Q} ⊂ S we have by Step 2
0 = lim
z↓−∞
e−z(u(z, y) − κez) = w(y), y ∈ Q. (4.67)
However, w(y) = 0 is not possible on Q, because Q ⊆ Cw. Hence we reach a contradiction, and
we have thus proved that limz↓−∞ yˆ(z) = y
∗.
4.3 The Optimal Cumulative Primary Balance and the Minimal Cost
In this section we provide the optimal debt reduction policy. This takes the form of a threshold
policy, where the boundary triggering the optimal intervention rule is closely related to the
stopping boundary yˆ completely characterised in the last section.
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4.3.1 The Action and Inaction Regions
Recall that O := (0,∞) × R and define
I := {(x, y) ∈ O | u(ln(x), y) < x} and Ic := {(x, y) ∈ O | u(ln(x), y) = x}. (4.68)
The sets I and Ic are respectively the candidate inaction region and the candidate action region
for the control problem (4.5). When the state variable belongs to Ic it should be optimal to
reduce the level of debt ratio, as it is too high. On the other hand, a non intervention policy
should be applied in region I. This will be verified in the following.
Thanks to Proposition 4.9, I and Ic are open and closed, respectively. Moreover, it is clear
that they can be expressed also as I = {(x, y) ∈ O | 1
x
u(ln(x), y) < 1} and Ic = {(x, y) ∈
O | 1
x
u(ln(x), y) = 1}, where a simple calculation from (4.13) reveals that
1
x
u(ln(x), y) = inf
τ≥0
E
[ ∫ τ
0
e−ρt+(δ−g)t−
∫ t
0 Y
y
s dsC ′(xe(δ−g)t−
∫ t
0 Y
y
s ds)+ e−ρτ+(δ−g)τ−
∫ τ
0 Y
y
s ds
]
, (4.69)
for any (x, y) ∈ O.
It follows from (4.69) that y 7→ 1
x
u(ln(x), y) is nonincreasing and x 7→ 1
x
u(ln(x), y) is non-
decreasing. The latter property implies that for fixed y ∈ R the region I is below Ic, and we
define the boundary between these two regions by
b(y) := sup{x > 0 : u(ln(x), y) < x}, y ∈ R, (4.70)
with the convention sup ∅ = 0. Then I and Ic can be equivalently written as
I = {(x, y) ∈ O | x < b(y)} and Ic = {(x, y) ∈ O | x ≥ b(y)}. (4.71)
From the previous and from (4.17), (4.18) and (4.19) we also have
ez < b(y) ⇐⇒ u(z, y) < ez ⇐⇒ y > yˆ(z), (z, y) ∈ R2. (4.72)
Hence, for any y ∈ R, b of (4.70) can be seen as the pseudo-inverse of the nondecreasing (cf.
Proposition 4.11) function z 7→ yˆ(z) composed with the logarithmic function; that is,
b(y) = sup{x > 0 | y > yˆ(ln(x))}, y ∈ R. (4.73)
It thus follows that the characterization of yˆ of Theorem 4.16 is actually equivalent to a complete
characterization of b thanks to (4.73).
Recall y∗ of Proposition 4.18. The next proposition collects some properties of b, and its
proof can be found in Appendix A.
Proposition 4.20. The boundary b of (4.70) is such that
1. y 7→ b(y) is nondecreasing and left-continuous;
2. C ′(b(y)) ≥ κ[y − δ + g + ρ]+;
3. b(y) = 0 for any y ≤ y∗, whenever y∗ > −∞.
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4.3.2 The Optimal Control
For b as in (4.70) (see also (4.73)) introduce the nondecreasing process
ν⋆t =
[
x− inf
0≤s≤t
(
b(Y ys )e
−(δ−g)s+
∫ s
0 Y
y
u du
)]
∨ 0, t ≥ 0, ν⋆0− = 0, (4.74)
and then the process
ν⋆t :=
∫ t
0
e(δ−g)s−
∫ s
0 Y
y
u dudν⋆s, t ≥ 0, ν⋆0− = 0. (4.75)
Theorem 4.21. Let v̂(x, y) :=
∫ ln(x)
−∞ u(q, y)dq, (x, y) ∈ O. Then one has v̂ = v on O, and ν⋆
as in (4.75) is optimal for the control problem (4.5).
Proof. By the proof of Theorem 3.1 (upon noticing that in our Markovian setting one has
u = U and v̂ = V̂ ) it suffices to show that the right-continuous inverse of the stopping time
τ⋆(q, y) = inf{t ≥ 0 | Y yt ≤ yˆ(Zq,yt )} (which is optimal for u(q, y), cf. (4.27)) coincides (up to a
null set) with ν⋆.
Then, recall (3.9) from the proof of Theorem 3.1, fix (x, y) ∈ O, take t ≥ 0 arbitrary, and
note that by (4.27) and (4.72) we have P-a.s. the equivalences
τ⋆(q, y) ≤ t ⇐⇒ Y yθ ≤ yˆ(Zq,yθ ) for some θ ∈ [0, t] ⇐⇒
b(Y yθ ) ≤ eq+(δ−g)θ−
∫ θ
0
Y
y
s ds for some θ ∈ [0, t] ⇐⇒
[
x− inf
0≤s≤t
(
b(Y ys )e
−(δ−g)s+
∫ s
0
Y
y
u du
)]
∨ 0 ≥ x− eq
⇐⇒ ν⋆t ≥ x− eq ⇐⇒ τν
⋆
+ (q) ≤ t.
Hence, τν
⋆
+ (q) = τ
⋆(q, y) P-a.s., and ν⋆· is the right-continuous inverse of τ
⋆(·, y). Since ν⋆t ≤ x
a.s. for all t ≥ 0, and t 7→ ν⋆t is nondecreasing, it does follows from (4.75) that ν⋆ is admissible.
By arguing as in Step 2 of the proof of Theorem 3.1 the claim follows.
5 Economic Conclusions and Related Problems
5.1 Some Economic Conclusions
In this section we provide some comments about the economic implications of our findings.
From the first equation of (4.3), and recalling (4.75), we can write
Xx,y,ν
⋆
t = e
(δ−g)t−
∫ t
0
Ysds
[
x− ν⋆t
]
,
which, with regard to (4.74), shows that
0 ≤ Xx,y,ν⋆t ≤ b(Y yt ), t ≥ 0, P− a.s. (5.1)
Moreover, it is easy to see that we can express ν⋆ of (4.74) as
ν⋆t = sup
0≤u≤t
(Xx,y,0s − b(Y ys )
X1,y,0s
)
∨ 0, ν⋆0− = 0. (5.2)
Equations (4.74), (5.1) and (5.2) allow us to draw some interesting conclusions about the
optimal debt management policy suggested by our model.
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(i) If at initial time the level of the debt ratio x is above b(y), then an immediate lump-sum
reduction of amplitude (x− b(y)) is optimal.
(ii) When the cost of any additional unit of debt to the zero level is strictly positive (i.e.
C ′(0) > 0), and the initial level of the inflation rate is sufficiently low (namely, y ≤
y∗, y∗ > −∞), the optimal action is to immediately reduce the debt ratio to zero (cf.
Proposition 4.20-(3)). This fact might be explained as follows. Negatively affecting the
growth rate of the debt ratio, a low inflation increases the real burden of debts, and thus
have bad effects on the economy. Then, if the economy faces low inflation (or deflation),
and if the country is penalised by any, even small, level of debt4, according to our model
it is optimal to immediately bring the debt ratio to zero, rather than waiting for an higher
inflation rate.
(iii) At any t ≥ 0, employing the optimal primary balance policy, the government keeps the
debt ratio level below the inflation-dependent ceiling b.
(iv) If the level of the debt ratio at time t is below b(Yt), there is no need for interventions.
The government should intervene to reduce its debt generating fiscal surpluses only at
those (random) times t for which Xt ≥ b(Yt), any other intervention being sub-optimal
(cf. (5.2)).
(v) The optimal cumulative debt reduction (4.74) is given in terms of the minimal level that the
inflation-dependent debt ceiling, suitably discounted, has reached over [0, t]. The discount
rate is dynamic and does depend on the history of inflation. It is indeed
∫ ·
0(δ− g−Y yu )du.
5.2 Two Related Classes of Problems
Problem (2.6) shares a common mathematical structure with other optimisation problems arising
in economic theory/mathematical finance, like problems of irreversible investment [17] with
(stochastic) depreciation in the capital dynamics [41], and optimal consumption choices under
Hindy-Huang-Kreps (HHK) preferences (cf. [3], [26] and references therein). In this section we
provide an informal brief introduction to these problems, so to highlight their similarities with
the problem treated in this paper.
Let (Ω,F ,F,P) be a given complete filtered probability space. In stochastic irreversible
investment problems, the manager of a firm producing a single good aims at expanding the com-
pany’s production capacity, e.g., in order to meet an exogenous demand of the produced good.
However, increasing the production capacity level, the firm incurs costs that are proportional to
the amount of capacity expansion that has been made. Mathematically, the problem amounts to
find an F-adapted nondecreasing ca`dla`g process I⋆ minimising the total expected cost functional
J (I) := E
[ ∫ ∞
0
e−ρtf(Dt,X
I
t )dt+ κ
∫ ∞
0
e−ρtdIt
]
. (5.3)
In (5.3) f : R×R 7→ R+ is a suitable convex instantaneous cost function; D := {Dt, t ≥ 0} is the
random demand of the produced good; κ > 0 is the marginal cost of investment; ρ > 0 is the
manager’s discount factor, and XIt denotes the level of production capacity at time t when the
4indeed, by convexity, if C′(0) > 0 then C(ε) ≥ C′(0)ε > 0, for any ε > 0.
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irreversible investment plan I is followed. Assuming that the capital depreciates at a stochastic
depreciation rate η := {ηt, t ≥ 0}, the dynamics of the production capacity can be modelled as
dXIt = −ηtXIt dt+ dIt, t ≥ 0, Xν0− = x > 0. (5.4)
Setting h(ω, t, x) := e−ρtf(Dt(ω), x) and κt := κe
−ρt, it is clear that the problem of minimising
(5.3) over all suitable irreversible investment plans I’s, shares a similar structure with problem
(2.6). In fact, the only difference lies in the fact that in (5.4) the production capacity is increased,
whereas in (2.2) the level of debt ratio must be reduced.
In the literature on optimal consumption with HHK preferences (see [3] for details and refer-
ences), an economic agent aims at maximising her intertemporal expected utility by investing an
initial wealth w ≥ 0 in the financial market over a given time period. Following [3], we suppose
that the agent can invest in at least one risky security and in a money market account with
interest rate r. Assuming further that the market is complete, and denoting by ψ := {ψt, t ≥ 0}
a state-price density, the optimal consumption plan C⋆ (if it does exist) then solves the problem
sup
C
E
[ ∫ ∞
0
U(t,XCt )dt
]
, (5.5)
where the optimisation is taken over all the F-adapted, nondecreasing and ca`dla`g processes such
that E[
∫∞
0 ψtdCt] ≤ w. Here E[
∫∞
0 ψtdCt] is the minimal capital needed to finance a given
consumption plan C. In (5.5) the instantaneous felicity function U(t, ·) is a suitable concave
function of the agent’s current level of satisfaction
dXCt = −ϑtXCt dt+ dCt, t ≥ 0, XC0− = x > 0, (5.6)
for some process ϑ := {ϑt, t ≥ 0} measuring the decay rate of satisfaction. As we have already
noticed for (5.4), the main difference between the controlled dynamics (5.6) and (2.2) is that
in (5.6) the level of satisfaction is increased by consumption, whereas in (2.2) the level of debt
ratio is reduced. In [3] it is shown that the Lagrangian functional associated to such problem
reads
L(C) := E
[ ∫ ∞
0
U(t,XCt )dt
]
− λ
(
E
[∫ ∞
0
ψtdCt
]
− w
)
, (5.7)
for a suitable Lagrange multiplier λ ≥ 0. Given λ > 0 and setting h(ω, t, x) := −U(t, x) and
κt := −λψt, maximising (5.7) over all admissible irreversible consumption plans C’s relates to
the minimisation problem (2.6).
From the previous discussion it thus follows that the approach that we have followed in this
paper might be suitably adopted to solve problems of optimal consumption choice under HHK
preferences, and problems of stochastic irreversible investment plans with depreciating capital
stock. In particular, once these problems are formulated in suitable Markovian settings, their
optimal investment/consumption policy might be expressed in terms of the free boundary of an
associated optimal stopping problem. We leave such interesting study for future research.
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A Some Proofs
Proof of Proposition 4.5
The proof is organised in two steps.
Step 1. We start showing that the deterministic process κt := κ e
−ρt, κ > 0, satisfies
Assumption 2.3. It is clearly progressively measurable (being deterministic), positive and with
continuous paths. Let (x, y) ∈ (0,∞) × R be given and fixed and recall Xx,y,0 from (4.3). It
then remains only to prove that the process {κe−ρtXx,y,0t , t ≥ 0} is of class (D).
Thanks to an integration by parts, for any t ≥ 0 one has
κe−ρtXx,y,0t = κxe
−ρt+(δ−g)t−
∫ s
0 Y
y
u du = κx
(
1+
∫ t
0
e−ρt+(δ−g)t−
∫ s
0 Y
y
u du
(
δ−g−Y ys −ρ
)
ds
)
, P−a.s.,
so that if E[
∫∞
0 e
−ρt+(δ−g)t−
∫ s
0 Y
y
u du
∣∣δ− g−Y ys − ρ∣∣ds] <∞ then the process {κe−ρtXx,y,0t , t ≥ 0}
is of class (D).
By (B-3) and (B-4), simple estimates and Assumption 4.3 imply that there exists 0 <
K1(y) <∞ such that
E
[ ∫ ∞
0
e−ρs+2(δ−g)t−2
∫ t
0
Y
y
u duds
]
≤ K1(y).
Then Ho¨lder inequality with respect the product measure P⊗ e−ρtdt gives
E
[ ∫ ∞
0
e−ρt+(δ−g)t−
∫ t
0
Y
y
u du|δ − g − ρ− Y yt |dt
]
≤ E
[ ∫ ∞
0
e−ρt+2(δ−g)t−2
∫ t
0
Y
y
u dudt
] 1
2
×
E
[ ∫ ∞
0
e−ρt|δ − g − ρ− Y yt |2dt
] 1
2
≤
√
K1(y)E
[∫ ∞
0
e−ρt|δ − g − ρ− Y yt |2dt
] 1
2
.
Since by the second equation of (4.3) one has E[
∫∞
0 e
−ρt|δ − g − ρ− Y yt |2dt] ≤ K2(1 + |y|2), for
some K2 > 0, the proof is complete.
Step 2. We now prove that if C satisfies Assumption 4.2, then h(ω, t, x) := e−ρtC(x) fulfills
Assumption 2.1. It clearly verifies (i) and (ii) of Assumption 2.1. We now prove that (iii) of
Assumption 2.1 holds true as well.
Let (x, y) ∈ (0,∞)× R be given and fixed. By Assumption 4.2 one has
E(x,y)
[ ∫ ∞
0
h(t,X0t )dt
]
= E(x,y)
[ ∫ ∞
0
e−ρtC(X0t )dt
]
≤
∫ ∞
0
e−ρtK
(
1+E(x,y)
[
(X0t )
γ
])
dt, (A-1)
where the last step follows by Tonelli’s Theorem. To evaluate the expectation in the right-hand
side of (A-1) notice that by (4.3) we can write for any t ≥ 0
E(x,y)
[
(X0t )
γ
]
= xγ exp
{
γ(δ − g)t− γE
[ ∫ t
0
Y yu du
]
+
γ2
2
Var
[ ∫ t
0
Y yu du
]}
, (A-2)
where the formula of the Laplace transform for the Gaussian random variable
∫ t
0 Y
y
u du has been
employed. Plugging (B-3) and (B-4) of Lemma B.1 into (A-2), simple algebra and standard
inequalities yield
E(x,y)
[
(X0t )
γ
] ≤ xγeγθ |y− aθ | exp{− γt(a
θ
− γσ
2
2θ2
− δ + g
)}
. (A-3)
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Employing the inequality above in (A-1), by Assumption 4.3 we conclude E(x,y)[
∫∞
0 h(t,X
0
t )dt] <
∞. Analogously, by Assumption 4.2 we have that
E(x,y)
[ ∫ ∞
0
X0t hx(t,X
0
t )dt
]
= E(x,y)
[ ∫ ∞
0
e−ρtX0t C
′(X0t )dt
]
≤
∫ ∞
0
e−ρtK2
(
E(x,y)
[
X0t
]
+ E(x,y)
[
(X0t )
γ
])
dt <∞, (A-4)
where the last step is due again to Assumption 4.3. The proof is then completed. ✷
Proof of Proposition 4.6
We start obtaining the two bounds of (4.7). From (4.6), it is easy to see that Jx,y(ν) ≥ 0
for any ν ∈ A. Hence v(x, y) ≥ 0. On the other hand, being the admissible policy ν ≡ 0 a priori
suboptimal, we have by Assumption 4.2
v(x, y) ≤ E(x,y)
[ ∫ ∞
0
e−ρtC(X0t )dt
]
≤ K
[
1
ρ
+
∫ ∞
0
e−ρtE(x,y)
[
(X0t )
γ
]
dt
]
, (A-5)
where the last step follows by Tonelli’s Theorem. By using (A-3) the claim follows by a simple
integration. The bound v(x, y) ≤ κx follows by noticing that the policy “immediately reduce
the debt ratio to 0” is a priori suboptimal.
The property v(0, y) = 0 for any y ∈ R is due to the fact that A(0, y) = {ν ≡ 0} and
therefore v(0, y) = J0,y(0) = 0.
Convexity of x 7→ v(x, y) follows by standard arguments employing the convexity of the set
of admissible controls, the linearity of (2.2), and the convexity of C( · ). ✷
Proof of Lemma 4.8
As for the limit, by nonnegativity of e−ρt+Zt , t ≥ 0, we can invoke Fatou’s lemma and obtain
0 ≤ E(z,y)
[
lim inf
t↑∞
e−ρt+Zt
] ≤ lim inf
t↑∞
E(z,y)
[
e−ρt+Zt
]
, (A-6)
and the proof is complete if we show that lim inft↑∞ E(z,y)
[
e−ρt+Zt
]
= 0. To this end, notice
that by (4.8) we can write
E(z,y)
[
e−ρt+Zt
]
= eze−(ρ−δ+g)tE
[
e−
∫ t
0
Y
y
s ds
]
= ez exp
{
− (ρ− δ + g)t− E
[ ∫ t
0
Y ys ds
]
+
1
2
Var
(∫ t
0
Y ys ds
)}
, (A-7)
where we have used that for any given t ≥ 0 the random variable ∫ t0 Y ys ds is Gaussian (cf. Lemma
B.1). Then, employing (B-3) and (B-4) in (A-7) one has
E(z,y)
[
e−ρt+Zt
] ≤ ez exp{− (ρ− δ + g + a
θ
− σ
2
2θ2
)
t− (y − a
θ
)(1− e−θt
θ
)}
,
which clearly converges to zero as t ↑ ∞ by Assumption 4.3.
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To prove (4.12), recall (4.3) and (4.4), and notice that for any t ≥ 0, (x, y) ∈ (0,∞)×R and
z ∈ R one has
eZ
z,y
t =
ez
x
Xx,y,0t and then κe
−ρt+Zz,yt =
ez
x
κe−ρtXx,y,0t .
Then arguing as in the proof of Proposition 4.5 one can easily obtain the claim. ✷
Proof of Proposition 4.20
1. The first claim follows from the fact that the mapping y 7→ 1
x
u(ln(x), y) (cf. (4.69)) is
nonincreasing. This indeed implies that if (x, y1) ∈ I, then (x, y2) ∈ I for any y2 > y1. Also, by
(4.72) one has
{y ∈ R : x < b(y)} = {y ∈ R : u(ln(x), y) − x < 0}, (A-8)
for any given x > 0. The set on the right-hand side above is open since it is the preimage of an
open set via the continuous mapping y 7→ u(ln(x), y) − x (cf. Proposition 4.9). Hence the set
on the left-hand side of (A-8) is open as well and y 7→ b(y) is therefore lower-semicontinuous.
Hence b( · ) is left-continuous since it is nondecreasing.
2. This claim follows from (4.72) and the fact that yˆ(z) ≤ C′(ez)
κ
+ δ − g − ρ for any z ∈ R
(cf. Proposition 4.11).
3. For y∗ > −∞, the fact that b(y) = 0 for any y ≤ y∗ follows by definition of b, upon
noticing that yˆ(·) ≥ y∗. ✷
Proof of Proposition 4.18
(i) Suppose C ′(0) > 0. Because for any arbitrary stopping time τ the mapping y 7→
E[
∫ τ
0 e
−ρt+(δ−g)t−
∫ t
0
Y
y
s dsC ′(0)dt + κ(e−ρτ+(δ−g)τ−
∫ τ
0
Y
y
s ds − 1)] is continuous, it follows that y 7→
w(y) is upper semi-continuous (being the infimum of continuous functions). Recall then that Y
is positively recurrent and therefore it hits any point of R in finite time with probability one.
Hence denoting by Cw := {y ∈ R : w(y) < 0} and Sw := {y ∈ R : w(y) = 0}, if Sw 6= ∅ the
first entry time of Y into Sw is an optimal stopping time (cf. [38], Ch. 1, Sec. 2, Corollary 2.9).
Notice that in fact Sw 6= ∅. Indeed, if not, one would obtain from (4.61), by using (4.14), that
for any y ∈ R
0 > w(y) = E
[∫ ∞
0
e−ρt+(δ−g)t−y(
1−e−θt
θ
)−
∫ t
0 ΞsdsC ′(0)dt
]
− κ,
where we have set Ξs :=
a
θ
(1 − e−θs) + σe−θs ∫ s0 eθudWu, s ≥ 0. Taking limits as y ↓ −∞ in
the last expected value above, and invoking the monotone convergence theorem, we reach a
contradiction and we conclude that Sw 6= ∅.
From (4.61) it is easy to be convinced that y 7→ w(y) is nonincreasing. Then setting y∗ :=
sup{y ∈ R : w(y) ≥ 0} we have
Cw := {y ∈ R : y > y∗} and Sw := {y ∈ R : y ≤ y∗},
and σ∗(y) := inf{t ≥ 0 : Y yt ≤ y∗} is optimal for (4.61). Also, using (4.15) in (4.61) it is clear
that {y ∈ R : δ − g − ρ − y < 0} ⊆ Cw, and therefore Sw ⊆ {y ∈ R : y ≤ δ − g − ρ}; i.e.
y∗ ≤ δ − g − ρ.
Public Debt Control 33
By standard arguments (that we skip here in the interest of lenght), it is possible to show
that lim supε↓0
w(y∗+ε)−w(y∗)
ε
≤ 0 ≤ lim infε↓0 w(y
∗+ε)−w(y∗)
ε
. Hence w( · ) ∈ C1(R), and then
wyy( · ) is locally bounded at y∗. As a consequence, the probabilistic representation
w(y) = E
[ ∫ ∞
0
e−ρt+(δ−g)t−
∫ t
0 Y
y
s ds
(
C ′(0) + κ(δ − g − ρ− Y yt )
)
1{Y yt >y
∗}dt
]
(A-9)
holds by Itoˆ-Tanaka’s formula. Since (A-9) holds for any y ∈ R, then by evaluating (A-9)
for y = y∗, one easily finds that y∗ solves (4.62). Finally, arguments similar to (but simpler
than) those employed in the proof of Theorem 4.16 show that (4.62) admits a unique solution
in (−∞, δ − g − ρ).
(ii) If C ′(0) = 0, by (4.14) it is clear that it is never optimal to stop in finite time in (4.61).
The claim thus follows. ✷
B Auxiliary Results
Lemma B.1. Let Y be the Ornstein-Uhlenbeck process of (4.2). Then for any t ≥ 0 one has
E[Y yt ] = ye
−θt +
a
θ
(1− e−θt) (B-1)
and
E[(Y yt )
2] =
(
ye−θt +
a
θ
(1− e−θt))2 + σ2
2θ
(1− e−2θt). (B-2)
Moreover, the integral process {∫ t0 Y yu du, t ≥ 0} is Gaussian and such that
E
[∫ t
0
Y yu du
]
=
a
θ
t+
(
y − a
θ
)(1− e−θt
θ
)
. (B-3)
and
Var
[ ∫ t
0
Y yu du
]
= − σ
2
2θ3
(1− e−θt)2 + σ
2
θ2
(
t−
(
1− e−θt
θ
))
. (B-4)
Proof. (B-1) and (B-2) are easily obtained from (4.2). On the other hand, for (B-3) and (B-4)
we refer to page 122 of [28].
Lemma B.2. Recall (3.3). One has that z 7→ τ∗(z) is a.s. decreasing.
Proof. By employing the definitions (3.1) and (3.2), it is easy to see that one has a.s.
{t ≥ 0 : Ut(z) ≥ ζt(z)}
=
{
t ≥ 0 : ess inf
τ≥t
E
[ ∫ τ
t
e
∫ s
0 βu(ω)ds hx(ω, t, e
z+
∫ s
0 βu(ω)du)ds+ κτ (ω) e
∫ τ
t
βu(ω)du
∣∣∣Ft] ≥ κt}.
The latter equivalence and the fact that x 7→ hx(t, x) is strictly increasing finally yield the
claimed monotonicity of τ∗( · ).
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Lemma B.3. Take R > 0, let u as in (4.13), and define τR := inf{t ≥ 0 : |Yt| ≥ R or |Zt| ≥ R}
under P(z,y). Then one has
lim
T↑∞
lim
R↑∞
E(z,y)
[
e−ρ(τR∧T )u(ZτR∧T , YτR∧T ) +
∫ τR∧T
0
e−ρs+ZsC ′(eZs)1{Ys>yˆ(Zs)}ds
]
− E(z,y)
[ ∫ τR∧T
0
e−ρs+Zsκ
(
δ − g − ρ− Ys
)
1{Ys≤yˆ(Zs)}ds
]
(B-5)
= E(z,y)
[ ∫ ∞
0
e−ρs+ZsC ′(eZs)1{Ys>yˆ(Zs)}ds−
∫ ∞
0
e−ρs+Zsκ
(
δ − g − ρ− Ys
)
1{Ys≤yˆ(Zs)}ds
]
.
Proof. Preliminary notice that τR ∧ T ↑ T when R ↑ ∞. We now analyse the three addends of
the expectation in the left-hand side of (B-5) separately.
(i) Notice that 0 ≤ e−ρ(τR∧T )u(ZτR∧T , YτR∧T ) ≤ κe−ρ(τR∧T )+ZτR∧T P(z,y)-a.s., because 0 ≤
u(z, y) ≤ κez for any (z, y) ∈ R2, and that
e−ρ(τR∧T )+ZτR∧T = e−ρ(τR∧T )
(
ez +
∫ τR∧T
0
eZs
(
δ − g − Ys
)
ds
)
,
by an integration by parts. Combining these two facts, denoting by L > 0 a suitable
constant independent of R and T , and recalling Assumption 4.3 we can write
0 ≤ E(z,y)
[
e−ρ(τR∧T )u(ZτR∧T , YτR∧T )
]
≤ κE(z,y)
[
e−ρ(τR∧T )
(
ez +
∫ τR∧T
0
eZs
(
δ − g − Ys
)
ds
)]
≤ κezE(z,y)
[
e−ρ(τR∧T )
]
+ κE(z,y)
[
e−(ρ−ρo)(τR∧T )
∫ τR∧T
0
e−ρo(τR∧T )|δ − g − Ys| eZsds
]
≤ κezE(z,y)
[
e−ρ(τR∧T )
]
+ κE(z,y)
[
e−(ρ−ρo)(τR∧T )
∫ τR∧T
0
e−ρos|δ − g − Ys| eZsds
]
(B-6)
≤ κezE(z,y)
[
e−ρ(τR∧T )
]
+ LκE(z,y)
[
e−2(ρ−ρo)(τR∧T )
] 1
2
E(z,y)
[ ∫ ∞
0
e−ρos|δ − g − Ys|4ds
]1
4
× E(z,y)
[ ∫ ∞
0
e−ρos+4Zsds
]1
4
,
where for the last step we have used Ho¨lder inequality with respect to the measure P(z,y),
Jensen inequality with respect to the measure 1
ρo
e−ρosds, and again Ho¨lder inequality, but
now with respect to the measure P(z,y) ⊗ 1ρo e−ρosds.
From the second equation in (4.3) it is easy to see that
E(z,y)
[ ∫ ∞
0
e−ρos|δ − g − Ys|4ds
]1
4
≤ K1(y), (B-7)
for some 0 < K1(y) <∞. On the other hand,
E(z,y)
[ ∫ ∞
0
e−ρos+4Zsds
]
=
∫ ∞
0
e−ρosE(z,y)
[
e4Zs
]
ds
= e4z
∫ ∞
0
exp
{
− ρos+ 4(δ − g)s − 4E
[ ∫ s
0
Y yu du
]
+ 8Var
[ ∫ s
0
Y yu du
]}
ds (B-8)
≤ K2(z, y),
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for some 0 < K2(z, y) <∞, independent of R and T . The last inequality above is due the
fact that ρo > 4[δ− g− aθ + 2σ
2
θ2
]∨0 (cf. Assumption 4.3), upon using (B-3) and (B-4) from
Appendix B and employing simple estimates.
Thanks to (B-7) and (B-8) we can then continue from (B-6) by writing
0 ≤ E(z,y)
[
e−ρ(τR∧T )u(ZτR∧T , YτR∧T )
]
≤ κez E(z,y)
[
e−ρ(τR∧T )
]
+K3(z, y)E(z,y)
[
e−ρ(τR∧T )
] 1
2
,
for some 0 < K3(z, y) < ∞ independent of R and T . Taking now limits as R ↑ ∞, and
invoking the dominated convergence theorem we have from the latter
0 ≤ lim supR↑∞ E(z,y)
[
e−ρ(τR∧T )u(ZτR∧T , YτR∧T )
]
≤ κeze−ρT +K3(z, y) e−
ρ
2
T . (B-9)
(ii) By the monotone convergence theorem it follows that
lim
R↑∞
E(z,y)
[ ∫ τR∧T
0
e−ρs+ZsC ′(eZs)1{Ys>yˆ(Zs)}ds
]
= E(z,y)
[ ∫ T
0
e−ρs+ZsC ′(eZs)1{Ys>yˆ(Zs)}ds
]
.
(B-10)
(iii) Also, writing
(
δ−g−ρ−Ys
)
=
(
δ−g−ρ−Ys
)+−(δ−g−ρ−Ys)−, s ≥ 0, recalling (4.12)
of Lemma 4.8, and applying the monotone convergence theorem to each of the resulting
two integrals we find
lim
R↑∞
E(z,y)
[ ∫ τR∧T
0
e−ρs+Zs
(
δ − g − ρ− Ys
)
1{Ys≤yˆ(Zs)}ds
]
= E(z,y)
[ ∫ T
0
e−ρs+Zs
(
δ − g − ρ− Ys
)
1{Ys≤yˆ(Zs)}ds
]
. (B-11)
Then taking limits as R ↑ ∞ in the expectation on the left hand-side of (B-5) and employing
(B-9), (B-10) and (B-11) yield
E(z,y)
[ ∫ T
0
e−ρs+ZsC ′(eZs)1{Ys>yˆ(Zs)}ds −
∫ T
0
e−ρs+Zsκ
(
δ − g − ρ− Ys
)
1{Ys≤yˆ(Zs)}ds
]
≤ u(z, y) ≤ κeze−ρT +K3(z, y) e−
ρ
2
T + E(z,y)
[ ∫ T
0
e−ρs+ZsC ′(eZs)1{Ys>yˆ(Zs)}ds
]
(B-12)
− E(z,y)
[ ∫ T
0
e−ρs+Zsκ
(
δ − g − ρ− Ys
)
1{Ys≤yˆ(Zs)}ds
]
.
Finally, taking also limits as T ↑ ∞ in (B-12), and arguing as in (ii) and (iii), we conclude that
(B-5) holds true.
Lemma B.4. Let w be defined by (4.44) and let u be given in terms of representation (4.45).
Then u ≤ w on R2.
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Proof. The proof is organised in four steps.
Step 1. Since by assumption b solves integral equation (4.49), then w(z, b(z)) = κez , z ∈ R,
and therefore
w(z, b(z)) = κez ≥ u(z, b(z)), z ∈ R. (B-13)
Step 2. Here we show that w(z, y) = κez for any y < b(z) and z ∈ R. This fact clearly
implies that
w(z, y) = κez ≥ u(z, y), y < b(z), z ∈ R. (B-14)
Let z ∈ R be given and fixed, take y < b(z) and notice that by definition of Hb (cf. (4.51))
one has
Hb(Zs, Ys) = −κ(δ − g − ρ− Ys)eZs , ∀s ≤ σ P(z,y) − a.s.
where we have defined σ := inf{t ≥ 0 : Yt ≥ b(Zt)}, P(z,y)-a.s. Then the martingale property of
{e−ρtw(Zt, Yt) +
∫ t
0 e
−ρsHb(Zs, Ys)ds, t ≥ 0} (cf. (4.52)) and the optional sampling theorem (cf.
Ch. II, Theorem 3.2 in [40]) yield
w(z, y) = E(z,y)
[
κe−ρσ+Zσ1{σ<n} + e
−ρnw(Zn, Yn)1{σ≥n} +
∫ σ∧n
0
e−ρsHb(Zs, Ys)ds
]
, (B-15)
for y < b(z), z ∈ R. Since now E(z,y)[e−ρnw(Zn, Yn)1{σ≥n}] = E(z,y)[1{σ≥n}
∫∞
n
e−ρsHb(Zs, Ys)ds]
and Hb(Zs, Ys) ∈ L1(P(z,y) ⊗ e−ρsds), we can take limits as n ↑ ∞ in (B-15) and obtain
w(z, y) = κE(z,y)
[
e−ρσ+Zσ −
∫ σ
0
e−ρs+Zs
(
δ − g − ρ− Ys
)
ds
]
= κez, (B-16)
for y < b(z), z ∈ R, and where the last equality is due to (4.15). Hence, (B-14) follows.
Step 3. Here we show that
w(z, y) ≥ u(z, y), y > b(z), z ∈ R. (B-17)
Let z ∈ R be given and fixed, take y > b(z) and consider the stopping time τ := inf{t ≥ 0 :
Yt ≤ b(Zt)}, P(z,y)-a.s. Then, arguing as in Step 2 we find
w(z, y) = E(z,y)
[
e−ρτ+Zτ +
∫ τ
0
e−ρs+ZsC ′(eZs)ds
]
≥ u(z, y). (B-18)
Step 4. Combining Step 1, Step 2 and Step 3 we conclude that w ≥ u on R2.
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