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ALGEBRABLE SETS OF HYPERCYCLIC VECTORS FOR
CONVOLUTION OPERATORS
J. BÈS AND D. PAPATHANASIOU
Abstract. We show that several convolution operators on the space of entire
functions, such as the MacLane operator, support a dense hypercyclic algebra
that is not finitely generated. Birkhoff’s operator also has this property on the
space of complex-valued smooth functions on the real line.
1. Introduction
The search for large algebraic structures (e.g., linear spaces, closed sub-
spaces, or infinitely generated algebras) in non-linear settings has drawn
increasing interest over the past decade [2, 9]. One such setting is given by
the set
HC(T ) = {f ∈ X : {f, Tf, T 2f, . . . } is dense in X}
of hypercyclic vectors for a given operator T on a topological vector space
X. Whenever HC(T ) is non-empty we say that T is a hypercyclic operator,
and in this case HC(T )∪{0} always contains a dense linear subspace that is
T -invariant, see [31]. The question whether HC(T ) ∪ {0} contains a closed
and infinite dimensional subspace M (which in turn is called a hypercyclic
subspace) has a negative answer for some hypercyclic operators T and a
positive one for others [8, 26, 18], and many findings in this direction have
been made; see e.g. [6, Ch. 8] and [21, Ch. 10], and the more recent work
[14, 24, 25, 23, 12, 5]
The search for algebras of hypercyclic vectors, other perhaps than Read’s
[27] construction of an operator on ℓ1(N) (endowed with any algebra struc-
ture) for which every non-zero vector is hypercyclic, may be traced back to
the work of Aron et al [3, 4] who showed that no translation operator can
support a hypercyclic algebra on the space H(C) of entire functions, endowed
with the compact open topology. They also showed that, in sharp contrast
with the translations operators, the collection of entire functions f for which
every power fn (n = 1, 2, . . . ) is hypercyclic for the operator D of complex
differentiation is residual in H(C).
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A few years later Shkarin [30, Thm. 4.1] showed that HC(D) contains
both a hypercyclic subspace and a hypercyclic algebra, and with a different
approach Bayart and Matheron [6, Thm. 8.26] also showed that the set of
f ∈ H(C) that generate an algebra consisting entirely (but the origin) of
hypercyclic vectors for D is residual in H(C). This prompted the following
question, which also appeared in [9, p. 105], [2, p. 185]:
Question 1. (Aron [6, p. 217])
Is it possible to find a hypercyclic algebra for D that is not
finitely generated?
By imitating Bayart and Matheron’s proof, Conejero and the authors [10]
showed that P (D) supports a hypercyclic algebra whenever P is a non-
constant polynomial vanishing at zero, and with a new approach they ob-
tained hypercyclic algebras for convolution operators not induced by poly-
nomials, such as sin(aD) or cos(aD), where 0 6= a ∈ C, see [11]. But each
of the hypercyclic algebras obtained on H(C) so far is generated by a single
entire function and hence contained in a closed hyperplane. Moreover, each
subalgebra of a singly generated algebra is finitely generated [15], so larger
algebras are required to answer Question 1.
We recall that as established by Godefroy and Shapiro [17], convolution
operators on H(C) are precisely those operators of the form
f
Φ(D)
7→
∞∑
n=0
anD
nf (f ∈ H(C))
where Φ(z) =
∑∞
n=0 anz
n ∈ H(C) is of exponential type (i.e., |an| ≤M
Rn
n! (n =
0, 1, . . . ), for some M,R > 0), and that each such operator Φ(D) is hyper-
cyclic whenever Φ is non-constant.
In this paper we answer Question 1 in the affirmative and show that a large
class of convolution operators on H(C) supports dense hypercyclic algebras
that are not finitely generated. We recall that a subset M of a Fréchet
algebra X is said to be algebrable provided M ∪ {0} contains a subalgebra
of X that is not finitely generated and dense algebrable if such a subalgebra
is dense in X [2]. So Question 1 asks whether the set of hypercyclic vectors
for D is algebrable. We show that this set is indeed strongly algebrable in
the sense of Bartoszewicz and Gła¸b [7], see Definition 2.3.
Theorem 1.1. Let Φ ∈ H(C) be of finite exponential type with |Φ(0)| < 1
and so that the level set {z : |Φ(z)| = 1} contains a non-trivial, strictly
convex compact arc Γ satisfying
(1.1) conv(Γ ∪ {0}) \ Γ ⊂ Φ−1(D).
Then the set of of hypercyclic vectors for the convolution operator Φ(D) is
dense algebrable. Moreover,
(a) For each N ∈ N the set of f = (fj)
N
j=1 in H(C)
N that freely generate
a hypercyclic algebra for Φ(D) is residual in H(C)N , and
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(b) The set of f = (fj)
∞
j=1 ∈ H(C)
N that freely generate a dense hyper-
cyclic algebra for Φ(D) is residual in H(C)N. In particular, the set
of hypercyclic vectors for Φ(D) is densely strongly-algebrable.
Here for any subset A of the complex plane the symbol conv(A) denotes
its convex hull. Also, an arc C is said to be strictly convex provided each
segment with both endpoints in C only intersects C at such endpoints.
Remark 1.2. While the geometric assumption (1.1) for Φ in Theorem 1.1
may be relaxed -see Remark 3.4-, it is stronger than the one required in [11,
Theorem 3] which established the existence of singly generated algebras and
imposed no requirement for Φ(0) other than belonging to the closed unit
disc.
Corollary 1.3. The set of hypercyclic vectors for the operator of complex
differentiation is densely strongly algebrable on H(C).
Corollary 1.4. The set of common hypercyclic vectors for {sin(kD)}k∈N
is densely strongly algebrable on H(C). In general, any countable family of
hypercyclic convolution operators {Φn(D)}n∈N will have a densely strongly
algebrable set of common hypercyclic vectors if for each n ∈ N the entire
function Φn maps the origin into the open unit disc D and supports a non-
trivial strictly convex arc Γn ⊂ Φ
−1
n (∂D) so that
conv(Γn ∪ {0}) \ Γn ⊂ Φ
−1
n (D).
We may derive from Theorem 1.1 examples of strongly algebrable sets of
hypercyclic vectors for differentiation operators on the space C∞(R,C) of
complex-valued of smooth functions on the real line, whose topology is given
by the sequence (pn) of seminorms
pn(f) = sup|x|≤nmax0≤j≤n|f
(j)(x)|, f ∈ C∞(R,C).
As Godefroy and Shapiro [17] observed, the restriction operator
R :H(C)→ C∞(R,C)
f = f(z) 7→ f(x)
is continuous, injective, of dense range, and multiplicative, and for any com-
plex polynomial P = P (z) we have
RP (
d
dz
) = P (
d
dx
)R
Hence R is an algebra isomorphism onto its range and it sends hypercyclic
vectors of P (D) to hypercyclic vectors of P ( d
dx
). Thus, an infinitely gener-
ated, dense hypercyclic algebra for P (D) will be maped by R to an infinitely
generated, dense hypercyclic algebra for P ( d
dx
). Thus by Theorem 1.1 we
have the following corollary.
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Corollary 1.5. Let P be a non-constant polynomial whose level set {z :
|P (z)| = 1} contains a non-trivial, strictly convex compact arc Γ so that
conv(Γ ∪ {0}) \ Γ ⊂ P−1(D).
Then P ( d
dx
) supports a dense hypercyclic algebra on C∞(R,C) that is not
finitely generated.
Conejero and the authors [11] showed that non-trivial translations acting
on C∞(R,C) do support hypercyclic algebras, unlike the case when they act
on H(C). We show in Corollary 1.7 below that they indeed support dense
hypercyclic algebras that are not finitely generated. More generally, we have
the following Zero-One law (cf. Definition 2.1):
Theorem 1.6. Let X be a separable, commutative F -algebra over the real
or complex scalar field K, and supporting a dense freely generated subalgebra.
Then for any operator T on X that is both weakly mixing and multiplicative,
the following are equivalent:
(a) The operator T supports a hypercyclic algebra.
(b) For each non-zero polynomial P with coefficients in K and in one
variable, the map P̂ : X → X, f 7→ P (f), has dense range.
(c) For each N ≥ 2 and each non-zero polynomial P with coefficients in
K and in N variables, the map P̂ : XN → X, f 7→ P (f), has dense
range.
(d) The set of hypercyclic vectors for T is densely strongly-algebrable.
Moreover, the set of f ∈ XN that freely generate a dense hypercyclic
algebra (but zero) is residual in XN.
In particular, either every weakly mixing multiplicative operator on X sup-
ports a dense hypercyclic algebra that is not finitely generated or else no such
operator supports a hypercyclic algebra.
We list in Corollary 1.7 below some examples showcasing Theorem 1.6.
Cases (ii) and (iii) were first noted in [3, 11].
Corollary 1.7.
(i) Each multiplicative weakly mixing operator on the F-algebra C∞(R,C)
over K = C supports a dense, non-finitely generated algebra of hyper-
cyclic vectors. In particular, each translation operator Ta (0 6= a ∈ R)
on C∞(R,C) has this property.
(ii) No multiplicative operator on the F-algebra H(Ω) over K = C sup-
ports a hypercyclic algebra, where Ω ⊂ C is simply connected.
(iii) No multiplicative operator on the F-algebra C∞(R,R) over K = R
supports a hypercyclic algebra.
(iv) No multiplicative operator on the F-algebra HR(C) = {f ∈ H(C) :
f(R) ⊂ R} over K = R supports a hypercyclic algebra.
Proof of Corollary 1.7. Notice that the set of complex polynomials on a real
variable is dense in C∞(R,C), and that the inclusion g : R → C, g(t) = t,
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freely generates a dense subalgebra of the F -algebra (X,K) = (C∞(R,C),R).
Since there exists a multiplicative operator on X supporting a hypercyclic
algebra [11, Corollary 20], then (i) follows by Theorem 1.6. The pending
conclusions (ii)-(iii) follow by considering the polynomial p(t) = t2 on The-
orem 1.6(c). Notice that the identity function on C freely generates a dense
subalgebra of (X,K) = (H(Ω),C), since Ω is simply connected, and also of
(X,K) = (HR(C),R), since the set of real polynomials on a complex variable
is dense on HR(C). Similarly, the identity function on R freely generates a
dense subalgebra of (X,K) = (C∞(R,R),R). 
Remark 1.8. We note that each translation τa (0 6= a ∈ R), as well as
each convolution operator of the form P (D), where P is a non-constant
polynomial with real coefficients with inft∈R |P (t)| < 1, is mixing on HR(C).
This follows by the Kitai Criterion and the fact that for each subset U of the
real line with a limit point the set of eigenvectors {euz : u ∈ U} for T = τa
or P (D) has dense R-linear span in HR(C).
In Section 2 we recall the notion of strong algebrability together with
basic notation and facts about algebras and generators. In particular, we
indicate a Zero-One law for any separable commutative F -algebra X that is
used to show the main results: Either X supports no freely-generated dense
subalgebra or its generic sequence freely-generates a dense subalgebra, see
Proposition 2.4. The proofs of Theorem 1.1 and of Theorem 1.6 are shown
in Section 3 and Section 4, respectively.
2. Freely generated algebras and strong algebrability
Throughout this paper the symbol X denotes an F -algebra (i.e., a metriz-
able and complete topological algebra) over the real or complex scalar field K,
which is both separable and commutative. We respectively denote by R, C,
N and N0 the sets of real scalars, complex scalars, positive integers, and non-
negative integers. By K[t] and K[t1, . . . , tN ] (N ∈ N) we denote the algebras
of polynomials with coefficients in K in one and N variables, respectively.
A subset Y of X is algebraically dependent provided there exist pairwise
distinct y1, . . . , yn in Y and a non-zero polynomial P ∈ K[t1, . . . , tn] with
P (0) = 0 so that P (y1, . . . , yn) = 0. We say that Y is algebraically indepen-
dent provided it is not algebraically dependent. The subalgebra generated
by Y is
A(Y ) = ∩{A ⊃ Y : A subalgebra of X}
= {P (y) : y ∈ Y n, P ∈ K[t1, . . . , tn] : P (0) = 0, n ∈ N}
and (if X has a unit) the unital algebra generated by Y is
A1(Y ) = ∩{A ⊃ Y : A unital subalgebra of X}
= {P (y) : y ∈ Y n, P ∈ K[t1, . . . , tn], n ∈ N}.
We call Y a set of generators of the algebra A(Y ) and of the unital algebra
A1(Y ) (if X has a unit).
6 J. BÈS AND D. PAPATHANASIOU
It is possible for an algebra generated by just two elements to support a
subalgebra that is not finitely generated. Hence when searching for large
algebras of hypercyclic vectors we prefer Bartoszewicz and Gła¸b’s notion of
strong algebrability, formulated in terms of freely generated algebras, over
the usual notion of algebrability.
Definition 2.1. For a cardinal κ, we say that A is a κ-generated free-algebra
provided there exists a subset Y = {yγ : γ < κ} of A so that every function
f : Y → A′ with A′ an algebra can be uniquely extended to an algebra
homomorphism f : A → A′. The set Y is called a set of free generators of
the algebra A.
Remark 2.2. A subset Y of X generates a free algebra if and only if Y is
algebraically independent. Indeed, we have:
(a) When X has no unit, Y = {yγ : γ < κ} ⊂ X is a set of free
generators of a subalgebra A of X if and only if the set Y˜ of elements
of the form
yα1γ1 y
α2
γ2
· · · yαnγn
with yγ1 , . . . , yγn in Y pairwise distinct and with α1, . . . , αn ∈ N0 and
not simultaneously zero is linearly independent and
A = A(Y ) = span(Y˜ ).
(b) When X has a unit e, then Y = {yγ : γ < κ} ⊂ X is a set of free
generators of a unital subalgebra A1 of X if and only if the set Y˜
defined as in (1) satisfies both that Y˜ ∪ {e} is linearly independent
and Y˜ ∪ {e} is a spanning set of A1.
Definition 2.3. (Bartoszewicz and Gła¸b [7]) Let X be a commutative F -
algebra, and let κ be an infinite cardinal. A subset E of X is strongly κ-
algebrable provided E∪{0} contains a κ-generated free subalgebra of X. The
set E is densely strongly κ-algebrable provided E∪{0} contains a κ-generated
dense free subalgebra of X. Finally, we say that E is strongly algebrable
(respectively, densely strongly algebrable), if it is strongly κ-algebrable (re-
spectively, densely strongly κ-algebrable) for some infinite cardinal κ.
We use Proposition 2.4 below to show Theorem 1.1 and Theorem 1.6; we
have been unable to find a reference and provide a proof for the sake of
completeness.
Proposition 2.4. Let X be a separable commutative F -algebra supporting
a dense freely generated subalgebra. Then we have:
1. For each N ∈ N, the set of algebraically independent N -tuples of
elements of X is residual in XN . In particular, the set of f in XN
that generate an algebra A(f) that is not contained in any subalgebra
of X induced by fewer than N generators is residual in XN .
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2. The set of algebraically independent sequences in X that induce a
dense subalgebra of X is residual in XN. In particular, the set of
f = (fj) in X
N whose induced algebra A(f) is not contained in a
finitely generated subalgebra of X is residual in XN.
Remark 2.5. Natural examples of separable commutative F -algebras that
support a dense freely-generated subalgebra include function algebras such
as algebras of holomorphic (respectively, smooth) functions of finitely many
variables, the disc algebra, etc. Another natural example is the algebra ℓ1
of absolutely convergent sequences with respect to the convolution product.
Here e0 = (1, 0, . . . ) is the unit and the singleton {e1} = {(0, 1, 0, . . . )} freely
generates a dense subalgebra. Indeed, recall that the convolution product
x ∗ y of two elements x, y ∈ ℓ1 is given by
(x ∗ y)(n) :=
n∑
k=0
x(k)y(n − k) (n = 0, 1, . . . ).
So en1 = en for each n ∈ N0 and for any polynomial P =
∑r
j=0 ajt
j we have
P (e1) =
r∑
j=0
aje
j
1 =
r∑
j=0
ajej ,
and A1(e1) = {P (e1) : P ∈ K[t]} is dense in ℓ1. That is, {e
n
1}n∈N ∪ {e0} is
linearly independent and it spans a dense subspace of ℓ1.
The remaining of the section is devoted to show Proposition 2.4. We first
note that an N -tuple of polynomials in k variables must be algebraically
dependent ifN > k. For each α = (α1, . . . , αN ) ∈ C
N we let |α| :=
∑N
j=1 |αj |
and |α|∞ := max1≤j≤N |αj |.
Proposition 2.6. Let P1, . . . , PN in K[t1, . . . , tk] with N > k. Then there
exists a nonzero polynomial R ∈ K[t1, . . . , tN ] with R(0) = 0 such that
R(P1, . . . , PN ) = 0.
Proof. Let d = max{deg P1, . . . ,degPN}, and choose q ∈ N such that
(2.1) qN > (Ndq + 1)k.
The vector space
W := span{tβ = tβ11 · · · t
βk
k : β ∈ N
k
0 with |β|∞ ≤ Ndq}
has dimension dim(W ) = (Ndq + 1)k and contains the indexed set
E := {
N∏
i=1
Pαii }{α∈NN
0
:1≤|α|∞≤q}
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which by (2.1) must be linearly dependent. So there exists a non-trivial
linear combination ∑
{α∈NN
0
: 1≤|α|∞≤q}
cα
N∏
i=1
Pαii = 0,
and the conclusion holds for R :=
∑
{α∈NN
0
: 1≤|α|∞≤q}
cα
∏N
i=1 t
αi
i . 
Corollary 2.7. Let f = (f1, . . . , fN ) ∈ X
N so that A(f) ⊂ A(h) for some
h ∈ Xk with k < N . Then {f1, . . . , fN} is algebraically dependent.
Proof. By the assumption there exist P1, . . . , PN ∈ K[t1, . . . , tk] such that
Pi(h1, . . . , hk) = fi (1 ≤ i ≤ N).
Since N > k, by Proposition 2.6 there exists 0 6= R ∈ K[t1, . . . , tN ] with
R(0) = 0 such that R(P1, . . . , PN ) = 0. In particular,
R(f1, . . . , fN ) = R(P1(h1, . . . , hk), . . . , PN (h1, . . . , hk)) = 0.

We note the following elementary topological fact which we use to show
Proposition 2.9 below.
Remark 2.8. IfK,Y,Z are Hausdorff topological spaces with K compact and
if g : K × Y → Z is a continuous map, then the set
{x ∈ Y : ∃k ∈ K so that g(k, x) ∈ A}
is closed for each closed subset A of Z.
Proposition 2.9. Let X be a separable commutative F -algebra that contains
a freely generated dense subalgebra and let N ≥ 2. Then the set F of N -
tuples f = (f1, . . . , fN ) ∈ X
N that are algebraically dependent is of first
category in XN .
Proof. For each non-zero P ∈ K[t1, . . . , tN ], letM(P ) and m(P ) respectively
denote the largest and smallest moduli of the non-zero coefficients of P . So
F = ∪m∈NFm,
where for each m ∈ N
Fm = {f = (f1, . . . , fN ) ∈ X
N : ∃R ∈ Pm : R(f1, . . . , fN ) = 0}
and where Pm consists of those R in K[t1, . . . , tN ] which simultaneously
vanish at the origin, have degree in [1,m] and 1
m
≤ m(R) ≤ M(R) ≤ m.
Notice that each Fm is closed by Remark 2.8, thanks to the compactness of
Pm and the continuity of the map
Pm ×X
N → X, (R, f) 7→ R(f).
It suffices to show that Fm has empty interior. By means of contradiction,
suppose that Fm contains a non-empty open subset U of X
N .
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Case 1: X has a unit e. By Remark 2.2, we know that X = A1(Y ) for
some subset Y for which the set Y˜ of finite products
yα11 · · · y
αn
n
with n ∈ N, with y1, . . . , yn ∈ Y pairwise distinct, and with α1, . . . , αn ∈ N0
not simultaneously zero, satisfies that Y˜ ∪{e} is linearly independent. Since
×Nj=1A1(Y ) is dense in X
N there exist g = (g1, . . . , gr) ∈ Y
r with g1, . . . , gr
pairwise distinct and P = (P1, . . . PN ) in K[t1, . . . , tr]
N so that
P (g) = (P1(g), . . . , PN (g)) ∈ U.
Without loss of generality we may assume that d1 := deg(P1) > 0 and
(2.2) dj := deg(Pj) > (m+ 1)dj−1 (j = 2, . . . , N).
Since P (g) ∈ Fm there exists R ∈ Pm so that
(2.3) R(P1(g), . . . , PN (g)) = 0.
Write
R =
∑
α∈A
cαt
α,
where A ⊂ NN0 is finite and non-empty and so that 1 ≤ |α| ≤ m and
1
m
≤
|cα| ≤ m for each α ∈ A. Now, let A0 := A and βN := max{αN : α ∈ A0},
and inductively for k = 1, . . . , N − 1 let
Ak := {α ∈ Ak−1 : αN−k+1 = βN−k+1} and βN−k := max{αN−k : α ∈ Ak}.
Then β = (β1, . . . , βN ) ∈ A, and for each α ∈ A \ {β} either αN < βN or
there exists 1 ≤ k < N satisfying
αk < βk and (αk+1, . . . , αN ) = (βk+1, . . . , βN ).
In the former case, by (2.2) we have
deg(Pα) =
N∑
i=1
αidi ≤ (m+ 1)dN−1 + αNdN
< βNdN ≤ deg(P
β).
In the latter case, again by (2.2) we have
deg(Pα) =
N∑
i=1
αidi ≤ (m+ 1)dk−1 +
N∑
i=k
αidi
< dk + (βk − 1)dk +
N∑
i=k+1
βidi
≤ deg(P β).
That is, in either case the maximum degree of R(P ) =
∑
α∈A cαP
α occurs
only at the term P β, forcing by (2.3) the linear dependence of Y˜ ∪ {e}, a
contradiction.
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Case 2: X has no unit. We follow the proof of Case 1, except that here
we replace A1(Y ) by A(Y ) = span(Y˜ ) where only Y˜ is linearly independent,
and the polynomials P = (P1, . . . , PN ) also satisfy P1(0) = · · · = PN (0) = 0,
forcing the non-zero polynomial R(P ) ∈ K[t1, . . . , tr] to have no constant
term, what together with (2.3) contradicts the linear independence of Y˜ . 
Lemma 2.10. Let X be a separable F -algebra. Then the set of f in XN
that induce a dense algebra on X is residual in XN.
Proof. We show that
A = {f = (fn)
∞
n=1 ∈ X
N : A(f) is dense in X}
is a dense Gδ subset of X
N. Let {Vk}
∞
k=1 be a countable base for the topology
of X, and for each k ∈ N define
Ak = {f ∈ X
N : A(f) ∩ Vk 6= ∅}.
It clearly holds that A =
⋂∞
k=1Ak so, it suffices to show that each set Ak is
open and dense in XN. To see that Ak is open, let f = (fn)
∞
n=1 ∈ Ak. So
there exists some g ∈ A(f) ∩ Vk, say g = P (f1, . . . , fr) for some r ∈ N and
P ∈ K[t1, . . . , tr] with P (0) = 0. By the continuity of the map h ∈ X
r 7→
P (h) ∈ X, there exist U1, . . . , Ur neighborhoods of f1, . . . , fr respectively
such that P (h1, . . . , hr) ∈ Vk for each (h1, . . . , hp) ∈ U1 × · · · × Ur. So, the
set U1 × · · · × Ur ×X ×X × . . . is an open neighborhood of f contained in
Ak. To show the density of Ak, let U1 × · · · × UN ×X ×X × . . . be a basic
open subset of XN. Then for arbitrary fi ∈ Ui (i = 1, . . . , N) and g ∈ Vk we
have
(f1, . . . , fN , g, g, . . . ) ∈ [U1 × · · · × UN ×X ×X × . . . ] ∩Ak.

Remark 2.11. We note that Lemma 2.10 holds for arbitrary separable F -
algebras.
We are ready to show Proposition 2.4.
Proof of Proposition 2.4. Part (1) follows by Proposition 2.9, Lemma 2.10,
and Corollary 2.7. To see (2), let B denote the set of sequences in X that
are algebraically independent. So
XN \B ⊆ ∪∞N=2FN ,
where
FN = {g ∈ X
N : (g1, . . . , gN ) is algebraically dependent},
and it suffices to show that each FN is meager inX
N. Now, by Proposition 2.9
the set
SN := {h ∈ X
N : (h1, . . . , hN ) is algebraically dependent}.
is meager inXN , so SN×X
N is meager inXN×XN. But the homeomorphism
f ∈ XN 7→ ((fj)
N
j=1, (fs)s>N ) ∈ X
N ×XN
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identifies FN with the set SN ×X
N. So B is residual in XN, and the conclu-
sion follows by Lemma 2.10. 
3. Proof of Theorem 1.1
The proof of Theorem 1.1 follows the approach used to show [11, Theo-
rem 3] and is necessarily more technical as the latter only establishes singly
generated algebras. We first provide a sufficient condition for the existence
of finitely generated hypercyclic algebras that complements [6, Remark 8.28]
by Bayart and Matheron.
Lemma 3.1. Let X be a separable commutative F -algebra, let T ∈ L(X),
and let N ≥ 2 be fixed. Suppose that for each non-empty finite subset A of
N
N
0 not containing the zero N -tuple there exists β ∈ A satisfying:
(∗) “For each non-empty open subsets U1, . . . , UN , V and W
of X with 0 ∈W there exist f ∈ U1 × · · · × UN and q ∈ N so
that T q(fβ) ∈ V and T q(fα) ∈W for each α ∈ A \ {β}”.
Then the set of f = (f1, . . . , fN ) in X
N that generate a hypercyclic algebra
for T is residual in XN .
Proof. Let {Vk}k∈N be a countable base for the topology of X, and let
{Wk}k∈N be a countable balanced local base. Also, let ΛN denote the set of
all finite and non-empty subsets of NN0 that do not contain the zero N -tuple.
For each A ∈ ΛN , let RA denote the (non-empty, by our assumption) subset
of elements β of A that satisfy (∗). Now, for each (k, ℓ) ∈ N × N and each
A ∈ ΛN and β ∈ RA consider the set A(k, ℓ,A, β) of f ∈ X
N for which there
exists some positive integer q satisfying
T q(fβ) ∈ Vk
T q(fα) ∈Wℓ (α ∈ A \ {β}).
Each A(k, ℓ,A, β) is clearly open, and it is dense by our assumption (∗).
Baire’s Category theorem gives that the countable intersection
G := ∩
k,ℓ∈N
∩
A∈ΛN
∩
β∈RA
A(k, ℓ,A, β)
is residual in XN . But each f ∈ G induces a hypercyclic algebra for T . To
see this, let 0 6= P ∈ K[z1, . . . , zN ] with P (0) = 0. We want to show that
P (f) is hypercyclic for T . Without loss of generality,
P (z) =
∑
α∈A
cαz
α
for some A ∈ ΛN so that cα 6= 0 for each α ∈ A. Let V be an arbitrary
non-empty open subset of X. Let β ∈ RA, and let (k, ℓ) ∈ N× N so that
(3.1) cβVk +
∑
α∈A\{β}
cαWℓ ⊂ V.
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Then since f belongs to A(k, ℓ,A, β) there exists q ∈ N so that T qf ∈ Vk
and T qfα ∈Wℓ for each α ∈ A \ {β}. Hence by (3.1)
T qP (f) = cβT
qfβ +
∑
α∈A\{β}
cαT
qfα ∈ V.

We next establish in Lemma 3.2 below some consequences of the geometric
assumption in Theorem 1.1. Recall that for a planar smooth curve C with
parametrization γ : [0, 1] → C, γ(t) = x(t) + iy(t), its signed curvature at a
point P = γ(t0) ∈ C is given by
κ(P ) :=
x′(t0)y
′′(t0)− y
′(t0)x
′′(t0)
|γ′(t0)|3
.
and its unsigned curvature at P is given by |κ(P )|. It is well-known that
|κ(P )| does not depend on the parametrization chosen, and that the signed
curvature κ(P ) depends only on the choice of orientation seleted for C. Also,
in the particular case when C is given by the graph of a function y = f(x),
a ≤ x ≤ b, (and oriented from left to right), its signed curvature at a point
P = (x0, f(x0)) is given by
κ(P ) =
y′′(x0)
(1 + (y′(x0))2)
3
2
.
In particular, κ < 0 on C if and only if y = f(x) is concave down (i.e.,
(1−s)f(a1)+sf(b1) < f((1−s)a1+sb1) for any s ∈ (0, 1) and any subinterval
[a1, b1] of [a, b]).
Lemma 3.2. Let Φ ∈ H(C) be of finite exponential type with |Φ(0)| < 1 and
so that the level set {z : |Φ(z)| = 1} contains a non-trivial, strictly convex
compact arc Γ1 satisfying
(3.2) conv(Γ1 ∪ {0}) \ Γ1 ⊆ Φ
−1(D).
Then for any integers d,M with 1 ≤M ≤ d there exist a non-trivial compact
segment Λ ⊂ Φ−1(D) \ {0} and r0 > 1 so that for each 1 < r ≤ r0 there
exists a non-trivial strictly convex compact arc Γr ⊂ Φ
−1(r∂D) with
conv(Γr ∪ {0}) \ Γr ⊂ Φ
−1(rD)
and satisfying
(3.3)
(i)
d∑
i=1
Λ ⊂ Φ−1(D),
(ii) conv(Γr ∪ {0}) +
i∑
s=1
Λ ⊂ Φ−1(D) (1 ≤ i < d), and
(iii)
i∑
s=1
1
M
Γr ⊂ Φ
−1(D) (1 ≤ i < M).
ALGEBRABLE SETS OF HYPERCYCLIC VECTORS FOR CONVOLUTION OPERATORS 13
Proof. For each 0 6= z ∈ C we denote by arg(z) the argument of z that
belongs to [0, 2π). Since Γ1 is strictly convex, replacing it by a subarc and
Φ(z) by Φ˜(z) = Φ(az) for some a ∈ ∂D if necessary (see [11, Remark 6] ) we
may assume that Γ1 is simple and with endpoints z1, z2 satisfying
(3.4)
0 < arg(z1) < arg(z2) < π
Re(z2) < Re(z1)
and so that 0 /∈ conv(Γ1). Thus (cf [11, Proposition 7])
Ω := conv(Γ1 ∪ {0}) \ (Γ1 ∪ {0}) = {tz : (t, z) ∈ (0, 1) × conv(Γ1)}
is contained in the sector {0 6= w ∈ C : arg(z1) ≤ arg(w) ≤ arg(z2)}
and ∂Ω = [0, z1) ∪ Γ1 ∪ (0, z2), and we may assume that Γ1 is the graph
of a concave down function f : [Re(z2),Re(z1)] → (0,∞) (replacing zj by
z′j = Re(zj) + if(Re(zj)) ∈ Γ1, j = 1, 2 if necessary). Now, let ǫ > 0 so
that D(0, ǫ) ⊂ Φ−1(D) and pick 0 6= z ∈ D(0, ǫ) ∩ conv(Γ1 ∪ {0}) close
enough to zero so that its additive inverse z˜ = −z satisfies, replacing Γ1 by a
subarc with endpoints satisfying (3.4) as well as z1 and z2 by the endpoints
of this subarc and restricting the function f to the corresponding subinterval
[Re(z2),Re(z1)], that
conv(Γ1 ∪ {z˜}) \ Γ1 ⊂ Φ
−1(D)
and 0 ∈ int(conv(Γ1 ∪ {z˜})). In particular, letting 0 < ǫ1 so that D(0, ǫ1) ⊂
conv(Γ1 ∪ {z˜}) \ Γ1, for each z
∗ ∈ D(0, ǫ1) we have
(3.5) conv(Γ1 ∪ {z
∗}) \ Γ1 ⊂ Φ
−1(D).
Now, pick z0 ∈ Γ1 \ {z1, z2} with Φ
′(z0) 6= 0, and let w0 := Φ(z0) = e
iθ0 ,
where θ0 ∈ [0, 2π). Choose ρ > 0 small enough so that the only solution to
Φ(z) = w0
in D(z0, ρ) is at z = z0, and so that D(z0, ρ) ∩ ([0, z1] ∪ [0, z2]) = ∅. Next,
pick
0 < s < min{|Φ(z)− w0| : |z − z0| = ρ}
and let 0 < δ < min{1, s} so that the polar rectangle
Rδ := {z = re
iθ : (r, θ) ∈ [1− δ, 1 + δ] × [θ0 − δ, θ0 + δ]}
is contained in D(w0, s). Then
g : Rδ → D(z0, ρ), g(w) =
1
2πi
∫
|z−z0|=ρ
zΦ′(z)
Φ(z)− w
dz
defines a univalent holomorphic function satisfying that
(3.6) Φ ◦ g = identity on Rδ,
see e. g. [16, p. 283]. So W := g(Rδ) is a connected compact neighborhood
of z0, and Φ maps W biholomorphically onto Rδ. Hence for each 1 − δ ≤
r ≤ 1 + δ
ηr := g(Rδ ∩ r∂D)
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is a smooth arc contained in W ∩ Φ−1(r∂D). In particular, η1 = W ∩ Γ1 is
a strictly convex subarc of Γ1. Next, notice that since
W ∩ Ω and W ∩ Ext(Ω)
are the two connected components of g(Rδ \ ∂D) = W \ η1 and Ω ⊆ Φ
−1(D),
by (3.6) the homeomorphism g : Rδ \ ∂D→W \ η1 must satisfy
g(Rδ ∩ Ext(D)) = W ∩ Ext(Ω)
g(Rδ ∩ D) = W ∩ Ω.
Hence
W ∩ Ext(Ω) = ∪
1≤r≤1+δ
ηr
and g induces a smooth homotopy among the curves {ηr}1≤r≤1+δ. Namely,
each ηr (1 ≤ r ≤ 1− δ) has the Cartesian parametrization
ηr :
{
X(r, t)
Y (r, t)
θ0 − δ ≤ t ≤ θ0 + δ,
where X,Y : [1− δ, 1 + δ]× [θ0 − δ, θ0 + δ]→ R are given by
X(r, t) := Re(g)(reit)
Y (r, t) := Im(g)(reit).
Now, for each P = g(reiθ) in W the (signed) curvature κηr(P ) of ηr at P is
given by
κηr (P ) =
∂X
∂t
(r, θ)∂
2Y
∂2t
(r, θ)− ∂Y
∂t
(r, θ)∂
2X
∂2t
(r, θ)(
(∂X
∂t
(r, θ))2 + (∂Y
∂t
(r, θ))2
) 3
2
,
Hence the map K : W → R, K(g(reit)) := κηr(P ), is continuous. Now, since
η1 is strictly convex there exists some P = g(e
iθ1) in η1 for which each of
κη1(P ), ∂X
∂t
(1, θ1) is non-zero. Hence by the continuity of K and of
∂X
∂t
we
may find some 0 < δ′ < δ so that the polar rectangle
Rδ′ := {z = re
iθ : (r, θ) ∈ [1− δ′, 1 + δ′]× [θ1 − δ
′, θ1 + δ
′]}
is contained in the interior of Rδ and so that K and
∂X
∂t
are bounded away
from zero on g(Rδ′ ) and on Rδ′ , respectively.
In particular, either ∂X
∂t
> 0 or ∂X
∂t
< 0 on Rδ′ , and either K > 0 or
K < 0 on g(Rδ′). So each ηr ∩ g(Rδ′) (1 ≤ r < 1 + δ
′) is the graph of a
smooth function
fr : (ar, br)→ (0,∞),
with
(ar, br) =
{
(X(r, θ1 − δ
′),X(r, θ1 + δ
′)) if ∂X
∂t
> 0 on Rδ′
(X(r, θ1 + δ
′),X(r, θ1 − δ
′)) if ∂X
∂t
< 0 on Rδ′ .
Notice that g(reit) →
r→1
g(eit) uniformly on t ∈ [θ1 − δ, θ1 + δ], so
(ar, br) →
r→1
(a1, b1)
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and fixing a non-trivial compact subinterval [a, b] of (a1, b1) there exists 1 <
r0 so that
[a, b] ⊂ ∩1≤r≤r0(ar, br).
Thus for each 1 ≤ r ≤ r0 we have that
η′r = {(x, fr(x)); x ∈ [a, b]}
is a subarc of ηr. Moreover, since f1 = f on [a, b] it must be a concave
down function, and so we must have K < 0 on g(Rδ′). Hence each fr with
1 ≤ r ≤ 1 + δ′ is also concave down. and for any 1 < r < r0 close enough to
1 the arc Γ := η′r satisfies
(3.7) conv(Γ ∪ {0}) \ (Γ ∪ {0}) ⊂ Φ−1(rD)
and
(3.8)
i∑
s=1
1
M
Γ ⊂ Ω for 1 ≤ i < M .
Further reducing Γ1 if necessary, we may assume that Γ1 = η
′
1 (so z2 =
a+ if(a) and z1 = b+ if(b)). Now, let z3 :=
a+b
2 + if(
a+b
2 ) ∈ Γ1 and let z
∗
3
be a point in
D(0, ǫ1) ∩ {tz3 : t < 0}.
By (3.5), we know that
conv(Γ1 ∪ {z
∗
3}) \ Γ1 ⊂ Φ
−1(D).
Also, let Λ ⊂ (z∗3 , 0) be a compact segment small enough and close enough
to 0 so that
d∑
s=1
Λ ⊂ (z∗3 , 0).
Let λ0 ∈ Λ so that |λ0| = dist(0,Λ), and let λ−1 ∈ (z
∗
3 , 0) so that
i∑
s=1
Λ ⊂ [λ−1, λ0] (1 ≤ i < d).
For j = 1, 2, let wj denote the point at which the arc Γ1 + λ0 + λ−1 meets
[z∗3 , zj ]. Also, let γ−1 denote the subarc of Γ1 + λ0 with endpoints
Aj,−1 := wj − λ−1 (j = 1, 2)
and let γ0 := γ−1 − 2λ0 denote the subarc of Γ1 − λ0 with endpoints
Aj,0 := Aj−1 − 2λ0 (j = 1, 2).
So if V denotes the bounded open region with boundary
∂V = γ−1 ∪ [A1,−1, A1,0] ∪ γ0 ∪ [A2,0, A2,−1]
then z3 ∈ V and
V +
i∑
s=1
Λ ⊂ conv(Γ1 ∪ {z
∗
3}) \ Γ1 ⊂ Φ
−1(D) (1 ≤ i < d).
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Let Q be a non-trivial closed rectangle centered at z3 with base parallel to
the x-axis and
Q ⊂ V ∩ ((a, b) × (0,∞)).
Next, choose 1 < r ≤ r0 close enough to 1 so that (3.7) and (3.8) hold and
so that the subarc η′r of ηr intersects Q. Then
Γr := {(x, fr(x)) : x ∈ [a, b]} ∩Q}
is a non-trivial strictly convex compact arc in Φ−1(r∂D) satisfying
conv(Γr ∪ {0}) \ Γr ⊂ Φ
−1(rD),
as well as
i∑
s=1
1
M
Γr ⊂ Ω ⊂ Φ
−1(D) (1 ≤ i < M)
and
conv(Γr ∪ {0}) +
i∑
s=1
Λ ⊂ Φ−1(D) (1 ≤ i < d).

Finally, we note the following fact about finite sets ofN -dimensional multi-
indices. We thank an anonymous referee for providing the proof.
Lemma 3.3. Let A be a finite non-empty subset of NN0 , where N ≥ 2. Then
there exist positive scalars ki (i = 1, . . . , N) so that the functional
(xi)
N
i=1 7→
N∑
i=1
kixi
is injective on A.
Proof. The conclusion is trivial if A is a singleton, so we may assume the
finite set
B := {α− α′ ∈ RN : α,α′ ∈ A,α 6= α′}
is non-empty. It suffices to find k ∈ (0,∞)N for which the functional
(xi)
N
i=1 7→
N∑
i=1
kixi
is zero-free on B. Now, for each γ ∈ B the functional ψγ : (0,∞)
N → R,
ψγ(k) =
∑N
i=1 kiγi is non-trivial and thus ψ
−1
γ ({0}) is of first category in
(0,∞)N . So the finite union
∪γ∈B ψ
−1
γ ({0})
is of first category in (0,∞)N . But for any k in (0,∞)N \∪γ∈Bψ
−1
γ ({0}), we
have that ψγ(k) 6= 0 for every γ ∈ B. 
We are ready now to show the main result.
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Proof of Theorem 1.1: Let N ≥ 2 and let A be a non-empty finite subset of
N
N
0 not containing the zero N -tuple. By Lemma 3.3 there exists k ∈ (0,∞)
N
so that the real functional
(xi)
N
i=1 7→
N∑
i=1
kixi
is injective on A. Let β ∈ A be the point at which the functional attains its
strict minimum over the set {α ∈ A : αiA = MA}, where MA := max{|α|∞ :
α ∈ A} and where
iA := min{1 ≤ j ≤ N : ∃α = (α1, . . . , αN ) ∈ A with αj = MA}.
So we have
(3.9)
∑
1≤i≤N, i 6=iA
ki(βi − αi) < 0 for each α ∈ A \ {β} with αiA = MA.
It suffices to show the following claim:
Claim 1. Let U1, . . . , UN ,W, V be non-empty open subsets of H(C) with
0 ∈W . Then there exist f ∈ U1 × · · · × UN and q ∈ N so that
(3.10)
Φ(D)q(fβ) ∈ V
Φ(D)q(fα) ∈W for each α ∈ A \ {β}.
Indeed, suppose Claim 1 holds. By Lemma 3.1, the operator T = Φ(D)
acting on the separable F -algebra X = H(C) satisfies that the set HN
consisting of those f = (f1, . . . , fN ) in H(C)
N that generate a hypercyclic
algebra for Φ(D) is residual in H(C)N . So part (a) of Theorem 1.1 follows
by Proposition 2.4, and for each N ≥ 2 we have that
GN := {g = (gj) ∈ H(C)
N : (g1, . . . , gN ) ∈ HN}
is residual in H(C)N, and so is the countable intersection
G := ∩N≥2GN .
Now, given f = (fj) ∈ G the algebra it generates may be written as
A(f) = ∪N≥2{P (f1, . . . , fN ) : 0 6= P ∈ C[z1, . . . , zN ] with P (0) = 0}
But given any N ≥ 2 and 0 6= P ∈ C[z1, . . . , zN ] with P (0) = 0, we know
since f ∈ GN that P (f1, . . . , fN ) is hypercyclic for Φ(D). That is, A(f) is a
hypercyclic algebra and part (b) of Theorem 1.1 follows by Proposition 2.4
and Lemma 2.10.
Now, to show Claim 1 notice that by Lemma 3.2 there exist r > 1, a
non-trivial strictly convex compact arc Γr ⊂ Φ
−1(r∂D), and a non-trivial
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compact segment Λ ⊂ Φ−1(D) \ {0} so that
(3.11)
(i)
dA∑
i=1
Λ ⊂ Φ−1(D),
(ii) conv(Γr ∪ {0}) +
i∑
s=1
Λ ⊂ Φ−1(D) (1 ≤ i < dA),
(iii)
i∑
s=1
1
MA
Γr ⊂ Φ
−1(D) (1 ≤ i < MA), and
(iv) conv(Γr ∪ {0}) \ Γr ⊆ Φ
−1(rD),
where dA := max{|α| : α ∈ A}. Since Γr and Λ have accumulation points in
C, there exist B ∈ V and Li ∈ Ui (i = 1, . . . , N) of the form
B = B(z) =
p∑
j=1
bje
γjz
Li = Li(z) =
p∑
j=1
ai,je
λi,jz (i = 1, . . . , N)
with p > N and scalars bj, ai,j ∈ C, γj ∈ Γr, and λi,j ∈ Λ (1 ≤ i ≤ N, 1 ≤
j ≤ p). Now, let IN := {1, . . . , N} \ {iA}, and for each n ∈ N set
Rn :=
p∑
j=1
cj e
γj
MA
z
,
where cj = cj(n) is a solution to
(3.12) zMA(Φ(γj))
n = bj n
∑
s∈IN
ksβs (j = 1, . . . p).
Notice that cj = cj(n) →
n→∞
0 (j = 1, . . . , p) and thus
LiA +Rn ∈ UiA and Li +
1
nki
∈ Ui (i ∈ IN )
whenever n is large enough. So letting
fi :=
{
LiA +Rn if i = iA
Li +
1
nki
if i ∈ IN ,
we have f ∈ U1 × · · · × UN whenever n is large. Now, for each α =
(α1, . . . , αN ) ∈ A and n ∈ N we have
Φ(D)n(fα) = Φ(D)n(
N∏
i=1
fαii )
=
∑
(u,v,ℓ)∈Iα
Xα(u, v, ℓ, n) e
(λ·u+ 1
MA
γ·v)z
,
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where Iα consists of those multi-indexes
(u, v, ℓ) = ((u1, . . . , uN ), v, ℓ) ∈ ((N
p
0)
N × Np0 × ( ×
i∈IN
N0))
for which |ui| + ℓi = αi (i ∈ IN ) and |uiA | + |v| = αiA , and where each
Xα(u, v, ℓ, n) is given by
(3.13) Xα(u, v, ℓ, n) =
(
αiA
uiAv
) ∏
i∈IN
(
αi
ui ℓi
)
aucv
(Φ(λ · u+ 1
MA
γ · v))n
n
∑
s∈INksℓs
,
where
λ · u+
1
MA
γ · v =
N∑
i=1
p∑
j=1
λi,jui,j +
1
MA
p∑
j=1
γjvj ,
au =
∏
1≤i≤N, 1≤j≤p
a
ui,j
i,j , and
cv =
p∏
j=1
c
vj
j .
So it suffices to show that for each α ∈ A \ {β}
(3.14) Xα(u, v, ℓ, n) →
n→∞
0 ((u, v, ℓ) ∈ Iα)
and that for each (u, v, ℓ) ∈ Iβ
(3.15) lim
n→∞
Xβ(u, v, ℓ, n) =
{
bj if (u, v) ∈ {(0,MAej) : j = 1, . . . , p}
0 otherwise,
where {e1, . . . , ep} is the standard basis of C
p. Now, let α ∈ A and let
(u, v, ℓ) ∈ Iα be given. Notice that by (3.12) and (3.13) we have
|Xα(u, v, ℓ, n)| ≤ (Constant) n
∑
s∈IN
( |v|
MA
ksβs−ksℓs)
∣∣∣∣∣∣Φ(λ · u+
1
MA
γ · v)∏p
j=1Φ(γj)
vj
MA
∣∣∣∣∣∣
n
.
If 1 ≤ |u| < dA we have
|Xα(u, v, ℓ, n)| ≤ (Constant) n
|v|
∑
s∈IN
ks
∣∣∣∣Φ(λ · u+ 1MA γ · v)
∣∣∣∣n →n→∞ 0
since |Φ(γj)| = r > 1 for each j = 1, . . . , p and since λ ·u+
1
MA
γ ·v ∈ Φ−1(D)
by (3.11)(ii). On the other hand, if |u| = dA (So |v| = 0 = ℓs for each
s ∈ IN ), then by (3.11)(i) we have
|Xα(u, v, ℓ, n)| ≤ (Constant).|Φ(λ · u)|
n →
n→∞
0.
Finally, if |u| = 0 (so ℓi = αi for each i ∈ IN , and |v| = αiA) we have two
cases:
Case 1: αiA < MA. In this case we again have λ · u+
1
MA
γ · v ∈ Φ−1(D)
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so by (3.11)(iii)
Xα(u, v, ℓ, n) →
n→∞
0.
Case 2: αiA = MA. Here we have two sub-cases: |v|∞ < |v| = MA, or else
v = MAej for some 1 ≤ j ≤ p. If |v|∞ < MA then since Γr is strictly convex
by (3.11)(iv) we have
λ · u+
1
MA
γ · v =
1
MA
γ · v ∈ conv(Γr) \ Γr ⊂ Φ
−1(rD)
and thus
|Xα(u, v, ℓ, n)| ≤ (Constant) n
∑
s∈IN
ks(βs−αs)
(
|Φ(λ · u+ 1
MA
γ · v)|
r
)n
→
n→∞
0.
Else, if v = MAej for some 1 ≤ j ≤ p, then for α = β we have
Xβ(u, v, ℓ, n) = bj (n ∈ N)
by (3.12) and (3.13), while for α ∈ A \ {β} we have
|Xα(u, v, ℓ, n)| = |bj | n
∑
s∈IN
ks(βs−αs) →
n→∞
0
thanks to (3.12), (3.13) and (3.9). So (3.14) and (3.15) follow. 
Remark 3.4. The assumption in Theorem 1.1 that |Φ(0)| < 1, which has
only been used to establish Lemma 3.2, may be relaxed. Indeed, with a
small modification in its proof we may replace in Lemma 3.2 the assumption
that |Φ(0)| < 1 by the following one: There exist two points z1 and z2 in Γ1
and ǫ > 0 so that the interior of the triangle conv{0,−ǫz1,−ǫz2} is contained
in Φ−1(D). So Theorem 1.1 also holds under this weaker assumption and it
applies for example to Φ(z) = cos(z), see [11, Example 10].
4. Proof of theorem 1.6
We first establish the following lemma, which we find of independent in-
terest and state in a more general setting than that of Theorem 1.6.
Lemma 4.1. Let T be a weakly mixing multiplicative operator on a commu-
tative F -algebra X over the real or complex scalar field K, and let N ≥ 2.
The following are equivalent.
(a) For each 0 6= P ∈ K[t1, . . . , tN ] with P (0) = 0, the map P̂ : X
N →
X, f 7→ P (f), has dense range.
(b) For each f ∈ HC(T ⊕ · · · ⊕ T︸ ︷︷ ︸
N
) the algebra A(f) is a hypercyclic
algebra for T .
Proof. (a)⇒ (b). Let f = (f1, . . . , fN ) ∈ X
N be hypercyclic for T ⊕· · ·⊕T ,
and let 0 6= g ∈ A(f). So g = P (f) for some 0 6= P ∈ K[t1, . . . , tN ]
with P (0) = 0. Given any open non-empty subset V of X, we know by
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(a) that P−1(V ) is open and non-empty in XN . Letting q ∈ N so that
(T ⊕ · · · ⊕ T )qf ∈ P−1(V ), by the multiplicativity of T we have
T q(P (f)) = P (T q(f1), . . . , T
q(fN )) ∈ V.
(b) ⇒ (a) Fix a polynomial 0 6= P ∈ K[t1, . . . , tN ] with P (0) = 0, and let
V ⊂ X be open and non-empty. Since T is weakly mixing, by (b) there exists
f ∈ XN so that P (f) is hypercyclic for T . So there exists q ∈ N so that
P (T q(f1), . . . , T
q(fN )) = T
q(P (f)) ∈ V.
So P̂ has dense range. 
Proof of Theorem 1.6.
The implication (d)⇒ (a) is immediate, and the equivalence (a)⇔ (b) is
[11, Theorem 16]. To see (a) ⇒ (c), let N ≥ 2 be given and fix a non-zero
polynomial P ∈ K[t1, . . . , tN ] with P (0) = 0 and a non-empty open subset
V of X. Say,
P (t) =
∑
α∈A
cαt
α =
∑
α∈A
cαt
α1
1 . . . t
αN
N ,
where A ⊂ NN0 is finite, non-empty, and not containing the zero vector and
where 0 6= cα ∈ K for each α ∈ A. Let m ≥ 1 be the degree of P and write
P =
∑m
j=1 Pj, where each polynomial Pj is j-homogeneous. So
Pm(t) =
∑
α∈Am
cαt
α =
∑
α∈Am
cαt
α1
1 . . . t
αN
N
where Am = {α ∈ A : |α| = m}. Letting λ = (λ1, . . . , λN ) ∈ K
N so that∑
α∈Am
cαλ
α 6= 0, we note that
p(z) := P (λ1z, . . . , λNz)
is a polynomial in z of degree m ≥ 1 and satisfies p(0) = 0. By (a), there
exists f ∈ X generating a hypercyclic algebra, so there exists q ∈ N with
T q(p(f)) ∈ V . Thus by the multiplicativity of T we have
P (λ1T
q(f), . . . , λNT
q(f)) = p(T q(f)) = T q(p(f)) ∈ V.
So P̂ has dense range. Finally, we show (c) ⇒ (d). By (c) and Lemma 4.1
we know that for each N ≥ 2 the set HN of f ∈ X
N for which A(f) is a
hypercyclic algebra for T is residual in XN . Hence for each N ≥ 2 the set
GN := {g = (gj) ∈ X
N : (g1, . . . , gN ) ∈ HN}
is residual in XN, and hence so is the countable intersection
G := ∩N≥2GN .
Now, given f = (fj) ∈ G the algebra it generates may be written as
A(f) = ∪N≥2{P (f1, . . . , fN ) : 0 6= P ∈ K[t1, . . . , tN ] with P (0) = 0}
But given any N ≥ 2 and 0 6= P ∈ K[t1, . . . , tN ] with P (0) = 0, we know
since f ∈ GN that P (f1, . . . , fN ) is hypercyclic for T . That is, A(f) is a
hypercyclic algebra and (d) follows by Proposition 2.4. 
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