Abstract: [Fe II] emission lines are prominent in the infrared (IR), and they are important diagnostic tools for radiative atomic shocks. We investigate the emission characteristics of [Fe II] lines using a shock code developed by Raymond (1979) offset from our model grid. We discuss possible explanations and conclude that the uncertainty in atomic rates might be the major source of uncertainty, while uncertainties in the shock modeling and the observations certainly exist.
INTRODUCTION
Shocks are ubiquitous in the interstellar medium (ISM). Supernova (SN) blast waves, stellar winds, and outflows/jets from young stellar objects are among diverse driving sources. The shocks associated with these sources generally manifest themselves in various metallic ionic lines, which may be compared to theoretical models of shock emission lines to reveal the physical conditions of their environments and also to infer the nature of driving sources. Most of these sources, however, are located in the Galactic plane where the extinction can be so large that optical emission lines are not observable.
In radiative atomic shocks, in the NIR/MIR band, the forbidden lines from Fe + are usually most prominent. There are some unique features that make [Fe II] lines strong (McKee, Chernoff, & Hollenbach 1984; Hollenbach, Chernoff, & McKee 1989; Oliva, Moorwood, & Danziger 1989) .
First, the Fe + ion has many (16) levels with low excitation energies, so that these levels are easily excited in shocked gas and the transitions among them result in many lines in IR, particularly in the NIR band. Second, the ionization potential of an Fe atom is 7.9 eV (< 13.6 eV), so that there is an extended region behind the shock front where Fe is ionized to Fe + by FUV radiation from the shock front while H atoms are mostly neutral. This is in contrast to photoionized regions where Fe atoms are mostly in higher ionization stages unless the ionizing radiation
Corresponding author: B.-C. Koo is hard enough to penetrate deep into interstellar cloud, such as in active galactic nuclei. Third, the Fe abundance can be enhanced due to grain destruction by shocks and can approach its cosmic abundance., i.e., Fe/H= 3.47 × 10 −5 by number (Asplund et al. 2009 ), while in the general ISM, 99% of Fe is locked in dust. In supernova remnants (SNRs), the newly-synthesized Fe from SN can enhance the Fe abundance too. Therefore, [Fe II] emission lines from shocked gas are stronger than those from photoionized regions, e.g. [Fe II]/Paβ=1-10 compared to 0.01 (Mouri et al. 2000; Koo & Lee 2015) . That makes these lines very useful for the study of interstellar shocks (e.g., Dinerstein 1995; Nisini 2008) .
Theoretical calculations of IR [Fe II] lines from interstellar shocks have been done by several groups, i.e., McKee, Chernoff, & Hollenbach (1984) ; Hollenbach, Chernoff, & McKee (1989) ; Hartigan et al. (2004) . McKee, Chernoff, & Hollenbach (1984) calculated [Fe II] 1.257 µm intensities for 40 and 100 km s −1 shocks propagating into atomic gas of ambient hydrogen nuclei density n 0 = 10 cm −3 and also a 100 km s −1 shock into atomic gas of n 0 = 100 cm −3 . Hollenbach, Chernoff, & McKee (1989) calculated the [Fe II] 1.257 and 1.644 µm intensities for dissociative J-shocks with speeds of 30-150 km s −1 incident upon molecular gas of n 0 = 10 3 -10 4 cm −3 . The above works included grain destruction. Hartigan et al. (2004) calculated the intensities of strong NIR [Fe II] lines for relatively slow shocks (30-50 km s −1 ) propagating through atomic gas of n 0 = 10 3 -10 5 cm −3 appropriate for outflows from protostellar objects. Recently, 2 B.-C., Koo, J. C. Raymond, H.-J. Kim Allen et al. (2008) presented a detailed grid of shock models for v s = 100-1,000 km s −1 and n 0 = 0.01-1,000 cm −3 using the shock modeling code MAPPINGS III (Dopita & Sutherland 1995 , but they do not tabulate the Fe line intensities.
In this paper, we use the shock code of Raymond (1979) and Cox & Raymond (1985) with updated atomic parameters to model [Fe II] emission lines from atomic shocks. One of the motivations of this work is the availability of revised atomic constants for the [Fe II] lines. Fe + is a complex ion and its atomic constants, e.g., coefficients of collision rates and radiative transitions, are still not accurate. Another motivation is the accumulation of IR [Fe II] line observations of interstellar shocks, including 1 to 2.5 µm ground-based spectra and Spitzer spectra at longer wavelengths. It is worthwhile to compare the observed [Fe II] emission line parameters of these sources and to confirm their similarities and differences. The organization of this paper is as follows. In § 2, we summarize the atomic constants and also the parameters of strong [Fe II] lines. We briefly discuss the basic applications of [Fe II] lines, as well. In § 3, we investigate the shock structure and the physical properties of the [Fe II]-line emitting layers. Physical variables, e.g., temperature and density, usually vary through the emitting layer, and we discuss the significance of the parameters derived by solving rate equations. We also derive [Fe II] line fluxes as a function of shock speed (20-200 km s −1 ) and density (10-10 3 cm −3 ), and compare them to those of previous studies. In § 4, we present shock grids for NIR and MIR [Fe II] emission lines and compare them to the available observations of interstellar shocks. In § 5, we conclude our paper.
ATOMIC CONSTANTS AND BASIC APPLICATIONS OF [FE II] LINES

Atomic Constants
The Fe + ion has four ground terms, a 6 D (3d 6 4s), a 4 F (3d 7 ), a 4 D (3d 6 4s), and a 4 P (3d 7 ), each of which has 3-5 closely-spaced levels to form a 16 level system (Pradhan & Nahar 2011; see Fig. 1 ). The energy gap between the ground level and the excited levels is less than 2 × 10 4 K, so that these levels are easily excited in postshock cooling region, and the emission lines resulting from the transitions among them appear in nearto far-IR bands. The energy gap to the next coupled higher-energy term (b 4 P) is 0.9 eV, so that it is usually acceptable to consider only these 16 levels in computing the line intensities from shocked gas. (There are several other terms between a 4 P and b 4 P, but they are weakly coupled. See Pradhan & Nahar (2011 Table 1 are marked with their wavelengths (in µm). Relatively strong lines (i.e., the lines with intensities stronger than 30% of the 1.644 µm line in Table  1 ) are marked by thick solid lines. The temperature scale bar on the left shows the excitation energies of the levels.
been recently calculated by Ramsbottom et al. (2007) who included the 100 LS terms belonging to the basis configurations 3d 6 4s, 3d 7 , and 3d 6 4p. They showed that their results differ considerably from previous theoretical works (e.g., Zhang & Pradhan 1995) .
We find that the ratio of the collision strengths of Ramsbottom et al. (2007) to those of Zhang & Pradhan (1995) (Nussbaumer & Storey 1988; Quinet, Le Dourneuf, & Zeippen 1996; Deb & Hibbert 2010 , 2011 Bautista et al. 2015) . This results in the considerable dispersion (1.18-1.36) in the expected [Fe II] 1.257/1.644 µm intensity ratio, which is used to derive the extinction (Koo & Lee 2015) . On the other hand, Rodríguez-Ardila et al. (2004) ; Smith & Hartigan (2006) ; Giannini et al. (2015) empirically derived the ratio between 0.98 and 1.49 from observations of nearby stellar objects. We will use Figure 1 .
the effective collision strenghs of Ramsbottom et al. (2007) and the A values of Deb & Hibbert (2011) for the shock code calculation. As we will show in § 2.2, the atomic constants of Bautista et al. (2015) yield line ratios that poorly match the observed ratios for some MIR lines, and furthermore they provided effective collision strengths only at temperatures above 5,000 K, while, in low-velocity shocks, a significant contribution to the MIR [Fe II] lines comes from regions at lower temperatures (see § 3). The critical density of level j is defined by
where ΣC ij is the collisional (de-)excitation coefficient averaged over a Maxwellian-velocity distribution at temperature T e (e.g., Draine 2011 In radiative shock waves, the gas cools more rapidly from the postshock temperature than the recombination times of most ions, so that the gas is not in ionization equilibrium. In addition, photoionization of the gas below about 10,000 K dominates the ionization state in shocks faster than about 100 km s −1 . The most important parameters are the Fe II collisional ionization rate, which Arnaud & Raymond (1992) determined from the laboratory measurements of Montague et al. (1984) , the Fe II photoionization cross section, which we take from Reilman & Manson (1979) and the Fe III dielectronic and radiative recombination rates, for which we use Arnaud & Raymond (1992) , and the Fe III+H charge transfer rate (Neufeld & Dalgarno 1987) . The photoionization cross section we use is about 20% smaller than that of Verner et al. (1996) , which is within the uncertainties. The dielectronic recombination rates differ significantly from those given by Nahar (1997) , but the charge transfer rate dominates in the regions where it matters.
Basic Applications
NIR [Fe II] lines
One of the most useful applications of the NIR [Fe II] lines is to measure extinction. There are lines originating from the same upper levels, the ratios of which are functions of only the Einstein A coefficients (and their wavelengths). Their observed ratios provide an accurate measure of extinction to the emitting region. The two strong [Fe II] lines at 1.257 and 1.644 µm are such lines. If we adopt A 1.257 /A 1.644 = 1.04 (Deb & Hibbert 2011) , the intrinsic ratio of their line intensities j 1.257 /j 1.644 = 1.36, so that the extinction (in mag) difference at 1.257 and 1.644 µm (∆A JH ) can be derived from
where [F (1.257)/F (1.644)] int (= 1.36) is the intrinsic line flux ratio. According to Bautista et al. (2015) , the uncertainty in the intrinsic ratio is ∼ 20%, which yields an uncertainty of 0.09 mag in ∆A JH . This corresponds to A V ≈ 0.9 mag for the Galactic extinction curve with R V = 3.1. There are a couple of observable NIR lines sharing the same upper state, e.g., 1.321 µm and 1.372 µm lines (see Figure 1 and Table 1 ). There are also [Fe II] lines at 0.90-0.95 µm sharing their upper levels but they are weak (see Figure 1 and Table 1 ).
Another useful application is density diagnosis. There are several lines of comparable excitation energies, the ratios of which are mainly a function of electron density (n e ) of the emitting region, depending only weakly on temperature (T e ). Figure  2 shows four representative line ratios r 1.534/1.644 ≡ F (1.534)/F (1.644), r 1.600/1.644 ≡ F (1.600)/F (1.644), r 1.664/1.644 ≡ F (1.664)/F (1.644), and r 1.677/1.644 ≡ F (1.677)/F (1.644) for gas at temperature 5,000 K and 10,000 K. At low densities (n e ≪ n cr ), their ratios are equal to the ratio of collisional excitation rates, while at high densities (n e ≫ n cr ), their ratios are given by the ratio of spontaneous deexcitation rates. These line ratios can be used as a density diagnostic for n e = 10 used for n e = 3 × 10 3 to 8 × 10 4 cm −3 are Figure 3 is a diagnostic diagram using the ratio of 0.8619 µm and 1.257 µm lines, which are the two strongest lines from a 4 P and a 4 D terms to a 6 D term, respectively. This may be compared to similar plots in previous studies, e.g., Figure 8 of Graham et al. (1990) . In shocked gas, these lines originate from a region at ∼ 7, 000 K (see § 3.2), so the temperature diagnosis using [Fe II] lines is not particularly useful for interstellar shocks.
MIR [Fe II] lines
MIR [Fe II] lines are not useful for extinction measurent. There are 5.340 µm and 6.722 µm lines sharing the upper level (a 4 F 9/2 ), but the 6.722 µm line is weak, i.e., their intrinsic intensity ratio F (6.722)/F (5.340) = 0.071 (Table 1) . Also, the effect on MIR line intensities will be small unless the extinction is very large.
Intensity ratios of MIR [Fe II] lines may be used for density diagnosis, but they are rather temperature sensitive. In Figure 4 , we plot the contours of constant temperatures at n e = 10 2 to 10 4 cm −3 in the plane of the intensity ratios of strong MIR lines. The dependence of ratios on n e and T can be understood by noting that the 25. Figure 4. MIR [Fe II] line intensity ratios for thermal gas in statistical equilbirum at T = 3, 000, 5,000, and 10,000 K. Along each line, squares mark electron densities of 10 2 , 10 3 , and 10 4 cm −3 . The red lines represent the results obtained by using the effective collision sterengths of Ramsbottom et al. (2007) and the A values of Deb & Hibbert (2011) , while the blue lines are the results obtained by using those of Bautista et al. (2015) .
(3,500-4,100 K) and n cr (1.1-1.5 × 10 4 cm −3 ) that are higher than those of the former lines (Table 1) . Therefore, the intensity ratio of the latter to the former lines will increase with density as well as with temperature. On the other hand, the 5.340 µm line has a much lower critical density n cr (= 4.4 × 10 2 cm −3 ) and T ex of 2,700 K, so that the intensity ratio of 5.340 µm to the other MIR lines will decrease with density. In addition to these, Figure 4 shows that the ratios F (17.94)/F (25.99) and F (24.52)/F (25.99) are proportional each other, nearly independent of temperature and density (upper left frame), implying F (24.52)/F (17.94) ∼ 0.4.
In Figure 4 , the red lines represent the results obtained by using the effective collision sterengths of Ramsbottom et al. (2007) and the A values of Deb & Hibbert (2011) , while the blue lines are the results obtained by using those of Bautista et al. (2015) 1 . We note that the two sets of atomic constants yield F (24.52)/F (25.99) ratios that are comparable at small n e but considerably, e.g., by a factor of 1.4 at 5,000 K, different at n e = 10 4 cm −3 . They also yield F (35.35)/F (25.99) ratios that differ by a factor of ∼ 1.5 across most of the density range. These differences between the two results should be mostly due to the differences in collision strengths because the radiative transition rates for strong lines are almost the same except for a 4 F 9/2 level where the 5.340 µm line originates. For the 5.340 µm line, the A-value of Bautista et al. (2015) is smaller than that of Deb & Hibbert (2011) by a factor of 2. The collision strengths of Bautista et al. (2015) are generally smaller than those of Ramsbottom et al. (2007) by a factor of < ∼ 3 (see their Table 8 ). As we will see in § 4, the result of Ramsbottom et al. (2007) is in better agreement with the observations, but it also poorly matches the observed ratios involving the 5.340 µm line.
RADIATIVE ATOMIC SHOCKS AND IR [FE II] EMISSION
Shock Code and Model Parameters
The shock code that we use is the one developed by Raymond (1979) and improved by Cox & Raymond (1985) , to which we have added the [Fe II] model described above. It solves the equations for a steady flow of the shocked gas as it cools, computing the time-dependent ionization state including photoionization. The line emissivities j ν (ergs cm −3 s −1 sr −1 ) of a fluid element are then calculated following its trajectory from the shock front until it cools down to 1,000 K or lower. These emissivities are integrated along the line of sight to obtain the line flux normal to the shock front, i.e.,
For shocks slower than about 110 km s −1 , the temperature jump is sensitive to the ionization fraction of preshock gas. If a substantial fraction of H atom is neutral, the effective temperature jump is reduced because a considerable fraction of shock energy is used in exciting and ionizing H atoms, which makes the H line intensities stronger. For the preshock ionization fraction of H, we adopt the result of Shull & McKee (1979) . For He and heavier elements, we first calculate the shock structures assuming that they are in photoionization equilibrium with the interstellar radiation field, and then use the resulting shock radiation to calculate the ionization fraction of the preshock gas. The temperature structure at the shock front does not significantly affect the intensities of [Fe II] Heiles & Troland (2005) and Crutcher et al. (2010) , the magnetic field strength in the diffuse ISM (n ≤ 300 cm −3 ) does not scale with density, and the median total magnetic field strength is 6 µG. We adopt 5 µG as the tangential magnetic field strength in our models. We adopt the solar abundances by Asplund et al. (2009) .
The models do not include emission from the photoionization precursor, which becomes important for shocks faster than about 150 km s −1 (Dopita & Sutherland 1996) , although slower shocks in principle could produce an extensive precursor where Lyα ionizes Fe I to Fe II. However, the iron is strongly depeleted ahead of the shock, and the precursor will contribute little to the [Fe II] emission. In the case of fast shocks in the LMC, where the precursor is not spatially resolved from the postshock flow, there may be significant hydrogen Paβ (1.282 µm) from the precursor.
Shock Structure and [Fe II] Emission
In radiative atomic shocks, an extended region of partially ionized gas develops behind the shocks, and this is where the [Fe II] emission originates. Below we describe the structure of radiative shocks and explore the emission characteristics of [Fe II] lines for two shocks of v s = 150 and 30 km s −1 propagating into a medium of n 0 = 10 2 cm −3 and n 0 = 10 3 cm −3 , respectively. The preshock gas is fully ionized in the former shock, while it is neutral in the latter shock. temperature abruptly drops to 8,000 K. Then the temperature remains roughly constant over an extended region to N H ∼ 1 × 10 19 cm −2 . This temperature plateau region is essentially an H II region where the heating is provided by UV radiation generated from the hot gas just behind the shock front. In contrast to HII regions around OB stars where H atoms are essentially fully ionized, however, the H ionization fraction is relatively low. Note that the gas density increases slowly in the plateau region while the electron density decreases logarithmically as the gas recombines. For the detailed description of the structure of radiative shocks, the readers may refer Shull & McKee (1979, and references therein) .
In the bottom frame of Figure 5 , we also plot the profile of Fe + fraction and, in the top frame, the emissivities of the [Fe II] 1.644, 5.340, 25.99 µm and Hβ lines. Note that the Fe + fraction is high and remains flat (0.4-0.8) far downstream, even reaching the region where T ∼ 1, 000 K. The high Fe + fraction at N H < ∼ 5 × 10 18 cm −2 , i.e., in the region before the kink in the Fe + fraction profile, is due to collisions with electrons and to charge transfer with H atoms. But in the region beyond that, the gas ionization fraction is low and collisions with electrons become less important. Here, since the ionization potential of iron atoms is 7.9 eV, FUV photons from the hot shocked gas can penetrate far downstream to maintain the ionization state of Fe + where H atoms are primarily neutral. But as can be seen in the top frame, this extended Fe + region produced by FUV radiation does not contribute much to the [Fe II] forbidden line emission because of low electron density. Most of the NIR [Fe II] emission originates from the temperature plateau region where the ioniza- tion fraction is not too low. The emissivity-weighted temperature and electron density of [Fe II] 1.644 µm (1.534 µm) line are 7,100 K (7,500 K) and 6,200 cm −3 (7,200 cm −3 ), respectively. For comparison, the electron density that would have been derived from the ratio F (1.534)/F (1.644)(= 0.13) is 5,400 cm −3 , somewhat lower than these. The [Fe II] 5.340 µm and 25.99 µm lines, whose critical densities are lower, are emitted from a more extended region than the NIR [Fe II] line emitting region. The emissivity-weighted mean temperature and electron density of these lines are ∼ 5, 800 K and ∼ 4, 000 cm −3 . In Figure 5 we also show the emissivity of Hβ line. Note that the [Fe II] lines are emitted in a more extended region than the Hβ line, which is one of the reasons that the ratio of [Fe II] to Hβ lines from shocked gas is much higher than that in photoionized H II regions. Figure 6 is the same plot for a 30 km s −1 shock. The temperature profile is not very different from that of the 150 km s −1 shock, except that we do not see an abrupt temperature drop and the resulting temperature plateau. This is because the incoming hydrogen is neutral, and a significant fraction of thermal energy is lost to its excitation. The strong Hβ emission at spectively. The ratio F (1.534)/F (1.644) is 0.045, which would yield n e = 700 cm −3 . (8) where f Hβ (≈ 0.6%) is the fraction of incoming shock energy converted to Hβ line flux. The plateau in Hβ fluxes between about 70 and 110 km s −1 results from the collisional excitation contribution to Hβ when the preshock gas is partially neutral. At low shock speeds, a significant fraction of the shock energy is used to ionize the incoming neutral H, but the temperatures are low enough that more of the energy goes into Lyα and less into Hβ, so that the line flux drops faster (Raymond 1979 ) (see also speeds ≥ 110-120 km s −1 independent of preshock density. In Figure 7 , we compare our Hβ results to those of and Shull & McKee (1979) for n 0 = 10 3 and 10 cm −3 , respectively. The consistency among the different shock models is generally good. The line fluxes of are systematically lower than ours at low shock speeds because significant shock energy goes to H 2 dissociation and excitation, while we assume that the preshock gas is atomic. Figure 7 shows that the [Fe II] lines are stronger than the Hβ line over most of the shock speed range when n 0 = 10 cm −3 and at low shock speeds when n 0 = 10 3 cm −3 . The kink at ∼100 km s −1 is probably because the UV radiation at the shock front becomes stronger, increasing the electron density in the [Fe II] emitting region.
IR [Fe II] Line fluxes and Comparison with Other Shock Models
We have also compared our results to those predicted by MAPPINGS III (Allen et al. 2008) . For a shock with v s = 150 km s −1 , n 0 = 100 cm −3 , and B 0 = 5 µG for example, our code gives F (1.644)/F (Hβ) of 2.1 and F (1.257)/F (Paβ) of 16 which are a factor of 5 greater than those (0.40 and 3.1) of the MAPPINGS III. We note that the profiles of physical parameters for the same shock parameters are quite comparable except that the cooling starts later and the cooling region extends further in the MAPPINGS III code. Apparently the extent of the temperature plateau region where the [Fe II] lines originate is considerably (∼ 1/2) narrower in the MAPPINGS III case. We find that about half of the difference appears to originate from different choices of atomic rates. The other half may result from the treatment of the radiative transfer in the resonance lines. Figure 7) .
In Figure 8 , we also plot the line ratios observed toward SNRs and Herbig-Haro (HH) objects (see Table  2 ). The SNR data points are believed to be associated with shocks propagating into the ambient medium, as we exclude observations of ejecta knots, although there could be some contamination from SN material. In order for comparison, we applied the extinction correction using the observed F (1.257)/F (1.644) ratios. We also assumed some basic principles, e.g., the F (Paβ)/F (Paγ) ratio is given by that of Case B, if necessary (see the note in Table 2 ). The observed F (1.257)/F (Paβ) ratios range from 2 to 20. For comparison, it is 0.02-0.03 in Orion bar (Walmsley et al. 2000) . Figure 8 shows that the observed line ratios toward SNRs and HH objects are well explained by shocks propagating at v s = 80-200 km s −1 into a medium of n 0 = 10 2 -10 3 cm −3 with solar abundances. (The two LMC points need to be shifted upwards in the diagram in order to be compared to the models because the Fe abundance in the LMC is about 1/2 of the solar abundance Russell & Dopita (1992) .) According to Figure 8 , the Cas A SNR shocks are experiencing the The numbers are surface brightness ratios. 'NA' means not observed, while '...' means not detected. The errors in parenthesis are usually 1σ statistical errors. '(0.00)' means no errors are given. The systematic errors in the Spitzer IRS fluxes havae been estimated to be ≤ 25% (Neufeld et al. 2006) , so the undertainties in the flux ratios would be ≤ 35 %. Note that the lines obtained by different Spitzer IRS modules are from different areas, i.e., SH (9.9 -19.6) and LH (18.7 -37.2) modules in high resolution mode and SL (5.2-14.5) and LL (13.9-39.9) modules in low resolution mode. Dionatos et al. (2014) highest preshock densities of about 1, 000 cm −3 , while the shocks in HH objects appear to have the fastest ( > ∼ 150 km s −1 ) shock speeds. The fact that the observations match models with solar abundances suggests nearly complete liberation of Fe from dust grains in these shocks.
MIR [Fe II] Lines
There are Spitzer MIR spectroscopic observations of various interstellar shocks. Table 3 lists the MIR [Fe II] line intensity ratios of some sources available in literature. They include SNRs and HH objects. The 25.99 µm line is the bright line between the lowest two levels and is available in all the spectra, so we have normalized the line intensities by the 25.99 µm line. The Spitzer IRS spectrometer, however, is composed of two, short and long wavelength, modules sampling different parts of the sky. Therefore, the ratios of the lines obtained from different modules could be far from what we would expect. In some cases, the emitting region was mapped by rastering the slits (Caulet & Williams 2012; Dionatos et al. 2014) , and in others it is possible to scale the fluxes in the different apertures by using lines in overlapping wavelength ranges of LL and SL modules (Hewitt et al. 2009) or by using lines in the different wavelength ranges that have known intensity ratios (Sankrit et al. 2014) . We exclude ratios involving lines observed in different modules where neither method of normalization is possible. Figure 9 is a diagram of F (17.94)/F (25.99) vs. F (24.52)/F (25.99). As we noted in § 3, the 17.94 µm line has nearly the same T ex and n cr as the 24.52 µm line, so the models lie along a straight line. (See the upper left frame in Figure 4 . The plots in this section use the same line ratios as those in Figure 4 .) The observed intensities are generally below the models, especially the protostellar jet SMM1 and the LMC SNR N63A SW. There is a considerable degeneracy in deriving shock speeds and/or preshock densities from these line ratios. For exam- shock propagating into a medium of n 0 ∼ 5 cm −3 can reasonably explain the observed spectra, so the first set of parameters is close to the right solution. Here the observed ratios lie above the predictions by < ∼ 30 % over most of the F (24.52)/F (25.99) ratio range, though one HH object lies much higher. Apparently, the result of the statistical equilibrium calculation appears to be in a better agreement with the observed F (35.35)/F (25.99) ratios at high F (24.52)/F (25.99) ratios (upper right frame in Figure 4) . The poor agreement with the statistical equilbrium results at low F (24.52)/F (25.99) ratios suggests that there are some fundamental issues in the F (35.35)/F (25.99) ratios at low densities. The shock models using the coefficients of Bautista et al. (2015) yield an even larger offset as we can infer from Figure  4 . Here again, the observed F (5.340)/ F (25.99) ratios lie above the models, especially for low F (24.52)/F (25.99) ratios.
Figure 4 suggests that the presence of Fe + at higher temperatures would improve the agreement. But again the agreement is poor (by a factor of ∼ 2) at low F (24.52)/F (25.99) ratios, which seems to indicate that there are some fundamental issues in the F (5.340)/F (25.99) ratios at low densities. Figure 12 presents F (5.340)/F (17.94) vs. F (17.94)/F (25.99), and it shows that although the 5.340 µm and 17.94 µm lines arise from neighboring levels the agreement is not better.
DISCUSSION
The results of the comparison of [Fe II] line intensity ratios predicted from the shock models to those observed in astronomical shocks may be summarized as follows. First, in the F (1.257)/F (Paβ) vs. F (1.534)/F (1.644) plane, the observed ratios fall on the model grids with reasonable range of shock parameters (Figure 8 ). So just based on this plot, the shock models appear to yield reasonably accurate relative fluxes of NIR [Fe II] lines. Second, among the MIR line intensity ratios, the F (24.52)/F (25.99) and F (17.94)/F (25.99) ratios predicted from the shock models both cover the range of the observed ratios but do not yield consistent results for most data points (Figure 9 ). Third, F (35.35)/F (25.99) ratios predicted from the shock models are smaller than the observed ratios by < ∼ 30% for most of the density range (Figure 10 ). Fourth, F (5.340)/F (25.99) and (F 5.340)/F (17.94) ratios predicted from the shock models are significantly (by up to a factor of < ∼ 5) smaller than the observed ratios at all densities (Figures 11 and 12) . In the following, we discuss the possible contributions of errors in the atomic physics, the shock wave models, and the observations to the problems.
Atomic physics
The first source of errors that we can think is an uncertainty in atomic parameters. Bautista et al. (2015) present several new calculations of the [Fe II] atomic rates and compare them with earlier calculations. They recommend the average of their computations, which is largely determined by four calculations using the Quinet, Le Dourneuf, & Zeippen (1996) target configurations for radiative transition rates. According to Bautista et al. (2015) , the uncertainties in the radiative transition rates of the lowest 16 levels are generally better than 10 %. The a 4 F 9/2 level where the 5.340 µm line originates has an exceptionally large uncertainty of 30%. The recommended values for collision strengths among the lowest states have an rms uncertainty of 10-50 %, and they are roughly half as large those given their DARC model or the R-MATRIX calculation of Ramsbottom et al. (2007) . If the Einstein A coefficient of the 5.340 µm line were greater, the F (5.340)/F (25.99) and F (5.340)/F (17.94) ratios would have been in a better agreement with the observations. The largest offset between the predicted and the observed ratios in F (5.340)/F (25.99) and (F 5.340)/F (17.94) are found at low density ends, which suggests an error in collision strengths rather than A coefficients.
One potential problem is that our model includes only 16 energy levels, and cascades from higher levels that are not included might influence the line intensities. We have used the CHIANTI package (Landi et al. 2013) , which includes many higher energy levels, to estimate this contribution. (CHIANTI version 7 uses Fe II collision strengths from Zhang & Pradhan (1995) , which are similar to those of Ramsbottom et al. (2007) .) At 10 4 K, cascades contribute around 30% to the population of the upper levels of the lines we observe, but much of that comes from the levels that we include, and the contribution from higher levels would be smaller at the temperatures of 4,000 to 7,000 K where the bulk of the emission arises. We conclude that cascades from higher energy levels not included in the model probably do not affect the ratios considered here at more than the 20% level.
Shock models
The shock models are idealized in many ways. They assume a single shock speed and steady flow from the shock until the gas reaches 1,000 K. What matters for the ratio-ratio plots is the distribution of Fe + ionization fraction over the density and temperature of the emitting region. Since the models span a reasonably broad range of parameters, they probably cover real parameters fairly well, even in cases such as the LMC SNRs, where the observed region undoubtably includes a range of shock speeds. If the real shocks are incomplete, meaning that the gas does not have time to cool all the way to 1,000 K, the cool part of the Fe II emitting region would be absent, and that could affect the line ratios, but one would also expect places where the hotter part of the emitting region predicted in steady flow would be absent.
The models ignore emission from the shock photoionization precursor, but since the Fe is probably highly depleted ahead of the shock, that should be a good approximation. The radiation transfer in the model ignores resonant scattering, which is likely to be important for Lyα and the He I and He II resonance lines. Comparison with the MAPPINGS III model suggests that this may affect on the shock structure at a level as large as that caused by the atomic rate uncertainties, but it is not clear whether it would systematically change the ratio-ratio diagrams.
An interesting possible process not included in any model is that Fe atoms liberated from grains in the hot postshock gas will emit some [Fe II] photons before they are ionized to Fe III. The process has been observed in UV emission from C IV , but the emission is very faint. The relatively low excitation rates of forbidden lines and the high ionization rate Fe II make it unlikely that this process contributes significantly to the observed fluxes.
Observational uncertainties
Extinction affects the NIR [Fe II] and Paβ lines, typically by 10% to 30% (e.g., see Table 2 ), and it is unlikely that errors in the extinction correction is a major contributor to the uncertainty. The Spitzer observations use different modules for the 5.340 µm and 17.94 µm lines than for the 25.99 µm and 35.35 µm lines, which could present a substantial uncertainty. We have included only observations where the region was mapped so that the flux from same area could be extracted, or where scaling of the channels using a known line ratio was possible. Moreover, the ratio-ratio plots show trends, such as good agreement at high densities and poor agreement at low densities, that are unlikely to arise from inconsistent treatment of the different channels. This argument would not apply to the outlying point at the top of Figure 10 or perhaps the HH object point at the lower right of Figure 9 , however.
CONCLUSIONS
We find that the biggest obstacle to the interpretation of [Fe II] line intensities in the NIR and MIR ranges is still the uncertainty in the atomic rates for this complex ion. Neither of the most advanced calculations of collision strengths gives a good match to the ratio-ratio diagrams of MIR lines, and the predicted ranges for some MIR line ratios are significantly offset from the observed ratios. While uncertainties in the shock modeling and the observations certainly exist, they seem less likely to resolve the problems.
The NIR line ratios can provide extinction to the source with an uncertainty of A V ≈ 0.9 mag and density of emitting region with an uncertainty of about 20%. The shock parameters derived from NIR line ratios might be reliable. The MIR line ratios, however, are sensitive both to density and temperature, although the density could be constrained to some range from ratios such as F (17.94)/F (25.99) and F (24.52)/F (25.99) The shock parameters may be obtained from MIR line ratios, but one should be cautious.
The most important application of the [Fe II] IR lines for interstellar shocks is probably the derivation of the iron abundance, often giving an indication of the fraction of refractory grains destroyed in the shock. Models predict that the mass liberated from silicate grains increases from near zero for a 50 km s −1 shock to around 40% for a 150 km s −1 radiative shock (Slavin et al. 2015) . The ratio of the 1.257 µm line to Paβ is consistent with this prediction if most of the shocks are faster than about 80 km s −1 . An indication of shock speeds would be the presence or absence of the [S III] line at 9532Å. Of the objects in Table 2 , it is present in HH 240 and 241 and absent in HH 111 and 120. The gas phase abundance of iron can be estimated from the ratios of the NIR [Fe II] Giannini et al. 2008; Koo et al. 2013; Sankrit et al. 2014) , since phosphorus and neon are not depleted onto grains. Sankrit et al. (2014) estimated an iron abundance around 1/2 solar in a 150 km s −1 shock in the Cygnus Loop, but there was considerable spread in the ratios of observed to predicted intensities for the [Fe II] lines.
