In this paper we derive an explicit formula for the numerical range of tridiagonal random operators using limit operator techniques. Although the numerical range is also of independent interest, for example in semigroup theory, we mainly use it for the natural upper bound to the spectrum that it provides here. For normal operators, this bound is sharp in the sense that the numerical range is the convex hull of the spectrum. But in general, this bound can be arbitrarily bad. For tridiagonal pseudo-ergodic operators, however, we show that this bound is sharp in the sense stated above. This result is a bit surprising because a random operator is pseudoergodic almost surely and thus a random tridiagonal operator has this property almost surely. Furthermore we introduce a somewhat combinatorical method to compute the numerical range of an arbitrary tridiagonal operator. Although this method can be applied to finite matrices as well, we concentrate on the infinite matrix case here. To demonstrate the procedure, we compute the numerical range of the square of certain pseudo-ergodic operators. As a result we obtain a better upper bound to the spectrum of these operators than the one obtained by the numerical range alone. In particular, we get a new upper bound to the spectrum of the Feinberg-Zee hopping sign model. We also deduce an easy formula for the numerical abscissa of 2-periodic tridiagonal operators without using the Fourier transform.
Introduction
Throughout this paper we consider the Hilbert space X = 2 (I) with I ∈ {N, Z} and the set of all bounded linear operators X → X, denoted by L(X). The set of all compact operators X → X will be denoted by K(X).
We want to think of L(X) as the space of (one-sided or two-sided) infinite matrices. Operators in L(X) are identified with infinite matrices in the following way. Let ·, · be a scalar product defined on X and let {e i } i∈I be a corresponding orthonormal basis, i.e. e i , e j = δ i,j for all i, j ∈ I. Let A ∈ L(X). Then the entry A i,j is given by Ae j , e i . The matrix (A i,j ) i,j∈I , in the following again denoted by A, acts on a vector v ∈ X in the natural way. If v j is the j-th component of v, then the i-th component of Av is given by j∈I A i,j v j . This identification of operators and matrices on X define the k-th shift operator V k by (V k x) j = x j−k for all x ∈ X. In the notation above, V k is a Laurent operator with n = m = k and U k = {1}. Now let A ∈ L(X) and let h := (h m ) m∈N ⊂ Z be a sequence tending to infinity such that the * -strong 1 limit A h := lim m→∞ V −hm AV hm exists.
Then A h is called a limit operator of A. For A ∈ L( 2 (N)), we look at the limit operators of A = I ⊕ A ∈ L( 2 (Z)) and only consider sequences tending to +∞. In both cases the set of all limit operators of A is called the operator spectrum of A and denoted by σ op (A). Note that limit operators are usually defined using P-convergence, but in order to keep things simple, we just note that in the cases considered here P-convergence and * -strong convergence coincide by [11, Section 1.6.3] . Here are some basic properties of limit operators that we will need in the following (see e.g. [11, Proposition 3.4 
, Corollary 3.24]):
Proposition 1. Let A, B ∈ BO(X), h := (h m ) m∈N ⊂ Z a sequence tending to infinity, p a polynomial in both z andz. Then the following statements hold:
• There exists a subsequence g := (g m ) m∈N of h such that A g and B g exist.
• If A h and B h exist, so does (A + B) h and (A + B) h = A h + B h .
• If A h and B h exist, so does (AB) h and (AB) h = A h B h .
• If A h exists, so does (A * ) h and (A * ) h = (A h ) * .
• σ op (p(A)) = p(σ op (A)) := {p(A h ) : A h ∈ σ op (A)}.
• If A h exists, then A h ≤ A .
• If A ∈ K(X), then A h = 0.
We call an operator A Fredholm if ker(A) and im(A) ⊥ are both finite-dimensional. As usual we define the spectrum sp(A) := {λ ∈ C : A − λI is not invertible} and the essential spectrum sp ess (A) := {λ ∈ C : A − λI is not Fredholm} .
After introducing all the notation, we can cite the main theorem of limit operator theory (which holds in much more generality than stated and needed here). 
sp(B).
In order to apply this theorem to pseudo-ergodic operators, we use the following result that describes the operator spectrum of pseudo-ergodic operators.
Proposition 3. Let U n , . . . , U m be non-empty and compact and let A ∈ ΨE(U n , . . . , U m ) or A ∈ ΨE + (U n , . . . , U m ). Then σ op (A) = M (U n , . . . , U m ).
Proof. For diagonal operators on
2 (Z), this is Corollary 3.70 in [11] . The proof easily carries over to the case of band operators and also to the one-sided infinite case.
Using this, we get the following corollary.
Corollary 4. Let U n , . . . , U m be non-empty and compact and let A ∈ ΨE(U n , . . . , U m ). Then sp ess (A) = B∈M (Un,...,Um)
sp(B).
Corollary 4 in particular implies that all pseudo-ergodic operators w.r.t to the sets U n , . . . , U m have the same essential spectrum. Furthermore we have that the spectrum and the essential spectrum coincide for all A ∈ ΨE(U n , . . . , U m ) since sp ess (A) ⊂ sp(A) and ΨE(U n , . . . , U m ) ⊂ M (U n , . . . , U m ). Thus Corollary 4 can be rewritten in the following way:
Corollary 5. Let U n , . . . , U m be non-empty and compact. It holds sp(A) = B∈M (Un,..., Um) sp(B)
for all A ∈ ΨE(U n , . . . , U m ).
In particular we see that the spectrum of a pseudo-ergodic operator only depends on the sets U n , . . . , U m . Furthermore, equation (1) provides a somewhat easy method to obtain lower bounds for the spectrum of A ∈ ΨE(U n , . . . , U m ). Indeed, we can take any operator B ∈ M (U n , . . . , U m ) with a known spectrum and get a lower bound for the spectrum of A. For example the spectrum of a periodic operator B can be computed via the Fourier transform. Let U n , . . . , U m be non-empty and compact, p ∈ N, B ∈ M per,p (U n , . . . , U m ) and let B k ∈ L(C p ) be defined by (B k ) i,j = B i+kp,j for all i, j ∈ {1, . . . , p} and k ∈ Z. Then
Note that the sum in equation (2) is actually finite because B is assumed to be a band operator. Thus there is no need to worry about convergence. The right-hand side of (2) can be evaluated analytically (p ≤ 4) or numerically to arbitrary precision. Computing the spectra of all periodic operators in M (U n , . . . , U m ) yields a nice lower bound to the spectrum of A ∈ ΨE(U n , . . . , U m ). A natural question is whether considering periodic operators is enough. The answer is obviously YES for diagonal operators and (not so obviously) YES for bidiagonal operators under the assumption 0 / ∈ U 1 (see [13] and observe that section 3 carries over to the general bidiagonal case if one assumes 0 / ∈ U 1 ) and NO if the assumption 0 / ∈ U 1 is dropped (choose e.g. U 1 = {0, 1}, U k = {0} for k = 1 and compare with [13, Theorem 1.1]). For three or more diagonals, the story gets much more complicated. Of course the answer is still NO in general, but it is conjectured that the answer should be YES in some particular cases (e.g. [2] , [3] ).
In this paper we want to give some upper bounds to the spectrum of tridiagonal pseudo-ergodic operators. It is well-known that the numerical range N (A) := clos { Ax, x : x ∈ X, x = 1} is an upper bound for the spectrum of every operator. However, this bound can be arbitrarily bad even for finite matrices as the simple example A = 0 a 0 0 shows. The spectrum of A is given by sp(A) = {0} while its numerical range is the closed ball of radius a/2. However, for normal operators we have N (A) = conv(sp(A)). Thus the numerical range is a quite good upper bound if A is normal. Suprisingly the same is true for tridiagonal pseudo-ergodic operators (which are generally non-normal, of course) as we will show in section 2. Furthermore we introduce a somewhat combinatorical method to obtain an even better upper bound in some cases using second order numerical ranges and a version of the Schur Test in section 3. We use this method and the concept of higher order numerical ranges (see e.g. [5, Section 9.4] ) to obtain a better upper bound to the spectrum of the Feinberg-Zee hopping sign model (see [2] , [6] or [10] for an overview). We prove a special case in section 3 and refer to the appendix for the complete proof. In section 4 we give some concluding remarks and have a look at open problems regarding pseudo-ergodic operators.
2 The Numerical Range
Then the numerical range is defined as
the numerical radius is defined as r(A) := max {|z| : z ∈ N (A)} and for ϕ ∈ [0, 2π) the (rotated) numerical abscissa is defined as r ϕ (A) := max Re z : z ∈ N (e iϕ A) .
Note that the numerical range is usually defined without the closure (and denoted by W (A)) and the closure appears when it comes to giving an upper bound to the spectrum. However, we will find it useful to take the closure right here in the definition. Also note that for finite matrices the set { Ax, x : x ∈ X, x = 1} is always closed, but for infinite matrices this is usually not the case.
The following results are well-known and also hold in arbitrary Hilbert spaces.
where ρ(A) stands for the spectral radius of A. If A is normal, then equality holds. Furthermore, we have conv(sp(A)) ⊂ N (A)
with equality if A is normal.
In general, it is difficult to compute the spectrum of an operator explicitly. Even in the tridiagonal case not much is known. For the numerical range, the story seems to be a lot easier, at least for tridiagonal pseudo-ergodic operators as the following theorem shows.
Theorem 11. Let U −1 , U 0 and U 1 be non-empty and compact. Then for A ∈ ΨE(U −1 , U 0 , U 1 ) the following formula holds:
Proof. The second equality follows immediately from Theorem 6. Thus we focus on the proof of the first equality. Let A ∈ ΨE(U −1 , U 0 , U 1 ). The idea is to compute the numerical abscissa r ϕ (A) for every angle ϕ ∈ [0, 2π) and compare it with the abscissae of the Laurent operators. Since by Theorem 9 both sides of the first assertion are convex, proving the equality of all abscissae is enough to prove the theorem. This idea can also be used to compute numerical ranges of finite matrices numerically. But let us first observe that one direction follows immediately from Corollary 5, Theorem 9 and Theorem 10. Indeed, the spectrum of every operator in L(U −1 , U 0 , U 1 ) is contained in the spectrum of A by Corollary 5 2 , which is of course contained in the numerical range of A by Theorem 10. Taking the convex hull on both sides yields
by Theorem 9.
Conversely, let z 0 := sup
r(B). It is clear that z 0 is finite because the norm of an operator B is bounded by the sum of the maximal elements of its diagonals. In our case this means
As a consequence we have
where we used Theorem 10 in the last line. Using (3) we arrive at
Fix w −1 ∈ U −1 , w 0 ∈ U 0 and w 1 ∈ U 1 such that the maximum in (4) It is not hard to see that the spectrum of a tridiagonal Laurent operator L(v −1 , v 0 , v 1 ) (to simplify the notation we identify the set
with its only element) is given by an ellipse with center v 0 and half-axes |v −1 | ± |v 1 | (see e.g. [14] ). From here, we can go all the steps backwards to finish the proof:
Re (e iϕ B + z 0 I)x, x − z 0 = sup
Re (e iϕ B + z 0 I)x, x − z 0 = r ϕ (B).
Doing this for every ϕ ∈ [0, 2π) and using the observation at the beginning of the proof, we get
is not yet what we wanted. But Laurent operators are normal and thus
Combining Corollary 5, Theorem 10 and Theorem 11 we get the following corollary.
Corollary 12. Let U −1 , U 0 and U 1 be non-empty and compact and let A ∈ ΨE(U −1 , U 0 , U 1 ). Then
This property of tridiagonal pseudo-ergodic operators is quite remarkable because it is rarely seen on non-normal operators. We do not know if pseudo-ergodic operators with more than three diagonals share this property, but we do know that Theorem 11 is wrong if the tridiagonality assumption is dropped (see Example 17). To show this, we use the following theorem that is very related to Theorem 2. Again this theorem can be proved (without further effort) in much more generality than we state it here.
This is actually a corollary of the following theorem.
Proof. (Theorem 13) Like in the proof of Theorem 11 it is enough to consider the numerical abscissae. Using the same arguments as used there, we get
for all z 0 ∈ R. For a self-adjoint operator C, the norm C + K is minimized by a self-adjoint operator K. This can be seen as follows:
where we used Theorem 10 and the fact that
x, x ∈ R and
x, x ∈ iR for all x ∈ X. Therefore we have
for all z 0 ∈ R, where we used Theorem 14 and some basic properties of the operator spectrum (see Proposition 1). Choosing z 0 ≥ A we get
and thus inf
Conversely, fix a compact K ∈ L(X) and set z 0 := max { A , A + K }. Similarly as before we get
This implies inf
If we apply these results to pseudo-ergodic operators, we get the following corollaries 3 Corollary 15. Let U n , . . . , U m be non-empty and compact. It holds
Note that taking the convex hull is obviosuly not necessary here. We also have the following corollary of Theorem 14:
Corollary 16. Let U n , . . . , U m be non-empty and compact. It holds
B for all A ∈ ΨE(U n , . . . , U m ).
Now we are able to give a counterexample to Theorem 11 if the tridiagonality assumption is dropped.
Example 17. Let U −2 = {i}, U −1 = {±i}, U 0 = {0}, U 1 = {i} and U 2 = {i} and let A ∈ ΨE(U −2 , . . . , U 2 ). In Figure 1 we can see the boundaries of the numerical ranges of all operators in M per,3 (U −2 , . . . , U 2 ) (red) and the spectra of both Laurent operators (blue). Note that due to symmetry, we only see 4 different numerical ranges rather than the expected 8 (and 2 of them are actually the ones from the Laurent operators). Clearly, some of the numerical ranges exceed the convex hull of the spectra of the Laurent operators. But these numerical ranges are contained in the numerical range of the respective pseudo-ergodic operator by Corollary 15. Thus Theorem 11 does not hold in this example of a 5-diagonal pseudo-ergodic operator.
We have seen that the numerical range, besides being an upper bound to the spectrum, has some benefits over the spectrum, especially in the case of tridiagonal pseudo-ergodic operators. There are some more desired properties which are satisfied by the numerical range but not by the spectrum. For example if we tried to compute the spectrum of an infinite matrix explicitly, one of our first attempts would be to cut out finite square matrices of larger and larger size (called finite section method or short FSM), compute their eigenvalues and hope that they converge in some particular way. Unfortunately this naïve attempt fails more often than not. A well-known counterexample is the two-sided shift. Let {e i } i∈Z be the usual orthonormal basis of 2 (Z). Then the shift V is defined by e i → e i−1 for all i ∈ Z. As an infinite matrix V has ones on the first superdiagonal and zeros everywhere else. So if we cut out finite square matrices, we end up getting matrices with ones on the first superdiagonal and zeros everywhere else. Thus the only eigenvalue of all of these matrices is 0. But the spectrum of the two-sided shift V is the unit circle. No matter what convergence we consider, there is no way the eigenvalues of the finite matrices converge to the spectrum of V . Many different approaches to (numerically) compute the spectrum of an infinite matrix have been considered by various mathematicians, but none of them has proven to be satisfactory yet. For the numerical range, however, the story is again much different as Theorem 19 shows. But first we have to clarify what we mean by convergence of set sequences.
Definition 18. Let (M n ) n∈N be a sequence of compact subsets of C. Then we define Theorem 19. Let A ∈ L(X) and let (P n ) n∈N ⊂ L(X) be a sequence of orthogonal projections converging to the identity in the strong operator topology. Further assume P n = 0 and P n+1 P n = P n = P n P n+1 for all n ∈ N. Consider the finite sections
w.r.t the Hausdorff metric and
Note that there is some ambiguity in the notation N (A n ) because we interpret A n as an operator on X. This leads to the undesired fact that 0 is always in N (A n ) (and thus possibly some more undesired points since numerical ranges are convex) if we are really strict with the definition. However, we want to understand N (A n ) as the numerical range of A n restricted to im(P n ) without changing the notation. This will hopefully not cause confusion. To prove this theorem, we need the following lemma that looks very similar to the Banach-Steinhaus theorem.
Proof. (Lemma)
A n → A in the weak operator topology implies (A n − A)x, x → 0 for all x ∈ X as n → ∞. Let z ∈ N (A). Choose x 1 ∈ X with x 1 = 1 such that |z − Ax 1 , x 1 | < 1 and n 1 such that
Proof. (Theorem) Let x ∈ im(P n ) with x = 1. Then we have
On the other hand A n converges weakly to A (even strongly). Thus Lemma 20 implies
and thus
The second statement easily follows as well.
For pesudo-ergodic operators, Theorem 19 yields the following two corollaries.
Corollary 21. Let U n , . . . , U m be non-empty and compact. It holds
Proof. Let A ∈ ΨE(U n , . . . , U m ). By Theorem 19, we have N (A) = clos n∈N N (A n ) for finite sections A n = P n AP n with P n as in Theorem 19. By choosing the sequence (P n ) n∈N appropriately and by the pseudo-ergodic property, we can actually get every finite square matrix of this kind as a finite section of A. Thus
holds. Alternatively one could also argue that due to Corollary 15 all pseudo-ergodic operators of this kind have the same numerical range. Using this, one can get every finite square matrix with the same sequence (P n ) n∈N (but different A).
Corollary 22. Let U n , . . . , U m be non-empty and compact. It holds
Proof. Let A ∈ ΨE(U n , . . . , U m ). It is not difficult to find a sequence A n ∈ M per (U n , . . . , U m ) that converges weakly to A (even strongly). Thus by Lemma 20 and Corollary 15 we have
So the question whether it is enough to consider periodic operators can be answered affirmatively in the case of the numerical range.
So far we only considered the numerical range of two-sided pseudo-ergodic operators (i.e. A ∈ ΨE(U n , . . . , U m ) rather than A ∈ ΨE + (U n , . . . , U m )). Theorem 19 now allows an easy inclusion of one-sided pseudo-ergodic operators. Namely, they have exactly the same numerical range.
Corollary 23. Let U n , . . . , U m be non-empty and compact. It holds
Proof. This can actually be seen in various different ways. We will make use of Theorem 19 here. Since we know that all A ∈ ΨE(U n , . . . , U m ) have the same numerical range, we can choose one of them according to our requirements. So let A + ∈ ΨE + (U n , . . . , U m ) and choose A ∈ ΨE(U n , . . . , U m ) such that A + = P N AP N , where P N denotes the projection onto span {e 1 , e 2 , . . .}. By Proposition 3 and Theorem 13, we clearly have N (A) ⊂ N (A + ). On the other hand P N is of course a viable projection for Theorem 19 if we choose the other projections accordingly (in fact, we do not even have to choose them). Thus
Again, this is a feature of the numerical range that the spectrum does not have. To see this consider for example Laurent and Toeplitz matrices which are a special case of pseudo-ergodic operators if we choose all sets to be singletons.
A Method to compute Numerical Ranges explicitly
The method introduced here is based on a reformulation of the Schur Test that is known [15] , but apparently not used very often. However, it seems to fit perfectly here. Our motivation is to give a better upper bound to the spectrum of the Feinberg-Zee hopping sign model [6] than the one given by the numerical range. In other words, we want to compute a better upper bound to the spectrum of a (the) pseudo-ergodic operator given by U −1 = {1}, U 0 = {0} and U 1 = {±1}. It is conjectured by the authors of [2] that the spectrum is given by the black set in Figure 2 . In [1] and [3] it is proved that the unit disk is contained in the spectrum. The red square indicates the boundary of the numerical range.
The following lemma is a small extension to [15, Proposition 1] which is basically a reformulation of the Schur Test lemma. Lemma 24. Let I = {1, . . . , n} with n = ∞ if I = N and let A ∈ L( 2 (I)) be tridiagonal. If there is a constant N > sup i∈I Re A i,i and a sequence (g i ) i∈I with the following properties
• the following inequality holds for all 1 ≤ i ≤ n − 1:
Re Ax, x = sup
Furthermore we have Re A i,i = B i,i and
Let T be unitary and diagonal with the following entries:
Then C := T BT * is real and symmetric with r 0 (C) = r 0 (B) = r 0 (A), C i,i+1 = |B i,i+1 | ≥ 0 and C i,i = B i,i for all i ∈ I. If there is an i ∈ I such that C i,i+1 = C i+1,i = 0 then we can write C = C 1 ⊕ C 2 . But then r 0 (C) = max {r 0 (C 1 ), r 0 (C 2 )} and we can investigate C 1 and C 2 separately. Thus we can assume that C i,i+1 = C i+1,i > 0 for all i ∈ I. Furthermore r 0 (C + λI) = r 0 (C) + λ for all λ ∈ R, so shifting the diagonal just shifts N and r 0 (C) = r 0 (A) by the same amount. Thus we can further assume that C only has positive entries on its three diagonals. With these assumptions C meets the requirements for the Schur Test. Let (x i ) i∈I be the sequence given by
Then x is a positive sequence and we have
where we used condition (5) in line 2. The Schur Test then yields N ≥ C = r 0 (C) = r 0 (A).
The next lemma is a small extension to [15, Proposition 2] and in some sense the converse of the previous lemma.
Lemma 25. Let I = {1, .., n} with n = ∞ if I = N and let A ∈ L( 2 (I)) be tridiagonal. If r 0 (A) > sup i∈I Re A i,i , then there exists a sequence (g i ) i∈I with the following properties:
• the following equality holds for all 1 ≤ i ≤ n − 1:
Proof. Again we can set B := 1 2 (A + A * ) and C := T BT * as above, simplifying property (6) to
for all 1 ≤ i ≤ n − 1. Furthermore we can assume again that C only has positive entries on its three diagonals. Let n be finite first. By the theorem of Perron-Frobenius [7] , C has a strictly positive eigenvector x (i.e. x i > 0 for all i ∈ {1, . . . , }) corresponding to the eigenvalue r 0 (C). Now choose the sequence (g i ) i∈I as follows:
for 1 ≤ i ≤ n − 1. Thus we have 0 < g i for all 1 < i ≤ n. Using
we also get g i < 1 for all 1 ≤ i < n. Furthermore we have the equality
and thus g n = 1. So there is only property (7) left to prove:
This proves the lemma in the case n < ∞. To prove the lemma also in the case I = N, we use a finite section approach. Let P n be the projection onto span {e 1 , . . . , e n } and define C (n) := P n CP n , interpreted as a finite matrix. Furthermore let x (n) be a positive eigenvector of C (n) corresponding to the eigenvalue r 0 (C (n) ) filled up with zeros such that (x (n) i ) i∈N is an infinite sequence. W.l.o.g. we can assume x (n) 1 = 1 for all n ∈ N. Then by Theorem 19 we get
for all n ∈ N and 1 < i < n. Thus all the sequences (x (n) i ) n∈N are bounded by induction (not necessarily uniformly of course). Choose a convergent subsequence (x (n k 1 ) 1 ) k1∈N of (x (n) 1 ) n∈N and denote the limit by x 1 (of course x 1 = 1, but never mind). Now if x i is defined, we choose a convergent subsequence (x
) ki∈N and denote the limit by x i+1 . With these choices of sequences we have
for all k i ∈ N and 1 < i < n ki+1 and thus
> 0 and x i ≥ 0 for all i ∈ N, we can conclude that x i > 0 for all i ∈ N. Now we can define a sequence (g i ) i∈N as in (8) and the desired properties follow similarly as in the finite-dimensional case.
Regarding the condition r 0 (A) > sup i∈I Re A i,i we have the following remark. 
In other words, B can be written as B 1 ⊕ B 2 , where B 1 is a 1 × 1-block and r 0 (A) = r 0 (B) = max {r 0 (B 1 ), r 0 (B 2 )} = max {Re A j,j , r 0 (B 2 )} .
Thus the condition r 0 (A) > sup i∈I Re A i,i is not really a restriction.
So if we are given a concrete tridiagonal n × n matrix A and assuming 1 2 (A + A * ) does not have block structure, we can make an educated guess N > sup i∈I Re A i,i for r 0 (A) and start computing the sequence recursively by the prescription
Depending on the outcome of the sequence, we can decide whether N < r 0 (A),
• if g i > 1 (including ∞) for some 1 ≤ i ≤ n, we have N < r 0 (A),
• if g i ≤ 1 for all 1 ≤ i ≤ n and g n = 1, we have N = r 0 (A).
While the first two assertions are quite obvious from Lemma 24 and Lemma 25, the third assertion needs some clarification. So assume we got a sequence (g i ) i∈I with g i ≤ 1 for all 1 ≤ i ≤ n and g n = 1. By Lemma 24, we get that r 0 (A) ≤ N . Assume r 0 (A) < N . By Lemma 25, we then get another sequence (h i ) with the properties h 1 = 0, 0 < h i < 1 for 1 < i < n, 0 < h n ≤ 1 and
But since
we have h i > g i for all 1 < i ≤ n. Thus h n > 1, a contradiction. Using bisection, we could then narrow down the numerical abscissa r 0 (A) as precise as we want although this may become a bit unstable, because a small change in N can have huge effects on g n . Then we could go on and compute the numerical abscissae r ϕ (A) for a bunch of angles and estimate the numerical range. Of course if the matrix 1 2 (A + A * ) has block structure, we can just compute the numerical abscissa of every block and take the maximum.
Although this algorithm actually works and is not the most inefficient one to compute a numerical range, it is not the best use of Lemma 24 and Lemma 25. What we are really interested in are infinite matrices and in particular pseudo-ergodic operators. Of course, this algorithm cannot quite work for infinite matrices, not to mention the question on how to actually implement an infinite matrix... Thus we have to be a bit smarter and that is where a sowewhat combinatorical argument comes in. To demonstrate this, we are considering a (two-sided) pseudo-ergodic operator A with U −1 = {1}, U 0 = {0} and U 1 = {±σ}, where 0 < σ ≤ 1. Of course, we already know the numerical range of A by Theorem 11 and therefore we rather want to compute N (A 2 ). A 2 is of course not tridiagonal, but we can use the special structure of A 2 to make it tridiagonal. Also note that A 2 is not pseudo-ergodic. Let B = A 2 and let A i+1,i =: h i . Then B is given by
for all i ∈ Z. Thus using the decomposition
B can be divided into two tridiagonal operators B = C ⊕ D, where C is given by
for all i ∈ Z. Although C is not pseudo-ergodic, the sequences (C i,i ) i∈Z and (C i,i−1 ) i∈Z are pseudoergodic because (h i ) i∈Z is. Thus we have C ∈ σ op (C) by Proposition 3 applied to the diagonals separately. Similarly we also have D ∈ σ op (C) and vice versa. In particular we get N (C) = N (D) by Theorem 13. Therefore it suffices to consider C from now on. Furthermore since the numerical range of B = A 2 does not depend on the choice of (h i ) i∈Z as long as it is pseudoergodic, we can choose (h i ) i∈Z in such a way that (h i ) i∈N is still pseudo-ergodic. This implies N (C) ⊂ N (C + ) := N (P N CP N ) by Proposition 3 and Theorem 13 again. Theorem 19 then yields N (C + ) = N (C) = N (B) = N (A 2 ). Note that the last step is not really necessary, but it simplifies the proof a bit, since we only have to think in one direction instead of two. Next we need an educated guess (and looking back, it really was a guess) for r ϕ (C + ) in order to use Lemma 24.
That the right-hand side is a subset of the left-hand side is obvious by Corollary 15 and the fact (see Proposition 1) that
To prove the other inclusion, we want to concentrate on one particular case first in order to illustrate the spirit of the argument. The full proof can be found in the appendix. The special case we want to consider is the following: 
for all i ∈ N, we only have to find a sequence (g i ) i∈N with
for all i ∈ N in order to apply Lemma 24. Note that η i only depends on h 2i−1 , h 2i , h 2i+1 and h 2i+2 . Thus η i can take 16 different values: Table 1 Let us say that η i is of type (n) if it is generated by the sequence (h 2i−1 , h 2i , h 2i+1 , h 2i+2 ) listed under (n), e.g. we say that η i is of type (1) if it is generated by (1,1,1,1) etc. Now the idea is the following. If there were no η i of type (3) or (5), the sequence (g i ) i∈N = 1 2 i∈N would suffice the conditions. We take this sequence as a starting point and change it appropriately when necessary. Let us start with type (3). So assume η i is of type (3). Then η i+1 can only be of type (9), (10), (11) or (12) . We change g i+1 to 3 4 . This implies
Now if η i+1 is of type (9), (10) or (12), we have
If η i+1 is of type (11), we change g i+2 to 3 4 and get
Taking a closer look at type (11), we see that in this case h 2i+1 = h 2i+3 and h 2i+2 = h 2i+4 and thus we are just in the same situation as before, i.e. η i+2 can only be of type (9), (10), (11) or (12) again. Repeating this argument, we either end up with g j = 3 4 for all j ≥ i + 1, which is fine, or we eventually go out with g j = 1 2 for some j ≥ i + 2. Thus the case of type (3) is solved. Now assume η i is of type (5) . Comparing type (3) and (5), it seems reasonable to do the same again but backwards. In this case η i−1 is of type (2), (6), (10) or (14) . We change g i to 1 4 . This implies
Now if η i−1 is of type (2), (10) or (14), we have
If η i+1 is of type (6), we change g i−1 to 1 4 and get
Repeating this argument as before, we either end up with g j = 1 4 for all j ≤ i, which is fine, or we eventually go out with g j = 1 2 for some j ≤ i−1. Thus the case of type (5) is solved as well. Almost. One last thing that we have to check is that the changes in these two cases do not contradict each other. Comparing the two cases, this can only happen if η i is of type (3) or (11), η i+1 is of type (10) and η i+2 is of type (5) or (6) . But fortunately we have some space here. Doing the changes above, we get g i+1 = 
and the changes do indeed not contradict each other. Applying Lemma 24 finishes the proof.
Theorem 27 has some important consequences. In particular it yields another upper bound to the spectrum of these pseudo-ergodic operators. Indeed, we have
We want to illustrate this at the example of the Feinberg-Zee hopping sign model [6] . Let U −1 = {1}, U 0 = {0} and U 1 = {±1} and consider A ∈ ΨE(U −1 , U 0 , U 1 ). Then by Theorem 27 the numerical range of A 2 is given by
The right hand side is illustrated in Figure 3 . The square root of N (A 2 ) as well as N (A) and the best known lower bound of sp(A) are illustrated in Figure 4 . Let us also mention the following proposition which is used to prove Theorem 27 (see Appendix), but which is also of independent interest. It provides an easy formula for the numerical abscissa (and thus for the numerical range) of 2-periodic operators.
Proposition 29. Let A ∈ L(X) be tridiagonal and 2-periodic and let N, r 0 (A) > sup i∈I Re A i,i . Define A 3,3 ) . In a similar way, one can also get formulas for 3-and 4-periodic operators.
Further Remarks and Open Problems
In Theorem 27 we gave a viable formula for the numerical range of A 2 where A is a very specific operator, i.e. we have
. This can easily be generalized to arbitrary σ ∈ C by a suitable similarity transformation, scaling, rotation and transposition (while σ = 0 is trivial). Also, by the same arguments as used in the proof of Theorem 27, the formula still holds if we assume U 1 = σe 2πik n : 0 ≤ k ≤ n − 1 and n ∈ N. However, the calculations get much more tedious than in the case n = 2 discussed here. Moreover, a numerical analysis of several operators in ΨE(U −1 , {0} , U 1 ), with U −1 and U 1 arbitrary but compact, suggests that Theorem 27 holds in much more generality. In fact, we have not found any counterexamples yet and therefore we conjecture that Theorem 27 holds for all A ∈ ΨE(U −1 , {0} , U 1 ), where U −1 and U 1 are arbitrary but compact. However, the computational method introduced in section 3 is very situational and probably not suited to prove this theorem in full generality because the computations get more and more tedious the more parameters we introduce. Thus a more direct proof of Theorem 27 would be appreciated.
If we only allow real entries, the story is a bit easier. For simplicity let U −1 = {1} for the moment and as always let U 0 = {0}. Then it is not hard to show that Beside these generalizations, a natural question is whether we can get similar results for A 4 , A 8 and so on. A closely related question is also whether one can do something similar in the nontridiagonal case or in other words, what can be said if we allow matrix or even operator entries instead of complex numbers. Some numerical computations suggest that such an approach might be possible. However, we have also seen that Theorem 11, for example, fails in the non-tridiagonal case. Numerical considerations also suggest that the numerical ranges of A 4 , A 8 and so on yield better and better upper bounds to the spectrum of A ∈ ΨE({1} , {0} , {±1}) and this might also explain the somewhat fractal structure in Figure 4 . However, this is only speculation and should be treated with caution.
A Appendix
Here we give a full proof of Theorem 27.
To prove the other inclusion, we need to compute N (B 2 ) for all B ∈ M per,4 (U −1 , U 0 , U 1 ) first. However, it turns out that it suffices to consider three of them.
Proposition A.1. Let σ ∈ (0, 1], U −1 = {1}, U 0 = {0} and U 1 = {±σ}. Furthermore let B 1 ∈ M per,4 (U −1 , U 0 , U 1 ) be an operator with period σ, σ, σ, σ, B 2 ∈ M per,4 (U −1 , U 0 , U 1 ) an operator with period −σ, −σ, σ, σ and B 3 ∈ M per,4 (U −1 , U 0 , U 1 ) an operator with period −σ, −σ, −σ, −σ.
Then we have
and the boundaries of N (B 2 1 ) and N (B 2 2 ) are given by the following parametrizations:
Proof. B 1 is a Laurent operator with diagonals (1) i∈Z , (0) i∈Z and (σ) i∈Z and therefore B 2 1 is a Laurent operator with diagonals (1) i∈Z , (0) i∈Z , (2σ) i∈Z , (0) i∈Z and (σ 2 ) i∈Z . Therefore the spectrum of B 2 1 is given by the ellipse E := t ∈ [0, 2π) : 2σ + (1 + σ 2 ) cos(t) + i(1 − σ 2 ) sin(t) (see e.g. [14] or use Theorem 6 with p = 1). Also, Laurent operators are normal and therefore E also defines the boundary of the numerical range of B 
2 is a 4-periodic operator that looks like this:
Like we did several times before, we can split B 2 2 into even (C 2 ) and odd (D 2 ) part:
We see that C 2 is a Laurent operator and similarly as before we conclude that the boundary of the numerical range of C 2 is given by the ellipse t ∈ [0, 2π) :
is not a Laurent operator and thus it is a bit harder to compute the numerical range of D 2 . We could use Theorem 6, but this calculation is quite tedious. Moreover, these 2-periodic operators come up quite a lot. Thus we rather want to cover all 2-periodic operators at once. And indeed, this is possible and will be Proposition A.2. Let D 2,ϕ := e iϕ D 2 , N := 1 + σ 2 and let us exclude the cases (σ, ϕ) = (1, 0) and (σ, ϕ) = (1, π) for the moment so that and η 2 (D 2,ϕ ) are given by
In the remaining two cases,
) is a diagonal matrix and thus it is easily seen that r ϕ (D 2 ) = 2 holds. Therefore we have r ϕ (D 2 ) = 1 + σ 2 for all ϕ ∈ [0, 2π). Now obviously N (C 2 ) ⊂ N (D 2 ) holds and thus we get r ϕ (B
2 ) is then of course given by z(t) = (1 + σ
2 )e it , t ∈ [0, 2π). B 3 is the same as B 1 just with σ replaced by −σ.
Proposition A.2. Let A ∈ L(X) be tridiagonal and 2-periodic and let N, r 0 (A) > sup i∈I Re A i,i . Define
Then we have η 1 (A) + η 2 (A) = 1 if and only if N = r 0 (A).
Proof. Let N = r 0 (A) and assume first that A i,i+1 + A i+1,i = 0 for all i ∈ I. Note that for periodic operators we have N (P N AP N ) = N (A) by Theorem 13 and Theorem 19. Thus w.l.o.g. we can assume that I = N. In this case Lemma 25 yields a sequence with the properties
• g i = 0 if and only if i = 1
• the following equality holds for all i ∈ N:
Since A is 2-periodic, we have
If i is odd, we deduce
The corresponding iteration function
has a positive derivative:
since η 1 (A), η 2 (A) = 0 by assumption. Thus f is strictly increasing. Moreover, we have g 3 > 0 = g 1 and thus (g i ) i∈2N−1 is strictly increasing, too. Furthermore (g i ) i∈2N−1 is bounded by 1 and therefore convergent. Denote the limit of this sequence by x * . By the fixed-point theorem, x * has to be a fixed point of the iteration function f . After some rearranging, we get two possible candidates for a fixed point:
Of course the fixed point we are looking for has to be real and thus (1 + η 2 (A) − η 1 (A)) 2 − 4η 2 (A) has to be non-negative. It follows
Solving for η 2 (A) yields
This inequality now implies η 1 (A) + η 2 (A) ≤ 1. That this inequality is actually an equality, we will prove later. Now assume A 1,2 + A 2,1 = 0. Then η 1 (A) = g 2 = 0 and η 2 (A) = g 3 (1 − g 2 ) = g 3 ≤ 1. Thus also in this case η 1 (A) + η 2 (A) ≤ 1. The other case (i.e. A 2,3 + A 3,2 = 0) is of course similar.
Conversely, let η 1 (A) + η 2 (A) = 1. Of course, we can again assume that I = N. Define the sequence (g i ) i∈N as follows:
where 0 0 is treated as 0. In order to use Lemma 24, we have to check g i ≤ 1 for all i ∈ N. The other conditions will follow immediately. Let us consider (g i ) i∈2N−1 and its iteration function (11) first. As seen in (13) the fixed points of f are given by
Plugging our assumption η 1 (A) + η 2 (A) = 1 into this equation, we get
Thus there is only one fixed point and in particular x * ≤ 1. If x * = 1, then η 1 (A) has to vanish. But this means that g i = 0 for all i ∈ 2N and consequently g i = η 2 (A) = 1 for all i ∈ 2N + 1. So let x * < 1. By (12), we have that the iteration function f is strictly increasing for 0 < x < 1 − η 1 (A),
since η 2 (A) < 1. Furthermore g 1 = 0 and thus g i ≤ x * < 1 for all i ∈ 2N−1. We conclude g i ≤ 1 for i odd. Similarly (exchanging η 1 (A) and η 2 (A) and using the starting point η 1 (A) < η 1 (A) < 1), we get g i ≤ 1 for i even. Furthermore we have g i ≥ 0 for i ∈ N and inequality (5) is fulfilled by definition. Thus (g i ) i∈N meets all the requirements and we can use Lemma 24, which implies r 0 (A) ≤ N . So let us summarize what we have so far. We have
Now let η 1 (A) + η 2 (A) = 1, r 0 (A) < N and assume max i∈{1,2}
where at least one inequality is strict and thus η 1 (A) + η 2 (A) > 1. But this is a contradiction to (i). If both A 1,2 + A 2,1 and A 2,3 + A 3,2 vanish, then B := 
Then by continuity there exists an ε > 0 such that 
Proposition A.3. Let B 1 , B 2 and B 3 be as before and let N be given by (14) . Let ϕ * := arccos( σ 1+σ 2 ). Then N takes the following values:
This is equivalent to saying that r · (B 
Thus the graphs of r ϕ (B . Plugging in some angles and using (14) , one easily deduces (15).
Next we want to tabularize all possible combinations for (5) . Remember that A 2 looks like this:
and that A 2 can be decomposed as A 2 = C ⊕ D, where
and N (A 2 ) = N (C). Moreover we showed that
. Let E(ϕ) := e iϕ C + . Then r ϕ (A) = r 0 (E(ϕ)) for every angle ϕ ∈ [0, 2π). Now for every σ and angle ϕ there are 16 different combinations for (h 2i−1 , h 2i , h 2i+1 , h 2i+2 ) in (5). Define
,
For these angles, we have the following table: Table 2 We will find the following equalities and inequalities useful:
Using these, it is not difficult to see that for ϕ ∈ [ϕ * , Table 2 are lower or equal to 
and η i := η i (ϕ) for all i ∈ N be defined as above. Then the sequence (g i ) i∈N , defined by the following prescription, satisfies 0 ≤ g i ≤ 1 and η i ≤ g i+1 (1 − g i ) for all i ∈ N:
• If η 1 is of type (5), choose
• If there is some j ∈ N such that η k is of type (6) for all k ∈ {1, . . . , j} and η j+1 is of type (5), choose
• If neither is true, choose g 1 = 1 2 .
• If η i is of type (2), (6), (10) or (14) and η i+1 is of type (5), choose
• If η i is of type (2), (6), (10) or (14) , there is some j ∈ N such that η i+k is of type (6) for all k ∈ {1, . . . , j} and η i+j+1 is of type (5), choose
• If η i is of type (3), choose g i+1 = 1 2 1+σ 2 +2σ cos(ϕ) 1+σ 2 .
• If there is some j ∈ N such that η i−j is of type (3) and η i−k+1 is of type (11) for all k ∈ {1, . . . , j}, choose
• If none of the above is true, choose g i+1 = 1 2 . Proof. That 0 ≤ g i ≤ 1 holds for all i ∈ N follows from (16). So it remains to prove that η i ≤ g i+1 (1 − g i ) holds. Above we observed that η i ≤ (3) or (5) . Note that in these cases we can simplify η i :
where we used (19).
Let us consider the case (3) first. Assume that
The way C + is defined, η i and η i+1 are not independent. Indeed, η i+1 is defined by the sequence (h 2i+1 , h 2i+2 , h 2i+3 , h 2i+4 ) , where η i is defined by (h 2i−1 , h 2i , h 2i+1 , h 2i+2 ) . Thus if we fix η i , there are only 4 possible combinations for η i+1 . In particular, if η i is of type (3), then η i+1 has to be of type (9), (10), (11) or (12) . So there are four cases: (10)), (11)), (12)).
In the first case we have g i+2 = 1 2 :
where we used (18) in line 2 and (17) and (18) in line 3. In the second case we have g i+2 = 1 2
if η i+2 is of type (5) or (6) and g i+2 = 1 2 if not:
where we used (18) in line 2 and (17) and (18) in line 3. In the third case we have g i+2 = 1 2
In the fourth case we have g i+2 = 1 2 :
So what do we learn from this? Either g i+2 ≤ 1 2 (and we included one special case that we need afterwards) or g i+2 = g i+1 . Thus either we are where we started with, namely 1 2 , or we are in the third case, where η i+1 is of type (11) . But in this case we have h 2i+1 = h 2i+3 and h 2i+2 = h 2i+4 and thus we have again the same four cases for η i+2 and so on. So either we end up with an infinite sequence with g j = g i+1 for all j > i (which is impossible by pseudo-ergodicity, but would still be just fine) or we eventually go out with g j ≤ 1 2 for some j ≥ i + 2. Thus by induction we are done if we can also control type (5) . So let's do it.
Type (5) is essentially the same as type (3), but we have to think backwards, which is a little bit more complicated. If we have a look at the generators of (3) and (5), it is intuitively clear, why this has to be the same but backwards. Assume that η i is of type (5) .
2 by definition and thus
As already mentioned, we have to look backwards here, i.e. we want to control g i−1 . Now there are five cases here. The first case is i = 1, which is trivial of course. The second case is where η i−1 is of type (2) . In this case we have g i−1 = 1 2 :
where we used (18) in line 1 and (17) and (18) in line 2. The third case is where η i−1 is of type (6) . In this case we have g i−1 = (1 + σ 2 ) 2 − 4σ 2 cos(ϕ)
The fourth case is where η i−1 is of type (10) . In this case we either have g i−1 = (1 + σ 4 )
where we used (18) in line 2 and (17) and (18) in line 3. Note that this case matches perfectly with the second case above. The fifth case is where η i−1 is of type (14) . In this case we have g i−1 = (1 + σ 2 ) 2 − 4σ 2 cos(ϕ)
2
(1 + σ 2 + 2σ cos(ϕ))(1 + σ 2 ) = η i+1 .
Again we conclude that either g i−1 ≥ 1 2 (note that the inequality is in the other direction this time, which is good!) or g i−1 = g i . Thus either we started where we ended, namely 1 2 (or even better, we started with something ≥ 1 2 and the sequence reduced to 1 2 , compare with the mentioned special case above), or we are in the third case, where η i−1 is of type (6) . But in this case we have h 2i−1 = h 2i−3 and h 2i−2 = h 2i−4 and thus we again have the same four cases for η i−2 and so on. Thus we either end up at g 1 , which is fine or we eventually have g j = here and let us drop the ϕ in N (ϕ) for the sake of readability.
type (h 2i−1 , h 2i , h 2i+1 , h 2i+2 )
(1) (σ, σ, σ, σ)
We will find the following equalities and inequalities useful: 
is of type (2) . In this case we have g i−1 = if not: like in the third case. Note that this case matches perfectly with the second case above. The fifth case is where η i−1 is of type (14) . In this case we have g i−1 = , compare with the mentioned special case above), or we are in the third case, where η i−1 is of type (6) . But in this case we have h 2i−1 = h 2i−3 and h 2i−2 = h 2i−4 and thus we again have the same four cases for η i−2 and so on. Thus we either end up at g 1 , which is fine or we eventually have g j = 1 2 for some j ≤ i − 1. In either case we are done by induction.
Thus for every angle ϕ ∈ [0, π 2 ] and every σ ∈ (0, 1] we managed to construct a sequence (g i ) i∈N that meets all the requirements for Lemma 24. By symmetry, we also get sequences for the remaining angles (for ϕ ∈ [ 
