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A supply chain network (SCN) is a network of firms that work together to supply
the end products to the customer with a focus on both customer satisfaction and
profitability of all firms. The nodes or firms involved in a SCN may be raw material
suppliers, production facilities where the raw material is converted into finished prod-
ucts, warehouses that store the finished products, distribution centers that deliver the
finished products to the retailers and retailers who satisfy the end customer demand.






Figure 1.1: Generic Supply Chain Network [54]
The globalization and rapid growth of e-business has meant that the customers
have more choices of “suppliers” for any product that they need. As a result, stock-
out situation at a store may result in a customer choosing a competitor’s product. A
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study by Corsten and Gruen [15] focused on a common problem in SCNs, namely, the
shelf stock-out rate, and its effect on the behavior of the end customer. According to
their article, several trade associations and joint trade-industry bodies have sponsored
and released major reports on the stock-out rate for fast-moving consumer goods. The
average stock-out rate at the store for all 40 studies was found to be 8.3%. Corsten
and Gruen [15] also looked at consumer reactions to shelf stock-outs using 29 studies
in 20 different countries. The results show that about 31% of the consumers switch the
store, 15% delay their purchase, 19% substitute the product with the same brand,
26% switch the brand, while 9% of the consumers do not purchase the item and
contribute to lost sales. As a result, a key focus of the firms in a SCN is to reduce
the shelf stock-out rate and hence, improve end customer satisfaction.
Supply chain visibility among the SCN partners is a key area of research and is seen
as a panacea to the stock-out problem. Supply chain visibility refers to the real time
transparency in the supply chain facilitated through built-in information systems that
allow the participants in the SCN to keep track of semi-finished/finished goods that
may be in store or in transit. The global supply chain benchmark report published
by Aberdeen group in 2006 [18] found that 79% of the large enterprises that were
surveyed reported that lack of supply chain visibility is a critical concern. 51% of
the enterprises that were surveyed identified supply chain visibility among their top
three concerns. In addition, more than 77% of the enterprises were prepared to spend
heavily to attain supply chain visibility. With the advances in information technology,
sharing demand, capacity, and inventory information among the partners in the SCN
has become quicker and cheaper [12]. There have been studies (e.g., Graves [24],
Zipkin [63], Gavirneni et al. [21]) that have focused on the effects of information
sharing. While most of these studies showed that information sharing has benefits, a
few (e.g., Graves [24]) argued that there are no added benefits of sharing information
with the upstream firms for the situations they modeled. More details are presented
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in Section 2.1. In this research, our focus is on inventory information sharing or
inventory visibility. Inventory visibility allows companies to be informed about their
partner’s in-stock inventory and in-transit inventory in order to make their supply
chain as effective as possible.
In a typical SCN, demand and sales information flows from the downstream firms
(e.g., retailers) to the upstream firms (e.g., suppliers), while there is flow of material
in the opposite direction. There can also be other information exchanges that can
occur between the various firms in the SCN depending on the amount of collaboration
between the partners in the SCN. The order status information can flow from the up-
stream firms to the downstream partners, while there can be two-way communication
between firms when it comes to sharing inventory information and production plan
information [41].
Several critical decisions need to be taken while designing and operating a SCN.
These decisions include facility locations, production capacities, the safety stock to
be held at each location, and the base-stock level at each location. Performance
evaluation tools aid decision makers in making these decisions during the design and
operation phases of a SCN. In addition, these models provide insight into the working
of the SCN and would help in gaining a better understanding of the dynamics of the
system (SCN). This research focused on analytical performance evaluation models of
supply chain networks and has developed models that can explicitly capture inventory
visibility in order to study the effects of sharing inventory information on the SCN
performance.
Performance evaluation tools are generally used to measure key performance mea-
sures of a system (e.g., average response time, fill rate, expected inventory, and ex-
pected backorders in the case of a SCN) for any given set of parameter values (e.g.,
inter-arrival and service time parameters, base-stock levels, etc.) through the develop-
ment and solution of analytical and simulation models. Performance evaluation tools
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aid system designers and operations managers in making some key decisions, while
keeping in mind the goals of the company [55]. The analytical performance evaluation
tools are typically based on modeling techniques such as Markov chains, stochastic
Petri nets, and queueing networks [57]. Simulation models can also be used for per-
formance evaluation, but need more detailed information for modeling and more time
for model development and model execution phases. Analytical models yield results
more quickly and “are appropriate for rapid and rough cut analysis” [55]. In fact,
analytical and simulation models have been used in tandem to analyze and design
complex systems. For example, analytical models can be used to reduce a large set
of design alternatives, and the remaining few alternatives can be studied in detail
using simulation models [55]. The development of performance evaluation and op-
timization models for supply chain networks is an active area of research (see e.g.,
Ettl et al. [19], Raghavan and Viswanadham [49], Dong and Chen [17], and Srivath-
san [53]). However, very few performance modeling studies have explicitly addressed
the issue of modeling inventory visibility in a SCN. The focus of this research will be
on developing such performance evaluation models of SCNs.
1.1 Information Sharing in Supply Chains
Information sharing is believed to be a key component in the success of a SCN.
Research on studying the effects of information sharing have dealt with demand in-
formation (e.g., [24], [21]), inventory information (e.g., [63], [20]), and a combination
of demand and inventory information (e.g., [13], [12], [45]). Li et al. [41] presented a
review of ten different models used to study the value of information sharing in supply
chains. Lee and Whang [39] described the inventory, sales, demand forecast, order
status, and production schedule information that can be shared and also discussed
how and why such information is shared along with industry examples. While most
of these studies revealed that there are benefits of information sharing, a few studies
4
including Graves [24] showed that sharing demand information with upstream firms
did not add value to their SCN model setup. The studies that consider inventory in-
formation sharing mostly used simulation models. Some of the research studies that
focused on developing queueing models with inventory visibility include Zipkin [63]
and Armony and Plambeck [4].
There is also considerable research that focuses on the effect of information dis-
tortion. The bullwhip effect, the phenomenon in which there is an increase in the
mean and variability of the demand process as we proceed from the retailer to the
supplier stage in a SCN, occurs due to distorted demand information. For example,
Lee et al. [38] is a frequently cited study on the bullwhip effect in a SCN.
1.2 Performance Evaluation and Performance Optimization Models
The common analytical performance modeling tools that are used in performance
evaluation include queueing models, Markov chain models, and stochastic Petri nets.
Analytical models based on queueing theory have been developed for performance
evaluation of production networks since the early 1950s. Prior to the 1990s, the
literature on stochastic models of production networks primarily considered capacity,
congestion and reliability issues, and did not explicitly model the presence of planned
inventory. Similarly, the early literature on inventory theory did not consider capacity
and congestion issues explicitly. Inventory theory models have been developed since
the 1910s. The earliest work in this field includes the EOQ model [27] and its various
extensions. Some of the recent text books that focus on inventory theory are Bramel
and Simchi-Levi [10], Zipkin [65], Nahmias [46], and Axsater [5].
Since the 1990s, there has been a growing interest among researchers in develop-
ing analytical models of production networks which consider capacity, congestion and
planned inventory issues in a unified manner. Recent work on modeling production-
inventory networks includes models of single-stage systems developed by Buzacott
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and Shanthikumar [11] and models of multi-stage production-inventory networks de-
veloped by Lee and Zipkin [40], Sivaramakrishnan [51], Sivaramakrishnan and Ka-
math [52] and Zipkin [64]. A few research efforts also developed performance opti-
mization models for SCNs. These include the studies of Cohen and Lee [14] and Lee
and Billington [37]. More recently, queueing models have been used in tandem with
optimization models to take into account the stochastic components in the SCN. For
example, Ettl et al. [19] combined optimization under service level constraints along
with a queueing model to support strategic level decision making in large SCNs.
1.3 Motivation for the Proposed Research
In the development of queueing-based performance evaluation models of production-
inventory and supply chain networks, the common assumption about routing of orders
from downstream stages to upstream stages is that the routing probabilities are fixed
and not dependent on state information such as inventory levels. The routing based
on fixed probabilities is also called Bernoulli routing. This routing policy allows the
placement of an order at a production facility even when it is facing a stock-out sit-
uation. Such a routing policy is appropriate for the development of models for cases
with no inventory visibility. In such a situation, the order may be placed based on
historical information (say, for example, the percentage of orders placed by a down-
stream firm at an immediate upstream firm). In cases where the downstream firm has
visibility of the immediate upstream firm’s inventory, a routing policy in which orders
are placed based on item availability is certainly a possibility and perhaps desirable.
Similarly, when the retail stores share their inventory information with their immedi-
ate upstream “suppliers”, then the latter can choose to satisfy an order from the retail
store that has the least net inventory level. These situations pose very interesting
modeling scenarios that have not been studied much in the queueing literature. In
addition, there is a need to study the value in sharing inventory information among
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the various firms in the SCN, and also to quantify the value of such information
sharing. When there is value in sharing inventory information among firms in the
SCN, then there is also a need to find the sensitivity of the benefits to different SCN
parameters such as base-stock levels, production capacities, and variability in service
and arrival processes.
1.3.1 Problem Statement
With the advancements in the field of information technology, information sharing
among firms within a SCN has become easier. Information sharing to provide in-
ventory visibility has gained the attention of practitioners and academic researchers.
There is a need to develop analytical models that can explicitly model inventory
visibility in production-inventory and supply chain networks. Such models will not
only give us better insight into the value of inventory visibility, but also enable us to
develop performance optimization tools to maximize the value of inventory visibility
by choosing the right combination of system parameter values.
1.4 Outline of the Dissertation
The rest of the document is structured as follows. Chapter 2 presents a review of the
literature on information sharing and performance modeling of production-inventory
and supply chain networks. Chapter 3 presents the research goals, objectives, and
contributions. Chapter 4 presents the research approach. Chapter 5 presents the
Markov chain models that were developed for a SCN with one retail store and two
production facilities at different levels of inventory information sharing. Chapter 6
presents queueing-based analytical models that were developed for a SCN with one
retail store and two production facilities under Poisson arrivals and exponential pro-
cessing times, while Chapter 7 presents the analytical models for the case of general
inter-arrival and processing time distributions. Chapter 8 presents the analytical
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models that were developed for a SCN configuration with two retail stores and two
production facilities, while Chapter 9 extends the analytical models to include transit
times in a SCN with inventory information sharing. Chapter 10 presents the research




This chapter presents a detailed review of the literature on the study of value of infor-
mation sharing in supply chains and the analytical performance modeling of produc-
tion networks with planned inventory. Section 2.1 presents a review of the published
studies that focused on the value of information sharing in SCNs. Section 2.2 sum-
marizes the literature on modeling production-inventory and supply chain networks.
Section 2.3 provides a summary of the literature review and identifies some gaps in
the literature, which form the basis for the research conducted.
2.1 Literature on Value of Information Sharing
Information sharing is increasingly seen as a contributing factor to the success of
a SCN. Research efforts have focused on finding if there is any value in information
sharing, in assessing the actual value of information sharing, and in identifying factors
influencing the value of information sharing. Studies have considered various types
of information that can be shared, namely supplier status, inventory levels, demand
forecasts, price, schedule and capacity information [41].
Graves [24] studied a single-item inventory system with a non-stationary demand
process that behaved like a random walk. Exponential-weighted moving average was
used to obtain the mean square forecast of the demand and deterministic lead-time
was assumed. An adaptive base-stock policy where the base-stock is adjusted based
on changes in demand forecast was proposed. The safety stock required for non-
stationary demand was found to be much more than that for stationary demand.
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The relationship between lead time and safety stock was found to be convex in the
case of non-stationary demand indicating that more safety stock is required with
increasing lead time. This single-item model was then extended to a single-item,
multi-stage system and the upstream demand was found to be non-stationary with
the same form as the downstream demand process. So the adaptive base-stock policy
was applied to the upstream stage and the results showed that the bullwhip effect
cannot be mitigated by sharing more information to the upstream stage.
Zipkin [63] studied the performance of a multi-item production-inventory system
with a production facility under the first-come-first-served (FCFS) policy and longest-
queue (LQ) policy. The production facility had a finite capacity and ample raw
material supply. The processor at the production facility was assumed to be perfectly
flexible with no setup costs. All products were assumed to be symmetric (i.e., same
demand rates, processing times, etc.). The demands for the products were assumed to
be Poisson and the processing times followed a general distribution. Each product was
assumed to follow a base-stock policy with identical base-stock levels. Each demand
for a product at a store resulted in the consumption of the product from the store and
a resultant replenishment order being placed at the production facility. Backorders
were allowed in the system. In the case of the FCFS policy, these replenishment
orders waited at the processor’s queue and were processed on a first-come-first-served
basis. In the case of the LQ policy, the processor at the production facility used the
inventory information and serviced the product that had the smallest net inventory
level. Preemption was allowed in the case of the LQ policy and ties were resolved
randomly. The sum of the standard deviations of number of outstanding orders of
type i (σi) over all products (σ =
∑M
i=1 σi) was used to study the performance of the
system as it captured “the gross behavior of performance over a fairly wide range of
systems, and no other measure of comparable simplicity did so” [63]. A closed form
expression for σ was developed in the case of FIFO policy. In the case of LQ policy,
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an approximation for σ was developed. Numerical experiments suggested that the
LQ policy performed better than the FIFO policy by about 20% in some cases. The
difference in performance was the greatest when the number of product types was
large, and at small SCVs. The difference was small at low utilizations, increased till
90% utilization and vanished in heavy traffic.
Cachon and Fisher [12] studied the impact of sharing demand and inventory data
in a supply chain with one supplier, N identical retailers and a stationary stochastic
demand. Costs were associated with holding inventory and backorders. The tradi-
tional information policy that did not use shared information was compared against
a full information policy that exploited the shared information. For both the models,
it was assumed that the supplier’s orders are always received at the retailer after a
constant lead time. A stock-out at a supplier caused a resulting replenishment delay
for the retailer. In the traditional information policy, the retailers and suppliers were
assumed to follow (Rr, nQr) and (Rs, nQs) policies, respectively. The supplier was
assumed to allocate inventory to each retailer based on a batch priority allocation.
As per this allocation, if retailer i ordered b batches, then the first batch was given
priority b, the second batch was given priority b-1, and so on. All the batches were
assumed to be placed in a shipment queue based on decreasing priority order with
ties broken randomly. In the full information model, the supplier could improve its
order quantity decisions as well as allocation decisions based on the demand and in-
ventory information from the retailer. The decision of allocation of batches could be
improved as batches could be allocated based on the inventory position at the retailer
in the period the batch is shipped as against the period it was ordered. Based on
their comparison, it was found that supply chain costs were 2.2% lower on average
with full information policy than with the traditional policy.
Gavirneni et al. [21] studied the periodic review inventory control problem in
a two-echelon supply chain with a retailer and a supplier. The sequence of events
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during each period started with the supplier deciding on its production quantity for
the period followed by the retailer realizing its customer demand. On satisfying the
demand, the retailer placed an order with the supplier if its inventory level fell below
the re-order point s. The order was assumed to be satisfied at the beginning of the
next period. An order not satisfied by the supplier was assumed to be satisfied from
some other supplier with no lead time. The (s, S) inventory policy was assumed to
be optimal for the retailer who incurs a fixed plus linear ordering cost, linear holding
and backorder costs, while the supplier incurred a linear holding and backorder cost.
They studied three different models which differ in the amount of information shared.
In the first case, there was no information sharing and the supplier followed a naive
approach, assuming that the retailer demand followed an i.i.d. process. In the second
model, the supplier knew the number of periods that had elapsed since the last order
from the retailer as well as that the retailer was using the (s, S) inventory policy. In
the third model, the supplier knew the number of units that had been sold by the
retailer since the last order. In all three models, the optimal order up-to level was
computed via simulation-based optimization using infinitesimal perturbation analysis.
It was shown that the third model had the least cost with the first model having the
highest cost, showing that full information sharing is beneficial.
Gavirneni [20] studied a periodic review inventory control problem in a supply
chain with one capacitated supplier who supplies a single product to multiple identi-
cal retailers. The customer demands were assumed to be i.i.d. During each period,
the sequence of events started with the retailer reviewing its inventory and placing
an order with the supplier. The supplier responded by using the available retailer
inventory information to satisfy as many demands as possible. The retailer received
the supplier shipments and satisfied the customer demand. Costs were associated
with holding inventory and penalties were imposed for unsatisfied demand. The au-
thor studied this system under three different levels of cooperation. In the first level
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(no cooperation), the only information available to the supplier was the demand from
the retailers. If the total demand was less than the capacity of the supplier, then all
retailers’ demands were satisfied. If there were orders from the retailers in excess of
the supplier capacity, the supplier was assumed to use the lexicographic allocation
scheme. This scheme “ranked the consumers in the order of their importance (inde-
pendent of their order quantities) and the demands were satisfied in that order” [20].
In the second level of cooperation, the supplier received the current retailer inventory
level in addition to the demand. The supplier could allocate its capacity based on
this information in such a way that the retailer with a larger inventory level received
smaller shipments and the one with smaller inventory level received larger shipments.
The third level of cooperation extended the second level model to include the pos-
sibility of transfer of inventory from one retailer to another. The research used a
simulation model to search for an optimal target inventory level and optimal cost.
The computational results showed that the third level of coordination resulted in the
least cost and the benefits of cooperation in this supply chain decreased with increase
in supplier capacity, increase in number of retailers, decrease in penalty cost, and
decrease in demand variance.
Armony and Plambeck [4] studied the effect of duplicate orders on a manufac-
turer’s estimation of demand rate and customer’s sensitivity to delay, and decisions on
capacity investment. They considered a SCN where a manufacturer sold its products
through two distributors. The customer demand arrival process at each distributor
was assumed to be a Poisson process and each demand was assumed to be for a single
product. Each distributor followed one-for-one replenishment policy. When one of
the distributors faced a stock-out situation, then an arriving customer had the option
to immediately obtain the finished goods from the other distributor, provided the
other distributor had inventory. When both the distributors were out of stock, then
the customer could place an order with both distributors. When the product was
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delivered by one of the distributors, then the customer canceled the duplicate order
placed at the other distributor. The customers were assumed to be impatient, lead-
ing to cancellations of outstanding orders after a waiting time that was exponentially
distributed. They assumed that the manufacturer had knowledge of the base-stock
policy used by the distributors, which would help in the inference about the inven-
tory level and the number of outstanding orders at the distributors. They obtained
the maximum likelihood estimators for the demand rate, the reneging rate, and the
probability that a customer would place a duplicate order when made to wait.
Li et al. [41] presented a review of about 10 different information sharing mod-
els. These included the works of Zipkin [63], Gavirneni et al. [21], Gavirneni [20],
Graves [24], Moinzadeh [45], Chen [13], Kulp [36], Cachon and Fisher [12], Schouten
et al. [50], and Bourland et al. [9]. From the literature review presented here, it can be
seen that only Armony and Plambeck [4] and Zipkin [63] considered the development
of queueing-based performance evaluation models.
2.2 Modeling Production-Inventory and Supply Chain Networks
2.2.1 Modeling Production-Inventory Networks
Performance evaluation models of production-inventory networks consider capacity,
variability, and inventory issues in a unified manner. Production-inventory network
models are typically used to analyze the performance of make-to-stock systems, in
which planned inventory is maintained for finished products and semi-finished prod-
ucts at the intermediate stages.
Gavish and Graves ([22], [23]) studied a single-stage, single-product make-to-stock
production facility with Poisson demand. They focused on finding a control policy
that minimizes the expected cost per unit time using an M/D/1 queueing system [22]
as well as an M/G/1 queueing system [23]. The optimal decision policy for both the
models was found to be a two-critical-number policy characterized by the parameters
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(Q∗, Q∗∗), “such that the server is turned off when the queue length is first reduced
to Q∗, and is turned on when the queue length first reaches Q∗∗” [22]. Graves and
Keilson [23] studied a one-product, one-machine problem under Poisson demand and
exponentially distributed order size. They focused on minimizing the system cost
that included setup cost, inventory holding cost, and backorder cost using a spatially
constrained Markov process model.
The work of Svoronos and Zipkin [56] does not explicitly model capacity issues,
but forms the basis for models developed by Zipkin [40] and others. Svoronos and
Zipkin [56] modeled a multi-echelon inventory system with Poisson demand arrivals
at the lowest hierarchy of the system called the leaf. Each demand reached the central
depot through instantaneous replenishment orders to preceding stages. The central
depot was assumed to have infinite raw material supply from an outside source.
Each location was considered to be a node and each arc connecting a node with its
predecessor was treated as a transit system (representing transportation or production
activities). Parts are assumed to be processed sequentially and the behavior of each
transit system was assumed to be independent of the demands and orders in the
inventory system. The transit systems for all the arcs on the path from the outside
source node to the leaf node were assumed to be mutually independent. Svoronos
and Zipkin [56] applied the results of the single-location problem recursively, starting
from the highest-level echelon to analyze the complete network.
Buzacott and Shanthikumar [11] presented results for general single-stage systems
with unit demand and backlogging using the production authorization (PA) card
concept, where a tag attached to an item is converted into a PA card when demand
consumes the item. Using the number of outstanding orders in the stage at time t,
K(t), the total number of tags in the system, S, the inventory level at time t, I(t),
and the number of customer orders backordered at time t, B(t), can be obtained
using equations (2.1) and (2.2). Since the PA card represents an outstanding order
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at a stage, the number of PA cards available at time t, C(t), can be obtained using
equation (2.3). It can be seen from equations (2.1) through (2.3) that by studying
the process K(t), we can derive I(t), B(t) and C(t).
I(t) = max[0, S −K(t)] (2.1)
B(t) = max[0, K(t)− S] (2.2)
C(t) = min[S,K(t)] (2.3)
The distribution of the number of outstanding orders in the system (K) is the
same as the number of customers in a GI/G/1 queue because of the assumption of
infinite raw material supply. The expected inventory level and the expected number




n P (I = n) (2.4)
E[B] = E[I] + E[K]− S (2.5)
Buzacott and Shanthikumar [11] also modeled single-stage systems with lost sales,
interrupted demand, bulk demand, machine failures and yield losses.
The analytical models for multi-stage tandem production-inventory networks de-
veloped by Lee and Zipkin [40], Sivaramakrishnan [51], Liu et al [43], and Srivath-
san [53] have many common assumptions, such as one-for-one replenishment with
backordering permitted at each stage, no limit on WIP queues at a stage and ample
raw material supply at the first stage [30].
The approaches developed by Sivaramakrishnan [51], Liu et al. [43], and Srivath-
san [53] are based on the parametric decomposition approach ([59], [61]) and share a
common solution structure as explained in Kamath and Srivathsan [30].
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Sivaramakrishnan and Kamath [52] modeled an M-stage tandem make-to-stock
system by decomposing it into individual stages where each stage is made up of the
manufacturing resource at that stage and a delay node to “capture the upstream
delay experienced by an order when there was no part in the output store of the
previous stage” [51]. Sivaramakrishnan [51] modeled the manufacturing unit as a
GI/G/1 queue and the delay node as an M/G/∞ queue.
Sivaramakrishnan [51] extended the tandem model to include (i) multiple servers
at a stage, (ii) batch service, (iii) limited supply of raw material, (iv) multiple part
types, and (v) service interruptions due to machine failure. Sivaramakrishnan [51] also
extended his approach to tandem networks with feedback and feed-forward networks.
Liu et al. [43] modeled a multi-stage tandem manufacturing/supply network with
general inter-arrival and service processes. The tandem network was modeled as
a system of inventory queues and then the overall inventory in the network was
optimized with service-level constraints. A decomposition scheme was proposed, in
which a semi-finished product from a stage is moved into the input buffer of the
downstream stage, whenever the job queue (material queue at the input buffer of node
i + backorder queue at node i) is increased by one. If the inventory store at stage
i-1 is empty, then the request for the semi-finished part is backordered. As a result,
the job queue or outstanding orders queue at stage i consists of the material queue
comprising of the semi-finished products from the upstream stage and a backorder
queue. In this approach, the backorder distribution is used to account for any delay
due to stock-out at stage i-1.
Lee and Zipkin [40] modeled a tandem production-inventory network with Poisson
demand arrivals, and exponential service times at all stages. The multi-echelon sys-
tem developed by Svoronos and Zipkin [56] was used to analyze the tandem system
by assuming that stage i behaved like an M/M/1 queue [40] and the sojourn times
was exponentially distributed with mean 1/(μi - λ), where λ is the demand rate,
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and μi is the processing rate at stage i. The sojourn times at all the stages were
considered to be independent. Such an effective lead time decomposition approach
is similar to Whitt’s parametric decomposition approach [59]. The approach devel-
oped by Svoronos and Zipkin [56] that employed phase type approximations (for more
details, refer to Theorem 2.2.8 in Neuts [47]) was then used to solve the above approx-
imate system. Zipkin [64] extended this work to model tandem production-inventory
networks with feedback.
For a detailed comparison of the models developed by Lee and Zipkin [40], Sivara-
makrishnan [51], Liu et al. [43] and Srivathsan [53], the reader is referred to Kamath
and Srivathsan [30], wherein the similarities and differences between the approaches
are clearly documented along with the results of an extensive numerical study to gain
better insight into the performance prediction capability of the different approxima-
tions.
Nguyen [48] analyzed the problem of setting the base-stock levels in a production
system that produced both make-to-order and make-to-stock products with lost sales.
Nguyen [48] derived the product-form steady-state distribution for the above network
under the assumptions that each station operated under a FIFO service discipline, all
processing times and inter-demand times were exponential, and all products had the
same mean processing time. Nguyen [48] proposed approximations for the base-stock
levels based on heavy traffic analysis of queueing networks.
Karaesmen et al. [31] assumed that the inter-arrival times and the processing times
are geometrically distributed and modeled the system with advance order information
for contract suppliers. They analyzed the base-stock policy (S, L) with a focus on
optimization and performance evaluation of the Geo/Geo/1 make-to-stock queue,
where L is the release lead-time, which was used to “regulate the timing of material
release into the manufacturing stage” [31].
Benjaafar et al. [8] examined the effect of product variety on the inventory cost
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in a finite capacity make-to-stock production-inventory network where the products
were manufactured in bulk and shared a common manufacturing facility. The pro-
duction facility was assumed to comprise of a batching stage and a processing stage.
The production stage was viewed as a GI/G/1 queue whose arrival process was the
superposition of the order arrivals for the individual products. The key findings of
the study were that the total cost increased linearly with the number of products,
and that the rate of increase depended on the system parameters such as demand
and processing time variability and capacity levels.
Benjaafar et al. [7] studied the effect of inventory pooling in production-inventory
networks with n locations having identical costs. The production facility was assumed
to have finite capacity and supply lead times were assumed to be endogenous. They
studied the sensitivity of the cost benefits from inventory pooling to system param-
eters such as service levels, demand and service time variability, and structure of
the production-inventory network. The different structures of the network that were
studied include (i) single production facility with Poisson arrivals and exponential
service times and two sets of priorities - FIFO and the longest queue first policies, (ii)
single production facility with service level constraints, (iii) single production facility
with non-Markovian demand and general service times, (iv) systems with multiple
production facilities, and (v) systems with multiple production stages. For the sys-
tem with multiple production facilities, they considered three different scenarios -
(a) inventory pooling without capacity pooling, (b) inventory pooling with capacity
pooling, and (c) capacity pooling without inventory pooling. In the first scenario,
they considered a single inventory location supplied by n production facilities, with
a demand from stream i resulting in a replenishment order at production facility i.
They assumed a Markovian system and each facility was modeled as an independent
M/M/1 queue. In the second scenario, both the inventory and capacity were assumed
to be pooled. Under Markovian assumptions, the production system was modeled as
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an M/M/n queue. In the third scenario, the production facilities are consolidated,
while the inventory locations were distinct. The Markovian system with n identical
facilities was modeled as an M/M/n multi-class FIFO production system. The results
of the study showed that the benefit of inventory pooling decreased with utilization,
while the benefit of capacity pooling increased with utilization.
2.2.2 Modeling Supply Chain Networks and its Constituents
Performance evaluation models of SCNs consider the supply, transportation and dis-
tribution operations in a SCN in addition to the capacity, congestion, and inventory
issues. These models are typically used to analyze the flow of information and goods
between the various stores in a SCN.
Cohen and Lee [14] developed an analytical model for integrated production-
distribution systems by decomposing the network into sub-models such as the material
control sub-model, production sub-model, stockpile inventory sub-model, and the
distribution sub-model. The sub-models were optimized based on certain control
parameters which served as links between the sub-models. These control parameters
included lot sizes, reorder points and safety stocks.
Lee and Billington [37] and Ettl et al. [19] focused on developing models to cap-
ture the interdependence of base-stock levels at different stores in a SCN. Lee and
Billington [37] study addressed the needs of the manufacturing managers at Hewlett-
Packard in managing the material flows in their decentralized supply chains. The
study focused on computing the mean and variance of the replenishment lead time
for every stock-keeping unit (SKU) at a site. Lee and Billington [37] then used this
information to compute the required base-stock level to attain a target service level
for each SKU at that site. On the other hand, Ettl et al. [19] used a combination of
analytical and queueing models to support strategic decision making for large SCNs
with non-stationary demand. They considered a one-for-one replenishment policy,
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while ignoring order size at each store and other operational aspects of inventory
management in a SCN. They developed an optimization model with service level con-
straints and used a queueing model to obtain the order queue distribution at each
stage.
Raghavan and Viswanadham [49] used fork-join approximations to compute the
mean and variance of departure processes at nodes in a SCN. They presented simple
approximations for the case of deterministic arrivals and normally distributed service
times. Dong [16] and Dong and Chen [17] used the PA card concept of Buzacott
and Shanthikumar [11] to model an integrated logistics system with (s, S) inventory
policy, where each orders had a fixed lot size. They made use of the expressions
provided by Buzacott and Shanthikumar [11] for a system with batch arrivals to find
the distribution of number of orders at the manufacturing stage and then used this
to find the stock-out probability and fill rate.
Srivathsan [53] extended the performance evaluation models for production-inventory
networks developed by Sivaramakrishnan [51] to model a generic supply chain net-
work where each manufacturer was assumed to have an input store for raw material
storage and an output store for finished product storage. An example network with
three suppliers, two manufacturers and three retailers was used to illustrate the per-
formance prediction capability of the approximations. While Sivaramakrishnan [51]
used the delay block to link successive nodes in the network, Srivathsan [53] used the
backorder distribution to establish the link. With one-for-one replenishment, an end
customer order at the retailer triggered an instantaneous replenishment order at each
of the upstream stores. Each manufacturer was modeled as a single server queue, and
the lead time delays at the raw material suppliers and the transportation delays in
the network were approximated by an M/G/∞ model.
Ayodhiramanujan [6] developed integrated analytical models that addressed ca-
pacity, congestion, and inventory issues simultaneously in warehouse systems. The
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research effort focused on developing queueing network models for a shared-server
system and an order-picking system. The former is an inventory store with a server
performing both the storage and retrieval operations. In the order-picking system,
the configuration of the unit-load that is stored (pallets) is different from that which is
retrieved (cases). Ayodhiramanujan [6] also extended these models to include multi-
sever cases. An integrated model was also developed to demonstrate the applicability
of these two key building blocks in developing end-to-end models of warehouse sys-
tems.
Jain and Raghavan [29] considered a production-inventory system with a manu-
facturing plant and a warehouse. The warehouse inventory was modeled as the input
control mechanism for the manufacturing plant, which was modeled as a single-stage
discrete-time queueing system with an infinite waiting line. The warehouse was as-
sumed to follow a base-stock policy with one-for-one replenishment and a production
authorization card was assumed to be attached to each finished good. The customer
order arrival process was assumed to be Poisson and the manufacturer was assumed
to process orders from the warehouse at fixed discrete time slots. The queueing
models were embedded into two optimization models, the first of which focused on
minimizing the long run expected total cost per unit time (comprising of holding
cost at warehouse and backorder cost). The second optimization model focused on
minimizing the long run expected total cost per unit time (comprising of the holding
cost alone) subject to service level constraints based on the probability of backorders.
Arda and Hennet [3] considered an enterprise network where the end-product
manufacturer had several potential suppliers for components. The supply system
with random arrivals of customer orders and random supplier delivery times was
modeled as a queueing system. The manufacturer was assumed to follow a base-
stock inventory policy. Demand at the manufacturer was assumed to follow a Poisson
process and was of unit size. The manufacturer was assumed to follow a (S-1, S)
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inventory policy and placed an order with supplier i with a probability αi as per a
Bernoulli splitting process. An optimization model with an objective of minimizing
the average cost of the manufacturer (expressed as the sum of mean inventory holding
cost and mean backordering cost) was used to obtain the Bernoulli probabilities and
the optimal base-stock value. Each supplier was assumed to follow an exponential
service time and FIFO discipline. They modeled each supplier as an M/M/1 queue
as the order arrival process at the supplier was Poisson because of the Bernoulli
splitting process. They showed that the problem at hand was hard as the convexity
of the objective function was not guaranteed. They presented optimal solutions for
the make-to-order system by solving the Lagrangian of the relaxed problem. In the
case of the make-to-stock system, due to the complexity of the objective function,
the problem was decomposed into two parts. In the first part, they considered the
Bernoulli parameters as the decision variables, while considering the base-stock level
as zero (make-to-order system). The values of the Bernoulli variables from the first
part were then used as an input in the second part. The decision variable in this
case was the base-stock level, which was computed using a discrete version of the
newsvendor problem.
2.3 Summary of the Literature Review
This chapter presented a detailed review of literature on modeling information sharing
in a supply chain network as well as performance evaluation models of production-
inventory and supply chain networks. Based on the literature review, we note the
following.
Queueing models of production-inventory networks have focused on considering
capacity, variability, and inventory issues in a unified manner and included the works
of Graves and Kielson [25], Lee and Zipkin [40], Buzacott and Shanthikumar [11],
Sivaramakrishnan [51], Liu et al. [43] and a few others. The ability of queueing models
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to explicitly consider inventory issue has been considerably strengthened by the works
of Sivaramakrishnan [51] on modeling production-inventory networks, Srivathsan [53]
on modeling supply chain networks, and Ayodhiramanujan [6] on modeling warehouse
operations. Other research efforts that focused on performance evaluation of SCNs
include Dong [16], Dong and Chen [17], and Jain and Raghavan [29]. The research
efforts that focused on performance optimization of SCNs included Ettl et al. [19],
Lee and Billington [37], and Cohen and Lee [14].
The review of the literature on modeling inventory information sharing in a SCN
showed that there are only a few efforts on developing performance evaluation mod-
els of SCNs in this context. Armony and Plambeck [4] and Zipkin [63] focused on
performance evaluation using queuing models. The former focused on modeling the
effect of duplicate orders on SCN performance, while the latter modeled a production-
inventory network with multiple products produced by a single production facility.
We concluded that there is a need for more research in explicitly modeling up-
stream inventory information sharing within SCN performance evaluation models.
The availability of a richer set of performance evaluation models will enable us to
better predict the value of sharing upstream inventory information in a SCN and
understand the complex dynamics resulting from decisions related to production ca-




The overall goals of this research were (i) to develop analytical performance evaluation
models that consider inventory information sharing between SCN firms, and (ii) to
study the value of inventory information sharing and identify SCN conditions under
which the benefits of inventory information sharing are significant.
3.1 Research Objectives
In most analytical performance evaluation models of SCNs, it is assumed that a
downstream firm places an order at one of its immediate upstream “suppliers” using a
Bernoulli routing policy. As per this policy, orders from a retail store would be routed
to say the production facilities based on fixed probabilities (based on preference or
historical information) and this would allow an order to be placed at a production
facility facing a stock-out situation even when there is inventory at the other facility.
This routing is appropriate for SCNs with no inventory information sharing. On the
other hand, if a downstream firm has information about the net inventory level at
all of its immediate upstream firms, orders from the downstream firm could possibly
be placed in such a way that this situation can be averted, thereby reducing the
backorders and decreasing the stock-out rate. The models developed in this research
consider inventory information sharing in one direction - upstream stores sharing
information with the immediate downstream stores.
An analytical model that addresses inventory information sharing in a SCN can
be used to quantify the value of information sharing and provide insight into the
25
sensitivity of the value of inventory information sharing to different SCN parameters
(inter-arrival and service time parameters, base-stock levels, etc.). The model could
then be used to identify the ranges of the various SCN parameters where the benefit
of inventory information sharing is significant.
The specific objectives of this research are as follows.
Objective 1: To perform a thorough investigation of the literature related to
(i) the value of information sharing in a SCN, and (ii) the analytical modeling of
production-inventory and supply chain networks.
Objective 2: To develop analytical models that can capture the effect of in-
ventory information sharing on the performance of a two-echelon SCN comprising of
one retail store that can order items from one of two upstream production facilities,
each with its own inventory store and to study the benefits of inventory information
sharing in this context.
As discussed in the beginning of this section, this objective focused on modeling
the effect of inventory information sharing on the performance of a supply chain. We
first considered a SCN with one retail store and two production facilities each with
its own inventory store. Henceforth, we will refer to this two-echelon configuration as
“1R/2P.” For this case, we considered three levels of inventory information sharing
and developed analytical models for these three levels. The performance measures
from these analytical models were compared with the corresponding measures for
the SCN with no visibility (henceforth referred to as NoVis) to study the value of
inventory information sharing. The three levels of inventory information sharing and
the assumed routing policy for each level are presented next.
Low level of Inventory Information Sharing (LoVis)
In a SCN with minimum level of inventory visibility, the retail store is assumed
to have information about the presence of inventory or backorders at the production
facilities. In such cases, an order routing policy can be adopted where the placement
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of orders at a production facility with backorders can be avoided when the other
facility has inventory (see Table 3.1).
Table 3.1: Order Routing Policy for SCN with Low Level of Inventory Information
Sharing
Net Inventory Level at
Production Facility 1
Net Inventory Level at
Production Facility 2
Order Routing Policy
≥ 1 ≥ 1 Order routed with equal probability
≥ 1 ≤ 0 Order routed to production facility 1
≤ 0 ≥ 1 Order routed to production facility 2
≤ 0 ≤ 0 Order routed with equal probability
Medium level of Inventory Information Sharing (MedVis)
In a SCN with medium level of inventory visibility, the retail store is assumed to
also have information about the number of backorders at the individual production
facilities. When both production facilities are backordered, the order is routed to the
facility with the shortest backorder queue. The order routing policy in such a scenario
can be modified as shown in Table 3.2.








Condition Order Routing Policy
≥ 1 ≥ 1 Order routed with equal probability
≥ 1 ≤ 0 Order routed to production facility 1
≤ 0 ≥ 1 Order routed to production facility 2
≤ 0 ≤ 0
|i| < |j| Order routed to production facility 1
|i| > |j| Order routed to production facility 2
i = j Order routed with equal probability
High level of Inventory Information Sharing (HiVis)
In a SCN with a high level of inventory visibility, the retail store is assumed to have
information about the number of items in stock as well as the number of backorders
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at the individual production facilities. In such cases, the order routing policy can be
modified as shown in Table 3.3.








Condition Order Routing Policy
≥ 1 ≥ 1
i > j Order routed to production facility 1
i < j Order routed to production facility 2
i = j Order routed with equal probability
≥ 1 ≤ 0 Order routed to production facility 1
≤ 0 ≥ 1 Order routed to production facility 2
≤ 0 ≤ 0
|i| < |j| Order routed to production facility 1
|i| > |j| Order routed to production facility 2
i = j Order routed with equal probability
Objective 3: To develop analytical models that can capture the effect of inven-
tory information sharing on the performance of a two-echelon SCN comprising of two
retail stores that can order items from one of two production facilities, each with its
own inventory store and to study the benefits of inventory information sharing in this
context.
We considered a SCN with two retail stores that place orders with one of two pro-
duction facilities. The production facilities share their inventory information with the
retail stores. Henceforth, we will refer to this two-echelon configuration as “2R/2P.”
For this case, we considered the three levels of information sharing defined in Objec-
tive 2 and developed analytical models for these levels.




The scope of this research effort was limited by the following assumptions.
1. There is no limit on the size of the WIP and backorder queues.
2. Each production facility has a single-stage with a single server. Each demand
is for one unit of the product.
3. As the SCN configurations modeled are considered to be of the building block
type, only two-echelon SCN structures will be modeled.
3.3 Research Contributions
The contributions of this research effort are listed below.
1. Development of analytical queueing models that can explicitly model inventory
information sharing from upstream stores to downstream stores in supply chain
networks.
2. Understanding the benefits of sharing inventory information and developing
insights into SCN configurations for which these benefits are significant.
3. Evaluating the significance of each incremental piece of information that be-
comes available in the SCN.
4. An offshoot of this research is the potential to develop good approximations for




This chapter explains the overall research methodology and the various modeling
approaches that were used to achieve the research objectives outlined in the previ-
ous chapter. Section 4.1 presents the research methodology, and then describes the
Markov chain approach followed by the parametric decomposition approach. Sec-
tion 4.2 presents a list of performance measures that were used along with their def-
initions and their significance in a SCN context. Section 4.3 explains the validation
procedure used for the analytical models.
4.1 Research Methodology
This research effort involved the development of analytical performance evaluation
models. A standard methodology for such developmental research was employed.
First, we modeled the SCN configurations with Poisson arrivals at the retail store(s)
and exponential processing times at the production facilities as these conditions make
the models more analytically tractable. For this case, we initially used the Markov
chain approach. If the approach did not yield a closed-form solution, we then focused
on the development of approximate queueing models based on the characteristics of
the model under consideration. We then relaxed the exponential assumption and
considered SCN configurations with general inter-arrival and processing time distri-
butions using the two-moment framework. Whitt’s ([59], [61]) parametric decompo-
sition (PD) method was used to solve the resulting queueing models. Each analytical
model developed was validated by comparing its results to equivalent simulation esti-
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mates. The objective for such a comparison was to determine the regions of the model
parameter space where the accuracy of the analytical results was good or deemed ac-
ceptable. A design of experiments approach was used to ensure adequate coverage of
the parameter space from the perspective of model usage in practice and to control
the number of numerical experiments that had to be conducted. The numerical ex-
perimentation had the added benefit of providing insights into the system behavior
under different parameter settings. The results of the numerical investigation were
used to develop additional corrections or enhancements to improve the accuracy of
the analytical models. Section 4.1.1 summarizes the Markov chain approach, and
Section 4.1.2 briefly describes the PD approach.
4.1.1 Markov Chain Approach
Continuous Time Markov Chain (CTMC) models have been widely used to develop
performance evaluation models of discrete event systems. The advantage of CTMC
models is that they can yield exact solutions under exponential or Markovian as-
sumptions. Also, because the CTMC models are based on detailed state information,
they are preferred when state-based decisions have to be modeled. For example,
the modeling of visibility-based routing policies in SCNs requires detailed state level
information and could be easily modeled using the CTMC approach.
Both transient and steady-state analysis can be performed using a CTMCmodel [44].
In the case of performance evaluation, steady-state analysis is done to compute the
long-run performance measures. This involves the solution of the rate balance equa-
tions, which could be an issue in the case of an infinite state space. A standard
method in such cases is to express all state probabilities in terms of the probability of
one particular state and to use the total probability equation to find this probability.
However, this is possible if the expression involving the sum of the probabilities can
be simplified to yield a closed-form expression. If simplification is not possible, then
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we need to find ways (e.g., limit the number of backorders) to truncate the state space
in order to yield a finite-state CTMC which can then be solved numerically.
Another strategy to solve the balance equations is to use the structure of the
CTMC to identify similarities between the state transitions in that CTMC and other
CTMC models for which closed-form solutions are known. For instance, while solving
the CTMC model of the SCN under the Bernoulli routing policy, we were able to
identify transitions patterns in the CTMC model that resembled the state transitions
in an M/M/1 queuing model (see Section 5.6). Such similarities may allow us to
guess a solution, which can be verified by substituting the guessed solution into the
balance equations.
If there is symmetry in a multi-tuple system, we might be able to combine states
(e.g., (i, j) combined with (j, i)) to reduce the size of the state space. The reduced
CTMC can sometimes simplify the solution of the original CTMC. This reduced
CTMCmodel can be solved using the rate balance equations or by identifying patterns
in the chain. Once the CTMC is solved and the limiting probabilities are obtained, we
can use a reverse mapping to obtain the limiting probabilities of the original CTMC
model.
Other methods that can be used to solve the CTMC models include the difference-
equation technique and the method of generating functions. For more details on these
methods, the reader is referred to Medhi [44].
4.1.2 Parametric Decomposition Approach
In the 1980s, Whitt [59] defined a new modeling ideology highlighted by the para-
metric decomposition (PD) approach. According to Whitt, “a natural alternative
to an exact analysis of an approximate model is an approximate analysis of an ex-
act model” [59]. The PD approach is a very comprehensive method for analyzing a
queueing network and uses only the first two moments of both the inter-arrival and
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service times. This approach formed the basis for a software package developed by
Whitt, called the Queueing Network Analyzer (QNA) [59].
The PD approach for open queueing networks consists of two main steps: 1)
analyzing the nodes and the interaction among the nodes to obtain the mean and the
squared coefficient of variation (SCV = variance / mean2) of the inter-arrival times
at each node, and 2) obtaining the node and system performance measures based on
GI/G/1 or GI/G/m approximations ([59], [61]).
Analyzing nodes: In a network, nodes interact with each other because of
customer movement and these interactions can be approximately captured by the
flow parameters, namely, the rates and variability parameters of the arrival processes
at the nodes. The total arrival rate at each node is obtained using the traffic rate
equations, which represent the conservation of flow. The utilizations of each of the
nodes are calculated to check for stability of the system. The system is said to be
stable if all utilizations are strictly less than one. This part of the analysis is similar
to the approach introduced by Jackson [28] in solving open networks and involves no
approximations.
The approximations come into the picture while calculating the variability param-
eters related to the flow, namely, the SCVs of the inter-arrival times. The SCVs are
calculated using the traffic variability equations, which involve approximations for
the basic network operations, which are a) flow through a node, b) merging of flow,
and c) splitting of flow. These approximations can be found in Whitt ([59], [61]).
Calculating node and system performance measures: The nodes are treated
as stochastically independent. The performance measures at each node can be calcu-
lated from the results available for the GI/G/1 ([59], [34]) and GI/G/m queues ([60]).
The expected waiting time at each node is calculated from the results provided and
the expected queue length is obtained using Little’s law [42]. Whitt [59] also explains
how several other node and network measures can be calculated.
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In our research, there is a need to incorporate state-level details while modeling
the SCN under visibility-based routing policies. The two-moment framework is well-
suited for queueing network type models and it could be challenging to accommodate
state-level details in the analytical model developed. A strategy that is sometimes
used involves the use of phase-type distributions to represent general distributions.
The feature or sub-system that needs to be modeled in detail (e.g., the order routing
or splitting process at the retailer) is studied in isolation. The phase-type approach
enables CTMC type modeling because the phases are exponential stages. To analyze
a feature or sub-model in detail, the states in the Markov chain embedded at an
instant of the feature need to be identified. The solution of this Markov chain results
in the stationary probability vector, which can be used in obtaining the two-moment
approximations for the feature or sub-system. Such an approach can be employed
when closed-form expressions exist for the Markov chain with Poisson arrivals and
exponential processing times. A good example is the development of two-moment
approximations for a fork-join configuration [35]. In our research, we did not consider
the phase-type approach because an exact solution to the CTMC model under Poisson
arrivals and exponential distributions was not possible (discussed in Chapter 5).
4.2 Performance Measures
The performance measures that were computed at each stage of the SCN are fill rate,
expected number of backorders, expected inventory level, the expected time to fulfill
a backorder and expected time spent by an order.
• Fill rate is the probability that an order will be satisfied immediately and this
depends on the availability of inventory at the stage. The definition of fill rate
suggests that as the fill rate increases, the stock-out rate decreases and the
relationship between them is given by stock-out rate = 1 - fill rate. In our
analytical approach, we approximate the fill rate by the ready rate, which is the
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probability that there is inventory in the system. It should be noted that for
Poisson arrivals, fill rate and ready rate will be the same because of the PASTA
(Poisson Arrivals See Time Averages) principle [62].
• The expected number of backorders at any stage is the average number of
unsatisfied orders at the stage. The significance of this measure is that a high
value could indicate a potential for loss of customer goodwill and sales.
• The expected inventory level at any stage is the average number of items in the
store at that stage. The expected inventory level is a paradoxical measure as its
high value would increase the inventory holding cost, while its low value could
be an indicator of lower fill rates and higher backorder levels.
• The expected time to fulfill a backorder at a stage is the average time that an
order has to wait before being satisfied at a store given that the store is facing
a stock-out situation. It has to be noted that the expected time to fulfill an
order can be considerably lower than the expected time to fulfill a backorder.
This is because, majority of the orders could be satisfied instantaneously, while
orders that are backordered could take significantly longer time to complete.
Thus, this is a measure of the experience of a customer who faces a stock-out
situation.
• The expected time spent by an order is defined as the sum of the average time
that an order spends at that stage and the average time spent (as a product) in
the output store at that stage. This measure is important as it is not a desirable
situation to have an item sitting in stock for long periods as this would increase
the holding cost.
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4.3 Numerical Validation Procedure
Each SCN configuration that was modeled in our research effort was also simulated
using a model developed in Arena 11.0 software [32]. The warm-up period was deter-
mined using Welch’s procedure [58] (See Appendix A). The number of independent
replications was set to 10.
The parameters of the various SCN configurations, namely, base-stock levels; vari-
ability of inter-arrival and processing times; utilization; and probabilities (if any) -
were varied systematically using a design of experiments approach to cover a wide
range of scenarios. For each scenario, the analytical results were compared with
steady-state simulation estimates to evaluate the accuracy of the analytical results.
As mentioned in Whitt [60], the two standard ways to measure the accuracy are
absolute difference and relative percentage error. As Whitt [60] contends, neither
procedure is appropriate for a wide range of values. When the performance mea-
sure values are themselves small (e.g., less than 0.5), the absolute difference seems
to be appropriate. Whitt [60] is of the opinion that the quality of the approxima-
tions is satisfactory “if either the absolute difference is below a critical threshold or
the relative percentage error is below another critical threshold” [60]. Recently, an-
other approach, namely, normalized error has been used to evaluate the accuracy of
queueing approximations ([35], [54]).
Hence, we designed the following approach to evaluate the accuracy of the an-
alytical results. For the fill rate (bounded by 1), we used the absolute difference,
|simulation− analytical|, expressed as a percentage. For the expected inventory
level and the expected number of backorders, we used the normalized percentage er-
ror given by 100 (|simulation− analytical|)/base-stock level. For the expected time
to fulfill a backorder and the expected time spent by an order, we used the relative
percentage error defined as 100 (|simulation− analytical|)/simulation. This scheme
allowed us to perform an overall analysis of the quality of the analytical results.
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CHAPTER 5
CTMC MODELS OF THE 1R/2P SCN CONFIGURATION
This chapter presents the CTMC models of the 1R/2P SCN configuration under three
levels of inventory information sharing as defined in Section 3.1. Section 5.1 presents
the description of the SCN structure used in the study. The state definition used in the
CTMCmodels is presented in Section 5.2. Sections 5.3, 5.4 and 5.5 present the CTMC
models for the SCN with high (HiVis), medium (MedVis) and low (LoVis) levels of
information sharing, respectively. Section 5.6 presents the CTMC model for the SCN
with no information sharing (NoVis). Section 5.7 presents the results of the study on
the benefits of inventory information sharing on the SCN performance. Finally, some
concluding remarks about the CTMC models are presented in Section 5.8. For the
sake of simplicity, we will refer to inventory information sharing as simply information
sharing.
5.1 1R/2P SCN Structure
We consider a two-echelon SCN with one retail store and two production facilities
each with its own output store to stock finished products. Each store in the SCN is
assumed to operate under a base-stock control policy with one-for-one replenishment.
Both the production facilities are assumed to have the same base-stock level (S).
The base-stock level at the retail store is R. Each customer order is assumed to
be for a single unit of the finished product. The demand inter-arrival times at the
retail store as well as the processing times at the production facilities follow general
distributions, but only the exponential case is considered in this chapter. The arrival
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of a demand consumes a finished product at the retail store if available and causes
an order for replenishment to be placed at one of the two production facilities (see
Figure 5.1). If available, a finished product from the output store of the production
facility is instantaneously sent to the retail store and the output store sends an order
for replenishment to its processing stage. As noted in Chapter 1, extensions to include
transit delays will be presented in Chapter 9. We assume that the processing stage
has a single server. An order can join the WIP queue or be processed as soon as it
is received. There are no limits on the number of backorders at either production
facility. It has to be noted that when the base-stock levels at the two production
facilities are the same, the HiVis routing policy closely resembles the shortest queue













Figure 5.1: 1R/2P SCN Configuration
5.2 CTMC Model for Poisson Arrivals and Exponential Processing
Times
This section presents the state-space definition for the CTMC model used to study the
SCN with or without information sharing. This section also provides the details on
obtaining the performance measures for the SCNs with information sharing (LoVis,
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MedVis and HiVis). The following assumptions were made in developing the CTMC
models.
1. The demand/order arrival process is Poisson with rate λ.
2. The processing times at both the production facilities follow an exponential
distribution with rate μ (the two production facilities are identical).
3. The transportation time from the production facility to the retail store is not
modeled (relaxed later).
Ignoring the transportation delay between the production facilities and the retail store
means that there is no need to consider the number of orders at the retail store while
defining the state of the SCN (see explanation below). As a result, the state of the
SCN at time t is defined by X(t) = {i, j}, where i and j are non-negative integers
representing the number of orders at production facilities 1 and 2, respectively.
The details about the net inventory levels at the various stores in the SCN can
be obtained from the state definition as follows. When the number of orders at a
production facility is less than the base-stock level, the output store at the production
facility will have inventory and the inventory level will be given by (S - x), where
x = i for production facility 1 and x = j for production facility 2. Similarly, when
the number of orders at a production facility exceeds the base-stock level, the output
store is backordered. The number of backorders at the production facility will be
given by (x - S). The net inventory level at a production facility will be given by
(S - x). This value will be positive in the presence of inventory and negative in the
presence of backorders.
As the transportation delay is ignored, when the number of orders at each produc-
tion facility does not exceed the base-stock level of its output store (i.e. 0 ≤ i, j ≤ S),
the inventory level at the retail store will be equal to its base-stock level (R). When
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at least one of the production facilities is backordered, the inventory level at the re-
tail store will be equal to its base-stock level less the sum of the backorders at the
production facilities and the number of orders (backorders + replenishment orders)
at the retail store is given by (i − S)+ + (j − S)+. The retail store will be backo-
rdered only when the sum of the backorders at the two production facilities exceeds
the base-stock level at the retail store (i.e., (i − S)+ + (j − S)+ > R). The net
inventory level at the retail store will be [R− (i − S)+ − (j − S)+].
To better understand the above discussion, let us consider a case with R = S = 3.
If the number of orders at production facility 1 is 1, and the number of orders at
production facility 2 is 1, then the current state of the SCN is (1, 1). The net
inventory level at the two production facilities will be 2 (i.e., 3-1), indicating that
there is inventory at both the production facilities. As a result, the number of orders
at the retail store is zero and the net inventory level is 3 (i.e., [3−(1− 3)+−(1−3)+]).
If the number of orders at production facility 1 is 2, and the number of orders at
production facility 2 is 4, then the current state of the SCN is (2, 4). In this case
the net inventory level at production facility 1 is 1 (i.e. 3-2), indicating that there is
one unit of inventory at production facility 1. The net inventory level at production
facility 2 is -1 (i.e., 3-4), indicating that there is one backorder at production facility
2. As a result, number of orders (replenishment in this case) at the retail store is 1
(because of the backorder at production facility 2) and the net inventory level is 2
(i.e., [3− (2 − 3)+ − (4 − 3)+]).
If the number of orders at both the production facilities is 5, the current state
of the SCN is (5, 5). In this case the net inventory level at both the production
facilities is -2 (i.e. 3-5), indicating that there are two backorders at each production
facility. The number of orders at the retail store is 4 (sum of the backorders at the two
production facilities) and the net inventory level is -1 (i.e., [3− (5 − 3)+− (5 − 3)+]),
indicating one backorder at the retail store.
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The following notations are used in this chapter.
Model Parameters
λ Order arrival rate at retail store
R,S
Base-stock levels at retail store and output stores of the production fa-
cilities, respectively
Model Variables (Upper case letters are random variables)
N r Number of orders at the retail store
Np Number of orders at a production facility
ρ Utilization of a production facility
Ir, Ip Inventory levels at the retail store and output store of a production facility
Br, Bp
Number of backorders at the retail store and output store of a production
facility
f r, fp fill rates at the retail store and output store of a production facility
W br, W bp
time to fulfill a backorder at the retail store and the output store of a
production facility
T r, T p
time spent by an order at the retail store and a production facility in-
cluding its output store
The CTMC models for the different levels of information sharing have some com-
mon properties that are listed below.
1. The state space of the CTMC is symmetrical as the two production facilities
are identical (same base-stock level and processing rate). This means that the
transition rates into (out of) the states (i, j) and (j, i) are the same except when
i = j. This observation allowed us to combine the states (i, j) and (j, i) and
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reduce the state space of the CTMC model.
2. The patterns present in the reduced CTMC models for the SCNs with infor-
mation sharing (Figures 5.3, 5.5, and 5.7) could not be exploited to yield a
closed form solution. As a result, the CTMC models were solved by limiting
the maximum number of backorders at the retail store to M .
3. Once we numerically solved for πi,j by limiting the maximum number of back-
orders at the retail store, we computed the key performance measures for a
production facility as follows.
The fill rate at a production facility is simply the probability that an order from

















The rest of the performance measures for a production facility were obtained






(S − i)πi, j (5.2)
The expected backorder at a store can be calculated using the fundamental
expression relating the expected inventory level, expected number of orders and
the base-stock level as shown in equation (5.3).











iπi, j − S
(5.3)
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Now, using Little’s law we have
E[W bp] =
E[Bp]











4. The arrival process at the retail store is Poisson and as per the PASTA principle
[62], the ready rate can be used to calculate the fill rate. Note that an arriving
customer order at the retail store would see the number of orders at the two
production facilities. The fill rate at the retail store was obtained by calculating
the probability that the total number of orders at the two production facilities
is less than the sum of their base-stock levels and that of the retail store, i.e.
i + j < 2S + R. The other performance measures at the retail store can be















R− (i − S)+ − (j − S)+] πi,j (5.7)





(i − S)+ + (j − S)+] πi,j (5.8)
where A3 = {1 ≤ (i − S)+ + (j − S)+ <∞}
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E[Br] = E[Ir] + E[N r]−R (5.9)
E[W br] =
E[Br]








Next, we present the CTMC models for all three levels of information sharing
followed by the no information sharing case. Sections 5.3, 5.4 and 5.5 present the
CTMC models of the SCN with high (HiVis), medium (MedVis) and low (LoVis)
levels of information sharing, respectively. Section 5.6 presents the CTMC model of
the SCN with no information sharing (NoVis).
5.3 CTMC Model of 1R/2P SCN with HiVis
In the HiVis case, it is assumed that each production facility shares complete infor-
mation about the number of items in stock as well as the number of backorders. In
the presence of such detailed information, a routing policy presented in Table 3.3 can
be adopted.
Based on the state definition and the routing policy, we obtain the symmetric
CTMC model shown in Figure 5.2. The symmetry in Figure 5.2 is exploited to
obtain the reduced CTMC presented in Figure 5.3. The rate balance equations based
on the different state transitions that are possible in the reduced CTMC model are
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Figure 5.3: Reduced CTMC Model of the 1R/2P SCN with HiVis
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The reduced CTMC model revealed some state transition patterns, but we could
not exploit these patterns to arrive at a closed-form solution. The different approaches
that were explored to obtain a closed-form solution included the solution to the system
of rate balance equations, difference-equation techniques and the method of generat-
ing functions. Hence, we fixed the maximum number of backorders at the retail store
to 1,000 and numerically solved the CTMC. By fixing the maximum number of back-
orders, we make sure that the state space is finite. Further, a careful examination of
the CTMC model shows that all the states communicate and that the CTMC model
is irreducible. Hence, the CTMC is positive recurrent and has a steady state solution.
The CTMC model was validated by comparing its numerical solution to the esti-
mates obtained from an Arena simulation model of the 1R/2P SCN with HiVis, as
shown in Tables B.1 and B.2. The numerical experiments show that the analytical
results match the simulation results, thus confirming the validity of the CTMC model.
5.4 CTMC Model of the 1R/2P SCN with MedVis
In this section, we present the CTMC model of the 1R/2P SCN with medium level of
inventory information sharing. It is assumed that the information about the number
of backorders at the individual production facilities is available at the retail store. In
the presence of the backorder information, the routing policy presented in Table 3.2
can be adopted.
The symmetric CTMC model for this case is shown in Figure 5.4 and the reduced
CTMC model is presented in Figure 5.5. In Figures 5.4 and 5.5, the transitions
shown in blue are common to the HiVis CTMC model and the MedVis CTMC model,
and those shown in red are the additional transitions for the MedVis CTMC model.
The transition rates marked in red when the transitions are blue indicate that the
transitions are common to both the HiVis and MedVis models, but the rates have
changed in the case of the MedVis model. The rate balance equations based on the
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Figure 5.5: Reduced CTMC Model of the 1R/2P SCN with MedVis
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Table 5.2: Rate Balance Equations of the Reduced CTMC Model of the 1R/2P
SCN with MedVis
State State Transitions Rate Balance Equation
i = j = 0 μ 
 
i, j 
i+1, j πi,j =
μπi+1,j
λ
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Continued on next page
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Table5.2 – continued from previous page
State State Transitions Rate Balance Equation
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The state transition patterns identified in the reduced CTMC model could not
be exploited to obtain a closed-form solution. As before, we explored the following
approaches to obtain a closed-form solution including the solution to the system of
rate balance equations, difference-equation techniques and the method of generating
functions. Hence, we fixed the maximum number of backorders at the retail store to
1,000 and numerically solved the CTMC. By fixing the maximum number of back-
orders, we make sure that the state space is finite. Further, a careful examination
of the CTMC model shows that all the states communicate. Hence, the CTMC is
irreducible and positive recurrent. This ensures that steady state solution exists for
the reduced CTMC model.
The CTMC model was validated by comparing its numerical solution to estimates
from an Arena simulation model of the 1R/2P SCN with MedVis, as shown in Ta-
bles B.3 and B.4. The numerical experiments show that the analytical results match
the simulation results, thus confirming the validity of the CTMC model.
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5.5 CTMC Model of the 1R/2P SCN with LoVis
In this case, the retail store is assumed to have the minimum amount of inventory
information (presence or absence of inventory) from the production facilities. The
order routing policy presented in Table 3.1 can be adopted in this case.
The symmetric CTMC model for this case is presented in Figure 5.6, while the
reduced CTMC model is presented in Figure 5.7. In Figures 5.6 and 5.7, the tran-
sitions and rates shown in red indicate that these are common for the MedVis and
LoVis models. Also, the transitions shown in blue are common to the CTMC models
corresponding to all three levels of information sharing. The additional transitions
and rates that are specific to the CTMC model of SCN with LoVis are shown in pur-
ple in Figures 5.6 and 5.7. The rates shown in purple when the transitions are blue
indicate that the transitions are common for all three levels of information sharing,
but the rate has changed for the LoVis case. The rate balance equations based on the
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Figure 5.7: Reduced CTMC of the 1R/2P SCN with LoVis
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Table 5.3: Rate Balance Equations of the Reduced CTMC Model of the 1R/2P
SCN with LoVis
State State Transitions Rate Balance Equation
i = j = 0 μ 
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Table5.3 – continued from previous page
State State Transitions Rate Balance Equation
i = S, j = S − 1  
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As before, the state transition patterns identified in the reduced CTMC model
could not be exploited to obtain a closed-form solution. We fixed the maximum num-
ber of backorders at the retail store to 1,000 and numerically solved the CTMC. All
states in the CTMC model communicate and the CTMC model is positive recurrent,
thus confirming the existence of steady state.
The CTMC model was validated by comparing its numerical solution to estimates
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from an Arena simulation model of the 1R/2P SCN with MedVis, as shown in Ta-
bles B.5 and B.6. The numerical experiments show that the analytical results match
the simulation results, thus confirming the validity of the CTMC model.
5.6 CTMC Model of the 1R/2P SCN with NoVis
In this case, we assumed that the retail store places an order with production facility 1
with a fixed probability (p). Because of symmetry, p is 0.5. The corresponding CTMC
model is shown in Figure 5.8. The rate balance equations based on the different state
transitions that are possible are presented in Table 5.4.
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Figure 5.8: CTMC Model of the 1R/2P SCN with NoVis (p = 0.5)
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λ
2 [πi,j−1+πi−1,j ]+μ[πi,j+1+πi+1,j ]
(λ+2μ)
To solve the CTMC model for the NoVis case, we used the following approach.
The demand arrival process at the retail store is split into two streams according
to fixed probabilities (as per the Bernoulli routing policy), each stream representing
the demand arrival process at the two production facilities. Thus, the order arrival
process at each production facility is a Poisson process with rate λ/2. Since the server
at each production facility has an exponential processing-time distribution with mean
μ, each production facility can be modeled as an independent M/M/1 queue. Let
πi, j be the steady-state joint probability that the number of orders at production
facilities 1 and 2 are i and j, respectively. The joint probability, πi, j, is a product of
the marginal probabilities (steady state solution for the M/M/1 queue) and is given
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by the expression in (5.12).
πi, j = πi · πj
= (1− ρ)ρi(1− ρ)ρj = (1− ρ)2ρi+j
(5.12)
Note that ρ is the utilization of a production facility and is given by λ
2μ
The above solution satisfies the rate balance equations shown in Table 5.4, thereby
confirming the validity of the solution. Hence, the steady-state distribution for the
CTMC model of a symmetric 1R/2P SCN with no information sharing has a product-
form. Using this distribution, the expressions for the performance measures at a
production facility as well as the retail store can be derived. Since the production
facilities are symmetric, we present the expressions for only one production facility.
The fill rate, the expected number of backorders, the expected inventory level, the
expected time to fulfill a backorder, and the expected time spent by an order at a
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(5.14)
E[Bp] = E[Ip] + E[Np]− S
=
S − ρ− ρS + ρS+1
1− ρ +
λ







(λ/2) (1− f p)
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ρS+1
















S − ρ− ρS + ρS+1)
λ (1− ρ)
(5.17)
The reasoning presented in Section 5.2 to obtain the number of orders at the retail
store was used to obtain the performance measures at the retail store. The fill rate,
61
the expected inventory level, the expected number of backorders, the expected time
to fulfill a backorder, and the expected time spent by an order at the retail store can
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E[Br] = E[Ir] + E[N r]−R
= ρS+R+1
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RρS −RρS+1 + 2)
λ (1− ρ) (1− f r)
(5.22)








As we have an exact solution for the NoVis CTMC model, we only present the
numerical results for various cases in Tables B.7 and B.8.
5.7 Value of Information Sharing
To develop insights into the value of information sharing, we compared the values of
the performance measures for the 1R/2P SCN for all four levels of inventory informa-
tion sharing (NoVis, LoVis, MedVis, and HiVis). Figures 5.9 through 5.13 present
the fill rate, expected number of backorders, expected inventory level, expected time
to fulfill a backorder, and expected time spent by an order at the retail store, while
Figures 5.14 through 5.18 present the corresponding values at a production facility.
The detailed numerical results are presented in Appendix B as well as in Tables C.1
through C.5 in Appendix C.
For a given SCN configuration, the values of fill rate under information sharing
(LoVis, MedVis and HiVis) need to be greater than the corresponding value with no
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information sharing (NoVis) to signify the value of information sharing. Similarly,
the values for the expected number of backorders, expected time to fulfill a backorder
and expected time spent by an order under information sharing need to be less than
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Figure 5.12: Expected Time to Fulfill a Backorder at the Retail Store
Figures 5.9 through 5.18 show that the overall performance of the SCN with inven-
tory information sharing is better than that of the SCN without information sharing
for parameter settings and is nearly equal to that of the SCN with no information
sharing for a combination of low utilization levels and high base-stock levels, which
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Figure 5.14: Fill Rate at a Production Facility
It can be seen from Figures 5.9 and 5.14 that when the utilization level is kept
constant and the base-stock level is increased, the difference in fill rates between the
SCNs with information sharing and without information sharing decreases, showing
that there is significant value to inventory information sharing when the base-stock
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Figure 5.16: Expected Inventory Level at a Production Facility
attributed to the fact that as the base-stock level is increased, more finished goods
inventory is present in the system and orders have a greater chance of being satisfied
directly from the output store. In other words, as the base-stock level is increased, the
SCN with information sharing starts to behave like the SCN with NoVis - the value
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Figure 5.18: Expected Time Spent by an Order at a Production Facility
in fill rate decreases rapidly when the utilization level is low (70% in our case) and
the base-stock level is increased from 2 to 8. However, at higher utilization levels,
the difference in fill rates reduces with increase in base-stock level at a slower rate.
The same trends can be seen for the expected number of backorders at both stores
(Figures 5.10 and 5.15), the expected inventory level at the retail store (Figure 5.11),
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the expected time to fulfill a backorder at the retail store (Figure 5.12), and the
expected time spent by an order at both stores (Figures 5.13 and 5.18).
Figure 5.17 shows that the expected time to fulfill a backorder at a production
facility is almost insensitive to the base-stock level. Furthermore, the value for this
measure for the SCN with MedVis or HiVis is nearly half that of the corresponding
value for the SCN with NoVis. Also, the performance measure for the SCN with
MedVis and the SCN with HiVis are nearly the same. This can be attributed to the
fact that the order routing policies for these two levels of information sharing are
identical when both the production facilities are backordered.
Figures 5.9 through 5.18 also show that a combination of a low base-stock level (S
= 2) and high utilization (ρ = 90%) yields the highest benefits. In this case, the fill
rates for the four routing policies are 0.113 for SCN with NoVis, 0.340 for SCN with
LoVis, 0.406 for SCN with MedVis and 0.420 for SCN with HiVis, indicating that an
additional 31% of the orders in the HiVis case are satisfied instantaneously compared
to the NoVis case. On the other hand, the benefits are the least for a combination
of high base-stock level (S = 8) and low utilization (ρ = 70%). In this case the
fill rates for all the routing policies are above 90% (0.993 for SCN with NoVis and
almost 1 for the SCNs with LoVis, MedVis, and HiVis). It can be seen that as the
base-stock level is increased to 8, the fill rates and the expected inventory levels at the
stores tend towards the corresponding values for the SCN with NoVis (particularly at
lower utilization levels). In addition, the expected inventory level for the SCN with
information sharing is greater than that with no information sharing. Although this
results in increased inventory holding costs, the impact of holding less inventory is
more serious as it would increase the stock-out rate in general, leading to a greater
loss in customer good will and an increase in lost sales [15]. So there is a need to
consider all the performance measures before deciding on the target inventory level
and the use of an optimization model would be desirable for this purpose.
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Figures 5.9 through 5.18 show that there is significant value to information sharing
even at the lowest level (LoVis). Further, as more information becomes available at
the retail store as in the case of MedVis and HiVis, the marginal benefit derived from
each incremental information is significantly less. This can be attributed to the fact
that even for the LoVis case, the orders are always routed to the production facility
that has inventory when the other facility is backordered.
5.8 Conclusions
In this chapter, we have presented the CTMC models developed for the 1R/2P SCN
configuration under three levels of inventory visibility and for the case with no visi-
bility. Closed form solutions were obtained for the SCN with no inventory visibility.
However, with inventory visibility, the state transition patterns in the CTMC models
could not be exploited to solve the balance equations. As a result, the CTMC models
were solved by fixing the maximum number of backorders at the retail store. The
numerical experiments indicated that there is value to sharing inventory informa-
tion among the SCN partners and that significant value can be achieved even at the
lowest level of information sharing. Because, only a numerical solution was possible
for CTMC models with information sharing, there is still a need to explore approxi-




QUEUEING MODELS OF THE 1R/2P SCN CONFIGURATION WITH
POISSON ARRIVALS AND EXPONENTIAL PROCESSING TIMES
In this chapter, we present the queueing models that were developed for the 1R/2P
SCN configuration with information sharing (HiVis, MedVis and LoVis). As seen
in Chapter 5, the CTMC models could only be solved numerically by limiting the
maximum number of backorders. Queueing models, although approximate, have two
distinct advantages over the CTMC models. First, they yield closed-form expressions
under Markovian assumptions. More importantly, they could be extended to model
general arrival processes and general processing times. Section 6.1 first presents the
queueing model that was developed for the SCN with HiVis, and then presents its
modification for lower levels of information sharing (MedVis and LoVis). Section 6.2
presents the queueing model developed for an asymmetric 1R/2P SCN configuration
where the production facilities are not identical and the conclusions are presented in
Section 6.3.
6.1 Queueing Model of the 1R/2P SCN Configuration with HiVis
The routing policy used under HiVis is equivalent to choosing the shortest queue when
the two production facilities have identical base-stock levels. No closed form solution
exists for the shortest queue problem [2]. This led us to explore the development of
an approximate queueing model based on the following observations. With inventory
visibility, the retail store orders cannot be routed to a production facility with an
empty output store, when the other production facility has items in stock. In addition,
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with HiVis, the orders are always routed to the production facility with the least
number of orders. Note that the production facility with the smaller number of
orders will have more items in stock when there is inventory at both stores and the
smaller number of backorders when both stores are backordered. Thus, the routing
policy results in balancing the number of orders at the two production facilities.
This is analogous to the behavior of a multi-server queue (M/M/2 queue in the case
of two production facilities) where an arriving customer (order in our case) waits
in a common queue before joining the first available server. Additionally, a server
in a multi-server queue can never be idle when there are customers waiting to be
processed. However, some of the states in the CTMC model for HiVis case, namely,
(i, 0) and (0, j) when i, j ≥ 2 are not modeled in an M/M/2 system. But the order
routing in the HiVis case should make the steady state probabilities of the process
being in these states negligible. With this knowledge, we used the M/M/2 queue as an
approximation for the SCN with HiVis. The advantage of using this approximation is
that closed form solutions can be obtained for the performance measures at all stores
and the model can be easily extended to consider SCN with more than two production
facilities. The argument for the use of the M/M/2 model as an approximation was
strengthened by the work of Adan et al. [1] which compared the symmetric shortest
queue problem with the shortest queue problem with threshold jockeying and the
shortest queue problem with threshold blocking. Their study showed that the former
provided a tight lower bound on the expected waiting time, while the latter provided
a tight upper bound for the same measure. Adan et al. [1] also stated that a shortest
queue problem with threshold jockeying, where the threshold is set to one, behaves
like a multi-server queue.
Figure 6.1 shows the exact representation of the 1R/2P SCN configuration, while
Figure 6.2 shows the aggregate representation based on the M/M/2 approximation.
In essence, the two production facilities are modeled as an M/M/2 queueing system
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and the arrival process is the same as that at the retail store. Figure 6.2 shows that
in an M/M/2 approximation, the inventory at the two production facilities would
be pooled and this leads to some loss of information about inventory and orders at
individual production facilities. For instance, when one order (customer) is present
in the M/M/2 model, it would represent the states (1, 0) and (0, 1) in the original
CTMC. The additional information about whether the order is at production facility
1 or 2 is lost.
Production Facility 1 
Production Facility 2 
Output Store at 
Production Facility 1 
Output Store at 
Production Facility 2 
Retail Store 
Orders ( ) 
Order Information Flow Part Flow 












Order Information Flow Part Flow 
Figure 6.2: Queueing Representation of the M/M/2 Approximation
73
When an order is placed at a retail store, an instantaneous replenishment order
is sent to the pooled output store. Since transit time is not modeled, if a finished
part is available at the output store of the pooled facility, the part is instantaneously
available at the retail store. As a result, an order (replenishment or backorder) at a
retail store can be reflected only as a backorder at the pooled facility. This fact can
be used in the calculation of the distribution of number of orders at the retail store,
N r, as shown in expression (6.1) where Np is the number of orders at the pooled
facility. Note that the distribution of N r is the same as the backorder distribution
at the pooled facility. The distribution of Np can be obtained using the expression
for the number in an M/M/2 system as shown in expression (6.2) where ρ = λ
2μ
. The
notations that will be used in the rest of the chapter are similar to those presented
in Section 5.2.





p = n) ; i = 0
P (Np = 2S + i) ; i ≥ 1
(6.1)





; i = 0
2ρi 1−ρ
1+ρ
; i ≥ 1
(6.2)
The performance measures, namely, the fill rate, the expected number of backo-
rders, the expected inventory level, expected time to fulfill a backorder, and expected
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R (1− ρ2) + 2ρ2S+R+1
λ (1− ρ2)
(6.7)
With the loss of information about the exact number of orders at the individual
production facilities, the fill rate at a production facility was calculated as the fill
rate at the pooled facility. The performance measures for a production facility can
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S(1− ρ2) + ρ2S+1
(λ/2)(1− ρ2)
(6.12)
6.1.1 Validation of the M/M/2 Approximation of the 1R/2P SCN Con-
figuration with HiVis
The M/M/2 approximation was validated by comparing the analytical results with
the simulation estimates for the 1R/2P SCN under HiVis. The SCN parameter values
used in the numerical experimentation are presented in Table 6.1. The design consists
of 12 experiments.
The results of the M/M/2 approximation and the simulation results for all three
levels of visibility are presented in Appendix C and shown in Figures 6.3 through 6.12.
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Table 6.1: Experiments for the 1R/2P SCN Configuration under Poisson Arrivals
and Exponential Processing Times
Parameters Levels Parameter Values
Demand arrival rate λ 1 1
Base-stock levels (S, R) 4 (2, 2), (4, 4), (6, 6), (8,8)
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Figure 6.3: Fill Rate at the Retail Store
Numerical results indicate that the analytical values are very close to the simula-
tion estimates for the HiVis case. The prediction error is within 15% for majority of
the cases. This shows that the M/M/2 model serves as a good approximation for the
HiVis case. It can also be seen from the tables in Appendix C and the plots shown
in Figures 6.3 through 6.12 that the analytical model presents reasonable bounds for
the MedVis and LoVis cases in most of the experiments (although this has not been
shown theoretically). For the retail store, this approximation yields upper bounds
for the fill rate and the expected inventory level, and lower bounds for the expected
number of backorders and the expected time to fulfill a backorder. These observations




















































































(S, R, ) 
LoVis MedVis HiVis M/M/2 


















































































(S, R, ) 
LoVis MedVis HiVis M/M/2 
Figure 6.5: Expected Inventory Level at the Retail Store
In the following section, we present the modifications to the M/M/2 model to
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Figure 6.7: Expected Time Spent by an Order at the Retail Store
6.1.2 Queueing Model of SCN with Lower Levels of Information Sharing
The M/M/2 based approximation works well for the HiVis case, while providing use-
ful bounds for the other two cases with lower levels of visibility. Here, we develop









































































(S, R, ) 
LoVis MedVis HiVis M/M/2 
















































































(S, R, ) 
LoVis MedVis HiVis M/M/2 
Figure 6.9: Expected Number of Backorders at a Production Facility
at the two lower levels of visibility (LoVis and MedVis). This modification involves
the development of a correction factor for the steady state probabilities. The modi-
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Figure 6.11: Expected Time to Fulfill a Backorder at a Production Facility
1. As the base-stock level is increased, the routing policies for LoVis and MedVis
behave more like the (Bernoulli) routing policy for the SCN with no information
sharing. This is because of the fact that there is always enough inventory
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Figure 6.12: Expected Time Spent by an Order at a Production Facility
negligible.
2. In the M/M/2 model, π0,0 (or π0) depends only on the utilization and is in-
dependent of the base-stock level S. However, simulation and CTMC results
indicated that the π0, 0 value is dependent on both the base-stock level, S, and
the utilization, ρ, for the LoVis and MedVis cases. The reason for this de-
pendence is the probabilistic routing of orders in the presence of inventory at
both production facilities. Note that the structure of the Markov chain dif-
fers for each value of S in these cases. In the HiVis case, π0, 0 is dependent
only on ρ because of the fact that irrespective of the base-stock level, the or-
ders are always routed to the store with the maximum inventory when there
is inventory at both production facilities and to the store with minimum num-
ber of backorders in the presence of backorders at both production facilities.
The equivalent probability value in the M/M/2 queue is only dependent on the
utilization (P (Np = 0) = (1− ρ)/(1 + ρ)).
3. As the base-stock level is increased, the value of π0, 0 in the LoVis and MedVis
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cases approaches (1 − ρ)2 (corresponding value for the Bernoulli routing from
equation (5.12)). Further, the values of π0, 0 are always less than the P (N
p = 0)
value of the M/M/2 model and greater than (1− ρ)2 as seen in Table 6.2.
Table 6.2: Dependence of π0, 0 on the Base-stock Level and Production Facility
Utilization




MedVis 0.1385 0.1127 0.1011 0.0955 0.0928 0.0914 0.0900




MedVis 0.0823 0.0633 0.0536 0.0483 0.0452 0.0434 0.0400




MedVis 0.0366 0.0266 0.0210 0.0178 0.0158 0.0144 0.0100
LoVis 0.0320 0.0260 0.0210 0.0178 0.0158 0.0144 0.0100
The above observations formed the basis for the development of a correction factor
for the probability P (Np = 0). Table 6.2 clearly shows the dependency of π0, 0 for
LoVis and MedVis on the base-stock level and the utilization as well as the insensi-
tivity of π0, 0 for HiVis and M/M/2 to the base-stock level. Further, it can be seen
that π0, 0 becomes nearly identical for the LoVis and MedVis cases as the base-stock
level increases.
Since the value of π0, 0 is always greater than (1 − ρ)2, a correction factor of the
form (1 − ρ)2 (1 + ω(ρ, S)) was used. It is clear that the ω(ρ, S) term should vanish
as the base-stock level increases and approaches infinity. Examples of such a term
are an exponential decay function and a multiple of the reciprocal of the base-stock
level. To obtain a better idea, we solved the CTMC for LoVis to obtain the π0, 0 for
base-stock levels of 2 to 20 in steps of 2 at the three utilization levels of 70%, 80%
and 90% and plotted the values as shown in Figure 6.13.
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Figure 6.13: ω(ρ, S) Function
The three plots in Figure 6.13 clearly show that the ω(ρ, S) term can be ap-
proximated by an exponential decay function that depends on the utilization of the
production facility and its base-stock level. With this information, we found the ex-
ponential decay function empirically and the function is presented in equation (6.13)





P (Np = 0) = (1− ρ)
[
2ρ (1− ρ2) + exp−(1−ρ2)S
2ρ (1 + ρ)
]
(6.14)
Since the P (Np = 0) value has been scaled down, there is a need to renormalize the
remaining probabilities in the M/M/2 distribution so that the sum of the probabilities
is one. The easiest way to achieve this is to scale all the remaining probabilities by
a normalizing factor ζ(ρ, S). However, further examination of the CTMC models for
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LoVis and MedVis cases (Figures 5.4 and 5.6) revealed that the probability of having
one order in the system is equal to the utilization times π0, 0 (i.e. π1, 0 = π0, 1 = ρπ0, 0).
As a result, the probability π1 = (π1, 0 + π0, 1) is fixed to the value 2ρP (N
p = 0).
The terms in the total probability equation are presented in equation (6.15) and the
resulting normalizing factor ζ(ρ, S) is presented in equation (6.16). The resulting
distribution for the random variable representing the number of orders at the pooled
production facility, Np, is presented in equation (6.17).
P (Np = 0)
[
1 + 2ρ+ 2ρ2ζ(ρ, S) + 2ρ3ζ(ρ, S) + · · · ] = 1 (6.15)
ζ(ρ, S) =
(1 + ρ)
ρ [2ρ (1− ρ2) + exp−(1−ρ2)S] −
(1 + 2ρ) (1− ρ)
2ρ2
(6.16)
P (Np = i) =
⎧⎪⎪⎨
⎪⎪⎩
(2ρ)P (Np = 0) ; i = 1
2ρiζ(ρ, S)P (Np = 0) ; i ≥ 2
(6.17)
The performance measures at a production facility were obtained using equa-
tions (6.18) through (6.22). The distribution of the number of orders at the retail
store was obtained using equation (6.23) and equations (6.24) through (6.28) were
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P (N r = i) =
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(R− i)P (N r = i)
= RP (N r = 0) + 2ρ2S+1ζ(ρ, S)P (Np = 0)
[




E[Br] = E[Ir] + E[N r]−R = 2ρ
R+1ζ(ρ, S)
(1− ρ)2 P (N
p = 0) (6.26)
E[W br] =
E[Br]















The analytical results for the modified M/M/2-based approximation along with
the results for LoVis and MedVis cases are presented in Appendix C. Figures 6.14
through 6.23 present the plots for the performance measures at the retail store and
a production facility. The performance measures for the M/M/2 model are included
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Figure 6.14: Fill Rate at the Retail Store
It can be seen from Figures 6.14 through 6.23 that the M/M/2 model is a good
approximation for the LoVis and MedVis cases. But the modified M/M/2 model
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Figure 6.16: Expected Inventory Level at the Retail Store
(except expected time to fulfill a backorder) at the retail store and the two production
facilities. In the case of the expected time to fulfill a backorder, the values for the
modified M/M/2 model and the original M/M/2 model remain the same. This can be
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Figure 6.18: Expected Time Spent by an Order at the Retail Store
there is a cancellation effect that occurs due to the conditioning. Equations (6.21)
and (6.27) present the expressions for the expected time to fulfill a backorder at a
production facility and the retail store, respectively. We note that there is still an
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Figure 6.20: Expected Number of Backorders at a Production Facility
information sharing using our knowledge about the routing policies. For example, it
is known that the difference between these two routing policies, MedVis and LoVis, is
observed when both the production facilities are backordered. In such instances, the
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Figure 6.22: Expected Time to Fulfill a Backorder at a Production Facility
in the MedVis case. This provides us an avenue to improve the approximations for
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Figure 6.23: Expected Time Spent by an Order at a Production Facility
6.2 An Asymmetric 1R/2P SCN Configuration
In this section, we present an analytical model for a 1R/2P SCN with two non-
identical production facilities. The processing time at production facility i was as-
sumed to be exponentially distributed with rate μi. The base-stock level was assumed
to be the same at the two production facilities. Since the processing time distribu-
tions at the two production facilities are not identical, the multi-server model based
on the M/M/2 system is no longer appropriate. To still operate within the framework
of a multi-server queueing system, we explored the idea of replacing two non-identical
servers with two identical servers with an aggregate processing time distribution that
represents a probabilistic mixture of the two original exponential processing time dis-
tributions. Using the properties of the exponential distribution, the probability that
an order is placed at an individual production facility was first calculated. This prob-
ability was then used to obtain an aggregate processing distribution as a mixture of
two exponential distributions, which in our case would be a 2-phase hyper-exponential
distribution. The M/G/2 queueing system was used to model the SCN under study.
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The details of the aggregation procedure are presented below. The probability of
choosing the exponential distribution with rate μi as the processing time distribution
is equal to the probability that an arriving customer joins production facility 1. This
probability, p1, can be obtained by conditioning on the number of busy servers (0, 1
and 2 in our case) as shown in equation (6.29).
p1 = P (Order goes to facility 1|both facilities are idle).P (both facilities are idle)+
P (Order goes to facility 1|facility 2 is busy).P (facility 2 is busy)+
P (Order goes to facility 1|both facilities are busy).P (both facilities are busy)
(6.29)
When both the servers are idle an order is placed at production facility 1 with
a probability of 0.5. Similarly, when production facility 2 is busy, an order will be
placed at production facility 1 with a probability of 1. An order cannot be placed at
production facility 1 when production facility 1 is busy and production facility 2 is
idle. When the servers at both production facilities are busy, an order will be placed
at production facility 1 when the server at production facility 1 finishes processing
ahead of the server at production facility 2. Since the processing time distributions at
both facilities are exponential, the probability that the server at production facility 1
finishes first is given by μ1/(μ1+μ2). Then there is a need to calculate the probabilities
of both servers being busy, both being idle and one of them being busy. We used the
probabilities from the M/M/2 queueing system to obtain these probabilities as shown
in equations (6.30), (6.31) and (6.32). The use of M/M/2 probabilities is consistent
with the approach of Whitt [60] in which the measures from the M/M/c models are
used in the calculation of the distribution of number of orders in a GI/G/c queuing
system.
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where ρ = λ/(μ1 + μ2).













Using these probabilities, the probability with which the exponential distribution













Thus the processing time distribution would be the exponential distribution with
rate μ1 with probability p1 and the exponential distribution with rate μ2 with proba-
bility p2(= 1−p1). The aggregate processing time follows a 2-phase hyper-exponential
distribution and hence, the first two moments of the aggregate processing time distri-
bution were obtained using equations (6.34) and (6.35), where X is a random variable
representing the aggregate processing time. The variance and SCV of the distribution



















Using the parameters of the inter-arrival distribution and the aggregate process-
ing time distribution, the expressions for the GI/G/2 queueing system provided by
Whitt [60] were used to obtain the distribution of number of orders at the production
facilities, Np. The distribution of the number of orders at the retail store, N r, can
be obtained using the equation (6.38).





p = i) ; n = 0
P (Np = 2S + n) ; n ≥ 1
(6.38)
The performance measures at the retail store were obtained using the distribution








(R− i)P (N r = i) (6.40)
E[Br] = E[Ir] + E[N r]−R (6.41)
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The asymmetry in the 1R/2P SCN configuration will result in different utilization
levels at the individual production facilities. The utilization levels at production
facility j can be obtained using equation (6.44). The production facility with the lower
utilization (faster facility) is the one that receives a larger proportion of orders. It is
also clear that the production facility with the higher utilization (slower facility) will
have a longer order queue. With the knowledge about the utilizations at the individual
production facilities and their effect on the order queue lengths at the production
facilities, the marginal distribution for the number of orders at each production facility
was obtained. The conditional probability that there are m orders at production
facility j given that there are l orders in total at the production facilities follows a
binomial distribution as shown in equation (6.46). The parameters of the binomial
distribution include the probability that an order at the pooled facility belongs to
production facility 1 (α1) or production facility 2 (α2) and l, the total number of
orders at the production facilities. The probability that an order at the pooled facility
belongs to production facility j, αj, was obtained by using utilizations as “weights”
as shown in equation (6.45). The unconditional distribution of the number of orders
at production facility j, Npj , was obtained by multiplying the conditional probability
with the distribution of the number of orders at the production facilities, Np and
summing over all values l greater than or equal to m as shown in equation (6.47).

























Npj = m|Np = l
) · P (Np = l) (6.47)
The fill rate at a production facility was obtained by calculating the fill rate at
the pooled production facility (equation (6.48)) since the orders from the retail store
are always placed at the production facility that has inventory. Additionally, it is
known at the time of placing an order at the production facility whether it would be




P (Np = i) (6.48)
The performance measures at the production facility j can be obtained using this




(S − i)P (Npj = i) (6.49)




j ]− S (6.50)





E[W bpj ] =
E[Bpj ]
(1− f pj )λ pj
(6.51)
E[T pj ] =
[






In this section, the M/G/2 approximation for the asymmetric 1R/2P SCN configu-
ration is validated by comparing the performance measures for the analytical model
with simulation estimates for the HiVis case. The SCN parameter values used in
the numerical experimentation are presented in Table 6.3. The design consists of 27
experiments. Without loss of generality, we assume that the server at production
facility 1 is faster than the server at the production facility 2.
Table 6.3: Experiments for the Asymmetric 1R/2P SCN Configuration
Parameters Levels Parameter Values
Demand arrival rate λ 1 1
Base-stock levels (S, R) 3 (2, 1), (4, 2), (6, 3)
Mean processing Times (τ1, τ2) 9
(1.3, 1.5), (1.2, 1.6), (1.1, 1.7),
(1.5, 1.7), (1.4, 1.8), (1.3, 1.9),
(1.7, 1.9), (1.6, 2.0), (1.5, 2.1)
The numerical results for the performance measures at the retail store and the
production facilities are presented in Section C.3 (see Appendix C). The summary
of results is presented in Table 6.4. Figures 6.24 through 6.34 plot the various per-
formance measures at the retail store and production facilities when the level of
asymmetry τ2 − τ1 is varied at a base-stock setting of (2, 1) with τ1 + τ2 fixed at 3.6
(signifying an average utilization of 90%).
Figures 6.24 through 6.28 (refer to Table C.11 in Appendix C for numerical results)
show that the analytical model clearly captures the sensitivity of the performance
measures at the retail store to the heterogeneous processing time distributions. At
the production facility level, the model accurately predicts the utilization, fill rate, the
expected number of backorders, the expected inventory level and the expected time
spent by an order. In fact, all the results for the fill rate at all stores, and utilizations
of the production facilities fall within a 3% error range. As the value of τ1+ τ2 is kept




















Level of Asymmetry ( 2 - 1) 
Sim. Ana. 
(R, S) = (1, 2), 1 + 2) = 3.6 
  






























Level of Asymmetry ( 2 - 1) 
Sim. Ana. 
(R, S) = (1, 2), 1 + 2) = 3.6 
  
Figure 6.25: Expected Number of Backorders at the Retail Store
utilizations of the two production facilities differ significantly as seen from Table C.14
and the analytical model accurately captures the asymmetric utilization levels at the
production facilities. Figures 6.29 through 6.34 present an illustration of how the



























Level of Asymmetry ( 2 - 1) 
Sim. Ana. 
(R, S) = (1, 2), 1 + 2) = 3.6 
  
































Level of Asymmetry ( 2 - 1) 
Sim. Ana. 
(R, S) = (1, 2), 1 + 2) = 3.6 
  
Figure 6.27: Expected Time to Fulfill a Backorder at the Retail Store
two production facilities. It can also be seen from Table 6.4 that 84% of the results for
the expected time to fulfill a backorder are within an acceptable error range of 20%.
This wider range of error is because of the fact that this performance measure depends


































Level of Asymmetry ( 2 - 1) 
Sim. Ana. 
(R, S) = (1, 2), 1 + 2) = 3.6 
  




















Level of Asymmetry ( 2 - 1) 
Utilization 1 (Sim.) Utilization 1 (Ana.) 
Utilization 2 (Sim.) Utilization 2 (Ana.) 
(R, S) = (1, 2), 1 + 2) = 3.6 
  
Figure 6.29: Utilization at the Production Facilities
backorders and fill rate. It has to be noted that any error in estimating these two
performance measures could affect the prediction of the expected time to fulfill a
backorder. In particular, even a small error in estimating the fill rate value would




















Level of Asymmetry ( 2 - 1) 
Fill Rate 1 (Sim.) Fill Rate 1 (Ana.) 
Fill Rate 2 (Sim.) Fill Rate 2 (Ana.) 
(R, S) = (1, 2), 1 + 2) = 3.6 
  



























Level of Asymmetry ( 2 - 1) 
EB 1 (Sim.) EB 1 (Ana.) EB 2 (Sim.) EB 2 (Ana.) 
(R, S) = (1, 2), 1 + 2) = 3.6 
  
Figure 6.31: Expected Number of Backorders at the Production Facilities
always less than 1 and occur in the denominator of the expression for calculation of




























Level of Asymmetry ( 2 - 1) 
EI 1 (Sim.) EI 1 (Ana.) EI 2 (Sim.) EI 2 (Ana.) 
(R, S) = (1, 2), 1 + 2) = 3.6 
  

































Level of Asymmetry ( 2 - 1) 
EWB 1 (Sim.) EWB 1 (Ana.) 
EWB 2 (Sim.) EWB 2 (Ana.) 
(R, S) = (1, 2), 1 + 2) = 3.6 
  
Figure 6.33: Expected Time to Fulfill a Backorder at the Production Facilities
6.3 Conclusions
In this chapter, we have developed approximate analytical models for the 1R/2P SCN
configuration with inventory visibility under Poisson arrivals and exponential process-
ing times. The approximate analytical model worked well for the HiVis case and also
































Level of Asymmetry ( 2 - 1) 
ET 1 (Sim.) ET 1 (Ana.) ET 2 (Sim.) ET 2 (Ana.) 
(R, S) = (1, 2), 1 + 2) = 3.6 
  
Figure 6.34: Expected Time Spent by an Order at the Production Facilities
Table 6.4: Summary of Results
Error Percentage of Results within Error Range (%)
Range Fill Expected Number Expected Expected Time to Expected Time
Rate of Backorders Inventory Level Fulfill a Backorder Spent by an Order
< 5 % 100.0 87.7 76.5 56.8 100.0
< 10% 100.0 96.3 100.0 72.8 100.0
< 15% 100.0 98.8 100.0 79.0 100.0
< 20% 100.0 98.8 100.0 84.0 100.0
< 25% 100.0 98.8 100.0 87.7 100.0
reasoning and empirical observations, we derived a correction factor for the steady
state probabilities of the M/M/2 system. This modified M/M/2 approximation was
found to better model the SCN with lower levels of inventory information sharing. We
also developed extensions to model non-identical production facilities and the result-
ing M/G/2 model was found to capture the sensitivity of the performance measures
at the retail store to the heterogeneous processing time distributions as well as to the
different utilizations at the production facilities. The following chapter will focus on
the development of analytical models for the 1R/2P SCN configuration with HiVis
under general inter-arrival and processing time distributions.
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CHAPTER 7
QUEUEING MODELS OF THE 1R/2P SCN CONFIGURATION
WITH GENERAL INTER-ARRIVAL AND PROCESSING TIME
DISTRIBUTIONS
In this chapter, we present analytical models of the 1R/2P SCN configuration under
general inter-arrival and processing times. As before, we considered the SCN with
three levels of information sharing (defined in Section 3.1) along with the SCN with no
information sharing. We considered only the symmetric configuration for the general
case; the two production facilities have identical processing time distributions and the
same base-stock level. Since the M/M/2 model has served as a good approximation
for the three levels of information sharing in the case of Poisson arrivals and expo-
nential processing times, the GI/G/2 model [60] was used to approximate the SCN
with HiVis under general inter-arrival and processing time distributions. The model
and its validation are presented in Section 7.1. The analytical model developed by
Srivathsan [53] was adapted for the SCN with NoVis and is presented in Section 7.2.
Section 7.3 presents the effect of the inter-arrival and processing time variability on
the value of information sharing, while concluding remarks on the analytical models
developed in this chapter are presented in Section 7.4.
7.1 Queueing Model of the General 1R/2P SCN Configuration with
HiVis
The approximations presented by Whitt [60] for the GI/G/m queueing system were
used to model the 1R/2P SCN configuration with HiVis. Let P (Np = n) represent
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the distribution of the number of orders at the pooled production facility. The dis-
tribution of the number of orders can be used to obtain the performance measures at
the production facility as shown in equations (7.1) through (7.5). With symmetric













(i− 2S)P (Np = i) (7.3)
E[W bp] =
E[Bp]





As seen in Section 6.1, the information about the number of orders at the individ-
ual production facilities is not directly available as the inventory is “pooled” in the
queueing model. We use the distribution of the number of orders at the production
facilities to obtain the distribution of the number of orders at the retail store as shown
in equation (7.6). The fact that we have instantaneous replenishment from the pro-
duction facilities means that when the number of orders at the production facilities
is less than 2S, the number of orders at the retail store is zero. When the number
of orders, i at the production facilities exceeds 2S, the number of orders at the retail
store is 2S − i. The performance measures at the retail store can be computed as
shown in equations (7.7) through (7.11).
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(i−R)P (N r = i) (7.9)
E[W br] =
E[Br]





7.1.1 Validation of the GI/G/2 Approximation
In this section, the GI/G/2 approximation is validated by comparing the performance
measures obtained from the analytical model with simulation estimates for the HiVis
case. The SCN parameter values used in the numerical experimentation are presented
in Table 7.1. The design consists of 108 experiments.
The results for the numerical experiments are presented in Appendix D. The
GI/G/2-based model is validated by using the prediction error measure defined in
Section 4.3. A summary of the results is presented in Table 7.2.
Tables D.1 through D.5 in Appendix D show that the GI/G/2-based model is a
very good approximation for the HiVis case. Table 7.2 shows that more than 90% of
the results for fill rate, expected number of backorders, expected inventory level, and
the expected time spent by an order are within the acceptable 15% error range. In
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Table 7.1: 1R/2P SCN Experiments for General Inter-arrival and Processing Time
Distributions
Parameters Levels Parameter Values
Demand arrival rate λ 1 1
Base-stock levels (S, R) 4 (2, 2), (4, 4), (6, 6), (8, 8)
Utilization level ρ 3 70%, 80%, 90%
Inter-arrival distribution at the
retail store
3
(Erlang , Exponential, 2-phase
hyper-exponential)
Processing time distribution at the
production facilities
3
(Erlang , Exponential, 2-phase
hyper-exponential)
Table 7.2: Summary of Results
Error Percentage of Results within Error Range (%)
Range Fill Expected Number Expected Expected Time to Expected Time
Rate of Backorders Inventory Level Fulfill a Backorder Spent by an Order
< 5% 89.8 72.7 86.6 37.5 94.0
< 10% 99.1 86.1 98.6 53.7 100.0
< 15% 100.0 92.6 100.0 65.7 100.0
< 20% 100.0 94.9 100.0 72.2 100.0
< 25% 100.0 97.7 100.0 75.5 100.0
the case of expected time to fulfill a backorder, it can be seen that 75% of the results
fall within the 25% error range. It can also be seen from Tables D.2 and D.4 that
most of the higher errors occur when the arrival process at the retail store follows
an Erlang distribution (SCV = 0.25). This can be attributed to the fact that the
calculations for this measure depend on the fill rate. It has to be noted that the fill
rate has been approximated by the ready rate and this approximation is exact only
when the arrival process is Poisson.
7.2 Queueing Model of a General 1R/2P SCN Configuration with
NoVis
The analytical performance modeling approach for supply chain networks developed
based on the parametric decomposition method by Srivathsan [53], and Srivathsan
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and Kamath [54] was adapted to obtain the performance measures for the SCN with
NoVis. Each production facility was modeled as a GI/G/1 queue. The backorder
distribution at the production facilities was used to obtain the distribution of number
of orders at the retail store.
7.2.1 Queueing Model
The parametric decomposition method was used to analyze the SCN under considera-
tion. The order information flow from the retail store to the production facilities was
first analyzed to obtain the mean and SCV of the arrival process at the two output
stores corresponding to the two production facilities. As the orders are routed from
the retail store to the individual production facility with a probability of 0.5, the ar-
rival rate at an individual production facility is λ/2. The SCV of the arrival process
at a production facility, cm2j , is obtained by using the splitting approximations [59]
as shown in (7.12).
cm2j = 0.5 cr
2 + 1− 0.5 = 0.5(cr2 + 1) (7.12)
where cr2 is the SCV of the inter-arrival process at the retail store.
Each production facility was modeled as a GI/G/1 queue. The distribution of the
number in system for a GI/G/1 was used to obtain the distribution of the number
of orders at production facility j, Npj , as shown in equation (7.13). In the following




P (Npj = n) =
⎧⎪⎪⎨
⎪⎪⎩
1− ρj ; n = 0
























exp (−(2 · (1− ρj)/3ρj) · ((1− cm2j)2/(cm2j + cp2j))) ; cm2j < 1
exp (−(1− ρj) · (cm2j − 1)/(cm2j + 4cp2j)) ; cm2j ≥ 1
(7.16)
The fill rate at production facility j can be obtained using equation (7.17). The
remaining performance measures at the production facilities can be obtained using




P (Npj = i) (7.17)
As in Chapters 5 and 6, there are no orders (replenishment or backorders) at the
retail store as long as there are no backorders at the individual production facility
that receives the order. From this argument, we can see that an order at a retail store
can be either backordered at production facility 1 or production facility 2. Assuming
independence among the random variables Bp1 and B
p
2 , representing the number of
orders backordered at production facilities 1 and 2, we can obtain the distribution of
the number of orders at the retail store as given in equation (7.18).
P (N r = n) =
n∑
x=0
P (Bp1 = x).P (B
p
2 = n− x) (7.18)
The performance measures at the retail store can be obtained using equations (7.7)
through (7.11).
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7.3 Effect of Inter-arrival Time and Processing Time SCVs on the
Value of Information Sharing
In this section, we study the effect of the inter-arrival and processing time SCVs on
the value of information sharing. As an illustration of this, we use a base-stock level
setting of (4, 4). Figures 7.1 through 7.10 present the line plots for the performance
measures at the retail store and a production facility. Each plot consists of 5 lines
representing the performance measures for the SCN with NoVis, LoVis, MedVis and
HiVis cases, and the GI/G/2 based analytical model. We use simulation estimates














































































(Inter-arrival time SCV, Processing time SCV) 
(S, R, ) = (4, 4, 0.7) 
(S, R, ) = (4, 4, 0.9) 
Figure 7.1: Fill Rate at the Retail Store
Figures 7.1 through 7.10 clearly show that as the inter-arrival time SCV is held
constant and the processing time SCV is increased from 0.25 to 4.0, the difference
between the performance measures for the SCN with NoVis and the SCN with in-


























































































(Inter-arrival time SCV, Processing time SCV) 
(S, R, ) = (4, 4, 0.7) 
(S, R, ) = (4, 4, 0.9) 
Figure 7.2: Expected Number of Backorders at the Retail Store
is significant value to information sharing at higher processing time SCVs. Similarly,
when the processing time SCV is fixed and the inter-arrival time SCV is increased
from 0.25 to 4.0, the difference between the performance measures for the SCN with


















































































(Inter-arrival time SCV, Processing time SCV) 
(S, R, ) = (4, 4, 0.7) 
(S, R, ) = (4, 4, 0.9) 
Figure 7.3: Expected Inventory Level at the Retail Store
increase is comparatively less than the increase observed with increasing processing
time SCV, showing that the value for information sharing is more sensitive to pro-
cessing time SCV and is somewhat insensitive to the inter-arrival time SCV. As in

























































































(Inter-arrival time SCV, Processing time SCV) 
(S, R, ) = (4, 4, 0.7) 
(S, R, ) = (4, 4, 0.9) 
Figure 7.4: Expected Time to Fulfill a Backorder at the Retail Store
sharing increases with increase in the utilization levels (see Figures 7.1 through 7.10)

























































































(Inter-arrival time SCV, Processing time SCV) 
(S, R, ) = (4, 4, 0.7) 
(S, R, ) = (4, 4, 0.9) 
Figure 7.5: Expected Time Spent by an Order at the Retail Store
7.4 Conclusions
In this chapter, we have developed analytical models of the 1R/2P SCN with HiVis
under general inter-arrival and processing time distributions using the approxima-














































































(Inter-arrival time SCV, Processing time SCV) 
(S, R, ) = (4, 4, 0.7) 
(S, R, ) = (4, 4, 0.9) 
Figure 7.6: Fill Rate at a Production Facility
approximation for the SCN with HiVis with more than 90% of the results for fill rate,
expected number of backorders, expected inventory level, and the expected time spent
by an order falling within the acceptable 15% error range. We also studied the effect





















































































(Inter-arrival time SCV, Processing time SCV) 
(S, R, ) = (4, 4, 0.7) 
(S, R, ) = (4, 4, 0.9) 
Figure 7.7: Expected Number of Backorders at a Production Facility
ing. Having explored the 1R/2P SCN configuration extensively, our focus in the next
















































































(Inter-arrival time SCV, Processing time SCV) 
(S, R, ) = (4, 4, 0.7) 
(S, R, ) = (4, 4, 0.9) 




























































































(Inter-arrival time SCV, Processing time SCV) 
(S, R, ) = (4, 4, 0.7) 
(S, R, ) = (4, 4, 0.9) 


























































































(Inter-arrival time SCV, Processing time SCV) 
(S, R, ) = (4, 4, 0.7) 
(S, R, ) = (4, 4, 0.9) 
Figure 7.10: Expected Time Spent by an Order at a Production Facility
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CHAPTER 8
ANALYTICAL MODELS OF THE 2R/2P SCN CONFIGURATION
This chapter presents extensions of the analytical models developed earlier (Chap-
ters 6 and 7) to model a 2R/2P SCN configuration. First, the analytical models were
developed for the SCN with Poisson arrivals and exponential processing times. The
analytical model was then extended to accommodate general inter-arrival and pro-
cessing time distributions. This chapter is organized as follows. Section 8.1 describes
the 2R/2P SCN structure used in the study. Section 8.2 presents the queueing model
that was developed for the SCN with HiVis, and Section 8.3 presents its modification
for lower levels of information sharing (MedVis and LoVis) under Poisson arrivals and
exponential processing times. We then present the analytical model for general inter-
arrival and processing time distributions in Section 8.4. In Section 8.5, we present
our conclusions for this chapter.
8.1 2R/2P SCN Structure
We consider a two-echelon SCN with two retail stores and two production facilities
each with its own output store to stock finished products. Each store in the SCN is
assumed to operate under a base-stock control policy with one-for-one replenishment.
Both the production facilities are assumed to have the same base-stock level (S).
The base-stock level at retail store i (i = 1, 2) is Ri. Each customer order is assumed
to be for a single unit of the finished product. The demand inter-arrival times at
the retail stores and the processing times at the production facilities follow general
distributions. The arrival of a demand consumes a finished product at the retail
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store, if available and causes an order for replenishment to be placed at one of the
two production facilities (see Figure 8.1). If available, a finished product from the
output store of the production facility is immediately shipped to the retail store and
the output store sends an order for replenishment to its processing stage. In this
chapter, we assume that the processing stage has a single server. An order can join
the WIP queue or be processed as soon as it is received. There are no limits on the







Output Store at 







Output Store at 
Production Facility 2 
Figure 8.1: Supply Chain Instance
8.2 Analytical Model for Poisson Arrivals and Exponential Processing
Times
In this section, we present a queueing based analytical model of the 2R/2P SCN
configuration with HiVis under Poisson arrivals and exponential processing times.
First, we explored the development of a CTMC model, in which, the state is given
by X(t) = {i, j, k, l}, where i, j, k and l are non-negative integers representing the
number of orders (replenishment plus backorders) at retail store 1, retail store 2,
production facility 1 and production facility 2, respectively. Since there is no limit
on the number of backorders, the state space of the CTMC is infinite. Furthermore,
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the order placement policies resulted in numerous conditions for defining the state
transitions and the balance equations. Only an approximate solution was possible by
numerically solving the CTMC with arbitrary limits on backorders. As a result, we
focused on developing an approximate queueing-based model of the SCN with HiVis.
8.2.1 Queueing Model of the 2R/2P SCN Configuration with HiVis
The routing policy used under HiVis is equivalent to choosing the shortest queue when
the two production facilities have identical base-stock levels. Due to the absence of
closed form solutions for the shortest queue problem (see Section 6.1 for more details),
we used the multi-server queue to model the production facilities as a pooled facility.
Figure 8.2 shows the exact representation of our SCN, while Figure 8.3 shows
the aggregate representation based on the M/M/2 approximation. In essence, the
two production facilities were modeled as an M/M/2 queueing system, where the net
arrival process is the superposition of the two arrival streams from the retail stores
(i.e., λ = λr1 + λ
r
2) and the combined arrival process is also Poisson. Figure 8.3 shows
that in an M/M/2 approximation, the inventory at the two production facilities would
be “pooled” and this leads to some loss of information about inventory and orders at
the individual production facilities.
When an order is placed at a retail store, an instantaneous replenishment order
is placed at the pooled output store. Since transit time is not modeled, if a finished
part is available at the output store of the pooled facility, the part is instantaneously
available at the retail store. As a result, an order (replenishment or backorder) at a
retail store can be reflected only as a backorder at the pooled facility. It has to be
noted that an order at the pooled facility is an aggregate order; the identity of the
retail store that placed the order is lost while merging the two arrival streams from the
retail stores. Hence, a “disaggregation procedure” was used to find the distribution
of the number of orders pertaining to retail store i, N ri , at the pooled facility by
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Order Information Flow    Part Flow 
Figure 8.3: Aggregate Representation of the 2R/2P SCN Structure
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conditioning on the number of backorders, Bp, at the pooled facility. This conditional
distribution is Binomial as shown in Equations (8.1) and (8.2). The parameters of the
binomial distributions are the proportions of orders from retail store i, αi, that are
placed at the pooled production facility along with l, the total number of backorders
at the pooled facility. To derive the unconditional probability that a backorder at
the pooled facility belongs to retail store i, the conditional probabilities obtained in
Equations (8.1) and (8.2) are multiplied by the backorder probability at the pooled
facility and then summed over all values of l (backorders) greater than or equal to
m as shown in Equations (8.5) and (8.6). The backorder distribution at the pooled
facility can then be obtained from the distribution of the number of orders at pooled
production facility Np as shown in Equation (8.4). The distribution of Np is shown
later in Equation (8.12). Note that the expressions in Equations (8.5) and (8.6) are
applicable only for a two-production facility SCN.







2 ; m = 0, 1, · · · , l (8.1)






λrk, α2 = 1− α1 (8.3)





p = i) ; l = 0
P (Np = 2S + l) ; l ≥ 1
(8.4)
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P (N r1 = m) =
∞∑
l=m


























; m ≥ 1
(8.5)
P (N r2 = m) =
∞∑
l=m


























; m ≥ 1
(8.6)
As before, the retail store performance measures that are of interest include the
fill rate f ri , expected number of backorders E[B
r
i ], expected inventory level E[I
r
i ],
expected time to fulfill a backorder E[W bri ], and the expected time spent by an or-
der E[T ri ]. In our calculations, we used the ready rate (probability that an item is
available) to approximate the fill rate at all stages. As noted earlier, this approxima-
tion would be exact only when the arrival process is Poisson (PASTA principle [62]).









(Ri − j)P (N ri = j) (8.8)
E[Bri ] = E[N
r









E[W bri ] =
E[Bri ]
(1− f ri )λri
(8.10)






The pooled facility is modeled as an M/M/2 queueing system and the distribution
of the number of orders at the pooled facility, Np, is given by Equation (8.12). The
symmetry among the production facilities can be used in the calculation of the fill
rate f p, expected number of backorders E[Bp], the expected inventory level E[Ip],
the expected time to fulfill a backorder E[W bp], and the expected time spent by an
order E[T p] at the individual production facilities. In the case of expected number
of backorders and expected inventory level, the performance measures for the pooled
store is calculated first and then it is multiplied by 0.5 to obtain the performance
measures at the individual stores. The performance measures at a production facility
can be obtained from Equations (8.13) through (8.17).
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8.2.2 Validation of the M/M/2 Approximation
In this section, the M/M/2 approximation was validated by comparing the analytical
results with the simulation estimates for the 2R/2P SCN under HiVis case. The SCN
parameter values used in the numerical experimentation are presented in Table 8.1.
The design consists of 8 experiments.
Table 8.1: Experiments for the 2R/2P SCN Configuration under Poisson Arrivals
and Exponential Processing Times
Parameters Levels Parameter Values
Demand arrival rates (λr1, λ
r
2) 1 (2, 1)
Base-stock levels (S, R1, R2) 4 (2, 2, 4), (2, 4, 2), (4, 4, 6), (4, 6, 4)





























































(S, R1, R2, ) 
LoVis MedVis HiVis M/M/2 




































































(S, R1, R2, ) 
LoVis MedVis HiVis M/M/2 
Figure 8.5: Expected Number of Backorders at Retail Store 1
The results of the numerical experiments are tabulated in Appendix E (see Sec-
tion E.1). The plots presented in Figures 8.4 through 8.13 show that the analytical
values are very close to the simulation estimates for the HiVis case. The maximum





































































(S, R1, R2, ) 
LoVis MedVis HiVis M/M/2 







































































(S, R1, R2, ) 
LoVis MedVis HiVis M/M/2 
Figure 8.7: Expected Time to Fulfill a Backorder at Retail Store 1
alytical model serves as a good approximation for the HiVis case. It can also be
seen from the tables that the analytical model seems to present reasonable bounds
for the MedVis and LoVis cases in most of the experiments (in a manner similar to







































































(S, R1, R2, ) 
LoVis MedVis HiVis M/M/2 




























































(S, R1, R2, ) 
LoVis MedVis HiVis M/M/2 
Figure 8.9: Fill Rate at Retail Store 2
inventory level, and lower bounds for expected number of backorders and expected
time to fulfill a backorder at the retail stores. These observations also hold at the
production facilities except in the case of fill rate.





































































(S, R1, R2, ) 
LoVis MedVis HiVis M/M/2 




































































(S, R1, R2, ) 
LoVis MedVis HiVis M/M/2 
Figure 8.11: Expected Inventory Level at Retail Store 2
distributed differently based on the routing policies, the fill rates for the three cases
(LoVis, MedVis and HiVis) are almost the same. Further, the fill rates for the LoVis
and MedVis cases are very close due to the same order routing policy in these cases








































































(S, R1, R2, ) 
LoVis MedVis HiVis M/M/2 









































































(S, R1, R2, ) 
LoVis MedVis HiVis M/M/2 
Figure 8.13: Expected Time Spent by an Order at Retail Store 2
the values of the expected time to fulfill a backorder are very close for the MedVis
and HiVis due to the identical routing policies in these cases when both stores are
backordered.
The M/M/2-based model thus serves as a good approximation for the SCN with
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HiVis case and yields reasonable bounds for the SCN with LoVis and MedVis cases
(as in the case of 1R/2P SCN configuration). We then used the modified M/M/2
model developed in Section 6.1.2 to obtain better approximations for the SCN with
LoVis and MedVis cases.
8.3 Queueing Model of the 2R/2P SCN Configuration with Lower
Levels of Information Sharing (MedVis and LoVis)
In this section, we present analytical models that can better model the 2R/2P SCN
with lower levels of information sharing under Poisson arrivals and exponential pro-
cessing time. The two production facilities were modeled using the modified M/M/2
queueing system developed in Section 6.1.2. The demand arrival rate at the pooled
production facility is obtained as the sum of the demand arrival rates at the individual
retail stores and follows a Poisson distribution as shown in Section 8.2.1. The dis-
tribution of the number of orders at the pooled production facility is obtained using
equation (6.17). The performance measures for a production facility can be obtained
using equations (8.18) through (8.22). The distribution of the number of orders at
the retail store can be obtained using equation (8.23). The performance measures at
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P (N ri = m) =
∞∑
l=m
P (N ri = m|Bp = l) · P (Bp = l) (8.23)
where P (N ri = m|Bp = l) and P (Bp = l) can be obtained using Equations (8.1)
through (8.4).
The analytical results for the modified M/M/2-based approximation along with
the results for the LoVis and MedVis cases are presented in Appendix E (see Sec-
tion E.2). Figures 8.14 through 8.23 present the plots for the performance measures
at retail stores 1 and 2. The performance measures for the M/M/2 model are included
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(S, R1, R2, ) 
LoVis MedVis Mod M/M/2 M/M/2 
Figure 8.15: Expected Number of Backorders at Retail Store 1
Figures 8.14 through 8.23 show that the M/M/2 model is a good approximation for
the LoVis and MedVis cases. But the modified M/M/2 model performs even better in
modeling the LoVis and MedVis cases for all performance measures (except expected
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(S, R1, R2, ) 
LoVis MedVis Mod M/M/2 M/M/2 
Figure 8.17: Expected Time to Fulfill a Backorder at Retail Store 1
of expected time to fulfill a backorder, the performance measures obtained from the
modified M/M/2 model and the M/M/2 model remain the same (see Section 6.1.2 for
details). Since the modified M/M/2 model performs better than the M/M/2-based
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Figure 8.19: Fill Rate at Retail Store 2
to explore additional correction factors to model the individual levels of information
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LoVis MedVis Mod M/M/2 M/M/2 
Figure 8.21: Expected Inventory Level at Retail Store 2
8.4 Analytical Model for General Inter-Arrival and Processing Time
Distributions
In this section, we present the analytical model for the 2R/2P SCN configuration
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(S, R1, R2, ) 
LoVis MedVis Mod M/M/2 M/M/2 
Figure 8.23: Expected Time Spent by an Order at Retail Store 2
production facilities were modeled as a GI/G/2 queueing system and the expressions
provided by Whitt [60] were used to obtain the distribution of the number of orders
at the pooled production facility (Np). The arrival process at the GI/G/2 queue is
the superposition of the arrival streams from the two retail stores. The traffic rate
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equations and traffic variability equations ([59]) shown in Equations 8.24 and 8.25
were used to obtain the mean and SCV (cap2) of the arrival process at the pooled
production facility. The distribution of the number of orders at retail store i can
be obtained using Equation (8.26). The performance measures at retail store i can
be obtained using Equations (8.7) through (8.11). The performance measures at the
production facilities can be obtained using Equations (8.27) through (8.31).
λ = λr1 + λ
r
2 (8.24)
cap2 = α1 · ca21 + α2 · ca22 (8.25)
P (N ri = m) =
∞∑
l=m
P (N ri = m|Bp = l) · P (Bp = l) (8.26)









(2S − i)P (Np = i) (8.28)
E[Bp] = E[Np] + E[Ip]− S (8.29)
E[W bp] =
E[Bp]






8.4.1 Validation of the GI/G/2 Approximation
The GI/G/2 approximation was validated by comparing the performance measures
obtained from the analytical model with simulation estimates for the 2R/2P SCN
configuration. The SCN parameter values used in the numerical experimentation are
presented in Table 8.2. The design consists of 216 experiments.
Table 8.2: Experiments for 2R/2P SCN configuration under General Inter-arrival
and Processing Time Distributions
Parameters Levels Parameter Values
Demand arrival rates (λr1, λ
r
2) 2 (1, 1), (2, 1)
Base-stock levels (S, R1, R2) 4 (2, 2, 4), (2, 4, 2), (4, 4, 6), (4, 6, 4)
Utilization level ρ 3 70%, 80%, 90%
Inter-arrival distribution at the
retail stores
3
(Erlang , Exponential, 2-phase
hyper-exponential)
Processing time distribution at the
production facilities
3
(Erlang , Exponential, 2-phase
hyper-exponential)
The GI/G/2-based model is validated by using the prediction error measure de-
fined in Section 4.3. The summary of the results is presented in Table 8.3. It can be
seen from Table 8.3 that the GI/G/2-based model serves as a very good approxima-
tion for the HiVis case. The numerical results for the validation of the GI/G/2-based
model are presented in Appendix E (see Section E.3). Figures 8.24 through 8.33
present the performance measures for retail stores 1 and 2 for a base-stock level of
(2, 2, 4) and a utilization level of 90%.
Figures 8.24 through 8.33 confirm that the performance measures obtained from
the GI/G/2-based model are close to the simulation estimates for the SCN with HiVis
case under a base-stock setting of (2, 2, 4) and utilization level of 90%. The plots
presented in Figures 8.24 and 8.29 indicate that the fill rates for the three cases
(LoVis, MedVis and HiVis) are very close (as in the case of Poisson arrivals and
exponential processing times). Similarly, Figures 8.27 through 8.32 show that the
expected time to fulfill a backorder are very close for MedVis and HiVis cases. These
143
Table 8.3: Summary of Results
Error Percentage of Results within Error Range (%)
Range Fill Expected Number Expected Expected Time to Expected Time spent
Rate of Backorders Inventory Level Fulfill a Backorder by an Order
< 5 % 93.5 85.7 86.1 37.4 98.8
< 10 % 100.0 95.2 100.0 55.4 100.0
< 15 % 100.0 98.3 100.0 67.0 100.0
< 20 % 100.0 99.2 100.0 71.0 100.0































































(Inter-arrival  Time SCV,  Processing Time SCV) 
LoVis MedVis HiVis GI/G/2 
(S, R1, R2, ) = (2, 2, 4, 0.9) 
Figure 8.24: Fill Rate at Retail Store 1
results hold for other base-stock levels and utilization levels that were studied in our
numerical experiments (for more details, refer to the results provided in Section E.3
of Appendix E).
8.4.2 Insights from the Analytical Model
The analytical model can provide valuable insights into the performance of the SCN
as a function of production capacity, variability in the inter-arrival and processing
times and inventory related decisions. As expected, the fill rate and the expected
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(S, R1, R2, ) = (2, 2, 4, 0.9) 





































































(Inter-arrival  Time SCV,  Processing Time SCV) 
LoVis MedVis HiVis GI/G/2 
(S, R1, R2  
Figure 8.26: Expected Inventory Level at Retail Store 1
cessing times, while the expected number of backorders and expected time to fulfill
a backorder increase with increase in the variability of the two processes. A more
careful examination of the results presented in Appendix E (see Section E.3) reveals
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(Inter-arrival  Time SCV,  Processing Time SCV) 
LoVis MedVis HiVis GI/G/2 
(S, R1, R2  
Figure 8.28: Expected Time Spent by an Order at Retail Store 1
the processing time SCV is high (4 in our case), the fill rates at retail stores 1 and 2
are nearly insensitive to changes in the other SCV. In Figures 8.34 and 8.35 (results
plotted for a base-stock setting of (2, 4, 2) and a utilization of 90%), this is shown
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(Inter-arrival  Time SCV,  Processing Time SCV) 
LoVis MedVis HiVis GI/G/2 
(S, R1, R2  
Figure 8.30: Expected Number of Backorders at Retail Store 2
time SCV or the processing time SCV is fixed at a lower value (0.25 or 1 in our case),
any change in the other SCV creates a more significant change in the fill rates at
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(Inter-arrival  Time SCV,  Processing Time SCV) 
LoVis MedVis HiVis GI/G/2 
(S, R1, R2  
Figure 8.32: Expected Time to Fulfill a Backorder at Retail Store 2
8.5 Conclusions
We have developed analytical queueing models of the 2R/2P SCN configuration with
high inventory visibility (HiVis). The analytical model was found to be accurate and
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Processing time SCV  
Inter-arrival time SCV = 0.25 
Inter-arrival time SCV = 1.00 
Inter-arrival time SCV = 4.00 
Figure 8.34: Effect of Processing Time SCV on Fill Rate
of the M/M/2 model developed in Chapter 6 were extended to yield better models
for the 2R/2P SCN configuration under lower levels of information sharing. We also
























Inter-arrival time SCV  
Processing time SCV = 0.25 
Processing time SCV = 1.00 
Processing time SCV = 4.00 
Figure 8.35: Effect of Inter-arrival Time SCV on Fill Rate
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CHAPTER 9
MODELING TRANSIT TIMES IN SCNs WITH INVENTORY
INFORMATION SHARING
In this chapter, we extend the previously developed analytical models to include
transit times in SCNs operating under high level of information sharing (HiVis).
The transit system behavior would be independent of the demands and orders in
the SCN and each transit system will function independently of another. The two
“building-block” SCN configurations (1R/2P and 2R/2P) presented in Chapters 6
and 8 were considered. The transit delays in the SCN from the production facilities
to the retail store were modeled using an infinite server queue ([53], [54]). In the
absence of results for the GI/G/∞ queue, we approximate the delay by an M/G/∞
queue. The number in system in an M/G/∞ queue is known to follow a Poisson
distribution. The statement by Whitt [60] that the number in system in a GI/G/∞
queue can be reasonably approximated by a Poisson distribution further supports our
approximation. Extensions to the analytical model developed for the 1R/2P SCN and
2R/2P SCN configurations are presented in Sections 9.1 and 9.2, respectively. Finally
Section 9.3 presents the conclusions for this chapter.
9.1 Analytical Model of 1R/2P SCN Configuration with Transit Delay
In this section, we present the analytical model that considers transit delays in the
1R/2P SCN with HiVis under general inter-arrival and processing time distributions.
In this model, the production facilities were modeled as a pooled store using the
GI/G/2 system and the transit delay was modeled as an M/G/∞ queueing system.
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The mechanics involved in the calculation of the performance measures at the pro-
duction facility are similar to those presented in Section 7.1. The distribution of the
number of orders at a production facility was obtained using the approach contained
in [60] and the performance measures at a production facility were obtained using
equations (7.1) through (7.5). Since transit times were not considered in Section 7.1,
the distribution of the number of orders at the retail store was given by the backorder
distribution at the pooled store. When transit operations are considered, the order
from a retail store can be either backordered or be in transit from the production
facility to the retail store. Let N r be the random variable representing the num-
ber of orders at the retail store. The probability distribution of N r was obtained in
equation (9.1) by assuming that the random variables corresponding to the orders in
transit, Trp, and those backordered at the production facility, Bp, are independent.
P (N r = n) =
n∑
l=0
P (Bp = l)P (Trp = n− l) n = 0, 1, 2, · · · (9.1)
The probability distribution of Bp is given in equation (9.2).





p = n) ; i = 0
P (Np = 2S + i) ; i ≥ 1
(9.2)
As the transit delay is modeled as an M/G/∞ queueing system, the random
variable Trp is Poisson distributed as shown in equation (9.3). Note that the total
arrival rate at the transit node is equal to the external arrival rate (λ) and θpr is the
mean transit time.
P (Trp = x) =
e−δδx
x!
x = 0, 1, 2, · · · (9.3)
where,
δ = λθpr (9.4)
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The performance measures at the retail store were obtained using equations (7.7)
through (7.11). The accuracy of the analytical model was evaluated by comparing the
analytical results to simulation estimates. The 1R/2P SCN parameter values used in
the numerical experimentation are presented in Table 9.1. The design consists of 72
experiments.
Table 9.1: Experiments for 1R/2P SCN Configuration with Transit Delay
Parameters Levels Parameter Values
Demand arrival rates λr 1 1
Base-stock levels (S, R) 4 (2, 4), (4, 2), (3, 6), (6, 3)
Utilization level ρ 1 90%
Transit time distribution 2 Unif(1, 5), Unif(4, 8)





Processing time distribution at the
production facilities
3
(Erlang , Exponential, 2-phase
hyper-exponential)
Table 9.2: Summary of Results
Error Percentage of Results within Error Range (%)
Range Fill Expected Number Expected Expected Time to Expected Time
Rate of Backorders Inventory Level Fulfill a Backorder Spent by an Order
< 5 % 86.8 38.9 75.7 56.9 86.8
< 10% 99.3 63.9 100.0 87.5 100.0
< 15% 100.0 74.3 100.0 95.1 100.0
< 20% 100.0 79.9 100.0 95.8 100.0
< 25% 100.0 85.4 100.0 95.8 100.0
The results for the numerical experiments are presented in Section F.1 of Ap-
pendix F. The summary of results is presented in Table 9.2. It can be seen that
more than 90% of the results for all performance measures except expected num-
ber of backorders are within 15% error range. Thus, the analytical model is able to
capture the effect of the transit delay effectively. Larger errors were observed when
the inter-arrival and processing time distributions follow an Erlang distribution, an
observation made even in cases with no transit delays. Comparison with the results
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for the SCN with no transit delay (see Chapters 5 and 6) and the results contained
in tables presented in Section F.1 (see Appendix F) shows that the effect of transit
delay is present only at the retail store. This result is intuitive as the production
facility will not be affected by the transit delay.
9.1.1 Effect of Transit Delay on the Performance of the Retail Stores in
the 1R/2P Configuration
In order to study the impact of transit delay on the various performance measures at
the retail store, we plotted the performance measures obtained from the simulation
and analytical models at three different levels of transit delay (no transit, transit delay
with distribution Unif(1, 5) and transit delay with distribution Unif(4, 8)). Figures































































(Inter-arrival SCV, Processing Time SCV) 
No Transit (Sim.) No Transit (Ana.) Unif(1, 5) (Sim.) 
Unif(1, 5) (Ana.) Unif(4, 8) (Sim.) Unif(4, 8) (Ana.) 
Figure 9.1: Fill Rate at the Retail Store
Figures 9.1 and 9.5 shows that as the transit delay is increased from a mean of 0
(no transit) to 6 (Unif(4, 8)), there is a significant decrease in the values of the fill
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(Inter-arrival SCV, Processing Time SCV) 
No Transit (Sim.) No Transit (Ana.) Unif(1, 5) (Sim.) 
Unif(1, 5) (Ana.) Unif(4, 8) (Sim.) Unif(4, 8) (Ana.) 
Figure 9.3: Expected Inventory Level at the Retail Store
significant increase in the values of expected number of backorders and the expected
time spent by an order as shown in Figures 9.2 and 9.5, respectively. The plots
also indicate that the analytical model is able to capture the trends in the various















































































(Inter-arrival SCV, Processing Time SCV) 
No Transit (Sim.) No Transit (Ana.) Unif(1, 5) (Sim.) 
Unif(1, 5) (Ana.) Unif(4, 8) (Sim.) Unif(4, 8) (Ana.) 














































































(Inter-arrival SCV, Processing Time SCV) 
No Transit (Sim.) No Transit (Ana.) Unif(1, 5) (Sim.) 
Unif(1, 5) (Ana.) Unif(4, 8) (Sim.) Unif(4, 8) (Ana.) 
Figure 9.5: Expected Time Spent by an Order at the Retail Store
9.2 Analytical Model of the 2R/2P SCN Configuration with Transit
Delays
In this section, we present the analytical model that considers transit delays in a
2R/2P SCN with high level of information sharing. The transit delays in the SCN
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from the production facilities to the retail stores are modeled using an infinite server
queue as before ([53], [54]). The production facilities are modeled using the GI/G/2
queueing system.
The mechanics involved in the calculation of the performance measures at the
production facility are similar to those presented in Section 8.4. The distribution of
the number of orders at a production facility, Np was obtained using the approach
presented in [60] and the performance measures at a production facility were obtained
using equations (8.27) through (8.30). Since transit times were not considered in
Section 7.1, the distribution of the number of orders pertaining to retail store i, Bri ,
backordered at the pooled facility yielded the distribution of the number of orders at
retail store i. When transit is considered, it is clear that the order from a retail store
can be either backordered or be in transit from the production facility to the retail
store. Let N ri represent the random variable representing the number of orders at
retail store i. The probability distribution of N ri was obtained in equation (9.5) by
assuming that the random variables corresponding to the orders in transit, Trpi , and
those backordered at the production facility, Npri , are independent.
P (N ri = n) =
n∑
l=0
P (Npri = l)P (Tr
p
i = n− l) n = 0, 1, 2, · · · (9.5)
The probability distribution of Npri was obtained using the “disaggregation pro-
cedure” discussed in Section 8.2.1. The orders at the pooled facility are aggregate
orders since the facility does not have the information regarding the identity of the
retail store that placed the order. As a result, a “disaggregation procedure” was used
to find the distribution of the number of orders pertaining to retail store i, N ri , that
are backordered at the pooled facility. This is obtained by conditioning on the num-
ber of backorders, Bp, at the pooled facility. This conditional distribution is Binomial
as shown in Equations (8.1) and (8.2). The parameters of the binomial distributions
are the proportions of orders from retail store i, αi, that are placed at the pooled
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production facility along with l, the total number of backorders at the pooled facil-
ity as shown in Equations (8.3) and (8.4). To derive the unconditional probability
that a backorder at the pooled facility belongs to retail store i, Npri , the conditional
probabilities obtained in Equations (8.1) and (8.2) are multiplied by the backorder
probability at the pooled facility and then summed over all values of l (backorders)
greater than or equal to m as shown in Equations (9.6) and (9.7).
P (Npr1 = m) =
∞∑
l=m
P (N r1 = m|Bp = l) · P (Bp = l) (9.6)
P (Npr2 = m) =
∞∑
l=m
P (N r2 = m|Bp = l) · P (Bp = l) (9.7)
As the transit delay is modeled as an M/G/∞ queueing system, the random
variable Trpi is Poisson distributed as shown in equation (9.8). Note that the total
arrival rate at the transit node is equal to the external arrival rate at the individual
retail stores (λri ) and θ
pr
i is the mean transit time for the production facilities to retail
store i.
P (Trpi = x) =
e−δiδxi
x!







The performance measures at retail store i, i = 1, 2 are presented in Equations
(8.7) through (8.10). The accuracy of the analytical model was evaluated by compar-
ing the analytical results to simulation estimates. The SCN parameter values used in
the numerical experimentation are presented in Table 9.3. The design consists of 36
experiments.
The results of the analytical model for retail stores 1 and 2, and a production facil-
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Table 9.3: Experiments for the 2R/2P SCN Configuration with Transit Delay
Parameters Levels Parameter Values
Demand arrival rates (λr1, λ
r
2) 1 (2, 1)
Base-stock levels (S, R1, R2) 2 (3, 6, 3), (3, 3, 6)
Utilization level ρ 1 90%
Transit time distribution 2 Unif(1, 5), Unif(4, 8)





Processing time distribution at the
production facilities
3
(Erlang , Exponential, 2-phase
hyper-exponential)
Table 9.4: Summary of Results
Error Percentage of Results within Error Range (%)
Range Fill Expected Number Expected Expected Time to Expected Time
Rate of Backorders Inventory Level Fulfill a Backorder Spent by an Order
< 5 % 94.4 45.4 79.6 62.0 89.8
< 10% 100.0 70.4 98.1 84.3 96.3
< 15% 100.0 88.0 100.0 91.7 100.0
< 20% 100.0 97.2 100.0 95.4 100.0
< 25% 100.0 100.0 100.0 95.4 100.0
ity are presented in Section F.2 of Appendix F. The summary of results is presented
in Table 9.4. Table 9.4 shows that more than 90% of all performance measures except
expected number of backorders falls within a 15% error range. However, most of the
higher errors in expected inventory level occur when its value is very small (say less
than 1). The analytical model clearly follows the trend in the different performance
measures as indicated by the simulation results.
9.2.1 Effect of Transit Delays on the Performance of the Retail Stores in
the 2R/2P Configuration
In this section, we compare the performance measures obtained from the simulation
and analytical models for the two retail stores at three levels of transit delays (no
transit, transit delay with distribution Unif(1, 5) and transit delay with distribution

































































(Inter-arrival SCV, Processing Time SCV) 
No Transit (Sim.) No Transit (Ana.) Unif(1, 5) (Sim.) 
Unif(1, 5) (Ana.) Unif(4, 8) (Sim.) Unif(4, 8) (Ana.) 









































































(Inter-arrival SCV, Processing Time SCV) 
No Transit (Sim.) No Transit (Ana.) Unif(1, 5) (Sim.) 
Unif(1, 5) (Ana.) Unif(4, 8) (Sim.) Unif(4, 8) (Ana.) 
Figure 9.7: Expected Number of Backorders at Retail Store 1
As in the case of 1R/2P SCN configuration, it can be seen that the values of fill
rate and expected inventory level for the two retail stores fall steeply as the mean









































































(Inter-arrival SCV, Processing Time SCV) 
No Transit (Sim.) No Transit (Ana.) Unif(1, 5) (Sim.) 
Unif(1, 5) (Ana.) Unif(4, 8) (Sim.) Unif(4, 8) (Ana.) 













































































(Inter-arrival SCV, Processing Time SCV) 
No Transit (Sim.) No Transit (Ana.) Unif(1, 5) (Sim.) 
Unif(1, 5) (Ana.) Unif(4, 8) (Sim.) Unif(4, 8) (Ana.) 
Figure 9.9: Expected Time to Fulfill a Backorder at Retail Store 1
number of backorders and the expected time spent by an order increase with increase
in the mean transit time. The plots presented in Figures 9.6 through 9.15 indicate
that the analytical model can effectively capture the trends in the various performance














































































(Inter-arrival SCV, Processing Time SCV) 
No Transit (Sim.) No Transit (Ana.) Unif(1, 5) (Sim.) 
Unif(1, 5) (Ana.) Unif(4, 8) (Sim.) Unif(4, 8) (Ana.) 































































(Inter-arrival SCV, Processing Time SCV) 
No Transit (Sim.) No Transit (Ana.) Unif(1, 5) (Sim.) 
Unif(1, 5) (Ana.) Unif(4, 8) (Sim.) Unif(4, 8) (Ana.) 
Figure 9.11: Fill Rate at Retail Store 2
9.3 Conclusions
In this chapter, we have extended the analytical queueing models of SCNs with inven-
tory information sharing to model transit times. The transit delay was modeled as an










































































(Inter-arrival SCV, Processing Time SCV) 
No Transit (Sim.) No Transit (Ana.) Unif(1, 5) (Sim.) 
Unif(1, 5) (Ana.) Unif(4, 8) (Sim.) Unif(4, 8) (Ana.) 









































































(Inter-arrival SCV, Processing Time SCV) 
No Transit (Sim.) No Transit (Ana.) Unif(1, 5) (Sim.) 
Unif(1, 5) (Ana.) Unif(4, 8) (Sim.) Unif(4, 8) (Ana.) 
Figure 9.13: Expected Inventory Level at Retail Store 2
















































































(Inter-arrival SCV, Processing Time SCV) 
No Transit (Sim.) No Transit (Ana.) Unif(1, 5) (Sim.) 
Unif(1, 5) (Ana.) Unif(4, 8) (Sim.) Unif(4, 8) (Ana.) 











































































(Inter-arrival SCV, Processing Time SCV) 
No Transit (Sim.) No Transit (Ana.) Unif(1, 5) (Sim.) 
Unif(1, 5) (Ana.) Unif(4, 8) (Sim.) Unif(4, 8) (Ana.) 




This concluding chapter provides a summary of the research carried out in this dis-
sertation effort, research contributions made and some directions for future research.
Section 10.1 provides a summary of the research that was completed. Section 10.2
summarizes the contributions made by the successful completion of the research, and
Section 10.3 provides suggestions for future research.
10.1 Summary of Research
The main objective of this research was to develop analytical performance evaluation
models that explicitly consider inventory information sharing between SCN partners,
and to study the value of inventory information sharing in order to identify SCN
conditions under which the benefits of inventory information sharing are significant.
In this research, we considered two “building-block” type configurations of a two-
echelon SCN and three different levels of inventory information sharing or visibility -
high (HiVis), medium (MedVis) and low (LoVis) (see Section 3.1 for more details).
We first developed CTMC models for the two-echelon SCN with one retail store and
two identical production facilities under the three levels of inventory visibility and
the case with no information sharing (NoVis). We were able to obtain closed form
solutions for the SCN with NoVis, while the CTMC models for the SCN under the
three levels of information sharing were numerically solved by fixing the maximum
number of backorders at the retail store. Numerical results indicated that there is
value in sharing inventory information among the SCN partners. With no closed form
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analytical solutions for the CTMC models, we explored the development of approx-
imate queueing models for the SCN under information sharing for Poisson arrivals
and exponential processing times in Chapter 6. First, we developed approximate
queueing models for the SCN under HiVis case by using the characteristics of the
order routing policy. An M/M/2 based approximation was found to work well for the
SCN under HiVis and produced reasonable bounds for the LoVis and MedVis cases.
We also developed a modified M/M/2 model using analytical reasoning and empirical
results to better model the SCN under lower levels of inventory visibility. This model
was able to capture the trends in the performance measures at the various stores
under lower levels of information sharing. Finally, in Chapter 6, we also extended
the analytical models to model asymmetric production facilities. The key idea was to
replace the two heterogeneous servers by two homogeneous servers by computing an
aggregate processing time distribution. The resulting M/G/2 based approximation
was found to capture the sensitivity of the performance measures at the retail store
and the production facilities to the asymmetric utilizations at the individual produc-
tion facilities and the non-identical processing time distributions. In Chapter 7, the
analytical models were extended to model general inter-arrival and processing time
distributions. The GI/G/2 based model was found to be a very good approximation
for the HiVis case with more than 90% of the results for all performance measures
except expected time to fulfill a backorder within the acceptable 15% error range.
In Chapter 8, the analytical models were developed for a two-echelon SCN with two
retail stores and two production facilities. The models were found to be accurate
for the SCN under HiVis and captured the trends in the performance measures with
asymmetry at the retail store level (retail stores with different base-stock levels and
different inter-arrival rates). In Chapter 9, the analytical models developed for the 2
two-echelon configurations were extended to include transit delays from the produc-
tion facilities to the retail stores. The models were found to be reasonably accurate
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and the analytical model adequately captured the effect of transit delays on the var-
ious performance measures at the retail stores.
10.2 Research Contributions
In most analytical performance evaluation models of SCNs, it is assumed that a
downstream firm places an order at one of its immediate upstream “suppliers” using
a Bernoulli routing policy. As per this policy, orders from a retail store would be
routed to the production facilities based on fixed probabilities (based on preference
or historical information) and this would allow an order to be placed at a production
facility facing a stock-out situation even when there is inventory at the other facility.
However, alternate order routing strategies could be adopted to avoid such circum-
stances in the presence of upstream inventory information at the retail store. As seen
in Chapter 2, there was a need to develop performance evaluation models of SCNs
under inventory visibility. The major contributions of this dissertation effort can be
summarized as follows.
1. We have developed analytical queueing models that can explicitly model in-
ventory information sharing from upstream stores to downstream stores in
“building-block” type two-echelon SCN configurations.
2. We have studied the value of inventory information sharing and identified the
ranges of the SCN parameters at which the value of information sharing is sig-
nificant. For example, the value of information sharing is maximum for a com-
bination of lower base-stock levels and high utilization levels at the production
facilities and diminishes as the base-stock level is increased or the utilization is
decreased.
3. Our study on the effect of inter-arrival time and processing time SCVs on the
value of information sharing indicated that the value is more sensitive to pro-
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cessing time SCV than to the inter-arrival time SCV.
4. We have extensively studied two SCN configurations - one retail store and two
production facilities and two retail stores and two production facilities and
believe that these can serve as building-blocks for SCN structures with more
echelons.
5. We have also identified a relationship between the model for SCN under HiVis
and the shortest queue problem. The models presented in Chapters 6 and 7
could be further explored to develop approximations for the shortest queue
problem.
10.3 Future Research
The scope for future research has been broadly classified into four groups that are
presented below.
Developing analytical models for SCN under LoVis and MedVis
In Chapter 6, we have developed a correction factor for the steady-state probabil-
ities of the M/M/2 system to better model SCNs under LoVis and MedVis. However,
there is an opportunity to explore additional correction factors to model the individ-
ual levels of information sharing using our knowledge about the routing policies. For
example, it is known that the there is a difference between these two routing policies
when both the production facilities are backordered. In such instances, the orders
are probabilistically routed in a LoVis case and based on the shortest queue in the
MedVis case.
Modeling Asymmetry in the SCN
We have successfully modeled asymmetric production facilities (see Chapter 6)
and asymmetric retail stores (see Chapter 8). We have identified the following areas
for future research with respect to asymmetry in the SCN.
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1. There is a need to model asymmetry in the base-stock levels at the production
facilities (i.e., S1 = S2). Assuming that S1 > S2, it can be seen that in the SCN
with HiVis, no orders will be placed at production facility 2 until the number of
orders in the system exceeds S1−S2. This idea could be used in the calculation
of probability of placing an order at production facility 1 (p1). This probability
could then be used in an M/G/2 queueing model to capture the performance
measures at the various stores.
2. A combination of the asymmetric base-stock levels and heterogeneous processing
time distributions at the production facilities is also of interest and may be more
appropriate in a real world scenario. There could be added value in determining
whether the effect of the two individual sources of asymmetry is additive or not
through simulation studies before developing analytical models.
3. The modeling of the above two scenarios and the asymmetric processing time
distribution cases under general inter-arrival and processing time distributions
would be a challenging task because the nice properties of the exponential dis-
tributions can no longer be exploited to obtain the distribution of the number
of busy servers (see Section 6.2).
Modeling more Complex SCN Structures
We have shown that the analytical models developed for the SCN with one retail
store and two production facilities can be extended to model SCNs with an additional
retail store. However, there is a need to explore the development of analytical models
for more complex SCN configurations. The use of the multi-server system makes it
easy to extend the model to consider SCNs with more than two production facilities.
Similarly, a scenario where more than two retail stores placing an order at a production
facility can be accommodated by using the multinomial distribution in the calculation
of the distribution of the number of orders pertaining to retail store i, N ri , at the
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production facilities (see Section 8.2.1). In case of modeling additional echelons in
the SCN, an approach similar to that used by Srivathsan [53], and Srivathsan and
Kamath [54] where the backorder distribution was used to link successive stage in the
SCN can be explored. Note that we are already using the backorder distribution to
link the production facilities and the retail store(s) in Chapters 5 through 9.
Exploring the Relationship to the Shortest Queue Problem
In Chapter 6, we identified that there is a relationship between the SCN under
HiVis and the shortest queue problem. It was also seen that the multi-server model
is a good approximation for the HiVis case. There is a need to further explore the
relationship between these two models.
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APPENDIX A
DETERMINATION OF THE PARAMETERS FOR SIMULATION
EXPERIMENTS
In any simulation experiment, the warm-up period, run length and number of repli-
cations are parameters that should be chosen so that the simulation estimates are
statistically sound. When the warm-up period is not considered, the simulation re-
sults may be affected by some initialization bias. At the same time, if the simulation
is not run for a sufficiently long time then any infrequent event may be missed and this
may affect the accuracy of the resulting steady-state performance measures. Thus, it
is all the more crucial and imperative that the simulation estimates must represent
steady-state performance measures, especially when the accuracy of the analytical
results is evaluated using these simulation estimates.
In this study, we have simulated several SCN configurations to evaluate the accu-
racy of the various analytical models developed. It would be time consuming to find
the above mentioned parameters for each and every SCN configuration. The key SCN
parameters which influence these simulation parameters are the demand inter-arrival
time and the service time means and SCVs. Hence, we used a system with high
variability and high utilization to determine the warm-up period and run length for
all simulation experiments. We fixed the number of independent replications to 10
for all simulation experiments.
The simulation runs to determine these two parameters were performed on the
2R/2P SCN configuration with HiVis. The inter-arrival times as well as the service
times followed a hyper-exponential distribution. The arrival rate at each retailer was
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set at one arrival per unit time and the processing time at each production facility
was set as 0.90 time units, so as to obtain 90% utilization. The base-stock level at
each stage was set at two and the distribution of transit delay was fixed at Unif(4,
8).
A.1 Determination of the Warm-up Period using Welch’s Method
The simulation was run for 10 independent replications, each with a run length of
30,000 time units. This resulted in approximately 30,000 orders at each retail store.
The time spent by a customer order at retail store 1 was considered for the analysis.
Welch’s method [58] was used to determine the warm-up period. Let Yij represent the
time in the system for the ith customer order from the jth replication (i = 1, 2, · · · ,
30,000) and (j = 1, 2, · · · , 10). The average time in the system for the ith customer





The averaged processes Y 1, Y 2, · · · , Y 30,000 have the same mean curves as the
original process, but the plot has only 1/10th of the variance of the original process.
To smoothen out the high frequency oscillations in Y 1, Y 2, · · · , Y 30,000, the moving











; i = w + 1, · · · , (30, 000− w)
(A.2)
In our study, the value of w was fixed at 1,000. The process Y i(1000) was plot-
ted for i = 1, 2, · · · , (29,000) and the value of i beyond which Y i(1000) appeared
to converge (i = 10,000 in our case) was identified as the warm-up period for our















































Figure A.1: Plot of Time in System
A.2 Determination of the Run Length
Different run lengths were explored by setting the warm-up period to 10,000 time
units. For each run length, a 95% confidence interval was computed for the average
time in system. The goal was to find a run length that yielded a tight confidence
interval (e.g., ± 2% of point estimate). A run length of 500,000 time units was chosen
as the run length for all simulation experiments.
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APPENDIX B
CTMC MODEL RESULTS FOR THE 1R/2P SCN CONFIGURATION
This appendix presents the numerical solution of the CTMC models developed in
Chapter 5 for the SCNs with HiVis, MedVis, LoVis and NoVis. Sections B.1, B.2,
and B.3 present the results for the CTMC model of the 1R/2P SCN configuration
with HiVis, MedVis and LoVis, respectively. Section B.4 presents the results for the
SCN with no visibility.
B.1 Validation of the CTMC Model of 1R/2P SCN Configuration with
HiVis
This section presents the CTMC model solution and the simulation model estimates
for SCN with HiVis. The results for a production facility and the retail store are
presented in Tables B.1 and B.2, respectively.
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Table B.1: Validation of CTMC Model of SCN with HiVis (Production Facility)
S,R, ρ fp E[Bp] E[Ip] E[W bp] E[T p]
CTMC Sim CTMC Sim CTMC Sim CTMC Sim CTMC Sim
2, 2, 0.7 0.720 0.720 0.386 0.387 0.911 0.911 2.754 2.758 4.773 4.774
2, 2, 0.8 0.547 0.547 1.009 1.010 0.645 0.645 4.458 4.462 6.019 6.022
2, 2, 0.9 0.311 0.311 3.270 3.269 0.342 0.342 9.494 9.498 10.539 10.540
4, 4, 0.7 0.932 0.932 0.093 0.093 2.618 2.618 2.746 2.748 8.187 8.188
4, 4, 0.8 0.814 0.814 0.414 0.415 2.050 2.050 4.445 4.456 8.829 8.832
4, 4, 0.9 0.547 0.547 2.146 2.146 1.219 1.220 9.475 9.476 12.293 12.295
6, 6, 0.7 0.984 0.984 0.022 0.022 4.547 4.547 2.745 2.728 12.046 12.046
6, 6, 0.8 0.924 0.924 0.170 0.171 3.806 3.805 4.445 4.464 12.341 12.343
6, 6, 0.9 0.703 0.703 1.408 1.409 2.481 2.483 9.474 9.489 14.817 14.821
8, 8, 0.7 0.996 0.996 0.005 0.005 6.530 6.529 2.745 2.653 16.012 16.012
8, 8, 0.8 0.969 0.969 0.070 0.070 5.706 5.705 4.445 4.458 16.141 16.145
8, 8, 0.9 0.805 0.805 0.924 0.926 3.997 3.999 9.474 9.496 17.849 17.857
Table B.2: Validation of CTMC Model of SCN with HiVis (Retail Store)
S,R, ρ fr E[Br] E[Ir] E[W br] E[T r]
CTMC Sim CTMC Sim CTMC Sim CTMC Sim CTMC Sim
2, 2, 0.7 0.847 0.848 0.358 0.359 1.586 1.586 2.342 2.364 2.357 2.359
2, 2, 0.8 0.686 0.687 1.261 1.264 1.243 1.243 4.010 4.043 3.259 3.264
2, 2, 0.9 0.416 0.418 5.264 5.263 0.726 0.726 9.006 9.047 7.262 7.263
4, 4, 0.7 0.982 0.982 0.042 0.042 3.856 3.856 2.346 2.328 4.042 4.043
4, 4, 0.8 0.917 0.917 0.330 0.333 3.502 3.502 4.005 4.028 4.330 4.333
4, 4, 0.9 0.689 0.690 2.796 2.798 2.504 2.506 9.001 9.024 6.796 6.798
6, 6, 0.7 0.998 0.998 0.005 0.005 5.961 5.960 2.448 2.224 6.006 6.005
6, 6, 0.8 0.979 0.978 0.087 0.088 5.748 5.746 4.019 4.013 6.087 6.089
6, 6, 0.9 0.835 0.835 1.486 1.490 4.670 4.672 9.002 9.029 7.486 7.491
8, 8, 0.7 1.000 1.000 0.001 0.001 7.991 7.990 3.887 2.363 8.001 8.002
8, 8, 0.8 0.994 0.994 0.023 0.023 7.885 7.882 4.072 3.984 8.024 8.024
8, 8, 0.9 0.912 0.912 0.790 0.795 6.942 6.944 9.004 9.050 8.790 8.795
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B.2 Validation of the CTMC Model of 1R/2P SCN Configuration with
MedVis
This section presents the CTMC model solution and the simulation model estimates
for SCN with MedVis. The results for a production facility and the retail store are
presented in Tables B.3 and B.4, respectively.
Table B.3: Validation of CTMC Model of SCN with MedVis (Production Facility)
S,R, ρ fp E[Bp] E[Ip] E[W bp] E[T p]
CTMC Sim CTMC Sim CTMC Sim CTMC Sim CTMC Sim
2, 2, 0.7 0.700 0.700 0.410 0.413 0.856 0.856 2.738 2.757 4.820 4.827
2, 2, 0.8 0.529 0.528 1.047 1.052 0.602 0.602 4.443 4.463 6.094 6.105
2, 2, 0.9 0.300 0.299 3.290 3.327 0.319 0.318 9.394 9.490 10.579 10.656
4, 4, 0.7 0.910 0.910 0.124 0.124 2.343 2.343 2.745 2.754 8.247 8.249
4, 4, 0.8 0.776 0.776 0.497 0.499 1.780 1.780 4.443 4.463 8.994 9.004
4, 4, 0.9 0.506 0.506 2.342 2.340 1.025 1.025 9.473 9.476 12.683 12.683
6, 6, 0.7 0.973 0.973 0.035 0.037 4.072 4.071 2.646 2.738 12.071 12.076
6, 6, 0.8 0.893 0.893 0.238 0.239 3.257 3.258 4.439 4.464 12.475 12.481
6, 6, 0.9 0.648 0.649 1.665 1.668 2.008 2.009 9.472 9.499 15.331 15.339
8, 8, 0.7 0.992 0.992 0.011 0.011 5.912 5.913 2.744 2.699 16.022 16.022
8, 8, 0.8 0.949 0.949 0.112 0.114 4.908 4.909 4.416 4.481 16.225 16.230
8, 8, 0.9 0.750 0.750 1.185 1.188 3.199 3.199 9.474 9.504 18.371 18.383
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Table B.4: Validation of CTMC Model of SCN with MedVis (Retail Store)
S,R, ρ fr E[Br] E[Ir] E[W br] E[T r]
CTMC Sim CTMC Sim CTMC Sim CTMC Sim CTMC Sim
2, 2, 0.7 0.837 0.838 0.379 0.384 1.558 1.557 2.323 2.364 2.377 2.384
2, 2, 0.8 0.673 0.675 1.306 1.315 1.212 1.212 3.991 4.043 3.303 3.316
2, 2, 0.9 0.406 0.408 5.284 5.357 0.705 0.703 8.898 9.045 7.281 7.358
4, 4, 0.7 0.976 0.976 0.056 0.056 3.809 3.809 2.333 2.341 4.056 4.057
4, 4, 0.8 0.901 0.901 0.396 0.399 3.402 3.402 4.002 4.028 4.395 4.399
4, 4, 0.9 0.661 0.662 3.050 3.051 2.367 2.370 8.999 9.022 7.050 7.051
6, 6, 0.7 0.997 0.996 0.007 0.008 5.936 5.934 2.011 2.252 6.007 6.008
6, 6, 0.8 0.970 0.969 0.121 0.123 5.646 5.644 3.987 4.014 6.121 6.123
6, 6, 0.9 0.805 0.805 1.757 1.764 4.427 4.429 8.999 9.036 7.757 7.765
8, 8, 0.7 1.000 1.000 0.001 0.001 7.979 7.979 2.335 2.338 8.001 8.002
8, 8, 0.8 0.991 0.991 0.036 0.038 7.811 7.809 3.918 3.994 8.036 8.039
8, 8, 0.9 0.887 0.888 1.013 1.020 6.642 6.645 8.999 9.048 9.013 9.020
B.3 Validation of the CTMC Model of 1R/2P SCN Configuration with
LoVis
This section presents the CTMC model solution and the simulation model estimates
for SCN with LoVis. The results for a production facility and the retail store are
presented in Tables B.5 and B.6, respectively.
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Table B.5: Validation of CTMC Model of SCN with LoVis (Production Facility)
S,R, ρ fp E[Bp] E[Ip] E[W bp] E[T p]
CTMC Sim CTMC Sim CTMC Sim CTMC Sim CTMC Sim
2, 2, 0.7 0.718 0.718 0.465 0.468 0.859 0.859 3.298 3.293 4.931 4.937
2, 2, 0.8 0.556 0.556 1.188 1.188 0.608 0.608 5.349 5.359 6.375 6.379
2, 2, 0.9 0.332 0.332 3.779 3.775 0.325 0.326 11.308 11.298 11.484 11.550
4, 4, 0.7 0.918 0.918 0.133 0.133 2.347 2.348 3.230 3.242 8.266 8.269
4, 4, 0.8 0.797 0.797 0.527 0.532 1.791 1.792 5.184 5.228 9.054 9.066
4, 4, 0.9 0.546 0.547 2.442 2.443 1.049 1.050 10.754 10.774 12.884 12.883
6, 6, 0.7 0.976 0.975 0.040 0.040 4.073 4.074 3.225 3.236 12.079 12.089
6, 6, 0.8 0.904 0.904 0.249 0.251 3.265 3.267 5.168 5.198 12.499 12.507
6, 6, 0.9 0.681 0.681 1.707 1.716 2.033 2.036 10.687 10.753 15.408 15.438
8, 8, 0.7 0.993 0.993 0.012 0.012 5.913 5.913 3.225 3.1999 16.023 16.029
8, 8, 0.8 0.954 0.954 0.118 0.120 4.912 4.913 5.166 5.231 16.237 16.245
8, 8, 0.9 0.774 0.774 1.210 1.216 3.220 3.223 10.692 10.734 18.375 18.434
Table B.6: Validation of CTMC Model of SCN with LoVis (Retail Store)
S,R, ρ fr E[Br] E[Ir] E[W br] E[T r]
CTMC Sim CTMC Sim CTMC Sim CTMC Sim CTMC Sim
2, 2, 0.7 0.843 0.842 0.442 0.443 1.511 1.511 2.811 2.817 2.442 2.443
2, 2, 0.8 0.683 0.682 1.511 1.514 1.136 1.136 4.768 4.777 3.511 3.514
2, 2, 0.9 0.418 0.417 6.161 6.151 0.606 0.606 10.475 10.572 8.093 8.151
4, 4, 0.7 0.977 0.977 0.059 0.059 3.793 3.793 2.591 2.589 4.059 4.060
4, 4, 0.8 0.906 0.906 0.416 0.418 3.362 3.362 4.425 4.453 4.416 4.419
4, 4, 0.9 0.677 0.676 3.176 3.174 2.292 2.295 9.833 9.853 7.176 7.175
6, 6, 0.7 0.997 0.997 0.008 0.008 5.929 5.929 2.506 2.368 6.008 6.009
6, 6, 0.8 0.971 0.971 0.124 0.126 5.626 5.625 4.300 4.320 6.125 6.126
6, 6, 0.9 0.814 0.812 1.788 1.791 4.374 4.377 9.585 9.637 7.783 7.792
8, 8, 0.7 1.000 1.000 0.001 0.001 7.978 7.978 2.497 2.430 8.001 8.002
8, 8, 0.8 0.991 0.991 0.038 0.038 7.801 7.799 4.222 4.192 8.038 8.039
8, 8, 0.9 0.892 0.890 1.024 1.031 6.604 6.605 9.197 9.626 8.988 9.031
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B.4 CTMC Model Results for 1R/2P SCN Configuration with NoVis
This section presents the CTMC model results for the SCN with NoVis. Tables B.7
and B.8 present the performance measures for the different stores.
Table B.7: Exact Results for the SCN with NoVis (Production Facility)
S,R, ρ fp E[Bp] E[Ip] E[W bp] E[T p]
CTMC CTMC CTMC CTMC CTMC
2, 2, 0.7 0.510 1.143 0.810 4.667 6.286
2, 2, 0.8 0.360 2.560 0.560 8.000 9.120
2, 2, 0.9 0.190 7.290 0.290 18.000 18.580
4, 4, 0.7 0.760 0.560 2.227 4.667 9.120
4, 4, 0.8 0.590 1.638 1.638 8.000 11.276
4, 4, 0.9 0.344 5.905 0.905 18.000 19.810
6, 6, 0.7 0.882 0.275 3.941 4.667 12.549
6, 6, 0.8 0.738 1.049 3.049 8.000 14.100
6, 6, 0.9 0.469 4.783 1.783 18.000 21.566
8, 8, 0.7 0.942 0.135 5.801 4.667 16.249
8, 8, 0.8 0.832 0.671 4.671 8.000 17.342
8, 8, 0.9 0.570 3.874 2.874 18.000 23.748
Table B.8: Exact Results for the SCN with NoVis (Retail Store)
S,R, ρ fr E[Br] E[Ir] E[W br] E[T r]
CTMC CTMC CTMC CTMC CTMC
2, 2, 0.7 0.567 1.285 0.999 2.968 3.285
2, 2, 0.8 0.338 3.696 0.576 5.583 5.696
2, 2, 0.9 0.113 12.766 0.186 14.390 14.766
4, 4, 0.7 0.882 0.308 3.187 2.610 4.308
4, 4, 0.8 0.678 1.562 2.285 4.851 5.562
4, 4, 0.9 0.309 8.765 0.955 12.680 12.765
6, 6, 0.7 0.971 0.071 5.522 2.448 6.071
6, 6, 0.8 0.859 0.636 4.539 4.511 6.636
6, 6, 0.9 0.495 5.894 2.328 11.670 11.894
8, 8, 0.7 0.993 0.017 7.748 2.429 8.017
8, 8, 0.8 0.941 0.255 6.913 4.322 8.255
8, 8, 0.9 0.645 3.910 4.161 11.010 11.910
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APPENDIX C
QUEUEING RESULTS FOR THE 1R/2P SCN CONFIGURATION
WITH POISSON ARRIVALS AND EXPONENTIAL PROCESSING
TIMES
This appendix presents the results for the approximate models developed in Chap-
ter 6 for the 1R/2P SCN configuration under all three levels of inventory visibility.
Sections C.1 and C.2 present the results for the validation of the M/M/2 models
(primarily for the HiVis case) and the modified M/M/2 model (for lower levels of vis-
ibility), respectively. Section C.3 presents the results for the validation of the M/G/2
based approximation for the asymmetric 1R/2P SCN configuration.
C.1 Validation of the M/M/2 Approximation
This section presents analytical and simulation results for the validation of the M/M/2
based approximate model for the HiVis case. The values of the performance measures
at the retail store and a production facility are presented in Tables C.1 through C.5.
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Table C.1: Fill Rate and Expected Number of Backorders at the Retail Store
S,R, ρ
fr E[Br]
NoVis LoVis MedVis HiVis Queueing NoVis LoVis MedVis HiVis Queueing
2, 2, 0.7 0.567 0.803 0.837 0.847 0.862 1.285 0.442 0.379 0.358 0.323
2, 2, 0.8 0.338 0.620 0.673 0.686 0.709 3.696 1.511 1.306 1.261 1.165
2, 2, 0.9 0.113 0.340 0.406 0.416 0.441 12.766 6.161 5.284 5.265 5.035
4, 4, 0.7 0.882 0.974 0.976 0.982 0.984 0.308 0.059 0.056 0.042 0.038
4, 4, 0.8 0.678 0.894 0.901 0.917 0.924 1.562 0.416 0.396 0.330 0.305
4, 4, 0.9 0.309 0.643 0.661 0.689 0.703 8.765 3.177 3.050 2.796 2.676
6, 6, 0.7 0.971 0.996 0.997 0.998 0.998 0.071 0.008 0.007 0.005 0.005
6, 6, 0.8 0.859 0.968 0.970 0.979 0.980 0.636 0.124 0.121 0.087 0.080
6, 6, 0.9 0.495 0.799 0.805 0.835 0.842 5.894 1.788 1.757 1.486 1.422
8, 8, 0.7 0.993 1.000 1.000 1.000 1.000 0.017 0.001 0.001 0.001 0.001
8, 8, 0.8 0.941 0.991 0.991 0.994 0.995 0.255 0.038 0.036 0.023 0.021
8, 8, 0.9 0.645 0.885 0.887 0.912 0.916 3.910 1.024 1.013 0.790 0.756




NoVis LoVis MedVis HiVis Queueing NoVis LoVis MedVis HiVis Queueing
2, 2, 0.7 0.999 1.511 1.558 1.586 1.664 2.968 2.248 2.323 2.342 2.333
2, 2, 0.8 0.576 1.136 1.212 1.243 1.345 5.583 3.972 3.991 4.010 4.000
2, 2, 0.9 0.186 0.606 0.705 0.726 0.819 14.392 9.337 8.898 9.006 9.000
4, 4, 0.7 3.187 3.793 3.809 3.856 3.880 2.610 2.256 2.333 2.346 2.333
4, 4, 0.8 2.285 3.362 3.402 3.502 3.560 4.851 3.900 4.002 4.005 4.000
4, 4, 0.9 0.955 2.292 2.367 2.504 2.598 12.685 8.899 8.999 9.001 9.000
6, 6, 0.7 5.522 5.929 5.936 5.961 5.967 2.448 2.292 2.011 2.448 2.333
6, 6, 0.8 4.539 5.626 5.646 5.748 5.775 4.511 3.932 3.987 4.019 4.000
6, 6, 0.9 2.328 4.374 4.427 4.670 4.746 11.671 8.900 8.999 9.002 9.000
8, 8, 0.7 7.748 7.978 7.979 7.991 7.991 2.429 2.347 2.335 3.887 2.333
8, 8, 0.8 6.913 7.801 7.811 7.885 7.896 4.322 3.956 3.918 4.072 4.000
8, 8, 0.9 4.161 6.604 6.642 6.942 7.000 11.014 8.925 8.999 9.004 9.000
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Table C.3: Fill Rate and Expected Number of Backorders at a Production Facility
S,R, ρ
fp E[Bp]
NoVis LoVis MedVis HiVis Queueing NoVis LoVis MedVis HiVis Queueing
2, 2, 0.7 0.510 0.718 0.700 0.720 0.718 1.143 0.465 0.410 0.386 0.330
2, 2, 0.8 0.360 0.556 0.529 0.547 0.545 2.560 1.188 1.047 1.009 0.910
2, 2, 0.9 0.190 0.332 0.300 0.311 0.309 7.290 3.779 3.290 3.270 3.108
4, 4, 0.7 0.760 0.918 0.910 0.932 0.932 0.560 0.133 0.124 0.093 0.079
4, 4, 0.8 0.590 0.797 0.776 0.814 0.814 1.638 0.527 0.497 0.414 0.373
4, 4, 0.9 0.344 0.546 0.506 0.547 0.547 5.905 2.442 2.342 2.146 2.039
6, 6, 0.7 0.882 0.976 0.973 0.984 0.983 0.275 0.040 0.035 0.022 0.019
6, 6, 0.8 0.738 0.904 0.893 0.924 0.924 1.049 0.249 0.238 0.170 0.153
6, 6, 0.9 0.469 0.681 0.648 0.703 0.702 4.783 1.707 1.665 1.408 1.338
8, 8, 0.7 0.942 0.993 0.992 0.996 0.996 0.135 0.012 0.011 0.005 0.005
8, 8, 0.8 0.832 0.954 0.949 0.969 0.969 0.671 0.118 0.112 0.070 0.063
8, 8, 0.9 0.570 0.774 0.750 0.805 0.805 3.874 1.210 1.185 0.924 0.878




NoVis LoVis MedVis HiVis Queueing NoVis LoVis MedVis HiVis Queueing
2, 2, 0.7 0.810 0.859 0.856 0.911 0.957 4.665 3.298 2.738 2.754 2.333
2, 2, 0.8 0.560 0.608 0.602 0.645 0.688 8.000 5.349 4.443 4.458 4.000
2, 2, 0.9 0.290 0.325 0.319 0.342 0.370 18.000 11.308 9.394 9.494 9.000
4, 4, 0.7 2.227 2.347 2.343 2.618 2.707 4.667 3.230 2.745 2.746 2.333
4, 4, 0.8 1.638 1.791 1.780 2.050 2.151 7.990 5.184 4.443 4.445 4.000
4, 4, 0.9 0.905 1.049 1.025 1.219 1.302 18.003 10.754 9.473 9.475 9.000
6, 6, 0.7 3.941 4.073 4.072 4.547 4.646 4.661 3.225 2.646 2.745 2.333
6, 6, 0.8 3.049 3.265 3.257 3.806 3.931 8.008 5.168 4.439 4.445 4.000
6, 6, 0.9 1.783 2.033 2.008 2.481 2.601 18.015 10.687 9.472 9.474 9.000
8, 8, 0.7 5.801 5.913 5.912 6.530 6.632 4.655 3.225 2.744 2.745 2.333
8, 8, 0.8 4.671 4.912 4.908 5.706 5.840 7.988 5.166 4.416 4.445 4.000
8, 8, 0.9 2.874 3.220 3.199 3.997 4.141 18.019 10.692 9.474 9.474 9.000
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Table C.5: Expected Time Spent by an Order at the Retail Store and a Production
Facility
S,R, ρ
E[T r] E[T p]
NoVis LoVis MedVis HiVis Queueing NoVis LoVis MedVis HiVis Queueing
2, 2, 0.7 3.285 2.442 2.377 2.357 2.323 6.287 4.931 4.820 4.773 4.659
2, 2, 0.8 5.696 3.511 3.303 3.259 3.165 9.120 6.375 6.094 6.019 5.820
2, 2, 0.9 14.766 8.093 7.281 7.262 7.035 18.580 11.484 10.579 10.539 10.216
4, 4, 0.7 4.308 4.059 4.056 4.042 4.038 9.120 8.266 8.247 8.187 8.158
4, 4, 0.8 5.562 4.416 4.395 4.330 4.305 11.277 9.054 8.994 8.829 8.746
4, 4, 0.9 12.765 7.176 7.050 6.796 6.676 19.810 12.884 12.683 12.293 12.078
6, 6, 0.7 6.071 6.008 6.007 6.006 6.004 12.549 12.079 12.071 12.046 12.038
6, 6, 0.8 6.636 6.125 6.121 6.087 6.080 14.097 12.499 12.475 12.341 12.305
6, 6, 0.9 11.894 7.783 7.757 7.486 7.422 21.566 15.408 15.331 14.817 14.676
8, 8, 0.7 8.017 8.001 8.001 8.001 8.001 16.249 16.023 16.022 16.012 16.009
8, 8, 0.8 8.255 8.038 8.036 8.024 8.021 17.342 16.237 16.225 16.141 16.125
8, 8, 0.9 11.910 8.988 9.013 8.790 8.756 23.748 18.375 18.371 17.849 17.755
C.2 Validation of the Modified M/M/2 Model
This section presents the analytical and simulation results for the validation of the
modified M/M/2 model for the LoVis and MedVis cases. The values of the perfor-
mance measures at the retail store and a production facility are presented in Ta-
bles C.6 through C.10.
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Table C.6: Fill Rate and Expected Number of Backorders at the Retail Store
S,R, ρ
fr E[Br]
LoVis MedVis Mod M/M/2 M/M/2 LoVis MedVis Mod M/M/2 M/M/2
2, 2, 0.7 0.803 0.837 0.838 0.862 0.442 0.379 0.378 0.323
2, 2, 0.8 0.620 0.673 0.669 0.709 1.511 1.306 1.324 1.165
2, 2, 0.9 0.340 0.406 0.399 0.441 6.161 5.284 5.406 5.035
4, 4, 0.7 0.974 0.976 0.979 0.984 0.059 0.056 0.049 0.038
4, 4, 0.8 0.894 0.901 0.908 0.924 0.416 0.396 0.367 0.305
4, 4, 0.9 0.643 0.661 0.674 0.703 3.177 3.050 2.927 2.676
6, 6, 0.7 0.996 0.997 0.997 0.998 0.008 0.007 0.006 0.005
6, 6, 0.8 0.968 0.970 0.975 0.980 0.124 0.121 0.099 0.080
6, 6, 0.9 0.799 0.805 0.825 0.842 1.788 1.757 1.575 1.422
8, 8, 0.7 1.000 1.000 1.000 1.000 0.001 0.001 0.001 0.001
8, 8, 0.8 0.991 0.991 0.994 0.995 0.038 0.036 0.026 0.021
8, 8, 0.9 0.885 0.887 0.906 0.916 1.024 1.013 0.843 0.756




LoVis MedVis Mod M/M/2 M/M/2 LoVis MedVis Mod M/M/2 M/M/2
2, 2, 0.7 1.511 1.558 1.607 1.664 2.248 2.323 2.333 2.333
2, 2, 0.8 1.136 1.212 1.255 1.345 3.972 3.991 4.000 4.000
2, 2, 0.9 0.606 0.705 0.731 0.819 9.337 8.898 8.995 9.000
4, 4, 0.7 3.793 3.809 3.845 3.880 2.256 2.333 2.333 2.333
4, 4, 0.8 3.362 3.402 3.472 3.560 3.900 4.002 4.000 4.000
4, 4, 0.9 2.292 2.367 2.464 2.598 8.899 8.999 8.993 9.000
6, 6, 0.7 5.929 5.936 5.955 5.967 2.292 2.011 2.333 2.333
6, 6, 0.8 5.626 5.646 5.723 5.775 3.932 3.987 4.000 4.000
6, 6, 0.9 4.374 4.427 4.609 4.746 8.900 8.999 8.985 9.000
8, 8, 0.7 7.978 7.979 7.988 7.991 2.347 2.335 2.333 2.333
8, 8, 0.8 7.801 7.811 7.870 7.896 3.956 3.918 4.000 4.000
8, 8, 0.9 6.604 6.642 6.881 7.000 8.925 8.999 8.974 9.000
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Table C.8: Fill Rate and Expected Number of Backorders at a Production Facility
S,R, ρ
fp E[Bp]
LoVis MedVis Mod M/M/2 M/M/2 LoVis MedVis Mod M/M/2 M/M/2
2, 2, 70% 0.718 0.700 0.669 0.718 0.465 0.410 0.386 0.330
2, 2, 80% 0.556 0.529 0.483 0.545 1.188 1.047 1.034 0.910
2, 2, 90% 0.332 0.300 0.258 0.309 3.779 3.290 3.337 3.108
4, 4, 70% 0.918 0.910 0.912 0.932 0.133 0.124 0.102 0.079
4, 4, 80% 0.797 0.776 0.776 0.814 0.527 0.497 0.447 0.373
4, 4, 80% 0.546 0.506 0.504 0.547 2.442 2.342 2.232 2.039
6, 6, 70% 0.976 0.973 0.978 0.983 0.040 0.035 0.025 0.019
6, 6, 80% 0.904 0.893 0.906 0.924 0.249 0.238 0.188 0.153
6, 6, 90% 0.681 0.648 0.670 0.703 1.707 1.665 1.483 1.338
8, 8, 70% 0.993 0.992 0.995 0.996 0.012 0.011 0.006 0.005
8, 8, 80% 0.954 0.949 0.961 0.969 0.118 0.112 0.078 0.063
8, 8, 70% 0.774 0.750 0.782 0.805 1.210 1.185 0.981 0.878




LoVis MedVis Mod M/M/2 M/M/2 LoVis MedVis Mod M/M/2 M/M/2
2, 2, 70% 0.859 0.856 0.829 0.957 3.298 2.738 2.333 2.333
2, 2, 80% 0.608 0.602 0.551 0.688 5.349 4.443 4.000 4.000
2, 2, 90% 0.325 0.319 0.274 0.370 11.308 9.394 8.996 9.000
4, 4, 70% 2.347 2.343 2.414 2.707 3.230 2.745 2.333 2.333
4, 4, 80% 1.791 1.780 1.843 2.151 5.184 4.443 4.000 4.000
4, 4, 80% 1.049 1.025 1.076 1.302 10.754 9.473 8.994 9.000
6, 6, 70% 4.073 4.072 4.290 4.646 3.225 2.646 2.333 2.333
6, 6, 80% 3.265 3.257 3.524 3.931 5.168 4.439 4.000 4.000
6, 6, 90% 2.033 2.008 2.265 2.601 10.687 9.472 8.992 9.000
8, 8, 70% 5.913 5.912 6.254 6.632 3.225 2.744 2.333 2.333
8, 8, 80% 4.912 4.908 5.385 5.840 5.166 4.416 4.000 4.000
8, 8, 70% 3.220 3.199 3.720 4.141 10.692 9.474 8.988 9.000
193
Table C.10: Expected Time Spent by an Order at the Retail Store and a Production
Facility
S,R, ρ
E[T r] E[T p]
LoVis MedVis Mod M/M/2 M/M/2 LoVis MedVis Mod M/M/2 M/M/2
2, 2, 0.7 2.442 2.377 2.378 3.249 4.931 4.820 4.772 4.659
2, 2, 0.8 3.511 3.303 3.324 2.345 6.375 6.094 6.069 5.820
2, 2, 0.9 8.093 7.281 7.406 1.819 11.484 10.579 10.675 10.216
4, 4, 0.7 4.059 4.056 4.049 4.880 8.266 8.247 8.204 8.158
4, 4, 0.8 4.416 4.395 4.367 4.560 9.054 8.994 8.895 8.746
4, 4, 0.9 7.176 7.050 6.927 3.598 12.884 12.683 12.463 12.078
6, 6, 0.7 6.008 6.007 6.006 6.967 12.079 12.071 12.051 12.038
6, 6, 0.8 6.125 6.121 6.099 6.775 12.499 12.475 12.376 12.305
6, 6, 0.9 7.783 7.757 7.575 5.746 15.408 15.331 14.965 14.676
8, 8, 0.7 8.001 8.001 8.001 8.991 16.023 16.022 16.012 16.009
8, 8, 0.8 8.038 8.036 8.026 8.896 16.237 16.225 16.156 16.125
8, 8, 0.9 8.988 9.013 8.843 8.000 18.375 18.371 17.961 17.755
C.3 Validation of the M/G/2 based model for the 1R/2P SCN with
Heterogeneous Production Facilities
This section presents the analytical and simulation results for the validation of the
M/G/2 based approximation for the heterogeneous 1R/2P SCN configuration. The
values of the performance measures at the retail store and a production facility are
presented in Tables C.11 through C.14, respectively.
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Table C.11: Performance Measures at the Retail Store
fr E[Br] E[Ir] E[W br] E[T r]
(S,R) (τ1, τ2) Sim Que Sim Que Sim Que Sim Que Sim Que
(2, 1)
(1.3, 1.5) 0.791 0.804 0.503 0.455 0.749 0.804 2.408 2.325 1.504 1.455
(1.2 1.6) 0.803 0.810 0.454 0.439 0.759 0.810 2.304 2.304 1.453 1.439
(1.1, 1.7) 0.822 0.817 0.383 0.416 0.776 0.817 2.148 2.277 1.383 1.416
(1.4, 1.4) 0.782 0.802 0.51 0.461 0.782 0.802 2.335 2.333 1.510 1.461
(1.5, 1.7) 0.620 0.640 1.544 1.427 0.570 0.640 4.066 3.963 2.543 2.427
(1.4, 1.8) 0.637 0.651 1.399 1.348 0.585 0.651 3.857 3.861 2.398 2.348
(1.3, 1.9) 0.665 0.668 1.190 1.235 0.609 0.668 3.548 3.716 2.190 2.234
(1.6, 1.6) 0.607 0.636 1.009 1.456 0.607 0.636 4.003 4.000 2.573 2.456
(1.7, 1.9) 0.366 0.385 5.689 5.409 0.325 0.385 8.975 8.799 6.689 6.409
(1.6, 2.0) 0.389 0.405 5.039 4.911 0.345 0.405 8.249 8.258 6.038 5.911
(1.5, 2.1) 0.426 0.436 4.164 4.249 0.376 0.436 7.255 7.529 5.164 5.249
(1.8, 1.8) 0.351 0.378 5.846 5.594 0.351 0.378 9.003 9.000 6.846 6.594
(4, 2)
(1.3, 1.5) 0.965 0.967 0.082 0.076 1.903 1.920 2.334 2.325 2.082 2.076
(1.2 1.6) 0.969 0.969 0.068 0.072 1.913 1.924 2.228 2.304 2.068 2.072
(1.1, 1.7) 0.976 0.970 0.051 0.067 1.928 1.928 2.064 2.277 2.051 2.067
(1.4, 1.4) 0.963 0.967 0.086 0.078 1.911 1.919 2.340 2.333 2.086 2.078
(1.5, 1.7) 0.875 0.883 0.496 0.463 1.695 1.737 3.976 3.963 2.495 2.463
(1.4, 1.8) 0.888 0.890 0.423 0.426 1.721 1.751 3.764 3.861 2.423 2.426
(1.3, 1.9) 0.906 0.899 0.325 0.375 1.759 1.771 3.450 3.716 2.325 2.375
(1.6, 1.6) 0.871 0.881 0.515 0.477 1.710 1.732 4.003 4.000 2.516 2.477
(1.7, 1.9) 0.627 0.641 3.325 3.157 1.178 1.242 8.896 8.799 5.324 5.157
(1.6, 2.0) 0.656 0.664 2.812 2.773 1.235 1.287 8.166 8.258 4.811 4.773
(1.5, 2.1) 0.700 0.698 2.149 2.277 1.321 1.355 7.165 7.529 4.149 4.277
(1.8, 1.8) 0.617 0.633 3.452 3.303 1.190 1.225 9.001 9.000 5.452 5.303
(6, 3)
(1.3, 1.5) 0.994 0.995 0.013 0.013 2.971 2.976 2.264 2.325 3.013 3.013
(1.2 1.6) 0.995 0.995 0.010 0.012 2.976 2.977 2.149 2.304 3.010 3.012
(1.1, 1.7) 0.997 0.995 0.007 0.011 2.982 2.978 1.957 2.277 3.007 3.011
(1.4, 1.4) 0.994 0.994 0.014 0.013 2.973 2.975 2.371 2.333 3.015 3.013
(1.5, 1.7) 0.960 0.962 0.160 0.150 2.836 2.855 3.941 3.963 3.159 3.150
(1.4, 1.8) 0.966 0.965 0.129 0.135 2.857 2.866 3.728 3.861 3.128 3.135
(1.3, 1.9) 0.974 0.969 0.089 0.114 2.887 2.881 3.412 3.716 3.089 3.114
(1.6, 1.6) 0.958 0.961 0.169 0.156 2.839 2.851 4.010 4.000 3.169 3.156
(1.7, 1.9) 0.781 0.791 1.948 1.843 2.245 2.297 8.868 8.799 4.948 4.843
(1.6, 2.0) 0.807 0.810 1.574 1.566 2.326 2.359 8.141 8.258 4.574 4.566
(1.5, 2.1) 0.844 0.838 1.114 1.221 2.442 2.446 7.121 7.529 4.113 4.221
(1.8, 1.8) 0.774 0.783 2.038 1.951 2.242 2.275 9.002 9.000 5.039 4.951
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(S,R) (τ1, τ2) Sim Que Sim Que Sim Que Sim Que
(2, 1)
(1.3, 1.5) 0.727 0.720 0.719 0.720 0.364 0.370 0.391 0.417
(1.2 1.6) 0.744 0.727 0.727 0.727 0.321 0.335 0.373 0.429
(1.1, 1.7) 0.767 0.737 0.743 0.737 0.268 0.295 0.339 0.438
(1.4, 1.4) 0.720 0.718 0.720 0.718 0.386 0.330 0.386 0.330
(1.5, 1.7) 0.556 0.549 0.547 0.549 0.964 0.941 1.009 1.001
(1.4, 1.8) 0.576 0.561 0.559 0.561 0.864 0.865 0.949 0.986
(1.3, 1.9) 0.606 0.578 0.580 0.578 0.731 0.768 0.850 0.952
(1.6, 1.6) 0.547 0.545 0.547 0.545 1.009 0.910 1.009 0.910
(1.7, 1.9) 0.320 0.315 0.314 0.315 3.147 3.040 3.218 3.111
(1.6, 2.0) 0.344 0.333 0.331 0.333 2.779 2.746 2.915 2.890
(1.5, 2.1) 0.381 0.361 0.359 0.361 2.298 2.365 2.490 2.584
(1.8, 1.8) 0.311 0.309 0.311 0.309 3.270 3.108 3.270 3.108
(4, 2)
(1.3, 1.5) 0.935 0.933 0.933 0.933 0.086 0.104 0.093 0.124
(1.2 1.6) 0.943 0.935 0.939 0.935 0.072 0.090 0.083 0.130
(1.1, 1.7) 0.953 0.939 0.948 0.939 0.054 0.075 0.069 0.136
(1.4, 1.4) 0.932 0.932 0.932 0.932 0.093 0.079 0.093 0.079
(1.5, 1.7) 0.820 0.817 0.816 0.817 0.391 0.411 0.409 0.448
(1.4, 1.8) 0.836 0.825 0.829 0.825 0.334 0.365 0.368 0.439
(1.3, 1.9) 0.859 0.837 0.849 0.837 0.261 0.310 0.305 0.420
(1.6, 1.6) 0.814 0.814 0.814 0.814 0.414 0.373 0.414 0.373
(1.7, 1.9) 0.557 0.555 0.553 0.555 2.050 2.012 2.096 2.072
(1.6, 2.0) 0.588 0.578 0.579 0.578 1.745 1.767 1.832 1.886
(1.5, 2.1) 0.635 0.612 0.621 0.612 1.357 1.456 1.472 1.634
(1.8, 1.8) 0.547 0.547 0.547 0.547 2.146 2.039 2.146 2.039
(6, 3)
(1.3, 1.5) 0.985 0.984 0.984 0.984 0.020 0.029 0.022 0.037
(1.2 1.6) 0.987 0.985 0.986 0.985 0.016 0.042 0.024 0.039
(1.1, 1.7) 0.991 0.986 0.989 0.986 0.011 0.019 0.014 0.042
(1.4, 1.4) 0.984 0.984 0.984 0.984 0.022 0.019 0.022 0.019
(1.5, 1.7) 0.927 0.925 0.925 0.925 0.158 0.179 0.166 0.200
(1.4, 1.8) 0.936 0.930 0.934 0.930 0.129 0.154 0.142 0.195
(1.3, 1.9) 0.950 0.937 0.946 0.937 0.093 0.125 0.109 0.185
(1.6, 1.6) 0.924 0.924 0.924 0.924 0.170 0.153 0.170 0.153
(1.7, 1.9) 0.712 0.711 0.709 0.711 1.337 1.331 1.367 1.380
(1.6, 2.0) 0.742 0.733 0.736 0.733 1.097 1.137 1.151 1.231
(1.5, 2.1) 0.785 0.764 0.776 0.764 0.802 0.897 0.870 1.033
(1.8, 1.8) 0.703 0.703 0.703 0.703 1.408 1.338 1.408 1.338
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(S,R) (τ1, τ2) Sim Que Sim Que Sim Que Sim Que
(2, 1)
(1.3, 1.5) 0.943 1.049 0.890 1.011 2.539 2.542 2.931 3.105
(1.2 1.6) 0.989 1.082 0.881 1.005 2.278 2.274 3.043 3.415
(1.1, 1.7) 1.047 1.125 0.883 1.002 2.001 2.011 3.099 3.766
(1.4, 1.4) 0.911 0.957 0.911 0.957 2.754 2.333 2.754 2.333
(1.5, 1.7) 0.672 0.782 0.630 0.761 4.136 3.997 4.691 4.643
(1.4, 1.8) 0.715 0.812 0.629 0.767 3.708 3.623 4.779 4.912
(1.3, 1.9) 0.772 0.854 0.639 0.781 3.239 3.236 4.744 5.166
(1.6, 1.6) 0.645 0.688 0.645 0.688 4.458 4.000 4.458 4.000
(1.7, 1.9) 0.362 0.446 0.336 0.439 8.821 8.481 9.862 9.540
(1.6, 2.0) 0.399 0.476 0.345 0.460 7.712 7.538 9.659 9.559
(1.5, 2.1) 0.453 0.521 0.367 0.492 6.481 6.511 9.089 9.360
(1.8, 1.8) 0.342 0.371 0.342 0.371 9.494 9.000 9.494 9.000
(4, 2)
(1.3, 1.5) 2.665 2.782 2.592 2.718 2.532 2.985 2.925 3.858
(1.2 1.6) 2.739 2.837 2.592 2.705 2.277 2.589 3.029 4.379
(1.1, 1.7) 2.833 2.906 2.613 2.700 2.002 2.204 3.080 5.004
(1.4, 1.4) 2.618 2.707 2.618 2.707 2.746 2.333 2.746 2.333
(1.5, 1.7) 2.098 2.251 2.030 2.208 4.127 4.289 4.675 5.106
(1.4, 1.8) 2.185 2.312 2.047 2.220 3.702 3.844 4.763 5.495
(1.3, 1.9) 2.303 2.396 2.093 2.248 3.234 3.387 4.715 5.907
(1.6, 1.6) 2.050 2.151 2.050 2.151 4.445 4.000 4.445 4.000
(1.7, 1.9) 1.265 1.418 1.215 1.400 8.822 8.634 9.860 9.772
(1.6, 2.0) 1.365 1.496 1.262 1.456 7.719 7.661 9.644 9.855
(1.5, 2.1) 1.512 1.613 1.348 1.542 6.486 6.604 9.069 9.746
(1.8, 1.8) 1.219 1.302 1.219 1.302 9.475 9.000 9.475 9.000
(6, 3)
(1.3, 1.5) 4.599 4.707 4.521 4.631 2.523 3.505 2.922 4.795
(1.2 1.6) 4.683 4.771 4.527 4.615 2.280 2.948 3.017 5.617
(1.1, 1.7) 4.790 4.850 4.558 4.606 1.989 2.416 3.059 6.648
(1.4, 1.4) 4.547 4.646 4.547 4.646 2.745 2.333 2.745 2.333
(1.5, 1.7) 3.866 4.020 3.786 3.960 4.127 4.601 4.677 5.615
(1.4, 1.8) 3.980 4.101 3.821 3.977 3.700 4.079 4.758 6.146
(1.3, 1.9) 4.135 4.211 3.897 4.013 3.237 3.545 4.731 6.753
(1.6, 1.6) 3.806 3.930 3.806 3.930 4.445 4.000 4.445 4.000
(1.7, 1.9) 2.551 2.738 2.485 2.708 8.836 8.789 9.881 10.009
(1.6, 2.0) 2.717 2.866 2.582 2.801 7.739 7.786 9.665 10.160
(1.5, 2.1) 2.957 3.053 2.746 2.941 6.498 6.698 9.086 10.149
(1.8, 1.8) 2.481 2.601 2.481 2.601 9.474 9.000 9.474 9.000
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Table C.14: Expected Time Spent by an Order at the Production Facilities and
Utilizations







(S,R) (τ1, τ2) Sim Que Sim Que Sim Que Sim Que
(2, 1)
(1.3, 1.5) 4.499 4.555 5.037 5.040 0.683 0.677 0.712 0.719
(1.2 1.6) 4.215 4.326 5.279 5.279 0.661 0.648 0.719 0.736
(1.1, 1.7) 3.944 4.117 5.502 5.508 0.633 0.613 0.723 0.753
(1.4, 1.4) 4.773 4.659 4.773 4.659 0.700 0.700 0.700 0.700
(1.5, 1.7) 5.645 5.634 6.336 6.279 0.788 0.783 0.808 0.813
(1.4, 1.8) 5.212 5.273 6.546 6.539 0.770 0.761 0.811 0.822
(1.3, 1.9) 4.764 4.917 6.677 6.755 0.746 0.732 0.811 0.830
(1.6, 1.6) 6.019 5.820 6.019 5.820 0.800 0.800 0.800 0.800
(1.7, 1.9) 9.808 9.625 10.977 10.728 0.892 0.890 0.903 0.905
(1.6, 2.0) 8.703 8.685 10.899 10.783 0.879 0.874 0.902 0.907
(1.5, 2.1) 7.506 7.683 10.505 10.614 0.860 0.852 0.897 0.907
(1.8, 1.8) 10.539 10.216 10.539 10.216 0.900 0.900 0.900 0.900
(4, 2)
(1.3, 1.5) 7.777 7.886 8.623 8.599 0.683 0.677 0.712 0.719
(1.2 1.6) 7.394 7.577 9.086 8.975 0.661 0.648 0.719 0.736
(1.1, 1.7) 7.050 7.313 9.572 9.342 0.633 0.613 0.723 0.753
(1.4, 1.4) 8.187 8.158 8.187 8.158 0.700 0.700 0.700 0.700
(1.5, 1.7) 8.362 8.448 9.284 9.306 0.788 0.783 0.808 0.813
(1.4, 1.8) 7.889 8.033 9.694 9.721 0.770 0.761 0.811 0.822
(1.3, 1.9) 7.434 7.655 10.084 10.113 0.746 0.732 0.811 0.830
(1.6, 1.6) 8.829 8.746 8.829 8.746 0.800 0.800 0.800 0.800
(1.7, 1.9) 11.530 11.482 12.825 12.745 0.892 0.890 0.903 0.905
(1.6, 2.0) 10.462 10.553 12.932 12.980 0.879 0.874 0.902 0.907
(1.5, 2.1) 9.355 9.605 12.800 13.045 0.860 0.852 0.897 0.907
(1.8, 1.8) 12.293 12.078 12.293 12.078 0.900 0.900 0.900 0.900
(6, 3)
(1.3, 1.5) 11.458 11.586 12.688 12.587 0.683 0.677 0.712 0.719
(1.2 1.6) 10.925 11.160 13.392 13.124 0.661 0.648 0.719 0.736
(1.1, 1.7) 10.453 10.801 14.149 13.648 0.633 0.613 0.723 0.753
(1.4, 1.4) 12.046 12.038 12.046 12.038 0.700 0.700 0.700 0.700
(1.5, 1.7) 11.728 11.835 12.982 12.974 0.788 0.783 0.808 0.813
(1.4, 1.8) 11.155 11.326 13.631 13.568 0.770 0.761 0.811 0.822
(1.3, 1.9) 10.630 10.879 14.310 14.153 0.746 0.732 0.811 0.830
(1.6, 1.6) 12.341 12.305 12.341 12.305 0.800 0.800 0.800 0.800
(1.7, 1.9) 13.981 14.002 15.498 15.491 0.892 0.890 0.903 0.905
(1.6, 2.0) 12.924 13.059 15.858 15.945 0.879 0.874 0.902 0.907
(1.5, 2.1) 11.879 12.140 16.071 16.284 0.860 0.852 0.897 0.907
(1.8, 1.8) 14.817 14.676 14.817 14.676 0.900 0.900 0.900 0.900
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APPENDIX D
QUEUEING RESULTS FOR THE SCN CONFIGURATION 1R/2P:
GENERAL INTER-ARRIVAL AND PROCESSING TIME
DISTRIBUTIONS
This appendix presents the results for the GI/G/2-based queueing approximations
developed in Chapter 7 for the SCN configuration 1R/2P. The performance measures
at the retail store are presented in Tables D.1 and D.2, while those at a production
facility are presented in Tables D.3 and D.4. Table D.5 presents the expected time
spent by a part at the retail store and a production facility.






NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(2, 2, 70%)
(0.25, 0.25) 0.831 0.997 0.997 0.998 1.000 0.193 0.002 0.002 0.001 0.000
(0.25, 1.00) 0.643 0.949 0.946 0.954 0.949 0.821 0.097 0.085 0.072 0.102
(0.25, 4.00) 0.332 0.798 0.777 0.785 0.804 4.894 1.699 1.439 1.406 1.415
(1.00, 0.25) 0.719 0.919 0.916 0.923 0.944 0.498 0.128 0.115 0.105 0.103
(1.00, 1.00) 0.567 0.842 0.837 0.848 0.862 1.285 0.444 0.385 0.360 0.323
(1.00, 4.00) 0.313 0.724 0.706 0.713 0.760 5.525 2.436 2.025 1.995 1.776
(4.00, 0.25) 0.506 0.619 0.615 0.626 0.663 1.805 1.460 1.328 1.294 1.168
(4.00, 1.00) 0.417 0.582 0.575 0.585 0.636 2.957 2.248 1.974 1.933 1.647
(4.00, 4.00) 0.268 0.553 0.540 0.547 0.649 7.604 5.092 4.209 4.115 3.694
Continued on next page
199






NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(2, 2, 80%)
(0.25, 0.25) 0.626 0.977 0.975 0.980 0.968 0.809 0.028 0.025 0.020 0.075
(0.25, 1.00) 0.405 0.841 0.831 0.846 0.848 2.598 0.509 0.447 0.407 0.417
(0.25, 4.00) 0.166 0.641 0.605 0.614 0.636 11.570 4.596 3.980 3.968 3.762
(1.00, 0.25) 0.488 0.795 0.789 0.801 0.830 1.696 0.562 0.508 0.479 0.428
(1.00, 1.00) 0.338 0.682 0.674 0.687 0.709 3.696 1.521 1.322 1.270 1.165
(1.00, 4.00) 0.156 0.555 0.533 0.541 0.585 12.815 6.231 5.168 5.120 4.731
(4.00, 0.25) 0.278 0.420 0.420 0.430 0.470 5.215 4.400 3.961 3.865 3.687
(4.00, 1.00) 0.218 0.398 0.394 0.402 0.453 7.677 6.027 5.238 5.217 4.756
(4.00, 4.00) 0.128 0.382 0.370 0.376 0.476 17.194 11.981 9.844 9.807 9.051
(2, 2, 90%)
(0.25, 0.25) 0.286 0.835 0.823 0.840 0.855 4.042 0.428 0.400 0.362 0.416
(0.25, 1.00) 0.144 0.578 0.559 0.576 0.584 9.733 2.899 2.560 2.458 2.334
(0.25, 4.00) 0.463 0.395 0.353 0.363 0.370 32.875 15.461 13.505 13.420 12.890
(1.00, 0.25) 0.192 0.534 0.523 0.535 0.553 6.912 2.901 2.643 2.573 2.421
(1.00, 1.00) 0.113 0.417 0.407 0.417 0.441 12.766 6.213 5.418 5.322 5.035
(1.00, 4.00) 0.043 0.322 0.299 0.305 0.334 35.439 19.767 16.492 16.589 15.780
(4.00, 0.25) 0.083 0.208 0.213 0.220 0.246 17.811 15.254 13.548 13.618 13.212
(4.00, 1.00) 0.063 0.201 0.201 0.205 0.241 24.025 19.303 16.710 16.722 16.109
(4.00, 4.00) 0.034 0.195 0.190 0.195 0.261 43.299 34.781 28.549 28.355 27.602
(4, 4, 70%)
(0.25, 0.25) 0.990 1.000 1.000 1.000 1.000 0.011 0.000 0.000 0.000 0.000
(0.25, 1.00) 0.929 0.998 0.997 0.999 0.995 0.143 0.004 0.004 0.002 0.012
(0.25, 4.00) 0.611 0.913 0.901 0.915 0.922 2.554 0.695 0.637 0.553 0.719
(1.00, 0.25) 0.962 0.996 0.996 0.997 0.995 0.059 0.006 0.006 0.004 0.010
(1.00, 1.00) 0.882 0.977 0.976 0.982 0.984 0.308 0.059 0.056 0.042 0.038
(1.00, 4.00) 0.579 0.875 0.862 0.876 0.903 3.042 1.069 0.974 0.878 0.913
(4.00, 0.25) 0.831 0.880 0.878 0.892 0.926 0.542 0.435 0.425 0.372 0.218
(4.00, 1.00) 0.734 0.834 0.829 0.845 0.888 1.195 0.838 0.780 0.717 0.457
(4.00, 4.00) 0.496 0.748 0.735 0.750 0.816 4.753 2.802 2.511 2.338 2.232
(4, 4, 80%)
(0.25, 0.25) 0.934 1.000 1.000 1.000 0.996 0.123 0.000 0.000 0.000 0.009
(0.25, 1.00) 0.763 0.976 0.974 0.982 0.977 0.894 0.071 0.069 0.046 0.081
(0.25, 4.00) 0.361 0.794 0.766 0.786 0.811 7.976 2.530 2.354 2.207 2.254
(1.00, 0.25) 0.845 0.968 0.967 0.975 0.977 0.443 0.082 0.079 0.060 0.072
(1.00, 1.00) 0.678 0.906 0.900 0.917 0.924 1.562 0.422 0.403 0.336 0.305
(1.00, 4.00) 0.336 0.735 0.713 0.731 0.771 9.107 3.597 3.206 3.043 2.954
Continued on next page
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NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(4, 4, 80%)
(4.00, 0.25) 0.584 0.704 0.700 0.721 0.757 2.630 2.128 2.053 1.880 1.593
(4.00, 1.00) 0.473 0.650 0.647 0.664 0.709 4.583 3.293 3.032 2.913 2.425
(4.00, 4.00) 0.269 0.570 0.554 0.568 0.646 13.192 7.956 7.154 6.948 6.540
(4, 4, 90%)
(0.25, 0.25) 0.652 0.979 0.977 0.987 0.975 1.674 0.053 0.051 0.029 0.096
(0.25, 1.00) 0.385 0.827 0.814 0.846 0.849 6.088 1.106 1.076 0.887 0.903
(0.25, 4.00) 0.118 0.548 0.500 0.524 0.543 28.097 11.002 10.549 10.100 9.744
(1.00, 0.25) 0.490 0.810 0.801 0.828 0.842 3.756 1.118 1.099 0.949 0.901
(1.00, 1.00) 0.309 0.676 0.660 0.688 0.703 8.765 3.227 3.103 2.848 2.676
(1.00, 4.00) 0.107 0.480 0.446 0.462 0.495 30.676 14.560 13.165 12.959 12.371
(4.00, 0.25) 0.227 0.414 0.414 0.430 0.452 13.431 10.631 10.186 9.979 9.423
(4.00, 1.00) 0.168 0.377 0.373 0.387 0.417 19.378 14.375 13.236 12.845 12.180
(4.00, 4.00) 0.080 0.323 0.309 0.323 0.380 38.786 27.918 24.986 24.109 23.594
(6, 6, 70%)
(0.25, 0.25) 0.999 1.000 1.000 1.000 1.000 0.001 0.000 0.000 0.000 0.000
(0.25, 1.00) 0.987 1.000 1.000 1.000 0.999 0.024 0.000 0.000 0.000 0.002
(0.25, 4.00) 0.789 0.961 0.956 0.966 0.963 1.296 0.294 0.281 0.220 0.412
(1.00, 0.25) 0.995 1.000 1.000 1.000 1.000 0.007 0.000 0.000 0.000 0.001
(1.00, 1.00) 0.971 0.997 0.996 0.998 0.998 0.071 0.008 0.008 0.005 0.004
(1.00, 4.00) 0.759 0.938 0.933 0.944 0.953 1.632 0.513 0.466 0.391 0.528
(4.00, 0.25) 0.948 0.964 0.963 0.969 0.987 0.157 0.127 0.126 0.107 0.036
(4.00, 1.00) 0.889 0.934 0.931 0.942 0.970 0.467 0.321 0.313 0.268 0.120
(4.00, 4.00) 0.671 0.847 0.839 0.856 0.896 2.911 1.672 1.524 1.344 1.434
(6, 6, 80%)
(0.25, 0.25) 0.990 1.000 1.000 1.000 1.000 0.019 0.000 0.000 0.000 0.001
(0.25, 1.00) 0.916 0.996 0.996 0.998 0.995 0.296 0.010 0.010 0.005 0.019
(0.25, 4.00) 0.536 0.875 0.860 0.880 0.894 5.399 1.491 1.400 1.237 1.436
(1.00, 0.25) 0.958 0.995 0.995 0.997 0.996 0.111 0.012 0.012 0.007 0.014
(1.00, 1.00) 0.859 0.971 0.969 0.978 0.980 0.636 0.128 0.125 0.089 0.080
(1.00, 4.00) 0.503 0.832 0.816 0.838 0.866 6.367 2.207 2.071 1.820 1.940
(4.00, 0.25) 0.781 0.847 0.847 0.864 0.896 1.284 1.088 1.046 0.914 0.678
(4.00, 1.00) 0.670 0.797 0.794 0.812 0.852 2.670 1.829 1.784 1.629 1.226
(4.00, 4.00) 0.409 0.687 0.672 0.693 0.756 10.000 5.715 5.311 4.949 4.825
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NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(6, 6, 90%)
(0.25, 0.25) 0.850 0.997 0.997 0.999 0.994 0.665 0.007 0.006 0.002 0.025
(0.25, 1.00) 0.592 0.925 0.921 0.944 0.942 3.709 0.464 0.458 0.321 0.369
(0.25, 4.00) 0.203 0.646 0.609 0.642 0.665 23.852 8.329 8.191 7.621 7.447
(1.00, 0.25) 0.708 0.920 0.916 0.936 0.941 1.975 0.463 0.458 0.348 0.351
(1.00, 1.00) 0.495 0.812 0.803 0.833 0.842 5.894 1.833 1.805 1.528 1.422
(1.00, 4.00) 0.185 0.584 0.549 0.578 0.614 26.395 11.331 11.164 10.141 9.775
(4.00, 0.25) 0.380 0.566 0.565 0.584 0.609 9.980 7.833 7.500 7.322 6.708
(4.00, 1.00) 0.287 0.511 0.504 0.530 0.559 15.469 10.968 10.633 9.872 9.198
(4.00, 4.00) 0.137 0.418 0.404 0.425 0.478 34.593 23.667 21.308 20.527 20.227
(8, 8, 70%)
(0.25, 0.25) 1.000 1.000 1.000 1.000 1.000 0.000 0.000 0.000 0.000 0.000
(0.25, 1.00) 0.998 1.000 1.000 1.000 1.000 0.004 0.000 0.000 0.000 0.000
(0.25, 4.00) 0.890 0.982 0.981 0.986 0.979 0.649 0.129 0.122 0.087 0.252
(1.00, 0.25) 1.000 1.000 1.000 1.000 1.000 0.001 0.000 0.000 0.000 0.000
(1.00, 1.00) 0.993 1.000 1.000 1.000 1.000 0.017 0.001 0.001 0.000 0.001
(1.00, 4.00) 0.867 0.970 0.966 0.975 0.974 0.864 0.242 0.236 0.174 0.325
(4.00, 0.25) 0.985 0.988 0.988 0.991 0.998 0.045 0.042 0.039 0.031 0.006
(4.00, 1.00) 0.956 0.973 0.973 0.978 0.992 0.180 0.131 0.125 0.100 0.031
(4.00, 4.00) 0.792 0.907 0.901 0.917 0.937 1.761 0.984 0.947 0.774 0.966
(8, 8, 80%)
(0.25, 0.25) 0.998 1.000 1.000 1.000 1.000 0.003 0.000 0.000 0.000 0.000
(0.25, 1.00) 0.971 0.999 0.999 1.000 0.999 0.097 0.001 0.001 0.000 0.004
(0.25, 4.00) 0.674 0.923 0.916 0.933 0.936 3.611 0.901 0.837 0.696 0.959
(1.00, 0.25) 0.989 0.999 0.999 1.000 0.999 0.028 0.002 0.002 0.001 0.003
(1.00, 1.00) 0.941 0.991 0.990 0.994 0.995 0.255 0.039 0.039 0.023 0.021
(1.00, 4.00) 0.638 0.893 0.881 0.903 0.916 4.402 1.379 1.375 1.088 1.326
(4.00, 0.25) 0.890 0.922 0.919 0.934 0.956 0.617 0.540 0.548 0.443 0.288
(4.00, 1.00) 0.801 0.881 0.881 0.894 0.925 1.528 1.076 1.017 0.911 0.620
(4.00, 4.00) 0.534 0.773 0.761 0.781 0.828 7.518 4.043 3.798 3.532 3.629
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NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(8, 8, 90%)
(0.25, 0.25) 0.938 1.000 1.000 1.000 0.998 0.260 0.001 0.001 0.000 0.007
(0.25, 1.00) 0.741 0.968 0.966 0.980 0.976 2.224 0.196 0.194 0.116 0.157
(0.25, 4.00) 0.293 0.718 0.695 0.730 0.751 20.139 6.751 6.342 5.758 5.752
(1.00, 0.25) 0.841 0.966 0.965 0.977 0.977 1.020 0.191 0.190 0.127 0.142
(1.00, 1.00) 0.645 0.890 0.885 0.910 0.916 3.910 1.062 1.050 0.821 0.756
(1.00, 4.00) 0.268 0.663 0.639 0.669 0.703 22.598 9.116 8.647 7.937 7.783
(4.00, 0.25) 0.517 0.675 0.672 0.695 0.722 7.337 5.872 5.728 5.378 4.775
(4.00, 1.00) 0.404 0.623 0.614 0.639 0.667 12.252 8.172 8.030 7.591 6.946
(4.00, 4.00) 0.199 0.500 0.488 0.510 0.560 30.740 19.889 18.040 17.487 17.389







NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(2, 2, 70%)
(0.25, 0.25) 1.519 1.966 1.969 1.979 1.997 2.130 0.711 0.593 0.590 0.114
(0.25, 1.00) 1.140 1.759 1.779 1.812 1.862 3.265 1.923 1.578 1.577 1.991
(0.25, 4.00) 0.585 1.323 1.380 1.408 1.571 8.217 8.404 6.448 6.538 7.227
(1.00, 0.25) 1.287 1.723 1.752 1.774 1.845 2.748 1.569 1.368 1.366 1.825
(1.00, 1.00) 0.999 1.510 1.557 1.585 1.664 3.919 2.817 2.365 2.365 2.333
(1.00, 4.00) 0.553 1.175 1.248 1.269 1.476 8.927 8.821 6.900 6.960 7.402
(4.00, 0.25) 0.888 1.214 1.292 1.311 1.254 4.593 3.834 3.455 3.459 3.465
(4.00, 1.00) 0.732 1.097 1.177 1.195 1.212 5.990 5.373 4.651 4.658 4.530
(4.00, 4.00) 0.476 0.932 1.024 1.040 1.255 11.247 11.392 9.157 9.091 10.512
(2, 2, 80%)
(0.25, 0.25) 1.092 1.850 1.861 1.889 1.923 3.122 1.182 1.005 1.005 2.375
(0.25, 1.00) 0.692 1.436 1.481 1.528 1.630 5.273 3.196 2.650 2.650 2.748
(0.25, 4.00) 0.288 0.957 1.036 1.061 1.227 14.658 12.787 10.084 10.265 10.338
(1.00, 0.25) 0.839 1.412 1.468 1.498 1.580 4.245 2.746 2.412 2.411 2.519
(1.00, 1.00) 0.576 1.134 1.210 1.241 1.345 6.468 4.788 4.054 4.054 4.000
(1.00, 4.00) 0.270 0.813 0.912 0.933 1.125 15.943 14.009 11.066 11.149 11.412
(4.00, 0.25) 0.473 0.815 0.917 0.934 0.881 8.075 7.594 6.839 6.788 6.951
(4.00, 1.00) 0.374 0.722 0.821 0.836 0.859 10.636 10.009 8.649 8.727 8.701
(4.00, 4.00) 0.226 0.590 0.699 0.712 0.916 20.462 19.372 15.630 15.724 17.276
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NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(2, 2, 90%)
(0.25, 0.25) 0.471 1.414 1.450 1.501 1.632 6.508 2.593 2.257 2.257 2.879
(0.25, 1.00) 0.237 0.849 0.927 0.970 1.087 12.108 6.875 5.797 5.800 5.603
(0.25, 4.00) 0.079 0.495 0.581 0.605 0.704 35.000 25.564 20.851 21.054 20.455
(1.00, 0.25) 0.315 0.856 0.938 0.966 1.018 9.342 6.220 5.537 5.537 5.414
(1.00, 1.00) 0.186 0.605 0.701 0.725 0.819 15.087 10.660 9.131 9.132 9.000
(1.00, 4.00) 0.074 0.394 0.496 0.509 0.635 37.537 29.173 23.514 23.864 23.684
(4.00, 0.25) 0.138 0.384 0.483 0.495 0.458 20.064 19.277 17.212 17.462 17.521
(4.00, 1.00) 0.105 0.333 0.426 0.434 0.454 26.221 24.178 20.926 21.045 21.220
(4.00, 4.00) 0.060 0.257 0.357 0.366 0.499 45.272 43.252 35.265 35.222 37.338
(4, 4, 70%)
(0.25, 0.25) 3.846 4.000 4.000 4.000 4.000 2.014 0.268 0.203 0.048 0.114
(0.25, 1.00) 3.435 3.954 3.957 3.978 3.964 3.015 1.717 1.530 1.530 2.487
(0.25, 4.00) 2.075 3.355 3.402 3.489 3.610 7.521 7.965 6.435 6.476 9.257
(1.00, 0.25) 3.633 3.945 3.949 3.967 3.964 2.557 1.453 1.354 1.367 2.193
(1.00, 1.00) 3.187 3.792 3.808 3.855 3.880 3.598 2.589 2.341 2.327 2.333
(1.00, 4.00) 1.961 3.168 3.231 3.314 3.514 8.182 8.559 7.083 7.092 9.400
(4.00, 0.25) 2.952 3.398 3.444 3.508 3.535 4.202 3.640 3.489 3.454 2.955
(4.00, 1.00) 2.544 3.166 3.229 3.299 3.370 5.468 5.039 4.574 4.620 4.076
(4.00, 4.00) 1.669 2.678 2.788 2.861 3.133 10.360 11.116 9.465 9.368 12.116
(4, 4, 80%)
(0.25, 0.25) 3.441 3.988 3.989 3.996 3.972 2.861 1.078 0.981 0.824 2.375
(0.25, 1.00) 2.626 3.745 3.760 3.839 3.848 4.752 2.914 2.606 2.595 3.434
(0.25, 4.00) 1.170 2.723 2.798 2.904 3.107 13.380 12.267 10.066 10.303 11.895
(1.00, 0.25) 2.985 3.736 3.752 3.814 3.844 3.843 2.564 2.386 2.378 3.103
(1.00, 1.00) 2.285 3.360 3.400 3.499 3.560 5.819 4.471 4.044 4.041 4.000
(1.00, 4.00) 1.087 2.478 2.590 2.686 2.935 14.594 13.595 11.167 11.314 12.886
(4.00, 0.25) 1.933 2.654 2.740 2.826 2.794 7.272 7.196 6.852 6.753 6.568
(4.00, 1.00) 1.543 2.388 2.502 2.579 2.616 9.622 9.422 8.581 8.682 8.334
(4.00, 4.00) 0.873 1.912 2.071 2.133 2.438 18.901 18.489 16.054 16.085 18.492
(4, 4, 90%)
(0.25, 0.25) 2.148 3.759 3.769 3.868 3.850 5.768 2.455 2.245 2.240 3.905
(0.25, 1.00) 1.205 2.888 2.929 3.116 3.214 10.791 6.387 5.771 5.769 5.999
(0.25, 4.00) 0.365 1.657 1.751 1.862 2.016 32.533 24.312 21.095 21.197 21.310
(1.00, 0.25) 1.559 2.911 2.951 3.092 3.169 8.287 5.895 5.524 5.516 5.709
(1.00, 1.00) 0.955 2.289 2.364 2.499 2.598 13.532 9.961 9.125 9.128 9.000
(1.00, 4.00) 0.333 1.425 1.563 1.640 1.833 35.022 27.991 23.737 24.087 24.492
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NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(4, 4, 90%)
(4.00, 0.25) 0.698 1.495 1.626 1.691 1.611 18.184 18.141 17.390 17.523 17.179
(4.00, 1.00) 0.516 1.297 1.441 1.498 1.499 24.036 23.082 21.133 20.973 20.891
(4.00, 4.00) 0.252 0.964 1.139 1.193 1.407 42.735 41.191 36.166 35.619 38.043
(6, 6, 70%)
(0.25, 0.25) 5.961 6.000 6.000 6.000 6.000 1.985 0.000 0.000 0.000 0.118
(0.25, 1.00) 5.726 5.993 5.993 5.998 5.989 2.920 1.408 1.332 1.207 2.516
(0.25, 4.00) 4.118 5.508 5.538 5.644 5.694 7.132 7.555 6.371 6.404 11.033
(1.00, 0.25) 5.857 5.991 5.992 5.996 5.991 2.494 1.452 1.417 1.398 2.204
(1.00, 1.00) 5.522 5.928 5.934 5.960 5.996 3.462 2.368 2.218 2.172 2.333
(1.00, 4.00) 3.930 5.314 5.374 5.478 5.615 7.755 8.292 6.995 6.988 11.182
(4.00, 0.25) 5.291 5.652 5.674 5.731 5.818 4.025 3.493 3.396 3.464 2.812
(4.00, 1.00) 4.803 5.410 5.445 5.533 5.663 5.206 4.830 4.564 4.624 3.995
(4.00, 4.00) 3.413 4.715 4.818 4.940 5.202 9.820 10.961 9.490 9.343 13.782
(6, 6, 80%)
(0.25, 0.25) 5.748 5.999 5.999 6.000 5.992 2.767 0.238 0.206 0.000 2.375
(0.25, 1.00) 4.978 5.907 5.911 5.957 5.938 4.512 2.714 2.537 2.526 3.688
(0.25, 4.00) 2.608 4.750 4.824 4.995 5.183 12.579 11.915 10.015 10.302 13.505
(1.00, 0.25) 5.368 5.904 5.909 5.946 5.943 3.673 2.476 2.357 2.347 3.314
(1.00, 1.00) 4.539 5.622 5.642 5.744 5.775 5.498 4.347 4.032 4.019 4.000
(1.00, 4.00) 2.433 4.454 4.552 4.727 4.986 13.729 13.109 11.258 11.240 14.433
(4.00, 0.25) 4.012 4.833 4.900 5.025 5.085 6.846 7.121 6.818 6.746 6.528
(4.00, 1.00) 3.340 4.465 4.553 4.687 4.801 9.040 9.032 8.644 8.673 8.300
(4.00, 4.00) 1.963 3.618 3.777 3.921 4.285 17.838 18.252 16.187 16.125 19.789
(6, 6, 90%)
(0.25, 0.25) 4.434 5.918 5.922 5.972 5.929 5.416 2.324 2.162 2.112 3.985
(0.25, 1.00) 2.845 5.150 5.176 5.422 5.466 10.046 6.220 5.767 5.774 6.367
(0.25, 4.00) 0.920 3.163 3.255 3.486 3.703 30.712 23.541 20.924 21.237 22.203
(1.00, 0.25) 3.507 5.179 5.205 5.393 5.450 7.729 5.753 5.478 5.477 5.986
(1.00, 1.00) 2.328 4.366 4.418 4.660 4.746 12.598 9.749 9.141 9.127 9.000
(1.00, 4.00) 0.837 2.820 2.934 3.135 3.404 33.132 27.247 24.739 24.043 25.333
(4.00, 0.25) 1.749 3.086 3.210 3.333 3.285 16.972 18.046 17.241 17.591 17.157
(4.00, 1.00) 1.305 2.700 2.841 2.995 3.019 22.533 22.429 21.431 20.981 20.871
(4.00, 4.00) 0.621 1.994 2.221 2.350 2.632 40.723 40.613 35.718 35.679 38.767
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NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(8, 8, 70%)
(0.25, 0.25) 7.990 8.000 8.000 8.000 8.000 1.977 0.000 0.000 0.000 0.000
(0.25, 1.00) 7.878 7.999 7.999 8.000 7.997 2.880 0.313 0.290 0.000 2.518
(0.25, 4.00) 6.393 7.654 7.678 7.775 7.761 6.889 7.260 6.281 6.336 12.140
(1.00, 0.25) 7.948 7.999 7.999 8.000 7.998 2.471 0.825 0.859 0.455 2.204
(1.00, 1.00) 7.748 7.978 7.979 7.990 7.991 3.397 2.280 2.138 2.002 2.333
(1.00, 4.00) 6.166 7.493 7.519 7.639 7.698 7.484 7.979 7.003 6.914 12.334
(4.00, 0.25) 7.573 7.815 7.823 7.867 7.939 3.933 3.589 3.342 3.535 2.758
(4.00, 1.00) 7.136 7.623 7.644 7.720 7.843 5.056 4.891 4.558 4.636 3.978
(4.00, 4.00) 5.493 6.873 6.947 7.108 7.313 9.457 10.595 9.600 9.283 15.277
(8, 8, 80%)
(0.25, 0.25) 7.895 8.000 8.000 8.000 7.998 2.730 0.000 0.000 0.000 2.375
(0.25, 1.00) 7.332 7.968 7.970 7.990 7.974 4.383 2.441 2.373 2.047 3.750
(0.25, 4.00) 4.459 6.891 6.955 7.172 7.300 12.033 11.653 9.949 10.321 14.942
(1.00, 0.25) 7.648 7.969 7.971 7.986 7.979 3.590 2.382 2.253 2.156 3.364
(1.00, 1.00) 6.913 7.797 7.807 7.881 7.896 5.314 4.197 4.006 3.955 4.000
(1.00, 4.00) 4.192 6.586 6.648 6.890 7.106 13.131 12.839 11.521 11.162 15.880
(4.00, 0.25) 6.338 7.102 7.125 7.276 7.386 6.588 6.952 6.780 6.714 6.523
(4.00, 1.00) 5.498 6.678 6.761 6.913 7.080 8.666 9.015 8.526 8.641 8.298
(4.00, 4.00) 3.440 5.584 5.731 5.921 6.300 17.069 17.848 15.928 16.108 21.112
(8, 8, 90%)
(0.25, 0.25) 6.848 7.975 7.976 7.995 7.967 5.219 2.115 2.052 1.729 3.989
(0.25, 1.00) 4.921 7.414 7.429 7.660 7.663 9.570 6.141 5.743 5.793 6.670
(0.25, 4.00) 1.764 4.891 5.006 5.358 5.616 29.311 23.907 20.748 21.285 23.116
(1.00, 0.25) 5.799 7.446 7.460 7.637 7.663 7.391 5.675 5.457 5.462 6.223
(1.00, 1.00) 4.161 6.588 6.629 6.927 7.000 11.980 9.626 9.136 9.123 9.000
(1.00, 4.00) 1.607 4.460 4.596 4.891 5.219 31.659 27.034 23.939 24.016 26.196
(4.00, 0.25) 3.234 4.950 5.043 5.253 5.262 16.127 18.070 17.441 17.646 17.155
(4.00, 1.00) 2.469 4.463 4.568 4.787 4.845 21.436 21.669 20.786 21.020 20.870
(4.00, 4.00) 1.190 3.318 3.570 3.762 4.104 39.082 39.786 35.230 35.680 39.508
206






NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(2, 2, 70%)
(0.25, 0.25) 0.654 0.963 0.961 0.973 0.976 0.337 0.018 0.016 0.011 0.001
(0.25, 1.00) 0.546 0.860 0.849 0.871 0.845 0.840 0.169 0.153 0.130 0.120
(0.25, 4.00) 0.410 0.737 0.708 0.722 0.722 3.155 1.193 1.030 0.999 0.922
(1.00, 0.25) 0.585 0.788 0.771 0.790 0.810 0.606 0.202 0.181 0.165 0.129
(1.00, 1.00) 0.510 0.717 0.700 0.719 0.718 1.143 0.468 0.414 0.387 0.330
(1.00, 4.00) 0.402 0.648 0.621 0.632 0.662 3.486 1.638 1.389 1.362 1.150
(4.00, 0.25) 0.483 0.469 0.441 0.456 0.521 1.458 1.125 1.018 0.991 0.957
(4.00, 1.00) 0.446 0.464 0.440 0.453 0.520 2.113 1.576 1.399 1.369 1.217
(4.00, 4.00) 0.383 0.476 0.450 0.460 0.557 4.564 3.075 2.593 2.538 2.220
(2, 2, 80%)
(0.25, 0.25) 0.496 0.882 0.870 0.896 0.934 0.859 0.089 0.082 0.065 0.076
(0.25, 1.00) 0.390 0.715 0.689 0.717 0.680 1.953 0.536 0.483 0.440 0.394
(0.25, 4.00) 0.278 0.581 0.534 0.547 0.540 6.641 2.834 2.471 2.454 2.267
(1.00, 0.25) 0.429 0.636 0.605 0.627 0.626 1.429 0.574 0.520 0.491 0.424
(1.00, 1.00) 0.360 0.555 0.528 0.546 0.545 2.560 1.193 1.056 1.015 0.910
(1.00, 4.00) 0.273 0.489 0.454 0.465 0.489 7.273 3.706 3.129 3.095 2.803
(4.00, 0.25) 0.332 0.308 0.284 0.295 0.359 3.371 2.796 2.523 2.465 2.403
(4.00, 1.00) 0.304 0.312 0.290 0.299 0.363 4.652 3.636 3.208 3.192 2.949
(4.00, 4.00) 0.258 0.326 0.299 0.307 0.400 9.491 6.735 5.573 5.548 5.068
(2, 2, 90%)
(0.25, 0.25) 0.284 0.664 0.621 0.656 0.632 2.786 0.508 0.475 0.431 0.392
(0.25, 1.00) 0.209 0.465 0.421 0.444 0.407 5.748 2.023 1.817 1.744 1.623
(0.25, 4.00) 0.141 0.356 0.300 0.313 0.297 17.830 8.488 7.462 7.408 7.093
(1.00, 0.25) 0.236 0.400 0.358 0.375 0.360 4.298 2.026 1.853 1.803 1.702
(1.00, 1.00) 0.190 0.331 0.298 0.311 0.309 7.290 3.800 3.358 3.300 3.108
(1.00, 4.00) 0.138 0.284 0.246 0.254 0.268 19.388 10.597 8.999 9.039 8.572
(4.00, 0.25) 0.170 0.153 0.137 0.144 0.184 9.840 8.364 7.533 7.562 7.377
(4.00, 1.00) 0.155 0.158 0.143 0.147 0.190 13.007 10.514 9.142 9.145 8.828
(4.00, 4.00) 0.130 0.169 0.150 0.155 0.216 25.242 17.980 15.095 14.995 14.551
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NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(4, 4, 70%)
(0.25, 0.25) 0.916 1.000 1.000 1.000 1.000 0.082 0.000 0.000 0.000 0.000
(0.25, 1.00) 0.809 0.979 0.977 0.988 0.979 0.354 0.025 0.023 0.012 0.024
(0.25, 4.00) 0.581 0.858 0.835 0.860 0.859 2.239 0.668 0.617 0.532 0.554
(1.00, 0.25) 0.854 0.967 0.964 0.976 0.978 0.213 0.031 0.028 0.018 0.023
(1.00, 1.00) 0.760 0.917 0.910 0.932 0.932 0.560 0.134 0.124 0.094 0.079
(1.00, 4.00) 0.565 0.805 0.781 0.806 0.826 2.540 0.953 0.871 0.781 0.699
(4.00, 0.25) 0.718 0.748 0.730 0.762 0.787 0.795 0.518 0.491 0.432 0.342
(4.00, 1.00) 0.652 0.707 0.687 0.716 0.746 1.326 0.835 0.775 0.709 0.544
(4.00, 4.00) 0.521 0.659 0.631 0.655 0.719 3.542 2.058 1.862 1.740 1.549
(4, 4, 80%)
(0.25, 0.25) 0.7998 0.992 0.9907 0.997 0.984 0.341 0.006 0.0058 0.0019 0.019
(0.25, 1.00) 0.646 0.911 0.900 0.933 0.923 1.134 0.163 0.155 0.103 0.116
(0.25, 4.00) 0.413 0.723 0.677 0.707 0.710 5.403 1.912 1.778 1.652 1.574
(1.00, 0.25) 0.708 0.887 0.875 0.906 0.917 0.729 0.173 0.163 0.123 0.114
(1.00, 1.00) 0.590 0.796 0.776 0.813 0.814 1.638 0.527 0.502 0.418 0.373
(1.00, 4.00) 0.399 0.656 0.616 0.644 0.662 6.011 2.548 2.308 2.180 2.009
(4.00, 0.25) 0.535 0.554 0.529 0.560 0.584 2.348 1.740 1.657 1.527 1.399
(4.00, 1.00) 0.473 0.520 0.497 0.523 0.551 3.520 2.467 2.265 2.168 1.904
(4.00, 4.00) 0.362 0.488 0.455 0.474 0.541 8.164 5.016 4.540 4.408 4.051
(4, 4, 90%)
(0.25, 0.25) 0.547 0.902 0.887 0.936 0.929 1.763 0.145 0.141 0.081 0.123
(0.25, 1.00) 0.389 0.695 0.657 0.717 0.705 4.441 1.112 1.073 0.886 0.845
(0.25, 4.00) 0.218 0.484 0.416 0.445 0.434 16.230 6.683 6.399 6.119 5.864
(1.00, 0.25) 0.449 0.662 0.626 0.677 0.686 3.099 1.102 1.074 0.929 0.866
(1.00, 1.00) 0.344 0.545 0.505 0.546 0.547 5.905 2.461 2.370 2.175 2.039
(1.00, 4.00) 0.210 0.416 0.365 0.385 0.393 17.773 8.620 7.800 7.659 7.269
(4.00, 0.25) 0.294 0.306 0.285 0.304 0.317 8.369 6.602 6.280 6.145 5.906
(4.00, 1.00) 0.255 0.290 0.267 0.283 0.301 11.468 8.515 7.897 7.675 7.340
(4.00, 4.00) 0.187 0.273 0.243 0.258 0.303 23.588 15.450 13.921 13.459 13.094
(6, 6, 70%)
(0.25, 0.25) 0.979 1.000 1.000 1.000 1.000 0.020 0.000 0.000 0.000 0.000
(0.25, 1.00) 0.919 0.997 0.997 0.999 0.995 0.149 0.004 0.004 0.001 0.006
(0.25, 4.00) 0.703 0.916 0.902 0.924 0.922 1.589 0.393 0.372 0.288 0.359
(1.00, 0.25) 0.949 0.995 0.995 0.997 0.995 0.075 0.004 0.004 0.002 0.005
(1.00, 1.00) 0.882 0.975 0.973 0.984 0.984 0.275 0.040 0.037 0.023 0.019
(1.00, 4.00) 0.683 0.880 0.865 0.888 0.903 1.851 0.600 0.546 0.456 0.456
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NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(6, 6, 70%)
(4.00, 0.25) 0.846 0.883 0.874 0.896 0.926 0.433 0.238 0.226 0.188 0.109
(4.00, 1.00) 0.782 0.838 0.826 0.853 0.888 0.832 0.457 0.434 0.367 0.229
(4.00, 4.00) 0.629 0.761 0.738 0.767 0.816 2.749 1.471 1.352 1.203 1.116
(6, 6, 80%)
(0.25, 0.25) 0.921 0.999 0.999 1.000 0.996 0.135 0.000 0.000 0.000 0.005
(0.25, 1.00) 0.794 0.972 0.968 0.985 0.977 0.659 0.052 0.050 0.024 0.040
(0.25, 4.00) 0.522 0.802 0.768 0.803 0.811 4.396 1.361 1.288 1.121 1.127
(1.00, 0.25) 0.851 0.964 0.960 0.976 0.977 0.372 0.054 0.051 0.031 0.036
(1.00, 1.00) 0.738 0.903 0.892 0.923 0.924 1.049 0.254 0.241 0.173 0.153
(1.00, 4.00) 0.503 0.749 0.714 0.750 0.771 2.167 1.856 1.760 1.547 1.477
(4.00, 0.25) 0.676 0.711 0.693 0.727 0.757 1.636 1.125 1.073 0.945 0.796
(4.00, 1.00) 0.602 0.664 0.643 0.676 0.709 2.663 1.689 1.615 1.472 1.213
(4.00, 4.00) 0.451 0.591 0.558 0.587 0.646 7.023 4.062 3.769 3.514 3.270
(6, 6, 90%)
(0.25, 0.25) 0.713 0.971 0.966 0.988 0.975 1.116 0.044 0.042 0.015 0.048
(0.25, 1.00) 0.528 0.819 0.795 0.857 0.849 3.432 0.659 0.641 0.449 0.451
(0.25, 4.00) 0.289 0.564 0.501 0.543 0.543 14.773 5.599 5.468 5.067 4.872
(1.00, 0.25) 0.603 0.803 0.782 0.833 0.842 2.234 0.643 0.627 0.478 0.451
(1.00, 1.00) 0.469 0.679 0.647 0.701 0.703 4.783 1.724 1.694 1.434 1.338
(1.00, 4.00) 0.276 0.503 0.445 0.481 0.495 16.293 7.216 7.116 6.502 6.185
(4.00, 0.25) 0.400 0.431 0.409 0.436 0.452 7.118 5.386 5.145 4.995 4.711
(4.00, 1.00) 0.343 0.396 0.370 0.399 0.417 10.111 7.154 6.897 6.439 6.090
(4.00, 4.00) 0.240 0.348 0.315 0.339 0.380 22.043 13.826 12.541 12.089 11.797
(8, 8, 70%)
(0.25, 0.25) 0.995 1.000 1.000 1.000 1.000 0.005 0.000 0.000 0.000 0.000
(0.25, 1.00) 0.996 1.000 1.000 1.000 0.999 0.063 0.001 0.001 0.000 0.002
(0.25, 4.00) 0.789 0.950 0.941 0.959 0.953 1.128 0.237 0.222 0.156 0.246
(1.00, 0.25) 0.982 0.999 0.999 1.000 1.000 0.026 0.001 0.001 0.000 0.001
(1.00, 1.00) 0.942 0.993 0.992 0.996 0.996 0.135 0.012 0.011 0.005 0.005
(1.00, 4.00) 0.769 0.925 0.913 0.934 0.941 1.349 0.373 0.358 0.267 0.314
(4.00, 0.25) 0.916 0.945 0.940 0.955 0.977 0.236 0.113 0.108 0.082 0.033
(4.00, 1.00) 0.863 0.911 0.903 0.924 0.953 0.522 0.252 0.240 0.190 0.094
(4.00, 4.00) 0.712 0.829 0.810 0.839 0.875 2.134 1.057 0.999 0.834 0.826
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NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(8, 8, 80%)
(0.25, 0.25) 0.968 1.000 1.000 1.000 0.999 0.054 0.000 0.000 0.000 0.001
(0.25, 1.00) 0.881 0.991 0.990 0.996 0.992 0.383 0.016 0.016 0.006 0.015
(0.25, 4.00) 0.611 0.856 0.831 0.866 0.872 3.576 1.008 0.941 0.762 0.830
(1.00, 0.25) 0.924 0.989 0.988 0.994 0.993 0.190 0.017 0.016 0.007 0.012
(1.00, 1.00) 0.832 0.954 0.948 0.968 0.969 0.671 0.122 0.116 0.072 0.063
(1.00, 4.00) 0.589 0.813 0.784 0.822 0.840 4.105 1.390 1.364 1.099 1.110
(4.00, 0.25) 0.774 0.814 0.798 0.831 0.862 1.140 0.722 0.712 0.584 0.451
(4.00, 1.00) 0.699 0.762 0.748 0.780 0.815 2.015 1.202 1.128 1.000 0.770
(4.00, 4.00) 0.528 0.672 0.642 0.673 0.725 6.042 3.238 3.033 2.806 2.664
(8, 8, 90%)
(0.25, 0.25) 0.819 0.991 0.990 0.998 0.990 0.706 0.013 0.012 0.003 0.020
(0.25, 1.00) 0.635 0.892 0.878 0.927 0.921 2.652 0.393 0.383 0.228 0.247
(0.25, 4.00) 0.352 0.625 0.571 0.622 0.629 13.446 4.894 4.668 4.200 4.068
(1.00, 0.25) 0.714 0.885 0.873 0.914 0.919 1.610 0.373 0.365 0.245 0.239
(1.00, 1.00) 0.570 0.774 0.750 0.805 0.805 3.874 1.229 1.211 0.947 0.878
(1.00, 4.00) 0.336 0.569 0.517 0.560 0.578 14.936 6.193 6.026 5.522 5.282
(4.00, 0.25) 0.489 0.530 0.508 0.542 0.562 6.053 4.486 4.342 4.063 3.756
(4.00, 1.00) 0.421 0.491 0.462 0.496 0.516 8.915 5.887 5.732 5.403 5.050
(4.00, 4.00) 0.290 0.414 0.380 0.408 0.447 20.598 12.133 11.236 10.863 10.643







NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(2, 2, 70%)
(0.25, 0.25) 0.954 1.054 1.053 1.154 1.169 3.950 0.962 0.834 0.828 0.114
(0.25, 1.00) 0.846 0.928 0.925 1.019 1.073 5.690 2.414 2.019 2.023 1.544
(0.25, 4.00) 0.710 0.830 0.825 0.889 0.994 12.698 9.069 7.055 7.186 6.623
(1.00, 0.25) 0.885 0.940 0.935 0.988 1.003 4.917 1.912 1.583 1.575 1.358
(1.00, 1.00) 0.810 0.858 0.855 0.910 0.957 6.667 3.312 2.758 2.759 2.333
(1.00, 4.00) 0.702 0.790 0.786 0.827 0.929 13.667 9.311 7.322 7.406 6.809
(4.00, 0.25) 0.783 0.780 0.775 0.798 0.795 7.643 4.237 3.647 3.642 3.992
(4.00, 1.00) 0.746 0.752 0.749 0.774 0.800 9.620 5.873 4.995 5.005 5.069
(4.00, 4.00) 0.683 0.727 0.726 0.750 0.830 16.802 11.722 9.437 9.398 10.029
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NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(2, 2, 80%)
(0.25, 0.25) 0.696 0.817 0.814 0.911 0.969 5.408 1.509 1.256 1.253 2.303
(0.25, 1.00) 0.590 0.672 0.666 0.744 0.802 8.407 3.756 3.104 3.107 2.461
(0.25, 4.00) 0.478 0.586 0.576 0.625 0.711 20.406 13.534 10.593 10.837 9.868
(1.00, 0.25) 0.629 0.688 0.678 0.723 0.729 7.000 3.153 2.635 2.628 2.267
(1.00, 1.00) 0.560 0.607 0.602 0.644 0.688 10.000 5.367 4.473 4.474 4.000
(1.00, 4.00) 0.473 0.550 0.545 0.577 0.660 22.000 14.520 11.467 11.588 10.965
(4.00, 0.25) 0.532 0.530 0.525 0.542 0.541 12.096 8.090 7.054 7.002 7.494
(4.00, 1.00) 0.504 0.511 0.508 0.525 0.548 15.369 10.573 9.040 9.109 9.251
(4.00, 4.00) 0.458 0.492 0.490 0.506 0.579 27.582 19.972 15.907 16.023 16.895
(2, 2, 90%)
(0.25, 0.25) 0.384 0.499 0.486 0.556 0.595 9.782 3.022 2.508 2.506 2.133
(0.25, 1.00) 0.309 0.371 0.361 0.407 0.448 16.532 7.553 6.273 6.271 5.473
(0.25, 4.00) 0.241 0.313 0.300 0.332 0.377 43.531 26.330 21.325 21.552 20.182
(1.00, 0.25) 0.336 0.385 0.371 0.399 0.396 13.250 6.755 5.775 5.767 5.317
(1.00, 1.00) 0.290 0.325 0.317 0.341 0.371 20.000 11.356 9.572 9.577 9.000
(1.00, 4.00) 0.238 0.289 0.282 0.299 0.350 47.000 29.602 23.877 24.214 23.424
(4.00, 0.25) 0.270 0.271 0.266 0.276 0.275 25.712 19.752 17.469 17.672 18.088
(4.00, 1.00) 0.255 0.262 0.258 0.267 0.282 32.781 24.996 21.357 21.461 21.784
(4.00, 4.00) 0.230 0.252 0.250 0.259 0.304 60.028 43.266 35.538 35.521 37.109
(4, 4, 70%)
(0.25, 0.25) 2.700 2.812 2.812 3.143 3.168 3.950 0.933 0.830 0.819 0.114
(0.25, 1.00) 2.359 2.530 2.530 2.901 2.977 5.699 2.377 2.010 2.013 2.290
(0.25, 4.00) 1.795 2.132 2.120 2.422 2.626 12.698 9.389 7.481 7.589 7.885
(1.00, 0.25) 2.492 2.579 2.579 2.841 2.897 4.917 1.850 1.549 1.543 2.076
(1.00, 1.00) 2.227 2.346 2.342 2.617 2.707 6.667 3.243 2.754 2.758 2.333
(1.00, 4.00) 1.757 2.029 2.014 2.245 2.479 13.667 9.791 7.952 8.037 8.048
(4.00, 0.25) 2.120 2.085 2.081 2.238 2.180 7.643 4.113 3.640 3.622 3.204
(4.00, 1.00) 1.958 1.970 1.961 2.114 2.126 9.620 5.708 4.960 4.988 4.280
(4.00, 4.00) 1.661 1.813 1.807 1.952 2.159 16.802 12.062 10.095 10.092 11.025
(4, 4, 80%)
(0.25, 0.25) 2.178 2.3896 2.3876 2.848 2.912 5.407 1.497 1.243 1.251 2.375
(0.25, 1.00) 1.772 2.001 1.995 2.407 2.525 8.407 3.672 3.099 3.095 3.024
(0.25, 4.00) 1.240 1.591 1.562 1.823 2.017 20.406 13.815 11.024 11.292 10.837
(1.00, 0.25) 1.929 2.065 2.058 2.356 2.419 7.000 3.077 2.608 2.611 2.756
(1.00, 1.00) 1.638 1.790 1.779 2.048 2.151 10.000 5.171 4.475 4.473 4.000
(1.00, 4.00) 1.211 1.486 1.466 1.662 1.867 22.000 14.803 12.033 12.244 11.885
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NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(4, 4, 80%)
(4.00, 0.25) 1.510 1.489 1.478 1.604 1.537 12.096 7.799 7.032 6.950 6.721
(4.00, 1.00) 1.372 1.391 1.383 1.501 1.504 15.369 10.295 9.013 9.091 8.475
(4.00, 4.00) 1.132 1.273 1.263 1.366 1.562 27.582 19.567 16.667 16.772 17.670
(4, 4, 90%)
(0.25, 0.25) 1.361 1.683 1.678 2.205 2.326 9.782 2.950 2.502 2.508 3.459
(0.25, 1.00) 1.002 1.229 1.210 1.548 1.670 16.532 7.296 6.256 6.256 5.735
(0.25, 4.00) 0.641 0.907 0.867 1.044 1.148 43.531 25.886 21.909 22.056 20.735
(1.00, 0.25) 1.136 1.291 1.269 1.525 1.561 13.250 6.519 5.746 5.745 5.513
(1.00, 1.00) 0.905 1.047 1.023 1.217 1.302 20.000 10.819 9.564 9.577 9.000
(1.00, 4.00) 0.623 0.827 0.803 0.919 1.047 47.000 29.536 24.528 24.899 23.949
(4.00, 0.25) 0.799 0.796 0.788 0.858 0.804 25.712 19.021 17.569 17.675 17.302
(4.00, 1.00) 0.716 0.740 0.732 0.796 0.795 32.781 23.988 21.562 21.419 21.007
(4.00, 4.00) 0.576 0.672 0.660 0.723 0.846 60.028 42.464 36.745 36.311 37.571
(6, 6, 70%)
(0.25, 0.25) 4.638 4.725 4.725 5.143 5.168 3.950 0.549 0.437 0.100 0.114
(0.25, 1.00) 4.154 4.323 4.323 4.890 4.959 5.699 2.321 2.019 1.978 2.487
(0.25, 4.00) 3.145 3.628 3.607 4.178 4.431 12.698 9.402 7.553 7.615 9.257
(1.00, 0.25) 4.354 4.419 4.419 4.825 4.879 4.917 1.815 1.541 1.557 2.193
(1.00, 1.00) 3.941 4.072 4.069 4.545 4.646 6.667 3.235 2.739 2.749 2.333
(1.00, 4.00) 3.068 3.469 3.462 3.920 4.236 13.667 9.975 8.114 8.140 9.400
(4.00, 0.25) 3.758 3.696 3.692 3.995 3.947 7.643 4.073 3.577 3.616 2.955
(4.00, 1.00) 3.465 3.463 3.453 3.772 3.811 9.620 5.639 4.979 4.998 4.076
(4.00, 4.00) 2.868 3.110 3.099 3.415 3.726 16.802 12.295 10.335 10.315 12.116
(6, 6, 80%)
(0.25, 0.25) 3.972 4.159 4.158 4.846 4.897 5.407 1.458 1.196 1.032 2.375
(0.25, 1.00) 3.296 3.594 3.591 4.328 4.449 8.407 3.675 3.083 3.074 3.434
(0.25, 4.00) 2.233 2.784 2.756 3.292 3.571 20.406 13.763 11.096 11.359 11.895
(1.00, 0.25) 3.572 3.726 3.723 4.263 4.341 7.000 3.070 2.587 2.580 3.103
(1.00, 1.00) 3.049 3.264 3.255 3.802 3.930 10.000 5.224 4.476 4.490 4.000
(1.00, 4.00) 2.167 2.624 2.596 3.029 3.334 21.935 14.758 12.307 12.365 12.886
(4.00, 0.25) 2.797 2.755 2.749 3.021 2.934 12.096 7.786 7.001 6.930 6.568
(4.00, 1.00) 2.516 2.544 2.529 2.805 2.812 15.369 10.055 9.045 9.093 8.334
(4.00, 4.00) 1.990 2.242 2.220 2.472 2.781 27.582 19.879 17.069 17.044 18.492
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NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(6, 6, 90%)
(0.25, 0.25) 2.714 3.157 3.157 4.140 4.251 9.782 3.005 2.492 2.479 3.905
(0.25, 1.00) 1.993 2.373 2.362 3.112 3.277 16.532 7.271 6.256 6.263 5.999
(0.25, 4.00) 1.184 1.645 1.595 1.992 2.156 43.531 25.708 21.889 22.169 21.310
(1.00, 0.25) 2.271 2.512 2.499 3.074 3.145 13.250 6.515 5.738 5.728 5.709
(1.00, 1.00) 1.783 2.031 2.004 2.476 2.601 20.000 10.749 9.597 9.598 9.000
(1.00, 4.00) 1.143 1.516 1.460 1.762 1.963 47.000 29.011 25.645 25.044 24.492
(4.00, 0.25) 1.547 1.552 1.541 1.709 1.609 25.712 18.926 17.433 17.721 17.179
(4.00, 1.00) 1.360 1.403 1.383 1.561 1.544 32.781 23.674 21.874 21.411 20.891
(4.00, 4.00) 1.030 1.210 1.194 1.354 1.550 60.028 42.392 36.593 36.594 38.043
(8, 8, 70%)
(0.25, 0.25) 6.622 6.700 6.700 7.143 7.168 3.950 0.000 0.000 0.000 0.114
(0.25, 1.00) 6.068 6.209 6.208 6.889 6.955 5.699 2.337 1.973 1.676 2.514
(0.25, 4.00) 4.684 5.238 5.223 6.046 6.318 12.698 9.451 7.494 7.609 10.508
(1.00, 0.25) 6.306 6.343 6.342 6.823 6.875 4.917 1.830 1.617 1.612 2.203
(1.00, 1.00) 5.801 5.912 5.912 6.528 6.632 6.667 3.156 2.693 2.664 2.333
(1.00, 4.00) 4.566 5.053 5.030 5.731 6.093 13.667 9.948 8.183 8.107 10.650
(4.00, 0.25) 5.561 5.462 5.456 5.888 5.871 7.643 4.122 3.594 3.620 2.845
(4.00, 1.00) 5.155 5.130 5.125 5.595 5.677 9.620 5.649 4.975 5.006 4.010
(4.00, 4.00) 4.253 4.555 4.534 5.046 5.436 16.802 12.373 10.504 10.377 13.235
(8, 8, 80%)
(0.25, 0.25) 5.891 6.032 6.031 6.846 6.894 5.407 1.340 1.082 0.199 2.375
(0.25, 1.00) 5.020 5.326 5.320 6.310 6.423 8.407 3.605 3.057 3.031 3.637
(0.25, 4.00) 3.414 4.107 4.091 4.933 5.273 20.406 13.960 11.096 11.406 12.977
(1.00, 0.25) 5.390 5.525 5.526 6.240 6.317 7.000 3.059 2.564 2.556 3.272
(1.00, 1.00) 4.671 4.910 4.905 5.701 5.840 10.000 5.255 4.489 4.494 4.000
(1.00, 4.00) 3.305 3.906 3.870 4.581 4.968 22.000 14.869 12.604 12.366 13.920
(4.00, 0.25) 4.301 4.242 4.221 4.660 4.588 12.096 7.756 7.052 6.925 6.533
(4.00, 1.00) 3.868 3.894 3.893 4.332 4.370 15.369 10.122 8.971 9.097 8.305
(4.00, 4.00) 3.009 3.374 3.349 3.764 4.175 27.582 19.764 16.949 17.149 19.351
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NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(8, 8, 90%)
(0.25, 0.25) 4.304 4.780 4.773 6.128 6.223 9.782 2.953 2.465 2.404 3.977
(0.25, 1.00) 3.212 3.724 3.714 4.891 5.072 16.532 7.305 6.255 6.260 6.250
(0.25, 4.00) 1.857 2.490 2.457 3.124 3.352 43.531 26.103 21.767 22.227 21.902
(1.00, 0.25) 3.648 3.954 3.945 4.841 4.934 13.250 6.501 5.726 5.694 5.898
(1.00, 1.00) 2.874 3.213 3.192 3.989 4.141 20.000 10.742 9.614 9.606 9.000
(1.00, 4.00) 1.786 2.318 2.264 2.783 3.060 47.000 28.681 24.938 25.067 25.050
(4.00, 0.25) 2.483 2.487 2.469 2.777 2.655 25.712 19.104 17.660 17.765 17.159
(4.00, 1.00) 2.163 2.256 2.216 2.524 2.505 32.781 23.136 21.317 21.421 20.873
(4.00, 4.00) 1.586 1.878 1.852 2.128 2.395 60.028 41.415 36.281 36.710 38.524
Table D.5: Expected Time Spent by an Order at the Retail Store and a Production
Facility





NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(2, 2, 70%)
(0.25, 0.25) 2.193 2.001 2.001 2.000 2.000 4.674 4.034 4.032 4.021 4.003
(0.25, 1.00) 2.821 2.097 2.085 2.071 2.102 5.681 4.338 4.306 4.258 4.240
(0.25, 4.00) 6.894 3.698 3.439 3.405 3.415 10.309 6.388 6.060 5.999 5.844
(1.00, 0.25) 2.498 2.128 2.116 2.105 2.103 5.211 4.406 4.363 4.332 4.258
(1.00, 1.00) 3.285 2.444 2.385 2.361 2.323 6.287 4.938 4.829 4.776 4.659
(1.00, 4.00) 7.525 4.437 4.026 3.996 3.776 10.972 7.283 6.777 6.725 6.300
(4.00, 0.25) 3.805 3.461 3.330 3.293 3.168 6.916 6.251 6.040 5.979 5.914
(4.00, 1.00) 4.957 4.248 3.976 3.935 3.647 8.225 7.150 6.797 6.742 6.435
(4.00, 4.00) 9.604 7.092 6.214 6.118 5.694 13.128 10.143 9.200 9.077 8.440
(2, 2, 80%)
(0.25, 0.25) 2.809 2.027 2.024 2.020 2.075 5.718 4.177 4.163 4.130 4.152
(0.25, 1.00) 4.598 2.508 2.447 2.406 2.417 7.906 5.070 4.965 4.877 4.787
(0.25, 4.00) 13.570 6.594 5.979 5.967 5.762 17.282 9.670 8.930 8.910 8.535
(1.00, 0.25) 3.696 2.562 2.508 2.479 2.428 6.857 5.148 5.040 4.981 4.848
(1.00, 1.00) 5.696 3.522 3.323 3.271 3.165 9.120 6.388 6.112 6.029 5.820
(1.00, 4.00) 14.816 8.232 7.169 7.121 6.731 18.545 11.418 10.266 10.201 9.605
(4.00, 0.25) 7.215 6.404 5.965 5.870 5.687 10.742 9.597 9.052 8.940 8.807
Continued on next page
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NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(2, 2, 80%)
(4.00, 1.00) 9.677 8.031 7.243 7.223 6.756 13.303 11.282 10.425 10.391 9.897
(4.00, 4.00) 19.207 13.976 11.846 11.809 11.051 22.981 17.469 15.155 15.104 14.135
(2, 2, 90%)
(0.25, 0.25) 6.042 2.426 2.399 2.361 2.416 9.572 5.015 4.948 4.861 4.784
(0.25, 1.00) 11.733 4.897 4.558 4.457 4.334 15.496 8.044 7.632 7.484 7.247
(0.25, 4.00) 35.740 17.457 15.502 15.416 14.890 39.661 20.961 18.925 18.821 18.186
(1.00, 0.25) 8.912 4.901 4.643 4.573 4.421 12.597 8.053 7.707 7.607 7.403
(1.00, 1.00) 14.766 8.214 7.419 7.324 7.035 18.580 11.600 10.721 10.604 10.216
(1.00, 4.00) 38.850 21.771 18.495 18.592 17.780 42.777 25.194 21.995 22.073 21.145
(4.00, 0.25) 19.819 17.262 15.550 15.629 15.212 23.681 20.734 19.069 19.139 18.754
(4.00, 1.00) 26.118 21.324 18.726 18.734 18.109 30.013 25.046 22.305 22.304 21.655
(4.00, 4.00) 50.544 36.805 30.566 30.370 29.602 54.485 39.971 34.214 34.017 33.103
(4, 4, 70%)
(0.25, 0.25) 4.011 3.999 3.999 3.999 4.000 8.164 7.997 7.998 7.998 8.000
(0.25, 1.00) 4.143 4.003 4.003 4.001 4.012 8.708 8.048 8.043 8.019 8.049
(0.25, 4.00) 6.554 4.694 4.635 4.552 4.719 12.478 9.336 9.226 9.065 9.109
(1.00, 0.25) 4.059 4.006 4.007 4.005 4.010 8.426 8.061 8.059 8.039 8.046
(1.00, 1.00) 4.308 4.060 4.057 4.043 4.038 9.120 8.269 8.251 8.189 8.158
(1.00, 4.00) 7.042 5.070 4.975 4.879 4.913 13.080 9.907 9.739 9.562 9.399
(4.00, 0.25) 4.542 4.435 4.427 4.370 4.218 9.590 9.035 8.987 8.859 8.684
(4.00, 1.00) 5.195 4.843 4.782 4.720 4.457 10.651 9.682 9.556 9.424 9.087
(4.00, 4.00) 8.753 6.802 6.513 6.341 6.232 15.084 12.119 11.719 11.481 11.099
(4, 4, 80%)
(0.25, 0.25) 4.123 4.000 4.000 3.999 4.009 8.682 8.013 8.01 8.002 8.037
(0.25, 1.00) 4.894 4.070 4.068 4.045 4.081 10.269 8.322 8.310 8.203 8.233
(0.25, 4.00) 11.976 6.528 6.352 6.206 6.254 18.806 11.826 11.558 11.306 11.147
(1.00, 0.25) 4.443 4.082 4.080 4.060 4.072 9.458 8.349 8.328 8.245 8.228
(1.00, 1.00) 5.562 4.423 4.403 4.337 4.305 11.277 9.055 9.009 8.836 8.746
(1.00, 4.00) 13.108 7.598 7.207 7.044 6.954 20.021 13.099 12.621 12.373 12.018
(4.00, 0.25) 6.630 6.133 6.053 5.887 5.593 12.697 11.487 11.315 11.066 10.799
(4.00, 1.00) 8.583 7.296 7.037 6.918 6.425 15.039 12.940 12.543 12.345 11.809
(4.00, 4.00) 17.202 11.955 11.163 10.950 10.540 24.328 18.020 17.081 16.824 16.103
Continued on next page
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NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(4, 4, 90%)
(0.25, 0.25) 5.674 4.052 4.050 4.028 4.096 11.526 8.287 8.282 8.160 8.246
(0.25, 1.00) 10.088 5.104 5.075 4.886 4.903 16.883 10.223 10.142 9.766 9.689
(0.25, 4.00) 32.824 14.998 14.546 14.097 13.744 40.459 21.370 20.800 20.245 19.728
(1.00, 0.25) 7.756 5.118 5.099 4.950 4.901 14.197 10.204 10.147 9.857 9.732
(1.00, 1.00) 12.765 7.228 7.104 6.849 6.676 19.810 12.928 12.741 12.355 12.078
(1.00, 4.00) 35.880 18.563 17.167 16.962 16.371 43.547 25.247 23.587 23.312 22.537
(4.00, 0.25) 17.436 14.635 14.191 13.989 13.423 24.738 21.212 20.570 20.305 19.811
(4.00, 1.00) 23.451 18.384 17.252 16.857 16.180 30.936 25.039 23.812 23.363 22.681
(4.00, 4.00) 4.429 31.907 28.991 28.123 27.594 55.177 38.870 35.836 34.946 34.187
(6, 6, 70%)
(0.25, 0.25) 6.001 5.999 5.999 5.999 6.000 12.040 11.998 11.997 11.997 12.000
(0.25, 1.00) 6.024 5.998 5.999 5.998 6.002 12.298 12.006 12.010 11.995 12.012
(0.25, 4.00) 7.296 6.292 6.280 6.219 6.412 15.179 12.787 12.746 12.577 12.719
(1.00, 0.25) 6.007 6.001 6.001 6.001 6.001 12.150 12.010 12.014 12.007 12.010
(1.00, 1.00) 6.071 6.009 6.008 6.006 6.004 12.549 12.081 12.075 12.048 12.038
(1.00, 4.00) 7.632 6.514 6.467 6.392 6.528 15.702 13.200 13.094 12.912 12.913
(4.00, 0.25) 6.157 6.135 6.130 6.105 6.036 12.866 12.493 12.458 12.371 12.218
(4.00, 1.00) 6.467 6.323 6.313 6.272 6.120 13.663 12.920 12.876 12.742 12.457
(4.00, 4.00) 8.911 7.671 7.527 7.347 7.434 17.498 14.938 14.712 14.408 14.232
(6, 6, 80%)
(0.25, 0.25) 6.018 5.999 5.999 5.998 6.001 12.271 11.999 11.998 11.998 12.009
(0.25, 1.00) 6.296 6.009 6.009 6.004 6.019 13.318 12.104 12.096 12.043 12.081
(0.25, 4.00) 11.400 7.488 7.399 7.235 7.436 20.792 14.707 14.569 14.246 14.254
(1.00, 0.25) 6.111 6.014 6.013 6.008 6.014 12.744 12.112 12.110 12.061 12.072
(1.00, 1.00) 6.636 6.129 6.126 6.090 6.080 14.097 12.505 12.484 12.344 12.305
(1.00, 4.00) 12.368 8.208 8.072 7.821 7.940 21.935 15.706 15.514 15.110 14.954
(4.00, 0.25) 7.284 7.091 7.051 6.921 6.678 15.272 14.258 14.157 13.904 13.593
(4.00, 1.00) 8.666 7.831 7.783 7.636 7.226 17.326 15.378 15.229 14.954 14.425
(4.00, 4.00) 16.010 11.718 11.315 10.950 10.825 26.046 20.133 19.554 19.039 18.540
(6, 6, 90%)
(0.25, 0.25) 6.665 6.005 6.005 6.001 6.025 14.232 12.086 12.080 12.029 12.096
(0.25, 1.00) 9.709 6.463 6.456 6.319 6.369 18.864 13.309 13.275 12.892 12.903
(0.25, 4.00) 30.466 14.326 14.187 13.618 13.447 41.545 23.216 22.924 22.142 21.744
(1.00, 0.25) 7.975 6.464 6.459 6.349 6.351 16.468 13.290 13.255 12.956 12.901
(1.00, 1.00) 11.894 7.834 7.807 7.529 7.422 21.566 15.449 15.390 14.876 14.676
(1.00, 4.00) 33.423 17.334 17.167 16.144 15.775 44.586 26.404 26.240 24.999 24.371
Continued on next page
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NoVis LoVis MedVis HiVis GI/G/2 NoVis LoVis MedVis HiVis GI/G/2
(6, 6, 90%)
(4.00, 0.25) 15.984 13.841 13.512 13.332 12.708 26.235 22.784 22.308 22.007 21.423
(4.00, 1.00) 21.528 16.966 16.631 15.883 15.198 32.223 26.305 25.789 24.893 24.180
(4.00, 4.00) 44.707 29.666 27.304 26.540 26.227 56.085 39.648 37.053 36.209 35.594
(8, 8, 70%)
(0.25, 0.25) 8.000 7.998 7.998 7.998 8.000 16.010 16.005 16.005 15.995 16.000
(0.25, 1.00) 8.004 7.998 7.998 7.998 8.000 16.126 16.000 15.997 15.991 16.003
(0.25, 4.00) 8.649 8.128 8.120 8.086 8.252 18.256 16.466 16.443 16.312 16.492
(1.00, 0.25) 8.001 8.001 8.001 8.001 8.000 16.053 16.006 16.005 16.005 16.002
(1.00, 1.00) 8.017 8.002 8.003 8.002 8.001 16.269 16.028 16.022 16.015 16.009
(1.00, 4.00) 8.864 8.243 8.237 8.176 8.325 18.698 16.741 16.702 16.534 16.627
(4.00, 0.25) 8.045 8.041 8.041 8.029 8.006 16.472 16.226 16.221 16.157 16.066
(4.00, 1.00) 8.180 8.131 8.121 8.105 8.031 17.044 16.510 16.472 16.390 16.188
(4.00, 4.00) 9.761 8.988 8.947 8.777 8.966 20.267 18.129 17.990 17.671 17.652
(8, 8, 80%)
(0.25, 0.25) 8.003 7.998 7.998 7.998 8.000 16.108 15.998 15.998 15.997 16.002
(0.25, 1.00) 8.097 7.999 7.999 7.999 8.004 16.765 16.026 16.032 16.005 16.030
(0.25, 4.00) 11.611 8.898 8.834 8.694 8.959 23.153 18.014 17.875 17.529 17.659
(1.00, 0.25) 8.028 8.003 8.003 8.002 8.003 16.379 16.036 16.036 16.015 16.024
(1.00, 1.00) 8.255 8.040 8.040 8.025 8.021 17.342 16.249 16.234 16.141 16.125
(1.00, 4.00) 12.402 9.381 9.377 9.089 9.326 24.211 18.769 18.731 18.218 18.221
(4.00, 0.25) 8.617 8.546 8.547 8.452 8.288 18.280 17.459 17.425 17.186 16.902
(4.00, 1.00) 9.528 9.077 9.029 8.918 8.620 20.030 18.418 18.277 18.012 17.540
(4.00, 4.00) 15.523 12.049 11.809 11.534 11.629 28.083 22.488 22.089 21.623 21.328
(8, 8, 90%)
(0.25, 0.25) 8.260 7.999 7.999 7.998 8.007 17.412 16.022 16.019 16.003 16.039
(0.25, 1.00) 10.224 8.194 8.193 8.115 8.157 21.303 16.782 16.764 16.448 16.495
(0.25, 4.00) 28.657 14.747 14.338 13.755 13.752 42.893 25.785 25.329 24.408 24.136
(1.00, 0.25) 9.020 8.192 8.191 8.129 8.142 19.221 16.750 16.734 16.491 16.478
(1.00, 1.00) 11.910 9.063 9.052 8.822 8.756 23.748 18.460 18.428 17.903 17.755
(1.00, 4.00) 31.478 17.118 16.649 15.940 15.783 45.872 28.361 28.033 27.039 26.564
(4.00, 0.25) 15.340 13.876 13.732 13.388 12.775 28.107 24.981 24.693 24.145 23.513
(4.00, 1.00) 20.299 16.190 16.037 15.602 14.946 33.830 27.809 27.473 26.822 26.100
(4.00, 4.00) 42.387 27.901 26.055 25.500 25.389 57.197 40.281 38.516 37.758 37.285
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APPENDIX E
QUEUEING RESULTS FOR THE 2R/2P SCN CONFIGURATION
This appendix presents the results for the approximate models developed in Chap-
ter 8 for the 2R/2P SCN configuration. Sections E.1 and E.2 present the results for
validating the M/M/2 model (primarily for the HiVis case) and the modified M/M/2
model (for lower levels of visibility), respectively. Section E.3 presents the results for
the validation of the GI/G/2 based approximation.
E.1 Results for the Validation of the M/M/2 based Queueing Model for
the 2R/2P SCN Configuration
In this section, we present the numerical results for the validation of the M/M/2
based approximate model developed for the 2R/2P SCN configuration with HiVis.
Tables E.1, E.3 and E.6 present the fill rates and expected inventory levels at retail
stores 1 and 2, and a production facility, respectively. Tables E.2, E.4 and E.7 present
the expected number of backorders and the expected time to fulfill a backorder at
retail stores 1 and 2, and a production facility, respectively. Table E.5 presents the
expected time spent by an order at retail stores 1 and 2, while Table E.8 presents the
corresponding values at a production facility. It can be seen from Equations (8.13)
through (8.16) that the performance measures at the production facilities depend on
only the base-stock level at the facility and the utilization of the processing stage at
that facility. As a result, we present the results for the base-stock settings of (2, 2, 4)
and (4, 4, 6) in Tables E.6, E.7 and E.8.
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(S, R1, R2) ρ Simulation Analytical
Simulation
Analytical
LoVis MedVis HiVis LoVis MedVis HiVis
(2, 2, 4)
0.8 0.730 0.727 0.739 0.759 1.244 1.314 1.344 1.428
0.9 0.456 0.454 0.465 0.493 0.689 0.789 0.813 0.901
(2, 4, 2)
0.8 0.848 0.854 0.861 0.873 2.848 2.967 3.013 3.126
0.9 0.579 0.596 0.604 0.627 1.711 1.913 1.955 2.093
(4, 4, 6)
0.8 0.934 0.930 0.943 0.948 3.479 3.508 3.593 3.642
0.9 0.725 0.713 0.738 0.755 2.459 2.518 2.647 2.749
(4, 6, 4)
0.8 0.964 0.963 0.970 0.972 5.388 5.420 5.521 5.577
0.9 0.793 0.787 0.801 0.820 3.983 4.058 4.228 4.359
Table E.2: Expected Number of Backorders & Expected Time to Fulfill a Backorder




(S, R1, R2) ρ Simulation Analytical
Simulation
Analytical
LoVis MedVis HiVis LoVis MedVis HiVis
(2, 2, 4)
0.8 0.846 0.743 0.704 0.642 1.567 1.358 1.347 1.333
0.9 3.853 3.375 3.273 3.044 3.539 3.091 3.058 3.000
(2, 4, 2)
0.8 0.450 0.395 0.372 0.340 1.479 1.349 1.334 1.333
0.9 2.875 2.500 2.416 2.237 3.407 3.087 3.048 3.000
(4, 4, 6)
0.8 0.192 0.188 0.152 0.139 1.446 1.350 1.327 1.333
0.9 1.806 1.775 1.595 1.468 3.276 3.089 3.041 3.000
(4, 6, 4)
0.8 0.101 0.100 0.080 0.074 1.411 1.355 1.329 1.333
0.9 1.330 1.315 1.175 1.078 3.199 3.081 3.021 3.000




(S, R1, R2) ρ Simulation Analytical
Simulation
Analytical
LoVis MedVis HiVis LoVis MedVis HiVis
(2, 2, 4)
0.8 0.940 0.945 0.948 0.952 3.286 3.364 3.393 3.458
0.9 0.740 0.761 0.767 0.782 2.277 2.448 2.483 2.584
(2, 4, 2)
0.8 0.829 0.831 0.839 0.851 1.461 1.517 1.538 1.591
0.9 0.568 0.580 0.589 0.612 0.910 1.006 1.027 1.094
(4, 4, 6)
0.8 0.992 0.991 0.993 0.994 5.657 5.673 5.732 5.760
0.9 0.904 0.902 0.912 0.919 4.628 4.671 4.793 4.883
(4, 6, 4)
0.8 0.975 0.974 0.978 0.980 3.681 3.697 3.751 3.778
0.9 0.835 0.830 0.846 0.857 2.859 2.899 2.996 3.071
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Table E.4: Expected Number of Backorders & Expected Time to Fulfill a Backorder




(S, R1, R2) ρ Simulation Analytical
Simulation
Analytical
LoVis MedVis HiVis LoVis MedVis HiVis
(2, 2, 4)
0.8 0.085 0.075 0.070 0.065 1.433 1.355 1.337 1.333
0.9 0.854 0.739 0.708 0.656 3.283 3.082 3.029 3.000
(2, 4, 2)
0.8 0.261 0.228 0.215 0.198 1.520 1.348 1.340 1.333
0.9 1.487 1.297 1.253 1.165 3.437 3.083 3.043 3.000
(4, 4, 6)
0.8 0.011 0.012 0.009 0.009 1.360 1.316 1.290 1.333
0.9 0.298 0.297 0.262 0.242 3.100 3.026 2.959 3.000
(4, 6, 4)
0.8 0.036 0.036 0.029 0.027 1.401 1.351 1.325 1.333
0.9 0.529 0.524 0.467 0.430 3.194 3.072 3.015 3.000
Table E.5: Expected Time Spent by an Order at Retail Stores 1 and 2
E[T r1 ] E[T
r
2 ]
(S, R1, R2) ρ Simulation Analytical
Simulation
Analytical
LoVis MedVis HiVis LoVis MedVis HiVis
(2, 2, 4)
0.8 1.422 1.371 1.351 1.321 4.086 4.071 4.071 4.065
0.9 2.924 2.686 2.635 2.522 4.854 4.734 4.709 4.656
(2, 4, 2)
0.8 2.224 2.196 2.185 2.170 2.261 2.225 2.216 2.198
0.9 3.435 3.248 3.206 3.118 3.487 3.294 3.253 3.165
(4, 4, 6)
0.8 2.095 2.093 2.075 2.070 6.012 6.005 6.011 6.009
0.9 2.901 2.885 2.796 2.734 6.299 6.291 6.263 6.242
(4, 6, 4)
0.8 3.049 3.048 3.039 3.037 4.036 4.032 4.030 4.027
0.9 3.662 3.655 3.586 3.539 4.530 4.520 4.467 4.430
Table E.6: Fill Rate & Expected Inventory Level at a Production Facility
fp E[Ip]
(S, R1, R2) ρ Simulation Analytical
Simulation
Analytical
LoVis MedVis HiVis LoVis MedVis HiVis
(2, 2, 4)
0.8 0.554 0.525 0.545 0.545 0.604 0.597 0.641 0.688
0.9 0.328 0.293 0.307 0.309 0.320 0.311 0.336 0.370
(4, 4, 6)
0.8 0.795 0.773 0.812 0.814 1.781 1.770 2.041 2.151
0.9 0.541 0.498 0.541 0.547 1.034 1.006 1.202 1.302
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Table E.7: Expected Number of Backorders & Expected Time to Fulfill a Backorder
at a Production Facility
E[Bp] E[W bp]
(S, R1, R2) ρ Simulation Analytical
Simulation
Analytical
LoVis MedVis HiVis LoVis MedVis HiVis
(2, 2, 4)
0.8 1.204 1.070 1.018 1.009 1.799 1.498 1.492 1.333
0.9 3.856 3.439 3.343 3.270 3.819 3.244 3.214 3.000
(4, 4, 6)
0.8 0.534 0.510 0.419 0.373 1.735 1.497 1.488 1.333
0.9 2.504 2.441 2.209 2.039 3.636 3.233 3.205 3.000
Table E.8: Expected Time Spent by an Order at a Production Facility
E[T p]
(S, R1, R2) ρ Simulation Analytical
LoVis MedVis HiVis
(2, 2, 4)
0.8 2.135 2.044 2.012 1.940
0.9 3.900 3.626 3.560 3.405
(4, 4, 6)
0.8 3.024 3.004 2.946 2.915
0.9 4.333 4.287 4.137 4.026
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E.2 Results for the Validation of the Modified M/M/2 Model for the
2R/2P SCN Configuration
In this section, we present the numerical results for the validation of the modified
M/M/2 based approximate model developed for the 2R/2P SCN configuration with
lower levels of visibility. Tables E.9, E.11 and E.14 present the fill rates and expected
inventory levels at retail stores 1 and 2, and a production facility, respectively. Ta-
bles E.10, E.12 and E.15 present the expected number of backorders and the expected
time to fulfill a backorder at retail stores 1 and 2, and a production facility, respec-
tively. Table E.13 presents the expected time spent by an order at retail stores 1
and 2, while Table E.16 presents the corresponding values at a production facility. It
can be seen from Equations (8.13) through (8.16) that the performance measures at
the production facilities depend on only the base-stock level at the facility and the
utilization of the processing store at that facility. As a result, we present the results
for the base-stock settings of (2, 2, 4) and (4, 4, 6) in Tables E.14, E.15 and E.16
Table E.9: Fill Rate & Expected Inventory Level at Retail Store 1
(S,R1, R2) ρ fr1 E[I
r
1 ]
LoVis MedVis Mod M/M/2 M/M/2 LoVis MedVis Mod M/M/2 M/M/2
(2, 2, 4)
0.8 0.730 0.727 0.727 0.759 1.244 1.314 1.351 1.428
0.9 0.456 0.454 0.455 0.493 0.689 0.789 0.819 0.901
(2, 4, 2)
0.8 0.848 0.854 0.855 0.873 2.848 2.967 3.001 3.126
0.9 0.579 0.596 0.600 0.627 1.711 1.913 1.951 2.093
(4, 4, 6)
0.8 0.934 0.930 0.937 0.948 3.479 3.508 3.571 3.642
0.9 0.725 0.713 0.732 0.755 2.459 2.518 2.630 2.749
(4, 6, 4)
0.8 0.964 0.963 0.967 0.972 5.388 5.420 5.492 5.577
0.9 0.793 0.787 0.803 0.820 3.983 4.058 4.203 4.359
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Table E.10: Expected Number of Backorders & Expected Time to Fulfill a
Backorder at Retail Store 1
(S,R1, R2) ρ E[Br1 ] E[W
br
1 ]
LoVis MedVis Mod M/M/2 M/M/2 LoVis MedVis Mod M/M/2 M/M/2
(2, 2, 4)
0.8 0.846 0.743 0.729 0.642 1.567 1.358 1.333 1.333
0.9 3.853 3.375 3.271 3.044 3.539 3.091 3.000 3.000
(2, 4, 2)
0.8 0.450 0.395 0.386 0.340 1.479 1.349 1.333 1.333
0.9 2.875 2.500 2.403 2.237 3.407 3.087 3.000 3.000
(4, 4, 6)
0.8 0.192 0.188 0.167 0.139 1.446 1.350 1.333 1.333
0.9 1.806 1.775 1.607 1.468 3.276 3.089 3.000 3.000
(4, 6, 4)
0.8 0.101 0.100 0.088 0.074 1.411 1.355 1.333 1.333
0.9 1.330 1.315 1.181 1.078 3.199 3.081 3.000 3.000
Table E.11: Fill Rate & Expected Inventory Level at Retail Store 2
(S,R1, R2) ρ fr2 E[I
r
2 ]
LoVis MedVis Mod M/M/2 M/M/2 LoVis MedVis Mod M/M/2 M/M/2
(2, 2, 4)
0.8 0.940 0.945 0.945 0.952 3.286 3.364 3.384 3.458
0.9 0.740 0.761 0.765 0.782 2.277 2.448 2.478 2.584
(2, 4, 2)
0.8 0.829 0.831 0.831 0.851 1.461 1.517 1.536 1.591
0.9 0.568 0.580 0.583 0.612 0.910 1.006 1.026 1.094
(4, 4, 6)
0.8 0.992 0.991 0.992 0.994 5.657 5.673 5.712 5.760
0.9 0.904 0.902 0.912 0.919 4.628 4.671 4.776 4.883
(4, 6, 4)
0.8 0.975 0.974 0.976 0.980 3.681 3.697 3.734 3.778
0.9 0.835 0.830 0.843 0.857 2.859 2.899 2.982 3.071
Table E.12: Expected Number of Backorders & Expected Time to Fulfill a
Backorder at Retail Store 2
(S,R1, R2) ρ E[Br2 ] E[W
br
2 ]
LoVis MedVis Mod M/M/2 M/M/2 LoVis MedVis Mod M/M/2 M/M/2
(2, 2, 4)
0.8 0.085 0.075 0.073 0.065 1.433 1.355 1.333 1.333
0.9 0.854 0.739 0.704 0.656 3.283 3.082 3.000 3.000
(2, 4, 2)
0.8 0.261 0.228 0.225 0.198 1.520 1.348 1.333 1.333
0.9 1.487 1.297 1.252 1.165 3.437 3.083 3.000 3.000
(4, 4, 6)
0.8 0.011 0.012 0.010 0.009 1.360 1.316 1.333 1.333
0.9 0.298 0.297 0.265 0.242 3.100 3.026 3.000 3.000
(4, 6, 4)
0.8 0.036 0.036 0.032 0.027 1.401 1.351 1.333 1.333
0.9 0.529 0.524 0.471 0.430 3.194 3.072 3.000 3.000
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Table E.13: Expected Time Spent by an Order at Retail Stores 1 and 2
(S,R1, R2) ρ E[T r1 ] E[T
r
2 ]
LoVis MedVis Mod M/M/2 M/M/2 LoVis MedVis Mod M/M/2 M/M/2
(2, 2, 4)
0.8 1.422 1.371 1.364 1.321 4.086 4.071 4.073 4.065
0.9 2.924 2.686 2.635 2.522 4.854 4.734 4.704 4.656
(2, 4, 2)
0.8 2.224 2.196 2.193 2.170 2.261 2.225 2.225 2.198
0.9 3.435 3.248 3.201 3.118 3.487 3.294 3.252 3.165
(4, 4, 6)
0.8 2.095 2.093 2.083 2.070 6.012 6.005 6.010 6.009
0.9 2.901 2.885 2.804 2.734 6.299 6.291 6.265 6.242
(4, 6, 4)
0.8 3.049 3.048 3.044 3.037 4.036 4.032 4.032 4.027
0.9 3.662 3.655 3.590 3.539 4.530 4.520 4.471 4.430
Table E.14: Fill Rate & Expected Inventory Level at a Production Facility
(S,R1, R2) ρ fp E[Ip]
LoVis MedVis Mod M/M/2 M/M/2 LoVis MedVis Mod M/M/2 M/M/2
(2, 2, 4)
0.8 0.554 0.525 0.483 0.545 0.604 0.597 0.551 0.688
0.9 0.328 0.293 0.258 0.309 0.320 0.311 0.274 0.370
(4, 4, 6)
0.8 0.795 0.773 0.780 0.814 1.781 1.770 1.840 2.151
0.9 0.541 0.498 0.500 0.547 1.034 1.006 1.080 1.302
Table E.15: Expected Number of Backorders & Expected Time to Fulfill a
Backorder at a Production Facility
(S,R1, R2) ρ E[Bp] E[W bp]
LoVis MedVis Mod M/M/2 M/M/2 LoVis MedVis Mod M/M/2 M/M/2
(2, 2, 4)
0.8 1.204 1.070 1.034 1.009 1.799 1.498 1.333 1.333
0.9 3.856 3.439 3.339 3.270 3.819 3.244 3.000 3.000
(4, 4, 6)
0.8 0.534 0.510 0.450 0.373 1.735 1.497 1.333 1.333
0.9 2.504 2.441 2.230 2.039 3.636 3.233 3.000 3.000
Table E.16: Expected Time Spent by an Order at a Production Facility
(S,R1, R2) ρ E[T p]
LoVis MedVis Mod M/M/2 M/M/2
(2, 2, 4)
0.8 2.135 2.044 2.023 1.940
0.9 3.900 3.626 3.559 3.405
(4, 4, 6)
0.8 3.024 3.004 3.000 2.915
0.9 4.333 4.287 4.150 4.026
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E.3 Results for the Validation of the GI/G/2 based Model for the
2R/2P SCN Configuration
The performance measures at the two retail stores are presented in Tables E.17
through E.26. Since the performance measures at the production facilities are de-
pendent only on the utilization level at the processing stage in the facility and the
SCVs of the inter-arrival and processing time distributions, we present the results for
production facility (1 or 2) only at a base-stock setting of (2, 2, 4) (Tables E.27 and
E.32).
Table E.17: Fill Rate and Expected Inventory Level at Retail Store 1
(λr1, λ
r








LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (2, 2, 4)
0.7
(0.25, 0.25) 0.999 1.000 1.000 1.000 1.979 1.981 1.986 1.999
(0.25, 1.00) 0.979 0.978 0.981 0.972 1.841 1.856 1.875 1.910
(0.25, 4.00) 0.841 0.830 0.838 0.852 1.434 1.492 1.517 1.650
(1.00, 0.25) 0.959 0.958 0.962 0.970 1.829 1.847 1.860 1.900
(1.00, 1.00) 0.904 0.903 0.909 0.918 1.664 1.700 1.719 1.766
(1.00, 4.00) 0.778 0.769 0.774 0.817 1.325 1.399 1.414 1.571
(4.00, 0.25) 0.761 0.756 0.765 0.769 1.506 1.550 1.567 1.425
(4.00, 1.00) 0.709 0.703 0.711 0.733 1.384 1.439 1.454 1.365
(4.00, 4.00) 0.642 0.632 0.638 0.712 1.166 1.252 1.267 1.356
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.8
(0.25, 0.25) 0.993 0.993 0.994 0.981 1.907 1.915 1.929 1.946
(0.25, 1.00) 0.908 0.908 0.915 0.908 1.585 1.624 1.654 1.740
(0.25, 4.00) 0.687 0.672 0.680 0.702 1.070 1.162 1.184 1.330
(1.00, 0.25) 0.875 0.874 0.881 0.899 1.593 1.632 1.652 1.709
(1.00, 1.00) 0.772 0.772 0.781 0.798 1.336 1.403 1.426 1.494
(1.00, 4.00) 0.613 0.604 0.608 0.655 0.960 1.069 1.081 1.236
(4.00, 0.25) 0.566 0.561 0.569 0.575 1.137 1.204 1.220 1.042
(4.00, 1.00) 0.517 0.514 0.523 0.545 1.009 1.094 1.109 0.997
(4.00, 4.00) 0.468 0.454 0.463 0.537 0.813 0.913 0.931 1.011
0.9
(0.25, 0.25) 0.913 0.913 0.919 0.913 1.579 1.608 1.638 1.746
(0.25, 1.00) 0.673 0.675 0.685 0.689 1.022 1.102 1.132 1.261
(0.25, 4.00) 0.431 0.412 0.419 0.431 0.574 0.682 0.699 0.799
(1.00, 0.25) 0.640 0.641 0.650 0.668 1.070 1.141 1.163 1.208
(1.00, 1.00) 0.503 0.508 0.516 0.538 0.783 0.883 0.902 0.973
(1.00, 4.00) 0.361 0.352 0.359 0.390 0.488 0.606 0.621 0.722
(4.00, 0.25) 0.308 0.314 0.317 0.316 0.623 0.717 0.724 0.563
(4.00, 1.00) 0.279 0.281 0.284 0.300 0.530 0.627 0.632 0.542
(4.00, 4.00) 0.251 0.244 0.249 0.302 0.395 0.502 0.512 0.562
(S,R1, R2) = (2, 4, 2)
0.7
(0.25, 0.25) 1.000 1.000 1.000 1.000 3.979 3.981 3.986 3.999
(0.25, 1.00) 0.997 0.998 0.998 0.993 3.823 3.841 3.862 3.889
(0.25, 4.00) 0.907 0.907 0.912 0.916 3.141 3.242 3.279 3.455
(1.00, 0.25) 0.993 0.993 0.994 0.993 3.803 3.824 3.839 3.879
(1.00, 1.00) 0.970 0.972 0.974 0.976 3.570 3.619 3.643 3.698
(1.00, 4.00) 0.861 0.862 0.865 0.895 2.942 3.076 3.097 3.328
(4.00, 0.25) 0.880 0.881 0.885 0.907 3.275 3.335 3.362 3.184
(4.00, 1.00) 0.830 0.833 0.837 0.871 3.051 3.139 3.163 3.049
(4.00, 4.00) 0.734 0.739 0.743 0.807 2.593 2.764 2.787 2.929
0.8
(0.25, 0.25) 1.000 1.000 1.000 0.994 3.903 3.911 3.927 3.931
(0.25, 1.00) 0.975 0.977 0.978 0.969 3.480 3.532 3.569 3.657
(0.25, 4.00) 0.775 0.778 0.783 0.802 2.450 2.628 2.662 2.893
(1.00, 0.25) 0.961 0.962 0.965 0.969 3.476 3.526 3.552 3.623
(1.00, 1.00) 0.892 0.898 0.902 0.910 3.044 3.149 3.181 3.270
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.8
(1.00, 4.00) 0.708 0.718 0.720 0.762 2.229 2.446 2.462 2.712
(4.00, 0.25) 0.709 0.712 0.717 0.742 2.584 2.691 2.716 2.450
(4.00, 1.00) 0.647 0.657 0.664 0.697 2.320 2.475 2.502 2.321
(4.00, 4.00) 0.557 0.560 0.568 0.640 1.871 2.080 2.112 2.243
0.9
(0.25, 0.25) 0.981 0.982 0.983 0.969 3.491 3.529 3.565 3.665
(0.25, 1.00) 0.820 0.831 0.837 0.834 2.505 2.644 2.689 2.869
(0.25, 4.00) 0.509 0.514 0.521 0.537 1.390 1.622 1.652 1.824
(1.00, 0.25) 0.798 0.806 0.811 0.825 2.569 2.683 2.717 2.793
(1.00, 1.00) 0.649 0.670 0.675 0.691 1.956 2.149 2.179 2.285
(1.00, 4.00) 0.435 0.450 0.457 0.491 1.193 1.453 1.482 1.656
(4.00, 0.25) 0.418 0.436 0.438 0.446 1.492 1.672 1.682 1.391
(4.00, 1.00) 0.371 0.390 0.390 0.413 1.281 1.481 1.487 1.313
(4.00, 4.00) 0.308 0.319 0.324 0.378 0.945 1.184 1.202 1.280
(S,R1, R2) = (4, 4, 6)
0.7
(0.25, 0.25) 1.000 1.000 1.000 1.000 4.000 4.000 4.000 4.000
(0.25, 1.00) 1.000 1.000 1.000 0.998 3.974 3.976 3.987 3.978
(0.25, 4.00) 0.948 0.944 0.953 0.950 3.520 3.554 3.623 3.701
(1.00, 0.25) 0.999 0.999 0.999 0.998 3.970 3.973 3.982 3.979
(1.00, 1.00) 0.992 0.992 0.994 0.994 3.877 3.886 3.913 3.928
(1.00, 4.00) 0.919 0.913 0.922 0.937 3.377 3.430 3.490 3.626
(4.00, 0.25) 0.945 0.942 0.950 0.970 3.663 3.679 3.723 3.702
(4.00, 1.00) 0.908 0.906 0.916 0.945 3.483 3.519 3.570 3.567
(4.00, 4.00) 0.819 0.812 0.824 0.870 3.028 3.119 3.174 3.297
0.8
(0.25, 0.25) 1.000 1.000 1.000 0.999 3.993 3.994 3.998 3.983
(0.25, 1.00) 0.993 0.993 0.995 0.990 3.842 3.851 3.898 3.902
(0.25, 4.00) 0.852 0.839 0.854 0.867 2.956 3.021 3.111 3.277
(1.00, 0.25) 0.989 0.988 0.991 0.990 3.842 3.851 3.888 3.901
(1.00, 1.00) 0.953 0.952 0.960 0.963 3.570 3.596 3.662 3.701
(1.00, 4.00) 0.797 0.787 0.802 0.835 2.740 2.842 2.922 3.125
(4.00, 0.25) 0.814 0.808 0.825 0.852 3.091 3.133 3.203 3.085
(4.00, 1.00) 0.760 0.759 0.771 0.806 2.843 2.925 2.983 2.902
(4.00, 4.00) 0.656 0.642 0.658 0.720 2.316 2.444 2.515 2.644
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.9
(0.25, 0.25) 0.995 0.995 0.997 0.988 3.856 3.862 3.919 3.900
(0.25, 1.00) 0.905 0.901 0.917 0.913 3.173 3.203 3.331 3.423
(0.25, 4.00) 0.613 0.585 0.603 0.624 1.890 1.982 2.070 2.239
(1.00, 0.25) 0.891 0.887 0.902 0.911 3.211 3.235 3.338 3.395
(1.00, 1.00) 0.773 0.767 0.785 0.797 2.636 2.696 2.800 2.875
(1.00, 4.00) 0.547 0.529 0.538 0.575 1.682 1.821 1.874 2.048
(4.00, 0.25) 0.532 0.526 0.542 0.557 1.968 2.045 2.112 1.897
(4.00, 1.00) 0.476 0.476 0.493 0.512 1.714 1.837 1.909 1.752
(4.00, 4.00) 0.395 0.387 0.398 0.446 1.288 1.465 1.512 1.579
(S,R1, R2) = (4, 6, 4)
0.7
(0.25, 0.25) 1.000 1.000 1.000 1.000 6.000 6.000 6.000 6.000
(0.25, 1.00) 1.000 1.000 1.000 0.999 5.973 5.975 5.987 5.976
(0.25, 4.00) 0.970 0.969 0.974 0.967 5.431 5.472 5.554 5.628
(1.00, 0.25) 1.000 1.000 1.000 1.000 5.970 5.972 5.982 5.977
(1.00, 1.00) 0.998 0.998 0.998 0.998 5.869 5.879 5.908 5.923
(1.00, 4.00) 0.949 0.947 0.953 0.959 5.244 5.308 5.382 5.534
(4.00, 0.25) 0.973 0.972 0.975 0.989 5.613 5.628 5.678 5.673
(4.00, 1.00) 0.947 0.947 0.953 0.975 5.384 5.425 5.487 5.506
(4.00, 4.00) 0.866 0.864 0.872 0.908 4.749 4.872 4.940 5.096
0.8
(0.25, 0.25) 1.000 1.000 1.000 1.000 5.993 5.994 5.998 5.982
(0.25, 1.00) 0.998 0.998 0.999 0.996 5.834 5.844 5.893 5.891
(0.25, 4.00) 0.895 0.890 0.900 0.906 4.676 4.759 4.874 5.072
(1.00, 0.25) 0.997 0.997 0.997 0.996 5.832 5.841 5.881 5.892
(1.00, 1.00) 0.979 0.979 0.982 0.984 5.514 5.543 5.617 5.660
(1.00, 4.00) 0.849 0.846 0.857 0.881 4.369 4.506 4.609 4.867
(4.00, 0.25) 0.876 0.874 0.885 0.913 4.862 4.909 4.997 4.884
(4.00, 1.00) 0.828 0.831 0.837 0.874 4.515 4.620 4.691 4.619
(4.00, 4.00) 0.714 0.709 0.722 0.779 3.720 3.902 3.997 4.173
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.9
(0.25, 0.25) 0.999 0.999 0.999 0.995 5.851 5.857 5.916 5.887
(0.25, 1.00) 0.950 0.949 0.957 0.952 5.029 5.063 5.214 5.310
(0.25, 4.00) 0.672 0.657 0.672 0.692 3.106 3.235 3.355 3.591
(1.00, 0.25) 0.941 0.939 0.947 0.951 5.065 5.092 5.214 5.280
(1.00, 1.00) 0.845 0.844 0.855 0.864 4.274 4.349 4.479 4.573
(1.00, 4.00) 0.606 0.599 0.606 0.642 2.782 2.985 3.052 3.301
(4.00, 0.25) 0.611 0.609 0.622 0.644 3.221 3.320 3.410 3.144
(4.00, 1.00) 0.549 0.555 0.571 0.594 2.828 3.004 3.105 2.901
(4.00, 4.00) 0.445 0.446 0.456 0.505 2.131 2.401 2.467 2.560
Table E.18: Fill Rate and Expected Inventory Level at Retail Store 1
(λr1, λ
r








LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (2, 2, 4)
0.7
(0.25, 0.25) 0.999 0.999 0.999 1.000 1.972 1.975 1.982 1.998
(0.25, 1.00) 0.967 0.966 0.971 0.963 1.805 1.822 1.846 1.891
(0.25, 4.00) 0.819 0.806 0.813 0.830 1.378 1.441 1.467 1.614
(1.00, 0.25) 0.944 0.941 0.946 0.960 1.787 1.807 1.824 1.878
(1.00, 1.00) 0.879 0.876 0.884 0.895 1.601 1.641 1.664 1.722
(1.00, 4.00) 0.751 0.740 0.749 0.791 1.255 1.334 1.356 1.527
(4.00, 0.25) 0.717 0.710 0.720 0.722 1.419 1.468 1.486 1.346
(4.00, 1.00) 0.665 0.660 0.668 0.689 1.289 1.353 1.371 1.293
(4.00, 4.00) 0.610 0.598 0.604 0.682 1.082 1.171 1.184 1.307
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.8
(0.25, 0.25) 0.987 0.988 0.990 0.976 1.882 1.895 1.913 1.937
(0.25, 1.00) 0.879 0.877 0.886 0.885 1.516 1.563 1.597 1.696
(0.25, 4.00) 0.663 0.641 0.649 0.673 1.012 1.104 1.129 1.286
(1.00, 0.25) 0.843 0.843 0.852 0.873 1.518 1.572 1.595 1.658
(1.00, 1.00) 0.733 0.731 0.741 0.760 1.250 1.323 1.349 1.430
(1.00, 4.00) 0.584 0.571 0.576 0.624 0.889 1.000 1.013 1.186
(4.00, 0.25) 0.517 0.517 0.528 0.526 1.031 1.116 1.136 0.967
(4.00, 1.00) 0.474 0.472 0.481 0.502 0.908 0.998 1.017 0.932
(4.00, 4.00) 0.436 0.423 0.432 0.509 0.728 0.836 0.853 0.967
0.9
(0.25, 0.25) 0.880 0.876 0.886 0.891 1.502 1.537 1.574 1.700
(0.25, 1.00) 0.627 0.622 0.634 0.643 0.937 1.021 1.054 1.183
(0.25, 4.00) 0.412 0.385 0.392 0.402 0.533 0.637 0.654 0.753
(1.00, 0.25) 0.591 0.588 0.599 0.617 0.973 1.051 1.076 1.123
(1.00, 1.00) 0.463 0.462 0.470 0.493 0.701 0.802 0.822 0.901
(1.00, 4.00) 0.342 0.329 0.331 0.363 0.442 0.559 0.566 0.680
(4.00, 0.25) 0.273 0.275 0.282 0.281 0.538 0.628 0.639 0.511
(4.00, 1.00) 0.250 0.250 0.257 0.271 0.456 0.549 0.564 0.498
(4.00, 4.00) 0.227 0.223 0.229 0.282 0.336 0.446 0.459 0.531
(S,R1, R2) = (2, 4, 2)
0.7
(0.25, 0.25) 1.000 1.000 1.000 1.000 3.972 3.974 3.981 3.998
(0.25, 1.00) 0.994 0.994 0.995 0.988 3.771 3.792 3.820 3.858
(0.25, 4.00) 0.879 0.878 0.882 0.892 3.009 3.130 3.167 3.372
(1.00, 0.25) 0.987 0.986 0.988 0.988 3.742 3.766 3.786 3.844
(1.00, 1.00) 0.952 0.954 0.957 0.961 3.460 3.519 3.549 3.619
(1.00, 4.00) 0.825 0.827 0.833 0.866 2.780 2.936 2.972 3.227
(4.00, 0.25) 0.838 0.837 0.843 0.861 3.108 3.178 3.208 3.007
(4.00, 1.00) 0.781 0.787 0.791 0.820 2.857 2.970 2.997 2.874
(4.00, 4.00) 0.692 0.695 0.700 0.769 2.405 2.591 2.612 2.805
Continued on next page
230








LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.8
(0.25, 0.25) 0.999 0.999 0.999 0.991 3.873 3.887 3.907 3.910
(0.25, 1.00) 0.955 0.957 0.961 0.953 3.352 3.420 3.466 3.577
(0.25, 4.00) 0.736 0.733 0.739 0.763 2.297 2.484 2.524 2.772
(1.00, 0.25) 0.938 0.941 0.944 0.951 3.343 3.417 3.449 3.532
(1.00, 1.00) 0.850 0.857 0.862 0.873 2.860 2.984 3.022 3.129
(1.00, 4.00) 0.664 0.670 0.672 0.719 2.047 2.279 2.299 2.581
(4.00, 0.25) 0.647 0.657 0.665 0.675 2.354 2.499 2.534 2.247
(4.00, 1.00) 0.589 0.601 0.608 0.633 2.094 2.268 2.300 2.136
(4.00, 4.00) 0.509 0.515 0.522 0.596 1.667 1.903 1.934 2.118
0.9
(0.25, 0.25) 0.962 0.963 0.967 0.955 3.356 3.404 3.452 3.587
(0.25, 1.00) 0.760 0.770 0.778 0.782 2.288 2.442 2.495 2.686
(0.25, 4.00) 0.472 0.468 0.474 0.489 1.266 1.496 1.526 1.690
(1.00, 0.25) 0.737 0.745 0.751 0.768 2.340 2.473 2.512 2.594
(1.00, 1.00) 0.586 0.604 0.609 0.627 1.739 1.942 1.975 2.093
(1.00, 4.00) 0.399 0.409 0.409 0.445 1.063 1.328 1.337 1.530
(4.00, 0.25) 0.364 0.379 0.384 0.385 1.288 1.461 1.482 1.230
(4.00, 1.00) 0.324 0.340 0.347 0.359 1.096 1.294 1.324 1.173
(4.00, 4.00) 0.270 0.284 0.291 0.342 0.795 1.047 1.071 1.185
(S,R1, R2) = (4, 4, 6)
0.7
(0.25, 0.25) 1.000 1.000 1.000 1.000 4.000 4.000 4.000 4.000
(0.25, 1.00) 0.999 0.999 1.000 0.997 3.967 3.968 3.983 3.972
(0.25, 4.00) 0.933 0.927 0.938 0.938 3.447 3.495 3.570 3.660
(1.00, 0.25) 0.998 0.998 0.999 0.997 3.961 3.963 3.976 3.973
(1.00, 1.00) 0.987 0.986 0.989 0.991 3.845 3.855 3.890 3.908
(1.00, 4.00) 0.901 0.892 0.904 0.923 3.292 3.350 3.421 3.576
(4.00, 0.25) 0.926 0.922 0.932 0.953 3.589 3.609 3.658 3.632
(4.00, 1.00) 0.885 0.881 0.893 0.922 3.388 3.431 3.489 3.481
(4.00, 4.00) 0.792 0.786 0.795 0.846 2.902 3.014 3.064 3.221
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.8
(0.25, 0.25) 1.000 1.000 1.000 0.998 3.991 3.992 3.997 3.979
(0.25, 1.00) 0.987 0.987 0.991 0.985 3.804 3.817 3.875 3.881
(0.25, 4.00) 0.824 0.807 0.825 0.843 2.846 2.923 3.024 3.204
(1.00, 0.25) 0.981 0.982 0.986 0.986 3.801 3.819 3.864 3.880
(1.00, 1.00) 0.935 0.932 0.943 0.948 3.485 3.520 3.598 3.644
(1.00, 4.00) 0.771 0.755 0.770 0.808 2.631 2.737 2.821 3.043
(4.00, 0.25) 0.777 0.778 0.795 0.813 2.953 3.029 3.106 2.960
(4.00, 1.00) 0.723 0.719 0.734 0.765 2.697 2.782 2.854 2.777
(4.00, 4.00) 0.623 0.613 0.624 0.687 2.168 2.326 2.380 2.552
0.9
(0.25, 0.25) 0.990 0.989 0.994 0.983 3.817 3.824 3.898 3.880
(0.25, 1.00) 0.873 0.866 0.887 0.887 3.050 3.086 3.236 3.333
(0.25, 4.00) 0.577 0.544 0.565 0.586 1.762 1.872 1.969 2.134
(1.00, 0.25) 0.858 0.852 0.872 0.883 3.084 3.115 3.233 3.298
(1.00, 1.00) 0.730 0.721 0.743 0.755 2.484 2.551 2.667 2.749
(1.00, 4.00) 0.514 0.490 0.502 0.537 1.562 1.705 1.764 1.946
(4.00, 0.25) 0.491 0.486 0.504 0.508 1.809 1.901 1.976 1.761
(4.00, 1.00) 0.440 0.436 0.453 0.467 1.567 1.690 1.755 1.631
(4.00, 4.00) 0.369 0.355 0.367 0.414 1.170 1.334 1.386 1.496
(S,R1, R2) = (4, 6, 4)
0.7
(0.25, 0.25) 1.000 1.000 1.000 1.000 6.000 6.000 6.000 6.000
(0.25, 1.00) 1.000 1.000 1.000 0.999 5.965 5.968 5.982 5.969
(0.25, 4.00) 0.956 0.953 0.961 0.957 5.321 5.379 5.472 5.565
(1.00, 0.25) 1.000 1.000 1.000 0.999 5.959 5.961 5.975 5.970
(1.00, 1.00) 0.995 0.995 0.996 0.997 5.830 5.842 5.880 5.899
(1.00, 4.00) 0.930 0.927 0.935 0.945 5.105 5.186 5.275 5.456
(4.00, 0.25) 0.957 0.956 0.962 0.979 5.504 5.531 5.590 5.580
(4.00, 1.00) 0.926 0.925 0.932 0.958 5.244 5.297 5.369 5.382
(4.00, 4.00) 0.837 0.835 0.841 0.883 4.558 4.708 4.769 4.970
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0.8
(0.25, 0.25) 1.000 1.000 1.000 0.999 5.991 5.992 5.997 5.977
(0.25, 1.00) 0.996 0.995 0.997 0.993 5.789 5.802 5.865 5.864
(0.25, 4.00) 0.865 0.856 0.869 0.882 4.491 4.593 4.724 4.949
(1.00, 0.25) 0.993 0.993 0.995 0.994 5.786 5.800 5.851 5.864
(1.00, 1.00) 0.965 0.964 0.970 0.973 5.397 5.435 5.527 5.579
(1.00, 4.00) 0.816 0.809 0.821 0.852 4.175 4.327 4.437 4.726
(4.00, 0.25) 0.840 0.841 0.854 0.876 4.657 4.744 4.844 4.684
(4.00, 1.00) 0.786 0.787 0.798 0.831 4.279 4.394 4.487 4.408
(4.00, 4.00) 0.671 0.672 0.680 0.740 3.467 3.705 3.774 4.006
0.9
(0.25, 0.25) 0.997 0.997 0.998 0.991 5.805 5.812 5.891 5.859
(0.25, 1.00) 0.921 0.919 0.932 0.929 4.838 4.882 5.064 5.172
(0.25, 4.00) 0.624 0.605 0.623 0.645 2.868 3.029 3.164 3.395
(1.00, 0.25) 0.911 0.909 0.921 0.927 4.873 4.907 5.052 5.132
(1.00, 1.00) 0.798 0.795 0.810 0.820 4.020 4.107 4.257 4.359
(1.00, 4.00) 0.561 0.549 0.559 0.595 2.558 2.772 2.851 3.108
(4.00, 0.25) 0.559 0.559 0.574 0.583 2.949 3.073 3.177 2.892
(4.00, 1.00) 0.502 0.503 0.519 0.536 2.573 2.749 2.842 2.669
(4.00, 4.00) 0.407 0.403 0.414 0.462 1.919 2.175 2.248 2.396
Table E.19: Expected Number of Backorders and Expected Time to
Fulfill a Backorder at Retail Store 1
(λr1, λ
r








LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (2, 2, 4)
0.7
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.354 0.298 0.292 0.057
(0.25, 1.00) 0.020 0.017 0.015 0.030 0.938 0.801 0.798 1.065
(0.25, 4.00) 0.642 0.547 0.519 0.572 4.026 3.216 3.197 3.862
(1.00, 0.25) 0.031 0.028 0.025 0.029 0.763 0.675 0.671 0.969
(1.00, 1.00) 0.131 0.114 0.107 0.096 1.358 1.176 1.177 1.167
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0.7
(1.00, 4.00) 0.958 0.812 0.791 0.721 4.321 3.512 3.501 3.946
(4.00, 0.25) 0.448 0.421 0.401 0.382 1.874 1.722 1.708 1.655
(4.00, 1.00) 0.754 0.680 0.663 0.583 2.588 2.288 2.289 2.186
(4.00, 4.00) 2.019 1.704 1.670 1.576 5.639 4.630 4.624 5.468
0.8
(0.25, 0.25) 0.004 0.003 0.003 0.022 0.590 0.508 0.507 1.188
(0.25, 1.00) 0.141 0.123 0.114 0.133 1.543 1.344 1.340 1.450
(0.25, 4.00) 1.952 1.658 1.619 1.601 6.238 5.057 5.060 5.375
(1.00, 0.25) 0.167 0.151 0.143 0.133 1.336 1.200 1.199 1.322
(1.00, 1.00) 0.529 0.457 0.442 0.405 2.317 2.011 2.017 2.000
(1.00, 4.00) 2.651 2.183 2.186 2.038 6.847 5.517 5.580 5.905
(4.00, 0.25) 1.577 1.498 1.470 1.446 3.638 3.412 3.414 3.398
(4.00, 1.00) 2.335 2.074 2.052 1.946 4.834 4.265 4.303 4.273
(4.00, 4.00) 4.993 4.364 4.267 4.079 9.404 7.989 7.941 8.813
0.9
(0.25, 0.25) 0.112 0.100 0.092 0.138 1.282 1.140 1.139 1.591
(0.25, 1.00) 1.088 0.948 0.919 0.885 3.329 2.910 2.917 2.850
(0.25, 4.00) 7.134 6.213 5.931 5.892 12.530 10.558 10.207 10.355
(1.00, 0.25) 1.094 0.994 0.970 0.910 3.041 2.766 2.771 2.743
(1.00, 1.00) 2.578 2.236 2.208 2.080 5.186 4.545 4.562 4.500
(1.00, 4.00) 9.174 7.804 7.609 7.295 14.358 12.058 11.876 11.964
(4.00, 0.25) 6.451 5.808 5.923 5.940 9.325 8.463 8.682 8.681
(4.00, 1.00) 8.498 7.597 7.685 7.370 11.791 10.579 10.719 10.532
(4.00, 4.00) 15.784 13.992 13.230 13.113 21.107 18.499 17.607 18.779
(S,R1, R2) = (2, 4, 2)
0.7
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.195 0.124 0.046 0.057
(0.25, 1.00) 0.002 0.002 0.002 0.009 0.869 0.791 0.777 1.205
(0.25, 4.00) 0.349 0.297 0.280 0.377 3.764 3.176 3.165 4.465
(1.00, 0.25) 0.005 0.004 0.004 0.008 0.710 0.666 0.657 1.074
(1.00, 1.00) 0.038 0.033 0.031 0.028 1.263 1.168 1.169 1.167
(1.00, 4.00) 0.575 0.489 0.474 0.478 4.123 3.541 3.508 4.542
(4.00, 0.25) 0.217 0.206 0.196 0.141 1.803 1.728 1.709 1.523
(4.00, 1.00) 0.421 0.381 0.371 0.267 2.483 2.278 2.275 2.070
(4.00, 4.00) 1.446 1.216 1.190 1.148 5.443 4.663 4.639 5.963
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0.8
(0.25, 0.25) 0.000 0.000 0.000 0.007 0.563 0.486 0.489 1.188
(0.25, 1.00) 0.036 0.031 0.029 0.050 1.449 1.326 1.317 1.636
(0.25, 4.00) 1.333 1.123 1.098 1.160 5.920 5.056 5.060 5.855
(1.00, 0.25) 0.050 0.045 0.042 0.046 1.266 1.194 1.188 1.480
(1.00, 1.00) 0.237 0.203 0.197 0.180 2.194 2.001 2.007 2.000
(1.00, 4.00) 1.920 1.559 1.568 1.514 6.585 5.534 5.601 6.363
(4.00, 0.25) 1.024 0.985 0.967 0.854 3.520 3.420 3.420 3.303
(4.00, 1.00) 1.646 1.456 1.445 1.269 4.667 4.241 4.296 4.183
(4.00, 4.00) 4.050 3.530 3.448 3.311 9.148 8.020 7.972 9.201
0.9
(0.25, 0.25) 0.024 0.020 0.019 0.058 1.227 1.124 1.126 1.878
(0.25, 1.00) 0.571 0.490 0.476 0.492 3.173 2.900 2.911 2.964
(0.25, 4.00) 5.950 5.153 4.885 4.916 12.105 10.593 10.197 10.628
(1.00, 0.25) 0.593 0.536 0.523 0.495 2.930 2.762 2.768 2.828
(1.00, 1.00) 1.751 1.501 1.485 1.930 4.987 4.544 4.562 4.500
(1.00, 4.00) 7.880 6.651 6.470 6.228 13.948 12.102 11.907 12.224
(4.00, 0.25) 5.320 4.763 4.881 4.768 9.138 8.452 8.696 8.601
(4.00, 1.00) 7.249 6.451 6.540 6.141 11.533 10.580 10.711 10.456
(4.00, 4.00) 14.334 12.674 11.919 11.832 20.720 18.588 17.606 19.009
(S,R1, R2) = (4, 4, 6)
0.7
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.057
(0.25, 1.00) 0.000 0.000 0.000 0.002 0.837 0.787 0.722 1.252
(0.25, 4.00) 0.194 0.183 0.150 0.250 3.754 3.247 3.186 5.115
(1.00, 0.25) 0.001 0.001 0.000 0.002 0.690 0.659 0.640 1.100
(1.00, 1.00) 0.010 0.010 0.007 0.007 1.246 1.167 1.154 1.167
(1.00, 4.00) 0.337 0.310 0.271 0.325 4.143 3.556 3.483 5.188
(4.00, 0.25) 0.097 0.101 0.086 0.044 1.776 1.734 1.716 1.444
(4.00, 1.00) 0.226 0.214 0.191 0.111 2.464 2.277 2.276 2.016
(4.00, 4.00) 0.983 0.883 0.826 0.846 5.428 4.695 4.682 6.523
0.8
(0.25, 0.25) 0.000 0.000 0.000 0.002 0.462 0.414 0.165 1.188
(0.25, 1.00) 0.011 0.010 0.007 0.018 1.444 1.313 1.299 1.780
(0.25, 4.00) 0.873 0.825 0.745 0.850 5.875 5.115 5.085 6.396
(1.00, 0.25) 0.014 0.014 0.010 0.015 1.238 1.180 1.158 1.604
(1.00, 1.00) 0.101 0.096 0.081 0.074 2.149 1.996 2.000 2.000
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0.8
(1.00, 4.00) 1.331 1.207 1.124 1.135 6.559 5.667 5.662 6.879
(4.00, 0.25) 0.670 0.656 0.604 0.484 3.606 3.426 3.440 3.271
(4.00, 1.00) 1.103 1.024 1.002 0.806 4.606 4.253 4.369 4.156
(4.00, 4.00) 3.134 2.897 2.731 2.695 9.092 8.089 7.989 9.629
0.9
(0.25, 0.25) 0.006 0.006 0.003 0.023 1.193 1.092 1.071 1.978
(0.25, 1.00) 0.297 0.287 0.242 0.268 3.109 2.896 2.906 3.092
(0.25, 4.00) 4.609 4.409 4.141 4.103 11.898 10.620 10.431 10.924
(1.00, 0.25) 0.314 0.311 0.269 0.261 2.874 2.759 2.755 2.943
(1.00, 1.00) 1.099 1.058 0.981 0.914 4.838 4.540 4.565 4.500
(1.00, 4.00) 6.102 5.602 5.553 5.317 13.476 11.897 12.021 12.503
(4.00, 0.25) 4.210 4.119 4.000 3.802 8.996 8.687 8.710 8.581
(4.00, 1.00) 6.031 5.531 5.216 5.093 11.510 10.545 10.303 10.438
(4.00, 4.00) 11.915 10.871 10.758 10.673 19.709 17.711 17.891 19.249
(S,R1, R2) = (4, 6, 4)
0.7
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.057
(0.25, 1.00) 0.000 0.000 0.000 0.001 0.720 0.651 0.487 1.257
(0.25, 4.00) 0.106 0.101 0.082 0.182 3.565 3.241 3.180 5.583
(1.00, 0.25) 0.000 0.000 0.000 0.000 0.642 0.646 0.610 1.101
(1.00, 1.00) 0.003 0.003 0.002 0.002 1.175 1.138 1.118 1.167
(1.00, 4.00) 0.203 0.188 0.163 0.233 3.994 3.545 3.449 5.663
(4.00, 0.25) 0.047 0.050 0.042 0.015 1.751 1.744 1.704 1.413
(4.00, 1.00) 0.126 0.120 0.107 0.049 2.396 2.272 2.274 2.000
(4.00, 4.00) 0.705 0.635 0.592 0.646 5.254 4.684 4.647 7.022
0.8
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.000 0.045 0.000 0.000
(0.25, 1.00) 0.003 0.002 0.002 0.008 1.376 1.287 1.235 1.836
(0.25, 4.00) 0.593 0.563 0.507 0.645 5.657 5.110 5.090 6.877
(1.00, 0.25) 0.004 0.004 0.003 0.006 1.173 1.157 1.127 1.649
(1.00, 1.00) 0.044 0.043 0.036 0.033 2.098 1.991 2.003 2.000
(1.00, 4.00) 0.961 0.871 0.811 0.876 6.359 5.653 5.656 7.350
(4.00, 0.25) 0.441 0.431 0.398 0.284 3.562 3.424 3.449 3.064
(4.00, 1.00) 0.776 0.720 0.710 0.524 4.521 4.260 4.362 4.151
(4.00, 4.00) 2.538 2.356 2.214 2.225 8.874 8.098 7.971 10.044
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0.9
(0.25, 0.25) 0.001 0.001 0.001 0.010 1.089 0.981 0.934 1.991
(0.25, 1.00) 0.153 0.148 0.125 0.155 3.043 2.886 2.908 3.194
(0.25, 4.00) 3.826 3.662 3.426 3.455 11.661 10.654 10.428 11.211
(1.00, 0.25) 0.168 0.167 0.145 0.146 2.834 2.753 2.755 3.001
(1.00, 1.00) 0.738 0.711 0.661 0.612 4.750 4.534 4.555 4.500
(1.00, 4.00) 5.201 4.766 4.732 4.570 13.211 11.898 12.008 12.776
(4.00, 0.25) 3.463 3.394 3.298 3.050 8.903 8.680 8.700 8.578
(4.00, 1.00) 5.145 4.697 4.412 4.241 11.386 10.550 10.280 10.436
(4.00, 4.00) 10.758 9.807 9.714 9.654 19.371 17.687 17.878 19.487
Table E.20: Expected Number of Backorders and Expected Time to
Fulfill a Backorder at Retail Store 1
(λr1, λ
r








LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (2, 2, 4)
0.7
(0.25, 0.25) 0.001 0.000 0.000 0.000 0.237 0.201 0.202 0.039
(0.25, 1.00) 0.041 0.036 0.031 0.051 0.629 0.531 0.530 0.693
(0.25, 4.00) 0.992 0.829 0.799 0.848 2.736 2.132 2.138 2.499
(1.00, 0.25) 0.058 0.054 0.049 0.051 0.515 0.460 0.459 0.633
(1.00, 1.00) 0.222 0.194 0.183 0.164 0.917 0.786 0.788 0.780
(1.00, 4.00) 1.455 1.205 1.160 1.067 2.926 2.322 2.314 2.557
(4.00, 0.25) 0.700 0.668 0.639 0.628 1.237 1.151 1.142 1.127
(4.00, 1.00) 1.150 1.028 1.010 0.923 1.716 1.511 1.524 1.482
(4.00, 4.00) 2.909 2.439 2.421 2.279 3.735 3.038 3.059 3.584
0.8
(0.25, 0.25) 0.010 0.008 0.007 0.038 0.390 0.333 0.333 0.790
(0.25, 1.00) 0.251 0.217 0.200 0.217 1.039 0.880 0.882 0.943
(0.25, 4.00) 2.826 2.401 2.350 2.295 4.192 3.340 3.351 3.509
(1.00, 0.25) 0.282 0.249 0.235 0.220 0.896 0.794 0.794 0.862
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0.8
(1.00, 1.00) 0.833 0.722 0.696 0.637 1.560 1.343 1.345 1.329
(1.00, 4.00) 3.854 3.192 3.154 2.906 4.635 3.721 3.721 3.862
(4.00, 0.25) 2.371 2.151 2.092 2.156 2.453 2.227 2.218 2.277
(4.00, 1.00) 3.373 3.011 2.933 2.845 3.211 2.852 2.831 2.858
(4.00, 4.00) 7.086 6.026 5.913 5.694 6.286 5.230 5.209 5.802
0.9
(0.25, 0.25) 0.207 0.188 0.172 0.223 0.860 0.757 0.756 1.020
(0.25, 1.00) 1.671 1.459 1.414 1.347 2.242 1.927 1.933 1.885
(0.25, 4.00) 10.005 8.482 8.324 8.211 8.504 6.890 6.841 6.862
(1.00, 0.25) 1.664 1.514 1.481 1.392 2.035 1.840 1.846 1.817
(1.00, 1.00) 3.723 3.257 3.220 3.044 3.466 3.026 3.041 3.000
(1.00, 4.00) 12.588 10.498 10.577 10.110 9.563 7.825 7.907 7.936
(4.00, 0.25) 8.941 8.318 8.208 8.347 6.148 5.745 5.714 5.807
(4.00, 1.00) 11.646 10.428 10.289 10.268 7.768 6.953 6.936 7.041
(4.00, 4.00) 21.720 18.432 17.888 17.933 14.043 11.859 11.616 12.483
(S,R1, R2) = (2, 4, 2)
0.7
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.203 0.179 0.149 0.039
(0.25, 1.00) 0.007 0.007 0.006 0.019 0.577 0.524 0.521 0.791
(0.25, 4.00) 0.623 0.518 0.500 0.606 2.570 2.114 2.117 2.816
(1.00, 0.25) 0.013 0.012 0.011 0.017 0.486 0.457 0.455 0.710
(1.00, 1.00) 0.081 0.072 0.068 0.061 0.855 0.779 0.780 0.780
(1.00, 4.00) 0.979 0.807 0.776 0.767 2.798 2.333 2.324 2.869
(4.00, 0.25) 0.389 0.378 0.360 0.289 1.199 1.163 1.151 1.039
(4.00, 1.00) 0.718 0.645 0.636 0.504 1.642 1.512 1.523 1.401
(4.00, 4.00) 2.232 1.859 1.849 1.777 3.632 3.055 3.077 3.837
0.8
(0.25, 0.25) 0.001 0.001 0.001 0.014 0.365 0.327 0.325 0.790
(0.25, 1.00) 0.087 0.074 0.069 0.098 0.970 0.873 0.874 1.055
(0.25, 4.00) 2.110 1.782 1.745 1.780 4.003 3.334 3.344 3.755
(1.00, 0.25) 0.106 0.094 0.089 0.093 0.850 0.793 0.792 0.958
(1.00, 1.00) 0.442 0.382 0.369 0.337 1.477 1.339 1.341 1.329
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.8
(1.00, 4.00) 3.012 2.472 2.440 2.300 4.478 3.741 3.727 4.096
(4.00, 0.25) 1.694 1.535 1.490 1.436 2.401 2.237 2.226 2.206
(4.00, 1.00) 2.558 2.280 2.216 2.049 3.112 2.856 2.829 2.790
(4.00, 4.00) 6.025 5.093 4.994 4.845 6.143 5.256 5.230 5.998
0.9
(0.25, 0.25) 0.062 0.055 0.051 0.110 0.822 0.755 0.754 1.218
(0.25, 1.00) 1.021 0.881 0.855 0.850 2.131 1.917 1.925 1.946
(0.25, 4.00) 8.737 7.342 7.196 7.148 8.270 6.903 6.844 7.000
(1.00, 0.25) 1.031 0.936 0.917 0.863 1.958 1.837 1.844 1.863
(1.00, 1.00) 2.760 2.397 2.373 2.237 3.334 3.024 3.038 3.000
(1.00, 4.00) 11.209 9.267 9.348 8.960 9.327 7.845 7.916 8.070
(4.00, 0.25) 7.691 7.152 7.051 7.066 6.044 5.766 5.728 5.745
(4.00, 1.00) 10.287 9.174 9.049 8.943 7.610 6.956 6.941 6.981
(4.00, 4.00) 20.179 17.032 16.500 16.587 13.810 11.896 11.638 12.599
(S,R1, R2) = (4, 4, 6)
0.7
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.006 0.028 0.000 0.039
(0.25, 1.00) 0.001 0.001 0.001 0.005 0.570 0.524 0.512 0.834
(0.25, 4.00) 0.344 0.317 0.265 0.403 2.564 2.159 2.127 3.266
(1.00, 0.25) 0.002 0.002 0.001 0.004 0.483 0.458 0.468 0.734
(1.00, 1.00) 0.022 0.021 0.016 0.015 0.835 0.769 0.769 0.780
(1.00, 4.00) 0.547 0.507 0.445 0.513 2.761 2.354 2.310 3.314
(4.00, 0.25) 0.178 0.179 0.156 0.091 1.197 1.155 1.146 0.976
(4.00, 1.00) 0.380 0.365 0.329 0.211 1.645 1.539 1.541 1.354
(4.00, 4.00) 1.512 1.318 1.294 1.296 3.630 3.086 3.159 4.208
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.8
(0.25, 0.25) 0.000 0.000 0.000 0.003 0.297 0.301 0.253 0.790
(0.25, 1.00) 0.025 0.023 0.016 0.035 0.955 0.862 0.862 1.169
(0.25, 4.00) 1.396 1.295 1.180 1.290 3.967 3.359 3.362 4.115
(1.00, 0.25) 0.031 0.029 0.022 0.030 0.845 0.790 0.783 1.054
(1.00, 1.00) 0.190 0.181 0.152 0.138 1.455 1.339 1.343 1.329
(1.00, 4.00) 2.018 1.835 1.723 1.707 4.403 3.743 3.754 4.437
(4.00, 0.25) 1.055 0.994 0.912 0.814 2.365 2.235 2.231 2.175
(4.00, 1.00) 1.683 1.617 1.529 1.301 3.042 2.875 2.879 2.762
(4.00, 4.00) 4.594 4.016 4.000 3.926 6.094 5.200 5.316 6.278
0.9
(0.25, 0.25) 0.017 0.016 0.009 0.044 0.805 0.749 0.740 1.313
(0.25, 1.00) 0.533 0.514 0.434 0.459 2.088 1.914 1.927 2.033
(0.25, 4.00) 6.797 6.242 6.009 5.952 8.026 6.846 6.899 7.194
(1.00, 0.25) 0.549 0.541 0.471 0.452 1.931 1.833 1.837 1.928
(1.00, 1.00) 1.757 1.691 1.567 1.468 3.257 3.029 3.047 3.000
(1.00, 4.00) 8.863 8.069 7.986 7.637 9.130 7.915 8.021 8.251
(4.00, 0.25) 6.027 5.931 5.699 5.635 5.914 5.778 5.757 5.723
(4.00, 1.00) 8.246 7.846 7.505 7.418 7.366 6.957 6.861 6.960
(4.00, 4.00) 17.147 15.174 15.180 14.954 13.586 11.753 11.988 12.758
(S,R1, R2) = (4, 6, 4)
0.7
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.039
(0.25, 1.00) 0.000 0.000 0.000 0.002 0.509 0.484 0.467 0.839
(0.25, 4.00) 0.213 0.201 0.167 0.308 2.436 2.151 2.121 3.545
(1.00, 0.25) 0.000 0.000 0.000 0.001 0.493 0.478 0.493 0.735
(1.00, 1.00) 0.008 0.008 0.006 0.005 0.799 0.754 0.752 0.780
(1.00, 4.00) 0.376 0.343 0.299 0.390 2.693 2.342 2.290 3.595
(4.00, 0.25) 0.101 0.101 0.088 0.039 1.172 1.158 1.145 0.954
(4.00, 1.00) 0.237 0.231 0.208 0.112 1.596 1.540 1.540 1.342
(4.00, 4.00) 1.148 1.011 1.000 1.046 3.523 3.074 3.150 4.474
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.8
(0.25, 0.25) 0.000 0.000 0.000 0.001 0.195 0.139 0.044 0.790
(0.25, 1.00) 0.008 0.008 0.005 0.017 0.916 0.854 0.852 1.208
(0.25, 4.00) 1.038 0.966 0.880 1.036 3.841 3.353 3.353 4.372
(1.00, 0.25) 0.011 0.011 0.008 0.014 0.820 0.787 0.776 1.086
(1.00, 1.00) 0.100 0.096 0.081 0.073 1.416 1.334 1.335 1.329
(1.00, 4.00) 1.587 1.425 1.339 1.390 4.311 3.727 3.742 4.686
(4.00, 0.25) 0.747 0.708 0.650 0.537 2.326 2.232 2.229 2.169
(4.00, 1.00) 1.269 1.229 1.162 0.932 2.972 2.881 2.880 2.758
(4.00, 4.00) 3.933 3.395 3.394 3.380 5.987 5.190 5.304 0.490
0.9
(0.25, 0.25) 0.005 0.005 0.003 0.023 0.780 0.738 0.721 1.325
(0.25, 1.00) 0.321 0.310 0.262 0.298 2.042 1.909 1.926 2.090
(0.25, 4.00) 5.903 5.399 5.203 5.214 7.856 6.834 6.888 7.340
(1.00, 0.25) 0.338 0.334 0.291 0.287 1.896 1.828 1.833 1.971
(1.00, 1.00) 1.293 1.246 1.157 1.078 3.198 3.030 3.047 3.000
(1.00, 4.00) 7.859 7.136 7.073 6.799 8.960 7.908 8.017 8.388
(4.00, 0.25) 5.168 5.102 4.900 4.766 5.859 5.791 5.762 5.720
(4.00, 1.00) 7.252 6.905 6.591 6.457 7.275 6.953 6.851 6.958
(4.00, 4.00) 15.896 14.014 14.042 13.855 13.423 11.741 11.992 12.877
Table E.21: Fill Rate and Expected Inventory Level at Retail Store 2
(λr1, λ
r








LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (2, 2, 4)
0.7
(0.25, 0.25) 1.000 1.000 1.000 1.000 3.979 3.981 3.986 3.999
(0.25, 1.00) 0.997 0.998 0.998 0.993 3.823 3.841 3.862 3.889
(0.25, 4.00) 0.907 0.907 0.911 0.916 3.141 3.242 3.279 3.455
(1.00, 0.25) 0.993 0.993 0.994 0.993 3.802 3.823 3.839 3.879
(1.00, 1.00) 0.970 0.972 0.974 0.976 3.571 3.619 3.643 3.698
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.7
(1.00, 4.00) 0.860 0.862 0.865 0.895 2.941 3.075 3.098 3.328
(4.00, 0.25) 0.880 0.880 0.886 0.907 3.275 3.335 3.362 3.184
(4.00, 1.00) 0.830 0.833 0.837 0.871 3.052 3.139 3.163 3.049
(4.00, 4.00) 0.734 0.739 0.743 0.807 2.593 2.761 2.788 2.929
0.8
(0.25, 0.25) 1.000 1.000 1.000 0.994 3.903 3.912 3.927 3.931
(0.25, 1.00) 0.975 0.977 0.978 0.969 3.480 3.533 3.569 3.657
(0.25, 4.00) 0.775 0.778 0.783 0.802 2.450 2.628 2.662 2.893
(1.00, 0.25) 0.961 0.962 0.964 0.969 3.476 3.525 3.551 3.623
(1.00, 1.00) 0.892 0.898 0.902 0.910 3.045 3.149 3.181 3.270
(1.00, 4.00) 0.708 0.718 0.720 0.762 2.229 2.445 2.461 2.712
(4.00, 0.25) 0.709 0.712 0.718 0.742 2.584 2.691 2.718 2.450
(4.00, 1.00) 0.647 0.659 0.664 0.697 2.319 2.477 2.503 2.321
(4.00, 4.00) 0.556 0.560 0.567 0.640 1.868 2.081 2.112 2.243
0.9
(0.25, 0.25) 0.981 0.982 0.983 0.969 3.491 3.529 3.565 3.665
(0.25, 1.00) 0.820 0.832 0.837 0.834 2.505 2.644 2.689 2.869
(0.25, 4.00) 0.509 0.514 0.521 0.537 1.391 1.622 1.652 1.824
(1.00, 0.25) 0.797 0.805 0.810 0.825 2.568 2.682 2.716 2.793
(1.00, 1.00) 0.649 0.669 0.674 0.691 1.957 2.148 2.179 2.285
(1.00, 4.00) 0.435 0.449 0.457 0.491 1.194 1.452 1.482 1.656
(4.00, 0.25) 0.418 0.436 0.438 0.446 1.494 1.673 1.682 1.391
(4.00, 1.00) 0.371 0.388 0.390 0.413 1.281 1.480 1.486 1.313
(4.00, 4.00) 0.308 0.318 0.323 0.378 0.945 1.184 1.203 1.280
(S,R1, R2) = (2, 4, 2)
0.7
(0.25, 0.25) 1.000 1.000 1.000 1.000 1.979 1.981 1.986 1.999
(0.25, 1.00) 0.979 0.978 0.981 0.972 1.841 1.856 1.875 1.910
(0.25, 4.00) 0.840 0.830 0.838 0.852 1.434 1.493 1.517 1.650
(1.00, 0.25) 0.959 0.958 0.962 0.970 1.829 1.847 1.860 1.900
(1.00, 1.00) 0.904 0.903 0.910 0.918 1.664 1.700 1.719 1.766
(1.00, 4.00) 0.778 0.769 0.774 0.817 1.325 1.398 1.414 1.571
(4.00, 0.25) 0.760 0.756 0.765 0.769 1.507 1.549 1.567 1.425
(4.00, 1.00) 0.709 0.702 0.711 0.733 1.384 1.439 1.454 1.365
(4.00, 4.00) 0.641 0.631 0.638 0.712 1.166 1.251 1.268 1.356
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.8
(0.25, 0.25) 0.993 0.993 0.994 0.981 1.907 1.915 1.929 1.946
(0.25, 1.00) 0.908 0.908 0.915 0.908 1.585 1.625 1.654 1.740
(0.25, 4.00) 0.687 0.672 0.680 0.702 1.069 1.163 1.184 1.330
(1.00, 0.25) 0.875 0.874 0.881 0.899 1.593 1.632 1.652 1.709
(1.00, 1.00) 0.772 0.773 0.781 0.798 1.337 1.403 1.426 1.494
(1.00, 4.00) 0.613 0.604 0.608 0.655 0.960 1.069 1.080 1.236
(4.00, 0.25) 0.566 0.561 0.570 0.575 1.137 1.205 1.221 1.042
(4.00, 1.00) 0.517 0.515 0.524 0.545 1.008 1.094 1.110 0.997
(4.00, 4.00) 0.467 0.453 0.462 0.537 0.812 0.914 0.932 1.011
0.9
(0.25, 0.25) 0.913 0.913 0.920 0.913 1.579 1.608 1.638 1.746
(0.25, 1.00) 0.673 0.674 0.685 0.689 1.022 1.102 1.132 1.261
(0.25, 4.00) 0.431 0.412 0.420 0.431 0.574 0.682 0.699 0.799
(1.00, 0.25) 0.639 0.640 0.650 0.668 1.070 1.141 1.163 1.208
(1.00, 1.00) 0.503 0.508 0.516 0.538 0.783 0.883 0.902 0.973
(1.00, 4.00) 0.361 0.352 0.359 0.390 0.488 0.606 0.621 0.722
(4.00, 0.25) 0.308 0.313 0.317 0.316 0.624 0.717 0.724 0.563
(4.00, 1.00) 0.279 0.280 0.283 0.300 0.530 0.627 0.631 0.542
(4.00, 4.00) 0.252 0.244 0.249 0.302 0.395 0.503 0.513 0.562
(S,R1, R2) = (4, 4, 6)
0.7
(0.25, 0.25) 1.000 1.000 1.000 1.000 6.000 6.000 6.000 6.000
(0.25, 1.00) 1.000 1.000 1.000 0.999 5.973 5.975 5.987 5.976
(0.25, 4.00) 0.970 0.969 0.974 0.967 5.430 5.471 5.555 5.628
(1.00, 0.25) 1.000 1.000 1.000 1.000 5.969 5.972 5.982 5.977
(1.00, 1.00) 0.997 0.997 0.998 0.998 5.869 5.878 5.908 5.923
(1.00, 4.00) 0.949 0.947 0.953 0.959 5.243 5.308 5.383 5.534
(4.00, 0.25) 0.973 0.971 0.975 0.989 5.613 5.628 5.679 5.673
(4.00, 1.00) 0.948 0.948 0.953 0.975 5.384 5.426 5.488 5.506
(4.00, 4.00) 0.866 0.865 0.872 0.908 4.749 4.872 4.939 5.096
0.8
(0.25, 0.25) 1.000 1.000 1.000 1.000 5.993 5.994 5.998 5.982
(0.25, 1.00) 0.998 0.998 0.999 0.996 5.834 5.843 5.893 5.891
(0.25, 4.00) 0.895 0.890 0.900 0.906 4.675 4.759 4.874 5.072
(1.00, 0.25) 0.997 0.997 0.997 0.996 5.831 5.840 5.881 5.892
(1.00, 1.00) 0.979 0.979 0.982 0.984 5.515 5.543 5.618 5.660
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.8
(1.00, 4.00) 0.848 0.846 0.856 0.881 4.367 4.507 4.609 4.867
(4.00, 0.25) 0.876 0.874 0.884 0.913 4.860 4.909 4.996 4.884
(4.00, 1.00) 0.828 0.830 0.838 0.874 4.513 4.619 4.693 4.619
(4.00, 4.00) 0.714 0.709 0.722 0.779 3.718 3.901 3.996 4.173
0.9
(0.25, 0.25) 0.999 0.999 0.999 0.995 5.851 5.857 5.916 5.887
(0.25, 1.00) 0.950 0.949 0.957 0.952 5.030 5.064 5.215 5.310
(0.25, 4.00) 0.672 0.657 0.672 0.692 3.107 3.234 3.355 3.591
(1.00, 0.25) 0.940 0.939 0.947 0.951 5.064 5.091 5.213 5.280
(1.00, 1.00) 0.844 0.843 0.855 0.864 4.273 4.348 4.479 4.573
(1.00, 4.00) 0.606 0.599 0.606 0.642 2.780 2.987 3.052 3.301
(4.00, 0.25) 0.611 0.609 0.622 0.644 3.223 3.318 3.410 3.144
(4.00, 1.00) 0.549 0.554 0.570 0.594 2.826 3.005 3.105 2.901
(4.00, 4.00) 0.445 0.445 0.455 0.505 2.130 2.401 2.462 2.560
(S,R1, R2) = (4, 6, 4)
0.7
(0.25, 0.25) 1.000 1.000 1.000 1.000 4.000 4.000 4.000 4.000
(0.25, 1.00) 1.000 1.000 1.000 0.998 3.974 3.976 3.987 3.978
(0.25, 4.00) 0.948 0.943 0.953 0.950 3.519 3.554 3.623 3.701
(1.00, 0.25) 0.999 0.999 0.999 0.998 3.970 3.972 3.982 3.979
(1.00, 1.00) 0.992 0.991 0.993 0.994 3.877 3.886 3.913 3.928
(1.00, 4.00) 0.919 0.913 0.923 0.937 3.377 3.430 3.491 3.626
(4.00, 0.25) 0.945 0.942 0.950 0.970 3.663 3.679 3.723 3.702
(4.00, 1.00) 0.909 0.907 0.917 0.945 3.483 3.519 3.571 3.567
(4.00, 4.00) 0.819 0.813 0.823 0.870 3.027 3.119 3.172 3.297
0.8
(0.25, 0.25) 1.000 1.000 1.000 0.999 3.993 3.994 3.998 3.983
(0.25, 1.00) 0.993 0.993 0.995 0.990 3.842 3.851 3.898 3.902
(0.25, 4.00) 0.852 0.839 0.854 0.867 2.955 3.021 3.112 3.277
(1.00, 0.25) 0.988 0.988 0.991 0.990 3.841 3.850 3.888 3.901
(1.00, 1.00) 0.953 0.952 0.960 0.963 3.571 3.596 3.663 3.701
(1.00, 4.00) 0.796 0.787 0.801 0.835 2.740 2.843 2.923 3.125
(4.00, 0.25) 0.814 0.809 0.824 0.852 3.090 3.133 3.202 3.085
(4.00, 1.00) 0.760 0.758 0.771 0.806 2.842 2.923 2.984 2.902
(4.00, 4.00) 0.655 0.642 0.658 0.720 2.315 2.444 2.514 2.644
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.9
(0.25, 0.25) 0.995 0.995 0.997 0.988 3.856 3.862 3.919 3.900
(0.25, 1.00) 0.905 0.901 0.917 0.913 3.173 3.203 3.332 3.423
(0.25, 4.00) 0.613 0.586 0.603 0.624 1.890 1.981 2.070 2.239
(1.00, 0.25) 0.891 0.887 0.902 0.911 3.210 3.235 3.338 3.395
(1.00, 1.00) 0.773 0.767 0.785 0.797 2.635 2.695 2.800 2.875
(1.00, 4.00) 0.547 0.529 0.538 0.575 1.681 1.822 1.873 2.048
(4.00, 0.25) 0.532 0.525 0.542 0.557 1.970 2.044 2.112 1.897
(4.00, 1.00) 0.476 0.475 0.493 0.512 1.713 1.839 1.909 1.752
(4.00, 4.00) 0.395 0.386 0.397 0.446 1.288 1.466 1.509 1.579
Table E.22: Fill Rate and Expected Inventory Level at Retail Store 2
(λr1, λ
r








LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (2, 2, 4)
0.7
(0.25, 0.25) 1.000 1.000 1.000 1.000 3.985 3.987 3.990 3.999
(0.25, 1.00) 0.999 1.000 1.000 0.997 3.880 3.892 3.906 3.922
(0.25, 4.00) 0.944 0.948 0.949 0.944 3.327 3.415 3.438 3.566
(1.00, 0.25) 0.998 0.998 0.998 0.997 3.866 3.878 3.889 3.916
(1.00, 1.00) 0.987 0.988 0.988 0.990 3.700 3.733 3.750 3.787
(1.00, 4.00) 0.905 0.910 0.913 0.929 3.155 3.275 3.299 3.464
(4.00, 0.25) 0.928 0.926 0.929 0.954 3.465 3.500 3.516 3.405
(4.00, 1.00) 0.888 0.891 0.893 0.929 3.277 3.350 3.365 3.282
(4.00, 4.00) 0.796 0.803 0.804 0.860 2.858 3.009 3.022 3.108
0.8
(0.25, 0.25) 1.000 1.000 1.000 0.998 3.934 3.943 3.953 3.951
(0.25, 1.00) 0.992 0.993 0.993 0.985 3.637 3.676 3.701 3.756
(0.25, 4.00) 0.839 0.847 0.851 0.858 2.702 2.858 2.886 3.086
(1.00, 0.25) 0.983 0.984 0.985 0.985 3.632 3.674 3.692 3.734
(1.00, 1.00) 0.941 0.946 0.948 0.952 3.293 3.374 3.397 3.460
(1.00, 4.00) 0.774 0.789 0.790 0.825 2.490 2.697 2.708 2.924
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.8
(4.00, 0.25) 0.787 0.792 0.797 0.834 2.867 2.965 2.988 2.768
(4.00, 1.00) 0.731 0.740 0.745 0.791 2.632 2.766 2.788 2.623
(4.00, 4.00) 0.624 0.637 0.642 0.712 2.151 2.372 2.396 2.462
0.9
(0.25, 0.25) 0.994 0.995 0.996 0.984 3.646 3.675 3.701 3.759
(0.25, 1.00) 0.899 0.909 0.912 0.898 2.836 2.949 2.984 3.124
(0.25, 4.00) 0.580 0.598 0.604 0.616 1.621 1.849 1.877 2.052
(1.00, 0.25) 0.875 0.882 0.885 0.894 2.891 2.983 3.008 3.069
(1.00, 1.00) 0.747 0.767 0.770 0.781 2.307 2.477 2.501 2.584
(1.00, 4.00) 0.502 0.533 0.531 0.568 1.421 1.702 1.705 1.875
(4.00, 0.25) 0.505 0.517 0.521 0.547 1.809 1.959 1.976 1.676
(4.00, 1.00) 0.450 0.471 0.477 0.505 1.580 1.778 1.804 1.565
(4.00, 4.00) 0.357 0.383 0.389 0.442 1.145 1.433 1.458 1.454
(S,R1, R2) = (2, 4, 2)
0.7
(0.25, 0.25) 1.000 1.000 1.000 1.000 1.986 1.987 1.990 1.999
(0.25, 1.00) 0.990 0.991 0.992 0.982 1.886 1.897 1.910 1.933
(0.25, 4.00) 0.875 0.873 0.877 0.882 1.519 1.576 1.593 1.703
(1.00, 0.25) 0.975 0.975 0.977 0.981 1.877 1.889 1.898 1.926
(1.00, 1.00) 0.936 0.936 0.940 0.946 1.747 1.773 1.788 1.822
(1.00, 4.00) 0.816 0.814 0.820 0.854 1.423 1.497 1.513 1.635
(4.00, 0.25) 0.815 0.809 0.815 0.834 1.608 1.637 1.649 1.539
(4.00, 1.00) 0.764 0.762 0.768 0.798 1.498 1.548 1.559 1.475
(4.00, 4.00) 0.690 0.685 0.688 0.770 1.287 1.372 1.380 1.431
0.8
(0.25, 0.25) 0.997 0.998 0.998 0.988 1.935 1.943 1.953 1.959
(0.25, 1.00) 0.947 0.949 0.953 0.938 1.683 1.715 1.737 1.801
(0.25, 4.00) 0.733 0.729 0.735 0.751 1.168 1.258 1.276 1.414
(1.00, 0.25) 0.916 0.919 0.923 0.933 1.692 1.726 1.741 1.780
(1.00, 1.00) 0.829 0.834 0.840 0.852 1.466 1.524 1.542 1.593
(1.00, 4.00) 0.657 0.659 0.662 0.708 1.065 1.177 1.186 1.323
(4.00, 0.25) 0.631 0.630 0.637 0.656 1.268 1.334 1.348 1.174
(4.00, 1.00) 0.581 0.580 0.588 0.619 1.148 1.228 1.242 1.116
(4.00, 4.00) 0.514 0.509 0.516 0.588 0.930 1.044 1.058 1.093
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.9
(0.25, 0.25) 0.952 0.955 0.959 0.940 1.682 1.706 1.729 1.805
(0.25, 1.00) 0.752 0.761 0.768 0.759 1.166 1.238 1.263 1.382
(0.25, 4.00) 0.471 0.466 0.473 0.483 0.652 0.763 0.778 0.881
(1.00, 0.25) 0.715 0.721 0.727 0.743 1.220 1.282 1.300 1.340
(1.00, 1.00) 0.575 0.587 0.593 0.612 0.924 1.021 1.037 1.094
(1.00, 4.00) 0.397 0.404 0.405 0.439 0.566 0.699 0.703 0.800
(4.00, 0.25) 0.364 0.365 0.370 0.379 0.753 0.837 0.847 0.660
(4.00, 1.00) 0.328 0.332 0.339 0.355 0.650 0.751 0.766 0.626
(4.00, 4.00) 0.280 0.284 0.289 0.339 0.471 0.605 0.618 0.619
(S,R1, R2) = (4, 4, 6)
0.7
(0.25, 0.25) 1.000 1.000 1.000 1.000 6.000 6.000 6.000 6.000
(0.25, 1.00) 1.000 1.000 1.000 1.000 5.982 5.984 5.991 5.984
(0.25, 4.00) 0.987 0.987 0.989 0.980 5.581 5.616 5.674 5.709
(1.00, 0.25) 1.000 1.000 1.000 1.000 5.979 5.980 5.987 5.985
(1.00, 1.00) 0.999 0.999 0.999 1.000 5.911 5.917 5.937 5.947
(1.00, 4.00) 0.973 0.972 0.976 0.974 5.439 5.486 5.543 5.635
(4.00, 0.25) 0.987 0.986 0.988 0.996 5.723 5.731 5.766 5.774
(4.00, 1.00) 0.972 0.972 0.974 0.990 5.556 5.582 5.624 5.648
(4.00, 4.00) 0.909 0.911 0.914 0.939 5.025 5.138 5.174 5.270
0.8
(0.25, 0.25) 1.000 1.000 1.000 1.000 5.995 5.996 5.999 5.988
(0.25, 1.00) 1.000 1.000 1.000 0.998 5.889 5.896 5.929 5.925
(0.25, 4.00) 0.938 0.938 0.943 0.939 4.948 5.020 5.109 5.290
(1.00, 0.25) 0.999 0.999 0.999 0.999 5.886 5.896 5.922 5.926
(1.00, 1.00) 0.991 0.992 0.993 0.994 5.660 5.681 5.733 5.762
(1.00, 4.00) 0.902 0.902 0.908 0.920 4.704 4.815 4.892 5.085
(4.00, 0.25) 0.924 0.924 0.931 0.956 5.134 5.188 5.253 5.169
(4.00, 1.00) 0.888 0.886 0.893 0.928 4.852 4.920 4.982 4.936
(4.00, 4.00) 0.779 0.784 0.787 0.838 4.101 4.300 4.340 4.455
0.9
(0.25, 0.25) 1.000 1.000 1.000 0.998 5.899 5.903 5.944 5.921
(0.25, 1.00) 0.980 0.980 0.983 0.976 5.296 5.320 5.431 5.490
(0.25, 4.00) 0.742 0.741 0.751 0.764 3.439 3.578 3.683 3.914
(1.00, 0.25) 0.972 0.972 0.975 0.976 5.319 5.338 5.425 5.471
(1.00, 1.00) 0.907 0.907 0.914 0.919 4.655 4.711 4.812 4.883
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.9
(1.00, 4.00) 0.677 0.681 0.687 0.718 3.144 3.339 3.401 3.627
(4.00, 0.25) 0.698 0.696 0.706 0.738 3.666 3.753 3.833 3.561
(4.00, 1.00) 0.638 0.640 0.651 0.686 3.284 3.433 3.510 3.293
(4.00, 4.00) 0.512 0.518 0.527 0.578 2.501 2.762 2.824 2.852
(S,R1, R2) = (4, 6, 4)
0.7
(0.25, 0.25) 1.000 1.000 1.000 1.000 4.000 4.000 4.000 4.000
(0.25, 1.00) 1.000 1.000 1.000 0.999 3.982 3.984 3.991 3.984
(0.25, 4.00) 0.970 0.968 0.973 0.965 3.626 3.656 3.708 3.756
(1.00, 0.25) 1.000 1.000 1.000 0.999 3.979 3.981 3.987 3.985
(1.00, 1.00) 0.996 0.996 0.997 0.997 3.913 3.920 3.939 3.949
(1.00, 4.00) 0.946 0.943 0.950 0.956 3.508 3.553 3.602 3.695
(4.00, 0.25) 0.966 0.964 0.969 0.985 3.745 3.757 3.788 3.784
(4.00, 1.00) 0.941 0.939 0.945 0.970 3.607 3.632 3.670 3.676
(4.00, 4.00) 0.863 0.859 0.865 0.903 3.213 3.298 3.329 3.400
0.8
(0.25, 0.25) 1.000 1.000 1.000 0.999 3.996 3.996 3.999 3.988
(0.25, 1.00) 0.998 0.998 0.999 0.995 3.891 3.898 3.930 3.929
(0.25, 4.00) 0.894 0.889 0.899 0.902 3.125 3.183 3.258 3.397
(1.00, 0.25) 0.995 0.995 0.996 0.995 3.891 3.899 3.924 3.930
(1.00, 1.00) 0.975 0.974 0.978 0.980 3.685 3.704 3.752 3.780
(1.00, 4.00) 0.847 0.843 0.853 0.877 2.947 3.037 3.100 3.263
(4.00, 0.25) 0.866 0.865 0.876 0.906 3.278 3.322 3.376 3.278
(4.00, 1.00) 0.819 0.816 0.827 0.867 3.061 3.122 3.172 3.106
(4.00, 4.00) 0.709 0.709 0.715 0.775 2.546 2.693 2.727 2.808
0.9
(0.25, 0.25) 0.998 0.999 0.999 0.994 3.900 3.904 3.944 3.926
(0.25, 1.00) 0.948 0.947 0.956 0.946 3.362 3.384 3.484 3.551
(0.25, 4.00) 0.667 0.656 0.670 0.687 2.067 2.166 2.247 2.421
(1.00, 0.25) 0.933 0.932 0.941 0.945 3.392 3.410 3.489 3.531
(1.00, 1.00) 0.838 0.836 0.848 0.857 2.880 2.928 3.012 3.071
(1.00, 4.00) 0.601 0.595 0.604 0.638 1.881 2.018 2.067 2.228
(4.00, 0.25) 0.605 0.600 0.613 0.638 2.233 2.306 2.366 2.131
(4.00, 1.00) 0.547 0.545 0.559 0.589 1.980 2.093 2.149 1.967
(4.00, 4.00) 0.445 0.441 0.451 0.502 1.496 1.673 1.717 1.733
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Table E.23: Expected Number of Backorders and Expected Time to
Fulfill a Backorder at Retail Store 2
(λr1, λ
r








LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (2, 2, 4)
0.7
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.341 0.226 0.196 0.057
(0.25, 1.00) 0.002 0.002 0.002 0.009 0.865 0.791 0.777 1.205
(0.25, 4.00) 0.350 0.297 0.282 0.377 3.766 3.185 3.178 4.465
(1.00, 0.25) 0.005 0.005 0.004 0.008 0.719 0.668 0.662 1.074
(1.00, 1.00) 0.038 0.033 0.031 0.028 1.274 1.181 1.183 1.167
(1.00, 4.00) 0.578 0.488 0.476 0.478 4.118 3.536 3.519 4.542
(4.00, 0.25) 0.217 0.208 0.197 0.141 1.803 1.734 1.716 1.523
(4.00, 1.00) 0.422 0.381 0.372 0.267 2.483 2.279 2.277 2.070
(4.00, 4.00) 1.453 1.219 1.189 1.148 5.461 4.656 4.636 5.963
0.8
(0.25, 0.25) 0.000 0.000 0.000 0.007 0.538 0.491 0.454 1.188
(0.25, 1.00) 0.036 0.031 0.029 0.050 1.446 1.324 1.317 1.636
(0.25, 4.00) 1.330 1.124 1.101 1.160 5.913 5.059 5.076 5.855
(1.00, 0.25) 0.050 0.045 0.042 0.046 1.267 1.188 1.187 1.480
(1.00, 1.00) 0.237 0.204 0.197 0.180 2.194 2.005 2.013 2.000
(1.00, 4.00) 1.919 1.563 1.566 1.514 6.576 5.532 5.585 6.363
(4.00, 0.25) 1.034 0.987 0.962 0.854 3.550 3.429 3.411 3.303
(4.00, 1.00) 1.648 1.440 1.444 1.269 4.671 4.225 4.305 4.183
(4.00, 4.00) 4.064 3.522 3.447 3.311 9.150 8.003 7.964 9.201
0.9
(0.25, 0.25) 0.023 0.020 0.018 0.058 1.214 1.116 1.113 1.878
(0.25, 1.00) 0.572 0.489 0.476 0.492 3.179 2.903 2.915 2.964
(0.25, 4.00) 5.955 5.154 4.888 4.916 12.119 10.600 10.207 10.628
(1.00, 0.25) 0.594 0.538 0.525 0.495 2.925 2.763 2.766 2.828
(1.00, 1.00) 1.754 1.506 1.488 1.930 4.990 4.542 4.561 4.500
(1.00, 4.00) 7.898 6.663 6.485 6.228 13.976 12.088 11.922 12.224
(4.00, 0.25) 5.334 4.768 4.895 4.768 9.156 8.460 8.703 8.601
(4.00, 1.00) 7.253 6.482 6.557 6.141 11.529 10.574 10.728 10.456
(4.00, 4.00) 14.294 12.653 11.901 11.832 20.664 18.554 17.590 19.009
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (2, 4, 2)
0.7
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.357 0.304 0.300 0.057
(0.25, 1.00) 0.020 0.017 0.015 0.030 0.937 0.802 0.797 1.065
(0.25, 4.00) 0.642 0.548 0.520 0.572 4.026 3.217 3.208 3.862
(1.00, 0.25) 0.031 0.028 0.026 0.029 0.765 0.679 0.676 0.969
(1.00, 1.00) 0.131 0.114 0.107 0.096 1.359 1.180 1.180 1.167
(1.00, 4.00) 0.961 0.811 0.792 0.721 4.320 3.504 3.506 3.946
(4.00, 0.25) 0.449 0.423 0.402 0.382 1.874 1.727 1.711 1.655
(4.00, 1.00) 0.755 0.681 0.663 0.583 2.590 2.288 2.292 2.186
(4.00, 4.00) 2.026 1.709 1.668 1.576 5.651 4.624 4.620 5.468
0.8
(0.25, 0.25) 0.004 0.003 0.003 0.022 0.586 0.509 0.507 1.188
(0.25, 1.00) 0.142 0.123 0.113 0.133 1.544 1.339 1.339 1.450
(0.25, 4.00) 1.949 1.659 1.623 1.601 6.234 5.059 5.072 5.375
(1.00, 0.25) 0.167 0.152 0.143 0.133 1.334 1.201 1.201 1.322
(1.00, 1.00) 0.529 0.458 0.442 0.405 2.317 2.014 2.018 2.000
(1.00, 4.00) 2.651 2.187 2.185 2.038 6.842 5.514 5.570 5.905
(4.00, 0.25) 1.587 1.501 1.465 1.446 3.656 3.418 3.409 3.398
(4.00, 1.00) 2.337 2.057 2.051 1.946 4.840 4.248 4.310 4.273
(4.00, 4.00) 5.008 4.355 4.266 4.079 9.406 7.967 7.941 8.813
0.9
(0.25, 0.25) 0.111 0.099 0.092 0.138 1.279 1.135 1.137 1.591
(0.25, 1.00) 1.089 0.948 0.920 0.885 3.333 2.908 2.920 2.850
(0.25, 4.00) 7.138 6.214 5.935 5.892 12.537 10.562 10.219 10.355
(1.00, 0.25) 1.096 0.997 0.971 0.910 3.039 2.769 2.770 2.743
(1.00, 1.00) 2.580 2.241 2.211 2.080 5.186 4.547 4.563 4.500
(1.00, 4.00) 9.192 7.817 7.624 7.295 14.380 12.053 11.888 11.964
(4.00, 0.25) 6.463 5.813 5.937 5.940 9.339 8.469 8.689 8.681
(4.00, 1.00) 8.503 7.629 7.702 7.370 11.790 10.582 10.731 10.532
(4.00, 4.00) 15.745 13.972 13.210 13.113 21.063 18.478 17.598 18.779
(S,R1, R2) = (4, 4, 6)
0.7
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.057
(0.25, 1.00) 0.000 0.000 0.000 0.001 0.688 0.572 0.506 1.257
(0.25, 4.00) 0.106 0.101 0.082 0.182 3.587 3.238 3.172 5.583
(1.00, 0.25) 0.000 0.000 0.000 0.000 0.601 0.533 0.550 1.101
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.7
(1.00, 1.00) 0.003 0.003 0.002 0.002 1.207 1.149 1.115 1.167
(1.00, 4.00) 0.204 0.188 0.161 0.233 3.988 3.542 3.451 5.663
(4.00, 0.25) 0.047 0.050 0.042 0.015 1.758 1.757 1.720 1.413
(4.00, 1.00) 0.126 0.117 0.106 0.049 2.406 2.239 2.268 2.000
(4.00, 4.00) 0.706 0.630 0.597 0.646 5.279 4.666 4.665 7.022
0.8
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
(0.25, 1.00) 0.003 0.002 0.002 0.008 1.313 1.252 1.242 1.836
(0.25, 4.00) 0.594 0.566 0.508 0.645 5.678 5.122 5.097 6.877
(1.00, 0.25) 0.004 0.004 0.003 0.006 1.143 1.123 1.102 1.649
(1.00, 1.00) 0.045 0.043 0.036 0.033 2.103 2.012 2.007 2.000
(1.00, 4.00) 0.967 0.873 0.815 0.876 6.366 5.655 5.661 7.350
(4.00, 0.25) 0.445 0.431 0.398 0.284 3.588 3.424 3.433 3.064
(4.00, 1.00) 0.780 0.722 0.708 0.524 4.523 4.251 4.371 4.151
(4.00, 4.00) 2.523 2.359 2.221 2.225 8.802 8.092 7.996 10.044
0.9
(0.25, 0.25) 0.001 0.001 0.001 0.010 1.036 0.948 0.914 1.991
(0.25, 1.00) 0.154 0.149 0.126 0.155 3.063 2.892 2.909 3.194
(0.25, 4.00) 3.828 3.657 3.429 3.455 11.669 10.641 10.439 11.211
(1.00, 0.25) 0.169 0.168 0.145 0.146 2.828 2.756 2.754 3.001
(1.00, 1.00) 0.744 0.714 0.661 0.612 4.764 4.537 4.551 4.500
(1.00, 4.00) 5.221 4.786 4.745 4.570 13.226 11.932 12.036 12.776
(4.00, 0.25) 3.468 3.425 3.299 3.050 8.920 8.733 8.704 8.578
(4.00, 1.00) 5.138 4.726 4.433 4.241 11.363 10.579 10.310 10.436
(4.00, 4.00) 10.797 9.822 9.734 9.654 19.443 17.683 17.860 19.487
(S,R1, R2) = (4, 6, 4)
0.7
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.057
(0.25, 1.00) 0.000 0.000 0.000 0.002 0.819 0.729 0.717 1.252
(0.25, 4.00) 0.195 0.183 0.150 0.250 3.768 3.245 3.183 5.115
(1.00, 0.25) 0.001 0.001 0.000 0.002 0.670 0.640 0.626 1.100
(1.00, 1.00) 0.011 0.010 0.008 0.007 1.282 1.185 1.164 1.167
(1.00, 4.00) 0.337 0.309 0.269 0.325 4.146 3.547 3.473 5.188
(4.00, 0.25) 0.098 0.101 0.086 0.044 1.782 1.743 1.724 1.444
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.7
(4.00, 1.00) 0.226 0.211 0.189 0.111 2.468 2.255 2.270 2.016
(4.00, 4.00) 0.985 0.878 0.831 0.846 5.444 4.685 4.694 6.523
0.8
(0.25, 0.25) 0.000 0.000 0.000 0.002 0.485 0.321 0.282 1.188
(0.25, 1.00) 0.011 0.010 0.007 0.018 1.439 1.310 1.290 1.780
(0.25, 4.00) 0.874 0.828 0.745 0.850 5.885 5.129 5.091 6.396
(1.00, 0.25) 0.014 0.014 0.010 0.015 1.211 1.160 1.144 1.604
(1.00, 1.00) 0.101 0.097 0.081 0.074 2.158 2.015 2.011 2.000
(1.00, 4.00) 1.339 1.209 1.128 1.135 6.565 5.665 5.672 6.879
(4.00, 0.25) 0.676 0.656 0.604 0.484 3.622 3.427 3.439 3.271
(4.00, 1.00) 1.109 1.027 0.999 0.806 4.612 4.246 4.370 4.156
(4.00, 4.00) 3.120 2.901 2.738 2.695 9.031 8.086 8.008 9.629
0.9
(0.25, 0.25) 0.006 0.006 0.003 0.023 1.167 1.069 1.043 1.978
(0.25, 1.00) 0.298 0.288 0.243 0.268 3.120 2.902 2.913 3.092
(0.25, 4.00) 4.612 4.404 4.144 4.103 11.905 10.615 10.441 10.924
(1.00, 0.25) 0.316 0.312 0.270 0.261 2.880 2.764 2.758 2.943
(1.00, 1.00) 1.107 1.062 0.982 0.914 4.857 4.543 4.563 4.500
(1.00, 4.00) 6.122 5.622 5.566 5.317 13.488 11.924 12.035 12.503
(4.00, 0.25) 4.214 4.151 4.001 3.802 9.006 8.726 8.714 8.581
(4.00, 1.00) 6.025 5.560 5.237 5.093 11.491 10.583 10.332 10.438
(4.00, 4.00) 11.955 10.886 10.781 10.673 19.777 17.718 17.873 19.249
Table E.24: Expected Number of Backorders and Expected Time to
Fulfill a Backorder at Retail Store 2
(λr1, λ
r








LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (2, 2, 4)
0.7
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.008 0.038 0.000 0.039
(0.25, 1.00) 0.000 0.000 0.000 0.003 0.568 0.536 0.526 0.817
(0.25, 4.00) 0.136 0.111 0.109 0.183 2.438 2.124 2.136 3.248
(1.00, 0.25) 0.001 0.001 0.001 0.002 0.474 0.455 0.455 0.724
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.7
(1.00, 1.00) 0.011 0.010 0.009 0.008 0.841 0.778 0.779 0.780
(1.00, 4.00) 0.256 0.212 0.203 0.234 2.681 2.359 2.336 3.300
(4.00, 0.25) 0.086 0.086 0.082 0.046 1.188 1.173 1.149 0.998
(4.00, 1.00) 0.182 0.166 0.163 0.098 1.616 1.529 1.528 1.367
(4.00, 4.00) 0.727 0.606 0.608 0.594 3.572 3.078 3.112 4.245
0.8
(0.25, 0.25) 0.000 0.000 0.000 0.002 0.315 0.286 0.258 0.790
(0.25, 1.00) 0.008 0.006 0.006 0.017 0.962 0.872 0.869 1.129
(0.25, 4.00) 0.615 0.512 0.504 0.590 3.826 3.342 3.371 4.149
(1.00, 0.25) 0.014 0.013 0.012 0.015 0.826 0.786 0.783 1.018
(1.00, 1.00) 0.086 0.073 0.070 0.064 1.443 1.339 1.343 1.329
(1.00, 4.00) 0.978 0.795 0.784 0.783 4.317 3.772 3.735 4.481
(4.00, 0.25) 0.507 0.462 0.455 0.362 2.385 2.229 2.243 2.181
(4.00, 1.00) 0.821 0.743 0.723 0.580 3.057 2.865 2.840 2.768
(4.00, 4.00) 2.277 1.922 1.885 1.825 6.059 5.296 5.268 6.347
0.9
(0.25, 0.25) 0.005 0.004 0.003 0.021 0.834 0.760 0.751 1.283
(0.25, 1.00) 0.210 0.175 0.171 0.206 2.081 1.924 1.940 2.024
(0.25, 4.00) 3.362 2.779 2.721 2.781 8.001 6.914 6.868 7.249
(1.00, 0.25) 0.239 0.215 0.211 0.204 1.910 1.830 1.837 1.921
(1.00, 1.00) 0.821 0.706 0.701 0.656 3.239 3.024 3.044 3.000
(1.00, 4.00) 4.499 3.676 3.721 3.590 9.020 7.864 7.924 8.307
(4.00, 0.25) 2.956 2.797 2.752 2.594 5.977 5.783 5.740 5.725
(4.00, 1.00) 4.134 3.689 3.644 3.450 7.521 6.970 6.971 6.963
(4.00, 4.00) 8.748 7.346 7.132 7.153 13.586 11.925 11.683 12.817
(S,R1, R2) = (2, 4, 2)
0.7
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.264 0.225 0.210 0.039
(0.25, 1.00) 0.006 0.005 0.004 0.013 0.620 0.538 0.537 0.732
(0.25, 4.00) 0.328 0.272 0.264 0.320 2.627 2.137 2.147 2.713
(1.00, 0.25) 0.012 0.012 0.010 0.013 0.503 0.458 0.457 0.663
(1.00, 1.00) 0.057 0.050 0.047 0.042 0.892 0.784 0.785 0.780
(1.00, 4.00) 0.524 0.434 0.417 0.405 2.842 2.335 2.320 2.770
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.7
(4.00, 0.25) 0.229 0.223 0.214 0.179 1.242 1.169 1.155 1.082
(4.00, 1.00) 0.403 0.364 0.357 0.290 1.709 1.533 1.539 1.437
(4.00, 4.00) 1.156 0.968 0.967 0.917 3.733 3.074 3.101 3.777
0.8
(0.25, 0.25) 0.001 0.001 0.001 0.010 0.391 0.341 0.338 0.790
(0.25, 1.00) 0.054 0.045 0.042 0.062 1.012 0.889 0.889 0.995
(0.25, 4.00) 1.081 0.912 0.894 0.920 4.051 3.360 3.371 3.695
(1.00, 0.25) 0.073 0.065 0.061 0.060 0.875 0.793 0.792 0.904
(1.00, 1.00) 0.259 0.223 0.215 0.197 1.516 1.339 1.342 1.329
(1.00, 4.00) 1.552 1.275 1.262 1.183 4.523 3.739 3.729 4.044
(4.00, 0.25) 0.909 0.831 0.814 0.769 2.463 2.245 2.249 2.234
(4.00, 1.00) 1.338 1.206 1.176 1.073 3.192 2.874 2.854 2.815
(4.00, 4.00) 3.056 2.593 2.547 2.456 6.288 5.285 5.264 5.967
0.9
(0.25, 0.25) 0.041 0.035 0.032 0.066 0.857 0.768 0.766 1.112
(0.25, 1.00) 0.540 0.463 0.450 0.464 2.175 1.934 1.942 1.924
(0.25, 4.00) 4.393 3.693 3.623 3.609 8.302 6.917 6.865 6.982
(1.00, 0.25) 0.567 0.514 0.503 0.474 1.990 1.839 1.845 1.847
(1.00, 1.00) 1.438 1.250 1.237 1.165 3.379 3.022 3.038 3.000
(1.00, 4.00) 5.644 4.674 4.719 4.514 9.359 7.840 7.919 8.052
(4.00, 0.25) 3.900 3.676 3.623 3.578 6.138 5.787 5.752 5.764
(4.00, 1.00) 5.205 4.663 4.606 4.511 7.743 6.981 6.976 6.999
(4.00, 4.00) 10.074 8.518 8.292 8.320 13.973 11.907 11.683 12.590
(S,R1, R2) = (4, 4, 6)
0.7
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.039
(0.25, 1.00) 0.000 0.000 0.000 0.000 0.237 0.208 0.101 0.840
(0.25, 4.00) 0.030 0.029 0.024 0.081 2.318 2.163 2.187 3.961
(1.00, 0.25) 0.000 0.000 0.000 0.000 0.367 0.427 0.428 0.736
(1.00, 1.00) 0.001 0.001 0.000 0.000 0.718 0.719 0.711 0.780
(1.00, 4.00) 0.068 0.066 0.055 0.104 2.493 2.350 2.258 4.026
(4.00, 0.25) 0.015 0.016 0.014 0.003 1.171 1.171 1.145 0.938
(4.00, 1.00) 0.044 0.043 0.039 0.013 1.595 1.535 1.521 1.335
(4.00, 4.00) 0.306 0.271 0.268 0.380 3.385 3.045 3.111 5.039
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.8
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.790
(0.25, 1.00) 0.000 0.000 0.000 0.200 0.846 0.776 0.786 1.234
(0.25, 4.00) 0.224 0.211 0.194 0.302 3.615 3.379 3.396 4.913
(1.00, 0.25) 0.001 0.001 0.001 0.001 0.787 0.766 0.767 1.107
(1.00, 1.00) 0.012 0.011 0.009 0.009 1.381 1.325 1.327 1.329
(1.00, 4.00) 0.399 0.365 0.343 0.417 4.054 3.725 3.729 5.239
(4.00, 0.25) 0.174 0.169 0.154 0.096 2.299 2.228 2.226 2.166
(4.00, 1.00) 0.328 0.327 0.307 0.198 2.931 2.865 2.866 2.756
(4.00, 4.00) 1.278 1.116 1.118 1.142 5.771 5.177 5.267 7.036
0.9
(0.25, 0.25) 0.000 0.000 0.000 0.003 0.725 0.675 0.667 1.329
(0.25, 1.00) 0.041 0.038 0.033 0.053 2.026 1.919 1.929 2.188
(0.25, 4.00) 1.962 1.772 1.716 1.823 7.611 6.848 6.896 7.728
(1.00, 0.25) 0.052 0.051 0.045 0.049 1.857 1.811 1.822 2.045
(1.00, 1.00) 0.294 0.282 0.263 0.242 3.132 3.020 3.037 3.000
(1.00, 4.00) 2.800 2.530 2.514 2.473 8.665 7.916 8.024 8.762
(4.00, 0.25) 1.746 1.763 1.699 1.498 5.795 5.794 5.778 5.718
(4.00, 1.00) 2.590 2.502 2.380 2.187 7.138 6.947 6.826 6.957
(4.00, 4.00) 6.471 5.651 5.667 5.581 13.225 11.696 11.988 13.215
(S,R1, R2) = (4, 6, 4)
0.7
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.039
(0.25, 1.00) 0.000 0.000 0.000 0.001 0.512 0.532 0.476 0.838
(0.25, 4.00) 0.073 0.069 0.058 0.127 2.435 2.166 2.167 3.635
(1.00, 0.25) 0.000 0.000 0.000 0.000 0.472 0.479 0.446 0.735
(1.00, 1.00) 0.003 0.003 0.002 0.002 0.818 0.758 0.751 0.790
(1.00, 4.00) 0.145 0.133 0.115 0.163 2.667 2.354 2.289 3.689
(4.00, 0.25) 0.040 0.042 0.036 0.014 1.178 1.166 1.145 0.957
(4.00, 1.00) 0.095 0.094 0.085 0.040 1.592 1.531 1.534 1.343
(4.00, 4.00) 0.483 0.431 0.423 0.446 3.518 3.066 3.125 4.613
0.8
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.082 0.065 0.009 0.790
(0.25, 1.00) 0.002 0.002 0.001 0.006 0.954 0.863 0.851 1.204
(0.25, 4.00) 0.402 0.373 0.343 0.440 3.804 3.371 3.389 4.505
(1.00, 0.25) 0.004 0.004 0.003 0.005 0.814 0.780 0.777 1.082
(1.00, 1.00) 0.036 0.035 0.029 0.026 1.416 1.339 1.338 1.329
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.8
(1.00, 4.00) 0.659 0.587 0.551 0.595 4.294 3.729 3.741 4.825
(4.00, 0.25) 0.314 0.303 0.277 0.205 2.347 2.236 2.222 2.169
(4.00, 1.00) 0.542 0.529 0.497 0.367 2.993 2.869 2.865 2.758
(4.00, 4.00) 1.742 1.509 1.506 1.496 5.982 5.181 5.281 6.639
0.9
(0.25, 0.25) 0.001 0.001 0.001 0.008 0.781 0.737 0.728 1.323
(0.25, 1.00) 0.107 0.102 0.086 0.114 2.055 1.923 1.939 2.106
(0.25, 4.00) 2.589 2.360 2.280 2.330 7.777 6.856 6.908 7.449
(1.00, 0.25) 0.126 0.124 0.108 0.109 1.886 1.814 1.822 1.982
(1.00, 1.00) 0.519 0.499 0.463 0.430 3.189 3.025 3.044 3.000
(1.00, 4.00) 3.537 3.209 3.179 3.074 8.864 7.918 8.013 8.496
(4.00, 0.25) 2.314 2.315 2.232 2.068 5.863 5.777 5.770 5.719
(4.00, 1.00) 3.286 3.162 3.018 2.861 7.257 6.953 6.846 6.958
(4.00, 4.00) 7.466 6.562 6.561 6.462 13.434 11.714 11.970 12.979
Table E.25: Expected Time Spent by an Order at Retail Stores 1 and 2
(λr1, λ
r
2) = (1, 1)







LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (2, 2, 4)
0.7
(0.25, 0.25) 2.000 1.999 1.999 2.001 4.000 3.999 3.999 4.000
(0.25, 1.00) 2.019 2.016 2.014 2.030 4.002 4.000 4.000 4.009
(0.25, 4.00) 2.641 2.545 2.517 2.572 4.350 4.297 4.281 4.377
(1.00, 0.25) 2.032 2.029 2.026 2.029 4.005 4.002 4.002 4.008
(1.00, 1.00) 2.132 2.115 2.107 2.096 4.038 4.031 4.030 4.028
(1.00, 4.00) 2.959 2.813 2.792 2.721 4.577 4.486 4.475 4.478
(4.00, 0.25) 2.447 2.421 2.405 2.382 4.217 4.204 4.196 4.141
(4.00, 1.00) 2.756 2.681 2.660 2.583 4.424 4.384 4.371 4.267
(4.00, 4.00) 4.020 3.704 3.676 3.576 5.453 5.212 5.198 5.148
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.8
(0.25, 0.25) 2.003 2.003 2.001 2.022 3.999 3.999 3.998 4.007
(0.25, 1.00) 2.140 2.122 2.113 2.133 4.035 4.030 4.028 4.050
(0.25, 4.00) 3.951 3.656 3.617 3.601 5.330 5.123 5.100 5.160
(1.00, 0.25) 2.168 2.152 2.144 2.133 4.049 4.043 4.041 4.046
(1.00, 1.00) 2.531 2.459 2.442 2.405 4.237 4.202 4.195 4.180
(1.00, 4.00) 4.654 4.185 4.187 4.038 5.919 5.561 5.563 5.514
(4.00, 0.25) 3.582 3.497 3.472 3.446 5.033 4.989 4.965 4.854
(4.00, 1.00) 4.335 4.072 4.052 3.946 5.648 5.449 5.449 5.269
(4.00, 4.00) 7.002 6.362 6.263 6.079 8.068 7.523 7.453 7.311
0.9
(0.25, 0.25) 2.111 2.098 2.090 2.138 4.023 4.019 4.017 4.058
(0.25, 1.00) 3.087 2.947 2.918 2.885 4.571 4.488 4.475 4.492
(0.25, 4.00) 9.131 8.209 7.927 7.892 9.954 9.152 8.886 8.916
(1.00, 0.25) 3.096 2.996 2.971 2.910 4.594 4.536 4.523 4.495
(1.00, 1.00) 4.580 4.238 4.209 4.080 5.754 5.503 5.485 5.393
(1.00, 4.00) 11.180 9.810 9.611 9.295 11.897 10.658 10.482 10.228
(4.00, 0.25) 8.451 7.812 7.934 7.940 9.336 8.782 8.887 8.768
(4.00, 1.00) 10.502 9.609 9.678 9.370 11.256 10.470 10.551 10.141
(4.00, 4.00) 17.806 15.982 15.226 15.113 18.305 16.649 15.913 15.832
(S,R1, R2) = (2, 4, 2)
0.7
(0.25, 0.25) 3.999 3.998 3.998 4.000 2.000 1.999 2.000 2.001
(0.25, 1.00) 4.001 4.000 4.000 4.009 2.020 2.016 2.014 2.030
(0.25, 4.00) 4.348 4.294 4.278 4.377 2.643 2.547 2.520 2.572
(1.00, 0.25) 4.007 4.007 4.005 4.008 2.031 2.027 2.025 2.029
(1.00, 1.00) 4.039 4.035 4.032 4.028 2.131 2.113 2.106 2.096
(1.00, 4.00) 4.577 4.491 4.476 4.478 2.961 2.810 2.792 2.721
(4.00, 0.25) 4.215 4.207 4.202 4.141 2.449 2.420 2.402 2.382
(4.00, 1.00) 4.425 4.381 4.366 4.267 2.756 2.682 2.663 2.583
(4.00, 4.00) 5.447 5.216 5.199 5.148 4.026 3.703 3.675 3.576
0.8
(0.25, 0.25) 3.999 3.999 3.998 4.007 2.004 2.003 2.002 2.022
(0.25, 1.00) 4.035 4.029 4.027 4.050 2.141 2.122 2.113 2.133
(0.25, 4.00) 5.332 5.121 5.095 5.160 3.949 3.657 3.621 3.601
(1.00, 0.25) 4.051 4.047 4.044 4.046 2.167 2.151 2.142 2.133
(1.00, 1.00) 4.240 4.206 4.198 4.180 2.528 2.457 2.440 2.405
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.8
(1.00, 4.00) 5.923 5.562 5.569 5.514 4.650 4.185 4.183 4.038
(4.00, 0.25) 5.030 4.983 4.969 4.854 3.587 3.502 3.467 3.446
(4.00, 1.00) 5.647 5.453 5.444 5.269 4.337 4.063 4.054 3.946
(4.00, 4.00) 8.062 7.529 7.443 7.311 7.011 6.355 6.272 6.079
0.9
(0.25, 0.25) 4.022 4.018 4.016 4.058 2.111 2.099 2.091 2.138
(0.25, 1.00) 4.570 4.488 4.473 4.492 3.089 2.947 2.919 2.885
(0.25, 4.00) 9.947 9.149 8.880 8.916 9.137 8.212 7.932 7.892
(1.00, 0.25) 4.595 4.539 4.525 4.495 3.096 2.995 2.971 2.910
(1.00, 1.00) 5.754 5.504 5.487 5.393 4.580 4.239 4.209 4.080
(1.00, 4.00) 11.886 10.658 10.473 10.228 11.191 9.811 9.621 9.295
(4.00, 0.25) 9.320 8.768 8.894 8.768 8.465 7.826 7.929 7.940
(4.00, 1.00) 11.254 10.464 10.532 10.141 10.505 9.618 9.697 9.370
(4.00, 4.00) 18.357 16.663 15.916 15.832 17.755 15.968 15.222 15.113
(S,R1, R2) = (4, 4, 6)
0.7
(0.25, 0.25) 3.998 3.998 3.998 4.000 5.998 5.998 5.998 6.000
(0.25, 1.00) 3.999 3.999 3.998 4.002 5.999 5.999 5.998 6.001
(0.25, 4.00) 4.192 4.182 4.149 4.255 6.105 6.100 6.080 6.182
(1.00, 0.25) 4.004 4.003 4.001 4.002 5.997 5.997 5.998 6.000
(1.00, 1.00) 4.013 4.012 4.009 4.007 6.000 5.999 6.000 6.002
(1.00, 4.00) 4.339 4.313 4.272 4.325 6.201 6.185 6.159 6.233
(4.00, 0.25) 4.098 4.101 4.090 4.044 6.051 6.053 6.049 6.015
(4.00, 1.00) 4.227 4.218 4.189 4.111 6.129 6.120 6.105 6.049
(4.00, 4.00) 4.986 4.887 4.831 4.846 6.704 6.626 6.595 6.646
0.8
(0.25, 0.25) 3.998 3.998 3.998 4.002 5.999 5.998 5.998 6.000
(0.25, 1.00) 4.008 4.008 4.005 4.018 6.001 6.001 6.000 6.008
(0.25, 4.00) 4.871 4.823 4.743 4.850 6.592 6.564 6.505 6.645
(1.00, 0.25) 4.017 4.016 4.011 4.015 6.000 6.001 6.000 6.006
(1.00, 1.00) 4.103 4.099 4.082 4.074 6.042 6.040 6.034 6.033
(1.00, 4.00) 5.335 5.210 5.125 5.135 6.963 6.870 6.812 6.876
(4.00, 0.25) 4.671 4.662 4.605 4.484 6.447 6.425 6.393 6.284
(4.00, 1.00) 5.112 5.025 5.000 4.806 6.771 6.727 6.715 6.524
(4.00, 4.00) 7.131 6.894 6.733 6.695 8.515 8.352 8.222 8.225
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.9
(0.25, 0.25) 4.004 4.004 4.002 4.023 5.999 5.999 5.999 6.010
(0.25, 1.00) 4.295 4.285 4.241 4.268 6.153 6.147 6.124 6.155
(0.25, 4.00) 8.605 8.404 8.137 8.103 9.825 9.654 9.426 9.455
(1.00, 0.25) 4.317 4.313 4.270 4.261 6.166 6.165 6.143 6.146
(1.00, 1.00) 5.102 5.062 4.983 4.914 6.741 6.711 6.658 6.612
(1.00, 4.00) 10.108 9.607 9.555 9.317 11.215 10.780 10.741 10.570
(4.00, 0.25) 8.218 8.121 7.999 7.802 9.473 9.412 9.299 9.050
(4.00, 1.00) 10.029 9.538 9.225 9.093 11.128 10.727 10.443 10.141
(4.00, 4.00) 15.919 14.868 14.788 14.673 16.799 15.816 15.740 15.654
(S,R1, R2) = (4, 6, 4)
0.7
(0.25, 0.25) 5.997 5.997 5.997 6.000 3.999 3.999 3.999 4.000
(0.25, 1.00) 5.998 5.997 5.997 6.001 4.000 4.000 3.999 4.002
(0.25, 4.00) 6.102 6.099 6.079 6.182 4.194 4.183 4.149 4.255
(1.00, 0.25) 6.004 6.004 6.002 6.000 3.999 3.998 3.999 4.002
(1.00, 1.00) 6.007 6.006 6.004 6.002 4.009 4.008 4.006 4.007
(1.00, 4.00) 6.207 6.193 6.164 6.233 4.335 4.307 4.267 4.325
(4.00, 0.25) 6.047 6.050 6.048 6.015 4.101 4.103 4.091 4.044
(4.00, 1.00) 6.128 6.126 6.104 6.049 4.228 4.212 4.189 4.111
(4.00, 4.00) 6.709 6.641 6.599 6.646 4.983 4.874 4.829 4.846
0.8
(0.25, 0.25) 5.997 5.997 5.997 6.000 3.999 3.999 3.999 4.002
(0.25, 1.00) 6.000 6.000 5.999 6.008 4.010 4.009 4.006 4.018
(0.25, 4.00) 6.590 6.560 6.504 6.645 4.872 4.827 4.744 4.850
(1.00, 0.25) 6.008 6.007 6.005 6.006 4.011 4.012 4.008 4.015
(1.00, 1.00) 6.049 6.046 6.038 6.033 4.099 4.094 4.079 4.074
(1.00, 4.00) 6.965 6.875 6.812 6.876 5.336 5.207 5.127 5.135
(4.00, 0.25) 6.442 6.439 6.400 6.284 4.677 4.651 4.601 4.484
(4.00, 1.00) 6.788 6.722 6.707 6.524 5.102 5.030 5.004 4.806
(4.00, 4.00) 8.535 8.351 8.217 8.225 7.113 6.896 6.739 6.695
0.9
(0.25, 0.25) 5.998 5.998 5.998 6.010 4.005 4.004 4.002 4.023
(0.25, 1.00) 6.150 6.145 6.123 6.155 4.297 4.287 4.242 4.268
(0.25, 4.00) 9.821 9.657 9.421 9.455 8.609 8.402 8.141 8.103
(1.00, 0.25) 6.173 6.171 6.147 6.146 4.313 4.310 4.269 4.261
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.9
(1.00, 1.00) 6.742 6.716 6.662 6.612 5.104 5.060 4.980 4.914
(1.00, 4.00) 11.208 10.772 10.734 10.570 10.116 9.616 9.562 9.317
(4.00, 0.25) 9.473 9.396 9.297 9.050 8.219 8.139 8.001 7.802
(4.00, 1.00) 11.142 10.705 10.422 10.141 10.016 9.560 9.246 9.093
(4.00, 4.00) 16.762 15.803 15.745 15.654 15.956 14.881 14.786 14.673
Table E.26: Expected Time Spent by an Order at Retail Stores 1 and 2
(λr1, λ
r
2) = (2, 1)







LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (2, 2, 4)
0.7
(0.25, 0.25) 1.000 1.000 1.000 1.000 4.000 3.999 3.999 4.000
(0.25, 1.00) 1.020 1.018 1.016 1.026 4.000 3.999 3.999 4.003
(0.25, 4.00) 1.496 1.415 1.399 1.424 4.135 4.110 4.107 4.183
(1.00, 0.25) 1.029 1.027 1.026 1.025 3.998 3.999 3.998 4.002
(1.00, 1.00) 1.112 1.098 1.092 1.082 4.009 4.008 4.006 4.008
(1.00, 4.00) 1.728 1.603 1.582 1.533 4.253 4.211 4.200 4.234
(4.00, 0.25) 1.349 1.335 1.322 1.314 4.089 4.085 4.076 4.046
(4.00, 1.00) 1.576 1.515 1.506 1.462 4.180 4.172 4.169 4.098
(4.00, 4.00) 2.456 2.222 2.211 2.139 4.730 4.608 4.610 4.594
0.8
(0.25, 0.25) 1.005 1.004 1.003 1.019 4.000 3.998 3.998 4.002
(0.25, 1.00) 1.125 1.108 1.099 1.109 4.007 4.005 4.005 4.017
(0.25, 4.00) 2.413 2.200 2.174 2.148 4.614 4.511 4.502 4.590
(1.00, 0.25) 1.142 1.125 1.118 1.110 4.012 4.011 4.009 4.015
(1.00, 1.00) 1.417 1.362 1.349 1.319 4.082 4.072 4.068 4.064
(1.00, 4.00) 2.929 2.597 2.579 2.453 4.974 4.793 4.781 4.783
(4.00, 0.25) 2.187 2.076 2.050 2.078 4.509 4.467 4.459 4.362
(4.00, 1.00) 2.689 2.506 2.471 2.423 4.821 4.748 4.724 4.580
(4.00, 4.00) 4.548 4.016 3.962 3.847 6.281 5.920 5.892 5.825
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.9
(0.25, 0.25) 1.104 1.093 1.086 1.111 4.003 4.002 4.002 4.021
(0.25, 1.00) 1.836 1.729 1.707 1.674 4.208 4.173 4.169 4.206
(0.25, 4.00) 6.002 5.240 5.161 5.105 7.361 6.777 6.719 6.781
(1.00, 0.25) 1.833 1.758 1.741 1.696 4.236 4.214 4.208 4.204
(1.00, 1.00) 2.863 2.630 2.611 2.522 4.818 4.704 4.697 4.656
(1.00, 4.00) 7.297 6.252 6.292 6.055 8.493 7.673 7.715 7.590
(4.00, 0.25) 5.472 5.165 5.107 5.173 6.967 6.792 6.754 6.594
(4.00, 1.00) 6.828 6.217 6.153 6.134 8.139 7.689 7.656 7.450
(4.00, 4.00) 11.859 10.215 9.951 9.966 12.734 11.359 11.145 11.155
(S,R1, R2) = (2, 4, 2)
0.7
(0.25, 0.25) 2.000 2.000 1.999 2.000 2.000 1.999 2.000 2.000
(0.25, 1.00) 2.003 2.003 2.003 2.009 2.006 2.004 2.004 2.013
(0.25, 4.00) 2.311 2.259 2.249 2.303 2.327 2.272 2.263 2.320
(1.00, 0.25) 2.007 2.007 2.007 2.009 2.011 2.011 2.009 2.013
(1.00, 1.00) 2.042 2.037 2.036 2.030 2.056 2.050 2.046 2.042
(1.00, 4.00) 2.490 2.405 2.390 2.384 2.522 2.433 2.416 2.405
(4.00, 0.25) 2.194 2.190 2.184 2.145 2.231 2.222 2.211 2.179
(4.00, 1.00) 2.360 2.324 2.320 2.252 2.402 2.367 2.360 2.290
(4.00, 4.00) 3.119 2.934 2.925 2.888 3.158 2.969 2.967 2.917
0.8
(0.25, 0.25) 2.000 2.000 2.000 2.007 2.001 2.000 2.000 2.010
(0.25, 1.00) 2.043 2.037 2.034 2.090 2.053 2.045 2.042 2.062
(0.25, 4.00) 3.055 2.890 2.872 2.890 3.080 2.911 2.893 2.920
(1.00, 0.25) 2.054 2.048 2.045 2.047 2.072 2.064 2.059 2.000
(1.00, 1.00) 2.222 2.193 2.186 2.168 2.257 2.222 2.214 2.197
(1.00, 4.00) 3.508 3.237 3.222 3.150 3.549 3.274 3.260 3.183
(4.00, 0.25) 2.848 2.768 2.750 2.718 2.910 2.834 2.818 2.769
(4.00, 1.00) 3.282 3.141 3.114 3.025 3.338 3.208 3.177 3.073
(4.00, 4.00) 5.019 4.550 4.503 4.423 5.060 4.592 4.552 4.456
0.9
(0.25, 0.25) 2.031 2.027 2.025 2.055 2.040 2.034 2.031 2.066
(0.25, 1.00) 2.511 2.440 2.427 2.424 2.539 2.462 2.449 2.464
(0.25, 4.00) 6.368 5.669 5.597 5.574 6.391 5.691 5.621 5.609
(1.00, 0.25) 2.516 2.469 2.460 2.431 2.566 2.514 2.501 2.474
(1.00, 1.00) 3.382 3.201 3.188 3.118 3.436 3.249 3.234 3.165
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.9
(1.00, 4.00) 7.608 6.637 6.678 6.480 7.639 6.671 6.715 6.514
(4.00, 0.25) 5.847 5.582 5.528 5.533 5.909 5.672 5.625 5.578
(4.00, 1.00) 7.148 6.591 6.534 6.472 7.209 6.662 6.616 6.511
(4.00, 4.00) 12.088 10.515 10.258 10.294 12.061 10.531 10.303 10.320
(S,R1, R2) = (4, 4, 6)
0.7
(0.25, 0.25) 1.999 1.999 2.000 2.000 5.998 5.998 5.998 6.000
(0.25, 1.00) 2.000 2.000 2.000 2.002 5.999 5.998 5.998 6.000
(0.25, 4.00) 2.171 2.158 2.133 2.201 6.028 6.027 6.022 6.081
(1.00, 0.25) 2.003 2.003 2.002 2.002 5.998 5.998 5.996 6.000
(1.00, 1.00) 2.013 2.012 2.009 2.007 5.998 5.998 5.996 6.000
(1.00, 4.00) 2.275 2.255 2.223 2.256 6.065 6.063 6.051 6.104
(4.00, 0.25) 2.090 2.091 2.080 2.046 6.007 6.014 6.016 6.003
(4.00, 1.00) 2.190 2.186 2.165 2.105 6.052 6.038 6.039 6.013
(4.00, 4.00) 2.756 2.663 2.647 2.648 6.311 6.280 6.269 6.308
0.8
(0.25, 0.25) 1.999 2.000 1.999 2.002 5.999 5.998 5.998 6.000
(0.25, 1.00) 2.012 2.011 2.007 2.018 5.998 5.998 5.998 6.020
(0.25, 4.00) 2.697 2.647 2.590 2.645 6.222 6.209 6.192 6.302
(1.00, 0.25) 2.017 2.015 2.012 2.015 5.999 5.998 5.997 6.001
(1.00, 1.00) 2.097 2.092 2.077 2.069 6.009 6.009 6.006 6.009
(1.00, 4.00) 3.011 2.919 2.863 2.854 6.396 6.362 6.338 6.417
(4.00, 0.25) 2.525 2.499 2.460 2.407 6.178 6.169 6.151 6.096
(4.00, 1.00) 2.844 2.812 2.768 2.650 6.329 6.330 6.297 6.198
(4.00, 4.00) 4.297 4.015 4.001 3.963 7.278 7.121 7.128 7.142
0.9
(0.25, 0.25) 2.008 2.008 2.004 2.022 5.999 5.998 5.998 6.003
(0.25, 1.00) 2.266 2.257 2.216 2.229 6.039 6.037 6.031 6.053
(0.25, 4.00) 5.397 5.120 5.003 4.976 7.959 7.770 7.713 7.823
(1.00, 0.25) 2.276 2.272 2.237 2.226 6.049 6.048 6.041 6.049
(1.00, 1.00) 2.881 2.847 2.785 2.734 6.291 6.279 6.259 6.242
(1.00, 4.00) 6.436 6.038 5.996 5.819 8.797 8.526 8.508 8.473
(4.00, 0.25) 5.015 4.969 4.856 4.818 7.761 7.758 7.697 7.498
(4.00, 1.00) 6.124 5.929 5.756 5.709 8.590 8.502 8.382 8.187
(4.00, 4.00) 10.586 9.589 9.597 9.477 12.458 11.639 11.683 11.581
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (4, 6, 4)
0.7
(0.25, 0.25) 2.999 2.999 2.999 3.000 3.999 3.999 3.999 4.000
(0.25, 1.00) 2.999 2.999 3.000 3.000 3.999 3.999 3.999 4.001
(0.25, 4.00) 3.106 3.100 3.083 3.154 4.072 4.068 4.057 4.127
(1.00, 0.25) 3.002 3.002 3.002 3.001 3.999 3.999 3.998 4.000
(1.00, 1.00) 3.006 3.006 3.005 3.003 4.002 4.001 4.000 4.002
(1.00, 4.00) 3.190 3.174 3.151 3.197 4.143 4.132 4.112 4.163
(4.00, 0.25) 3.053 3.054 3.047 3.020 4.040 4.040 4.037 4.014
(4.00, 1.00) 3.115 3.120 3.105 3.056 4.094 4.090 4.085 4.040
(4.00, 4.00) 3.574 3.511 3.499 3.523 4.485 4.438 4.424 4.446
0.8
(0.25, 0.25) 2.999 2.999 2.999 3.001 3.999 3.999 3.998 4.000
(0.25, 1.00) 3.003 3.003 3.002 3.009 4.001 4.001 4.000 4.006
(0.25, 4.00) 3.518 3.482 3.439 3.518 4.401 4.372 4.342 4.440
(1.00, 0.25) 3.008 3.007 3.006 3.007 4.003 4.002 4.001 4.005
(1.00, 1.00) 3.052 3.050 3.042 3.036 4.034 4.033 4.027 4.026
(1.00, 4.00) 3.796 3.715 3.672 3.695 4.657 4.585 4.548 4.595
(4.00, 0.25) 3.372 3.357 3.330 3.269 4.311 4.303 4.275 4.205
(4.00, 1.00) 3.637 3.619 3.586 3.466 4.539 4.531 4.490 4.367
(4.00, 4.00) 4.970 4.706 4.699 4.690 5.742 5.513 5.513 5.496
0.9
(0.25, 0.25) 3.002 3.002 3.001 3.012 4.001 4.000 3.999 4.008
(0.25, 1.00) 3.160 3.154 3.131 3.149 4.106 4.101 4.085 4.114
(0.25, 4.00) 5.950 5.698 5.601 5.607 6.587 6.358 6.278 6.330
(1.00, 0.25) 3.171 3.169 3.148 3.144 4.124 4.122 4.105 4.109
(1.00, 1.00) 3.649 3.626 3.580 3.539 4.517 4.497 4.460 4.430
(1.00, 4.00) 6.934 6.572 6.540 6.400 7.534 7.205 7.174 7.074
(4.00, 0.25) 5.585 5.556 5.458 5.383 6.326 6.312 6.230 6.068
(4.00, 1.00) 6.627 6.459 6.300 6.228 7.286 7.161 7.020 6.861
(4.00, 4.00) 10.961 10.010 10.029 9.927 11.454 10.551 10.575 10.462
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Table E.27: Fill Rate and Expected Inventory Level at a Production Facility
(λr1, λ
r






LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (2, 2, 4)
0.7
(0.25, 0.25) 0.957 0.955 0.967 0.976 1.044 1.042 1.133 1.169
(0.25, 1.00) 0.852 0.841 0.862 0.845 0.919 0.915 1.000 1.073
(0.25, 4.00) 0.730 0.700 0.716 0.722 0.822 0.814 0.878 0.994
(1.00, 0.25) 0.788 0.770 0.790 0.810 0.940 0.934 0.988 1.003
(1.00, 1.00) 0.717 0.700 0.719 0.718 0.859 0.855 0.910 0.957
(1.00, 4.00) 0.648 0.619 0.631 0.662 0.790 0.783 0.826 0.929
(4.00, 0.25) 0.548 0.516 0.534 0.521 0.826 0.817 0.852 0.795
(4.00, 1.00) 0.525 0.497 0.511 0.520 0.785 0.778 0.812 0.800
(4.00, 4.00) 0.518 0.486 0.497 0.557 0.747 0.741 0.774 0.830
0.8
(0.25, 0.25) 0.871 0.860 0.883 0.934 0.809 0.805 0.888 0.969
(0.25, 1.00) 0.704 0.680 0.705 0.680 0.664 0.658 0.727 0.802
(0.25, 4.00) 0.572 0.530 0.543 0.540 0.578 0.571 0.617 0.711
(1.00, 0.25) 0.636 0.605 0.626 0.626 0.687 0.677 0.723 0.729
(1.00, 1.00) 0.556 0.528 0.546 0.545 0.608 0.601 0.644 0.688
(1.00, 4.00) 0.491 0.454 0.463 0.489 0.552 0.545 0.575 0.660
(4.00, 0.25) 0.378 0.344 0.357 0.359 0.570 0.559 0.585 0.541
(4.00, 1.00) 0.362 0.334 0.346 0.363 0.536 0.530 0.555 0.548
(4.00, 4.00) 0.367 0.329 0.341 0.400 0.513 0.502 0.528 0.579
0.9
(0.25, 0.25) 0.649 0.609 0.639 0.632 0.493 0.480 0.537 0.595
(0.25, 1.00) 0.454 0.413 0.433 0.407 0.365 0.355 0.395 0.448
(0.25, 4.00) 0.349 0.298 0.308 0.297 0.308 0.299 0.326 0.377
(1.00, 0.25) 0.399 0.357 0.374 0.360 0.385 0.371 0.399 0.396
(1.00, 1.00) 0.331 0.298 0.310 0.309 0.325 0.317 0.341 0.371
(1.00, 4.00) 0.284 0.246 0.254 0.268 0.289 0.281 0.300 0.350
(4.00, 0.25) 0.194 0.171 0.178 0.184 0.293 0.288 0.299 0.275
(4.00, 1.00) 0.189 0.167 0.171 0.190 0.275 0.270 0.280 0.282
(4.00, 4.00) 0.196 0.167 0.173 0.216 0.264 0.255 0.268 0.304
Continued on next page
264






LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (4, 4, 6)
0.7
(0.25, 0.25) 0.999 0.999 1.000 1.000 2.795 2.794 3.119 3.168
(0.25, 1.00) 0.978 0.976 0.987 0.979 2.517 2.515 2.874 2.977
(0.25, 4.00) 0.856 0.833 0.859 0.859 2.125 2.105 2.402 2.626
(1.00, 0.25) 0.967 0.963 0.976 0.978 2.579 2.577 2.840 2.897
(1.00, 1.00) 0.917 0.910 0.932 0.932 2.346 2.342 2.616 2.707
(1.00, 4.00) 0.805 0.781 0.806 0.826 2.027 2.016 2.242 2.479
(4.00, 0.25) 0.788 0.767 0.799 0.787 2.198 2.187 2.378 2.180
(4.00, 1.00) 0.741 0.719 0.751 0.746 2.052 2.041 2.227 2.126
(4.00, 4.00) 0.681 0.652 0.676 0.719 1.862 1.851 2.019 2.159
0.8
(0.25, 0.25) 0.991 0.990 0.997 0.984 2.375 2.375 2.817 2.912
(0.25, 1.00) 0.909 0.898 0.930 0.923 1.990 1.983 2.375 2.525
(0.25, 4.00) 0.721 0.677 0.708 0.710 1.583 1.555 1.808 2.017
(1.00, 0.25) 0.888 0.874 0.906 0.917 2.064 2.057 2.354 2.419
(1.00, 1.00) 0.796 0.775 0.813 0.814 1.790 1.777 2.046 2.151
(1.00, 4.00) 0.653 0.613 0.641 0.662 1.480 1.457 1.652 1.867
(4.00, 0.25) 0.599 0.568 0.602 0.584 1.589 1.571 1.730 1.537
(4.00, 1.00) 0.558 0.530 0.559 0.551 1.465 1.452 1.601 1.504
(4.00, 4.00) 0.514 0.473 0.498 0.541 1.320 1.299 1.434 1.562
0.9
(0.25, 0.25) 0.899 0.885 0.932 0.929 1.675 1.667 2.169 2.327
(0.25, 1.00) 0.691 0.654 0.710 0.705 1.223 1.202 1.519 1.670
(0.25, 4.00) 0.482 0.416 0.442 0.434 0.904 0.864 1.027 1.148
(1.00, 0.25) 0.662 0.625 0.676 0.686 1.289 1.268 1.523 1.561
(1.00, 1.00) 0.545 0.505 0.545 0.547 1.046 1.021 1.214 1.302
(1.00, 4.00) 0.419 0.366 0.384 0.393 0.834 0.804 0.918 1.047
(4.00, 0.25) 0.342 0.310 0.334 0.332 0.864 0.839 0.938 0.804
(4.00, 1.00) 0.316 0.287 0.309 0.301 0.782 0.770 0.862 0.795
(4.00, 4.00) 0.296 0.260 0.274 0.303 0.708 0.692 0.766 0.846
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Table E.28: Fill Rate and Expected Inventory Level at a Production Facility
(λr1, λ
r






LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (2, 2, 4)
0.7
(0.25, 0.25) 0.956 0.954 0.966 0.975 1.040 1.039 1.129 1.168
(0.25, 1.00) 0.852 0.841 0.862 0.844 0.920 0.916 1.001 1.072
(0.25, 4.00) 0.730 0.702 0.717 0.721 0.822 0.817 0.880 0.992
(1.00, 0.25) 0.788 0.768 0.787 0.809 0.939 0.930 0.983 1.002
(1.00, 1.00) 0.718 0.699 0.718 0.717 0.859 0.854 0.909 0.956
(1.00, 4.00) 0.646 0.620 0.634 0.661 0.788 0.784 0.829 0.928
(4.00, 0.25) 0.540 0.506 0.522 0.520 0.821 0.809 0.841 0.794
(4.00, 1.00) 0.518 0.492 0.506 0.519 0.781 0.775 0.809 0.799
(4.00, 4.00) 0.515 0.485 0.495 0.557 0.746 0.743 0.772 0.828
0.8
(0.25, 0.25) 0.872 0.863 0.887 0.935 0.809 0.811 0.895 0.970
(0.25, 1.00) 0.705 0.682 0.707 0.681 0.666 0.661 0.730 0.803
(0.25, 4.00) 0.573 0.530 0.544 0.542 0.580 0.572 0.619 0.713
(1.00, 0.25) 0.636 0.610 0.630 0.627 0.688 0.684 0.729 0.730
(1.00, 1.00) 0.556 0.529 0.548 0.546 0.608 0.603 0.646 0.689
(1.00, 4.00) 0.489 0.454 0.464 0.490 0.550 0.546 0.576 0.661
(4.00, 0.25) 0.370 0.340 0.354 0.359 0.565 0.561 0.586 0.542
(4.00, 1.00) 0.358 0.331 0.342 0.363 0.535 0.530 0.555 0.550
(4.00, 4.00) 0.363 0.329 0.340 0.401 0.511 0.504 0.530 0.580
0.9
(0.25, 0.25) 0.649 0.610 0.640 0.632 0.493 0.481 0.539 0.595
(0.25, 1.00) 0.455 0.414 0.434 0.407 0.367 0.357 0.397 0.448
(0.25, 4.00) 0.350 0.299 0.309 0.297 0.310 0.300 0.327 0.377
(1.00, 0.25) 0.399 0.358 0.374 0.360 0.384 0.371 0.399 0.396
(1.00, 1.00) 0.332 0.299 0.311 0.309 0.326 0.318 0.342 0.371
(1.00, 4.00) 0.284 0.247 0.253 0.268 0.289 0.283 0.298 0.350
(4.00, 0.25) 0.190 0.167 0.174 0.184 0.292 0.284 0.296 0.275
(4.00, 1.00) 0.187 0.165 0.173 0.190 0.276 0.269 0.284 0.282
(4.00, 4.00) 0.191 0.167 0.173 0.216 0.260 0.258 0.272 0.304
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (4, 4, 6)
0.7
(0.25, 0.25) 0.999 0.999 1.000 1.000 2.788 2.789 3.115 3.167
(0.25, 1.00) 0.978 0.976 0.987 0.979 2.518 2.516 2.875 2.976
(0.25, 4.00) 0.856 0.836 0.860 0.859 2.126 2.116 2.408 2.624
(1.00, 0.25) 0.967 0.962 0.975 0.978 2.579 2.570 2.833 2.895
(1.00, 1.00) 0.918 0.909 0.932 0.932 2.348 2.341 2.614 2.704
(1.00, 4.00) 0.807 0.783 0.807 0.826 2.033 2.018 2.250 2.476
(4.00, 0.25) 0.786 0.764 0.794 0.786 2.186 2.169 2.353 2.177
(4.00, 1.00) 0.740 0.719 0.749 0.745 2.045 2.033 2.215 2.123
(4.00, 4.00) 0.680 0.656 0.676 0.718 1.860 1.861 2.016 2.157
0.8
(0.25, 0.25) 0.991 0.991 0.997 0.984 2.377 2.386 2.827 2.913
(0.25, 1.00) 0.910 0.899 0.931 0.924 1.992 1.989 2.383 2.528
(0.25, 4.00) 0.721 0.678 0.708 0.711 1.584 1.555 1.814 2.021
(1.00, 0.25) 0.888 0.878 0.909 0.918 2.066 2.072 2.368 2.422
(1.00, 1.00) 0.796 0.777 0.814 0.814 1.792 1.782 2.051 2.154
(1.00, 4.00) 0.656 0.617 0.643 0.663 1.489 1.470 1.660 1.870
(4.00, 0.25) 0.596 0.572 0.606 0.585 1.579 1.580 1.737 1.540
(4.00, 1.00) 0.558 0.529 0.558 0.552 1.463 1.451 1.596 1.508
(4.00, 4.00) 0.513 0.478 0.498 0.542 1.319 1.313 1.435 1.566
0.9
(0.25, 0.25) 0.899 0.885 0.933 0.929 1.676 1.670 2.173 2.326
(0.25, 1.00) 0.693 0.655 0.712 0.705 1.224 1.205 1.524 1.670
(0.25, 4.00) 0.478 0.415 0.443 0.434 0.897 0.862 1.029 1.148
(1.00, 0.25) 0.662 0.627 0.677 0.686 1.292 1.271 1.524 1.561
(1.00, 1.00) 0.546 0.506 0.546 0.547 1.049 1.025 1.217 1.302
(1.00, 4.00) 0.418 0.366 0.384 0.393 0.831 0.805 0.916 1.047
(4.00, 0.25) 0.341 0.311 0.335 0.317 0.859 0.840 0.938 0.804
(4.00, 1.00) 0.317 0.287 0.307 0.301 0.783 0.769 0.854 0.795
(4.00, 4.00) 0.295 0.258 0.273 0.303 0.709 0.687 0.762 0.846
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Table E.29: Expected Number of Backorders and Expected Time to
Fulfill a Backorder at a Production Facility
(λr1, λ
r






LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (2, 2, 4)
0.7
(0.25, 0.25) 0.021 0.019 0.014 0.001 0.488 0.421 0.417 0.057
(0.25, 1.00) 0.179 0.161 0.140 0.120 1.210 1.015 1.015 0.772
(0.25, 4.00) 1.210 1.055 1.002 0.922 4.483 3.516 3.525 3.312
(1.00, 0.25) 0.202 0.181 0.165 0.129 0.955 0.790 0.786 0.679
(1.00, 1.00) 0.468 0.414 0.388 0.330 1.655 1.379 1.380 1.167
(1.00, 4.00) 1.627 1.414 1.379 1.150 4.622 3.708 3.739 3.404
(4.00, 0.25) 0.942 0.872 0.834 0.957 2.086 1.803 1.791 1.996
(4.00, 1.00) 1.370 1.242 1.209 1.217 2.886 2.468 2.470 2.535
(4.00, 4.00) 2.845 2.454 2.402 2.220 5.905 4.770 4.787 5.015
0.8
(0.25, 0.25) 0.098 0.089 0.073 0.076 0.757 0.631 0.628 1.151
(0.25, 1.00) 0.557 0.499 0.460 0.394 1.882 1.559 1.559 1.230
(0.25, 4.00) 2.894 2.496 2.437 2.267 6.766 5.304 5.323 4.934
(1.00, 0.25) 0.572 0.520 0.491 0.424 1.573 1.316 1.312 1.134
(1.00, 1.00) 1.196 1.054 1.016 0.910 2.691 2.232 2.236 2.000
(1.00, 4.00) 3.697 3.118 3.104 2.803 7.264 5.718 5.777 5.482
(4.00, 0.25) 2.446 2.295 2.247 2.403 3.933 3.496 3.496 3.747
(4.00, 1.00) 3.325 2.972 2.942 2.949 5.214 4.463 4.497 4.625
(4.00, 4.00) 6.182 5.447 5.335 5.068 9.777 8.118 8.093 8.448
0.9
(0.25, 0.25) 0.533 0.491 0.453 0.392 1.516 1.256 1.254 1.066
(0.25, 1.00) 2.067 1.846 1.787 1.623 3.783 3.145 3.152 2.737
(0.25, 4.00) 8.540 7.531 7.235 7.093 13.108 10.722 10.458 10.091
(1.00, 0.25) 2.028 1.854 1.807 1.702 3.379 2.885 2.885 2.658
(1.00, 1.00) 3.804 3.355 3.307 3.107 5.688 4.778 4.791 4.500
(1.00, 4.00) 10.688 9.204 8.994 8.572 14.934 12.204 12.050 11.712
(4.00, 0.25) 7.856 7.093 7.206 7.377 9.745 8.570 8.765 9.044
(4.00, 1.00) 10.009 8.986 9.061 8.828 12.347 10.783 10.922 10.892
(4.00, 4.00) 17.405 15.480 14.708 14.551 21.670 18.580 17.769 18.554
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (4, 4, 6)
0.7
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.480 0.413 0.410 0.057
(0.25, 1.00) 0.027 0.025 0.013 0.024 1.193 1.017 1.011 1.145
(0.25, 4.00) 0.680 0.629 0.527 0.554 4.726 3.769 3.746 3.943
(1.00, 0.25) 0.030 0.028 0.018 0.023 0.917 0.768 0.759 1.038
(1.00, 1.00) 0.133 0.124 0.094 0.079 1.614 1.376 1.378 1.167
(1.00, 4.00) 0.966 0.879 0.780 0.599 4.953 4.012 4.016 4.024
(4.00, 0.25) 0.436 0.422 0.364 0.342 2.059 1.812 1.811 1.602
(4.00, 1.00) 0.742 0.693 0.620 0.544 2.864 2.471 2.483 2.140
(4.00, 4.00) 1.961 1.761 1.655 1.549 6.153 5.070 5.114 5.512
0.8
(0.25, 0.25) 0.007 0.006 0.002 0.019 0.743 0.621 0.617 1.188
(0.25, 1.00) 0.168 0.159 0.109 0.116 1.842 1.558 1.552 1.512
(0.25, 4.00) 1.914 1.806 1.635 1.574 6.862 5.587 5.596 5.418
(1.00, 0.25) 0.172 0.163 0.122 0.114 1.532 1.302 1.298 1.378
(1.00, 1.00) 0.532 0.500 0.418 0.373 2.609 2.221 2.230 2.000
(1.00, 4.00) 2.599 2.366 2.203 2.009 7.482 6.104 6.137 5.942
(4.00, 0.25) 1.585 1.523 1.402 1.399 3.954 3.527 3.523 3.310
(4.00, 1.00) 2.268 2.102 2.017 1.904 5.135 4.478 4.577 4.238
(4.00, 4.00) 4.793 4.454 4.220 4.051 9.847 8.433 8.404 8.835
0.9
(0.25, 0.25) 0.150 0.144 0.085 0.123 1.481 1.249 1.251 1.729
(0.25, 1.00) 1.126 1.085 0.911 0.845 3.647 3.132 3.143 2.868
(0.25, 4.00) 6.791 6.425 6.072 5.864 13.097 10.992 10.873 10.367
(1.00, 0.25) 1.101 1.076 0.932 0.866 3.251 2.873 2.878 2.756
(1.00, 1.00) 2.468 2.365 2.182 2.039 5.422 4.773 4.788 4.500
(1.00, 4.00) 8.469 7.790 7.686 7.269 14.579 12.285 12.477 11.975
(4.00, 0.25) 6.283 6.090 5.889 5.906 9.555 8.816 8.833 8.651
(4.00, 1.00) 8.265 7.708 7.318 7.340 12.070 10.808 10.600 10.503
(4.00, 4.00) 14.603 13.413 13.261 13.094 20.759 18.106 18.287 18.785
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Table E.30: Expected Number of Backorders and Expected Time to
Fulfill a Backorder at a Production Facility
(λr1, λ
r






LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (2, 2, 4)
0.7
(0.25, 0.25) 0.021 0.020 0.014 0.001 0.327 0.282 0.279 0.039
(0.25, 1.00) 0.178 0.161 0.140 0.121 0.804 0.676 0.676 0.516
(0.25, 4.00) 1.211 1.042 1.001 0.926 2.990 2.334 2.355 2.211
(1.00, 0.25) 0.203 0.185 0.169 0.130 0.637 0.532 0.529 0.453
(1.00, 1.00) 0.467 0.415 0.389 0.331 1.102 0.920 0.921 0.780
(1.00, 4.00) 1.652 1.404 1.355 1.155 3.114 2.462 2.467 2.274
(4.00, 0.25) 0.952 0.893 0.859 0.961 1.381 1.206 1.199 1.335
(4.00, 1.00) 1.384 1.246 1.219 1.223 1.915 1.635 1.646 1.694
(4.00, 4.00) 2.852 2.433 2.412 2.229 3.926 3.153 3.184 3.351
0.8
(0.25, 0.25) 0.097 0.085 0.070 0.076 0.505 0.415 0.414 0.774
(0.25, 1.00) 0.552 0.492 0.454 0.391 1.247 1.031 1.033 0.818
(0.25, 4.00) 2.858 2.477 2.419 2.256 4.465 3.515 3.534 3.281
(1.00, 0.25) 0.570 0.508 0.480 0.421 1.044 0.868 0.865 0.753
(1.00, 1.00) 1.187 1.048 1.009 0.905 1.783 1.485 1.487 1.329
(1.00, 4.00) 3.726 3.145 3.108 2.789 4.864 3.845 3.862 3.645
(4.00, 0.25) 2.485 2.266 2.211 2.392 2.630 2.291 2.284 2.489
(4.00, 1.00) 3.315 2.995 2.925 2.935 3.444 2.984 2.968 3.073
(4.00, 4.00) 6.254 5.371 5.276 5.045 6.551 5.345 5.335 5.615
0.9
(0.25, 0.25) 0.534 0.490 0.450 0.392 1.015 0.837 0.834 0.711
(0.25, 1.00) 2.043 1.833 1.773 1.623 2.500 2.086 2.089 1.824
(0.25, 4.00) 8.577 7.388 7.257 7.093 8.792 7.029 7.005 6.727
(1.00, 0.25) 2.019 1.848 1.804 1.702 2.240 1.920 1.923 1.772
(1.00, 1.00) 3.769 3.342 3.299 3.108 3.761 3.179 3.191 3.000
(1.00, 4.00) 10.539 8.957 9.014 8.572 9.811 7.938 8.040 7.808
(4.00, 0.25) 7.741 7.265 7.173 7.377 6.377 5.815 5.789 6.029
(4.00, 1.00) 9.878 8.895 8.782 8.828 8.104 7.103 7.086 7.261
(4.00, 4.00) 17.379 14.948 14.551 14.551 14.310 11.959 11.739 12.370
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LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
(S,R1, R2) = (4, 4, 6)
0.7
(0.25, 0.25) 0.000 0.000 0.000 0.000 0.322 0.281 0.283 0.039
(0.25, 1.00) 0.026 0.024 0.013 0.024 0.789 0.673 0.676 0.764
(0.25, 4.00) 0.673 0.618 0.523 0.557 3.117 2.504 2.494 2.631
(1.00, 0.25) 0.031 0.029 0.019 0.023 0.621 0.523 0.517 0.693
(1.00, 1.00) 0.132 0.125 0.094 0.080 1.072 0.917 0.918 0.780
(1.00, 4.00) 0.942 0.868 0.769 0.703 3.254 2.662 2.660 2.687
(4.00, 0.25) 0.441 0.428 0.373 0.344 1.378 1.207 1.210 1.072
(4.00, 1.00) 0.739 0.697 0.627 0.547 1.898 1.656 1.662 1.431
(4.00, 4.00) 1.942 1.718 1.661 1.557 4.054 3.332 3.414 3.682
0.8
(0.25, 0.25) 0.007 0.006 0.002 0.019 0.496 0.413 0.410 0.790
(0.25, 1.00) 0.167 0.155 0.106 0.115 1.227 1.029 1.028 1.006
(0.25, 4.00) 1.923 1.783 1.619 1.565 4.591 3.686 3.696 3.604
(1.00, 0.25) 0.171 0.158 0.118 0.113 1.020 0.860 0.860 0.917
(1.00, 1.00) 0.530 0.496 0.415 0.370 1.737 1.482 1.488 1.329
(1.00, 4.00) 2.543 2.324 2.176 1.998 4.935 4.042 4.066 3.952
(4.00, 0.25) 1.575 1.473 1.354 1.390 2.600 2.298 2.292 2.232
(4.00, 1.00) 2.226 2.121 2.000 1.893 3.357 3.007 3.017 2.815
(4.00, 4.00) 4.791 4.253 4.200 4.031 6.566 5.437 5.594 5.873
0.9
(0.25, 0.25) 0.150 0.145 0.084 0.123 0.986 0.837 0.835 1.153
(0.25, 1.00) 1.113 1.073 0.900 0.845 2.412 2.075 2.084 1.912
(0.25, 4.00) 6.765 6.282 6.037 5.864 8.644 7.152 7.219 6.912
(1.00, 0.25) 1.103 1.070 0.929 0.866 2.177 1.911 1.917 1.838
(1.00, 1.00) 2.451 2.355 2.175 2.039 3.597 3.175 3.192 3.000
(1.00, 4.00) 8.532 7.778 7.668 7.290 9.779 8.183 8.299 7.983
(4.00, 0.25) 6.163 6.020 5.794 5.906 6.238 5.825 5.812 5.767
(4.00, 1.00) 8.045 7.613 7.310 7.340 7.849 7.120 7.039 7.002
(4.00, 4.00) 15.004 13.367 13.319 13.094 14.200 12.014 12.213 12.524
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Table E.31: Expected Time Spent by an Order at a Production Facility
(λr1, λ
r






(S,R1, R2) = (2, 2, 4) (S,R1, R2) = (4, 4, 6)
LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.7
(0.25, 0.25) 2.021 2.019 2.013 2.001 3.999 3.999 3.999 4.000
(0.25, 1.00) 2.179 2.160 2.139 2.120 4.026 4.022 4.012 4.024
(0.25, 4.00) 3.209 3.052 3.000 2.922 4.682 4.626 4.530 4.554
(1.00, 0.25) 2.203 2.181 2.166 2.129 4.031 4.028 4.017 4.023
(1.00, 1.00) 2.468 2.414 2.388 2.330 4.137 4.125 4.094 4.079
(1.00, 4.00) 3.627 3.414 3.377 3.150 4.970 4.879 4.781 4.699
(4.00, 0.25) 2.941 2.871 2.836 2.957 4.437 4.422 4.368 4.342
(4.00, 1.00) 3.371 3.242 3.206 3.217 4.742 4.695 4.620 4.544
(4.00, 4.00) 4.845 4.454 4.410 4.220 5.960 5.767 5.660 5.549
0.8
(0.25, 0.25) 2.098 2.087 2.073 2.076 4.006 4.005 4.000 4.019
(0.25, 1.00) 2.556 2.498 2.459 2.394 4.166 4.156 4.108 4.116
(0.25, 4.00) 4.893 4.494 4.431 4.267 5.912 5.807 5.634 5.574
(1.00, 0.25) 2.574 2.519 2.491 2.424 4.172 4.163 4.123 4.114
(1.00, 1.00) 3.197 3.054 3.015 2.910 4.531 4.498 4.416 4.373
(1.00, 4.00) 5.701 5.123 5.099 4.803 6.601 6.363 6.204 6.009
(4.00, 0.25) 4.448 4.294 4.250 4.403 5.585 5.522 5.401 5.399
(4.00, 1.00) 5.325 4.974 4.942 4.949 6.271 6.105 6.019 5.904
(4.00, 4.00) 8.192 7.448 7.334 7.068 8.788 8.443 8.217 8.051
0.9
(0.25, 0.25) 2.531 2.491 2.453 2.392 4.148 4.141 4.084 4.123
(0.25, 1.00) 4.064 3.845 3.784 3.623 5.124 5.082 4.908 4.845
(0.25, 4.00) 10.539 9.525 9.232 9.093 10.793 10.426 10.068 9.864
(1.00, 0.25) 4.031 3.855 3.806 3.702 5.100 5.076 4.932 4.866
(1.00, 1.00) 5.807 5.357 5.307 5.108 6.467 6.365 6.178 6.039
(1.00, 4.00) 12.699 11.204 10.987 10.572 12.465 11.784 11.683 11.269
(4.00, 0.25) 9.854 9.105 9.208 9.377 10.291 10.085 9.889 9.906
(4.00, 1.00) 12.015 10.988 11.050 10.828 12.257 11.711 11.332 11.340
(4.00, 4.00) 19.423 17.477 16.702 16.551 18.615 17.408 17.287 17.094
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Table E.32: Expected Time Spent by an Order at a Production Facility
(λr1, λ
r






(S,R1, R2) = (2, 2, 4) (S,R1, R2) = (4, 4, 6)
LoVis MedVis HiVis GI/G/2 LoVis MedVis HiVis GI/G/2
0.7
(0.25, 0.25) 1.347 1.347 1.341 1.334 2.667 2.667 2.667 2.667
(0.25, 1.00) 1.452 1.440 1.426 1.414 2.683 2.681 2.675 2.683
(0.25, 4.00) 2.139 2.028 2.000 1.951 3.115 3.077 3.013 3.038
(1.00, 0.25) 1.469 1.457 1.446 1.420 2.688 2.688 2.680 2.682
(1.00, 1.00) 1.645 1.612 1.593 1.554 2.756 2.751 2.730 2.720
(1.00, 4.00) 2.434 2.270 2.237 2.103 3.297 3.245 3.181 3.135
(4.00, 0.25) 1.968 1.930 1.907 1.974 2.959 2.954 2.917 2.896
(4.00, 1.00) 2.257 2.165 2.148 2.148 3.161 3.133 3.084 3.031
(4.00, 4.00) 3.238 2.961 2.943 2.819 3.966 3.819 3.776 3.705
0.8
(0.25, 0.25) 1.398 1.389 1.380 1.384 2.671 2.670 2.667 2.679
(0.25, 1.00) 1.701 1.662 1.636 1.594 2.777 2.770 2.736 2.744
(0.25, 4.00) 3.237 2.985 2.945 2.838 3.946 3.855 3.742 3.710
(1.00, 0.25) 1.714 1.673 1.653 1.614 2.782 2.772 2.746 2.742
(1.00, 1.00) 2.124 2.033 2.005 1.937 3.021 2.999 2.944 2.913
(1.00, 4.00) 3.818 3.434 3.403 3.193 4.362 4.218 4.118 3.999
(4.00, 0.25) 2.991 2.846 2.812 2.928 3.716 3.652 3.573 3.593
(4.00, 1.00) 3.546 3.331 3.288 3.290 4.153 4.085 4.002 3.928
(4.00, 4.00) 5.510 4.919 4.859 4.697 5.866 5.505 5.478 5.354
0.9
(0.25, 0.25) 1.689 1.660 1.633 1.595 2.766 2.763 2.722 2.749
(0.25, 1.00) 2.694 2.555 2.514 2.416 3.407 3.381 3.268 3.230
(0.25, 4.00) 7.050 6.259 6.171 6.062 7.175 6.853 6.691 6.576
(1.00, 0.25) 2.680 2.566 2.536 2.468 3.403 3.380 3.287 3.244
(1.00, 1.00) 3.846 3.563 3.534 3.405 4.301 4.237 4.118 4.026
(1.00, 4.00) 8.358 7.308 7.344 7.048 8.363 7.859 7.778 7.512
(4.00, 0.25) 6.499 6.181 6.119 6.251 6.780 6.682 6.535 6.604
(4.00, 1.00) 7.925 7.267 7.199 7.218 8.033 7.745 7.543 7.560
(4.00, 4.00) 12.913 11.301 11.038 11.034 12.679 11.585 11.550 11.396
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APPENDIX F
QUEUEING RESULTS FOR SCN CONFIGURATIONS WITH
TRANSIT TIME
This appendix presents the results for the analytical models developed in Chapter 9
for the 1R/2P and 2R/2P SCN configurations with HiVis in the presence of transit
delays. Sections F.1 and F.2 present the results for validating the analytical models
developed for the 1R/2P and 2R/2P SCN configurations, respectively.
F.1 Validation of the Analytical Model for the 1R/2P SCN
Configuration with Transit Time
In this section, we present the results for the validation of the analytical model de-
veloped for the 1R/2P SCN configuration with transit delays. Tables F.1 and F.2
present the results at the retail stores, while Tables F.3 and F.4 present the results
at a production facility.
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Table F.1: Performance Measures at the Retail Store
(Base-stock settings - (2, 4) and (4, 2))





Sim Que Sim Que Sim Que Sim Que Sim Que
(S,R) = (2, 4)
3
(0.25, 0.25) 0.142 0.189 1.249 1.482 0.085 0.236 1.454 1.828 3.248 3.482
(0.25, 1.00) 0.105 0.152 2.896 2.878 0.063 0.189 3.235 3.393 4.893 4.878
(0.25, 4.00) 0.061 0.094 13.210 12.845 0.036 0.117 14.059 14.174 15.202 14.845
(1.00, 0.25) 0.146 0.149 3.021 2.918 0.182 0.185 3.536 3.427 5.020 4.918
(1.00, 1.00) 0.113 0.120 5.496 5.228 0.141 0.149 6.197 5.940 7.495 7.228
(1.00, 4.00) 0.073 0.085 16.710 15.643 0.091 0.106 18.027 17.097 18.706 17.643
(4.00, 0.25) 0.064 0.072 13.456 12.901 0.253 0.090 14.371 13.900 15.459 14.900
(4.00, 1.00) 0.055 0.067 16.887 15.765 0.217 0.084 17.868 16.905 18.895 17.765
(4.00, 4.00) 0.042 0.065 28.882 27.269 0.164 0.081 30.129 29.174 30.879 29.269
6
(0.25, 0.25) 0.000 0.016 4.166 4.265 0.000 0.019 4.165 4.336 6.164 6.265
(0.25, 1.00) 0.000 0.013 5.835 5.704 0.000 0.015 5.833 5.780 7.831 7.704
(0.25, 4.00) 0.000 0.008 16.176 15.737 0.000 0.009 16.169 15.866 18.166 17.737
(1.00, 0.25) 0.013 0.013 5.854 5.747 0.014 0.015 5.927 5.822 7.853 7.747
(1.00, 1.00) 0.010 0.010 8.367 8.090 0.011 0.012 8.448 8.175 10.366 10.090
(1.00, 4.00) 0.006 0.007 19.626 18.546 0.007 0.008 19.746 18.683 21.622 20.546
(4.00, 0.25) 0.028 0.006 16.331 15.818 0.129 0.007 16.801 15.917 18.335 17.818
(4.00, 1.00) 0.024 0.006 19.779 18.688 0.111 0.007 20.272 18.797 21.789 20.688
(4.00, 4.00) 0.018 0.006 31.801 30.194 0.084 0.006 32.381 30.365 33.798 32.194
(S,R) = (4, 2)
3
(0.25, 0.25) 0.469 0.416 0.460 0.757 0.427 0.660 0.865 1.295 3.459 3.757
(0.25, 1.00) 0.405 0.374 1.310 1.495 0.367 0.592 2.198 2.387 4.308 4.495
(0.25, 4.00) 0.248 0.245 10.204 1.131 0.224 0.387 13.563 13.418 13.197 13.131
(1.00, 0.25) 0.368 0.372 1.525 1.490 0.582 0.588 2.412 2.371 4.525 4.490
(1.00, 1.00) 0.308 0.316 3.353 3.176 0.485 0.500 4.843 4.646 6.353 6.176
(1.00, 4.00) 0.201 0.224 13.181 12.725 0.316 0.354 16.484 16.402 16.180 15.725
(4.00, 0.25) 0.150 0.211 10.469 9.755 0.570 0.332 12.303 12.359 13.463 12.755
(4.00, 1.00) 0.132 0.194 13.697 12.485 0.503 0.306 15.775 15.488 16.703 15.485
(4.00, 4.00) 0.102 0.172 24.017 23.867 0.386 0.272 26.753 28.841 27.028 26.867
6
(0.25, 0.25) 0.007 0.061 3.037 3.177 0.003 0.080 3.057 3.382 6.035 6.177
(0.25, 1.00) 0.006 0.054 3.947 3.975 0.003 0.072 3.968 4.203 6.944 6.975
(0.25, 4.00) 0.004 0.036 12.983 12.791 0.002 0.047 13.023 13.262 15.975 15.791
(1.00, 0.25) 0.053 0.054 4.014 3.973 0.070 0.071 4.240 4.200 7.013 6.973
(1.00, 1.00) 0.045 0.046 5.927 5.736 0.058 0.061 6.201 6.012 8.926 8.736
(1.00, 4.00) 0.029 0.033 15.903 15.413 0.038 0.043 16.374 15.931 18.902 18.413
(4.00, 0.25) 0.061 0.030 13.192 12.463 0.291 0.040 14.038 12.853 16.184 15.463
(4.00, 1.00) 0.054 0.028 16.451 15.216 0.257 0.037 17.385 15.654 19.458 18.216
(4.00, 4.00) 0.041 0.025 26.827 26.627 0.197 0.033 27.986 27.309 29.839 29.627
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Table F.2: Performance Measures at the Retail Store
(Base-stock settings - (3, 6) and (6, 3))





Sim Que Sim Que Sim Que Sim Que Sim Que
(S,R) = (3, 6)
3
(0.25, 0.25) 0.613 0.546 0.688 0.874 0.821 1.090 1.776 1.928 4.685 4.874
(0.25, 1.00) 0.398 0.376 3.080 2.984 0.518 0.737 5.110 4.780 7.077 6.984
(0.25, 4.00) 0.246 0.240 13.897 13.661 0.325 0.475 18.422 17.966 17.889 17.661
(1.00, 0.25) 0.345 0.356 3.260 3.097 0.675 0.694 4.973 4.806 7.259 7.097
(1.00, 1.00) 0.258 0.285 6.114 5.773 0.499 0.557 8.240 8.073 10.113 9.773
(1.00, 4.00) 0.179 0.216 17.531 16.573 0.349 0.429 21.356 21.148 21.528 20.573
(4.00, 0.25) 0.126 0.161 14.676 14.067 0.521 0.313 16.794 16.758 18.676 18.067
(4.00, 1.00) 0.109 0.157 18.155 16.964 0.447 0.309 20.364 20.126 22.140 20.964
(4.00, 4.00) 0.093 0.169 28.971 28.439 0.370 0.336 31.992 34.227 33.026 32.439
6
(0.25, 0.25) 0.039 0.123 2.892 2.972 0.024 0.188 3.008 3.390 6.889 6.972
(0.25, 1.00) 0.024 0.082 5.578 5.372 0.015 0.125 5.710 5.850 9.574 9.372
(0.25, 4.00) 0.015 0.053 16.583 16.268 0.009 0.082 16.829 17.186 20.573 20.267
(1.00, 0.25) 0.075 0.077 5.699 5.520 0.114 0.117 6.162 5.982 9.698 9.520
(1.00, 1.00) 0.055 0.062 8.699 8.310 0.083 0.094 9.206 8.861 12.697 12.310
(1.00, 4.00) 0.039 0.048 20.241 19.218 0.059 0.074 21.054 20.192 24.237 23.218
(4.00, 0.25) 0.055 0.035 17.429 16.807 0.274 0.053 18.439 17.415 21.429 20.807
(4.00, 1.00) 0.047 0.035 20.944 19.708 0.233 0.053 21.963 20.413 24.927 23.708
(4.00, 4.00) 0.039 0.038 31.788 31.160 0.193 0.058 33.131 32.387 35.848 35.160
(S,R) = (6, 3)
3
(0.25, 0.25) 0.943 0.867 0.119 0.259 2.743 2.843 2.070 1.953 6.116 6.259
(0.25, 1.00) 0.730 0.695 1.553 1.531 1.998 2.198 5.737 5.015 7.549 7.531
(0.25, 4.00) 0.435 0.432 11.516 11.252 1.181 1.362 20.348 19.815 17.507 17.252
(1.00, 0.25) 0.664 0.681 1.654 1.563 2.086 2.141 4.911 4.895 7.654 7.563
(1.00, 1.00) 0.527 0.551 3.989 3.755 1.620 1.720 8.422 8.371 9.988 9.755
(1.00, 4.00) 0.349 0.392 14.497 14.014 1.072 1.234 22.251 23.050 20.495 20.014
(4.00, 0.25) 0.277 0.333 11.699 11.227 1.260 1.015 16.169 16.824 17.704 17.227
(4.00, 1.00) 0.244 0.312 15.297 14.068 1.103 0.959 20.236 20.445 21.307 20.068
(4.00, 4.00) 0.197 0.301 27.163 25.552 0.872 0.951 33.805 36.578 33.152 31.553
6
(0.25, 0.25) 0.426 0.413 0.864 1.304 0.487 0.888 1.503 2.223 6.861 7.304
(0.25, 1.00) 0.298 0.316 2.892 3.003 0.336 0.670 4.115 4.388 8.888 9.003
(0.25, 4.00) 0.175 0.195 13.534 13.305 0.198 0.414 16.400 16.533 19.524 19.305
(1.00, 0.25) 0.299 0.307 3.202 3.071 0.634 0.650 4.566 4.430 9.201 9.071
(1.00, 1.00) 0.231 0.246 5.853 5.554 0.483 0.519 7.604 7.364 11.851 11.554
(1.00, 4.00) 0.153 0.177 16.745 16.155 0.320 0.375 19.752 19.624 22.743 22.155
(4.00, 0.25) 0.130 0.144 14.121 13.514 0.684 0.302 16.226 15.784 20.127 19.514
(4.00, 1.00) 0.113 0.136 17.790 16.396 0.597 0.287 20.071 18.983 23.801 22.396
(4.00, 4.00) 0.089 0.136 29.761 27.891 0.469 0.289 32.666 32.294 35.748 33.891
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Table F.3: Performance Measures at a Production Facility
(Base-stock settings - (2, 4) and (4, 2))





Sim Que Sim Que Sim Que Sim Que Sim Que
(S,R) = (2, 4)
3
(0.25, 0.25) 0.936 0.929 0.082 0.123 2.204 2.326 2.540 3.459 8.159 8.246
(0.25, 1.00) 0.713 0.705 0.916 0.845 1.538 1.670 6.363 5.735 9.822 9.689
(0.25, 4.00) 0.442 0.434 6.086 5.864 1.034 1.148 21.737 20.735 20.136 19.728
(1.00, 0.25) 0.678 0.686 0.919 0.866 1.527 1.561 5.709 5.513 9.838 9.732
(1.00, 1.00) 0.544 0.547 2.178 2.039 1.209 1.302 9.542 9.000 12.352 12.078
(1.00, 4.00) 0.385 0.393 7.811 7.269 0.917 1.047 25.388 23.949 23.628 22.537
(4.00, 0.25) 0.304 0.317 6.102 5.906 0.856 0.804 17.511 17.302 20.207 19.811
(4.00, 1.00) 0.280 0.301 7.836 7.340 0.788 0.795 21.768 21.007 23.676 22.681
(4.00, 4.00) 0.250 0.303 13.858 13.094 0.703 0.846 36.914 37.571 35.695 34.187
6
(0.25, 0.25) 0.936 0.929 0.082 0.123 2.204 2.326 2.540 3.459 8.159 8.246
(0.25, 1.00) 0.713 0.705 0.916 0.845 1.538 1.670 6.363 5.735 9.822 9.689
(0.25, 4.00) 0.442 0.434 6.086 5.864 1.034 1.148 21.737 20.735 20.136 19.728
(1.00, 0.25) 0.678 0.686 0.919 0.866 1.527 1.561 5.709 5.513 9.838 9.732
(1.00, 1.00) 0.544 0.547 2.178 2.039 1.209 1.302 9.542 9.000 12.352 12.078
(1.00, 4.00) 0.385 0.393 7.811 7.269 0.917 1.047 25.388 23.949 23.628 22.537
(4.00, 0.25) 0.304 0.317 6.102 5.906 0.856 0.804 17.511 17.302 20.207 19.811
(4.00, 1.00) 0.280 0.301 7.836 7.340 0.788 0.795 21.768 21.007 23.676 22.681
(4.00, 4.00) 0.250 0.303 13.858 13.094 0.703 0.846 36.914 37.571 35.695 34.187
(S,R) = (4, 2)
3
(0.25, 0.25) 0.988 0.975 0.016 0.048 4.138 4.251 2.555 3.905 12.025 12.096
(0.25, 1.00) 0.852 0.849 0.470 0.451 3.093 3.277 6.363 5.999 12.934 12.903
(0.25, 4.00) 0.544 0.543 4.990 4.872 1.992 2.156 21.907 21.310 22.004 21.744
(1.00, 0.25) 0.835 0.842 0.472 0.451 3.079 3.145 5.699 5.709 12.939 12.901
(1.00, 1.00) 0.700 0.703 1.435 1.338 2.466 2.601 9.563 9.000 14.867 14.676
(1.00, 4.00) 0.480 0.495 6.431 6.185 1.754 1.963 24.678 24.492 24.843 24.371
(4.00, 0.25) 0.434 0.452 4.949 4.711 1.700 1.609 17.480 17.179 21.887 21.423
(4.00, 1.00) 0.396 0.417 6.599 6.090 1.548 1.544 21.826 20.891 25.211 24.180
(4.00, 4.00) 0.337 0.380 11.814 11.797 1.347 1.550 35.601 38.043 35.611 35.594
6
(0.25, 0.25) 0.988 0.975 0.016 0.048 4.138 4.251 2.555 3.905 12.025 12.096
(0.25, 1.00) 0.852 0.849 0.470 0.451 3.093 3.277 6.363 5.999 12.934 12.903
(0.25, 4.00) 0.544 0.543 4.990 4.872 1.992 2.156 21.907 21.310 22.004 21.744
(1.00, 0.25) 0.835 0.842 0.472 0.451 3.079 3.145 5.699 5.709 12.939 12.901
(1.00, 1.00) 0.700 0.703 1.435 1.338 2.466 2.601 9.563 9.000 14.867 14.676
(1.00, 4.00) 0.480 0.495 6.431 6.185 1.754 1.963 24.678 24.492 24.843 24.371
(4.00, 0.25) 0.434 0.452 4.949 4.711 1.700 1.609 17.480 17.179 21.887 21.423
(4.00, 1.00) 0.396 0.417 6.599 6.090 1.548 1.544 21.826 20.891 25.211 24.180
(4.00, 4.00) 0.337 0.380 11.814 11.797 1.347 1.550 35.601 38.043 35.611 35.594
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Table F.4: Performance Measures at a Production Facility
(Base-stock settings - (3, 6) and (6, 3))





Sim Que Sim Que Sim Que Sim Que Sim Que
(S,R) = (3, 6)
3
(0.25, 0.25) 0.656 0.632 0.433 0.392 0.555 0.595 2.513 2.133 4.685 4.874
(0.25, 1.00) 0.441 0.407 1.780 1.623 0.404 0.448 6.365 5.473 7.077 6.984
(0.25, 4.00) 0.311 0.297 7.285 7.093 0.330 0.377 21.111 20.182 17.889 17.661
(1.00, 0.25) 0.375 0.360 1.792 1.702 0.400 0.396 5.733 5.317 7.259 7.097
(1.00, 1.00) 0.309 0.309 3.308 3.108 0.339 0.371 9.572 9.000 10.113 9.773
(1.00, 4.00) 0.254 0.268 9.090 8.572 0.299 0.350 24.340 23.424 21.528 20.573
(4.00, 0.25) 0.143 0.184 7.578 7.377 0.274 0.275 17.690 18.088 18.676 18.067
(4.00, 1.00) 0.146 0.190 9.353 8.828 0.262 0.282 21.882 21.784 22.140 20.964
(4.00, 4.00) 0.156 0.216 14.804 14.551 0.262 0.304 35.135 37.109 33.026 32.439
6
(0.25, 0.25) 0.656 0.632 0.433 0.392 0.555 0.595 2.513 2.133 6.889 6.972
(0.25, 1.00) 0.441 0.407 1.780 1.623 0.404 0.448 6.365 5.473 9.574 9.372
(0.25, 4.00) 0.311 0.297 7.285 7.093 0.330 0.377 21.111 20.182 20.573 20.267
(1.00, 0.25) 0.375 0.360 1.792 1.702 0.400 0.396 5.733 5.317 9.698 9.520
(1.00, 1.00) 0.309 0.309 3.308 3.108 0.339 0.371 9.572 9.000 12.697 12.310
(1.00, 4.00) 0.254 0.268 9.090 8.572 0.299 0.350 24.340 23.424 24.237 23.218
(4.00, 0.25) 0.143 0.184 7.578 7.377 0.274 0.275 17.690 18.088 21.429 20.807
(4.00, 1.00) 0.146 0.190 9.353 8.828 0.262 0.282 21.882 21.784 24.927 23.708
(4.00, 4.00) 0.156 0.216 14.804 14.551 0.262 0.304 35.135 37.109 35.848 35.160
(S,R) = (6, 3)
3
(0.25, 0.25) 0.851 0.855 0.188 0.208 1.310 1.411 2.516 2.879 6.116 6.259
(0.25, 1.00) 0.599 0.584 1.277 1.167 0.900 0.992 6.370 5.603 7.549 7.531
(0.25, 4.00) 0.384 0.370 6.666 6.445 0.649 0.729 21.592 20.455 17.507 17.252
(1.00, 0.25) 0.551 0.553 1.284 1.211 0.892 0.905 5.719 5.414 7.654 7.563
(1.00, 1.00) 0.438 0.441 2.685 2.517 0.716 0.781 9.557 9.000 9.988 9.755
(1.00, 4.00) 0.325 0.340 8.213 7.890 0.573 0.668 24.335 23.684 20.495 20.014
(4.00, 0.25) 0.227 0.246 6.720 6.606 0.529 0.504 17.392 17.521 17.704 17.227
(4.00, 1.00) 0.216 0.241 8.598 8.055 0.496 0.509 21.944 21.220 21.307 20.068
(4.00, 4.00) 0.206 0.261 14.644 13.800 0.460 0.554 36.847 37.338 33.152 31.553
6
(0.25, 0.25) 0.851 0.855 0.188 0.208 1.310 1.411 2.516 2.879 6.861 7.304
(0.25, 1.00) 0.599 0.584 1.277 1.167 0.900 0.992 6.370 5.603 8.888 9.003
(0.25, 4.00) 0.384 0.370 6.666 6.445 0.649 0.729 21.592 20.455 19.524 19.305
(1.00, 0.25) 0.551 0.553 1.284 1.211 0.892 0.905 5.719 5.414 9.201 9.071
(1.00, 1.00) 0.438 0.441 2.685 2.517 0.716 0.781 9.557 9.000 11.851 11.554
(1.00, 4.00) 0.325 0.334 8.213 7.890 0.573 0.668 24.335 23.684 22.743 22.155
(4.00, 0.25) 0.227 0.246 6.720 6.606 0.529 0.504 17.392 17.521 20.127 19.514
(4.00, 1.00) 0.216 0.241 8.598 8.055 0.496 0.509 21.944 21.220 23.801 22.396
(4.00, 4.00) 0.206 0.261 14.644 13.801 0.460 0.554 36.847 37.338 35.748 33.891
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F.2 Validation of the Analytical Model for the 2R/2P SCN
Configuration with Transit Time
In this section, we present the results for the validation of the analytical model de-
veloped for the 2R/2P SCN configuration with transit delays. Tables F.5 and F.6
present the performance measures at retail store 1 with base-stock settings (3, 6, 3)
and (3, 3, 6), respectively. Tables F.7 and F.8 present the results at retail store 2
with base-stock settings (3, 6, 3) and (3, 3, 6), respectively. Table F.9 presents the
results at a production facility at a base-stock setting of (3, 6, 3). The results at a
production facility at a base-stock setting of (3, 3, 6) are not presented as they would
be identical to the results for a base-stock setting of (3, 6, 3). This is due to the
fact that the performance measures at a production facility are dependent only on its
base-stock level (3 in this case).














Sim Que Sim Que Sim Que Sim Que Sim Que
3
(0.25, 0.25) 0.439 0.4192 0.814 1.178 0.559 0.901 0.726 1.015 3.408 3.598
(0.25, 1.00) 0.316 0.333 2.130 2.261 0.394 0.705 1.557 1.694 4.065 4.130
(0.25, 4.00) 0.184 0.208 9.282 9.033 0.229 0.439 5.685 5.704 7.639 7.516
(1.00, 0.25) 0.322 0.326 2.404 2.302 0.683 0.688 1.771 1.707 4.202 4.151
(1.00, 1.00) 0.251 0.264 4.155 3.912 0.527 0.556 2.773 2.659 5.076 4.956
(1.00, 4.00) 0.166 0.189 11.577 10.919 0.347 0.398 6.934 6.731 8.784 8.459
(4.00, 0.25) 0.158 0.1597 9.288 9.140 0.803 0.332 5.517 5.439 7.643 7.570
(4.00, 1.00) 0.139 0.150 11.965 11.052 0.706 0.313 6.940 6.502 8.976 8.526
(4.00, 4.00) 0.107 0.146 19.341 18.708 0.544 0.307 10.824 10.947 12.665 12.354
6
(0.25, 0.25) 0.000 0.019 6.257 6.306 0.000 0.029 3.129 3.214 6.128 6.153
(0.25, 1.00) 0.000 0.014 7.739 7.578 0.000 0.022 3.869 3.844 6.868 6.789
(0.25, 4.00) 0.000 0.009 15.055 14.607 0.000 0.014 7.526 7.370 10.525 10.303
(1.00, 0.25) 0.014 0.014 7.746 7.635 0.021 0.0212 3.925 3.872 6.871 6.818
(1.00, 1.00) 0.011 0.011 9.647 9.373 0.016 0.017 4.873 4.74 7.820 7.687
(1.00, 4.00) 0.007 0.008 17.244 16.532 0.011 0.012 8.677 8.334 11.616 11.266
(4.00, 0.25) 0.049 0.007 14.746 14.818 0.260 0.010 7.748 7.459 10.371 10.409
(4.00, 1.00) 0.043 0.006 17.491 16.749 0.229 0.010 9.128 8.427 11.737 11.374
(4.00, 4.00) 0.033 0.006 24.973 24.411 0.176 0.009 12.908 12.282 15.481 15.205
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Sim Que Sim Que Sim Que Sim Que Sim Que
3
(0.25, 0.25) 0.014 0.057 3.263 3.353 0.008 0.075 1.655 1.778 3.132 3.176
(0.25, 1.00) 0.010 0.043 4.742 4.613 0.006 0.057 2.394 2.411 3.871 3.806
(0.25, 4.00) 0.005 0.027 12.057 11.629 0.003 0.035 6.060 5.974 7.527 7.314
(1.00, 0.25) 0.042 0.042 4.777 4.669 0.056 0.0551 2.493 2.437 3.888 3.835
(1.00, 1.00) 0.032 0.036 6.670 6.401 0.042 0.0441 3.442 3.312 4.833 4.700
(1.00, 4.00) 0.021 0.024 14.257 13.552 0.027 0.032 7.276 6.944 8.625 8.276
(4.00, 0.25) 0.049 0.020 11.713 11.834 0.228 0.025 6.154 6.035 7.355 7.417
(4.00, 1.00) 0.042 0.019 14.457 13.764 0.198 0.024 7.54 7.012 8.722 8.382
(4.00, 4.00) 0.032 0.019 21.947 21.426 0.15 0.025 11.33 10.917 12.468 12.213
6
(0.25, 0.25) 0.000 0.000 9.257 9.278 0.000 0.001 4.627 4.641 6.128 6.139
(0.25, 1.00) 0.000 0.000 10.738 10.556 0.000 0.000 5.368 5.280 6.868 6.778
(0.25, 4.00) 0.000 0.000 18.055 17.594 0.000 0.000 9.025 8.799 10.525 10.297
(1.00, 0.25) 0.000 0.000 10.725 10.615 0.000 0.000 5.361 5.209 6.860 6.807
(1.00, 1.00) 0.000 0.000 12.631 12.357 0.000 0.000 6.314 6.180 7.812 7.678
(1.00, 4.00) 0.000 0.000 20.233 19.520 0.000 0.000 10.113 9.762 11.611 11.260
(4.00, 0.25) 0.014 0.000 17.551 17.808 0.065 0.000 8.895 8.906 10.273 10.404
(4.00, 1.00) 0.012 0.000 20.319 19.740 0.057 0.000 10.273 9.870 11.651 11.370
(4.00, 4.00) 0.009 0.000 27.840 27.402 0.043 0.000 14.041 13.703 15.414 15.201














Sim Que Sim Que Sim Que Sim Que Sim Que
3
(0.25, 0.25) 0.439 0.403 0.526 0.776 0.396 0.637 0.937 1.299 3.525 3.776
(0.25, 1.00) 0.329 0.332 1.164 1.297 0.289 0.519 1.733 1.943 4.161 4.297
(0.25, 4.00) 0.195 0.213 4.711 4.627 0.172 0.331 5.845 5.877 7.706 7.627
(1.00, 0.25) 0.323 0.327 1.360 1.317 0.502 0.510 2.007 1.956 4.361 4.317
(1.00, 1.00) 0.260 0.270 2.208 2.098 0.401 0.420 2.982 2.876 5.210 5.098
(1.00, 4.00) 0.173 0.194 5.864 5.561 0.266 0.301 7.092 6.897 8.866 8.561
(4.00, 0.25) 0.149 0.170 4.829 4.666 0.607 0.262 5.676 5.625 7.837 7.666
(4.00, 1.00) 0.133 0.159 6.122 5.615 0.544 0.245 7.077 6.677 9.147 8.615
(4.00, 4.00) 0.104 0.149 9.770 9.433 0.418 0.232 10.879 11.091 12.742 12.433
6
(0.25, 0.25) 0.006 0.059 3.135 3.216 0.003 0.077 3.153 3.416 6.132 6.216
(0.25, 1.00) 0.004 0.047 3.880 3.840 0.002 0.062 3.894 4.030 6.874 6.840
(0.25, 4.00) 0.003 0.030 7.543 7.336 0.001 0.039 7.558 7.562 10.535 10.336
(1.00, 0.25) 0.046 0.046 3.916 3.868 0.059 0.061 4.104 4.056 6.917 6.868
(1.00, 1.00) 0.036 0.038 4.853 4.728 0.047 0.050 5.034 4.915 7.856 7.728
(1.00, 4.00) 0.024 0.027 8.627 8.296 0.030 0.036 8.839 8.528 11.631 11.296
(4.00, 0.25) 0.065 0.023 7.536 7.435 0.317 0.031 8.069 7.613 10.546 10.435
(4.00, 1.00) 0.059 0.022 8.853 8.398 0.284 0.029 9.430 8.587 11.886 11.398
(4.00, 4.00) 0.045 0.021 12.574 12.228 0.216 0.028 13.139 12.490 15.540 15.228
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Sim Que Sim Que Sim Que Sim Que Sim Que
3
(0.25, 0.25) 0.982 0.897 0.011 0.086 2.881 2.947 0.621 0.833 6.008 6.086
(0.25, 1.00) 0.878 0.810 0.235 0.329 2.360 2.551 1.919 1.725 6.230 6.329
(0.25, 4.00) 0.570 0.558 2.999 2.994 1.459 1.698 6.955 6.780 8.992 8.994
(1.00, 0.25) 0.796 0.805 0.347 0.330 2.489 2.523 1.701 1.689 6.348 6.330
(1.00, 1.00) 0.688 0.704 0.890 0.829 2.083 2.151 2.850 2.797 6.892 6.829
(1.00, 4.00) 0.478 0.515 4.017 3.817 1.420 1.557 7.692 7.866 10.020 9.817
(4.00, 0.25) 0.414 0.494 3.126 2.842 1.904 1.438 5.336 5.612 9.135 8.842
(4.00, 1.00) 0.374 0.456 4.299 3.704 1.722 1.335 6.882 6.815 10.328 9.704
(4.00, 4.00) 0.301 0.402 7.713 7.409 1.361 1.208 10.996 12.383 13.684 13.409
6
(0.25, 0.25) 0.448 0.429 0.644 1.061 0.512 0.922 1.165 1.857 6.640 7.061
(0.25, 1.00) 0.344 0.366 1.260 1.550 0.383 0.773 1.921 2.445 7.254 7.551
(0.25, 4.00) 0.207 0.240 4.771 4.799 0.229 0.502 6.008 6.317 10.763 10.799
(1.00, 0.25) 0.356 0.361 1.606 1.569 0.749 0.762 2.495 2.456 7.607 7.569
(1.00, 1.00) 0.295 0.305 2.418 2.316 0.612 0.638 3.427 3.332 8.421 8.316
(1.00, 4.00) 0.199 0.220 6.007 5.719 0.410 0.459 7.503 7.330 12.011 11.719
(4.00, 0.25) 0.195 0.200 5.262 4.815 1.043 0.411 6.542 6.021 11.273 10.815
(4.00, 1.00) 0.177 0.186 6.513 5.752 0.945 0.383 7.932 7.068 12.549 11.753
(4.00, 4.00) 0.140 0.170 10.096 9.555 0.738 0.355 11.715 11.516 16.061 15.555
Table F.9: Performance Measures at a Production Facility
(Base-stock setting - (3, 6, 3))





Sim Que Sim Que Sim Que Sim Que Sim Que
3
(0.25, 0.25) 0.845 0.855 0.192 0.208 1.283 1.412 0.826 0.960 2.127 2.139
(0.25, 1.00) 0.591 0.584 1.304 1.167 0.878 0.992 2.123 1.868 2.869 3.175
(0.25, 4.00) 0.379 0.370 6.795 6.445 0.638 0.729 7.285 6.818 6.525 6.297
(1.00, 0.25) 0.551 0.553 1.290 1.211 0.891 0.905 1.916 1.805 2.860 2.807
(1.00, 1.00) 0.436 0.441 2.718 2.517 0.712 0.781 3.208 3.000 3.809 3.678
(1.00, 4.00) 0.325 0.334 8.413 7.890 0.576 0.668 8.297 7.895 7.596 7.260
(4.00, 0.25) 0.258 0.246 6.354 6.606 0.577 0.504 5.707 5.840 6.236 6.404
(4.00, 1.00) 0.240 0.241 8.421 8.055 0.529 0.509 7.388 7.073 7.619 7.370
(4.00, 4.00) 0.221 0.261 14.066 13.801 0.481 0.554 12.002 12.446 11.349 11.201
6
(0.25, 0.25) 0.845 0.855 0.192 0.208 1.283 1.412 0.826 0.960 2.127 2.139
(0.25, 1.00) 0.591 0.584 1.304 1.167 0.878 0.992 2.123 1.868 2.869 3.175
(0.25, 4.00) 0.379 0.370 6.795 6.445 0.638 0.729 7.285 6.818 6.525 6.297
(1.00, 0.25) 0.551 0.553 1.290 1.211 0.891 0.905 1.916 1.805 2.860 2.807
(1.00, 1.00) 0.436 0.441 2.718 2.517 0.712 0.781 3.208 3.000 3.809 3.678
(1.00, 4.00) 0.325 0.334 8.413 7.890 0.576 0.668 8.297 7.895 7.596 7.260
(4.00, 0.25) 0.258 0.246 6.354 6.606 0.577 0.504 5.707 5.840 6.236 6.404
(4.00, 1.00) 0.240 0.241 8.421 8.055 0.529 0.509 7.388 7.073 7.619 7.370
(4.00, 4.00) 0.221 0.261 14.066 13.801 0.481 0.554 12.002 12.446 11.349 11.201
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GLOSSARY
The definitions of selected technical terms are included in this glossary to clarify their
intended meaning and usage in the document.
Net inventory level: The net inventory level at a store is defined as the difference
between the inventory level and the backorder level at that store. It takes a positive
value when there is inventory in the store and a negative value when the store is
backordered.
Base-stock policy: The base-stock policy is defined by the base-stock level at
each stage, which represents the maximum planned inventory at that stage.
One-for-one replenishment: The consumption of an item triggers an immedi-
ate replenishment order for that item. This is a special case of the (s, S) inventory
policy, namely, the (S-1, S) policy, where S is the base-stock level.
Bernoulli routing policy: The Bernoulli routing policy assigns an arriving
order/customer to node/queue k with a fixed probability pk, such that
∑
k pk = 1.
Fill rate: Fill rate is the probability that an order at a store is satisfied instan-
taneously by items in stock.
Stock-out rate: Stock-out rate is the probability that there are no items in stock
when a demand realization occurs at a store (Stock-out rate = 1 - fill rate).
Ready rate: Ready rate is the probability that there is inventory in the store.
It is to be noted that for Poisson arrivals, ready rate and fill rate will be the same
because of the PASTA (Poisson Arrivals See Time Averages) principle [62].
Squared coefficient of variation (SCV): The SCV is defined as the ratio of
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