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 Ramp meters have been used for congestion management on freeways since the 
1960s to maximize freeway capacity by controlling on-ramp flows. Traditionally, the 
focus has been to develop rule-based algorithms and optimal control case studies. This 
led to a host of algorithms and methods which cannot be proven to provide an optimal 
control and the case studies does not provide a systematic understanding of the 
characteristics of optimal control and its influence on traffic dynamics. Moreover, 
optimal is not easy to achieve in practice due to the limited storage on the on-ramps. 
 Towards this end, this dissertation systematically studies the optimality conditions 
for the case of unlimited storage and spatiotemporal evolution of control and its 
corresponding traffic dynamics on freeway and ramps under queue constraint, carefully 
taking the traffic dynamics into account.  
 A Kinematic Wave model of the freeway-ramps system is optimized for minimal 
total delay. The optimality conditions for the case of unlimited ramp storage are studied 
using Moskowitz functions that provide several interesting insights for different 
scenarios, including the case of limited storage. This dissertation shows that the current 
problem posed as a nonlinear coupled PDE system with a nonlinear merge model cannot 
be solved analytically. This study also shows that the discrete-time nonlinear formulation 
solved with simulation-based optimization does not converge in reasonable time. To 
overcome this, the problem is reposed as a LP formulation that includes capacity drop. 
For discrete formulation, this study develops an error-free solution to the KW model with 
a source term that enhanced the quality of the numerical solution. This study identifies 
four distinct regions in the state surface with distinct metering patterns. Explicit modeling 
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of ramps enabled correlating the initialization and termination times of the metering 
patterns with the evolution of traffic dynamics on the freeways and ramps. Using these 
results, this dissertation presents a hybrid isolated ramp metering algorithm that 







CHAPTER 1 INTRODUCTION 
Ramp meters have long been implemented as freeway congestion management tool 
to maximize freeway capacity by controlling inflows at on-ramps. Primary benefits of ramp 
meters are two-fold: prevent capacity drop and avoid exit blockage [1]. They also provide 
additional benefits such as diversion to alternate routes, enhanced safety, and reduced 
emissions.  
Generally, on-ramps are controlled independently [2]–[6] or in coordinated groups 
[7]–[13] (see [14], [15] for summaries). Isolated ramp meters operate based on the traffic 
conditions in its vicinity and the coordinated control manages multiple on-ramps based on 
the traffic conditions within its control region. The objectives commonly used for the ramp 
control problems are maximizing freeway flow and minimizing total system delay (both 
freeway delay and ramp delay).  
Assuming that there is enough demand in the system to create freeway congestion, 
a feasible solution to the ramp control problem may not be difficult to find since any 
metering of the on-ramp flows is bound to alleviate freeway congestion, which in turn will 
increase freeway flows and reduce total delay. However, obtaining an optimal solution that 
minimizes combined delay of both components of the system (freeway and ramps) is 
difficult due to a large number of feasible metering combinations. Additionally, limited 
storage on the on-ramps increases the complexity of the optimal control problem since 
restrictive metering often results in queue spillback to the arterials, which is often 
unacceptable. Thus, incorporating ramp storage into control problem mean that the optimal 
control should not only minimize total delay, but also satisfy the queue constraint. 
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Traditionally, the focus of the isolated ramp metering research has been to develop 
algorithms that aim to maintain a target state on the freeway [6], [16], [17], which will lead 
to suboptimal performance in the absence of knowledge of optimality conditions.  
 The focus of the coordinated control research has been to develop rule-based 
algorithms [5], [9], [12], [18]–[22] and optimal control case studies [23]–[29]. The 
former lead to a host of heuristic methods that are generally complex, computationally 
intensive, expensive field infrastructure dependent, and sensitive to data detector failures 
and still cannot be proven to provide optimal control. Also, the optimal control case 
studies only provide limited insight into generalized spatiotemporal aspects of optimal 
control and its corresponding traffic dynamics on freeway and ramps. This is not 
surprising since the optimal control problem involves multiple variables such as 
spatiotemporal distribution of on-ramp and off-ramp demands, time-varying mainline 
flow, freeway and ramp geometry, nonlinear nature of flow-density relationship capacity 
drop, nonlinear merging behavior, capacity drop, etc. 
 To fill this gap, this research systematically studies the optimal control problem 
for minimal total delay. The optimality conditions for the case of unlimited storage and 
spatiotemporal evolution of control and its corresponding traffic dynamics on freeway 
and ramps under queue constraint, are studied carefully taking the traffic dynamics into 
account. Towards this end, the next section will present the scope of the problem studied 
in this research. 
1.1. Research Objectives 
This research aims to study the optimal control problem for both unlimited and 
limited storage cases. We show that for the case of unlimited storage on the ramps, the 
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optimality conditions can be obtained when the system is modeled using Moskowitz 
functions. For the case of queue constraint, system modeling and rigorous optimization are 
required to obtain optimal solutions. Towards this end, this research aims to address the 
following: 
 Study the optimality conditions for the case of unlimited storage on the on-
ramps. 
 Investigate the application of the simulation-based optimization framework for 
solving the optimal control problem;  
 Unveil the spatiotemporal characteristics of optimal control and identify their 
relationship with the traffic dynamics on freeway and ramps for the case of 
constrained on-ramps queues; and 
 Use the insights to develop an efficient ramp metering method. 
1.2. Overview 
The remainder of the dissertation is organized as follows: 
The next chapter presents a literature review of the state-of-the-art and state-of-the-
practice isolated and coordinated ramp metering methods. The chapter will also describe 
the limited insights gained from the optimal ramp metering case studies. 
Chapter 3 presents a brief background on a) first-order and second-order traffic 
flow models and their numerical solutions, and b) optimal control theory methods for 
continuous time and discrete time-space formulations. 
Chapter 4 presents the analytical formulations using Moskowitz functions for the 
case of discrete ramps, which provides an insight into the optimality conditions for the case 
of unlimited ramp queues. The later part of the chapter presents the continuous ramp 
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formulation using the Kinematic Wave (KW) model and shows why such a formulation 
cannot be solved analytically. 
Chapter 5 present three discrete time-space formulations (nonlinear, mixed integer, 
and linear programming) and describes their limitations for solving the optimal control 
problem. The chapter also presents a superior numerical solution scheme for the KW model 
with source term, which is used in the simulation-based optimization framework. Finally, 
the LP formulation used for the optimal control problem is presented. 
Chapter 6 utilizes the LP formulation from the previous chapter to investigate the 
spatiotemporal optimal control trajectory and the state trajectory on the freeway and ramps 
to identify patterns and relationships. Analytical solutions for initiation and termination of 
the metering patterns, governed by the shockwave evolution are presented. The chapter 
also presents the dimensionless formulations and merge model impacts to demonstrate 
some insights and limitations of the results. 
Chapter 7 presents an isolated hybrid feedback-feedforward control, which 
combines the strengths of both types of controllers and outperform existing methods.    
Chapter 8 presents discussion, contribution, limitations and extensions of the 
current work.  
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CHAPTER 2 LITERATURE REVIEW 
Ramp meters break up the vehicle platoons entering the freeway to enable smooth 
merging of the on-ramp flows to minimize total system delay. They also control excessive 
inflows into the freeway to avoid freeway queues from blocking the off-ramps.  
Ramp metering control began with independent metering at individual on-ramps to 
control isolated bottleneck congestion that arise due to the merging flows. Isolated 
metering is simple and economical, but cannot handle severe and/or widespread 
congestion. Coordinated control is used when there are multiple bottlenecks within a region 
or congestion extends to a larger region. Coordinated control manages metering rates at 
multiple ramps to efficiently store vehicles, but is complicated to efficiently implement in 
practice.     
As mentioned in CHAPTER 1, determining optimal metering rates that minimize 
delay is difficult. Towards this end, researchers developed some general theories to provide 
guidance for the practitioners. Wattleworth [30] suggested that local meters should aim to 
maintain the freeway at critical density to minimize delay. Pretty [31] suggested that spatial 
distribution of control should be ordered such that the fraction of their flow destined for 
the bottleneck is decreasing. However, a systematic understanding of optimal control 
characteristics is missing.  
The rest of the chapter presents a brief overview of the state-of-the-art and state-of-




2.1. Isolated Metering 
Isolated metering strategies are classified into 4 categories- based on the underlying 
methods: linear programming [3], [4], [32], control theory [5], [6], [16], [21], neural 
networks [33], and fuzzy-logic [18], [34]. Of these, methods based on linear programming 
and control theory are popular and field implemented extensively.  
Fixed-time plans began with the work of Wattleworth and Berry [32] who 
maximized metering rates under free-flow conditions using linear programming. However, 
the limitation with their formulation is that it does not consider the nonlinearity of the 
traffic flow. Other researchers [3], [4], [35]–[38] built on this methodology and extended 
their formulation for user-optimal flow,  ramp queues, congested state, etc. The limitation 
with these efforts is that their plans are developed based on historic data and does not 
respond to traffic conditions in real-time.   
Masher et. al. [16] developed the first traffic responsive control for isolated 
metering: demand-capacity and percentage occupancy methods. These methods are based 
on the idea that the metering rates are set to aggregate the merge flows to capacity flow 
until the merge density exceeds critical density, as explained below. 
Consider a freeway-ramp section and the traffic parameters as shown in Figure 1, 
where q(.) and r(.) represents the average flow and o(.) average occupancy. The demand-
capacity strategy states that the metering rate at time t is: 
𝑟(𝑡) = {
𝑄 − 𝑞𝑖𝑛(𝑡 − 1), 𝑂𝑜𝑢𝑡 < 𝑂𝑐𝑟
𝑞𝑚𝑖𝑛, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (1) 
where 𝑄 and 𝑂𝑐𝑟 are the desired flow and occupancy (which are typically set to capacity 
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and critical occupancy) and 𝑞𝑚𝑖𝑛 is the minimum metering rate. 
 
Figure 1: Freeway-ramp configuration and parameters 
The philosophy of the percentage-occupancy strategy is similar to the demand-
capacity strategy and only differs in its implementation. Instead of measuring upstream 
flow, 𝑞𝑖𝑛(), the percentage-occupancy strategy uses upstream occupancy to estimate the 
flow. Moreover, the upstream occupancy is used for the switchover decision. Therefore, 
the percentage-occupancy strategy only needs one freeway detector (upstream of the ramp 
location) to determine metering rate.    
These methods were field implemented extensively and found to perform better 
than the fixed-time plans [16]. The strengths of these methods is that they quickly respond 
to any under-capacity conditions and are known to be sensitive to unmeasured 
disturbances, i.e. moving bottlenecks, shockwave. Their drawback is that the control 
changes significantly and drastically only after the congestion sets in. Also, minimum rate 
may sometimes lead to unnecessary under-loading of the freeway. 
To overcome these drawbacks, Papageorgiou et. al. [5], [17] developed ALINEA, 
which belongs to the class of integral-feedback controller that corrects for the cumulative 
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error. ALINEA aims to maintain critical occupancy at the merge location as follows:  
𝑟(𝑡) = 𝑟(𝑡 − 1) + 𝐾𝑅(𝑂𝑐𝑟 − 𝑂𝑜𝑢𝑡(𝑡)) (2) 
where 𝐾𝑅 is the regulating parameter, which is in the range of 60-70 veh/hr. ALINEA was 
field implemented extensively and found to perform better than the fixed-time plans [17], 
[39]. ALINEA feedback law is found to be simple, flexible, robust, and provides smooth 
transitions during congestion build up and dissipation. However, the reactive nature of 
ALINEA results in lag in responding to large disturbances and takes several iterations to 
restore back to the desired state.  
To overcome implementation issues, several variations of ALINEA such as AD-
ALINEA (adaptive strategy to dynamically calculate critical occupancy), AU-ALINEA 
(upstream-measurement-based version of the AD-ALINEA), FL-ALINEA (flow-based 
ALINEA), UP-ALINEA (upstream-occupancy-based), UF-ALINEA (upstream-flow-
based), and X-ALINEA/Q (combination of any of the preceding strategies with queue 
control) were developed [6], [40].   
2.2. Coordinated Metering 
Unlike isolated control that manages each ramp independently, coordinated control 
manages a group of on-ramps based on traffic conditions within its control region. 
Coordinated metering methods can be broadly divided into two categories: optimal control 
methods, and rule-based control methods.  
 
2.2.1. Optimal Control Methods 
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Optimal control methods can be divided into the ones that use optimization methods 
and that use automatic control theory methods. 
Optimization-based coordinated metering began with Wattleworth and Berry [32] 
and Wattleworth [30] who extended the linear programming-based formulation for the 
isolated control to coordinated control. They maximized the metering rates under steady-
state conditions for the corridor to determine fixed-time metering plan for a group of on-
ramps. Yuan and Kreer [3] build on the Wattleworth’s methodology to maximize the flow 
and balance the ramp queues. Papageorgiou [38] and Banos and Papageorgiou [37] 
developed optimal control by relaxing the steady-state condition. Lovell and Daganzo [41] 
used time-dependent origin-destination flows for free-flow conditions to develop a 
heuristic access control algorithm for special cases. The limitation of these methods is that 
they do not capture the nonlinearity of the traffic flow.   
Recently, Gomes and Horowitz [42] proposed Asymmetric Cell Transmission 
Model to derive optimal control for both free-flow and congested conditions. They 
circumvent the non-linearity in the traffic flow by posing the flows as inequality and their 
objective function ensured that the flows take the upper bound. This study adopts their 
methodology, but extends/differs in some ways to understand the relationship between the 
optimal control trajectory and state evolution of freeway and ramps. 
The control theory-based methods began with Isaksen and Payne [43] who 
formulated a linear regulator problem with quadratic cost to develop a feedback control 
rule. Goldstein and Kumar [44] developed a multilevel decentralized control scheme based 
on  linear quadratic regulator that outperformed the centralized control. Chen et. al. [45] 
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developed a hierarchical dynamic control by posing local and area-wide metering control 
as a nonlinear control problem. Kotsialos et.al. [25] presented a generic approach to solving 
the ramp control problem by formulating it as a constrained discrete-time nonlinear optimal 
control problem, which was used in several studies based on second-order models [26], 
[46]–[48].  
Only limited optimal coordinated control methods were field implemented. Diakaki 
and Papageorgiou [49]  and Papageorgiou et.al. [50], [51] developed a multivariate control, 
called METALINE, to efficiently manage multiple ramps. METALINE is a vectorized 
extension of ALINEA as shown below: 
𝒓(𝑡) = 𝒓(𝑡 − 1) + 𝑲𝟏(𝒐(𝑡) − 𝒐(𝑡 − 1)) + 𝑲𝟐(?̂? − 𝑶(𝑡)) (3) 
where 𝒓(𝑘) indicates a set of controlled on-ramps 𝒓 = [𝑟1, 𝑟2, … 𝑟𝑛]
𝑇, 𝒐(𝑡) indicates a set 
of state measurements 𝒐 = [𝑜1, 𝑜2, … 𝑜𝑚]
𝑇, and 𝑶(𝑡) indicates a subset of state 
measurements 𝒐 for which target occupancies are available ?̂? = [?̂?1, ?̂?2, … ?̂?𝑛]
𝑇. Finally, 
𝑲𝟏and 𝑲𝟐 are the calibrated gain matrices. Field applications in Paris [50], [52] and 
Amsterdam [49] indicated that METALINE is simple and robust, but its performance is 
highly sensitive to the static gain matrices that are calibrated using historic data. 
The limitation of the above efforts is that their focus is on the problem formulation 
and application. To overcome this, Zhang et.al. [8], [53] used KW model formulation to 
derive some general analytical results for ramp metering with and without alternate routes.  
Zhang [8] noted that ramp metering is not beneficial when traffic is uniformly congested, 
or uniformly uncongested, but effective when traffic conditions are transient. They also 
argue that ramp metering may not reduce total delay unless drivers use alternate routes.  
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In addition to the optimal control for coordinated ramp metering, some researchers 
developed integrated control of ramp metering with traffic signals [7], variable speed limits 
[27], [54], route guidance [9], [26], and other [28], [46], [48], [55], whose focus was 
predominantly on developing synergic control.  
Note that the control trajectory obtained using optimal control methods is open-
loop and one needs to use Model Predictive Control-like frameworks to develop real-time 
optimal traffic responsive systems [9], [26]. Thus, the optimal control methods need 
complex numerical solution algorithms that are computation intensive. Therefore, the state-
of-the-practice has been to use the rule based metering that are described in the next 
subsection.  
2.2.2. Rule-Based Methods 
Rule-based algorithms are popular and field implemented extensively. They use ad 
hoc methods to calculate ramp metering rates for a group of on-ramps in real-time. Some 
of the popular rule-based algorithms include Minnesota Zone algorithm [10], SWARM 
[11], HERO algorithm [12], Seattle Bottleneck algorithm [13], Linked-ramp metering 
algorithm [56], and Denver Helper algorithm [57].  
The Minnesota Zone algorithm divides the freeway into zones with their upstream 
boundary in free-flow and downstream boundary a bottleneck. The algorithm uses vehicle 
conservation to ensure that the total entering volume is at most equal to the total exiting 
volume. The metering rates at the ramps are calculated based on the existing capacity of 
the bottleneck, predetermined importance of the ramp, local traffic conditions, etc. By 
comparing the local metering rate and the corresponding downstream occupancy, a more 
 
 12 
restrictive metering rate is applied. The Stratified Zone algorithm, an improved version of 
the Zone algorithm, balances the freeway efficiency and ramp delay to maximize freeway 
flow. Field evaluation showed that the traffic volumes and safety increased and the travel 
time and emission are decreased by 9%-14% [58].  
Similar to the Zone algorithm, SWARM divides the corridor into segments and all 
the ramps within a segment are controlled as a group. The control operates on global and 
local level, with the former doing the forecasting and apportioning and the latter providing 
local responsive metering. The more restrictive of the two metering rates is implemented 
at each ramp. Empirical studies by Pham [59] indicated that SWARM increased mainline 
speed by 11%, cut down travel time by 14%, and delay by 17%.  
In the HERO algorithm, each ramp is outfitted with an ALINEA algorithm. When 
the ramp queue exceeds a threshold it becomes a “master” control and manages some 
upstream ramps to reduce the queues at the Master ramp. The aim of this algorithm is to 
efficiently use all the space available on the network, but does not optimize for the freeway-
ramp system. Field evaluation showed 8.4% increase in average flow and a 58.6% increase 
in average speed [12]. 
The Seattle Bottleneck algorithm aims to maintain the flows at the bottleneck 
locations under saturation level. The freeway is divided into sections, where local metering 
rates are determined by the demand-capacity type of strategy and the global metering rates 
are computed based on the bottleneck density and required volume reduction. The volume 
reduction is distributed to the associated upstream on-ramps according to pre-determined 
weighting factors. Then, the more restrictive one will be selected for the field 
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implementation. Global metering rates are applied only when the downstream occupancy 
is above a threshold or the number of entering vehicles through freeway and on-ramps is 
greater than the number of exiting vehicles via freeway and off-ramps.  
The Linked-Ramp Metering system uses demand-capacity approach or determining 
the ramp metering rate. Occupancy measurements are used to identify congestion and 
correct the erroneous flow measurements during congestion. The coordination achieved 
heuristically by restricting upstream ramps when downstream ramps fill up. 
The Helper Algorithm is a hierarchical coordinated control method where local 
metering rates are calculated using demand-capacity type methods. The coordination is 
achieved heuristically based on the traffic conditions and the queue lengths on the on-
ramps. Similar to other rule-based methods, this algorithm also restricts upstream ramp 
flows when the downstream ramps grow longer.  
The drawback with these methods is that they all generally employ ad hoc 
feedforward control to achieve a target flow. As Newman [60] argues, the observed 
benefits of rule-based algorithms may be an artifact of the decision to have a metering 
system and not the quality of the algorithm, which reinforces the need for a better 
understanding of  the optimality conditions. 
This chapter presented a literature review of the ramp control methods, which 
indicated that there is limited understanding of the qualitative aspects of optimal control. 
Towards addressing this, the next chapter will present background information on the 
traffic flow models used in this study.  
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CHAPTER 3 BACKGROUND 
This chapter presents the existing background material upon which this dissertation 
is built. It is divided into four sections. The first section presents a brief overview of the 
origin and evolution of the fundamental diagram. The second section describes the Newell-
Daganzo merge model [61].  The third section presents the first-order and second-order 
traffic flow models and their numerical solutions. The last section presents the optimal 
control theory methods for continuous time formulation.  
3.1. Fundamental Diagram 
Traffic flow is generally represented by: a) density, in vehicles/unit distance - 
𝑘(𝑡, 𝑥), b) flow, in vehicles/unit time - 𝑞(𝑡, 𝑥), and c) velocity, in distance/time - 𝑣(𝑡, 𝑥), 
related by the following fundamental relationship:  
𝑞(. ) =  𝑘(. ) 𝑣(. ) (4) 
In the traffic theory, the relationship between any two traffic variables (of the three 
mentioned above) is called a fundamental diagram (FD). Based on empirical observations, 
Greenshields [62] proposed the first FD, which gives a linear relationship between speed 
and density. Inserting Greenshields’ speed-density relationship into (4) yields a unimodal 
function 𝑞 = 𝐹(𝑘), with 𝐹(0) = 𝐹(𝜅) = 0, where 𝜅 is the jam density (see Figure 2a) and 
maxima at 𝑘𝑐.  
Over the years, researchers have proposed several other FDs (see [63] for a 
summary). Recent empirical studies [64]–[68] showed that the acceleration and 
deceleration waves travel at nearly constant speeds indicating the shape of the FD to be 
triangular (see Figure 2b). This FD represents the generally accepted two regimes of traffic 
flow: free-flow and congestion. During the free-flow regime, vehicles travel at their desired 
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speed with no influence of the surrounding vehicles. During the congested regime, vehicles 
will not be able to drive at desired speed, influenced by the speeds of surrounding vehicles. 
Triangular FD is the simplest model consistent with empirical data and defined by three 
observable parameters: free-flow speed u, congested wave speed w and jam density κ.  
 
Figure 2: Fundamental Diagram a) Greenshields b) Triangular 
The next section will briefly present the Newell-Daganzo merge model used in 
this study. 
3.2. Merge Model 
The Newell-Daganzo merge model (N-D model) [61] is one of the popular 
models empirically verified [69], and describes the merge process between two 
competing stream to provide the quantities of flows entering the merge.  Let the two 
competing streams have capacities 𝜇1and 𝜇2, demands 𝜆1 and 𝜆2, nominal flows 𝑞1and 
𝑞2, and the merge ratio 𝑝 = 𝑞2 𝑞1⁄ . Let the merge capacity is 𝜇3 (see Figure 3a). The N-D 
model states that when both the competing streams are congested, the ratio of nominal 
flows, 𝑝, is a constant irrespective of their demands.  
The N-D model represented in Figure 3b shows the flows on competing streams 
along the axes and the merge capacity,  𝜇3, indicated on both axes. The figure shows that 
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there are four sections where flows from competing streams are governed differently to 
determine the flows that can enter the merge. In section I, the combined flow from the 
streams is below the merge capacity. Therefore, merge flows are 𝜆1 and 𝜆2 and neither 
stream gets congested. In the rest of the three sections, the combined flow from the 
streams is greater than the merge capacity and hence there will be congestion on one or 
both streams. In section II, the demand on stream 1 (stream 2) is less (more) than its 
nominal flow. Therefore, the merge flows are 𝜆1 and (𝜇3 − 𝜆1) and the stream 2 gets 
congested. In section III, the demand on stream 2 (stream 1) is less (more) than its 
nominal flow. Therefore, the merge flows are 𝜆2 and (𝜇3 − 𝜆2) and the stream 1 gets 
congested. In section IV, the demand on both the streams is greater than their nominal 
flows. Therefore, the merge flows are given by 𝑞1 and 𝑞2and both streams get congested. 
Note than if the merge capacity falls below 𝜇3, due to downstream congestion, the merge 
capacity line is shifted to the left correspondingly.   
One of the commonly used models for determining nominal flows is the zipper rule 
that gives equal priority to the shoulder lane and the ramp. Assuming n lanes on the 
freeway, the nominal flows for freeway and ramp are given by 
𝑛−0.5
𝑛








Figure 3: Newell-Daganzo Merge Model 
The next section will describe the traffic flow models used in this study and their 
numerical solution methods. 
3.3. Traffic Flow Models 
3.2.1. First-Order Models 
Traffic flow models can be divided as macroscopic, mesoscopic, and microscopic 
models depending on the level of details used to represent the traffic behavior. Macroscopic 
models treat traffic flow as continuum and use aggregate values for traffic variables to 
model traffic dynamics. Mesoscopic models increase on the level of detail to group 
vehicles with similar characteristics and use macroscopic traffic flow characteristics to 
model traffic behavior. Microscopic models provide the most detail by modeling lateral 
(car-following) and longitudinal (lane-changing) movement of individual vehicles.  
The literature shows that macroscopic models in the state-space form are 
computationally efficient and most appropriate for solving traffic control problems [70], 
[71]. Macroscopic models are categorized into first-order, second-order, and higher-order 
 
 18 
models depending on their complexity. The most popular first-order model is the Lighthill-
Witham-Richards (LWR) model, also known as the KW model [72], [73]. The KW model 
is a scalar conservation law for the density, 𝑘(𝑡, 𝑥), of vehicles on a road at time 𝑡 and 
location 𝑥, supplemented with a FD that relates the flow, 𝑞(𝑡, 𝑥), and density 𝑘(𝑡, 𝑥).  For 







= 𝑔 (5) 
The equation (5) belongs to the family of first-order hyperbolic Partial Differential 
Equations (PDE). Generally, solutions to PDEs need initial and/or boundary conditions. 
Additionally, one needs to impose criteria for uniqueness and stability. In the case of KW 
model, unique and stable solution for a given initial or boundary value problem can be 
obtained by imposing the entropy condition [74]; i.e., a solution that maximizes the flow 
[75].  
3.2.1.1. Godunov Scheme 
Effective numerical solutions to the KW model started with the seminal work of 
Godunov [76]. In the area of transportation, this method is popularly known as Cell 
Transmission Model (CTM) [77], [78]. To illustrate the CTM steps for the KW model, 
assume a discrete grid with spatial and temporal discretization of ∆x and ∆t related by the 
Courant–Friedrichs–Lewy condition [79], which ensures that the analytical domain of 
dependence is contained within the numerical domain of dependence: 
∆𝑥
∆𝑡
≥ ?̃? (6) 
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 where ?̃? ≜ max (
𝜕𝐹(𝑘)
𝜕𝑘
) is the maximum characteristic speed of the FD. The consequence 
of this condition is that the wave stays within the cell during the computation time step.  
Let the density in the cell n at time i be given by 𝑘𝑛
𝑖  and the Cauchy problem as: 
𝑘𝑥
0 = {
  𝑘𝑢,                 𝑥 = 𝑛
   𝑘𝑑 , 𝑥 = 𝑛 + 1
 (7) 
where   𝑘𝑢and   𝑘𝑑 are the densities in the two adjacent cells (upstream and downstream). 
(7) is called the Riemann problem in the classical PDE literature. Solutions to the 
Riemann problems are not trivial. But, for the case of KW model which has a concave 









𝑖 ) − 𝑞(𝑘𝑛
𝑖 , 𝑘𝑛+1
𝑖 )) (8) 
Daganzo [77] showed that the flow q is given by the minimum of the demand and supply 
functions: 
𝑞(𝑘𝑢, 𝑘𝑑) = min (𝜆(𝑘𝑢), 𝜇(𝑘𝑑)) (9) 
Note that both 𝜆(. ) and 𝜇(. ) are continuous monotonic functions as shown in Figure 4 
and Q is the capacity of the road. Then:  
𝜆(𝑘𝑢) = min(𝑘𝑢. 𝑢, 𝑄) (10) 
𝜇(𝑘𝑑) = min (𝑤. (𝜅 − 𝑘𝑑), 𝑄) (11) 
One of the prominent features of the entropy solution is the propagation of 





 ), given by the Rankine-Hugoniot condition (see Figure 4):    
𝑠 =  
𝑞(𝑘𝑢) − 𝑞( 𝑘𝑑)





Figure 4: Demand and Supply functions 
Empirical studies indicated that factors such as traffic conditions, weather, 
incidents, driving characteristics etc. affect the FD parameters [80]–[83]. Especially 
disruptive lane changes during the onset of congestion reduce capacity by as much as 10-
15% [84]–[86]. Since first-order models do not model this phenomenon (called capacity 
drop), some researchers developed variations to the merge model [87], [88],  FD [89]–
[91] and demand functions  [75], [92] to explicitly incorporate capacity drop into the 
numerical solutions (e.g. see Figure 5).  
 
Figure 5: Sample demand functions a) Hadiuzzaman et.al. [92] b) Lebacque [75] 
The demand function in Figure 5a indicates that the capacity drop occurs at critical 
density, 𝑘𝑐, which is a close representation of the reality. However, it makes the demand 
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function discontinuous at 𝑘𝑐: 
𝜆(𝑘) = {
𝑘. 𝑢,                 𝑘 ≤ 𝑘𝑐
𝑄(1 − 𝑐𝑑),     𝑘 > 𝑘𝑐
 (13) 
where 𝑐𝑑 is the percentage capacity drop. 
The demand function in Figure 5b is continuous and monotonously decreasing (capacity 
drop monotonously increasing) during the congestion regime: 
𝜆(𝑘) = min (𝑘. 𝑢,
𝑄(𝑄 − 𝑐𝑑𝑄 − 𝜅𝑢 + 𝑐𝑑. 𝑘. 𝑢)
𝑄 − 𝜅𝑢
) (14) 
Note that 𝑐𝑑=0 makes (14) equivalent to (10). 
This study uses (14) to explicitly incorporate capacity drop into the KW model. 
3.2.1.2. Variational Theory 
Unfortunately, Godunov scheme is known to introduce numerical errors for 
acceleration waves [93] since the characteristics do not always pass through the grid points. 
Alternatively, Newell [94] proposed using Moskowitz functions to solve the KW 
model and conjectured that the numerical solution is the lower envelope of the curves 
translated from downstream and upstream. Daganzo [95], [96] proved the conjuncture 
using variational theory that enabled develop error-free solutions to the KW model. 
Moskowitz functions, also popular known as N-curves or cumulative count curves 
are a powerful tool for analyzing the traffic dynamics on a system [97]. This function 
represents the evolution of cumulative number of vehicles that pass a reference point.  
Represented as 𝑁(𝑡, 𝑥), this function is tagged with a reference vehicle, monotonously 
increasing in time at any x and decreasing in space at any t. 
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When represented using N-curves, the conservation equation of the KW model 













 represent the flow and density respectively.  
For homogenous highways, 𝑁(𝑡, 𝑥) can be solved using Newell’s minimum 
principle [94]. However, to solve inhomogeneous highways and moving bottlenecks, 
Daganzo [95], [98] used variational theory to show that: 
𝑁(𝑃) = 𝑖𝑛𝑓
𝐵∈𝛽𝑃
{𝑁(𝐵) +  ∆𝐵𝑃} (16) 
where P is the desired point in the time-space surface, B is any generic point on the P’s 
domain of influence, 𝛽𝑃, and ∆𝐵𝑃is the cost of the path from B to P, given by the maximum 
passing rate (see Figure 6). In essence, N value at P is the minimum of the N curves 
obtained from every point in its domain of dependence, which is exact during congestion.  
The KW model is theoretically rigorous, numerically reliable, and computationally 
efficient. However, it does not model platoon diffusion, capacity drop, hysteresis, 
oscillations, and spontaneous onset of congestion etc. To overcome these limitation, 




Figure 6: Visual representation of variational theory solution to the KW model  
3.2.2. Second-Order Models 
Second-order models supplement the first-order models with an extra equation for 
speed evolution and the third-order models supplement the second-order models with an 
extra equation for variance of velocity.  
Payne [99] developed the first second-order model by supplementing the 















= 0 (17) 
where 𝑉(. ) is the equilibrium velocity obtained from the FD, 𝑐0 is the anticipation 
constant and 𝜏 is the relaxation constant. Equation (17) represents three mechanisms that 
influence the speed evolution: convection, anticipation and relaxation (given by the 
second, third and fourth terms of (17)). Convection represents the effects of acceleration 
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and deceleration on the average speeds of the segments. Anticipation takes into account 
driver’s response to the density in the downstream segments. Finally, relaxation 
represents the drivers’ acceleration and deceleration behavior.  
Papageorgiou [52] developed a popular numerical methods for the second-order 







𝑖 −  𝑞𝑛



























𝑖  (20) 
where 𝜙 is the regularization parameter.  
Note that the numerical solution, (9), to the KW model is nonlinear in the flow 
calculation, but that for the second-order models it is linear (19) making them attractive 
for optimization problems. While system (18) - (20) model driver behavior more 
accurately, they have inherent weakness such as negative speeds, as identified in [101]. 
However, later researchers addressed the weaknesses and improved the second-order 
models making them relevant for modeling traffic [102], [103].  
The next section will briefly present the optimal control theory methods for 
continuous time formulations. 
3.4. Optimal Control Theory 
Optimal control theory deals with methods to determine optimal control trajectory 
for a dynamic process, which are represented as ordinary differential equations (lumped 
systems) or partial differential equations (distributed parameter system). 
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The optimal control methods optimize a system for an objective function defined 
in terms of state and control variables and subject to constraints on the state and control 
variables. Optimal control theory methods for lumped systems is well developed [104]. 
Therefore, distributed parameter system models are typically reduced (using 
discretization) to use the lumped system optimal control methods. For continuous time 
systems calculus of variations methods are used and mathematical programming methods 
for discrete time systems as described below (interested readers are encouraged to read 
[104]): 
Let the state of a system, control, and Lagrange multipliers are defined by a 
continuous vector functions 𝒙(𝑡) (size: n x 1), 𝒖(𝑡) (size: m x 1), and 𝒑(𝑡) (size: n x 1),  
satisfies the state-space equation ?̇?(𝑡) = 𝒂(𝑥(𝑡), 𝑢(𝑡), 𝑡), initial and final times given by 
𝑡0 and 𝑡𝑓, and initial state be 𝒙𝟎. The objective is to extremize: 




where ℎ(. ) and 𝑔(. ) are continuous functions.  
As defined in the classical calculus of variations methods, the Hamiltonian is 
given by : 
𝑯(𝒙(𝑡), 𝒖(𝑡), 𝒑(𝑡), 𝑡) ≜ 𝑔(𝒙(𝑡), 𝒖(𝑡), 𝑡) + 𝒑𝑇(𝑡). 𝒂(𝑥(𝑡), 𝑢(𝑡), 𝑡) (22) 
Assuming the optimal state, control, and Lagrange multipliers are given by 𝑥∗(𝑡), 


























(𝒙∗(𝑡𝑓), 𝑡𝑓)] . 𝛿𝑡𝑓 = 0 
(26) 
Note that (23) and (24) are a set of 2n first-order differential equations of the state 
and costate equations and (25) is a set of m algebraic relations which must be satisfied 
during [𝑡0, 𝑡𝑓]. Therefore, the recipe for the optimal control solution is: 
1) Integrate the state and costate equations (23) and (24) 
2) Evaluate the 2n constants of integration using 𝑥∗(𝑡0) = 𝑥0 and eqn (26), 
depending on how 𝑡𝑓 and 𝑥(𝑡𝑓) are defined. Table 5-1 in [104] defines the 
solutions for different cases of boundary conditions. 
In problems with linear state dynamics and quadratic performance it is possible to 
obtain the optimal control law by numerically integrating a matrix differential equations 
(23) - (26). In general, however, this approach leads to a nonlinear two-point boundary-
value problem that cannot be solved analytically.  
To overcome this, the lumped systems are further reduced (time discretized) and 
solved using mathematical programming techniques such as steepest descent, variation of 
extremals, quasilinearization, gradient projection, etc.  
This chapter presented a brief background on the merge model, traffic flow 
models and the optimal control methods, which are critical for this study. The next 
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chapter will present the optimality conditions for the case of unlimited ramp storage and 
continuous ramp formulation for the case of limited storage.  
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CHAPTER 4 ANALYTICAL FORMULATIONS 
This chapter begins with a study of the optimality conditions for the case of 
unlimited storage on the on-ramps. We show that for this case, discrete ramp modeling 
using Moskowitz functions is sufficient to gain insights into the optimality conditions. 
However, explicit system modeling and optimization are necessary for the case of limited 
ramp storage. Towards this end, the second part of this chapter presents the continuum 
formulation of the optimal control problem to show how the nonlinearity in the FD 
renders it infeasible to solve analytically.  
4.1. Discrete Ramps with Unlimited Queue 
Consider a long freeway-ramps system with 𝑛 on-ramps and 𝑚 off-ramps as shown 
in Figure 7. Let the cumulative arrivals and departures for the ramps be 𝐴𝑖(𝑡) ∀ 𝑖 =
1, 2, ⋯  𝑛  and  𝐷𝑗(𝑡) ∀ 𝑗 = 1, 2, ⋯  𝑚 and for the freeway 𝐴𝑓(𝑡) and (𝐷𝑓(𝑡)).   
 
Figure 7: Corridor arrival and departure N-curves  
The total delay for the vehicles during time T is given by (see Figure 8):   




where A(s) =  𝐴𝐹(. ) + ∑ 𝐴𝑖(. )
𝑛
𝑖=1  and D(s) =  𝐷𝐹(. ) + ∑ 𝐷𝑖(. )
𝑚
𝑖=1  are the aggregated 
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virtual arrivals and departures for the system. Minimizing (27) implies maximizing the 
second term because the first term of (27) is not controlled, i.e.:  
𝑚𝑎𝑥 ∫ 𝐷(𝑠) 𝑑𝑠
𝑇
0
 ≜  𝑚𝑎𝑥 {∫ 𝐷𝐹(. ) + ∫ 𝐷1(. ) +
𝑇
0






Eqn. (28) is fundamental to deriving important insights for different scenarios as 
presented below. Alternatively, identical conclusions can be obtained when density and 
flows are used as state variables instead of 𝑁(𝑡), as shown in Appendix A. 
 
Figure 8: Arrival and Departure Curves 
Consider the case of a corridor whose exit flows are defined as a proportion of 
freeway flow. Also, assume that there is unlimited storage on each on-ramp.  
Insight 1: System-wide optimal metering can be achieved with isolated metering.  
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Since the on-ramps have unlimited storage, there is no lower bound on the 
allowable metering rate. Therefore, each off-ramp outflow can be maximized with an 
associated upstream ramp meter that maximizes freeway flow. Therefore, (28) becomes:  
𝑚𝑎𝑥 ∫ 𝐷𝐹(. ) + 𝑚𝑎𝑥 ∫ 𝐷1(. ) +
𝑇
0
𝑚𝑎𝑥 ∫ 𝐷2(. ) + ⋯
𝑇
0






Thus, for the case of unlimited storage, the system optimal control problem can be 
broken down into an isolated control problem. Therefore, the optimality conditions for 
the case of unlimited storage can be defined as: 
Only at the onset of capacity conditions should the on-ramps that experience 
congestion be metered at 𝛽𝑗. 𝑄 to maintain freeway at critical density (𝛽𝑗 the exit 
proportion at the upstream off-ramp and Q is the freeway capacity).  




Therefore, the freeway operated at critical density 𝑘𝑐 (see Figure 2) is the global 
optimality. Therefore, based on insight 1, each on-ramp maintaining critical density kc on 
the freeway is the system optimal control. Controlling the on-ramps before the freeway 
reaches capacity will delay the onset of capacity conditions and hence increase total 
delay. Therefore, ramp metering should be initiated only at the onset of capacity 
conditions. Also, since the system-optimal control problem is equivalent to local optimal 
control problem, only the ramps that potentially get congested need to be controlled. The 
ramps that do not get congested will incur delay with any control. Once the freeway is at 
critical density, the vehicle conservation between off-ramp flow and on-ramp flow 
indicates that the metering rates should be equivalent to the exit flow i.e.  𝛽𝑗𝑄. 
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Note that the above optimality conditions are consistent with the popular heuristic 
notion that the ramp meters should aim to maintain critical density on the freeways. Also, 
the demand capacity method (1) provides a metering rate of  𝛽𝑗. 𝑄 at the onset of capacity 
conditions. These results indicate that the heuristic theories proposed based on experience 
are truly optima under the assumptions of unlimited on-ramp storage and exogenous 
outflow proportions. 
Insight 2: For the many-to-one problem when capacity drop is ignored, on-ramp control 
is not needed.  
For this case, (29) reduces to: 
𝑚𝑎𝑥 {∫ 𝐷𝐹(. )
𝑇
0
}  (30) 
If there is enough demand to create freeway congestion and the destination always 
operates at capacity, total delay is invariant to the control strategy used at the on-ramps 
because bottleneck flow cannot be increased with metering.  
Now we go back to (28) and try to analyze for the case of limited storage. One of 
the consequences of limited on-ramp storage is the potential for queue spillback, which is 
not acceptable for most operators. Therefore, there will be lower bounds on the metering 
rate and hence it is not possible to maintain critical density on the freeway. Then, 
equation (28) has infinitely many solutions and finding the optimal solution requires 
optimization methods. 
Conjecture: For the case of limited storage, minimizing total delay is achieved by 
maximizing freeway flow near ramps with the highest exit proportions 𝛽𝑗s.   
Using exit proportions, 𝛽𝑗(𝑡) ∀ 𝑗 = 1, 2, ⋯  𝑚, (28) becomes: 
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𝑚𝑎𝑥 {∫ 𝐷𝐹(. ) + ∫ 𝛽1(. ). 𝑞1(. ) +
𝑇
0
∫ 𝛽2(. ). 𝑞2(. ) +
𝑇
0





}  (31) 
where, 𝑞𝑗(𝑡) ∀ 𝑗 = 1, 2, ⋯  𝑚 are the freeways flows at each ramp. While the 𝛽𝑗s are 
independent across ramps, the 𝑞𝑗s are correlated. The assumption that the system evolves 
slowly (proposed by Daganzo [105], which means that the ratio of freeway flow to the 
ramp flows is high and changes in freeway flows does not abruptly change freeway 
dynamics) mean that each term of (31) can be assumed independent. Thus, maxima of 
(31) may be achieved by metering in such a way that the freeway flow is maximized at 
the exits with high 𝛽𝑗s. Incidentally, identical results are obtained by Daganzo [105] 
using variational methods for the case of maximizing flows on congested cities. 
This section presented the optimality conditions for the case of unlimited storage 
using Moskowitz functions. However, as mentioned above, for the case of limited 
storage, explicit system modeling and optimization will be necessary. Towards this end, 
the next section will describe the continuum ramp formulation under queue constraint.  
4.2. Continuum Ramp Formulation under Queue Constraint 
This study models the ramps and freeway using the KW model, with the control 
governing the number of vehicles that transfer between ramps and freeway. The control 
appears in the source term. Therefore, the optimal control problem of the freeway-ramps 
system is a coupled PDE system with distributed control as shown below: 
Consider a long homogenous freeway corridor and on-ramps of length 𝐿 and 𝑙 
respectively. If the number of entrances and exits are large, the inflow and outflow can be 
represented continuous in space and time. Let the density be 𝑘(𝑡, 𝑥, 𝑦), where x and y 
represent the distance axes along freeway and on-ramps. Assuming both freeway and 
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ramps are governed by the same FD, and the exit flows are a proportion, 𝛽(𝑡, 𝑥), of the 














= 0 (33) 
subject to the boundary conditions: 
𝑘(𝑡, 𝑥, 0) = 𝛼(𝑡, 𝑥), 
𝑘(𝑡, 𝑥, 𝑙) = 𝑚𝑖𝑛 (𝑢(𝑡, 𝑥), 𝜑+(𝑘(𝑡, 𝑥, 𝑙)))), 
𝑘(𝑡, 0, 𝑙) = 0, 
𝑘(𝑡, 𝐿, 𝑙) = 0 
(34) 
where 𝜑+is the flow from the N-D merge model [61].   
This study uses total time spent (TTS) as the objective function, which is given 
by:  








Note that minimizing TTS is the same as minimizing total delay because the TTS 
includes both free-flow travel time and delay, and the former is invariant to the control.  
Systems (32)-(33) and (35) belong to the class of distributed parameter systems 
that are difficult to solve analytically and generally addressed using model reduction by 
spatial discretization to make it a lumped system. To see this, let ∆x and ∆y be discrete 
cell sizes, i and j be the discretization indices along freeway and ramps, and assume 
forward differences to represent spatial derivative. Then (32)-(33) and (35) becomes: 
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𝑘?̇?(𝑡, 𝑙) = −?̇?(𝑘) (




+(𝑘𝑖(𝑡, 𝑙), 𝑘𝑖𝑙(𝑡))) −  𝛽𝑖(𝑡).𝐹(𝑘𝑖)   
(36) 












Comparing the state-space representation (36)-(38) with that in 3.4,  
?̇?(𝑡) = [𝑘?̇?(𝑡, 𝑙), 𝑘𝑖𝑗̇ (𝑡)]
𝑇 (39) 
ℎ(. ) = 0 (40) 





𝑎(. ) = [−?̇?(𝑘) (
𝑘𝑖+1(𝑡, 𝑙) − 𝑘𝑖(𝑡, 𝑙)
𝛥𝑥
)
+ min (𝑢𝑖(𝑡), 𝜑






Notice that 𝑎(. ) is nonlinear due to the nonlinear FD (piecewise linear) that has 
state dependent characteristic speeds, min function, and nonlinear merge model that gives 
unique value of the flow depending on which of the 4 section, the flows are located. 
Thus, the state-space representation (36)-(37) is uniquely nonlinear and does not fit 
generic formulations that can be solved analytically using necessary conditions presented 
in 3.4. Therefore, this model is further reduced with time discretization as shown in the 
next chapter.   
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CHAPTER 5 DISCRETE TIME-SPACE FORMULATIONS  
Since the continuous time formulation in the previous chapter cannot be solved 
analytically, the first section of this chapter presents a discrete-time formulation of the 
freeway ramp system presented in (36)-(38). The second section presents an error-free 
solution to the KW model with source term that enhance the quality of the numerical 
solution. Section 3 presents variations of the discrete-time formulations of section 1 to 
derive the LP formulation used in the rest of the study.  
 Let the time-space surface in section 4.2 be discretized into n cells along the 
freeway and m cells along the ramps, 𝑘 and 𝑞 (or 𝑓) be the density in veh/km and flow in 
veh/hr, 𝛽𝑖 be the exit proportion in 1/km, and 𝛼𝑖 be the entry demand in veh/hr-km, as 
shown in Figure 9.  
 For 𝑖 = 1,2, … 𝑛 , 𝑗 = 1,2, … 𝑚, and 𝑡 = 1,2, … 𝑝, the conservation equation for 



















𝑡 ) (44) 
The flows, 𝑓𝑡  and 𝑞𝑡  for (43) and (44) are calculated using the Godunov scheme as 
follows: 
𝑓𝑖
𝑡+1 = 𝑚𝑖𝑛 (𝜇(𝑘𝑖+1
𝑡  ), λ(𝑘𝑖
𝑡)) − 𝑞𝑖+1,1
𝑡  (45) 
𝑞𝑖𝑗
𝑡+1 = 𝑚𝑖𝑛 (𝜇(𝑘𝑖𝑗−1
𝑡 ), λ(𝑘𝑖𝑗
𝑡 )) (46) 
Note that (45) is an important modification to the classical solution (9) of the 
Riemann problem to account for the source term. This modification ensures that the flows 
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are in equilibrium because the total flow entering the cell is strictly based on the density 
in the previous time step. This ensures that the flows fall on the FD boundary.   
 
Figure 9: Time-space grid for discrete formulation 
Assuming the ramp meters are located at the downstream boundary of the ramps, with a 
metering rate 𝑟𝑖
𝑡, the merge flows are given by: 
𝑞𝑖1
𝑡+1 = 𝑚𝑖𝑛 (𝑟𝑖
𝑡, λ(𝑘𝑖1





 )) (47) 
where the second term represents the merge model in [106] which is proved to be 
equivalent to the N-D merge model [61] in the limit. Note that the merge model in (47) is 
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highly nonlinear with the ratio of two min functions, which we show later how it renders 
the optimal control problem difficult to solve.  
Note that 𝑞𝑖𝑚+1
𝑡  is 𝛼𝑖
𝑡, and 𝑓0, 𝛼𝑖, and 𝛽𝑖, are known a priori. The queue constraint is 
posed as: 
𝑘𝑖𝑚





Note that equation (48) ensures that the supply capacity into the upstream most cell is at 
least the ramp flow. 
Finally, the objective function (35) is a simple transformation: 










 Several extensions to the nonlinear system (43)-(49) will be presented in section 
5.3 to make the problem solvable in reasonable time. Before we do that, the next section 
presents an error-free solution to the KW model with a source term since the classical 
Godunov scheme induces errors during congestion.    
5.1. Exact Godunov Scheme 
 The errors in the classical Godunov scheme arose because of the presence of 
multiple characteristic speeds that do not always pass through the grid points. To 
overcome this, we exploit the Daganzo’s variational formulation [95], [96], [98] to 
develop an Exact Godunov (EG) scheme. The idea is to use the N-value from the location 
where the congestion characteristic passes through the grid point (exact value) to 
determine the N value at the desired grid point. 
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 Let the time-space surface is discretized in ∆t time units and ∆x space units, a 
triangular FD with 
𝑢
𝑤
  = p, an integer, qi be the grid flow, fi be the source term, and Ni be 
the N-value at grid point i, as shown in Figure 10.   
Daganzo’s variational theory [98] shows that for the special case of a 
homogenous highway governed by a triangular FD, the cost function is linear and hence, 
all the valid paths between any two points have the same cost. This conclusion implies 
that the N-values are conserved along all paths between two points. Exploiting this, the 
conservation of vehicles along path 2 and path 1 from Figure 10 is: 
𝑁𝐷 + 𝑘𝐷 . ∆𝑥 + ∆𝑡 . ∑ 𝑞𝑖
𝑝
𝑖=0
+ ∆𝑡 . ∑ 𝑓𝑖
𝑝−1
𝑖=0
= 𝑁𝐷 + 𝜅. ∆𝑥 (50) 








Note that during free-flow,  𝑞𝑝 calculated from 𝑁𝐷, which is exact, will be higher than 
that calculated from 𝑁𝑈. However, during congestion, the opposite is true and the exact 
value from 𝑁𝐷results in an error-free solution.  
Incorporating (51) into classical Godunov scheme equation (9), the EG scheme is 
represented as: 












represents the density of the downstream cell d, p time steps earlier. 
Note that the EG scheme requires memory as one needs to track the grid flow and 




Figure 10: Flow calculation using exact Godunov method 
Figure 11 presents the time-space density contours which show that unlike the 
classical Godunov scheme, the EG scheme maintains a distinct shock propagation.  
 
Figure 11: Shock propagation with Classical Godunov and Exact Godunov methods 
The nature of nonlinearity in equations (45)-(47), with min function and merge 
model, makes it less suitable to solve efficiently with gradient-based methods that use 
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derivatives (gradients and Hessians). Such problems can be solved using direct search 
methods or metaheuristics as described in the next section. 
5.2. Simulation-Based Optimization 
Simulation-based optimization (SBO) is widely used for traffic problems [107]–
[111]. These methods are popularly used for parameter optimization problems with discrete 
search space since they are known to get out of local optima and converge to global optima 
with appropriate algorithmic parameter values [112]–[114].  
This study employs a SOB framework (shown in Figure 12) in Mathematica© 9.0.1 
[115] and uses the inbuilt Differential Evolution (DE) optimization method, which is found 
to converge faster than other methods of its class; Nelder-Mead, Simulated Annealing, and 
Random Search methods. The framework contains two modules; the macrosimulation-
based on the discrete formulation (43)-(49) and the DE optimizer. The process is iterative 
with the optimizer sending a combination of control values and the microsimulation 
returning the objective function value until the optimal solution is found. 
 
Figure 12: Simulation-based optimization framework 
 
MacroSimulation DE Optimizer 
TTS 
Control 




Since metaheuristic methods are known to be computationally expensive and 
converge slowly [109], [116], the simulation execution speed becomes critical. To gain 
efficiency in simulation speed, this study uses functional programming style [117], as 
against the intuitive imperative programing style.  
Imperative programming style uses statements to explicitly indicate how to do 
something; e.g. array manipulation using this style involves iterating through each element 
of the array and performing operations on the element. Functional programing style uses 
expressions to tell what you would like to happen, and let the compiler figure out how to 
do it; e.g. for array manipulation, the compiler evaluates every element of the array 
simultaneously and avoids searching by indices Though functional programming style is 
not intuitive and often confusing, it requires orders of magnitude less code and more speed 
than imperative programming, which results in significant benefits as the system gets 
bigger. 
In addition to the style, other optional choices available in Mathematica (inline, 
compile, multi-threading, and parallel processing, etc.) are exploited. The inline option 
enables defining efficient custom functions to be called from other efficient functions. The 
compile option generates a sequence of simple instructions for quick evaluation by a virtual 
machine by storing the intermediate results in the temporary memory. 
  Using these methods, the speed of the simulation is increased significantly (by 
over 215 times compared to imperative programming style). For example, a 3600 cell grid 
with 750 time steps is simulated in less than 0.8 seconds including the initiation, execution, 
communication, and termination time.  
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DE is a popular stochastic, robust, and population-based evolutionary algorithm 
developed by  Storn and Price [118]. This algorithm requires values for three parameters: 
cross probability, population size, and scaling factor. Cross probability is used to generate 
new individuals from their parents, population size determines the number of individuals 
in each generation, and scaling factor is used to create a hybrid individual from existing 
individuals.  
Researchers have noted that optimal solution is not always guaranteed with DE, but 
a careful selection of DE parameter values will increase the chances of success.  Therefore, 
parameters values are determined using Meta-Optimization [109]. This method involves 
using hierarchical optimization on a smaller solution space with a known global optima 
(obtained via exhaustive search) to determine optimal DE parameter values based on their 
rate of convergence to the known global optima. Based on Meta-Optimization, the optimal 
parameter values for cross probability, population size, and scaling factor were found to be 
0.8, 100,000, and 0.4. Additionally, no upper bound was specified on the maximum number 
of iterations or generations.  
The SBO framework shown in Figure 12 is executed on the Georgia Institute of 
Technology’s PACE high performance computing clusters [119]. 
Extensive evaluations revealed that SOB framework failed to converge in a 
reasonable amount of time when the number of decision variables and the corresponding 
search space was large. For a sample continuum ramp case of 90 freeway cells simulated 
for 750 time steps,  assuming the metering rate changes every time step, there are 67,500 
decision variables. Assuming metering rate 𝑟 ∈ [0, 2500], the size of the search space 
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becomes 168.75 million points (exhaustive search would need over 4 years to converge). 
Even with optimal DE parameters, the framework did not converge in 3 weeks.  
Based on the insights gained from 0, the metering is initiated only when freeway 
reached critical density, which reduced the number of decision variables to be optimized. 
Then, granularity for control values is increased; metering rate increases or decreases in 
the order of 100 veh/hr-km. Next, the granularity of the “control region” is increased, where 
ramp groups operated at the same rate at any given time. These strategies significantly 
reduced the number of decision variables and the search space.  
However, the results indicated a large number of solutions with the same objective 
function value, which is an artifact of the granularity (there were over 40,000 control 
strategies within 1% of the “optimal” TTS value). Moreover, there was no distinct pattern 
for the solutions indicating potential convergence to local optima.  Most importantly, the 
optimization results for the case of unlimited storage did not converge to the optimal 
solutions obtained in section 4.1. Therefore it was determined that the simulation-based 
framework may not be suitable for optimal control problems.  
The next section will present variations of the nonlinear discrete time formulation 
in (43)-(49). We show that the nonlinear programming formulation and mixed integer 
programing formulation did not yield results in reasonable amount of time. To overcome 
this, we relax the nonlinear problem to pose it as a linear programing problem. 
5.3. LP Formulation 
We fall back on the discrete formulation (43)-(49) and explore ways to use 




a) Since the solution to the KW models is nonlinear, it makes every flow variable 
nonlinear, resulting in a large pool of nonlinear variables. 
b) Explicit ramp modeling under the continuum approximation framework has a 
large number of cells, which significantly increases the number of variables.  
Several attempts to solve the NLP problem did not produce any feasible solution, 
even with a quadratic objective function.  The problem is then reposed as a Mixed Integer 
Linear Programming problem by replacing the “min” function using standard techniques 
[120], [121] and solved using the commercial solver LINDO© [122].  Several combinations 
of options such as quadratic objective function, defined/undefined bounds, were tested 
which proved to be in vain. 
To circumvent this, we use the techniques from Gomes and Horowitz [42] to 
develop LP formulation for this study. Gomes and Horowitz replace the 𝑚𝑖𝑛 function in 
the Godunov scheme with inequalities based on insights from Papageorgiou [55] and 
Ziliaskopoulos [123]. However, the objective to minimize delay ensures that the flows take 
the upper bound.  
The formulation used in this study differs from Gomes and Horowitz ‘s formulation 
in the following ways:  
Explicit Modeling of On-ramps 
The studies in the literature  model on-ramps using point queue methods [1], [9], 
[25], [42], [124], which does not account for ramp dynamics. To overcome this, freeway 
equations (45) are supplemented with (46) to explicitly model traffic dynamics on the 
ramps. The results indicate that this formulation enables unveiling important relationships 
between control trajectory and ramp dynamics as shown in 6.1. 
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Incorporate Capacity Drop:  
This study also extends the Gomes and Horowitz’s formulation by using the 
Lebacque’s demand function [75]  to incorporate the capacity drop phenomenon, which 
is critical for ramp metering problems:  
𝜆(𝑘𝑢) = 𝑚𝑖𝑛(𝑘𝑢. 𝑢, 𝑄, (1 −
𝑤𝑑
𝑤
) 𝑄 + 𝑤𝑑. (𝜅 − 𝑘𝑑)) (53) 
where 𝑤𝑑 is the slope of the demand curve in the congested regime; see Figure 5b.  
Ramp Priority Assumption 
For the purpose of this study, which aims to understand the optimality conditions, 
we relax the N-D merge model. We assume full priority to the ramp flows to ensure 
metered flows enter the freeway uninterrupted. Based on the optimality conditions, we 
make qualitative arguments for the influence of the merge model. We also derive bounds 






Studies have optimized  ramp meters for single ([1], [36], [54], [125]) or multiple 
([42], [124]) performance measures.  Unlike Gomes and Horowitz, we use TTS as the 
single performance measure. This is because maximizing flow is invariant to the control 
strategy when the system is emptied. 
With the modifications and assumptions made above, the objective function and 
the constraints used in the rest of this study are:  
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Objective 𝑚𝑖𝑛 ∑ ∑ ∑(𝑘𝑖
𝑡 + 𝑘𝑖𝑗



























   Freeway Flow 𝑓𝑖
𝑡+1 ≤ (𝜅 − 𝑘𝑖+1
𝑡 )𝑤 − 𝑞𝑖+1,1
𝑡  
   Freeway Flow 𝑓𝑖
𝑡+1 ≤ (𝑘𝑖
𝑡. 𝑢) − 𝑞𝑖+1,1
𝑡  
   Freeway Flow 𝑓𝑖
𝑡+1 ≤





   Freeway Flow 𝑓𝑖
𝑡+1 ≤ 𝑄 − 𝑞𝑖+1,1
𝑡  
Ramp Flow 𝑞𝑖𝑗




𝑡 . 𝑢) 
Ramp Flow 𝑞𝑖𝑗










This chapter presented a LP formulation used in the rest of the study. The next chapter 
presents the results obtained with solving the LP problem.  
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CHAPTER 6 ANALYSIS WITH LP FORMULATION 
In Chapter 4, we use Moskowitz functions to derive optimality conditions for the 
case of unlimited storage. But such results are not possible to achieve for the case of limited 
storage. Therefore, we use the LP formulation developed in chapter 5 to obtain optimal 
control solutions using optimization. Towards this end, this chapter presents important 
insights into the qualitative aspects of the traffic dynamics during the optimal control, the 
optimality conditions, and the nature of optimal control. 
We apply the classical Godunov scheme to solve the Riemann problem for the 
numerical example using the parameters shown in Table 1. The resulting LP formulation 
is solved using LINDO© 15.0.34 [122]. The main insight gained from the time-space 
optimal metering surface is that there exists 4 zones with distinct metering pattern. These 
zones (labeled A, B, C, D) are logically related to the corresponding state trajectory on the 
freeways and ramps. One zone (A) is always in free-flow, while rest have both free-flow 
and congested conditions during the peak period. Also, zones C and D exhibit the same 
metering pattern during peak period, but differ when the demand drops.  












cd n  p  m  






6.1. Monotonic demand 
Two parameters that we study in this analysis are the ramp demand and exit 
proportion, whose monotonic demand patterns are studied. We study the following space 
varying patterns for α (x) and β(x): 
 α (x) =  β(x) = a - (constant ) 
 α (x) =  β(x) = ax - (increasing) 
 α (x) =  β(x) = a(1-(x/L)) - (decreasing ) 
The above pattern indicates nine possible combinations for α (x), β(x). We begin 
the analysis with the case of spatially constant on-ramp demand 𝛼 (𝑥) = 𝑎 veh/hr-km and 
exit proportion 𝛽(𝑥) = 𝑏/km and show the resulting spatiotemporal optimal control 
trajectory in Figure 13.  
 
Figure 13: Time-space metering rate for 𝑎 =2000 veh/hr-km and 𝑏 =0.1/km 
Figure 13 shows that there are four zones with distinct temporal metering patterns 
with the following metering rates: 
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 Zone A  -  α  
 Zone B  -  α, 0, Q 
 Zone C  -  α, βQ, Q, 0, Q 
 Zone D  -  α, βQ, Q, 0, βQ, Q 
These unique patterns are correlated with the freeway traffic dynamics as in Figure 14. 
 
Figure 14: Relationship between optimal control strategy and state for 𝑎 =2000 veh/hr-
km and 𝑏 =0.1/km 
Figure 14 indicates that the metering patterns are correlated with the shock evolution and 
density evolution on the freeway. However, the queue propagation on the ramps is critical 
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to understand the correlations. The following subsections describe the unique 
characteristics of optimal metering for each zone with respect to the traffic dynamics on 
the ramps. 
Zone A 
Figure 14 shows that zone A corresponds to the transient “loading” of the freeway 
and the steady-state free-flow equilibrium. All its locations have the same metering pattern: 
rate equivalent to the demand until loading and drops to 0 (it should be interpreted as meter 
being turned off ) when the demand is turned off; see Figure 15.  
Insight: Zone A should not be metered. This validates the argument that ramps that are not 
congested should not be metered from is validated.  
 
Figure 15: Optimal metering and ramp queues in Zone A 
Zone B 
Since it is clear that metering should be initiated only after congestion begins, we 
eliminate the “loading” period from the discussion. Figure 14 shows that Zone B 
corresponds to the steady-state free-flow equilibrium and then congestion. The results in 
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Figure 16 indicate that the metering is not activated until time 𝑡1, time when the ramp is 
shut down such that the shock 𝑠2 reaches the upstream boundary just when the ramp 
empties (see Figure 17). This ensures that the queue remains at the upstream boundary, 
even with ramp shutdown. Using the slope 𝑠2 in Figure 17, the analytical solution for 𝑡1 
becomes: 




where 𝑙𝑟 is the length of the ramp.  
 
Figure 16: Optimal metering and ramp queues in Zone B 
The ramp meters are shut down until the forward wave on the freeway, (due to the 
demand drop) arrives at the ramp and then the metering rate jumps to capacity flow. 
Unfortunately, an equation for the forward moving wave on the freeway is difficult to 
derive, to analytically calculate 𝑡2. Once the wave w from 𝑡2 hits the back of the queue on 




Figure 17: Shock speeds on the ramps during optimal control 
Insight: No metering until just before the demand drop, ramp closure until the forward 
shock reaches the ramp, then jump to capacity flow. Such two-regime control is popularly 
known as bang-bang control [104].  
Zone C 
 With Zone C located downstream of 𝑥0 (see eqn. (14a) in Laval and Leclercq [106]) 
Zone 3 has transient congestion. As soon as the freeway reaches capacity, the optimal 
control rate becomes 𝛽𝑄, (see optimality conditions in section 4.1) resulting in a shock 𝑠1 
propagating backwards on the ramp (see Figure 18). Using equation (14b) in Laval and 
Leclercq [106] that determines the time when the freeway gets congested (≜ 𝑡5) and 






1 − (𝑛𝛽𝑄 𝛼⁄ )
) +






Figure 18: Optimal metering and ramp queues in Zone C 
Then, two scenarios are possible depending on when the ramp empties: 
Scenario 1: Ramp empties before 𝑠1 reaches upstream 
When 𝑡0 falls between 𝑡5 and 𝑡3, (see Figure 19) a forward moving shock 𝑠3 (see 
Figure 17) is generated at 𝑡0 that intersects 𝑠2 at: 
𝑡1 =
𝑙𝑟 + 𝑡5𝑠1 + 𝑡0𝑢 
𝑠1 + 𝑢
 (57) 
and reaches freeway at: 
𝑡2 = 𝑡1 +
𝑠1 
𝑠3
 (𝑡1 − 𝑡5) (58) 
at which time the metering rate jumps to capacity flow. This is a simple scenario where the 




Figure 19: Optimal metering and ramp queues in Zone C – Scenario 1 
Scenario 2: Shock 𝑠1 reaches upstream and acceleration wave does not reach downstream  
Following the shock 𝑠1, to comply with the queue constraint, the metering rate 
jumps to capacity flow so the dissipation wave at 𝑡4 reaches upstream just in time when 𝑠1 
reaches it. Thus, the equation for 𝑡4 becomes:  




Since capacity flow decreases freeway efficiency, the metering rate switches back 
to 0. At time 𝑡0, when the demand drops, the queue stays in the middle of the ramp and 
Metering rate jumps to capacity when forward moving wave on the freeway reaches the 
ramp. For this scenario, the initiation and termination of the metering patterns are difficult 





Figure 20: Optimal metering and ramp queues in Zone C – Scenario 2 
Insight: No metering until the freeway gets congested, meter at 𝛽𝑄 to maintain capacity 
on the freeway and then turn off the meter to avoid violating queue constraint, turn off the 
ramp just before the demand drop and continue ramp closure until the forward shock 
reaches the ramp, then jump to capacity flow. 
Zone D 
The optimal control pattern for Zone D during peak period loading is similar to that 
in Zone C (see Figure 21). However, unlike pattern in Zone C, the metering rate has 𝛽𝑄 at 





Figure 21: Optimal metering and ramp queues in Zone D 
After the shockwave on the freeway reaches from downstream due to the ramp 
closure, the metering rate becomes 𝛽 𝑄 and sustains until the forward moving disturbance 
reaches the ramp location. At that point, the metering goes up to capacity flow until the 
ramps are empty. 
Insight: No metering until the freeway gets congested, meter at 𝛽𝑄 to maintain capacity 
on the freeway and then turn off the meter to avoid violating queue constraint, turn off the 
ramp just before the demand drop, jump to 𝛽𝑄when the freeway reaches capacity, then 
jump to capacity flow when the forward moving wave on the freeway reaches the ramp. 
Note that similar zones are observed with other values of 𝑎 and 𝑏 as long as there 
is freeway congestion, as shown in figures 22 and 23. 
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Figure 22: Relationship between optimal control strategy and state for increasing 𝑎 and 
constant 𝑏 
 
Figure 23: Relationship between optimal control strategy and state for increasing 𝑎 and 
decreasing 𝑏 
One of the features of the bang-bang control is that it is robustness to stochastic variations 
in the traffic demand as long as the disturbance does not reach the freeway during the 
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capacity flow period. We found that this phenomenon is true for ramp metering control 
with a 2-step time varying demand function.  
6.2. Dimensionless Formulation 
Problems with multiple variables can be efficiently evaluated using the 
Dimensional Analysis [126]. This technique involves reducing the number of variables by 
creating dimensionless combinations of the original variables using the Buckingham π 
theorem [127]. The theorem loosely states that if there is a physically meaningful problem 
with n physical variables, and r is the rank of the dimensional matrix, then, the problem 
can be reformulated with n-r dimensionless variables created from the original n variables 
that may not be unique and “physically” meaningful. 
For the current problem: time and space are the basic variables and inflow, outflow, 
freeway length, ramp length, ramp spacing, peak period duration, FD parameters, etc. are 
the physical variables. We use this technique to derive universal shape of two parameters 
of the optimal control.   







1 − (𝑛𝛽𝑄 𝛼⁄ )
) (60) 
This equation is applicable to the current problem since control is implemented only at 
the onset of capacity conditions. Much more information can be extracted from (60) 










 The ?̃?0 represents the normalized 𝑥0which indicates freeway congestion when its 
value is less than 1. 𝑏 is the total outflow and 𝑎 is the normalized total inflow. In the new 








Figure 24 shows the universal share of (62), which indicates that the congestion contours 
(?̃?0 <1) are nonlinear and cross y-axis at 1.    
Insight: The benefit of this transformation is that one only needs to keep track of 𝑎 and 𝑏, 
in this case the system level aggregate variable values to calculate ?̃?0 using (62). Then 
using Figure 24, one can determine if, where, and when the system will get congested. 
Note that this is true as long as the conditions for (63) hold true. 
Example 2: Similarly, the magnitude of shock 𝑠1 is critical to the duration the ramp 





            𝑎 =  
𝛼𝑙𝑓
𝑛𝑄
            𝑏 = 𝛽            𝑐 =
𝑢
𝑤
     (64) 
The transformation means that the shock speed normalized with free-flow speed; lower 
?̃?1is desirable. With the transferred variables, the equation becomes:  
?̃?1 =  
(𝑎 − 𝑏)
(1 + 𝑐 − 𝑏𝑐 − 𝑎)
 (65) 
Figure 25 shows the universal shape of 𝑠1 for different c values in (66) which indicates 
that in addition to a and b, the u/w ratio is critical and lower ratios give higher shock 
speeds that will result in frequent queue overrides. This is important in the era of vehicle-




Figure 24: 𝑥0 in rescaled dimensionless variables 
 
Figure 25: 𝑠1 in rescaled variables 
  
c=1 c=2 c=3 
c=6 c=4 c=5 
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6.3. Merge Model Impacts 
In this section, we evaluate the effects of merge model on the optimality conditions 
and derive bounds for the validity of the above findings.  
The Newell-Daganzo merge model [61] (shown in Figure 26b) that was empirically 
proven by Anh and Cassidy [69] states that when the competing streams are congested, the 
available downstream capacity is shared at a fixed ratio independent of the (congested) 
flow in the competing approaches.  
Assume a merge defined by the parameters shown in Figure 26a. the merge model 
in Figure 26b indicates that as long as the demand on the ramp, 𝛼𝛿, is within the green 
zone, the ramp priority is valid: 




which is the upper bound for ramp demand.  
The optimality conditions at the first queue spillback is to meter at capacity,𝑄. 
However, under such conditions, (67) indicates that the queue will form downstream of the 
meter. Subsequently, the tamp condition will deteriorate and queue spillback to the arterials 
becomes inevitable unless the ramp flow drops below the upper bound defined by (67).  
One can find the bounds for 𝑏 that ensures congestion using (62): 




Note that (67) and (68) ensure that corridor is congested and the results obtained in 




Figure 26: Region satisfying ramp priority on the merge model diagram a) parameters b) 





CHAPTER 7 HYBRID ISOLATED CONTROLLER 
The first section of this chapter presents the philosophy of a new isolated ramp 
control developed based on the combined feedback and feedforward control. The next 
section presents an application of the hybrid algorithm that outperforms existing methods.   
7.1. Philosophy 
The optimality conditions in section 4.1 indicate that: a) metering should not be 
initiated until the freeway reaches capacity, b) the metering rate during capacity 
conditions is 𝛽𝑄, and c) the desired target state is 𝑘𝑐. 
The literature review indicates that a) and b) can be efficiently achieved using a 
feedforward type control such as demand-capacity method. Moreover, c) can be achieved 
efficiently with a feedback type control such as ALINEA.  Therefore, we devise a hybrid 
control from the feed-forward [16] and feedback [5] controllers (see equations (1)and(2)).   
In the area of control theory, the demand-capacity type of controls (equation (1)) 
are classified as the feedforward disturbance rejection scheme. The strength of these 
strategies lies in their ability to quickly respond to any under-capacity conditions. 
However, they are known to be sensitive to unmeasured disturbances, i.e. moving 
bottlenecks, shockwave and change metering rates abruptly. Also, its control changes 
significantly and drastically only after the congestion sets in and the ramp metering rate is 
set to the minimum threshold that may sometimes lead to unnecessary under-loading of the 
freeway.  
The popular feedback control, ALINEA (equation (2)), is an I-controller that 
corrects for the cumulative error, or deviation from the desired state. These controllers do 
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not need knowledge of the traffic flow models, but are robust, and provide a smooth 
transition during congestion. However, their reactive nature results in lag in responding to 
large disturbances and takes several iterations to restore back to the desired state. 
The idea is to incorporate feed-forward control that has the traffic flow knowledge 
for quick response during free-flow conditions and use the feedback control for error 
correction during congestion. These types of methods are lately being used in medicine, 
aerospace, chemical processes etc. [128]–[132].  
The block diagram of the hybrid control shown in Figure 27 indicates that the 
feedforward uses the upstream flow (𝑞𝑖𝑛) in the flow conservation to calculate the 
metering rate. Feedback control uses the error (𝑂𝑐𝑟 − 𝑂𝑜𝑢𝑡) and the rate in the previous 
time step to calculate the metering rate. The decision manager checks the traffic 
conditions and implements the former during free-flow conditions and the latter during 
congested conditions. 
 
Figure 27: Block diagram of the hybrid isolated control 
The hybrid control in Figure 27 is mathematically represents as follows: 
𝑟(𝑡) = {
𝑄 − 𝑞𝑖𝑛(𝑡 − 1), 𝑂𝑜𝑢𝑡 < 𝑂𝑐𝑟




Note that the hybrid control presented in this sections preserves the strengths of 
feed-forward and feed-back controllers and overcomes their limitations because the 
hybrid control responds quickly during free-flow and allows for a smooth transition 
during congestion. 
7.2. Application 
This section presents the results of the application of the hybrid control on a 20 
kilometer long 1-lane freeway corridor with the ramps spaced 1 km apart. We load the 
system for 1 hour with a demand of 2000 veh/hr at each ramp and use an exit proportion 
of 25%. The system is simulated with a triangular FD (𝑢 = 100 kph, 𝑤 = 20 kph, and 𝜅 = 
150 veh/km), until it is empty. Note that we use the merge model from Laval and 
Leclercq [106] in this analysis. 
The cumulative departures at the ramp meter shown in Figure 28 indicate that “no 
metering” pushes more vehicles early on but flattens out later due to the spillback from 
the downstream of the meter (merge model governs the flows entering the freeway).  
Both ALINEA and hybrid control perform almost identically until the effects of 
demand drop are felt. ALINEA responds slowly, while the Hybrid control pushes more 
vehicles into the freeway. 
The cumulative departures from the system in Figure 29 indicate that “no 
metering” resulted in overloading of the freeway that reduced the system outflow. 
Initially, ALINEA and the Hybrid control maintain similar freeway densities, but when 
the demand dropped, the Hybrid control responded quickly and the system outflows 




Figure 28: Cumulative arrivals and departures at the ramp meter; No metering, ALINEA, 
and Hybrid control 
 
Figure 29: Time-space plot of the discrete ramps. a) no metering b) ALINEA c) Hybrid 
Control 
The freeway congestion dynamics presented in Figure 30 confirm that the 
ALINEA and the Hybrid control perform almost identically initially, but the latter 









 Since hybrid control is quick to respond, it is better equipped to efficiently handle 
stochasticity in traffic demand. However, one should note that compared to the ALINEA, 
hybrid control needs more infrastructure to implement in the field; switching manager 
and extra detector for upstream inflow.  
 Based on the lessons learned in chapter 4, this chapter presented a hybrid isolated 
controller that outperformed existing methods. The next chapter will present a discussion 




CHAPTER 8 DISCUSSION AND EXTENSIONS 
This dissertation studied the optimality conditions for constrained and 
unconstrained on-ramp queues to unveil interesting qualitative aspects of the optimal 
control trajectory and its correlation with state trajectories on the freeway and on-ramps.  
This research, for the first time, explicitly modeled the special dynamics at on-
ramps as part of the optimal control problem. This was critical for explaining important 
relationships between the control and traffic dynamics that until now were not possible 
since ramps were modeled as vertical queues in the literature. However, one of the 
challenges with modeling ramps is the increase in the number of variables and constraints 
for ramps, but the cost is justified due to insights gained. 
We find that the freeway operated at capacity is the system-wide optimality 
condition, which can be attained with local metering in the case of unconstrained queues. 
This complies with the commonly accepted “heuristic” theory that the ramp meters 
should aim to maintain freeway at capacity. Similarly, when there is queue constraint, we 
observe that the queue should be flushed, as it is common practice today. However, at the 
end of the peak period, we have shown that the optimal strategy is to close the ramp to 
alleviate freeway congestion and turn-off the metering when the forward moving wave on 
the freeway reaches the ramp location.  This bang-bang-type control opens the door for a 
new set of algorithms that are robust, optimal and simple to implement. Moreover, this 
study also identified four zones that have distinct metering patterns, which are correlated 
with the shock evolution on the freeway and ramps. 
The error-free EG scheme presented in section 4.1 is an extension of the 
variational solution for KW model with source term for the special case of homogenous 
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corridor with triangular fundamental diagram. It is shown that the proposed scheme 
provides an improved numerical solution compared to the classical Godunov scheme. 
The hybrid control presented in chapter 6 is significant to the state-of-the-art 
practice. It combines the well-established feedback and feedforward controllers, 
preserving their strengths and overcoming their limitations.  With its quick response, it is 
conjectured that this controller has the potential to handle planned and unplanned events 
effectively. Note that the idea of hybrid control proposed in this research is supported by 
the classical control theory that recommends supplementing feedback control with a 
feedforward control (that has process information) to obtain better performance [133].  
One of the limitations of this study is that it assumes ramp priority to circumvent 
the nonlinearity of the N-D merge model and obtain global optimal results with the LP 
formulation. However, as discussed in section 6.3, this leads to the results being valid 
only for a set of conditions. 
8.1. Contributions 
The major contributions of this research are as follows: 
1) It provides optimality conditions for the case of unlimited ramp queues. 
2) It presents an error-free solution to the Kinematic Wave model with a source 
term. 
3) It provides an insight into why simulation-based optimization may not be a 
suitable framework for optimal control problems in traffic flow. 
4) It identifies regions in the state surface that have a distinct control patterns for 
the case of queue constraint and unveils the correlation between the 
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spatiotemporal control trajectory and the shockwave evolution on the freeway 
and ramps. 
5) It proposes a hybrid isolated control that outperforms existing methods.  
8.2. Extensions 
 This research can be extended in several ways:  
Solve Continuum Formulation: The continuum formulation in section 4.2 can be relaxed 
to provide priority to the ramp flows and solved with variational methods. 
Incorporate Merge Model: The merge model may be incorporated by reposing the model 
to fit the LP or quadratic programming framework. 
Discrete ramps: The dynamics of the discrete ramps may be different and developing 
real-time controllers will need an understanding of the microscopic relationships. 
Stochastic demands: This study only investigated the space-varying demand patterns. 
However, time-varying demands whose influence can be felt downstream of the meter 
will be more realistic and interesting to study.  
Equity: Literature is conclusive to show that optimal control is not equitable [134], but 
efficient ways to balance equity and optimality is still an open question.  
Efficient queue override mechanism: The convenience with optimization formulations is 
that spillback can be prevented with a simple constraint equation. In practice, this is 
extremely difficult and need to be investigated.  
Coordinated and Integrated control: A study with discrete-ramp modeling with stochastic 
demands will exacerbate the ill effects of capacity drop and require the need for efficient 
management of storage. This would open doors to a new set of methods that coordinates 
across ramps and integrates across devices to obtain system optimality.  
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Note that these results are an open loop optimal, which is the best solution 
possible because the traffic demands are a priori. However, this control cannot be 
implemented in the field as is. This analysis was done to gain a qualitative insight into 
optimality conditions. However, for systems where optimality conditions are possible to 
identify, one could use a model predictive control-like frameworks to obtain optimality in 





APPENDIX A. OPTIMALITY CONDITIONS WITH 
ALTERNATIVE FORMULATION 
 Let the density on a long freeway-ramp system are given by 𝑘𝑓(𝑡, 𝑥)and 
𝑘𝑟(𝑡, 𝑥, 𝑦), where the subscript f denotes freeway, r denotes the ramp, and x and y denote 
length along freeway and ramp respectively. If the length of the freeway, ramp and the 
optimization duration are 𝐿𝑥, 𝐿𝑦, and T respectively, the TTS is given by,  
𝑇𝑇𝑆 =  ∫ ∫ 𝑘𝑓(𝑡, 𝑥) 𝑑𝑥 𝑑𝑡
𝐿𝑥
0



















  , where 𝑁𝑖 is the vehicle count, (70) can be re written as   







where 𝑁𝑓(𝑡) and 𝑁𝑟(𝑡) are the total number of vehicles queued on the freeway and 
ramps. This implies that:  
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