The equivariant topology of stable Kneser graphs  by Schultz, Carsten
Journal of Combinatorial Theory, Series A 118 (2011) 2291–2318Contents lists available at ScienceDirect
Journal of Combinatorial Theory,
Series A
www.elsevier.com/locate/jcta
The equivariant topology of stable Kneser graphs
Carsten Schultz
Institut für Mathematik, MA 6-2, Technische Universität Berlin, D-10623 Berlin, Germany
a r t i c l e i n f o a b s t r a c t
Article history:
Received 3 June 2010
Available online 12 June 2011
Keywords:
Stable Kneser graph
Hom complex
Graph homomorphism
Test graph
Alternating oriented matroid
The stable Kneser graph SGn,k , n 1, k 0, introduced by Schrijver
(1978) [19], is a vertex critical graph with chromatic number k+2,
its vertices are certain subsets of a set of cardinality m = 2n + k.
Björner and de Longueville (2003) [5] have shown that its box
complex is homotopy equivalent to a sphere, Hom(K2, SGn,k)  Sk .
The dihedral group D2m acts canonically on SGn,k , the group C2
with 2 elements acts on K2. We almost determine the (C2 × D2m)-
homotopy type of Hom(K2, SGn,k) and use this to prove the
following results.
The graphs SG2s,4 are homotopy test graphs, i.e. for every graph H
and r  0 such that Hom(SG2s,4, H) is (r − 1)-connected, the
chromatic number χ(H) is at least r + 6.
If k /∈ {0,1,2,4,8} and n  N(k) then SGn,k is not a homotopy
test graph, i.e. there are a graph G and an r  1 such that
Hom(SGn,k,G) is (r − 1)-connected and χ(G) < r + k + 2.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
1.1. Background
The subject of topological obstructions to graph colourings was started when Lovász determined
the chromatic numbers of Kneser graphs in [16].
1.1. Deﬁnition. Let n 1, k 0. The Kneser graph KGn,k is a graph with vertices the n-element subsets
of a ﬁxed set of cardinality 2n+ k, say
V (KGn,k) = {S ⊂ Z2n+k: |S| = n}.
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E(KGn,k) =
{
(S, T ) ∈ V (KGn,k): S ∩ T = ∅
}
.
It is easy to see that KGn,k admits a (k + 2)-colouring, χ(KGn,k)  k + 2. Lovász assigned to each
graph G a simplicial complex, its neighbourhood complex N (G) and proved the following two theo-
rems.
1.2. Theorem. If G is a graph and r  0 such that N (G) is (r − 1)-connected, then χ(G) r + 2.
1.3. Theorem. The complex N (KGn,k) is (k − 1)-connected.
These establish χ(KGn,k) = k + 2 as conjectured by Kneser.
The proof of Theorem 1.2 uses the Borsuk–Ulam theorem. This led Bárány to a simpler proof of
χ(KGn,k)  k + 2, which does not use any graph complexes but applies the Borsuk–Ulam theorem
more directly [4]. This proof uses the existence of certain generic conﬁgurations of vectors in Rk+1.
Using a speciﬁc conﬁguration of this kind, Schrijver found an induced subgraph of KGn,k , the graph
SGn,k , with the property that already χ(SGn,k) = k + 2 [19].
1.4. Deﬁnition. The stable Kneser graph SGn,k is the induced subgraph of KGn,k on the vertex set
V (SGn,k) =
{
S ∈ V (KGn,k): {i, i + 1} ⊂ S for all i ∈ Z2n+k
}
.
The vertices of SGn,k are called stable subsets of Z2n+k .
Schrijver also proves that the graph SGn,k is vertex critical in the sense that it becomes (k + 1)-
colourable if an arbitrary vertex is removed.
A more systematic treatment of topological obstructions to the existence of graph colourings was
suggested by Lovász and started by Babson and Kozlov [2]. For graphs G and H , they deﬁne a cell
complex Hom(H,G). The vertices of Hom(H,G) are the graph homomorphisms from H to G . They
introduce the concept of a test graph.
1.5. Deﬁnition. A graph T is a homotopy test graph if for all loopless graphs G and r  0 such that
Hom(T ,G) is (r − 1)-connected the inequality χ(G) χ(T )+ r holds.
Since the complex Hom(K2,G) (also known as the box complex of G) is homotopy equivalent
to N (G), Theorem 1.2 states that K2 is a homotopy test graph. In [2] this result is extended to all
complete graphs and in [3] to odd cycles. These proofs show a graph T to be a test graph by study-
ing the spaces Hom(T , Kn) and C2-actions on them induced by a C2-action on T . Here C2 denotes
the cyclic group of order 2. Indeed, for a graph T with an action of a group Γ one can deﬁne the
property of being a Γ -test graph (Deﬁnition 8.2), which implies being a homotopy test graphs, and
the homotopy test graphs mentioned above are shown to be C2-test graphs.
In [21] easier proofs, in particular for odd cycles, are obtained by instead studying Hom(K2, T )
together with two involutions, one induced by the non-trivial involution of K2 and another by an
involution on T . This also yielded the somewhat isolated result that KG2s,2 is a C2-test graph. All
known test graphs at that point were Kneser graphs or stable Kneser graphs, since KG1,k = SG1,k is a
complete graph on k + 2 vertices and SGn,1 is a cycle of length 2n+ 1.
In [10] it was shown that test graphs T can be obtained by constructing graphs T with prescribed
topology of Hom(K2, T ).
1.2. Short overview
We show how the construction by Bárány and Schrijver can be used to obtain information on the
complex Hom(K2, SGn,k) and to establish a close connection between the graphs SGn,k and the Borsuk
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equivariant with respect to the automorphism group of SGn,k , n > 1.
We use the knowledge of the equivariant topology of Hom(K2, SGn,k) to show that the graphs
SG2s,4 are homotopy test graphs. This requires studying the action of a cyclic group different from C2
on the space Hom(K2, SG2s,4). This distinguishes our result from previous proofs that certain graphs
are test graphs and necessitates the use of different tools from algebraic topology.
For k /∈ {0,1,2,4,8} and large n we show that SGn,k is not a test graph. This uses calculations in
the Z2-cohomology ring of the automorphism group of SGn,k , a dihedral group. A ﬁrst example of a
non-test graph was given by Hoory and Linial [13]. Their example happens to be a graph for which
the bound of Theorem 1.2 is not sharp. On the other hand, χ(SGn,k) = k + 2 and Hom(K2, SGn,k) is
homotopy equivalent to a k-sphere and hence in some sense nicest possible. It turns out that for
these graphs the property of being a test graph depends on the way in which the automorphism
group of the graph acts on that sphere. Also, for some values of k the graph SGn,k will fail to satisfy
Deﬁnition 1.5 only for large r, for the graph in [13] it fails already for r = 1.
1.3. Detailed overview and results
The starting point of our present investigation is the realisation that the proofs of Kneser’s con-
jecture by Lovász and by Bárány are more closely related than by the common appearance of the
Borsuk–Ulam theorem. We have not seen this connection made explicit in the literature, even though
Ziegler [24] combined ideas from both proofs and work by Matoušek [17] in a combinatorial proof
of χ(SGn,k) = k + 2 and even though the vertex criticality of stable Kneser graphs had suggested that
the neighbourhood complex N (SGn,k) is homotopy equivalent to a k-sphere, which was proved by
Björner and de Longueville [5].
Indeed in the proof of Theorem 1.2 the assumption that N (G) be (r − 1)-connected is used to es-
tablish the existence of an equivariant map from an r-sphere to a certain deformation retract of N (G)
that comes equipped with a C2-action. Spheres are considered C2-spaces via the antipodal map. This
deformation retract is C2-homotopy equivalent to Hom(K2,G). On the other hand, Bárány’s construc-
tion can be used to produce a C2-map Sk →C2 Hom(K2,KGn,k) as we will explain in Remark 3.4. So
even though Bárány’s proof does not mention graph complexes, consequences for them can be de-
rived from it. Using the vector conﬁguration from Schrijver’s proof, one even gets a very explicit map
S
k →C2 Hom(K2, SGn,k). We describe this map in Section 3. It is not diﬃcult to see that this map is a
homotopy equivalence, we show this in Section 5.
Since all “naturally occurring” graphs which have so far been identiﬁed as test graphs are sta-
ble Kneser graphs (the result for KG2s,4 can be derived from one for SG2s,4), it is natural to ask
if more or even all stable Kneser graphs are test graphs. In [21] it turned out that for proving a
graph T to be a test graph it is useful to not only understand Hom(K2, T ), but also its automor-
phisms induced by automorphisms of T . The dihedral group D2m , symmetry group of the regular
m-gon, m = 2n+k, acts naturally on SGn,k , so we would like to ﬁnd a D2m-action on Sk and an equiv-
ariant map Sk →D2m Hom(K2, SGn,k). At ﬁrst the map Sk → Hom(K2, SGn,k) constructed with the help
of the vector conﬁguration occurring in Schrijver’s proof seems not to exhibit much symmetry. But
that vector conﬁguration uses points on the moment curve, and fortunately it turns out that substi-
tuting the trigonometric moment curve for it essentially does the trick. This modiﬁed construction is
carried out in Section 4. Indeed, we deﬁne an orthogonal right action of D2m on Rk+1, denote Rk+1
equipped with this action by Wn,k , and obtain:
Theorem (4.3). Let n 1, k 0, andm = 2n+k. There is a continuousmap f :S(Wn,k) → |Hom(K2, SGn,k)|
which is equivariant with respect to the actions of C2 and D2m.
The D2m-representation Wn,k gives rise to a (k + 1)-dimensional vector bundle ξn,k over the clas-
sifying space BD2m , Deﬁnition 7.1. This in turn deﬁnes Stiefel–Whitney classes wi(ξn,k) ∈ Hi(D2m;Z2)
and also classes wi(ξn,k) ∈ Hi(D2m;Z2) by (∑i0 wi)(∑i0 wi) = 1. An approach similar to that
in [21], but with different topological tools, then yields:
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hence a homotopy test graph.
With the help of the calculation of the classes wi(ξn,k) in Section 7 we obtain:
Theorem (8.8, 8.11). Let n,k 0. If k ∈ {0,1,2} or if k = 4 and n is even, then SGn,k is a homotopy test graph.
In the case k = 4, n even, we cannot obtain the result by considering a C2-action on SGn,4, but
we show SGn,4 to be a Γ -test graph, where Γ is a cyclic group whose order is the largest power
of 2 which divides 2n + 4. This is the ﬁrst case, where a group other than C2 has been used to
prove a graph to be a test graph. Consequently, this result could not have been obtained by a direct
application of the test graph criteria given in [21].
To prove that some stable Kneser graphs are not test graphs, we need a dual of Theorem 4.3. To
formulate it we use the notion of the ε-Borsuk graph of a sphere. Given ε > 0 we deﬁne the inﬁnite
graph Bε(Sk) whose vertices are the points of Sk , with two vertices adjacent if they are antipodal up
to an error of ε, Deﬁnition 9.1. Then the construction of Theorem 4.3 also yields a D2m-equivariant
graph homomorphism from a certain subgraph of Bε(S(Wn,k)), for small ε, to SGn,k . Details are given
in Remark 9.3. We also obtain the following:
Theorem (9.7). Let k  0 and ε > 0. Then for large enough n and m = 2n + k there is an equivariant graph
homomorphism
SGn,k →D2m Bε
(
S(Wn,k)
)
.
This result is dual to Theorem 4.3 also in another way. The conﬁguration of vectors on the
trigonometric moment curve used in both constructions realises the alternating oriented matroid. The
construction of the map in Theorem 4.3 can be described in terms of the covectors of the alternating
oriented matroid. The result of Proposition 9.7 depends on properties of the vectors of the alternating
oriented matroid.
Using Proposition 9.7 together with Schrijver’s result that the stable Kneser graphs are vertex crit-
ical and Braun’s result [7] that for n > 1 the automorphism group of SGn,k is the dihedral group D2m
we obtain:
Theorem (10.5). Let k  1. Then there is an N > 0 such that for all n  N the following holds: If there is an
r > 0 such that wr(ξn,k) = 0 and r = 1 or r ≡ 0 (mod 2), then SGn,k is not a homotopy test graph.
Here vertex criticality and knowledge of the automorphism group come into play because of the
following result.
Theorem (10.3). Let T be a ﬁnite, connected, vertex critical graph. Then T is a homotopy test graph if and only
if T is an Aut(T )-test graph.
This indicates that knowledge of the equivariant topology of a vertex critical graph can lead to
a prove that a graph is not a homotopy test graph. We state a more directly applicable criterion in
Theorem 10.1.
After more calculations we obtain from Proposition 10.5:
Theorem (10.7, 10.9, 10.11). Let k  0, k /∈ {0,1,2,4,8}. Then there is an N > 0 such that for no n  N the
graph SGn,k is a homotopy test graph.
Also, there is an N > 0 such that for no odd n N the graph SGn,8 is a homotopy test graph.
2. Graphs and complexes
We introduce and ﬁx notation for the basic objects that we study.
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A graph G consists of a vertex set V (G) and a symmetric binary relation E(G) ⊂ V (G)× V (G). The
relation is called adjacency, adjacent vertices are also called neighbours and elements of E(G) edges.
We also write u ∼ v for (u, v) ∈ E(G). A graph is called reﬂexive if the adjacency relation is reﬂexive,
i.e. if for every v ∈ V (G) we have (v, v) ∈ E(G). An edge of the form (v, v) is called a loop.
A graph homomorphism f :G → H is a function f : V (G) → V (H) between the vertex sets, which
preserves the adjacency relation, ( f (u), f (v)) ∈ E(H) for all (u, v) ∈ E(G). In the following we will
denote the category of graphs and graph homomorphisms by G .
The graph 1 consisting of one vertex and a loop is a ﬁnal object in the category of graphs. Any
two graphs G and H have a product G × H with
V (G × H) = V (G)× V (H),
E(G × H) = {((u,u′), (v, v ′)): (u, v) ∈ E(G), (u′, v ′) ∈ E(H)}.
For every graph G , the functor • × G has a right adjoint [G,•], i.e. there is a natural equivalence
G(Z × G, H) ∼= G(Z , [G, H]).
The graph [G, H] is also written HG and can be realised by
V
([G, H])= V (H)V (G),
E
([G, H])= {( f , g): ( f (u), g(v)) ∈ E(H) for all (u, v) ∈ E(G)}.
In particular the graph homomorphisms from G to H correspond to the looped vertices of [G, H] in
accordance with
G(G, H) ∼= G(1× G, H) ∼= G(1, [G, H]).
2.2. Complexes and posets
For graphs G and H we deﬁne a poset
Hom(G, H) = { f ∈ (P(V (H))\{∅})V (G): f (u)× f (v) ⊂ E(H) for all (u, v) ∈ E(G)}
with f  g if and only if f (u) ⊂ g(u) for all u ∈ V (G). Hom is a functor from Gopp×G to the category
of posets and order preserving maps. Hom(G, H) is the face poset of a cell complex ﬁrst described
in [2]. The special case Hom(1, H) is the poset of cliques of looped vertices of H . The atoms of
Hom(G, H) correspond to the graph homomorphisms from G to H . More is true: There is a natural
homotopy equivalence∣∣Hom(G, H)∣∣ ∣∣Hom(1, [G, H])∣∣
induced by a poset map which preserves atoms and with a homotopy inverse of the same kind. Also
|Hom(1,•)| preserves products up to such an equivalence, see [11]. A possibly better categorical setup
is discussed in [10, Sec. 7].
More formal properties of Hom can be derived from the above facts, in particular the existence of
a map
Hom(G, H)×Hom(H, Z) → Hom(G, Z)
which on atoms corresponds to composition of graph homomorphisms and has all the expected prop-
erties. Of course such a map is also easy to write down explicitly, it was ﬁrst used in [21].
A graph complex that was mentioned in the introduction is the neighbourhood complex N (G) of
a graph G . It is the abstract simplicial complex consisting of sets of vertices of G with a common
neighbour. It follows that the vertices of N (G) are the non-isolated vertices of G . We will use in
Section 5 that |N (G)|  |Hom(K2,G)|.
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and assigns to it a reﬂexive graph P1. The vertices of P1 are the atoms of P , and two atoms are
adjacent in P1, if and only if they have a common upper bound in P . This construction played an
important role in [10] and we will use several results from there.
3. The Bárány–Schrijver construction
In this section we deﬁne the alternating oriented matroid Cm,k+1, and for m = 2n+ k a poset map
L(Cm,k+1) → Hom(K2, SGn,k) from the poset of its covectors to the face poset of the box complex of
a stable Kneser graph. For a conﬁguration of m vectors in Rk+1 which realises Cm,k+1, this deﬁnes
a map Sk → |Hom(K2, SGn,k)|. In Section 4 we will use speciﬁc vector conﬁgurations to obtain the
equivariant maps of Theorem 4.3, which was mentioned in the introduction.
We deﬁne the alternating oriented matroid Cm,k+1, m > k  0, to be the oriented matroid associ-
ated to the vector conﬁguration v0, . . . , vm−1 ∈ Rk+1 with v j = (1, t0, . . . , tki ) for some real numbers
t0 < t1 < · · · < tm−1, see [6, 9.4]. The set of non-zero covectors is
L(Cm,k+1)= {(sign〈x, v0〉, . . . , sign〈x, vm−1〉): x ∈ Rk+1\{0}}⊂ {−1,0,+1}m.
We regard L(Cm,k+1) as a poset with the partial order induced by the partial order on {−1,0,+1}
given by s s′ ⇔ s = 0∨ s = s′ . The elements of L(Cm,k+1) are exactly the sign vectors with at most
k sign changes. By this we mean those sign vectors obtained as (sign p(0), . . . , sign p(m − 1)) with p
a polynomial of degree k. The minimal elements, called cocircuits, are those with exactly k zeros (and
hence a sign change at every zero, to be interpreted as above). We denote the set of cocircuits by
C∗(Cm,k+1).
The set of covectors of the oriented matroid determines the set of non-zero vectors
V(Cm,k+1)= {(signλ0, . . . , signλm−1): λ ∈ Rm\{0}, ∑
i
λi vi = 0
}
of the matroid, which are not to be confused with the elements of the vector conﬁguration (one
usually works with signed points in aﬃne k-space instead) that we started with. It is the vectors
that give the alternating oriented matroid its name, it is not diﬃcult to check that s ∈ V(Cm,k+1) if
and only if there are indices i0 < · · · < ik+1 such that si j si j+1 = −1 for all j; compare the proof of
[6, Prop. 9.4.1].
3.1. Proposition and Deﬁnition. Let n  1, k  0 and m = 2n + k. For s = (s0, . . . , sm−1) ∈ L(Cm,k+1) let
sets S0(s), S1(s) ⊂ {0, . . . ,m− 1} be deﬁned by
Sl(s) =
{
j: (−1) j s j = (−1)l
}
.
Then
L(Cm,k+1)→ Hom(K2, SGn,k),
s → (l → {T ∈ V (SGn,k): T ⊂ Sl(s)}),
with V (K2) = {0,1}, is a well-deﬁned order preserving map.
3.2. Remark. It is easy to check that for n = 1 this map is an isomorphism L(Ck+2,k+1) →
Hom(K2, SG1,k) ∼= Hom(K2, Kk+2).
Proof of Proposition 3.1. Denote the map by g . For s ∈ L(Cm,k+1) obviously S0(s) ∩ S1(s) = ∅, so
(T0, T1) ∈ E(SGn,k) for all Tl ∈ g(s)l . We only have to check that g(s)l = ∅, and since g is order pre-
serving by construction, we can assume that s is a cocircuit. But then s contains exactly k zeros. Let
i0 < i1 < · · · < i2n−1 be the indices at which s is non-zero. That s has sign changes at exactly the
zeros means that si j+1 = (−1)i j+1−i j−1si j , i.e. (−1)i j+1 si j+1 = −(−1)i j si j . Therefore S0(s) and S1(s) are
interleaved n-sets and S0(s), S1(s) ∈ V (SGn,k). 
C. Schultz / Journal of Combinatorial Theory, Series A 118 (2011) 2291–2318 22973.3. Proposition and Deﬁnition. Let n  1, k  0 and m = 2n + k and let (v j) be the vector conﬁguration
above or any other vector conﬁguration realising Cm,k+1 .
The covector poset L(Cm,k+1) is the face poset of a cell decomposition of Sk, where the open cell corre-
sponding to s ∈ L(Cm,k+1) is {x ∈ Sk: sign〈x, v j〉 = s j}. Therefore the poset map of Deﬁnition 3.1 induces a
continuous map
f :Sk → ∣∣Hom(K2, SGn,k)∣∣.
If we write the group with 2 elements as C2 = {e, τ } and have C2 operate via the antipodal map on Sk and via
the isomorphism Aut(K2) ∼= C2 on Hom(K2, SGn,k), then the map f satisﬁes f (τ · x) = τ · f (x) for all x ∈ Sk.
3.4. Remark. Bárány’s proof [4] of Kneser’s conjecture χ(KGn,k) k+ 2 constructs a covering of Sk by
s open sets, none of them containing an antipodal pair of points, from a colouring c : KGn,k → Ks and
then invokes the Borsuk–Ulam theorem to conclude that s k + 2. The covering is deﬁned as( ⋃
S∈c−1[{ j}]
US
)
j∈V (Ks)
with US =
{
x ∈ Sk: 〈x,wi〉 > 0 for all i ∈ S
}
,
where (wi) is a system of m = 2n + k vectors in Rk+1. By construction x ∈ US and −x ∈ UT imply
S ∩ T = ∅, so no element of the covering does contain an antipodal pair of points. On the other hand,
the vectors wi have to be chosen appropriately so that the sets US , S ∈ V (KGn,k) cover the k-sphere.
Bárány uses a theorem by Gale to show that this is possible. Now such a vector conﬁguration deﬁnes
a hyperplane arrangement in Rk+1 and a cell complex which subdivides Sk . Let X be this cell complex
and FX its face poset. Then similar to Deﬁnition 3.1 we can deﬁne for a face s and a point x in its
interior Sl(s) := {i: sign〈x,wi〉 = (−1)l} and
FX → Hom(K2,KGn,k),
s → (l → {T ∈ V (KGn,k): T ⊂ Sl(s)}).
The two properties of the system (US ) above that make Bárány’s proof work also ensure that this is a
well-deﬁned poset map. It induces an equivariant map Sk →C2 Hom(K2,KGn,k). This is the connection
between Bárány’s proof and Lovász’s proof that we mentioned in the introduction.
Schrijver [19] reﬁned Bárány’s construction by choosing wi = (−1)i vi with vi on the moment
curve as in the beginning of this section. With this choice already (US )S∈V (SGn,k) is a covering of Sk .
Accordingly, we obtain the map Sk →C2 Hom(K2, SGn,k) of Deﬁnition 3.3.
Building upon Matoušek’s combinatorial proof [17] of Kneser’s conjecture, Ziegler used the combi-
natorics of the cell complex obtained by the hypersphere arrangement corresponding to the vectors vi
to produce a combinatorial proof [24] of χ(SGn,k) k + 2. He does not mention graph complexes in
this proof, but for a given colouring c : SGn,k → Ks deﬁnes a map which is essentially the composition
L(Cm,k+1)→ Hom(K2, SGn,k) Hom(K2,c)−−−−−−→ Hom(K2, Ks) ∼= L(Cs,s−1),
where the ﬁrst map is our map of Deﬁnition 3.1 and the isomorphism that of Remark 3.2.
4. The action of the dihedral group
4.1. Deﬁnition. For m 2 let
D2m =
〈
σ ,ρ
∣∣ ρ2 = σm = (σρ)2 = 1〉
denote the dihedral group with 2m elements.
For m = 2n+ k we deﬁne a right D2m action on KGn,k by
S · σ = { j + 1: j ∈ S},
S · ρ = {− j: j ∈ S},
where all arithmetic is modulo m. The subgraph SGn,k is invariant under this action.
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C2 =
〈
τ
∣∣ τ 2 = 1〉
and have this group act non-trivially on K2 from the right.
This deﬁnes a left C2-action and a right D2m-action on Hom(K2, SGn,k), and these commute.
Our goal is to choose vectors vi in Deﬁnition 3.3 in such a way that the map f becomes D2m-
equivariant a D2m-action on Sk which is easy to deﬁne. It turns out that the following deﬁnition
achieves this.
4.2. Deﬁnition. Let n  1, k  0, m = 2n + k. We deﬁne orthogonal actions on Rk+1 as follows. First
we set
τ · x= −x.
For k = 2r we set
x · σ = −diag(1, R2π/m, R4π/m, . . . , Rkπ/m) · x (1)
with
Rφ =
(
cosφ − sinφ
sinφ cosφ
)
and
x · ρ = diag(1,1,−1, . . . ,1,−1) · x. (2)
For k = 2r + 1 we set
x · σ = −diag(Rπ/m, R3π/m, . . . , Rkπ/m) · x (3)
and
x · ρ = diag(1,−1, . . . ,1,−1) · x. (4)
We denote Rk+1 equipped with the orthogonal right action of D2m deﬁned above by Wn,k . The
unit sphere in Wn,k is denoted by S(Wn,k).
We will spend the rest of this section on the construction of a map satisfying the following theo-
rem.
4.3. Theorem. Let n 1, k 0, and m = 2n+k. There is a continuous map f : S(Wn,k) → |Hom(K2, SGn,k)|
which is equivariant with respect to the actions of C2 and D2m deﬁned above.
To prove this theorem we will deﬁne vectors v j ∈ Rk+1, j ∈ Z, such that the system (v j)0 j<m
realises Cm,k+1 and that additionally
v j · σ = −v j+1, v j · ρ = v− j, v j+m = (−1)mv j (5)
for all j ∈ Z. Then the expression (−1) j v j is well deﬁned for j ∈ Zm and it follows that
(−1) j+1〈xσ , v j+1〉 = (−1) j〈xσ , v jσ 〉 = (−1) j〈x, v j〉,
(−1)− j〈xρ, v− j〉 = (−1) j〈xρ, v jρ〉 = (−1) j〈x, v j〉,
which shows that the map f arising from this vector conﬁguration is D2m-equivariant.
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For k = 2r we identify Rk+1 = R × Cr and set
v j =
(
1,exp(2π i j/m),exp(4π i j/m), . . . ,exp(2rπ i j/m)
)
= (1, ξ j, ξ2 j, . . . , ξ r j) (6)
with ξ = exp(2π i/m). These vectors satisfy (5).
4.4. Lemma. The system (v j)0 j<m of (6) realises Cm,k+1 .
Proof. It suﬃces to show that every cocircuit has at most k zeros and changes the sign at every zero.
For x= (x0, x1, . . . , xr) ∈ R × Cr we have
〈x, v j〉R = 12
(
xrξ
−r j + · · · + x1ξ− j + 2x0 + x1ξ j + · · · + xrξ r j
)
.
Now if we consider the function h(t) := 2〈x,exp(2π it/m)〉R then 2〈x, v j〉 = h( j) and
h(t) = exp(−2π irt/m)p(exp(2π it/m))
with
p(z) = xr + xr−1z + · · · + x1zr−1 + 2x0zr + x1zr+1 + · · · + xr z2r .
Now 〈x, v j〉 = 0 if and only if p(ξ j) = 0, but p is a polynomial of degree k and ξ j = ξ j′ for 0 j <
j′ <m. Also
h′(t) = 2π i/m exp(−2π irt/m)(−rp(exp(2π it/m))+ p′(exp(2π it/m)))
and therefore h(t) changes the sign whenever exp(2π it/m) is a simple root of p. 
4.2. The case of an odd k
For k = 2r + 1 we identify Rk+1 = Cr+1 and set
v j =
(
exp(π i j/m),exp(3π i j/m), . . . ,exp
(
(2r + 1)π i j/m))
= (ξ j, ξ3 j, . . . , ξ (2r+1) j) (7)
with ξ = exp(π i/m). Again, these vectors satisfy (5).
4.5. Lemma. The system (v j)0 j<m of (7) realises Cm,k+1 .
Proof. Again, it suﬃces to show that every cocircuit has at most k zeros and changes the sign at
every zero. For x= (x0, x1, . . . , xr) ∈ Cr+1 we have
〈x, v j〉R = 12
(
xrξ
−(2r+1) j + · · · + x0ξ− j + x0ξ j + · · · + xrξ (2r+1) j
)
.
Now if we consider the function h(t) := 2〈x,exp(π it/m)〉R then 2〈x, v j〉 = h( j) and
h(t) = exp(−(2r + 1)π it/m)p(exp(2π it/m))
with
p(z) = xr + xr−1z + · · · + x0zr + x0zr+1 + · · · + xr z2r+1.
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j′ <m. Also
h′(t) = π i/m · exp(−kπ it/m)(−kp(exp(2π it/m))+ 2p′(exp(2π it/m)))
and therefore h(t) changes the sign whenever exp(2π it/m) is a simple root of p. 
This concludes the proof of Theorem 4.3. 
5. Homotopy
The results of this section are not needed in the rest of this paper.
The construction of Section 3 leads to a more conceptual proof of the homotopy equivalence
N (SGn,k)  Sk of [5] and, using the result of Section 4, also of the following D2m-equivariant ver-
sion.
5.1. Theorem. Let n 1, k 0 and m = 2n + k. Then the map f : S(Wn,k) → |Hom(K2, SGn,k)| constructed
in the proof of Theorem 4.3 is a D2m-homotopy equivalence.
Of course, this map is also a C2-homotopy equivalence, since it is C2-equivariant and the
C2-actions on both spaces are free. We do not see an easy way to extend this to a proof of (C2×D2m)-
homotopy equivalence, however.
To not obfuscate the basic idea with technical details, we start with a sketch of a proof of the
weaker statement |N (SGn,k)|  Sk . We take up the notation from Remark 3.4 and observe the follow-
ing.
5.2. Proposition. Let (vi) be a system of vectors realising Cm,k+1 and
U S :=
{
x ∈ Sk: 〈x, (−1) j v j 〉> 0 for all j ∈ S}
for S ⊂ {0, . . . ,m− 1}. Then the nerve of the system (US )S∈V (SGn,k) of open sets is the simplicial complexN (SGn,k).
Proof. Let ∅ = S ⊂ V (SGn,k). We have to show that ⋂A∈S US = ∅ if and only if there is a T ∈ V (SGn,k)
which is a common neighbour of all S ∈ S , i.e. such that T ∩⋃S = ∅.
Assume that there is an x ∈⋂S∈S US . As we have seen in Deﬁnition 3.1 there is a T ∈ V (SGn,k)
such that 〈x, (−1) j v j〉 < 0 for all j ∈ T and therefore T ∩⋃S = ∅.
Now assume that there is a T ∈ V (SGn,k) such that T ∩⋃S = ∅. Then we can set
s j =
{
(−1) j, j /∈ T ,
(−1) j+1, j ∈ T .
The sign vector s has a sign change exactly for every j with j, j + 1 /∈ T and therefore at most k of
them, which means that s ∈ L(Cm,k+1). Hence there is an x ∈ Sk such that sign〈x, v j〉 = s j for all j. In
particular 〈x, (−1) j v j〉 > 0 for all j ∈ S ∈ S and therefore x ∈⋂A∈S US . 
We have already noted in Remark 3.4 that
⋃
S∈V (SGn,k) US = Sk . Also, every intersection of sets US
is convex and hence contractible if non-empty. By the nerve lemma, it follows that |N (SGn,k)|  Sk .
To prove Theorem 5.1, it remains to show that we not only have a homotopy equivalence, but a
D2m-homotopy equivalence, and that the map that we have constructed earlier is such an equivalence.
For this, we replace the nerve lemma by an equivariant ﬁbre lemma. We use the following from [23].
5.3. Lemma. (See [23, Thm. 1].) Let Γ be a group and f : Q → P an equivariant map between right Γ -posets.
Assume that for each p ∈ P the space | f −1[[p,)]| is Γp-contractible, where [p,) = {p′ ∈ P : p′  p} and
Γp = {γ ∈ Γ : pγ = p} is the stabiliser of p. Then | f | : |Q | → |P | is a Γ -homotopy equivalence.
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5.4. Corollary. Let X be a completely regular ﬁnite cell complex with a right action of a group Γ . Let P be
a poset with a right Γ -action. Let f : FX → P be a Γ -equivariant poset map from the face poset of X to P .
Denote by f˜ : X → P the function which maps every point in the open cell c to f (c). If for every p ∈ P and Γp
the stabiliser of p the open set f˜ −1[[p,)] is Γp-contractible, then the map | f | : |X | → |P | is a Γ -homotopy
equivalence.
Proof. Since X is completely regular, it is homeomorphic to its barycentric subdivision |FX|. This is
how f deﬁnes a map | f | : |X | → |P |. To reduce the corollary to the lemma, it suﬃces to show that
f˜ −1[[p,)] Γp | f −1[[p,)]| for each p. We ﬁx p and set R = f −1[[p,)]. Now f˜ −1[[p,)], seen as
subset of the barycentric subdivision of X , is the union of all open simplices with at least one vertex
in R . Let q0 < · · · < qs be the vertices of such a simplex and j =min{i: qi ∈ R}. Then(∣∣{q0, . . . ,qs}∣∣∩ f˜ −1[[p,)])× I → ∣∣{q0, . . . ,qs}∣∣,(∑
i
λiqi, t
)
→ (1− t)
∑
i
λiqi + t
(∑
i j
λi
)−1∑
i j
λiqi
is a strong deformation retraction to |q j, . . . , gs|. These maps ﬁt together to deﬁne a Γp-equivariant
strong deformation retraction from f˜ −1[[p,)] to | f −1[[p,)]|. 
Proof of Theorem 5.1. We denote by N (G) the neighbourhood complex of a graph G or the face poset
of this complex. It is well known that the poset map
Hom(K2,G) → N (G),
g → g(0)
induces a homotopy equivalence |Hom(K2,G)| → |N (G)|, see [2,8]. All steps in the proof given in
[20, Ex. 3.3] are natural with respect to automorphisms of G , hence it is an Aut(G)-homotopy equiv-
alence. It will therefore suﬃce to show that the map
h : L(Cm,k+1)→ N (SGn,k),
s → {S ∈ V (SGn,k): s j = (−1) j for all j ∈ S}
induces a D2m-homotopy equivalence |h| : S(Wn,k) → |N (SGn,k)|. Let S ∈ N (SGn,k). Then, with nota-
tion as in Corollary 5.4,
h˜−1
[[S,)]= {x ∈ S(Wn,k): (−1) j〈x, vi〉 > 0 for all j ∈⋃S}
=
⋂
S∈S
US ,
where the vectors vi are those used in the proof of Theorem 4.3 and the sets US are as in Proposi-
tion 5.2. We have seen there that
⋂
S∈S US = ∅. Let ΓS = {γ ∈ D2m: S · γ = S}. The group ΓS acts by
linear maps on the convex set
⋂
S∈S US . Consequently, the barycentre of any orbit of ΓS in
⋂
S∈S US
is a ﬁxed point of ΓS , and
⋂
S∈S US contracts equivariantly to it. It follows from Corollary 5.4 that |h|
is a D2m-homotopy equivalence. 
6. Groups and bundles
The approach to show that for certain n, k the graph SGn,k is a homotopy test graph is sim-
ilar to that used for odd cycles (k = 1) in [21]. If Hom(SGn,k,G) is (r − 1)-connected, then there
exists an equivariant map Er D2m →D2m Hom(SGn,k,G). In Theorem 4.3 we have constructed a map
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then we obtain a map
S(Wn,k)×D2m Er D2m →C2 Hom(K2, SGn,k)×D2m Hom(SGn,k,G)
→C2 Hom(K2,G) →C2 Hom(K2, Kk+r+1) C2 Sk+r−1.
We will identify obstructions to the existence of such maps, compare Proposition 8.1. Later we will
see that under some circumstances the vanishing of one of these obstructions implies that SGn,k is
not a test graph. In this section we collect the topological tools that we will use.
6.1. Cohomology of D2m
We ﬁx some notation and collect some facts regarding the cohomology of the groups that we will
use.
We recall
D2m =
〈
σ ,ρ
∣∣ ρ2 = σm = (σρ)2 = 1〉,
Cm =
〈
σ
∣∣ σm = 1〉.
The calculation of the cohomology groups with coeﬃcients in Z2 of these groups can be reduced
to the case where m is a power of 2.
6.1. Lemma. Let m, t  1 and t be odd. Then the group monomorphisms Cm → Ctm and D2m → D2tm given
by σ → σ t , and ρ → ρ for the second monomorphism, induce isomorphisms H∗(Cm;Z2) ∼=−→ H∗(Ctm;Z2)
and H∗(D2m;Z2) ∼=−→ H∗(D2tm;Z2).
Proof. First note that Hi(Cm;Z2) is isomorphic to 0 or Z2 for all i and that Hi(Ct;Z2) = 0 for i > 0.
Applying the Lyndon–Hochschild–Serre spectral sequence to
Cm Ctm Ct
now yields that H∗(Cmt;Z2) ∼=−→ H∗(Cm;Z2).
Now Cm can be regarded as an index-2 subgroup of D2m via the inclusion map σ → σ . Applying
the Lyndon–Hochschild–Serre spectral sequence to the rows of
Cm D2m C2
Ctm D2tm C2
shows that the induced map between the E2-terms Hi(C2; H j(Ctm;Z2)) → Hi(C2; H j(Cm;Z2)) is an
isomorphism and therefore also the map H∗(D2m;Z2) → H∗(D2tm;Z2). 
We have
H∗(C2;Z2) ∼= Z2[α], |α| = 1.
For an element g of a group G with g2 = 1, let us denote the homomorphism τ → g by φg :
C2 → G .
6.1.1. The case m ≡ 1 (mod 2)
Since D2 = {e,ρ} it follows from Lemma 6.1 that φρ : C2 → D2m induces an isomorphism
H∗(D2m;Z2) ∼=−→ H∗(C2;Z2).
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The group D4 = {e,ρ,σ ,σρ} is isomorphic to C2 × C2. It follows that
H∗(D2m;Z2) ∼= Z2[α,β], |α| = |β| = 1
with
φ∗
σm/2
: H∗(D2m;Z2) → H∗(C2;Z2) φ∗ρ : H∗(D2m;Z2) → H∗(C2;Z2)
α → α α → 0
β → 0 β → α.
6.1.3. The case m ≡ 0 (mod 4)
We have
H∗(Cm;Z2) ∼= Z2[x,u]/
(
x2
)
, |x| = 1, |u| = 2,
H∗(D2m;Z2) ∼= Z2[x, y,u]/(xy), |x| = |y| = 1, |u| = 2.
The group homomorphisms
p : Cm → C2 j : Cm → D2m
σ → τ σ → σ (8)
induce homomorphisms
p∗ : H∗(C2;Z2) → H∗(Cm;Z2) j∗ : H∗(D2m;Z2) → H∗(Cm;Z2)
α → x x → x
y → x
u → u.
We also have (all coeﬃcient groups Z2)
φ∗ρ : H∗(D2m) → H∗(C2) φ∗σρ : H∗(D2m) → H∗(C2) φ∗σm/2 : H∗(Cm) → H∗(C2)
u → 0 u → 0 u → α2
x → α x → 0 x → 0
y → 0 y → α.
These follow from Lemma 6.1 and the calculations in [1, IV.2].
6.2. The index of a group action
We will formulate some results using ideal valued index of Fadell and Husseini, see [25]. We will
only consider cohomology with coeﬃcients in Z2.
We assume all spaces to be CW-spaces and Γ to be a ﬁnite group.
6.2. Deﬁnition. By EΓ we denote a contractible free Γ -space.
By ErΓ , r  0, we denote any (r−1)-connected, r-dimensional free Γ -CW-complex, or, if we need
a speciﬁc example, the simplicial complex Γ ∗ · · · ∗ Γ (r + 1 factors), which satisﬁes these properties.
We write BΓ = EΓ/Γ , BrΓ = ErΓ/Γ .
6.3. Deﬁnition and Proposition. If X is a space with an action of a group Γ , the index IndΓ (X) ⊂ H∗(Γ ;Z2)
is deﬁned as the kernel of the map
H∗(Γ ;Z2) = H∗Γ (∗;Z2) → H∗Γ (X;Z2)
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carries the diagonal action of Γ . If X is a free gamma space, then H∗Γ (X;Z2) ∼= H∗(X/Γ ;Z2) and IndΓ (X)
equals the kernel of the map
H∗(Γ ;Z2) = H∗(BΓ ;Z2) f¯
∗−→ H∗(X/Γ ;Z2),
where f¯ : X/Γ → BΓ is induced by an equivariant map f : X →Γ EΓ .
6.4. Proposition. Let f : X →Γ Y be an equivariant map between Γ -spaces. Then IndΓ (Y ) ⊂ IndΓ (X).
6.5. Proposition. Let r  0 and X be a Γ -space such that there is an equivariant map ErΓ →Γ X. Then
IndΓ (X)∩ Hr(Γ ) = 0.
Proof. We can construct a free Γ -space EΓ such that ErΓ ⊂ EΓ and such that BΓ = EΓ/Γ is
obtained from BrΓ = ErΓ/Γ by attaching cells of dimension greater than r. This shows that the map
Hr(BΓ ) → Hr(BrΓ ) is a monomorphism. From the existence of the map ErΓ →Γ X now follows
IndΓ (X)∩ Hr(Γ ) ⊂ IndΓ (ErΓ )∩ Hr(Γ ) = 0
as claimed. 
6.3. Stiefel–Whitney classes
6.6. Theorem. Let ξ = (E → X) be a real (k + 1)-dimensional vector bundle and let S(ξ) = (S(E) → X) be
the associated k-sphere-bundle and p : P (E) → X its projectivisation. Let t ∈ H1(P (E);Z2) be the ﬁrst Stiefel–
Whitney class of (the real line bundle associated to) the antipodal C2-action on S(E). We regard H∗(P (E);Z2)
as a module over H∗(X; Z2) via the homomorphism p∗ .
H∗(P (E);Z2) is a free module over H∗(X;Z2) with basis (1, t, t2, . . . , tk) and
k+1∑
r=0
wk+1−r(ξ)tr = 0. (9)
Proof. This property characterises the Stiefel–Whitney classes, compare [14, Chap. 17]. 
6.7. Lemma. In the situation of Theorem 6.6, if we express tk+ for  0 as
tk+ =
k∑
j=0
s j,+k− jt j (10)
with s j,r ∈ Hr(X;Z2), then sk,r = wr(ξ), where w(ξ) =∑r0 wr(ξ) is deﬁned by w(ξ)w(ξ) = 1.
6.8. Remark. The sum
∑
r0 wr(ξ) is an inﬁnite formal sum of elements of different degrees. The
equation w(ξ)w(ξ) = 1 is in HΠ(X;Z2), the ring of such formal sums.
Proof of Lemma 6.7. In the ring HΠ(X;Z2) we can set s j =∑r0 s j,r . Extending (10) to  < 0 we
can write the deﬁning relations for the elements s j,r as the equation
∑
−k
tk+ =
k∑
j=0
s jt
j
in HΠ(P (E);Z2). Multiplying by 1− t and plugging in (9) yields
t0 =
k∑
j=0
s jt
j −
k∑
j=0
s jt
j+1 =
k∑
j=0
s jt
j −
k−1∑
j=0
s jt
j+1 + sk
k∑
j=0
wk+1− j(ξ)t j.
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1= sk + sk
k∑
j=0
wk+1− j = skw(ξ)
as claimed. 
6.9. Corollary. Let Γ be a group and X a free Γ -space. Let Rk+1 be equipped with an orthogonal right
Γ -action. Let ξ be the (k+1)-dimensional bundleRk+1×Γ EΓ → BΓ . Consider Sk×Γ X as a ( free) C2-space
via the antipodal action on Sk. Then if αr+k ∈ IndC2 (Sk×Γ X) for some r  0, it follows that wr(ξ) ∈ IndΓ (X).
Proof. Let η be the bundle Rk+1 ×Γ X → X/Γ . Using the notation from Theorem 6.6 applied to
the bundle η, αr+k ∈ IndC2 (Sk ×Γ X) is equivalent to tr+k = 0. Therefore if we express tr+k in the
basis t0, . . . , tk with coeﬃcients in H∗(X/Γ ;Z2), all these coeﬃcients will be zero. By Lemma 6.7
the coeﬃcient of tk is wr(η). Now if f : X →Γ EΓ is an equivariant map, then since the class wr is
characteristic f ∗(wr(ξ)) = wr(η) = 0, i.e. wr(ξ) ∈ IndΓ (X). 
6.10. Proposition. Let ξ be a vector bundle over an r-dimensional ﬁnite simplicial complex X and wr(ξ) = 0.
If r = 1 or r ≡ 0 (mod 2), then there is an (r − 1)-dimensional vector bundle η over X such that ξ ⊕ η is
trivial.
Proof. Let ξ be a (k + 1)-dimensional bundle, k > 0. If w1(ξ) = w1(ξ) = 0, then ξ is orientable and
therefore trivial, if X is 1-dimensional, since the special linear groups are connected.
We can therefore assume that r is even. Since X is a ﬁnite simplicial complex, there is an
n1-dimensional bundle η1 such that ξ ⊕ η1 ∼= εk+1+n1 is trivial. We can assume that n1 > r. In this
situation, wr(η1) is the only obstruction against the existence of n1 − r + 1 linear independent sec-
tions of η1 [18, §12]. Since wr(η1) = w(ξ) = 0, there is an (r − 1)-dimensional bundle η such that
η ⊕ εn1+r+1 ∼= εn1 . Hence ξ ⊕ η is stably trivial. Since k + 1+ r − 1> r = dim X , it follows that ξ ⊕ η
is trivial [15, Lemma 35]. 
7. Calculation of Stiefel–Whitney classes
7.1. Deﬁnition. Let n  1, k  0, m = 2n + k. We denote the (k + 1)-dimensional vector bundle
Wn,k ×D2m ED2m → BD2m by ξn,k .
In this section we will compute the total Stiefel–Whitney classes
w(ξn,k) ∈ H∗(BD2m;Z2) = H∗(D2m;Z2).
These calculations will be needed in the following sections to determine which stable Kneser graphs
are test graphs. The criteria which require these calculations for their application are Proposition 8.1
and Proposition 10.5.
We will have to distinguish the three cases corresponding to the three cases in Section 6. We will
use notation from that section, in particular the presentations of the Z2-algebras H∗(D2m;Z2).
7.2. Proposition. Let k = 2r + 1, r  0, n > 0, and m = 2n+ k. Then
w(ξn,k) = (1+ α)r+1 ∈ H∗(D2m;Z2) ∼= H∗(C2;Z2).
Proof. First note that m = 2(n + r) + 1 is odd. We use that φ∗ρ(w(ξn,k)) = w(φ∗ρ(ξn,k)) and
that φ∗ρ : H∗(D2m;Z2) → H∗(Cm;Z2) is an isomorphism. The element ρ ∈ D2m acts on Wn,k
by diag(1,−1, . . . ,1,−1). Therefore φ∗ρ(ξn,k) is the Whitney sum of k + 1 line bundles, half of
them trivial, the other isomorphic to the canonical line bundle over BC2  RP∞ . It follows that
w(φ∗ρ(ξn,k)) = (1+ α)(k+1)/2. 
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w(ξn,k) = (1+ α)(1+ β)r/2
(
(1+ α)(1+ α + β))r/2 ∈ H∗(D2m;Z2) ∼= H∗(C2 × C2;Z2).
Proof. We note that m = 2(n + r) ≡ 2 (mod 4). By Lemma 6.1 it suﬃces to consider the bun-
dle over B(C2 × C2) obtained by restricting the action of D2m to the subgroup {e, σm/2,ρ,ρσm/2}.
The element σm/2 acts by diag(−1,1,1,−1,−1, . . .) and the element ρ by diag(1,1,−1,1,−1, . . .)
with the ﬁrst entry exceptional and the others repeating with a period of four. We can there-
fore write this bundle as a Whitney sum of line bundles ξ0 ⊕ ξ1 ⊕ ξ2 ⊕ · · · ⊕ ξk . We read off
w1(φ∗σm/2 (ξ0)) = w1(φ∗σm/2 (ξ4 j+3)) = w1(φ∗σm/2 (ξ4 j+4)) = α, w1(φ∗σm/2(ξ4 j+1)) = w1(φ∗σm/2 (ξ4 j+2)) = 0,
and w1(φ∗ρ(ξ4 j+2)) = w1(φ∗ρ(ξ4 j+4)) = α, w1(φ∗ρ(ξ0)) = w1(φ∗ρ(ξ4 j+1)) = w1(φ∗ρ(ξ4 j+3)) = 0. There-
fore w(ξ0) = 1 + α, w(ξ4 j+1) = 1, w(ξ4 j+2) = 1 + β , w(ξ4 j+3) = 1 + α, w(ξ4 j+4) = 1 + α + β . The
result follows. 
7.4. Proposition. Let k = 2r, r  1, n > 0, n ≡ r (mod 2), m = 2n+ k. Then
w(ξn,k) = (1+ y)(1+ x+ y + u)r/2(1+ x+ y)r/2 ∈ H∗(D2m;Z2).
Proof. We note that m = 2(n+ r) ≡ 0 (mod 4).
We have ξn,k = ξ0⊕ξ1⊕ξ2⊕· · ·⊕ξr according to the block structure of the matrices in (1) and (2),
where ξ0 is a line bundle and the other bundles are 2-dimensional.
We have φρ(w1(ξ0)) = 0, φσρ(w1(ξ0)) = α, and hence w1(ξ0) = y.
Let j > 0. For the bundle ξ j , both ρ and σρ act as a reﬂection, and hence φ∗ρ(w1(ξ j)) =
φσρ(w1(ξ j)) = 1+α, and w1(ξ j) = x+ y. The element σm/2 acts by (−1) j , and hence φ∗σm/2(w2(ξ j)) =
jα2 and w2(ξ j) = ju. The equation
w(ξ j) =
{1+ y, j = 0,
1+ x+ y + u, j > 0 odd,
1+ x+ y, j > 0 even
follows. 
8. Test graphs
Using Theorem 4.3 we obtain the following criterion, which will enable us to prove that certain
stable Kneser graphs are test graphs.
8.1. Proposition. Let n,k  1, m = 2n + k, r  1, and let G be a graph. If αr+k ∈ IndC2 (Hom(K2,G)) then
wr(ξn,k) ∈ IndD2m (Hom(SGn,k,G)).
Proof. We consider the map
Hom(K2, SGn,k)×D2m Hom(SGn,k,G) →C2 Hom(K2,G),
which extends composition of graph homomorphisms. Now by Theorem 4.3 there is an equivariant
map S(Wn,k) →C2×D2m Hom(K2, SGn,k). Since the action of D2m on Hom(SGn,k,G) may not be free,
we apply the Borel construction to this space and consider Hom(SGn,k,G) × ED2m with the diagonal
action of D2m . A projection onto any of the two factors is equivariant. Combining these maps we
obtain an equivariant map
S(Wn,k)×D2m
(
Hom(SGn,k,G)× ED2m
)→C2 Hom(K2,G).
Therefore if αr+k ∈ IndC2 (Hom(K2,G)) then
αr+k ∈ IndC2
(
S(Wn,k)×D2m
(
Hom(SGn,k,G)× ED2m
))
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wr(ξn,k) ∈ IndD2m
(
Hom(SGn,k,G)× ED2m
)= IndD2m(Hom(SGn,k,G))
as claimed. 
8.2. Deﬁnition. Let T be a graph with a right action of a ﬁnite group Γ . We call T a Γ -test graph,
if for all loopless graphs G and integers r  0 such that there exists an equivariant map ErΓ →Γ
|Hom(T ,G)| the inequality χ(G) χ(T )+ r holds.
8.3. Proposition. Let T be a graph with a right action of a ﬁnite group Γ . If T is a Γ -test graph, then T is a
homotopy test graph.
Proof. If |Hom(T ,G)| is (r − 1)-connected, then there is an equivariant map ErΓ →Γ |Hom(T ,G)|,
since ErΓ is an r-dimensional free Γ -space. 
8.4. Corollary (to Proposition 8.1). Let n,k  1, m = 2n + k. If wr(ξn,k) = 0 for all r  1, then SGn,k is a
D2m-test graph.
Proof. Let G be a graph such that there is a map Er D2m →D2m Hom(SGn,k,G) for some r  0. Then
by Proposition 6.5
IndD2m
(
Hom(SGn,k,G)
)∩ Hr(D2m;Z2) = 0
and therefore wr(ξn,k) /∈ IndD2m (Hom(SGn,k,G)). By Proposition 8.1 this implies
αr+k /∈ IndC2
(
Hom(K2,G)
)
.
It follows that
χ(G) r + k + 2= r + χ(SGn,k),
since αr+k ∈ IndC2 (Hom(K2, Kr+k+1)) = IndC2 Sr+k−1. 
We can also obtain a more precise result.
8.5. Corollary (to Proposition 8.1). Let n,k 1, m = 2n + k, Γ be a subgroup of D2m and let i : Γ → D2m be
the inclusion map. If i∗(wr(ξn,k)) = 0 for all r  1, then SGn,k is a Γ -test graph.
Proof. From the existence of a map ErΓ →Γ Hom(SGn,k,G) we obtain
i∗
(
wr(ξn,k)
)
/∈ IndΓ
(
Hom(SGn,k,G)
)
.
But i∗[IndD2m (Hom(SGn,k,G))] ⊂ IndΓ (Hom(SGn,k,G)), and therefore
wr(ξn,k) /∈ IndD2m
(
Hom(SGn,k,G)
)
.
Now the proof proceeds as before. 
When we show that SGn,k is a Γ -test graph, we will, partly to continue the tradition of previous
results of this kind, want Γ to act freely on Hom(SGn,k,G). Even though we could deduce the free-
ness of the action a posteriori from the lower bound on (the ﬁnite number) χ(G), we will prove it
independently using the following criterion.
8.6. Lemma. Let T be a graph on which the group Γ acts. Then the following are equivalent.
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(ii) For every γ ∈ Γ \{1} there are v ∈ V (T ) and k 0 such that (v, v · γ k) ∈ E(T ).
Proof. “⇐” If the action is not free then there is an f ∈ Hom(T ,G) and a γ ∈ Γ \{1} such that
γ f = f . This means that for every v ∈ V (T ) we have f (vγ ) = f (v) and therefore f (vγ k) = f (v) for
all v and k. But f (vγ k) = f (v) implies (v, vγ k) /∈ E(T ), since G is loopless.
“⇒” Assume there is a γ ∈ Γ \{1} such that (v, vγ k) /∈ E(T ) for all v and k. This means that the
orbits of the action of the subgroup Γ ′ := {γ k: k ∈ Z} of Γ are independent sets. The quotient map
q : T → T /Γ ′ is therefore a graph homomorphism to a loopless graph, and γ · q = q, so the action on
Hom(T , T /Γ ′) is not free. 
8.7. Theorem. Let k ∈ {1,2}, n 1, and m = 2n + k. Let Γ = {1,ρ} ∼= C2 be the subgroup of D2m generated
by ρ . Let G be a loopless graph such that Hom(SGn,k,G) = ∅. Then Γ acts freely on Hom(SGn,k,G) and for all
r  0 we have that
αr+k ∈ IndC2
(
Hom(K2,G)
)
implies αr ∈ IndC2
(
Hom(SGn,k,G)
)
.
In particular, SGn,k is a Γ -test graph.
8.8. Corollary. Let k ∈ {1,2}, n 1, r  0. If Hom(SGn,k,G) is (r − 1)-connected, then χ(G) r + k + 2.
8.9. Remark. The graph SGn,1 is a cyclic graph with 2n+1 vertices. For k = 1, Corollary 8.8 is thus the
result of [3]. Our proof of Theorem 8.7 here is a reformulation of the proof in [21], using only slightly
different tools.
The case k = 2 was also considered in [21, Ex. 4.15], but in a less systematic way, and the group
action considered there corresponds to choosing the subgroup {1, σ n+1} instead of {1,ρ}. The reader
can check that in the following proof that choice works only for even n, which is the case that was
proven in [21]. Also, there Kneser graphs were considered, but that is a less signiﬁcant difference, as
the proof can easily be adapted to stable Kneser graphs.
Proof of Theorem 8.7. To see that the action on Hom(SGn,k,G) is free, we have to that show there
is a vertex of SGn,k that is mapped to a neighbour by ρ . Indeed, {1,2, . . . ,n} and {1, . . . ,n} · ρ =
{n+ k, . . . ,2n+ k − 1} are disjoint.
In view of Proposition 8.1, all that remains to be shown is that the restriction of wr(ξn,k) to
H∗(Γ ;Z2) equals αr for all r  0. This is equivalent to the restriction of w(ξn,k) equalling 1 + α.
This follows from the calculations done in Section 7. Alternatively we notice that ρ acts on Wn,k by
diag(1,−1) for k = 1 or diag(1,1,−1) for k = 2. 
8.10. Theorem. Let s  1, and m = 4(s + 1). Set m = 2at with t odd and let Γ ∼= C2a be the subgroup
of D2m generated by σ t . Let G be a loopless graph such that Hom(SG2s,4,G) = ∅. Then Γ acts freely on
Hom(SG2s,4,G) and for any r  0 and β the non-zero element of Hr(C2a ;Z2) we have that
αr+4 ∈ IndC2
(
Hom(K2,G)
)
implies β ∈ IndΓ
(
Hom(SG2s,4,G)
)
.
In particular, SG2s,4 is a Γ -test graph.
8.11. Corollary. Let s  1, r  0, and let G be a graph. If Hom(SG2s,4,G) is (r − 1)-connected, then χ(G)
r + 6.
Proof of Theorem 8.10. We use Lemma 8.6 to show that the action of Γ on Hom(SG2s,4,G) is free.
Let 1 = γ ∈ Γ . We can write γ = σ t2bu with u odd and b < a. Then γ 2b−a−1 = σ 2a−1tu = σ m2 = σ 2s+2.
Now setting S = {2 j: 0 j < s} ∪ {2 j + 2s+ 3: 0 j < s} we have (S, S · γ 2b−a−1 ) ∈ E(SG2s,4).
We have calculated w(ξ2s,4) in Proposition 7.4. If j : Γ → D2m is the inclusion map of (8), then
j∗
(
w(ξ2s,4)
)= (1+ x)(1+ 2x+ u)(1+ 2x) = (1+ x)(1+ u) ∈ H∗(Γ ;Z2)
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j∗
(
w(ξ2s,4)
)= (1+ x)−1(1+ u)−1 = (1+ x)∑
i0
ui,
i.e. j∗((w2)(ξ2s,4)) = u , j∗(w2+1(ξ2s,4)) = xu . The proposition now follows from Proposition 8.1. 
9. Borsuk graphs
We introduce the Borsuk graphs of spheres and show their close relationship to stable Kneser
graphs.
9.1. Deﬁnition. Let (X,d) be a metric space with an isometric C2-action and ε > 0. We deﬁne the
ε-Borsuk graph of X , Bε(X), as follows. The vertex set of Bε(X) is the set of all points of X , and
x∼ y ⇔ d(x, τ y) < ε.
9.2. Remark. In [9] and [10] a discrete analogue of the ε-Borsuk graph has been investigated. Let L be
a C2-cell complex together with a homeomorphism |L| ≈C2 X . We denote by L1 the reﬂexive graph
whose vertices are the 0-cells of L with two vertices being adjacent if there is a cell in L of which
both of them are faces. We then construct the graph K2 ×C2 L1, which is loopless if the action on L is
free. We can identify the vertex [(0, x)] of K2 ×C2 L1 with the 0-cell x of L. Its neighbours are all the
vertices in the closed star of τ · x. Therefore, if the diameter of each cell of L is less then ε, we can
regard K2 ×C2 L1 as a subgraph of Bε(X).
On the other hand, if ε is such that each ε-ball is contained in the open star of a vertex of L,
and such an ε > 0 always exists if X is compact, then we can assign to each point x of X a vertex
v of L such that the ε-ball around x is contained in the open star of v , and this deﬁnes a graph
homomorphism Bε(X) → K2 ×C2 L1.
9.3. Remark. In Theorem 4.3 we have constructed a C2-equivariant map Sk → Hom(K2, SGn,k) using a
cell complex, arising from a hypersphere arrangement on Sk , with face poset L(Cm,k+1). The map is
deﬁned via a poset map
L(Cm,k+1)→C2 Hom(K2, SGn,k) (11)
which maps atoms to atoms. Restricting to these, we obtain an equivariant graph homomorphism
L(Cm,k+1)1 →C2 [K2, SGn,k]. (12)
The ﬁrst graph is deﬁned as in the preceding remark, the second graph is the exponential graph of
functions from K2 to SGn,k . Matters like these are treated in more detail in [10]. The graph homomor-
phism (12) in turn deﬁnes a graph homomorphism
K2 ×C2 L
(
Cm,k+1
)1 → SGn,k. (13)
This map is also easy to describe directly, using the notation of Deﬁnition 3.1 it is given by [(l, s)] →
Sl(s). In the preceding remark we have seen that for small enough ε there is a graph homomorphism
Bε
(
S
k)→ K2 ×C2 L(Cm,k+1)1. (14)
Consequently, there is a graph homomorphism
Bε
(
S
k)→ SGn,k,
if ε > 0 is small enough.
Now the map (12) is also D2m-equivariant, and therefore so is (13). If  denotes the set of all
points of S(Wn,k) on which D2m does not act freely, then the map (14) can be chosen in such a way
2310 C. Schultz / Journal of Combinatorial Theory, Series A 118 (2011) 2291–2318that it is D2m-equivariant on the complement of . Therefore, for small ε there is an equivariant
graph homomorphism
Bε
(
S(Wn,k)\
)→D2m SGn,k.
We will now work towards a graph homomorphism in the other direction.
9.4. Lemma. Let m = 2n+k, S ∈ V (SGn,k) and let (vi)0i<m be a system of vectors in Rk+1 realising Cm,k+1 .
Then ∑
i∈S
(−1)i vi = 0.
Proof. Assume that S ⊂ {0, . . . ,m− 1} and ∑i∈S(−1)i vi = 0. Then (si)0i<m with si = 0 for i /∈ S and
si = (−1)i for i ∈ S being a vector of Cm,k+1. Therefore there are j0 < j1 < · · · < jk+1 with { js} ⊂ S
and (−1) js+1 = (−1) js+1 for 0 s k, compare the description of Cm,k+1 in Section 3. If S is a stable
set, i.e. one which does not contain consecutive elements, then this implies m  2|S| + k + 1 and
hence |S| < n. 
This justiﬁes the following deﬁnition.
9.5. Deﬁnition. For S ∈ V (SGn,k) let
v(S) :=
∑
i∈S(−1)i vi
‖∑i∈S(−1)i vi‖ ,
where vi ∈ Rk+1 is as in the proof of Theorem 4.3.
We will also need a continuous version of the preceding lemma.
9.6. Lemma. Let r  0, k = 2r. We set
w(t) = (1,exp(it),exp(2it), . . . ,exp(rit)) ∈ R × Cr = Rk+1.
Then for all 0 a1  a2  · · · ak  2π we have
k−1∑
s=0
(−1)s
as+1∫
as
w(t)dt = 0, (15)
where we set a0 = ak − 2π .
Proof. We assume that the expression (15) is zero and obtain for 1 j  r
0=
k−1∑
s=0
(−1)s
as+1∫
as
exp( jit)dt =
k−1∑
s=0
(−1)s+1 i
j
(
exp(i jas+1)− exp(i jas)
)
= 2i
j
k∑
s=1
(−1)s exp( jias).
Since also
∑k
s=1(−1)s = 0, we obtain
k∑
(−1)sw(as) = 0. (16)
s=1
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in (15) yields
0=
k−1∑
s=0
(−1)s(as+1 − as) = 2π + 2
r∑
s=1
(a2s−1 − a2s),
at least one number has to appear with an odd multiplicity in the system (as)s . It follows that (16) is
a non-trivial linear combination of vectors on the trigonometric moment curve w , contradicting the
linear independence of any k + 1 such vectors. 
9.7. Proposition. Let k  0 and ε > 0. Then there is an N ∈ N such that for all n  N the function
v : V (SGn,k) → Sk is a D2m-equivariant graph homomorphism
SGn,k →D2m Bε
(
S(Wn,k)
)
.
Proof. The equivariance follows from (5). For the homomorphism property, we have to show that
there is an N such that ‖v(S)+ v(T )‖ < ε for all (S, T ) ∈ E(SGn,k) with n N .
We ﬁrst show that
lim
n→∞ minS∈V (SGn,k)
∥∥∥∥∑
r∈S
(−1)r vr
∥∥∥∥= ∞. (17)
For this it suﬃces to consider the case of an even k, since for S ∈ V (SGn,2r+1) we can deﬁne S ′ ∈
V (SG2n,s(2r+1)) by S ′ =⋃ j∈S { j, j + 2(n+ r)+ 1} and have ‖∑ j∈S ′ (−1) j v j‖ = 2‖∑ j∈S (−1) j v j‖ (with
different v j on both sides of the equation). We therefore assume a ﬁxed even k. By Lemma 9.6 and
compactness, there is a C > 0 such that
∥∥∥∥∥
k−1∑
s=0
(−1)s
as+1∫
as
w(t)dt
∥∥∥∥∥> C (18)
for all systems (as) as considered there. There is also a sequence (εm) converging to zero such that
∥∥∥∥∥
b+4π/m∫
b
w(t)dt − 4π
m
w(b)
∥∥∥∥∥ 4πm εm (19)
for all b and m. We now consider an S ∈ V (SGn,k) for some n and set m = 2n + k. Since the norm
in (17) is invariant under the action of D2m on S , we may assume 0 ∈ S . To S we associate a sys-
tem (as) as in Lemma 9.6 by requiring that
{as: 1 s k} =
{
2πr
m
: 0< r m and r − 1, r − 2 /∈ S
}
.
Now [0,2π) is the disjoint union of the intervals [2πr/m,2π(r + 2)/m) for r ∈ S and the intervals
[as−2π/m,as) for 1 s k. Also, for r ∈ S with as  2πr/m < as+1 we have (−1)r = (−1)s . It follows
that
k−1∑
s=0
(−1)s
as+1∫
as
w(t)dt ==
∑
r∈S
(−1)r
2π(r+2)/m∫
2πr/m
w(t)dt +
k−1∑
s=0
(−1)s
as+1∫
as+1−2π/m
w(t)dt
and hence (note that w(2πr/m) = vr , ‖w(t)‖ =
√
k/2+ 1) by (19)
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∑
r∈S
(−1)r vr −
k−1∑
s=0
(−1)s
as+1∫
as
w(t)dt
∥∥∥∥∥ k
√
k/2+ 12π
m
+ n4π
m
εm
= 2π
(
k
√
k/2+ 1
2n+ k +
2n
2n+ kε2n+k
)
[n→∞]−−−−→ 0,
which implies
lim inf
n→∞ minS∈V (SGn,k)
4π
2n+ k
∥∥∥∥∑
r∈S
(−1)r vr
∥∥∥∥ C
and therefore (17).
Now assume an arbitrary ﬁxed k and let N be such that for all n N we have
min
S∈V (SGn,k)
∥∥∥∥∑
r∈S
(−1)r vr
∥∥∥∥> 8k
√
k/2+ 1
ε
and also for the action of D2m on S(Wn,k) for m = 2n+ k 2N + k (compare (1), (3))
‖x · σ + x‖ < ε
2
for all x ∈ S(Wn,k).
For (S, T ) ∈ E(SGn,k) we have |S · σ ∩ T | n− k and therefore∥∥∥∥ ∑
r∈S·σ
(−1)r vr −
∑
r∈T
(−1)r vr
∥∥∥∥ 2k√k/2+ 1.
If n N then∥∥v(S)+ v(T )∥∥ ∥∥v(S)+ v(S) · σ∥∥+ ∥∥v(S · σ)− v(T )∥∥
<
ε
2
+ 2‖
∑
r∈S·σ (−1)r vr −
∑
r∈T (−1)r vr‖
‖∑r∈S·σ (−1)r vr‖
<
ε
2
+ 4k
√
k/2+ 1
8k
√
k/2+ 1/ε =
ε
2
+ ε
2
= ε,
since v(S · σ) = v(S) · σ and ‖ x‖x‖ − y‖y‖ ‖ 2‖x−y‖‖x‖ . 
10. Construction of graph homomorphisms
In this section we will show that most stable Kneser graphs SGn,k are not test graphs.
10.1. Vertex critical graphs
We will use the following criterion. Remember that for a simplicial complex X we denote by X1
its looped 1-skeleton, see Section 2 and [10].
10.1. Theorem. Let T be a ﬁnite, connected graph equipped with a right action of a ﬁnite group Γ . Let r  0,
s 1. Then each of the following statements implies the next.
(i) For every Γ -invariant triangulation X of ErΓ the inequality
χ
(
T ×Γ X1
)
 s
holds.
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ErΓ →Γ
∣∣Hom(T , Ks−1)∣∣.
(iii) For all graphs G such that there is a Γ -equivariant map ErΓ → |Hom(T ,G)| the inequality
χ(G) s
holds.
(iv) For all graphs G such that |Hom(T ,G)| is (r − 1)-connected the inequality
χ(G) s
holds.
If T is vertex critical and Γ = Aut(T ), then (iv) implies (i) and all the statements are equivalent.
10.2. Corollary. If T is a ﬁnite, connected, vertex critical graph with trivial automorphism group, then T is not
a homotopy test graph.
Proof. If T is a homotopy test graph, then (iv) holds for s = χ(T ) + r. However, if Γ is trivial, then
(ii) holds for no s >χ(T ), independent of r. 
10.3. Corollary. Let T be a ﬁnite, connected, vertex critical graph. Then T is an Aut(T )-test graph (Deﬁni-
tion 8.2) if and only if T is a homotopy test graph.
Proof. Set Γ = Aut(T ), s = χ(T )+ r, and consider the equivalence of (iii) and (iv). 
Proof of Theorem 10.1. “(i) ⇒ (ii)” If there is a Γ -equivariant map ErΓ →Γ |Hom(T , Ks−1)|,
then for some Γ -invariant triangulation X of ErΓ there is an equivariant graph map X1 →Γ
Hom(T , Ks−1)1 →Γ [T , Ks−1] and therefore a graph homomorphism T ×Γ X1 → Ks−1.
“(ii) ⇒ (iii)” Assume there is a Γ -equivariant map ErΓ →Γ |Hom(T ,G)|. Every colouring G →
Ks−1 induces a map Hom(T ,G) →Γ Hom(T , Ks−1), and composing these maps contradicts the as-
sumption (ii). Therefore χ(G) s.
“(iii) ⇒ (iv)” If |Hom(T ,G)| is (r − 1)-connected, then there is an equivariant map ErΓ →
|Hom(T ,G)|.
“(iv)⇒ (i)” We assume that a triangulation X of ErΓ is given. If we obtain Y from X by repeated
barycentric subdivision, then Y is also Γ -invariant, and there is an equivariant graph homomorphism
Y 1 →Γ X1. If the subdivision Y is ﬁne enough, then∣∣Hom(T , T ×Γ Y 1)∣∣ ∣∣Hom(T , T )∣∣×Γ ∣∣Hom(T , Y 1)∣∣
by [10, Sec. 5.2]. Since we assumed T to be vertex critical, the only endomorphisms of T are the au-
tomorphisms. It also follows that Hom(T , T ) is 0-dimensional, Hom(T , T ) ∼= Aut(T ). We also assumed
Γ = Aut(T ). Therefore∣∣Hom(T , T )∣∣×Γ ∣∣Hom(T , Y 1)∣∣≈ Aut(T )×Aut(T ) ∣∣Hom(T , Y 1)∣∣≈ ∣∣Hom(T , Y 1)∣∣.
But by [12, Thm. 3.1], since T is connected, and again if Y is a ﬁne enough subdivision,∣∣Hom(T , Y 1)∣∣ |Y | ≈ ErΓ.
Therefore |Hom(T , T ×Γ Y 1)| is (r − 1)-connected. Hence χ(T ×Γ X1) χ(T ×Γ Y 1) s. 
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10.4. Proposition. Let k 0, r > 0. Then there is an ε > 0 such that the following holds.
Let Γ be a ﬁnite group which acts from the right on Rk+1 by orthogonal maps. Let X be a ﬁnite simplicial
complex with a free Γ -action and let ξ be the vector bundle Rk+1 ×Γ |X | → |X |/Γ . If there exists an (r − 1)-
dimensional vector bundle η over |X |/Γ such that ξ ⊕ η is trivial, then there is a Γ -invariant subdivision Y
of X such that
χ
(
Bε
(
S
k)×Γ Y 1)< k + 2+ r.
Proof. We choose a covering (Ai)i=0,...,k+r of Sk+r−1 by closed subsets such that no Ai contains a pair
of antipodal points. Let D :=mini dist(Ai,−Ai) > 0, 0< ε < D and ε′ := D − ε.
Since Γ acts by orthogonal maps, the bundle ξ is a Euclidean vector bundle. The bundle η can be
made into a Euclidean vector bundle, and the r + l linear independent sections of ξ ⊕ η which deﬁne
the trivialisation can be made orthogonal using Gram–Schmidt. Therefore there is a continuous map
E(ξ) = Rk+1 ×Γ |X | → Rk+r such that the restriction to each ﬁbre of ξ is a linear isometry. Denoting
the space of linear isometries from Rk+1 to Rk+r by Iso(Rk+1,Rk+r) and viewing it as a Γ -space via
the action on Rk+1, this is equivalent to the existence of an equivariant continuous map
f : |X | →Γ Iso
(
R
k+1,Rk+r
)
.
We let Y be a subdivision of X such that for all pairs y, y′ of neighbouring vertices of Y we have
‖ f (y)− f (y′)‖ < ε′ , where ‖ • ‖ denotes the operator norm.
We deﬁne
c : Sk × V (Y ) → {0, . . . ,k + r},
(v, y) →min{i: f (y)(v)}.
Now if v, v ′ ∈ Sk , ‖v + v ′‖ < ε, and y, y′ ∈ V (Y ), {y, y′} ∈ Y , then
dist(Ac(v,y),−Ac(v ′,y′))
∥∥ f (y)(v)− (− f (y′)(v ′))∥∥

∥∥ f (y)− f (y′)∥∥+ ∥∥v − (−v ′)∥∥< ε′ + ε = D
and hence c(v, y) = c(v ′, y′). This shows that the function c is a graph homomorphism Bε(Sk)×Y 1 →
Kk+r+1. Since for γ ∈ Γ we have f (γ y)(v) = (γ f )(v) = f (vγ ), we have c(v, γ y) = c(vγ , y), and
[(v, y)] → c(v, y) deﬁnes a (k + 1+ r)-colouring of Bε(Sk)×Γ Y 1. 
10.5. Proposition. Let k, r  1 and r = 1 or r ≡ 0 (mod 2). Then there is an N  2 such that for all n  N
with wr(ξn,k) = 0 there is a graph G such that Hom(SGn,k,G) is (r − 1)-connected and χ(G) < k + 2+ r.
Proof. Given k and r we choose ε > 0 as in Proposition 10.4 and N as in Proposition 9.7. Now given
n  N , m = 2n + k, there is an equivariant graph homomorphism SGn,k →D2m Bε(Wn,k) by Proposi-
tion 9.7.
Now if wr(ξn,k) = 0 then by Proposition 6.10 and Proposition 10.4 there is a D2m-invariant trian-
gulation Y of Er D2m such that χ(Bε(Wn,k)×D2m Y 1) < k + 2+ r and therefore
χ
(
SGn,k ×D2m Y 1
)
< k + r + 2.
Since stable Kneser graphs are vertex critical with respect to the chromatic number by a theorem of
Schrijver [19] and Aut(SGn,k) = D2m for n > 1 by a theorem of Braun [7], we can invoke Theorem 10.1
to conclude the proof. 
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We now determine cases in which the condition of Proposition 10.5 is satisﬁed. The results have
been summarised in the introduction.
10.6. Proposition. Let k = 2r, r  3, n > 0, n ≡ r (mod 2). Then for
(
, ′
)=
⎧⎨
⎩
(3 · 2a + 1,2a+2), r = 2s, s ≡ 2a (mod 2a+1), a > 0,
(3 · 2a − 1,2a+2), r = 2s + 1, s ≡ 2a (mod 2a+1),
(3 · 2a − 2,2a+2), r = 2s + 2, s ≡ 2a (mod 2a+1), a > 0
and  d < ′ we have
wd(ξn,k) = 0.
The same is true for r = 2s+ 4, s ≡ 2a (mod 2a+1), a > 1 and (, ′) = (3 · 2a − 5,2a+2).
10.7. Corollary. Let k = 2r, r  3, k = 8, n > 0, n ≡ r (mod 2). Then there is an even d  0 such that
wd(ξn,k) = 0.
Proof of Proposition 10.6. We use Proposition 7.4 and start by calculating suﬃciently many terms of
((1+ x+ y + u)s(1+ x+ y)s)−1. We have(
(1+ x+ y + u)(1+ x+ y))−1 = 1+ x2 + y2 + u + xu + yu + terms of degree 4
= (1+ x+ y)(1+ x+ y + u)+ terms of degree 4.
Since this implies that(
(1+ x+ y + u)(1+ x+ y))−2a′ = 1+ terms of degree 2a+2 for a′ > a,
we have(
(1+ x+ y + u)(1+ x+ y))−s
= (1+ x+ y)2n (1+ x+ y + u)2n + terms of degree 2a+2 for s ≡ 2a (mod 2a+1).
We calculate
(1+ y)−1(1+ x+ y)2a (1+ x+ y + u)2a = ((1+ y)2a−1 + x2a)(1+ x+ y + u)2a ,
(1+ y)−1(1+ x+ y + u)−1(1+ x+ y)2a (1+ x+ y + u)2a
= ((1+ y)2a−1 + x2a)(1+ x+ y + u)2a−1,
(1+ y)−1(1+ x+ y + u)−1(1+ x+ y)−1(1+ x+ y)2a (1+ x+ y + u)2a
= ((1+ y)2a−2 + (1+ x)2a−1 − 1)(1+ x+ y + u)2a−1,
(1+ y)−1(1+ x+ y + u)−2(1+ x+ y)−2(1+ x+ y)2a (1+ x+ y + u)2a
= ((1+ y)2a−3 + (1+ x)2a−2 − 1)(1+ x+ y + u)2a−2,
where we assume a > 0 for the next to last equation and a > 1 for the last equation. These expressions
have terms of maximal degree 3 · 2a , 3 · 2a − 2, 3 · 2a − 3, 3 · 2a − 6 respectively. We have shown that
wd(ξn,k) = 0 for  d < ′ . 
10.8. Proposition. Let k = 2r, r  2, n > 0, n ≡ r + 1 (mod 2). Then for
(
, ′
)= { (3 · 2a,2a+2), r = 2s, s ≡ 2a (mod 2a+1),
a a+2 a a+1(3 · 2 − 1,2 ), r = 2s+ 1, s ≡ 2 (mod 2 )
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wd(ξn,k) = 0.
The same is true for r = 2s + 2, s ≡ 2a (mod 2a+1), a > 0 and (, ′) = (3 · 2a − 3,2a+2).
10.9. Corollary. Let k = 2r, r  3, n > 0, n ≡ r + 1 (mod 2). Then there is an even d  0 such that
wd(ξn,k) = 0.
Proof of Proposition 10.8. We use Proposition 7.3. We have(
(1+ β)(1+ α)(1+ α + β))−1 = 1+ α2 + αβ + β2 + α2β + βα2 + terms of degree 4
= (1+ β)(1+ α)(1+ α + β)+ terms of degree 4.
It follows that(
(1+ β)(1+ α)(1+ α + β))−2a′ = 1+ terms of degree 2a+2 for a′ > a
and (
(1+ β)(1+ α)(1+ α + β))−s
= (1+ β)2a (1+ α)2a (1+ α + β)2a + terms of degree 2a+2 for s ≡ 2a (mod 2a+1).
Now
(1+ α)−1(1+ β)2a (1+ α)2a (1+ α + β)2a = (1+ β)2a (1+ α)2a−1(1+ α + β)2a ,
(1+ α)−1(1+ β)−1(1+ β)2a (1+ α)2a (1+ α + β)2a
= (1+ β)2a−1(1+ α)2a−1(1+ α + β)2a ,
(1+ α)−2(1+ β)−1(1+ α + β)−1(1+ β)2a (1+ α)2a (1+ α + β)2a
= (1+ β)2a−1(1+ α)2a−2(1+ α + β)2a−1,
where we assume a > 0 in the last equation. These expressions have terms of maximal degree 3 ·2a −
1, 3 · 2a − 2, 3 · 23 − 4 respectively. We have shown that wd(ξn,k) = 0 for  d < ′ . 
10.10. Proposition. Let k = 2r + 1, r > 0, n > 0. Let r ≡ 2a (mod 2a+1). For 2a  d < 2a+1 we have
wd(ξn,k) = 0.
10.11. Corollary. Let k = 2r + 1, r > 0, n > 0. Then there is a d > 0 which is even or equals 1 such that
wd(ξn,k) = 0.
Proof of Proposition 10.10. We use Proposition 7.2. We have
(1+ α)−1 = 1+ α + terms of degree 2.
It follows that
(1+ α)−2a′ = 1+ terms of degree 2a+1 for a′ > a
and
(1+ α)−r = (1+ α)2a + terms of degree 2a+1 for r ≡ 2a (mod 2a+1).
Hence
(1+ α)−(r+1) = (1+ α)2a−1 + terms of degree 2a+1.
We have shown that wd(ξn,k) = 0 for 2a  d < 2a+1. 
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Our proofs that some stable Kneser graphs SGn,k are not test graphs only yield this result for
n  N(k), with no upper bound on N(k). To obtain upper bounds from the current proofs it would
necessitate ﬁnding a lower bound for the norm of the expression in the inequality (15) in the Fourier
analysis lemma 9.6, and substituting this for the compactness argument in the proof of Proposi-
tion 9.7. We have not tried this. For some cases a more direct combinatorial proof is possible. The
case in which SGn,k fails to be a test graph in the lowest possible dimension is k ≡ 3 (mod 4). We
make this case explicit.
11.1. Proposition. Let k ≡ 3 (mod 4). Then there is an N(k) such that for all n N(k) there is a graph G such
that Hom(SGn,k,G) is non-empty and path-connected and χ(G) = χ(SGn,k) = k + 2.
Proof. This follows from Proposition 10.5 and Proposition 10.10. 
This rests on the following fact, which is also the source of the bound N(k).
11.2. Proposition. Let k ≡ 3 (mod 4). Then there is an N(k) such that for all n  N(k) there are a colouring
c : SGn,k → Kk+2 and for each γ ∈ D2m, m = 2n + k, a path of graph homomorphisms from c to γ · c in the
graph [SGn,k, Kk+2] (or, equivalently, in the cell complex Hom(SGn,k, Kk+2)).
Proof. These paths of graph colourings constitute, for X a subdivision of the 1-dimensional com-
plex E1D2m , an equivariant graph homomorphism X1 →D2m [SGn,k, Kk+2] and therefore the colouring
SG2n,k ×D2m X1 → Kk+2 of the proof of Proposition 10.5. Also note that the vanishing of the ob-
struction w1(ξn,k) in this case just means that all elements of D2m operate on S(Wn,k) by elements
of SO(k + 1). 
This purely graph theoretic statement should have a purely combinatorial proof. It turns out that
such a proof exists and yields N(k) = 2. We present this proof elsewhere [22].
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