Abstract. Many models have been proposed to estimate human pose and segmentation by leveraging information from several sources. A standard approach is to formulate it in a dual decomposition framework. However, these models generally suffer from the problem of high computational complexity. In this work, we propose PoseField, a new highly efficient filter-based mean-field inference approach for jointly estimating human segmentation, pose, per-pixel body parts, and depth given stereo pairs of images. We extensively evaluate the efficiency and accuracy offered by our approach on H2View [1], and Buffy [2] datasets. We achieve 20 to 70 times speedup compared to the current state-of-the-art methods, as well as achieving better accuracy in all these cases.
Introduction
Human pose estimation and segmentation have long been popular tasks in computer vision, and a large body of research has been developed on these problems [3] [4] [5] [6] [7] . Several of these methods model pose estimation and segmentation problems separately, and fail to capture the large variability and deformation in appearance and the structure of humans.
However, when segmentation and pose estimation results are considered together, one can observe discrepancies, for example a foreground region not corresponding to any detected body part, or vice versa. Joining the two problems together, either sequentially or simultaneously, can help to remove these discrepancies. Researchers have thus begun to consider the possibility of jointly estimating these outputs, leveraging the information from several high-level and low-level cues.
A number of methods insert various algorithms into a pipeline, where the result of one algorithm is used to initialize another. For example, Bray et al. tackle the problem of human segmentation by introducing a pose-specific MRF, encouraging the segmentation result to look "human-like" [8] . Similarly, Kumar et al. use layered pictorial structures to generate an object category specific MRF The first two authors contributed to this work equally as joint first author. Fig. 1 . Given stereo pairs and initial part proposals, our approach jointly estimates the human segmentation, pose, and depth, considering the relationships between per-pixel body part labels and part configurations.
to improve segmentation [9] . The problem with this kind of approach is that errors in one part of the algorithm can propagate to later stages. Joint inference can be used to overcome this issue; Ladický et al. obtain an improvement in object class segmentation by incorporating global information from object detectors and object co-occurrence terms [10] , solving detection and segmentation with one CRF. Further, Ladický et al. frame joint estimation of object classes and disparity as CRF problems in the product label space, and solve the two tasks together [11] .
Additionally, in the context of human pose estimation and segmentation, Wang and Koller propose a dual-decomposition based inference method [12] in a multi-level CRF framework to jointly estimate pose and segmentation by introducing variables that capture the coupling between these two problems [13] . Extending their formulation, Sheasby et al. [1] add depth information, thus allowing human pose, segmentation and depth to be solved together [14, 1] .
The complexity of such joint frameworks is a serious issue; if the framework is to be used for applications such as security and video gaming, fast output is required. In such situations, it might prove desirable to find an efficiently solvable approximation of the original problem. One such method that can be applied here is mean-field inference [15] . For a certain class of pairwise terms, mean-field inference has been shown to be very powerful in solving the object class segmentation problem, and object-stereo correspondence problems in CRF frameworks, providing an order-of-magnitude speedup [16] . In this paper, we propose a highly efficient filter-based mean-field approach to perform joint estimation of human segmentation, pose, per-pixel part labels, and disparity in the product label space, producing a significant improvement in speed.
Further, to model the human skeleton, we propose a hierarchical model that captures relations on multiple levels. At the lowest level, we estimate part labels per pixel. Such a representation has been shown to be successful in generating body parts proposals and pose estimation by Shotton et al. [17] . Secondly, the higher level tries to find the best configuration from a set of part proposals. Our framework is represented graphically in Fig 1. Finally we extensively evaluate the efficiency and accuracy offered by our mean-field approach on two datasets: H2View [14] , and Buffy [2] . We show results for segmentation, per pixel part labelling and pose estimation; disparity computation is used to improve these results, but is not quantitatively evaluated as it is not feasible to obtain dense ground truth data. We achieve 20-70 times speedup compared to the current state-of-the-art graph-cuts based dualdecomposition approach [1] , as well achieving better accuracy in all cases.
The remainder of the paper is structured as follows: an overview of dense CRF formulation is introduced in the next section, while our body part formulation is discussed in Section 3. We describe our joint inference framework in Section 4 and learning of different parameters is discussed in the Section 5. Results follow in Section 6, and Section 7 concludes the paper.
Overview of Dense Random Field Formulation
The goal of our joint optimization framework is to estimate human segmentation and pose, together with part labels at the pixel level, and perform stereo reconstruction given a pair of stereo images. These problems however can be separately solved in a conditional random field (CRF) framework. Thus, before going into the details of the joint modelling and inference, we provide the models for solving them separately. Let X S = {X D N } be the human segmentation, per-pixel part and disparity variables respectively. We assume each of these random variables is associated with each pixel in the image N = {1, ..., N }. Further, each X First, we give details of the energy function for the segmentation variables. Assuming the true distribution of the segmentation variables is captured by the unary and pairwise terms, the energy function takes the following form:
where N i represents the neighborhood of the variable i, ψ i ) is computed based on a boosted unary classifier on image-specific appearance using the model of Shotton et al. [19] . The pairwise terms between human segmentation variables ψ S p take the form of Potts models weighted by edge-preserving Gaussian kernels [18] as:
where µ(., .) is an arbitrary label compatibility function, while the functions k (v) (., .), v = 1...V are Gaussian kernels defined on feature vectors f i , f j derived from the image data at locations i and j (where Krahenbuhl and Koltun [18] form f i by concatenating the intensity values at pixel i with the horizontal and vertical positions of pixel i in the image), and w (v) , m = 1...V are used to weight the kernels.
Similarly we define the energy functions over the per-pixel part and disparity variables as:
where ψ 
Joint Formulation
The goal of our joint optimization framework is to estimate human segmentation and pose, together with part labels at the pixel level, and also perform stereo reconstruction. We formulate the problem in a conditional random field (CRF) framework as a product label space in a hierarchical framework. At the lower level, we define the random variables
For specifying human pose, we define a second layer, represented by a set of latent variables Y = {Y 1 , Y 2 , ..., Y M } corresponding to the M body parts, each taking labels from L P ∈ {0, ..., K} where 1, 2, ..., K corresponds to the K part proposals generated for each body part, and zero represents the background class. We generate K part proposals using the model of Yang and Ramanan [7] . The graphical model explaining our hierarchical joint model is shown in the Fig 2. 
Joint energy function
Given the above model, we wish to define an energy function which is general enough to capture sufficient mutual interaction between the variables while still providing scope for efficient inference. For this reason, we assume our energy function to take the following form:
Here, our joint model has been factorized into separate layers representing human segmentation, disparity, per pixel part and latent part variables. The individual terms at the layers are captured by E S , E D , E J as defined earlier and E P , the energy function for the latent part variables, details of which are provided later in this section. Further, in order to incorporate the dependency between these variables, we add pairwise interactions between these CRF layers. E SJ , E SD , E DJ captures the interaction between (segment,per-pixel part), (segment,disparity) and (disparity, per-pixel part) variables. The term E JP captures the mutual interaction between the (per-pixel part, latent part) variables. We design the forms of these pairwise interactions to allow efficient and accurate inference; details are provided below.
Per-part terms E P : In our hierarchical model, the top layer corresponds to the human part variables Y , which involve per-part unary cost ψ P u (x i = k) for associating the i th part to the k th proposal or to the background [1] , and the pairwise term ψ P p (y i , y j ) penalizes the case where parts that should be connected are distant from one another in image space. The per-part unary term ψ P u (y i = k) is the score generated by the Yang and Ramanan model [7] .
Segment, per-pixel part terms (E SJ ) : The joint human segmentation and perpixel body part term, E SJ , encodes the relation between segmentation and perpixel body part. Specifically, we expect a variable that takes a body part label to belong to the foreground class, and vice versa. We pay a cost of C SJ for violation of this constraint, incorporated through a pairwise interaction between the segmentation and per-pixel part variables; this interaction takes the following form:
Segment, disparity terms (E SD ) : Additionally, our joint object-depth cost E SD encourages pixels with a high disparity to be classed as foreground, and pixels with a low disparity to be classified as background. We penalize the violation of this constraint by a cost C SD . Following the formulation of [1] , we first generate a segmentation map F = {F 1 , F 2 , ..., F N } by thresholding the disparity map, thus each F i takes a label from L S . We would expect the prior map F to agree with the segmentation result, so that pixels taking human label (f i = 1) are classified as human, and vice versa, otherwise we pay a cost C SD for violation of this constraint:
Per-pixel part, disparity terms (E JD ) : The joint energy term E JD encodes the relationship between the per-pixel body part variables and the disparity variables. As with the cost term E SD , we use a flood fill to generate a segmentation map F = {F 1 , F 2 , . . . , F N } which gives us a prior based on disparity. We expect pixels classed as human by this prior (so f i = 1) to be assigned to a body part label, so x J i > 0. Conversely, pixels classed as background (f i = 0) should be assigned to the background label (x J i = 0). Therefore, the energy term has the following form:
Per-pixel part, latent part terms (E JP ) : E JP enforces the constraint that when a body part l is present in the solution at the pixel level, then the variable Y P l corresponding to the part l must be on, otherwise we pay a cost of C JP .
4 Inference in the Joint Model
Given the above complex hierarchical model, we now propose a new mean-field based inference approach to perform efficient inference for joint estimation. But, before going into details of our approach, we give a general form of mean-field update. We also highlight the work of Krahenbuhl and Koltun [18] for filterbased efficient inference in fully connected pairwise CRFs. This model was later extended by Vineet et.al. [16] to incorporate higher order potentials, and to solve jointly the object-stereo correspondence problems. Let us consider a general form of energy function:
where Z is a joint assignment of the random variables Z = {Z 1 , ..., Z N Z }, C is a set of cliques each consisting of a subset of random variables c ⊆ Z, and associated with a potential function ψ c over settings of the random variables in c, z c . In Sec. 2 we have that Z = X S , that each X i takes values in the set L S of human labels, and that C contains unary and pairwise cliques of the types discussed. In general, in the models discussed below we will have that X S ⊆ Z, so that Z may also include other random variables (e.g. latent variables) which may take values in different label sets.
Considering this model, the general form of the mean-field update equation (see [15] ) is:
where ν is a value in the domain of the random variable z i , z c denotes an assignment of all variables in clique c, z c−i an assignment of all variables apart from Z i , and Q c−i denotes the marginal distribution of all variables in c apart from Z i derived from the joint distribution Q.
} is a normalizing constant for random variable z i . We note that the summations {zc|zi=ν} Q c−i (z c−i ) · ψ c (z c ) in Eq. 11 evaluate the expected value of ψ c over Q given that Z i takes the value ν. Following this general update strategy, the updates for the densely connected pairwise model in Eq. 1 are derived by evaluating Eq. 11 across the unary and pairwise potentials defined in Sec. 2 for z i = x 1...N and ν = 0...L. For the densely connected pairwise CRF model, the mean-field update takes the following form:
With this mean-field update, Krahenbuhl and Koltun [18] proposed a filter-based method for performing fast inference thus reducing the complexity from O(N 2 ) to O(N ) under the assumption that the pairwise potentials take the form of a linear combination of Gaussian kernels. They show how the expensive message passing update in the mean-field is approximated by a convolution with a bilateral filter in a high dimensional space. Given this Gaussian convolution, they use a permutohedral lattice based bilateral filtering method [20] for performing efficient inference. They run the update equation for a fixed number of iterations, where each iteration leads to a decrease in the KL-divergence value. To extract a solution, they evaluate the approximate maximum posterior marginal as z * i = max zi Q i (z i ).
Efficient Inference
In our framework, we need to jointly estimate the best possible configurations of the segmentation variables X S , per-pixel part variables X J , disparity variable X D and part variable Y P by minimizing the energy function E(x, y) in Eq. 5. We now provide the details of our mean-field updates for efficient joint inference.
Update for segment variables (X S ) : Given the energy function detailed in Sec. 3.1, the marginal update for human segmentation variable X S i takes the following form:
where
) are the messages from disparity and per-pixel part variables respectively to the segmentation variables. Thus, these messages enforce the consistency between the segmentation, disparity and per-pixel part term variables. We write x [i,l] for (x i = l) and the same notation will be followed subsequently. 
Here
) carry messages from the valid part configuration in the hierarchy to the per-pixel part variables, and
) correspond to the messages from the segmentation and disparity variables to per-pixel part variables.
It is also to be noted that the required expectation update for messages from other joint variables, e.g. messages from segmentation variables to disparity variables, contribute a time complexity of O(N ). Thus, the marginal update steps do not increase the overall time complexity.
Update for latent part variables (Y ) : Finally, the mean-field update for the part variables in the hierarchy corresponds to:
corresponds to the messages from the per-pixel part variables to the part configuration variables. Evaluation of the expectation for part variables contributes O(N ) to the overall complexity. Thus, our inference method does not increase the overall complexity of O(N ) for fully connected pairwise updates.
Learning
The weights C SJ , C SD , C JD , C JP capturing the relationships between variables at different CRF layers are set through cross-validation. Our cross validation step to search for good set of parameters to weight these different terms in Eq. 5 is greedy in the sense that we set them one at a time sequentially. This way of sequential learning ensured an efficient way to search for a good set of the parameters without going through all the possible joint configurations of the parameters. Structured learning [21] provides a possible future direction to learn these parameters, however our focus was efficient inference. Further, the Gaussian kernel parameters are set through cross-validation as well.
Experiments
In this section, we demonstrate the efficiency and accuracy provided by our approach on the H2View [1] dataset. Further, to highlight the generalization of our approach, we also conduct experiment on the Buffy [2] dataset where we do not have stereo pairs of images. In all experiments, timings are based on code run on an Intel R Xeon R 3.33 GHz processor, and we fix the number of full mean-field update iterations to 5 for all models. As a baseline, we compare our approach for the joint estimation of human segmentation, pose, per-pixel part and disparity with the dual-decomposition based model of Sheasby et al. [1] . Further, we compare our joint approach against some other state-of-the-art approaches which do not perform any joint estimation. For example, we compare our human segmentation results against a graph-cuts based AHCRF [22] and the mean-field model of Krähenbühl et al. [18] . We assess human segmentation accuracy in terms of the overall percentage of pixels correctly labelled, the average recall and intersection/union score per class (defined in terms of the true/false positives/negatives for a given class as TP/(TP+FP+FN)). Similarly, for pose estimation, apart from comparing against the dual-decomposition based joint labelling model of Sheasby et.al. [1] , we compare the probability of correct pose (PCP) criterion against the models of Yang and Ramanan [7] , and Andriluka et al. [23] , which do not perform joint labelling. In all these cases, we use the code provided by the authors for the AHCRF, Krähenbühl et al., Yang and Ramanan, Andriluka et al., and Sheasby et al. However we do not quantitatively evaluate the disparity results as we do not have the ground truth data for the disparity.
H2View dataset
The H2View dataset [1] comprises 1108 training images and 1598 test images consisting of humans in different poses performing standing, walking, crouching, and gesticulating actions in front of a stereo camera. Ground truth human segmentation, and pose are provided; we augment these with a per-pixel part labels.
We first show the accuracy and efficiency achieved by our method on the human segmentation results. We observe an improvement of almost 3.5% over the dual-decomposition based joint inference model of Sheasby et al. [1] , almost 4.5% compared to AHCRF [22] and almost 4% over dense CRF [18] in the I/U score, shown in Tab. results, as shown in Fig. 3 . As far as per-pixel part label accuracy is concerned, we achieve 94.43% of overall percentage of correctly labelled pixels, compared to 92.63% achieved by the dual-decomposition method of Sheasby et.al. [1] , and 89.55% achieved by the graph-cuts based AHCRF method [22] . 
Buffy dataset
In order to show the generalization and effectiveness of our approach, we also evaluate our model on the Buffy dataset. We select a set of 476 images as training images, and 276 images as test images, using the same split as used in [2] . Since there are no depth images, we evaluate only on joint pose and segmentation problems. For the human segmentation case, our joint approach achieves a speed up of almost 70× compared to the dual-decomposition based method of Sheasby et al. [1] , and 3× compared to AHCRF [22] . We also observe an improvement of almost 10% and 1% in the I/U scores respectively on segmentation results, shown in Tab Table 3 . Quantitative results on Buffy dataset for human segmentation problem. Observe the significant speedup (almost 70×) achieved compared to the dualdecomposition method of Sheasby et.al. [1] and over other approaches. Further, our approach achieves better accuracy than other methods as well.
be penalized. Further improvement through pose estimation within the detected boxes remains a possibility to our approach as well. However, our main goal is to show the efficiency achieved by our joint model without losing any accuracy given the same initial conditions. We also observe an improvement in qualitative results for both the segmentation and pose estimation problems, shown in Fig. 4 . 
Discussion
In this work, we proposed P oseF ield, an efficient mean-field based method for joint estimation of human segmentation, pose, per-pixel part and disparity. We formulated this product label space problem in a hierarchical framework, which captures interactions between the pixel level (human/background, disparity, and body part labels), and the part level (head, torso, arm). Finally we have shown the value of our approach on the H2View and Buffy datasets. In each case, we have shown substantial improvement in inference speed (almost 20 − 70×) over the current state-of-the-art dual-decomposition methods, while also observing a good improvement in accuracies for both human segmentation and pose estimation problems. We believe our efficient inference algorithm would provide an alternative to some of the existing computationally expensive inference approaches in many other fields of computer vision where joint inference is required. Future directions include investigating new ways to improve the efficiency through parallelization and learning of the relationships between different layers of the hierarchy in a max-margin framework.
