ABSTRACT Nowadays, with the development of remote sensing technology, very-high-resolution (VHR) remote sensing image object detection technology attracts more and more attention. However, various challenges still exist in remote sensing image object detection field, such as the complex and varied appearances, the expensive manual annotation, and difficult in fast detecting the large scene image. In this paper, we propose a multi-scale image block-level fully convolutional neural network (MIF-CNN) for remote sensing image object detection, which can solve the above problems to a certain degree. First, the training data sets which only require class labels and do not need the bounding box label can reduce the spend of manual annotation during training. Second, the MIF-CNN is designed to extract the multi-scale-based high-level feature which can better represent the various types of objects. The image block-level fully convolutional network contributes to improving computing efficiency and can directly detect any size of the input image, including a large scene remote sensing image. In the testing phase, the large scene image is directly input to MIF-CNN model, and the detection results are generated from the MIF-CNN output maps which are improved by the proposed bounding boxes modification strategy and local re-recognized strategy. The experiments on NWPU VHR-10 [1] and two Airports data sets demonstrate the effectiveness of the proposed method.
I. INTRODUCTION
In recent years, with the development of remote sensing image technology, a large number of very-high-resolution (VHR) optical remote sensing imageries can be obtained easily. A large amount of data facilitates the development of remote sensing image applications, such as disaster control, land planning, land cover recognition, urban monitoring, and traffic planning [2] - [7] . The object detection is the basis task of these applications. Objects often have a variety of appearances, complex context, and different sizes, which make the object detection still a challenging task for the VHR remote sensing image (RSI).
The associate editor coordinating the review of this manuscript and approving it for publication was Chunbo Xiu.
The traditional remote sensing image object detection methods [8] contain feature extraction, feature fusion, dimension reduction, and recognition. The features extracted by these methods are the artificial feature, such as context feature, texture feature, bag-of-visual-words feature, sparse representation based feature, Haar-like feature, etc. The classifiers mainly contain support vector machine (SVM), AdaBoost, k-nearest-neighbor (kNN), conditional random field (CRF), and artificial neural network (ANN). For example, Cheng et al. [1] designed a multi-level HOG feature pyramid to detect the multi-class remote sensing objects. Xu et al. [9] presented a bag-of-visual-word representation for object-based classification. Tao et al. [10] proposed a scale-invariant feature transform (SIFT) based airport detection algorithm. In [11] , the proposed method combined sparse representation and Hough voting for object detection. In [12] - [16] , these methods also used the artificial feature for object detection task.
However, with the development of remote sensing image technology, more and more VHR remote sensing images are available, which makes VHR remote sensing image object detection task more complex. In this case, the low-level feature cannot effectively describe the object. Therefore, features with powerful representation are required to represent the object. In recent years, the deep learning methods as the high-level feature extractor have developed rapidly in various fields. In 2006, Hinton and Salakhutdinov [17] proposed the RBM algorithm, which made deep learning attract extensive attention. In 2012, Krizhevsky et al. [18] designed a CNN based deep learning model and won the ImageNet contest. In this case, the deep learning algorithms were widely used in various fields including remote sensing image processing [1] , [2] , [4] , [19] - [21] .
Moreover, deep learning model is widely used in object detection field [22] - [24] . Generally, the deep learning based object detection methods consist of two groups. First, the object detection is considered as a classification task such as R-CNN [22] , Fast R-CNN [25] , Faster R-CNN [26] , MR-CNN [27] , [28] , etc. These algorithms use deep learning model to extract features from region proposals which provided by region proposal method such as selective search (SS [29] ). Then, the extracted features are used to recognize the object by a classifier and generate the bounding box of the object. The second group is that the object detection is considered as a regression task. The most representative algorithms are YOLO [23] , SSD [24] , and DSSD [30] . These methods use deep learning model to directly extract features from the input image. Then, the extracted features are used to locate the coordinates of the object and to identify the class of the object.
Inspired by the above methods, the deep learning based remote sensing image object detection algorithms is also developing rapidly. For example, Long et al. [31] proposed an accurate object localization method based on CNN. It combines R-CNN and the proposed unsupervised scorebased bounding box regression algorithm to detect optical remote sensing image. In [32] , the DBN [33] algorithm combined with edge detection method for aircraft detection. Cheng et al. [34] proposed a rotation-invariant CNN on the basis of R-CNN object detection algorithm. Xu et al. [35] used fully convolutional neural networks to predict aircraft bounding boxes and class probabilities. Cao et al. [36] also used R-CNN based method to detect optical remote sensing image. Qu et al. [37] used multi-scale spatial pyramid pooling (SPP [38] ) model to detect vehicle. Deng et al. [39] proposed an enhanced deep CNN for densely packed objects detection algorithm which is based on Faster R-CNN [26] method. Cai et al. [40] proposed a Faster R-CNN based method with hard example mining for airport detection. Yang et al. [41] proposed a multi-scale rotation dense feature pyramid networks which based on the Faster R-CNN for ship detection. There are still many Faster R-CNN based methods to be proposed [42] - [48] . Li et al. [49] designed a Visual Detail Augmented Mapping which combines the YOLO model for Small Aerial Target Detection.
The above algorithms are effective in remote sensing image object detection. However, these methods still have some shortcomings. For R-CNN and fast R-CNN based methods [31] , [34] , [34] , [36] , these methods require object proposal method to generate the candidate objects. For the very large scene remote sensing image, the object proposal method is expensive. For faster R-CNN, YOLO, and SDD based methods [39] - [49] , the training data sets of these algorithms require a large number of detailed annotations including category and bounding box. Moreover, these methods require to annotate every object in one training image, otherwise, unlabeled objects may be acted as the negative samples to train the detection model. However, remote sensing data set with a large amount of detailed labeled is generally expensive and sometimes unreliable [50] . In addition, the input image size of these methods is limited in the testing phase, which can not detect a large scene remote sensing image directly.
In this case, Zhang et al. [16] proposed a weakly supervision based method which used saliency detection to generate candidate object region and used the low-level feature to detect the object. Zhang et al. [50] proposed a weakly supervised learning framework using coupled CNN for aircraft detection. Han et al. [51] proposed a novel weakly supervised learning framework based on Bayesian principles and DBM [52] network for detecting the object. These algorithms only used a small number of target samples which contain category labels and do not contain bounding box labels to train the detection model. However, these methods still need to be improved. For [16] , the saliency detection method spends a lot of time to generate region proposals and is sensitive to complex backgrounds and multiple objects in one scene. For [50] and [51] , the sliding window strategy reduces the detection efficiency. Otherwise, the [50] is applied to singleclass object detection, such as aircraft.
In this paper, we proposed a multi-scale image block-level F-CNN for optical remote sensing image object detection. The training data with image block-level labels (Fig. 1. [50] ) is generated for object detection, and the bounding box label of each object is not used in the model training phase. Therefore, compared with the R-CNN, Faster R-CNN, YOLO, and SDD based methods [31] , [34] , [36] , [39] - [49] , the proposed method can be treated as a weakly supervised object detection 43608 VOLUME 7, 2019 method, and it can reduce the spend of annotation during training. The fully convolutional neural network (FCN [53] ) is used to extract the high-level features which can better represent different objects. In this case, the proposed method can be used to detect the multi-class objects which exist in the complex environment. The full connection layer is not existed in FCN model, which can reduce the network parameters and improve the efficiency of detection. Furthermore, the input image of this network structure can be arbitrary size, including the very large scenes. In order to detect objects in remote sensing image, the FCN [53] is extended to an image blocklevel F-CNN which can obtain the detection results in a very large scene image by only once convolution calculation without region proposal or sliding window. In addition, due to the variety sizes of objects, the multi-scale structure is combined with image block-level F-CNN model. In the testing phase, the proposed algorithm consists of network and bounding boxes modification strategy. In order to better detect objects that are very close to each other, a local re-recognized strategy is proposed to improve the results.
In summary, the main contributions of this paper are presented as follows.
1) We propose a novel remote sensing image object detection framework based on Multi-scale Image Blocklevel F-CNN model which needs of image block-level labels only and can reduce the human labors. 2) A Multi-scale Image Block-level F-CNN model combining the multi-scale structure and image block-level F-CNN model is proposed to detect the various types of objects in RSI of arbitrary size.
3) The proposed method can fast obtain object detection results from a very large scene image with only once convolution calculation. 4) The bounding boxes modification strategy and local rerecognized strategy is designed to improve the detection results. The remainder of the paper is organized as follows. The methodology is introduced in Section II. The experimental results discussed in Section III. The conclusion is summarized in Section IV.
II. THE PROPOSED METHOD
In this section, the proposed method is introduced in details. The framework is shown in Fig. 2 . The core part of the proposed method is the multi-scale image block-level fully convolutional neural network. In the training phase, We first generate the image block-level labeled training data which only require class labels. It means that the bounding boxes of each object are not used in the training process. Then, the training data is augmented and used to train the proposed model. In the testing phase, the original optical remote sensing image is sent to the trained model directly. The output map of the proposed method represents the probability that the object locates in this position. Then, the bounding box and the class of each object can be obtained by the output map directly. Nowadays, with the development of technology, VHR remote sensing images are becoming more and more easy to obtain. However, the manual labels of a large number of remote sensing images are still a challenging task. The labels of general remote sensing image object detection data set contain the category and the bounding box. In order to reduce the manual annotation, the image block-level labels are used in training data which only uses the class label for object detection. The training data consists of three parts: the image block containing the object, background image block and the class label of each image block. The proposed object detection method only uses the class as the label. Compared with [34] , [35] , [39] , it can be considered as a weakly supervised object detection algorithm.
The main part of the proposed algorithm is the multi-scale image block-level F-CNN which combines the multi-scale structure and image block-level F-CNN. In remote sensing images, different objects have different sizes. For example, the sizes of the car and the airplane are different. Sometimes, similar objects also have different sizes. For example, the sizes of the private aircraft and the A380 airline are different. Therefore, the multi-scale structure is combined in the proposed algorithm, which can be used to detect the multiclass object with different sizes. Due to the image block-level F-CNN, the input data can be arbitrary size, including very large scene. On the other hand, since F-CNN do not have full connection layers, a large number of parameters are reduced, and the efficiency is improved. In our method, the image block-level F-CNN is different from [53] . In [53] , the size of output data is the same as the size of input data. Each location of the output map generated by the FCN [53] represents the class corresponding the pixel of the input image. However, the output size of our method is different from the size of the input data. Each location of the output map represents the class of the corresponding image block in the input image. In the training phase, the input data is an image block which contains a single object, and the output represents the class of the input image. Therefore, this model is called the image block-level F-CNN. The detail is shown in Fig. 4 . In the testing phase, the detection results of an large scene image VOLUME 7, 2019 can be generated by only once convolution calculation. It can fast obtain object detection results from a large scene remote sensing image.
The following subsections will detail the proposed method.
A. INITIAL TRAINING DATA GENERATION
In this paper, the multi-scale image block-level F-CNN object detection model is proposed. In the training phase, the input image of this method should satisfy two conditions. One condition is that the image requires image block-level label. The other condition is that the image contains different sizes.
As is well known, remote sensing images contain both objects and background. Therefore, the training data is divided into two parts, positive samples (objects) and negative samples (backgrounds). Positive training samples are the square image block which contains the single object. The image which can be used in a classification task is acted as a positive sample to train the proposed model such as the first image block locates in Fig. 1 . If we have some independent image blocks which contain objects or partially labeled large scene images, we can train the proposed method. Compared with faster R-CNN, YOLO, and SSD based methods, the proposed method does not require a completely labeled training image and a huge deep learning model (VGG16, ResNet101). In this paper, the experimental data set does not contain the independent image blocks, such as the original image block in Fig. 1 . In this case, 20% of labeled objects are randomly selected as the positive training samples.
The negative samples are extracted from the negative image set through the sliding window strategy. The negative image set is derived from the NWPU VHR-10 data set [1] . Since the proposed model contains the multi-scale structure, the negative sample image blocks are also extracted at different window sizes. These window sizes are 64, 128, 256, 448. At last, all negative samples are transformed into 5 scales, 32 × 32, 64 × 64, 128 × 128, 256 × 256, 448 × 448.
B. DATA AUGMENTATION
We all know that deep learning model requires a large amount of data to train. Therefore, the positive sample should be augmented. First, the center offset and the range expansion is processed for each positive sample. The center offset includes top-left, top-mid, top-right, left-mid, right-mid, bottom-left, bottom-mid, bottom-right. The ranges of the center offset and the range expansion are one-tenth of the original positive sample edge length. Second, the original data and augmented data are expanded by rotating 90 • , 180 • , 270 • . Third, the original data and augmented data generated by several forward steps are expanded by mirroring. At last, the original data and augmented data generated by several forward steps are expanded by image contrast enhancement method. These data augmentation strategies enhance the diversity of training samples and increase the number of training samples. In the testing phase, data augmentation makes the response region of the object on the test result map is not the central location of the object, but a region. Since the proposed method is a kind of multi-scale algorithm, all training samples are transformed into 5 scales, 32 × 32, 64 × 64, 128 × 128, 256 × 256 and 448 × 448. These five scales are chosen because the sizes of the most object are within these ranges, the detail is shown in TABLE 1.
The positive samples and the negative samples are randomly sorted and acted as the training data set. The ratio of positive and negative samples is approximately 1 : 3.
C. MULTI-SCALE IMAGE BLOCK-LEVEL F-CNN
In this subsection, the multi-scale image block-level fully convolutional neural network will be described in detail. The whole network architecture is shown in Fig. 3 and TABLE 2.
Nowadays, the deep learning model has become a very important tool in the field of image processing. The convolutional neural network is one of the most representative models. In this paper, the multi-scale and image block-level fully convolutional neural network consists of multiple branches each of which contains convolution layer, rectified linear unit (ReLU) layer [54] , local response normalization layer [18] , and softmax layer. The convolution is
where the ⊗ is convolution process, X ∈ R h×w×c is the input, Z ∈ R h ×w ×c is the output, W is the filter kernel, b is the bias. The nonlinear transformation layer is ReLU,
The local response normalization layer is applied after the ReLU layer
whereZ i x,y denote the activity of network computed by kernel i at position (x, y) after applying the ReLU, theẐ i x,y is the activity of local response normalization, the N is the total number of kernels, j represents the number of the selected activation map, the k, n, α, and β are hyper-parameters.
As the Fig. 3 shown, the input data of proposed method has 5 different scales. 5 groups of subnetwork are designed to extract the feature of the input data with different sizes. The architectures of each feature extraction subnetwork are shown in TABLE 2. The output feature of each feature extraction subnetwork is f r ∈ R 1×1×c . c is the number of channels for the output feature, 1 × 1 means that the width and the height are 1.
where X r is input data of each feature extraction subnetwork, r is the resolution of input data, θ r consists of weight W r and bias b r , r is contained all convolution process of each feature extraction subnetwork. First, the input data is resized to 5 different scales in the training phase. Then, the resized input data is send into different subnetwork for extracting feature representations (f 32 , f 64 , f 128 , f 256 , f 448 ) at different scales. At last, the extracted feature is used to identify the category of input data through the softmax layer. In this case, each feature extraction subnetwork reduces the input size to
. Therefore, each of these subnetworks can be approximated as a single convolution layer in which the convolution kernel size is k ×k and the step size of convolution is s. The k includes 32, 64, 128, 256, 448. The detail is shown in Fig. 6 . The s is the product of all convolution layer steps in one feature extraction subnetwork. In general, the end of the network is often connected to the fully connected layer, which fixes the input data size of the network. Moreover, the fully connected layer has a lot of parameters. In order to process the remote sensing image of different sizes and reduce the number of parameters, the fully convolutional framework is used instead of the fully connection framework in this paper. The dimensionality reduction subnetwork is used to reduce the feature dimension of each feature extraction subnetwork, and then five softmax layers are applied to predict the class of input image. These subnetworks are based on the fully convolutional framework. The architecture of each subnetwork is shown in TABLE 2. The output of the softmax layer isŷ.
where a is the dimensionality reduction subnetwork and the softmax layer, θ a is the network parameter. The loss function is L.
where N is the number of input data, y i represents true class, y i represents the predicted class, S is the scales of input data, S = {32, 64, 128, 256, 448}. The proposed model does not contain the fully connected layer. Therefore, this model is a kind of fully convolutional model. The general fully convolutional network [53] is used for pixel level recognition. It is often used for image segmentation and pixel-level image classification. The size of the output map is the same as the input data. Each point of the output map represents the class of the corresponding point in the input image. In this case, the general fully convolutional network requires fine labels, even the pixel level labels, which is not suitable for our method and remote sensing image object detection task. In the training phase, each subnetwork of our method can be seen as an image block-level classification network. The input data is an image which contains a single object. The output is the prediction result of the image class. In the testing phase, each point of the output map represents the class of the corresponding image block in the input image (Fig. 4) . Therefore, this model is called the image block-level F-CNN. Each branch of the proposed model can be seen as an image classification network. By combining them, the whole framework can be used to detect objects. General object detection method needs the bounding box and class label of the object. The proposed method just uses the class label for training the object detection model.
D. OBJECT DETECTION
In this subsection, the detection process of the proposed method will be described in detail. It contains feature extraction and postprocessing. In the testing phase, these parts are different from the training phase. The detail is shown in Fig. 5 . The trained MIF-CNN is used to detect the object in the input image. The nearest neighbor interpolation is used to up-sampling the output of each subnet. After up-sampling, these output maps are fused through element-wise with max. The map O is generated from the fused map. The map O final is obtained from map O through a simple threshold segmentation strategy. The highlight region of the map O final indicates that the object is located in this position. Then, the bounding box modification strategy is used to generate the final object bounding box.
1) DATA PREPROCESSING
In this paper, the NWPU VHR-10 [1] data set and two Airport data sets are acted as the testing data. The details of these data sets are shown in Section III. Since the full convolution method is proposed, the test data can be of arbitrary size. The positive sample of NWPU VHR-10 data set contains 650 images of different sizes. The sizes of these images are approximately 1000×1000. The sizes of the Airport data sets are more than 10000 × 10000.
For processing NWPU VHR-10 data set in batches, the size of all images is changed to 1024 × 1024. First, the long side of the image is transformed to 1024. For example, 800×1000 is resized to 819×1024. Second, the image is mirror filled on short sides of the image. Then, 819 × 1024 is transformed to 1024 × 1024. This operation can ensure that the object does not deform.
For airport data set, the size of the image is very large. One GPU cannot process the whole image, and it can only process 2400 × 2400 image through our model. The input image of our model is extracted from the original image by sliding window. The window size is 2400. The step size is 2000.
2) MULTI-SCALE AND IMAGE BLOCK-LEVEL F-CNN BASED DETECTION PROCESS
In this part, the NWPU VHR-10 data set is acted as an example to illustrate the detection process.
The proposed method has 5 subnetworks. In the testing phase, the input data is directly sent to each subnetwork. The output is obtained by the softmax layer with each subnetwork. The input data size of each subnetwork is the same, such as 1024 × 1024. The input data size is no longer 32 × 32, 64 × 64, 128 × 128, 256 × 256, 448 × 448. Therefore, the output map of each subnetwork is not 1 × 1. When the input data size of each subnetwork is 1024 × 1024, the output size of o 32 (Fig. 6) . The k is 32, 64, 128, 256 and 448. The corresponding s is 2, 3, 5, 10, 20. The c is the number of object classes. The o 32,i,j ∈ R 1×1×c is the predicted result of each point on prediction map o 32 . It represents the class of a 32 × 32 image block on the input image. For example, the vector o 32,i,j predicts an airplane. This means that there is a 32 × 32 airplane locating in input data. These processes can also be used to illustrate the prediction map of o 64 , o 128 , o 256 , o 448 . In this process, the proposed method can detect objects of different sizes.
However, when the input data size is the same, the output size of each subnetwork is different. Therefore, at the end of each subnetwork, the prediction map o 64 , o 128 , o 256 , o 448 are resized to the same size as the o 32 through an up-sampling layer. In the up-sampling layer, these prediction maps are resized through the nearest neighbor interpolation method which does not change the intensity of the original pixel and just gives the intensity of the original pixel to the new location after interpolation. However, the bilinear interpolation and the cubic convolution interpolation method will change the intensity of each original pixel. Therefore, in order to guarantee the value of the vector o 64,i,j , o 128,i,j , o 256,i,j , o 448 ,i,j unchanged, the nearest neighbor interpolation method is used here.
At last, the multi-scale prediction result maps are fused for the final prediction map through a element-wise layer with max-rule.
3) BOUNDING BOXES GENERATION AND MODIFICATION
The final detection results can be generated from the output map O ∈ R h×w×cls of the network through simple postprocessing. The h is the height of the output map. The w is the width of the output map. The cls is the number of class. The O i,j,cl indicates the probability that the (i, j) positions belong to the cl class. In O, the pixel value which is less than 0.65 is changed to 0, the others remain unchanged. The 0.65 is obtained through experiments. However, the initial detection results of each object move toward the four sides of the image, which is shown in Section III. After analysis, this kind of offset is caused by the multi-layer convolution calculations and the up-sampling process. The feature map size of each subnet gradually decreases with increasing number of convolution layers. In addition, the output feature maps of each subnet are upsampled in the same size. Therefore, the initial bounding boxes B initial contain offset. The faster R-CNN, SSD and FCN based methods directly regress the object bounding boxes. These methods do not need bounding boxes modification, but require a lot of labeled bounding boxes data to train the model.
In order to reduce the offset effect, all predicted bounding boxes are processed through a translation transformation. B final = (f x , f y , f w , f h ) N represent the modified bounding boxes.
c x , c y are the center point of the input image. α t is the translation coefficient. This phase is shown in Fig. 7 The other details are shown in Section III. At the detection phase, the proposed method obtains the detection results in an image by only once convolution calculation and a simple bounding boxes modification strategy. It indicates that the proposed method is a simple but effective remote sensing images object detection algorithm, especially in the aircraft detection task.
4) LOCAL RE-RECOGNIZED STRATEGY
Through experiments, we found that the detection results of the tennis court, basketball court, and harbor are unsatisfactory. After analyzing the data set and the detection results of these objects, we found that most of these objects are close VOLUME 7, 2019 TABLE 3. Detection AP (%) on the NWPU VHR-10 data set. and even joined together, which makes the object regions on map O final merging into one region. This reduces the final detection accuracy. In this case, the local re-recognized strategy is proposed. Firstly, the SS [29] is used to segment the image block which is located in each bounding box B final . The bounding boxes of each segmented region and the B final are combined into new bounding boxes set B add . Secondly, the image patches located in B add are extracted and resized to 64 × 64, then the trained subnet64 (the part of MIF-CNN) is used to recognize each image patch. At last, the Non-Maximum Suppression (NMS) is used to filter B add . Then, the final results which are modified by local re-recognized strategy are obtained. By analyzing the detection results, the proposed method without local re-recognized strategy has been able to detect the isolated objects such as the airplane, storage tank, baseball diamond, etc. The isolated object means that the object is not connected with other objects. For more difficult object detection task, such as objects which are close and even joined together, the local re-recognized strategy is necessary. Experiments show that the local re-recognized strategy can improve the detection results.
III. EXPERIMENTS AND DISCUSSIONS
In this section, the data sets and the parameter setting of the proposed method are described in detail, and the experimental results with analysing are given. The proposed method is compared with BoW [16] , LLC [16] , Han [51] , CNN and Cao [36] . Experiments are run on HP-Z820 Workstation with NVIDIA Titan X 12GB GPU. The proposed multi-scale image block-level F-CNN are trained on caffe [55] . Other steps in our experiments are processed by MATLAB 2014a.
A. DATA SETS AND PARAMETER SETTINGS
The proposed method is validated on three data sets: NWPU VHR-10 data set [1] , Beijing Capital International Airport, and Hong Kong International Airport. These three data sets and parameter setting are described as follows.
1) NWPU VHR-10
This data set has ten classes of objects, which contain airplane, ship, storage tank, baseball diamond, tennis court, basketball court, ground track field, harbor, bridge, and vehicle. This data set was acquired from the Google Earth and Vaihingen data. The spatial resolution of the Google Earth image is from 0.5 to 2m. The spatial resolution of the Vaihingen image is 0.08m. There are 650 positive images which contain at least one object. Furthermore, this data set contains 150 negative images which do not contain any objects. The ground truth of this data set contains 757 airplanes, 302 ships, 655 storage tanks, 390 baseball diamonds, 524 tennis courts, 159 basketball courts, 163 ground track fields, 224 harbors, 124 bridges, and 477 vehicles. The Precision-Recall Curves (PRC) of NWPU VHR-10 data set are shown in Fig. 9 . The APs of NWPU VHR-10 data set are shown in TABLE 3.
2) BEIJING CAPITAL INTERNATIONAL AIRPORT
This data set was acquired from the Google Earth. It is a large-scene satellite image. The image size of this data set is 18816 × 19232. The spatial resolution is 0.23m. The cover area is 19.1 km 2 . It contains 187 airplanes. The sizes of these airplanes are 78 × 78 − 345 × 345. The PRC of this data set is shown in Fig. 13 . The AP of this data set is shown in TABLE 5.
3) HONG KONG INTERNATIONAL AIRPORT
This data set was acquired from the Google Earth. It is a large-scene satellite image. The image size of this data set is 18368 × 11168. The spatial resolution is 0.28m. The cover area is 16.1 km 2 . It contains 162 airplanes. The sizes of these airplanes are 70 × 70 − 317 × 317. The PRC of this data set is shown in Fig. 13 . The AP of this data set is shown in TABLE 5.
4) PARAMETER SETTING
The stochastic gradient descent is used to train the proposed method. The initial learning rate is 0.01. Batch size is 64. The momentum is 0.9. Weight decay is 0.0005. The iteration number is 50000. The weight of the convolutional kernel is initialized by [56] . The bias is used a constant value 0. The 20% object image blocks are used as the positive sample set. The deep learning network needs a lot of data to train. Then, the positive sample set is augmented in the way of the Section II-B. The negative sample set is extracted from the negative sample images by sliding window strategy. The window sizes are 64, 128, 256, 448. The step size is 1/3 of the window size. The training data consists of positive samples and negative samples. At last, the ratio of positive sample and negative sample in the training data should be approximately 1 : 3. In this paper, the training data is only extracted from the NWPU VHR-10 data set to train the proposed deep learning model. In the detecting phase, three data sets are directly tested by the trained model.
In this paper, the proposed method is an FCN based deep learning model. Therefore, the input image size of our model can be arbitrary. For NWPU VHR-10 data set, the input image size is 1024 × 1024. In order to batch processing, the long side of the original image is resized to 1024. The image size of this data set is approximately 1000 × 1000. Therefore, 1024 is selected. To weaken the offset effect of the convolution process, bounding boxes modification strategy is used to modify the predicted bounding boxes. Through repeated experiments, we find that 40 is an appropriate value for the translation coefficient α t . The size of the two Airport data sets is very large. One GPU can only process 2400×2400 image through our model. The input image of our model is extracted from the original image by sliding window strategy. The window size is 2400. The step size is 2000. For testing two Airport data sets, the previously trained model is directly used to detect those data without fine-tuning.
B. EVALUATION METRICS
The Precision-Recall Curve (PRC) and the Average Precision (AP) are used to quantitatively evaluate the performance of the proposed method and comparison algorithms.
Precision Recall Curve. The Precision is the fraction of true positive detecting result. The Recall is the ratio of the correctly identified sample to all positive samples. The Precision and Recall can be expressed as
where TP denotes the number of true positive, FP denotes the number of false positives, and FN denotes the number of false negatives. Average Precision. The AP is the area under the PRC. It is the average value of Precision from Recall = 0 to Recall = 1, then the higher the AP value, the better the results.
C. EXPERIMENTAL RESULTS AND ANALYSIS
This subsection shows the experimental results and analysis of the proposed method and comparison algorithms. The TABLE 3 shows the detection APs and mean AP (mAP) of the proposed method and comparison algorithms on the NWPU VHR-10 data set. The TABLE 4 shows the average running time per image of different methods on the NWPU VHR-10 data set. The Fig. 8 shows the part of NWPU VHR-10 data set object detection results with the proposed VOLUME 7, 2019 FIGURE 9. PRC of the BoW [16] , LLC [16] , Han [51] , CNN, Cao [36] , MIF-CNN-, MIF-CNN and MIF-CNN+ for ten classes of objects.
method. In Fig. 8 , bounding boxes in different colors are used to mark different objects detected by the proposed method. The Fig. 9 shows the PRC (NWPU VHR-10) of the BoW [16] , LLC [16] , Han et al. [51] , CNN, Cao et al. [36] , our method without bounding boxes modification operation (MIF-CNN-), our method (MIF-CNN), and our method with local re-recognized strategy (MIF-CNN+) for ten classes of objects. The Fig. 10 shows the influence of bounding boxes modification strategy on the proposed method. Through these figures and tables, we carefully analyze the proposed method.
1) DISCUSSION OF MULTI-SCALE AND FULLY CONVOLUTION STRUCTURE
The proposed method is based on multi-scale and fully convolution structure. This model can be used to detect images with different sizes. For example, the input size of the NWPU VHR-10 data set is 1024 × 1024, the input size of the Airport data set is 2400 × 2400. For these data sets, the proposed method uses the same trained network parameters. If you have enough GPUs, the proposed method can directly detect more than 10000 × 10000 size of the image by only once convolution calculation. The Fig. 8, Fig. 11, and Fig. 12 show that our method can detect different sizes of objects in various scenes including the very large scene. These results indicate that the multi-scale structure and fully convolution structure in the proposed model are effective.
2) DISCUSSION OF BOUNDING BOX MODIFICATION STRATEGY
From the TABLE 3, the mAP of proposed method is 49.2%. The mAP of the proposed method without bounding box modification processing is 36.4% which indicates that the modification strategy has a good correction for the positional offset produced by the convolution process and up-sampling process. The Fig. 10 shows the influence of bounding box modification strategy. In this figure, the red bounding boxes represent the detection results which have been processed by bounding box modification operation. The blue bounding boxes represent the detection results without modification. The blue bounding boxes for object positions have an offset to each side of the test image, the closer to the edge of the image, the more obvious, which indicates that the detection process will influence the objects positions which are predicted by the proposed method. The red bounding boxes are better than blue bounding boxes which indicates that the bounding box modification operation is effective for modifying the object position offset. This operation is more obvious for improving the detection results of the airplane, ship, storage tank, and bridge which often locate near the edge of the image. The APs of the airplane, ship, baseball diamond and bridge have increased by 40.0%, 15.7%, 33.2% and 25.1%, respectively.
3) DISCUSSION OF LOCAL RE-RECOGNIZED STRATEGY
Our method is not good for detecting the objects which are very close and even connected with each other. For example, the tennis court, basketball court, and harbor were actually detected in result maps. However, the locations of these objects are very close and even connected with each other. In map O final , the response regions of these objects are connected. These regions cannot be separated by simple threshold segmentation. In this case, these regions are surrounded by one bounding box and are judged to be false results. In order to improve this situation, the local re-recognized strategy is combined with our method. Through local rerecognized strategy, the AP of tennis court, basketball court, and harbor are 45.1%, 31.2%, and 71.7% higher than that of MIF-CNN. The mAP and recall of MIF-CNN+ have been significantly improved than that of MIF-CNN. It is shown in TABLE 3 and Fig. 9 (MIF-CNN+) . These results indicate that the local re-recognized strategy can improve the above situation.
4) COMPARISON WITH OTHER METHODS
Compared with BoW [16] and LLC [16] , our method has significantly improved. The mAP of BoW [16] and LLC [16] are 13.5% and 18.6%. These methods are based on saliency detection which is used to generate the object proposal. However, it is difficult to generate a useful saliency map when the test image contains multiple classes of objects or has a complex background. For example, the detection results of airplane and ship are obviously better than that of other objects. This is due to the airplane and ship locating in the simple environment. The tennis court, basketball court, ground track field, and bridge are not saliency in a complex background. It cannot obtain the useful object proposal. Moreover, the BoW and LLC are not the high-level features, which are not good for detecting multi-class objects in the complex background. Therefore, the detection results of those methods are not good. The mAP of Han, CNN, Cao, and MIF-CNN are better than BoW and LLC. The mAP of MIF-CNN is 35.7% and 30.6% higher than that of BoW and LLC. The mAP of MIF-CNN+ is 56.7% and 51.6% higher than that of BoW and LLC. In BoW and LLC, the APs of tennis court, ground track field, and bridge are very low. These cannot draw the PRC on Fig. 9 .
The Han's [51] method is based on weakly supervised learning and high-level feature learning. The mAP of this method is 47.7%. It is 1.5% lower than that of MIF-CNN. Compared with MIF-CNN, the AP of each kind of object is lower than our method except tennis court and harbor. For Han's method, the AP of tennis court and harbor are 51.7% and 47.7%. The AP of tennis court and harbor in MIF-CNN are 23.2% and 3.0%. In MIF-CNN, most of tennis court, basketball court, and harbor were actually detected. However, the location of these objects is very close and even connected with each other. In this case, these objects are surrounded by one bounding box and are judged to be false results. This is due to that the results of these objects of Han's method using the sliding window method to detect each test images are better than that of MIF-CNN. However, the fixed sliding window size and the sliding step size affect the detection results. Moreover, MIF-CNN uses the multi-layer convolution kernels as the perceptron to detect the whole image, and the proposed method can perceive the whole object. Therefore, the APs and recall of other kinds of objects obtained by MIF-CNN are better than that of Han. For example, through MIF-CNN, the AP of the airplane is 88.6% which is 23.9% higher than that of Han's method. The mAP of our method is 22.5% higher than Han's method when the local re-recognized strategy is used.
The CNN method is combined with the VGG [57] model and sliding window strategy to detect the object. For the same reason with Han's method, the APs of the tennis court, basketball court and harbor are higher than that of MIF-CNN. The VGG model has a powerful learning ability. It makes the APs of other kinds of objects are close to MIF-CNN. Therefore, the mAP of MIF-CNN is 5.2% lower than CNN. However, through local re-recognized strategy, the AP of tennis court and harbor are 23.5% and 35.1% higher than that of CNN method. In this case, the mAP of MIF-CNN+ is 15.8% higher than CNN.
The Cao's method [36] is based on the R-CNN which combines the SS [29] and Alexnet [18] model for object detection. In order to ensure that the experiments are under the same conditions, the bounding box labels are not used in the Cao's method during the training phase. In the testing phase, SS is used to generate object proposals, and the Alexnet is used to recognize each proposal. Therefore, the APs of tennis court, basketball court, and harbor are 28.3%, 33.8%, and 70.8% higher than that of MIF-CNN. The AP of airplane obtained by MIF-CNN is 2.3% higher than that of Cao's method. This indicates that our method can obtain the useful results in some detection task such as airplane detection. Through local re-recognized strategy, our method can obtain the better detection results. The APs of tennis court and harbor obtained by MIF-CNN+ are 16.8% and 0.9% higher than that of Cao's method. The APs of basketball court obtained by MIF-CNN+ is close to Cao's method. Then, the mAP of MIF-CNN+ is 4.8% higher than that of Cao's method.
5) THE DISCUSSION OF RUNNING TIME
The TABLE 4 shows the average running time per image of different methods. The proposed method is the fastest of these methods. The average running time of BoW [16] and LLC [16] are 70.0s and 32.4s. These methods use weighted sparse coding residual [58] to generate the saliency map and extract BoW and LLC feature to represent each salient region. Then, these features are used to recognize each object. Therefore, these methods are slow. The average running time per image of Han's [51] and CNN method is 28.7s and 121s. In the testing phase, the sliding window and the high-level feature are used to detect objects. of the sliding window strategy to generate object proposals. It is faster than that of Han and CNN. However, each object proposals should be recognized by deep learning model. This indicates that more than once convolution calculations are required to detect one image. Then, the running time of Cao is slower than our method. The average running time of MIF-CNN without bounding box modification is 0.844s, and MIF-CNN is 0.864s. In the testing phase, the test image is directly input to the MIF-CNN model. The detection results of the image are obtained by only once convolution calculation. Therefore, the proposed method is faster than other compared algorithms. The average running time of our method with local re-recognized strategy (MIF-CNN+) is 2.14s. The SS method is combined with this strategy. However, SS does not process the whole detect image. Then, it is 1.276s slower than our method without local re-recognized strategy (MIF-CNN) and 16.4s faster than Cao's method.
6) THE DISCUSSION OF THE PROPOSED METHOD ON THE LARGE SCENE IMAGE
The data sets of two airports are used to detect airplanes. For  Fig. 13 , it shows the PRC of the Han [51] , Cao [36] , MIF-CNN, and MIF-CNN+, which are obtained by detecting airplane in Beijing Capital International Airport and Hong Kong International Airport. The Fig. 11 and Fig. 12 show the detection results of these two airports obtained by the proposed method. These figures show that the proposed method can effectively detect the objects which are similar to the previous training data. The trained model which trained by NWPU VHR-10 data set does not need fine-tuning by airport data in the testing phase. The TABLE 5 MIF-CNN+ is 460s and 969s. For the Hong Kong International Airport, the AP of Han's and Cao's method are 85.6% and 92.0%. The running time of these methods is 8511s and 12599s. The AP of MIF-CNN and MIF-CNN+ are 88.8% and 93.9%. The running time of MIF-CNN and MIF-CNN+ is 260s and 513s. These results indicate that a very large scene remote sensing image can be quickly detected through our method.
The experimental results show that the proposed method is effective. For Fig. 8 , the proposed method can detect different kinds of objects with different sizes. For Fig. 11 and Fig. 12 , the proposed method can detect large airplanes and small airplanes at the same time.
Experimental results also show that the proposed method can fast detect an object in remote sensing images of arbitrary size. For the isolated object (airplane), the proposed method is a fast and efficient algorithm. For more difficult detection task, the proposed method with local re-recognized strategy is still faster than other comparison algorithms. Moreover, the accuracy of the detection results is higher than that of other methods.
IV. CONCLUSION
In this paper, we have proposed a multi-scale and image block-level fully convolutional neural network model (MIF-CNN) for remote sensing images object detection. We combine the image block-level fully convolutional neural network model and the multi-scale structure for object detection. The image block-level labeled training data is used to alleviate the difficulty of manual annotation. The multi-scale structure is used to deal with different sizes of objects. The image block-level fully convolutional neural networks model which can reduce the network parameter and improve the computing efficiency is used to extract the high-level feature of each object. Furthermore, the proposed method with the fully convolutional structure is able to process the images of arbitrary size including a large scene remote sensing image by only once convolution calculation. The output of MIF-CNN is processed by bounding boxes modification strategy to obtain the final detection results. For more difficult detection task, the local re-recognized strategy is proposed to improve the detection precision, and it is still faster than other comparison algorithms. The experimental results of BoW [16] , LLC [16] , Han et al. [51] , CNN, Cao et al. [36] , MIF-CNN, and MIF-CNN+ were compared and shown that our method is effective. In the future work, we will improve the training data generation strategy and bounding box generation strategy for more accurate detection results. 
