Abstract. In the double-pushout approach to graph transformations, most authors assume the left-hand side to be injective, since the noninjective case leads to ambiguous results. Taking into consideration productions that change labels, however, may add ambiguity even in the case of injective graph productions. A well-known solution to this problem is restricting the categorical treatment to the underlying graphs, whereas the labels on the derived graph are defined by other means. In this paper, we resume the detailed results on arbitrary left-hand sides that Ehrig and Kreowski have already given in 1976. We apply these results to the case of relabeling such that we can retain the elegant categorical constructions at the level of labeled graphs.
Introduction
Graph structures are ubiquitous in computer science as well as in many application areas. They are a very natural way to explain complex situations on an intuitive level, and they are used to define the syntax of structures according to given rules (graph grammars) as well as to describe dynamically deriving new situations from given ones (graph transformations). In 1973, we have introduced the double-pushout approach to formalize this process [9] . The approach allows replacing substructures in an intuitive way immediately instead of encoding the graphs into strings and then applying string transformations. Using concepts from category theory leads to elegant proofs, e.g., concerning local ChurchRosser property, parallelism, and concurrency, which can easily be applied to different categories [3] . Whereas the pushout construction is straightforward in the categories of interest, we need a pushout complement on the left-hand side of the double-pushout that may be ambiguous or not even exist.
The construction is well-understood in Set and Graph. We have already outlined in our first paper that the category Lgraph of labeled graphs with label preserving morphisms does not add any new difficulties to constructing pushouts or pushout complements. Many applications of interest, however, use morphisms that change not only the structure of the graph, but also change some labels. Examples can be found, e.g., in data bases [11, 16] , compiler technique [15] , term graph rewriting [12] , asynchronous processes [17] [18] [19] , and so on. To some extent, this is possible even in Lgraph: The node to be relabeled is not included in the interface graph, and therefore, corresponding nodes on the left-hand and on the right-hand side can bear different labels. But, this node must have a fixed context given in the production, and it is not applicable in other contexts. In [9] , we have overcome the limitations of label-preserving graph morphisms, by not labeling the interface graph and the corresponding nodes and edges in the context graph. The pushout construction is performed in Graph, and a so-called "labeled gluing" ensures that the derivation includes only labeled graphs. Rosen has shown that this approach can be written in Lgraph using two different morphisms from the interface graph into the context graph [13] . With respect to term graph rewriting, Habel and Plump solve relabeling by considering partially labeled graphs [10] : If a node of the interface graph is not labeled, the corresponding nodes on the left-hand side and on the right-hand side may be labeled differently. Furthermore, their construction allows the left-hand side and the right-hand side to be partially labeled. Innthis case, the production represents a (possibly infinite) set of productions, which you get by labeling the unlabeled nodes with any element of a given set of symbols. Another approach that deserves special attention has been introduced by Parisi-Presicce, Ehrig, and Montanari [11] . With data base applications in mind, these authors define a structure on the labeling alphabet that allows the user to specify which changes are possible and which are not. Morphisms in the category SLgraph are graph morphisms compatible with this structure. Both approaches define the labnels on the derived graph by set-theoretic means.
In this paper, we show that the SLgraph-approach is able to model various applications that need relabeling or specifying sets of productions in a uniform way. Especially, it is possible to retain the elegant categorical constructions at the level of labeled graphs. Unfortunately, the structured alphabet adds a new difficulty in constructing the pushout complement: The solution may be unambiguous even in the case of injective graph morphisms. But this problem can be treated on a categorical level using the results by Ehrig and Kreowski concerning E −M-factorizable categories [6] .
The rest of the paper is organized as follows. In the next section, we summarize the basic definitions of derivability in general and in the category of structurally labeled graphs. We recapitulate the decomposition theorem that allows us to characterize the pushout complements in the category of structurally labeled graphs (Section 3). Finally, Section 4 considers two special cases that are important in many applications, namely (infinite) sets of productions and productions changing some labels. The results, however, are formulated independent of these applications.
Background
In the double-pushout approach (see, e.g., [3] ), the notion of derivability with respect to arbitrary categories is defined a symmetrical diagram:
G l and G r are unambiguously defined if we know the production p = (p l , p r ) and the embedding g. Usually, however, the embedding g is not given, but the handle g l : B l → G l , and we have to look for a suitable context object C that allows an embedding g : I → C such that the given G l is the pushout object of g and p l . If we have found such an embedding, the right-hand part of the derivability diagram is unambiguously defined, and we can construct it in a straightforward manner. By this reason, the main problem in effectively constructing a derivation step is completing a pushout diagram backwards:
then, we call C together with morphisms g andp a pushout complement ofḡ · p.
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Whereas the pushout is unambiguous up to isomorphism, the pushout complement need not exist in each case, and if it exists, it may be ambiguous. The different cases are well-understood in the categories Set and Graph. As usual, a graph is a quadruple G = (E, V, s, t) with E and V being the sets of edges and nodes, respectively, and two set morphisms s and t assigning a source node and a target node to each edge. A graph morphism f :
The category Lgraph of labeled graphs with label preserving morphisms does not add any new difficulties to constructing pushouts or pushout complements. In many areas of computer science as well as in application areas, however, it is necessary to change labels. We consider two examples illustrating different requirements.
Example 2. We consider a production removing common subexpressions from a term graph (Fig. 1) . The nodes of a term graph are labeled with operator symbols, constants, and variables. In the productions, we use additional metavariables (op, x, y, . . . ). Applying such a production, we have to replace these metavariables with operator symbols, and so on: The handle does not preserve the labels. In the figure, the nodes are represented by their labels. The different [3, 4] . . . Fig. 1 . Example of a derivation step removing common subexpressions nodes are distinguished by numbers that we write as exponents, and the mappings are given by these numbers, e.g., p r (3) = 3. If the mapping is not injective, we use the notation p r (1) = p r (2) = [1, 2] . Edge labels indicate the left-hand (l) and the right-hand (r) operand. In this example, we can omit the edge identifiers since they are unambiguously determined by the node mappings together with the labels. The figure shows only a part of the graph G l explicitly, the rest is indicated by dots. We have chosen a noninjective g l putting together the operand nodes 3 and 4, indicating that the left-hand operand and the right-hand operand of the operation are already detected to be identical. Of course, the production can also be applied to different operands; in this case, we have an injective g l . Furthermore, we can apply it to a term graph in which several edges leave node 1 or node 2.
Example 3. We describe the problem of the dining philosophers in the following way: We have three places containing the thinking philosophers, the unused forks, and the eating philosophers, respectively. The transitions correspond to becoming hungry and satisfied. In the situation given in Fig. 2 , philosophers p 2 and p 5 are eating using the forks f 2 , f 3 , f 5 , f 1 . Fork f 4 is not used. When p 2 is satisfied, he turns to thinking and puts back the forks f 2 and f 3 . A derivation step modeling this transition is shown in Fig. 3 . Please note that in the original net, the edge labels define the elements to be removed from a place or to be put onto it, whereas in the graph transformation approach, these changes are described by the transformation of the place labels. We introduce new edge labels such as ps (philosopher satisfied) or t (takes) to distinguish the edges. (We omit the identifying numbers to simplify the picture.)
Although in these examples, we have different relabeling conditions, the approach introduced by Parisi-Presicce, Ehrig, and Montanari [11] is able to model both. With data base applications in mind, these authors define a structure on the labeling alphabet that allows the user to specify which changes are allowed and which are not:
Let L E and L V be two alphabets on which reflexive and transitive relations L E and L V are defined.
2 A structurally labeled graph (SL-graph) is a labeled graph
In Example 3, relation L V is set inclusion and L E is identity. But, the approach also allows to describe Example 2: We define that op can be replaced by a function symbol, whereas x and y can be replaced by constants, variables, or function symbols: op +, −, ×, / and x, y +, −, ×, /, v, c, where v and c denote any variable or constant.
Constructing the pushout in SLgraph, some nodes (and edges) are put together. We have to label the resulting node with the least upper bound of the labels of the original nodes. Parisi-Presicce et al. restrict discussion to injective left-hand sides and additionally assume the right-hand side to be injective. Considering the underlying graphs, injective left-hand sides make the solution unambiguous if it exists. It is easy to see that structured labeling adds ambiguity to constructing pushout complements even in the case of an injective p l , since different labels may lead to the same least upper bound. Parisi-Presicce et al., however, make the definition unambiguous by an explicit condition written in a set-theoretic style. It requires existence of a minimal label that is choosen to be the solution.
In the next section, we resume this approach, but we do not make the pushout complement unambiguous by set-theoretic restrictions. Instead, we look for a categorical solution. In 1976, Ehrig and Kreowski have studied the construction of arbitrary pushout complements in a general setting based on E−M-factorizable categories [6] :
Definition 6 (E − M-factorizable category). Given a category K, let E be a class of epimorphisms that contains all the isomorphisms of K and is closed under composition, and let M be a class of monomorphisms that contains all the isomorphisms of K and is closed under composition. Then, K is called E −Mfactorizable if and only if we can split each morphism f ∈ Mor K unambiguously (up to ismorphism) into two morphisms such that
We call E (M) closed under construction of pushouts if a given E-morphism (M-morphism) leads to an E-morphism (M-morphism) on the opposite side in constructing a pushout diagram.
Theorem 7 (Decomposition Theorem). Let K be an E−M-factorizable category that has pushouts such that E and M are closed under construction of pushouts. Then, each pushout diagramḡ · p =p · g in K can be unambiguously split into four pushout diagrams such that each morphism with index e is in E and each morphism with index m is in M:
Oviously, the assumptions of the theorem are fulfilled with E being the set of all epimorphisms and M being the set of all coretractions. In the category of graphs, however, coretractions are too much a restriction. Therefore, we have formulated the theorem making explicit the assumptions the proof really needs.
As Ehrig and Kreowski have shown, this decomposition simplifies constructing pushout complements. The numbers in the figure indicate the order in which you can construct the subdiagrams. Subdiagrams (1), (2) , and (4) In Set, the situation is simple: If a morphism is injective, it has a unique coproduct complement, otherwise it has no coproduct complement at all.
Lemma 9 ( [6, 9] ). Subdiagrams (2) and (4) 
In Set, we have a fine situation: Proving existence is restricted to subdiagram (1), and ambiguity is restricted to subdiagram (3). All the morphisms indexed with m have a unique coproduct complement. If in addition, the identification condition is satisfied,m :=ḡ e ·m is injective, too, and has a coproduct complement. In this case, the solutions to subdiagrams (1), (2) , and (4) can be constructed, unambiguously. Due to Rosen's lemma [13, Lemma 4.1], we know all the solutions to subdiagram (3).
Ambiguous Pushout Complements in SLgraph
Discussing the situation in Set, we have taken advantage of its special properties. Therefore, we could isolate the aspect to find all solutions in subdiagram (3) of the decomposition. If we, however, consider other categories, the situation may become more complicated. Fortunately, we can prove a lemma that is strongly related to Rosen's lemma, but is not restricted to sets: Lemma 11 (Ambiguous pushout complements). Letḡ · p =p · g be a pushout diagram.
If there is a factorizationp = β · α with an epimorphic α and an arbitrary β, then the right-hand diagramḡ · p = β · (α · g) is a pushout diagram, too.
Proof. We consider the following diagram
Since the outer diagram is a pushout, we get a unique morphism q : G → H with k = q ·ḡ and h · α = q · (β · α) = (q · β) · α and with α assumed to be epimorphic:
We call C together with morphisms g andp a minimal pushout complement if in every factorizationp = β ·α with an epimorphism α, this α is an isomorphism. Then, the lemma allows us to characterize ambiguous pushout complements: If we have a unique minimal solution C, we can find all the solutions by looking for factorizations of the morphismp : C → G. In general, however, we do not have a unique minimal pushout complement even in the category Set.
Conversely, we call a pushout complement maximal if it is constructed according to Theorem 7 using the solution given in Lemma 10 as subdiagram (3) . In this case, p e and therefore,p e are isomorphisms, andp is in M. Rosen has called this the natural pushout complement.
In the category SLgraph, we have ambiguous pushout complements even if we restrict discussion to injective graph morphisms. How to treat this situation in a categoricakl setting? Parisi-Pressice et al. have already observed that we can split an injective SL-graph morphism into a bijective SL-graph morphism followed by a label preserving graph morphism. We use this factorization to take advantage of the decomposition theorem.
Lemma 12 (Decomposition of SLgraph). Given a structured alphabet, the category SLgraph is E −M-factorizable with 1. E being the set of all epimorphisms of SLgraph and 2. M being the set of all label preserving graph monomorphisms.
Proof. Let f : G → H be a morphism in SLgraph. More precisely, we have
We can uniquely decompose the underlying graph morphism into an epimorphism and a monomorphism, and we label the intermediate graph with the labels of H:
, where s , t , l E , and l V are the restrictions of s H , t H , l EH , and l V H , respectively. Now, we decompose f into f = f m · f e :
Trivially, f e is an epimorphism satisfying the labeling conditions of an SL-graph morphism and f m is a label preserving monomorphism. Proof. This assertion holds true for the underlying graphs (Lemma 9). Although coproduct complements in SLgraph are not unambiguous, we have no problems due to the special decomposition we have chosen:
In subdiagrams (2) and (4), the construction of coproduct complements is applied to label preserving morphisms, andp e is unambiguous because of the universal property of coproducts. In subdiagram (1), we construct the coproduct complementm of a label preserving morphism. But in the second step, we considerm :=ḡ e ·m. Althoughḡ e need not preserve labels, the composition does. Consider, e.g., a node v in B such that the label ofḡ e (v) is different from the label of v. Since the resulting diagram must be a pushout, this means that v is a gluing node and changing its label is caused by the label of the corresponding node in the graph G . Therefore, v cannot be part of the coproduct complement, i.e.,m is label preserving, and there exists a unique p m .
What about subdiagram (3)? Lemma 10 ensures existence of the maximal pushout complement. With respect to the underlying graphs, the well-known results presented in detail in [20, Chapter 4] , can be used to find minimal solutions. We have to add the labeling: Lemma 14. In subdiagram (3) of the decomposition, the label of a node (or an edge) y must satisfy:
The first inequality is a consequence of the commutativity of the diagram, the second follows from the pushout property. According to Lemma 10, the maximal solution is l C (y) := l G (p e (y)).
Results
In the case of an injective production, p e and p e are bijective graph morphisms, and the underlying graph of C is identical to that of G and therefore, it is unambiguous if G exists, i.e., if the identification condition and the dangling condition are satisfied [3] . Ambiguity can arise only from the labeling. But, condition (b) of Lemma 14 becomes simpler:
Parisi-Presicce et al. have called the solutions l C (y) to this equation g e -complements. In their definition of derivability, they add a condition on the labeling that is based on studying the g e -complements in detail. In our terminology, this additional property ensures existence of a unique minimal pushout complement which is used to complete the right-hand side of the derivation step.
We apply Lemma 14 to the examples of Section 2. We start with considering the simple case: Both the left-hand side of the production and the handle are injective, i.e., in the subdiagram of interest, the underlying graph morphisms p e and g e as well as g e and p e are bijections, especially, there is exactly one v with y = g e (v). The two conditions to label an element y become rather simple:
This means that each solution of
is a possible label of y. The following diagram makes clear what happens:
Since the structured alphabet can be considered a category with a b to be the unique morphism from a to b and with the least upper bound as the pushout construction, we have to find the pushout complements in the category of the structured alphabet. Since the monomorphic part of the decomposition is label preserving, we can summarize this case without restricting discussion to subdiagram (3):
Theorem 15 (Pushout complements of injective handles in SLgraph).
We assume a production with an injective left-hand side and an injective handle such that the pushout complement C in Graph exists. Then, we can use any pushout complement of
to label a node (or an edge) y of C that has a pre-image in the interface graph, and l C (y) = l G l (p l (y)) if it has not.
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Whether or not a unique minimum exists depends on the structure of the alphabet. In Example 3, we have chosen set inclusion as . In this case, there is a unique minimal solution.
Corollary 16. If the structured alphabet uses set inclusion as the -relation, the unique minimal solution to label a node or an edge that has a pre-image in the interface graph is
In Example 3, the solutions to label the input place must satisfy
The minimal solution is l = {p 5 } and the maximal is l = {p 2 , p 5 }. Restricting derivation steps to minimal pushout complements coincides with the usual definition of the token game. This example as well as some others (see, e.g., [17] ) suggest that unique minimal pushout complements cannot only be used to characterize all solutions, but also are of special importance in many applications. If we allow non-injective handles, the situation becomes more complicated. Let us consider a node (or an edge) y C in C. Then, there may be several preimages y I i in the interface graph (Fig. 4) . As we have shown in a more general setting [18] , constructing the pushout in SLgraph in the case of noninjective morphisms leads to constructing general colimits in the category of the alphabet.
An interesting application using noninjective handles is term graph rewriting [12] . In this special case, the structure of the alphabet allows to characterize all the possible complements. We illustrate this structure in Fig. 5 . 5 Please note that this is the inverse of a theorem we have proved some years ago [18, Theorem 2.11] . In the graphs to be derived, we find only the labels given on the second level, where var and cst represent the variables and constants occuring in the application of interest. These two nodes are placeholders for a set of nodes with different identifiers. On the first level, we have metavariables that may occur in the productions. In order to simplify the figure, we have mentioned only one group of function symbols, namely the dyadic operators on the real numbers. We have arcs from the metalabel op R×R→R to all the operators of this type. The label ⊥ is allowed only in the interface graph. Finally, the -symbol is necessary to ensure existence of the least upper bound. If it occurs in a derived graph, the production can be applied formally, but from the application point of view, the result is not valid.
Definition 17 (Term graph alphabet).
A term graph alphabet consists of the following:
(1) A set of (possibly typed) variables , constants, and operator symbols that are given by the application, (2) a set of (possibly typed) metalabels that may occur in the productions with l v, c, op if and only if the type of the metalabel l and the type of the variable v, the constant c, or the operator symbol op agree, (3) a special symbol ⊥ that may occur in the interface graph with ⊥ l for each metalabel l, (4) a special symbol with v, c, op for all variables v, constants c, and operator symbols op, If we do not have a typed alphabet, the second condition simply means that the arity of the operator is the same as that of the metalabel.
Theorem 18 (Pushout complements in term graph rewriting). In the case of a term graph alphabet, the minimal solution always exists and is unique. The minimal solution describes the usual interpretation of term graph rewriting.
Proof. The structure of Case 1 covers sets of productions. In Example 2, we get lub{x, y} l C (v [3, 4] ) and × = lub{l C (v [3, 4] ), x, y} resulting in l C (v [3, 4] ) = × as well as op l C (v 1 ) and + = lub{l C (v 1 ), op} resulting in l C (v 1 ) = +.
Example 19. We consider the situation of Fig. 6 . From Case 3, we get that the question mark can be replaced by ⊥, f ct 2 , or f . Solution f would lead to on the right-hand side that is not a legal label. The same situation results from using f ct 2 because this metalabel can be replaced only by a dyadic operation symbol. Only the minimal label leads to a valid solution.
Conclusion
The categorical approach to graph transformations is very elegant and allows to take advantage of rather general constructions. Relabeling, however, leads to ambiguous results even in the case of injective graph morphisms. There are at least two situations of practical importance that lead to relabeling: (1) The label on the right-hand side of a production is different from the label on the corresponding node (edge) on the left-hand side. (2) The production describes a set of productions using metalabels that must be replaced by real labels when applying the production. Many authors have considered these applications restricting the categorical treatment to the underlying graphs. Therefore, these approaches lead to different definitions of derivability in different applications, and novices entering the field of graph transformations feal annoyed by this diversity. Furthermore, the general categorical results, e.g., on parallel application of productions, cannot be applied to different applications immediately, but must be proved again and again. Our approach defining derivability in the category SLgraph allows to treat different applications in a uniform way and to avoid diversity. We have shown that the problem of ambiguity arising from changing labels can be controlled by a suitable E −M-decomposition and that we know all solutions if we know the minimal solutions. The applications under consideration suggest that the minimal solution is the solution of interest. What to do next? Now, we can reconsider the results on parallel independence, etc., which usually are proved using set-theoretic conditions (see, e.g., [3, Def. 3.4.1] ). Applying such results to SLgraph can be based on the purely categorical condition given in [18] . It seems that it is easy to modify that condition such that it uses a minimal context object C instead of a unique. This is left to the next paper. Then, we have a uniform description of parallel independence in term graph rewriting, Petri nets, data bases, and some other applications.
