For two permutations o and u on disjoint sets of integers, consider forming a permutation on the combined sets by "shuffling" o and u (i.e., a and co appear as subsequences). Stanley [10] , by considering P-partitions and a g-analogue of Saalschutz's 3F2 summation, obtained the generating function for shuffles of o and u with a given number of falls (an element larger than its successor) with respect to greater index (sum of positions of falls). It is a product of two ^-binomial coefficients and depends only on remarkably simple parameters, namely the lengths, numbers of falls and greater indexes of o and u. A combinatorial proof of this result is obtained by finding bijections for lattice path representations of shuffles which reduce a and u to canonical permutations, for which a direct evaluation of the generating function is given.
For two permutations o and u on disjoint sets of integers, consider forming a permutation on the combined sets by "shuffling" o and u (i.e., a and co appear as subsequences). Stanley [10] , by considering P-partitions and a g-analogue of Saalschutz's 3F2 summation, obtained the generating function for shuffles of o and u with a given number of falls (an element larger than its successor) with respect to greater index (sum of positions of falls). It is a product of two ^-binomial coefficients and depends only on remarkably simple parameters, namely the lengths, numbers of falls and greater indexes of o and u. A combinatorial proof of this result is obtained by finding bijections for lattice path representations of shuffles which reduce a and u to canonical permutations, for which a direct evaluation of the generating function is given. 1 . Introduction. For a sequence a = ax ■ ■ ■ anof integers ax,... ,an, we define the descent set of a, denoted by 3>(a), by 2(a) = {i\a¡ > ai+x], the number of descents in a by d(a) = \@>(a)\, and the greater index of a by 1(a) = E,eS(a) i. We say that a has length \a\ = n.
Let a = {ax,...,am} and ß = {/?,,.. .,/?"} be disjoint subsets of •Arm + n = {!,... ,m + n), where a, < • • • < a", and ßx < ■ ■ ■ < /?". For any permutation a of the elements of a, and any permutation w of the elements of ß, we say that o and w are (m, n)-compatible. The shuffle product of a and to, denoted by £f(o, w), is the set of all permutations of ~#~m + n in which a and w both appear as subsequences. The following result is worth recording, since it leads to the lattice path representation of shuffle products in §2. , and is equivalent to Jackson's [7] g-analogue of Saalschutz's theorem (see [9, p. 243] ). Combinatorial proofs of Saalschutz's theorem (a 3F2 summation equivalent to the case q = 1 of Theorem 1.3) have been given by Andrews [1] and Cartier and Foata [3] .
Stanley [10] has asked for a proof of Theorem 1.2 which avoids the use of Theorem 1.3. In this paper we present such a proof. Basic to our treatment is the combinatorial interpretation of the Gaussian coefficient ['j\ as the generating function for integer partitions with at mostj parts, and largest part at most i -j, where i and j are nonnegative integers. 
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License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use In §2 we discuss lattice paths and their relationship to shuffle products. A bijective proof of the Shuffling Theorem is given in §3.
2. Lattice paths. Suppose that u = (ux,u2) ad v = (vx,v2) are pairs of integers with ux < vx and u2 < v2. Then B(u, v) = {ux,ux + 1,.. .,vx} X {u2,.. .,v2) is called a grid, and we shall denote B(u,v) by B in this section when the context allows. We consider lattice paths on a grid, with horizontal and vertical steps. In particular, let a¡ = (aa, a¡2) e B for /' = 0,... ,k, and let dt = a¡ -a,_, for i = 1,... ,k. Then if d¡ 6 {(1,0), (0,1)} for i = 1,.. .,k,a = a0 ■ ■ ■ ak is called apath on B, from a0 to a¿, of length |a| = k. A path of length 0 (a single vertex) is called an empty path. The /th difference dj is called the z'th step and a, is the ith vertex in the path a. We say that J, follows a,_, and precedes a,. The difference (1,0) is called a step across, and (0,1) is a step «p. The vertex a¡ is, for i = 1,... ,k -1, If b = ¿>0/y, ■ • • fy is a path on 5, then the product ab is defined when aA = b0 by a¿j = a0ax ■ ■ ■ akbx ■ ■ ■ bj, and is not defined otherwise.
Note that a path is uniquely specified by its end-points and either its upper corners or lower corners. Proposition 2.1. If ux < x0 =$ xx < • • • < xk < vx and w2 < y0 < yx < ■ ■ ■ < yk-x < yk < v2 are integers, then there is a unique path on B(u, v) from (xQ, y0) to (xk, yk) with upper corners at (xx, yx),.. .,(xk_x, yk^x), and no other upper corners. If ux < x0 < x, < • • • < xk_x < xk < vx and u2 < y0 < yx < ■ ■ ■ < yk < u2 are integers, then there is a unique path on B(u, v) from (x0, y0) to (xk, yk) with lower corners at (xx, yx),... ,(xk_x, yk-X), and no other lower corners.
Proof. For upper corners, the path is px ■ ■ ■ pk, where
For lower corners, the path is Ô, • • • 8k, where
For compactness, we also denote a path by its sequence of steps, using "A" for steps across, and "I/" for steps up, subscripted by its initial vertex. If the initial vertex is (0,0), then we suppress the subscript.
The path a on B(u, v) is said to cover B (or to be a cover of B) if a0 = u and ak = v. If a covers B then it partitions B into 3 sets, consisting of the points in B that are (i) on a (points (tx, t2) such that tx = an, t2 = ai2 for some i = 0,.. .,k), (ii) above a (points (tx, t2) such that tx < an, t2 > ai2 for some i = 0,...,k), (iii) below a (points (<,, t2) such that tx > an, t2 < al2 for some i = 0,...,k).
A path b on B is called a < a-path if b is nonempty, and all vertices of b are on or below a. A path b on B is called a > a-path if ¿> is nonempty, and all vertices of b are above a, except the first and last vertices of b, which may also be on a, but not both on a if \a\ = 1. For example, if a = UAU2AUA, then U, A2U and (UA2U)(X2) are < a-paths, while (U2A)(0X) and (UA2)m) are > a-paths. The path U2A is neither a < a-path nor a > a-path.
Note that the use of "above" and "below" corresponds to the obvious meanings of these words in a geometric representation of a path. The constructions which are given later in this paper involve many parameters, and require a fair amount of notation and terminology to state accurately. It is intended that the terminology used throughout this paper be natural in the geometric representations of these constructions, though no pictures will be supplied by the author.
The cover (Av'~u,UUl~"2)u is called the canonical cover of B(u, v).
If a covers B and b is a path on B, then we define C€B a(b) to be the set of all upper corners of b that are above a and all lower corners of b that are below a. If c is the canonical cover of B, then C€B c(b) is more simply described as the set of all upper corners in b.
In order to define generating functions for sets of paths, we must define a weight function for lattice paths. Let the weight of a vertex ex = (exx, ex2) be w(ex) = exx + ex2, and the weight of a set e = {ex,...,ek} of vertices be w(e) = w(ex) + ■ ■ ■ + w(ek).
The following weight-preserving mapping rp for paths is very important to our proof of Theorem 1.2. Suppose that a covers B and g is a < a-path on B from z, to z2 with lower corners below a given by (/,,, f2X),. ..,(fXk, f2k)-Then we definê Ba(g) to be the path from zx to z2 whose upper corners are (fxx -1, f2X + 1),... , Moreover, if c is the canonical cover of B, then 2-\VBJb)\ = \VBjb)\, 3. w(VBJb)) = w(VBJb))-Proof. 1. First note that if g is a < a-path from zx to z2, then g = ^"(g) is also a < a-path from z, to z2. This is because if the lower corners of g below a occur at (/ii>./2i).--->(/i*»/2*)> then the uPPer corners of g occur at (/u -1, f2x + 1),... ,(fXk -1, f2k + 1), each of which must lie on or below a. Thus g is a path from a point (zx) on or below a, to a point (z2) on or below a, in which all upper corners are on or below a. Thus Proposition 2.1 tells us that g is unique, and is also a < a-path. Moreover g is recoverable from g as follows. Suppose that g is a < a-path from z, to z2, whose upper corners are (cxx, c2X),.. -,(cXk, c2k). Let g be the unique path from z, to z2 whose lower corners are (cxx + 1, c21 -1),... ,(cXk + 1, c2k -1), given by Proposition 2.1. Now g is not necessarily a < a-path, but we can write g uniquely as g = dxexd2 ■ ■ ■ em_xdm for some m ^ 1, where d,,...,dm are < a-paths (dx and dm can also be empty) and ex,...,em_x are > a-paths. Also, all lower corners of g are below a since (cXi, c2i) is on or below a, so (cXj + 1, c2i -1) must be below a for i = l,...,k. Thus the lower corners of g must all be internal vertices in one of the paths d,,... ,dm. The path e,Tor i = 1,..., m -1 is a path from a vertex on a, say a,, to a vertex on a, say a,., with a single corner (upper). For i = l,...,m -1, let r, be the segment of a from a, to a,. Then r,, of course, has no lower corners below a, since r¡ has no vertices below a, and we have g = dxrxd2 ■ ■ ■ rm_xdm, so \pBla exists for < a-paths. Now, if b = hxgx ■ ■ ■ hjgj G ¿PB(x, y) in the notation of the definition of \pB a above, then b = hxgx ■ ■ ■ h,g, G @B(x, y), where g, = ^Ba(g,) for /' = 1,...,/, the ft,'s are > a-paths (by definition), and the g,'s are < a-paths (from above). Thus \p~Ba is well defined, so y>fi a is a bijection.
2 and 3. From the description of \pB a above, we know that if g = pB a(g), where g is a < a-path, then \VBJg)\ = \VBJg)\ (= k above) and w(VBa(g)) = w(^Bc We now give the first of the bijections that will allow us to deduce the Shuffling Theorem. Examples of all of the results which lead to the Shuffling Theorem are contained in Example 3.6, at the end of this section. 2. Suppose that alj_x and a;/ have a nonempty path in common. Then this path must be (/, lj) ■ ■ ■ (g, lj) for some/, g with i, < / < g < r/+1. But the next vertex in a¡j after (g, /,) must be (g, /; + 1), so by definition of atj, oy+1 < • • • < og < a, +1. Similarly oy+1 > to,, by considering ß/y-i, and we deduce that to, < oy+1 < to, +1, so to, < co/+1. But, by definition, /y g @(u), so to, > to, +1 and we have arrived at a contradiction. Thus atj_x and a, have at most one vertex in common, for all z, j.
Similarly, we can show that a,_, and a;/ have at most one vertex in common, for all z, j, and conclude that a is legitimate. □ To proceed from here, it is convenient to define the following total order for the set J = {0,. ..,r) X {0,...,i}.
If (rx, sx) and (r2, s2) are in 1, then we say that (/•,, sx) < (r2, s2) if sx -rx < s2 -r2 or if s, -rx = s2 -r2 and sx < s2. Thus the arrangement of â in increasing order is (r,0), (r -1,0), (r,l),...,(0, s -1), (1, s), (0, s). Now let c be the array whose (z, y')-entry is c/;, the canonical cover of Z?/y, for z = 0,...,r,y = 0,...,s. Consider first vx. If a = ß = 0, then f,^ = (0,0), so Ô, is empty, and vx <?. &r{'~l\ vx G J5"01. Otherwise Uj might lie on the lower border of Baß, with a step up immediately preceding it. This means that vx is either a vertical crossing (of y = lß) or an upper corner in A0-1' and A'". But if vx is an upper corner in either A0-11 or bU), it is an upper corner of Baß_x which is above the canonical cover caß_x. Moreover, by our partial order, (a, ß -1) < (a, ß), so caß is contained in a(,_1) and a(,). Thus, whether vx is a vertical crossing or upper corner in A(,_1) and A(,), we have vx Gj^'-^andt;, GjF«>. The other choice for vx is that it lies on the left border of Baß, with a step across immediately preceding it. Then u, appears in A(,_1> as (i) a horizontal crossing of x = ta, so vx G J^"('_1), or
(ii) a lower corner in Ba_lß, below aa_xß, so vx g JT(,_1), or (iii) a lower corner in Ba_xß, on aa_xß, so zy, G J^*'"1'. In case (i) then either (a) vx is a horizontal crossing in A<0, so v1 g J^'', or (b) vx is a lower corner in A01. But (b) can only happen if vx and vx + (0,1) are both on aaß, which means that vx is below aa_xß (contained in a(,) since (a -1, ß) > (a, ß) ) since a is legitimate, so vx g J^(,).
In case (ii) vx appears in A<0 as either a lower corner (below aa_xß) or perhaps a horizontal crossing, so Uj G J^(,).
In case (iii), vx is either on or above aaß in A<,_1), since a is legitimate, so zj, remains as a lower corner in A(0, on aa_lß. But aa_lß is contained in a(,) (since (a -1,0) > (a, ¿8)) sou, C^(".
Thus, for all choices of vx, we have zj, g Jf*'-1' ¡f and only if vx g J^(,). Similarly (by considering the above arguments reflected about the line y = x) we can show thatzj2 g ßru-D if and onjy ¡f Vi e^-(') Therefore, as noted above, we have |J^(,)| = l^""11! and w(&U)) = w(^~u~1)), and furthermore, Lemma 2.2 tells us that our construction of b0) from A(,_1) is bijective. This gives Pk(t,l, a(,)) = Pk(t, l,a('_1)) and the result follows by applying Proof. First we prove that (t,l,c) = a^-'--'^'> + "'T,(w-r,l,c).
If t = m -r this is obviously true. Otherwise, let h be the largest value of z such that t, < m -r -1 + z, so th + 1 > th + 1. Now take an arbitrary A g &(m, n) and define ¿(A) = £,,(A) as follows.
Let y be the maximal segment of A with x-coordinates th and th + 1, and b = YiYy2, so y, has its final vertex (and no others) with x-coordinate th, and y2 has its initial vertex (and no others) with x-coordinate th + 1. Moreover y = (th, yx) ■ ■ ■ ('a, y2Xh + !. yi) • • • (h + 1. tt). where yi<yi < a-We define £(è) separately in three cases, depending on the values of yx, y2, y3 and their interaction with 1. Thus we have either (i)^! =72 ~y* or
(ii)yx <y2= y3, oryx < y2 < y3 mthy2 g 1, or (iii) v-, = v2 < y3, oryx < y2 < y3 withy2 G I.
In case (i), set £(A) = A. In case (ii), let {yx + l,... In cases (i) and (ii), 9 = {(th, y2)) and 9' = {(th + 1, y2)}, so \9'\ -\9\ = 1 -1 = 0 and w(9') -w(9) = (th + l+ y2) -(th + y2) = 1.
In case (iii), 9={(th,y2), (th 
