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Abstract
We study the macroscopic transport properties of the quantum Lorentz gas in a crystal with
short-range potentials, and show that in the Boltzmann–Grad limit the quantum dynamics
converges to a random flight process which is not compatible with the linear Boltzmann
equation. Our derivation relies on a hypothesis concerning the statistical distribution of lattice
points in thin domains, which is closely related to the Berry–Tabor conjecture in quantum
chaos.
Keywords Kinetic transport · Lorentz gas · Boltzmann equation · Floquet-Bloch theory ·
Berry-Tabor conjecture
1 Introduction
In 1905, Lorentz [33] introduced a kinetic model for electron transport in metals, which
he argued should in the limit of low scatterer density be described by the linear Boltzmann
equation. Although Lorentz’ paper predates the discovery of quantummechanics, the Lorentz
gas has since served as a fundamental model for chaotic transport in both the classical and
quantum setting, with applications to radiative transfer, neutron transport, semiconductor
physics, and other models of transport in low-density matter. There has been significant
progress in the derivation of the linear Boltzmann equation from first principles in the case
of classical transport, starting from the pioneering works [12,25,46] for random scatterer
configurations, to the more recent derivation of new, generalised kinetic transport equations
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that highlight the limited validity of the Boltzmann equation for periodic [13,39] and other
aperiodic scatterer configurations [40].
In the quantum setting, the only complete derivation of the linear Boltzmann equation in
the low-density limit is for random scatterer configurations [19], which followed analogous
results in the weak-coupling limit [20,45]. The theory of quantum transport in periodic poten-
tials on the other hand is a well developed theory of condensed matter physics. The general
consensus is transport in periodic potentials without the presence of any disorder is ballistic,
that is particles move almost freely, with minimal interaction with the scatterers; there is no
diffusion. In this paper we propose that this picture changes in the low-density limit, where
under suitable rescaling of space and time units the quantum dynamics is asymptotically
described by a random flight process with strong scattering, similar to the setting of random
potentials in the work of Eng and Erdös [19]. Our work is motivated by Castella’s important
studies [14–16] of both the weak-coupling and low-density limits for periodic potentials
in the case of zero Bloch vector. Castella shows that the weak-coupling limit gives rise to
a linear Boltzmann equation with memory [14]. The low-density limit on the other hand
diverges [17], and only the introduction of physically motivated off-diagonal damping terms
leads to a limit, which for small damping is compatible with the linear Boltzmann equation.
As we will show here, the case of random or generic Bloch vector does not diverge in the
Boltzmann–Grad limit, without any requirement for damping, but the limit process differs
significantly from that described by the linear Boltzmann equation. Our results complement
our recent paper [28] which establishes convergence rigorously up to second order in pertur-
bation theory. The aim of the present paper is thus to give a derivation of all higher order terms
and identify the full random flight process, conditional on an assumption on the distribution
of lattice points in a particular scaling limit. A rigorous verification of this hypotheses seems
currently out of reach.
We will here focus on the case when the particle wavelength h is comparable to the poten-
tial range r , and much smaller than the fundamental cell of the lattice. This choice of scaling
means that awave-packetwill evolve semiclassically far away from the scatterers, but that any
interaction with the potential is truly quantum. This is a scaling not traditionally discussed in
homogenisation theory in which one usually assumes the characteristic wavelength is either
much larger than the period (low-frequency homogenisation) or of the same or smaller order
(high-frequency homogenisation); see for example [4–6,8,18,26,27,30,42,43]. Our scaling
is also different from that leading to the classic point scatterer (or s-wave scatterer, Fermi
pseudo-potential), where the potential scale r is taken to zero with an appropriate renormal-
isation of the potential strength. In contrast to the setting of smooth finite-range potentials
discussed in the present paper, periodic (and other) superpositions of point scatterers are
exactly solvable [1–3,24,29,31].
Our set-up is as follows. We assume throughout that the space dimension d is three or
higher. Consider the Schrödinger equation
ih
2π
∂tψ(t, x) = Hh,λψ(t, x) (1.1)
where
Hh,λ = − h
2
8π2
 + λ Op(V ), (1.2)
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W (r−1(x − b)), (1.3)
with W the single-site potential, scaled by r > 0, and L a full-rank Euclidean lattice in Rd .
We re-scale space units by a constant factor so that the co-volume of L (i.e. the volume of
its fundamental cell) is one. (One example to keep in mind is the cubic lattice L = Zd .) The
coupling constant λ > 0 will remain fixed throughout, and h is a scaling parameter which
measures the characteristic wave lengths of the quantum particle. We will assume throughout
that h is comparable with the potential scaling r .
We assume that W is in the Schwartz class S(Rd) and real-valued. This short-range
assumption on the potential is key—a small wavepacket moving through this potential should
experience long stretches of almost free evolution, followed by occasional interactions with
localised scatterers. One could also consider adding an external potential living on themacro-
scopic scale although we will not pursue that idea here.
We denote by
H locλ = −
1
8π2
 + λOp(W ) (1.4)
the single-scatterer Hamiltonian for the unscaled potential W with h = 1. Its resolvent is
denoted by Gλ(E) = (E − H locλ )−1, and the corresponding T -operator is defined as
T (E) = λOp(W ) + λ2 Op(W )Gλ(E) Op(W ). (1.5)
Rather than consider solutions of the Schrödinger equation directly, we instead consider
the time evolution of a quantum observable A given by the Heisenberg evolution
A(t) = Uh,λ(t) AUh,λ(−t). (1.6)
Here Uh,λ(t) = e− 2π ih Hh,λt is the propagator corresponding to the Hamiltonian Hh,λ.
Let us now take an observable A = Op(a) given by the quantisation of a classical phase-
space density a = a(x, y), with x denoting particle position and ymomentum. The question
now is whether, in the low density limit r = h → 0 and with the appropriate rescaling of
length and time units, the phase-space density of the time-evolved quantum observable A(t)
(i.e. its principal symbol) can be described asymptotically by a function f (t, x, y) governed
by a random flight process. Eng and Erdös [19] confirmed this in the case of random scatterer






∂t + y · ∇x
)





( y, y′) f (t, x, y′) − ( y′, y) f (t, x, y)] d y′
f (0, x, y) = a(x, y)
(1.7)
where( y, y′) is the collision kernel of the single site potentialW (x) and y′ and y denote the
incoming and outgoing momenta, respectively. The collision kernel is given by the formula
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where the T -matrix T ( y, y′) is the kernel of T (E) in momentum representation, with E =
1





( y′, y) d y′. (1.9)
Solutions of the linear Boltzmann equation can be written in terms of the collision series
fLB(t, x, y) =
∞∑
k=1
f (k)LB (t, x, y) (1.10)
with the zero-collision term
f (1)LB (t, x, y) = a(x − t y, y) e−ttot( y), (1.11)
and the (k − 1)-collision term











u j y j , yk
)

















( y j , y j+1). (1.13)
The product form of the density ρ(k)LB shows that the corresponding random flight process
is Markovian, and describes a particle moving along a random piecewise linear curve with
momenta yi and exponentially distributed flight times ui .
The principal result of this paper is that, for periodic potentials of the form (1.3) and using
the same scaling as in the random setting [19], there exists a limiting random flight process
describing macroscopic transport. The derivation requires a hypothesis on the fine-scale
distribution of lattice points which is discussed in detail as Assumption 1 in Sect. 6.
Theorem 1 (Main result) Under Assumption 1 on the distribution of lattice points, there
exists an evolution operator L(t), distinct from that of the linear Boltzmann equation, such
that for any a ∈ S(Rd × Rd) we have
‖Uh,λ(tr1−d) Opr ,h(a)Uh,λ(−tr1−d) − Opr ,h(L(t)a)‖HS → 0 (1.14)
whereOpr ,h(a) is the Weyl quantisation of the phase-space symbol a in the Boltzmann–Grad
scaling and ‖ · ‖HS is the Hilbert–Schmidt norm.
The precise scaling of the quantum observable Opr ,h(a) is explained in Sect. 2. The
limiting evolution operator L(t) is given by the series
L(t)a(x, y) = f (t, x, y) =
∞∑
k=1
f (k)(t, x, y), (1.15)
where f (k) coincides with f (k)LB for k = 1,
f (1)(t, x, y) = a(x − t y, y) e−ttot( y), (1.16)
123
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but deviates significantly at higher order. For k ≥ 2, the (k − 1)-collision term is given by
















u j y j , ym
)
×ρ(k)







du d y1 · · · d yk, (1.17)




m (u, y1, . . . , yk) =
∣∣g(k)
m (u, y1, . . . , yk)
∣∣2 ωk( y1, . . . , yk)
k∏
i=1
e−uitot( yi ). (1.18)
Here









m are the coefficients of the matrix valued function
G






D(z) − W)−1 exp(u · z) dz1 · · · dzk, (1.20)
where D(z) = diag(z1, . . . , zk) and W = W( y1, . . . , yk) with entries
wi j =
{
0 (i = j)
−2π iT ( yi , y j ) (i 	= j).
(1.21)
The paths of integration in (1.20) are circles around the origin with radius strictly greater
than r0 = kmax |wi j |. The matrix G(k)(u, y1, . . . , yk) is in fact the derivative ∂u1 · · · ∂uk
of the Borel transform of the function F(u) = (D(u)−1 − W)−1. We furthermore note
that the above formulas are independent of the choice of scatterer configuration L, as in the
classical setting. For the one-collision terms wewill furthermore derive the following explicit
representation in terms of the Lorentz–Boltzmann density (1.13) and J -Bessel functions,
ρ
(2)
11 (u, y1, y2) = ρ(2)LB(u, y1, y2)
∣∣∣∣
u1T ( y2, y1)










12 (u, y1, y2) = ρ(2)LB(u, y1, y2)
∣∣J0
(
4π [u1u2T ( y1, y2)T ( y2, y1)]1/2
)∣∣2 (1.23)
The remaining matrix elements can be computed via the identities
ρ
(2)
22 (u1, u2, y1, y2) = ρ(2)11 (u2, u1, y2, y1), (1.24)
ρ
(2)
21 (u1, u2, y1, y2) = ρ(2)12 (u2, u1, y2, y1). (1.25)
A notable difference with the solution (1.12) to the linear Boltzmann equation is that in (1.17)
there is a non-zero probability that the final momentum y
 is equal to the initial momentum
ym .
The paper is organised as follows. We will first explain in Sect. 2 the precise scaling
needed to observe our limiting process and state the main result. In Sect. 3 we recall the
123
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well-known Floquet–Bloch decomposition for periodic potentials and in Sect. 4 we recall an
explicit formula for the T -operator in our specific setting. Section 5 explains the perturbative
approach to calculate the series expansion for the time evolution of A(t). This is followed
by a discussion of the main hypothesis in this study in Sect. 6 which in brief can be viewed
as a phase-space generalisation of the Berry–Tabor conjecture for the statistics of quantum
energy levels for integrable systems [7,37]. In Sect. 7 we provide an explicit computation
of terms appearing in the formal series, and in Sect. 8 we prove that the series is absolutely
convergent provided λ is small enough. In Sect. 9 we take the low-density limit using the
formulas from Sect. 7 and show how the limiting object can be written in terms of the T -
operator described in Sect. 4. In Sect. 11 we establish positivity of this limiting expansion and
derive the formulas for (1.17). A key observation is that the one-collision term is distinctly
different from the corresponding term for the linear Boltzmann equation. We conclude the
paper with a discussion and outlook in Sect. 12. The appendix provides detailed background
of the combinatorial structures used in this paper.
2 Microlocal Boltzmann–Grad Scaling
The phase space of the underlying classical Hamiltonian dynamics is T(Rd) = Rd × Rd ,
where the first component parametrises the position x and the second the momentum y of the
particle. Given a function a : T(Rd) → R, we associate with it the observable A = Op(a)
acting on functions f ∈ S(Rd) through the Weyl quantisation





2 (x + x′), y
)
e((x − x′) · y) f (x′) dx′d y, (2.1)
where we have used the shorthand e(z) = e2π iz . The Weyl quantisation is useful to capture
the phase space distribution of quantum states. In the case of free quantum dynamics, with
λ = 0 and h = 1, we have for example the well-known quantum-classical correspondence
principle
U1,0(t)Op(a)U1,0(−t) = Op(L0(t)a) (2.2)
with the classical free evolution [L0(t)a](x, y) = a(x−t y, y). It is convenient to incorporate
the scaling parameter h > 0 in (1.2) by setting





2 (x + x′), y
)
eh((x − x′) · y) f (x′) dx′d y (2.3)
with eh(z) = e
2π i
h z . Note that we have Oph(a) = Op(D1,ha) for D1,ha(x, y) =
hd/2 a(x, h y). We refer to D1,h as the microlocal scaling. In particular, (2.2) becomes
Uh,0(t)Oph(a)Uh,0(−t) = Oph(L0(t)a), (2.4)
The mean free path length of a particle travelling in a potential of the form (1.3) is
asymptotic (for r small) to the inverse total scattering cross section of the single-site potential
W [35,40]; the total scattering cross section in turn equals rd−1, up to constants. In the
low-density it is natural to measure length units in terms of the mean free path lengths
or, equivalently, in units of r1−d . We refer to the corresponding scaling Dr ,1 defined by
Dr ,1a(x, y) = rd(d−1)/2 a(rd−1x, y) as the Boltzmann–Grad scaling, and the combined
scaling
Dr ,ha(x, y) = rd(d−1)/2hd/2 a(rd−1x, h y), (2.5)
123
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as the microlocal Boltzmann–Grad scaling. We define the corresponding scaled Weyl quan-
tisation by Opr ,h = Op ◦Dr ,h . The quantum-classical correspondence (2.2) for the free
dynamics reads in this scaling
Uh,0(tr
1−d)Opr ,h(a)Uh,0(−tr1−d) = Opr ,h(L0(t)a). (2.6)
The key point here is that we require an extra scaling in time relative to themean free path. The
challenge for the present study is thus to understand the asymptotics of A(tr1−d) as in (1.6),
for every fixed t > 0, with initial data A = Opr ,h(a) and a in the Schwartz class S(T(Rd))
(i.e. a is infinitely differentiable and all its derivatives decay rapidly as ‖x‖, ‖ y‖ → ∞). The
question is, more precisely, whether there is a family of linear operators L(t) so that
‖Uh,λ(tr1−d) Opr ,h(a)Uh,λ(−tr1−d) − Opr ,h(L(t)a)‖HS → 0 (2.7)
in the Hilbert–Schmidt norm, defined as
‖X‖HS = 〈X , X〉1/2HS , 〈X , Y 〉HS = Tr(X† Y ). (2.8)
To understand (2.7), it is sufficient to establish the convergence of
〈B, A(tr1−d)〉HS → 〈b, L(t)a〉 (2.9)
with A(t) as in (1.6), A = Opr ,h(a), B = Opr ,h(b), and a, b ∈ S(T(Rd)). The inner product
on the right hand side of (2.9) is defined by
〈 f , g〉 =
ˆ
T(Rd )
f (x, y) g(x, y) dxd y. (2.10)
We direct the reader towards [28, Appendix A] for an explanation of how (2.9) can be
reformulated as a statement about solutions of the Schrödinger equation. As mentioned
previously, we will here restrict our attention to the case when r is of the same order of
magnitude as h, i.e. r = h c0 for fixed effective scattering radius c0. By adjustingW , we may
in fact assume without loss of generality that c0 = 1. This is precisely the scaling used in
[19] for the case of random potentials, although in a slightly different formulation in terms
of Husimi functions for the phase-space presentation of quantum states.
3 Floquet–Bloch Decomposition
Floquet–Bloch theory allows us to reduce the quantum evolution in periodic potentials to
invariant Hilbert spaces Hα of quasiperiodic functions ψ , satisfying
ψ(x + b) = e(b · α)ψ(x), (3.1)
for all b ∈ L where α ∈ T∗ = Rd/L∗ is the quasimomentum and
L∗ = {k ∈ Rd | k · b ∈ Z for all b ∈ L} (3.2)
is the dual (or reciprocal) lattice of L. We denote byHα the Hilbert space of such functions




ψ(x) ϕ(x) dx, (3.3)
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with T = Rd/L. We define the corresponding Hilbert–Schmidt product for linear operators
on Hα by
〈X , Y 〉HS,α = Tr(X† Y ). (3.4)
For a given quasi-momentum α ∈ T∗, consider the Bloch functions
ϕαk (x) = e((k + α) · x), k ∈ L∗, (3.5)
and define the Bloch projection α : S(Rd) → Hα by
α f (x) =
∑
k∈L∗
〈ϕαk , f 〉 ϕαk (x) (3.6)
with inner product




f (x) g(x) dx. (3.7)
Note that, by Poisson summation,
α f (x) =
∑
b∈L
e(b · α) f (x − b), (3.8)




e(b · α)δb(x − x′). (3.9)
Instead of (2.9) the plan is now to consider the convergence
〈B,αA(tr1−d)〉HS → 〈b, L(t)a〉 (3.10)
for typical α. The advantage is that we are working in a Hilbert space with discrete basis.
One can then obtain information on (2.9) by integrating over α. In fact we will argue that the
right hand side of (3.10) is independent of α for almost every α.
4 The T-operator for a Single Scatterer
Recall from (1.5) that the T -operator for the single scatterer potential W is defined by
T (E) = λOp(W ) + λ2 Op(W )Gλ(E) Op(W ) (4.1)
in the half-plane Im E > 0 where the resolvent Gλ(E) is resonance-free, and then extended
by analytic continuation. The Born series for Gλ(E) leads to the formal series expansion





Using ϕ y(x) = e( y ·x) as a basis for the momentum representation, the free resolventG0(E)
has the kernel
G0( y, y′, E) = 〈ϕ y,G0(E)ϕ y′ 〉 = δ( y − y
′)
E − 12‖ y‖2
, (4.3)
123
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and similarly Op(W ) has kernel 〈ϕ y,Op(W )ϕ y′ 〉 = Ŵ ( y − y′). The T -matrix is defined as
the kernel of T (E) in momentum representation, i.e.,
T ( y, y′, E) = 〈ϕ y, T (E)ϕ y′ 〉. (4.4)
It will be convenient to set E = 12‖ y‖2 + iγ , with Re γ ≥ 0, and define
T γ ( y, y′) = T ( y, y′, 12‖ y‖2 + iγ
)
, gγ ( y, y′) = 11
2‖ y‖2 − 12‖ y′‖2 + iγ
. (4.5)
The corresponding perturbation series is
T γ ( y, y′) =
∞∑
n=1
λnT γn ( y, y
′), (4.6)
where the T γn are defined by
T γ1 ( y0, y1) = Ŵ ( y0 − y1) (4.7)
and for n ≥ 2
T γn ( y0, yn) =
ˆ
(Rd )n−1




gγ ( y0, y j )
)
d y1 · · · d yn−1. (4.8)
The analytic continuation of T γ from Re γ > 0 to the boundary Re γ = 0 is obtained via
the integral representation














2‖ y0‖2 − 12‖ y j‖2 + iγ
)]
d y1 · · · d yn−1
}
dθ1 · · · dθn−1.
(4.9)
The choice γ = 0 is referred to as “on-shell”. We drop the superscript if γ = 0, i.e.,
T ( y, y′) = T 0( y, y′), Tn( y, y′) = T 0n ( y, y′). The T -matrix T ( y, y′) is then related to the
on-shell scattering matrix via
S( y, y′) = δ( y − y′) − 2π i δ ( 12‖ y‖2 − 12‖ y′‖2
)
T ( y, y′). (4.10)
The unitarity of the S-matrix is equivalent to the relation, for ‖ y‖ = ‖ y′‖,






2‖ y‖2 − 12‖ y′′‖2
)
T ( y, y′′)T ( y′, y′′)d y′′. (4.11)
This in particular implies the optical theorem
Im T ( y, y) = − 1
4π
tot( y). (4.12)
We will now prove that the integrals defining (4.9) converge uniformly in Re γ ≥ 0 in
dimensions d > 2. For f ∈ S(Rdk) and S ⊂ {1, . . . , k} we denote by fS ∈ S(Rdk) the
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partial inverse Fourier transform of f in the variables yi for i ∈ S:












δ(zi − yi )
]
dz1 · · · dzk .
(4.13)
We use the notation 〈x〉 = √1 + x2 and 〈x〉 = √1 + ‖x‖2.





f ( y1, . . . , yk)e
(− 12θ1‖ y1‖2 − · · · − 12θk‖ yk‖2
)
d y1 · · · d yk
∣∣∣∣
≤ 2dk/4〈θ1〉−d/2 · · · 〈θk〉−d/2 sup
S⊂{1,...,k}
‖ fS‖L1 . (4.14)
Proof We partition Rk into 2k regions according to whether |θi | ≤ 1 or |θi | > 1. Take
S ⊂ {1, . . . , k} and assume that for i ∈ S, |θi | > 1 and for i /∈ S, |θi | ≤ 1. We have thatˆ
R
dk
f ( y1, . . . , yk)e
(− 12θ1‖ y1‖2 − · · · − 12θk‖ yk‖2
)






























δ( yi − ηi )
]
dη1 · · · dηk d y1 · · · d yk . (4.15)






(− 12θi ‖ yi‖2
)
d yi






f ( y1, . . . , yk)e
(
− 12θ1‖ y1‖2 − · · · − 12θk‖ yk‖2
)







‖ fS‖L1 . (4.17)





f ( y1, . . . , yk)e
(− 12θ1‖ y1‖2 − · · · − 12θk‖ yk‖2
)
d y1 · · · d yk
∣∣∣∣
≤ min{1, |θ1|−d/2} · · ·min{1, |θk |−d/2} sup
S⊂{1,...,k}
‖ fS‖L1 . (4.18)
The result then follows since
min{1, |θi |−d/2} = (max{1, |θi |})−d/2 (4.19)
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Let us apply this Lemma in our situation, in particular to the inner integral in (4.9). For
multi-indices α,β we define
xβ = xβ11 · · · xβdd , Dα = Dαx =
( 1
2π i∂x1
)α1 · · · ( 12π i∂xn
)αn
and the norm
‖ f ‖M,N ,p = sup
|α|≤M
|β|≤N
‖xβ(Dα f )(x)‖L p . (4.20)
Proposition 1 There exists a constant Cd depending only on the dimension d such that for











2‖ y0‖2 − 12‖ y j‖2 + iγ
)]
d y1 · · · d yn−1
∣∣∣∣
≤ Cnd ‖W‖n2d+2,d+1,1 e−2π(θ1+···+θn−1)γ 〈θ1〉−d/2 · · · 〈θn−1〉−d/2. (4.21)
Proof The exponentially decaying factors can be pulled outside immediately. We then want
to apply Lemma 1. Let S = {s1, . . . , sk} ⊂ {1, . . . , n − 1} and consider the norm ‖ fS‖L1
where f ( y1, . . . , yn−1) := Ŵ ( y0 − y1) · · · Ŵ ( yn−1 − yn) with y0 and yn constant. By

































m1! · · ·md !(N − m1 − · · · − md)! .
and use that








|x j |m j (4.23)
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Integrating by parts with respect to yi for i ∈ S and pulling the absolute value inside the




























Ŵ ( y0 − y1) . . . Ŵ ( yn−1 − yn)
∣∣∣∣d y1 · · · d yn−1. (4.25)
Using the triangle inequality, the yi integral can be bounded above by a sum of
∏
i∈S 2|mi |
terms of the formˆ
R
d(n−1)
∣∣ϕ0( y0 − y1) · · · ϕn−1( yn−1 − yn)





∣∣ϕ0( y0 − y1 − · · · − yn)ϕ1( y1) · · · ϕn−1( yn−1)
∣∣d y1 · · · d yn−1 (4.26)
where each ϕi is a derivative of Ŵ of order ≤ 2d + 2. Pulling absolute values inside tells us
that (4.26) is bounded above by






















xαW (x) e(−x · y)dx
∣∣∣∣ ≤ ‖W‖2d+2,0,1.
(4.28)









































Note that Dmx x
αW (x) yields a sum of up to 2|m| terms each of which is of the form















(2d + 1)d+1 ‖W‖2d+2,d+1,1. (4.31)







(2d + 1)(k+n−1)(d+1) ‖W‖n2d+2,d+1,1. (4.32)
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
This proposition shows that






for all Re γ ≥ 0, provided d > 2. Therefore, the series (4.6) converges absolutely, uniformly









5 The Perturbation Series
We set Hλ = H1,λ, Uλ(t) = U1,λ(t), and note that
Hh,λ = h2Hλ/h2 , Uh,λ(t) = Uλ/h2(ht). (5.1)
The first term in (2.7) thus can be written
Uλ/h2(thr
1−d) Opr ,h(a)Uλ/h2(−thr1−d),
which is the quantity of interest for this work. To simplify notation, we will write in the
upcoming discussion λ for λ/h2 and t for thr1−d and later re-substitute when taking limits.
Furthermore, we can declutter our expressions by passing to the so-called interaction picture,
Uλ(t)U0(−t) Opr ,h(a)U0(t)Uλ(−t).
After the relevant calculations we then simply replace a by L0(t)a due to (2.4). Because
of the gauge invariance of A(t) in (1.6) under the substitution Hh,λ → Hh,λ + E for any
E ∈ R, we may replace the potential V by V − ´L V (x)dx in the following. This means that
the potential now has the Fourier series
V (x) = rd
∑
b∈L∗\{0}
Ŵ (rb) e(b · x), (5.2)
with Ŵ ( y) = ´ W (x)e(−x · y) d y. Thus we may ignore in the following expansions all
terms with Ŵ (0); but note that we have not assumed here that Ŵ (0) = 0.
We proceed using Duhamel’s principle. In particular one has that
Uλ(t) = U0(t) − 2π iλ
ˆ t
0
Uλ(s) Op(V )U0(t − s) ds. (5.3)
Iterating this expression yields a formal perturbative expansion for Uλ(t)U0(−t) and






(2π iλ)nIn(t) + O(r∞), (5.4)
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For 1 ≤ 





















(s j − s j+1)‖ p j‖2 + 12 s
‖ p











(s j − s j+1)‖ p j + rd−1η‖2 + 12 sn‖ pn + rd−1η‖2
)
× ã(−η, h( p
 + 12 rd−1η)) b̃(η, h( pn + 12 rd−1η)) ds dη,
(5.6)
where
W( y0, . . . , yn) =
n−1∏
j=0
Ŵ ( y j − y j+1), (5.7)
and the summation “non-consec” is restricted to terms with p j 	= p j+1; recall the comment
after (5.2). We make the variable substitutions u0 = s1, u j = s j+1− s j for j = 1, . . . , 
−1,
and u j = s j − s j+1 for j = 
 + 1, . . . , n − 1 and un = sn . Let 
,n(t) denote the simplex

,n(t) = {u = (u0, . . . , un) ∈ Rn+1≥0 |
u0 + · · · + u
−1 < t, u
 = 0, u
+1 + · · · + un < t}, (5.8)
and let d⊥u =∏ j 	=




















u j (‖ p






















The terms I0,n(t) and In,n(t) have an analogous representation.
As in the case of the T -matrix, it will be useful to embed these quantities in an analytic




















u j (‖ p
‖2 − ‖ p j‖2 + iγ )
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u j (‖ p j + rd−1η‖2 − ‖ p
















In the following, we will drop the superscript γ in the case γ = 0.
We wish to consider the limit of this quantity as h = r → 0, uniformly for Re γ ≥ 0. The
first simplification we make is to replace the second argument of ã and b̃ by h p
 and h pn
respectively which incurs an error of order rd . Recall now that, in view of (2.9) and (5.1), we
are interested in the quantity h−2nIγ
,n(thr1−d). Since h−2nrndhd(hr1−d)n = hd−nrn = rd















2‖ p0‖2, . . . , 12‖ pn‖2
)
, r p0, . . . , r pn
)
(1 + O(rd)), (5.11)
where
Hγt,













u j (ξ j − ξ




u j (ξ j − ξ




) b̃(η, yn) d⊥u dη.
(5.12)
Using the definition of ã and b̃ and integrating over η yields
Hγt,













u j (ξ j − ξ




u j (ξ j − ξ
 + iγ )
)
× A


















b(x, yn) dx. (5.14)
We recall here that we are working in the interaction picture. To return to the original lab
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One can interpret this as corresponding to a classical trajectory in which the particle initially
has momentum y
, undergoes straight line motion for time (t − u
+1 − · · · − un), and then
experiences n− 
 collisions separated by straight line motion for times u j with momenta y j
for j = 
 + 1, . . . , n.
6 The PoissonModel
We note that the momenta p j in the summation (5.11) are of order r
−1, and that for r → 0
|{ p ∈ P : ‖ p‖2 ≤ r−2}| ∼ vol(Bd1) r−d (6.1)
where Bd1 is the d-dimensional unit ball. This means that the average spacing between con-
secutive values of the set {‖ p‖2 ≤ r−2 : p ∈ P} is of the order rd−2. Thus (5.11) measures
correlations between the ‖ p j‖2 precisely on the scale of the mean spacing. Starting with the
influential work of Berry and Tabor in the context of quantum chaos [7], it has been conjec-
tured that the statistics on this correlation scale should be governed by a one-dimensional
Poisson process. Rigorous results towards a proof of this conjecture are mostly limited
to two-point statistics, where the problem reduces to a variant of quantitative versions of
the Oppenheim conjecture [9,23,34,36,38,44]; results on higher correlation functions are
obtained in [47].
Assumption 1 We assume in the following that in the r = h → 0 asymptotics of (5.11)
the lattice P = L∗ + α with L fixed (arbitrary) and α random can be replaced by a Poisson
process in Rd with unit intensity.
This assumption should be thought of as a generalisation of the Berry–Tabor conjecture
on the Poisson distribution of energy levels of quantum systems with integrable classical
Hamiltonian. We assume both that the lengths of lattice vectors (which represent the energy
levels) behave as if they belonged to a Poisson process, and that the angular distribution of
the lattice vectors is uniform on the (d − 1)-sphere and independent of the length (on the
correct scale).
Assumptions of this kind have previously been used in modeling spectral correlations of
diffractive systems, see for instance [10,11,32]. To formulate Assumption 1 in precise terms,
define Jγ















2‖ p0‖2, . . . , 12‖ pn‖2
)
, r p0, . . . , r pn
)
, (6.2)
whereP is a Poisson point process inRd with intensity one, andE denotes expectation. Then

















dα = 0 (6.3)













] = 0 (6.4)
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Fig. 1 Scatter plots of (λi , θi ) in the strip [R − R, R) × [0, 1) for R = π × 1002 and R = π × 5002,
respectively, with R = 104. For large R we expect the point set to be modelled by a Poisson point process,
cf. Assumption 1
for Lebesgue almost every α, and indeed for α satisfying a mild diophantine condition as in
[36,38]. Statement (6.4) is more subtle than (6.3), though the implication (6.4)⇒ (6.3) would
require uniform upper bounds for dominated convergence; cf. [28, Sect. 12]. Statement (6.3)
is the only heuristic assumption made in this study.
As an illustrative example, fix α = (√2,√3) and consider the sequence (λi , θi )i∈N of
elements of the set {(π‖n + α‖2, 12π arg(n + α)) ∈ R≥0 × [0, 1) | n ∈ Z2} arranged in
increasing order according to the first component where 0 ≤ arg z < 2π is the polar angle
of z. Our assumption is concerned with the distribution of points (λi , θi ) restricted to a strip
[R − R, R) × [0, 1) for R > 0 fixed and R → ∞. Due to the choice of normalisation, a
strip of this form contains roughly R points. Broadly speaking, the points contained in the
strip should behave more and more randomly as R increases—see Fig. 1.
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Fig. 2 A scatter plot and histogram for the sequence (λi+1 − λi , θi ) for R = π × 5002 and R = 104. The
surface superimposed on the histogram is the density of the conjectured limiting distribution underAssumption
1
The Berry–Tabor conjecture, and by extension our assumption, is more readily expressed
in terms of the gap distribution. Consider the sequence (λi+1 − λi , θi ) for all points in the
window [R − R, R) × [0, 1). The Berry–Tabor conjecture states that in the limit R → ∞,
the sequence of gaps λi+1 −λi has an exponential distribution with mean 1. Our Assumption
1 then implies that in the limit R → ∞, the sequence of pairs (λi+1 − λi , θi ) is distributed
according to the product of an exponential distribution with mean 1 and the uniform distri-










(2π iλh−2)n Jγn (thr1−d) (6.5)
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exists for λ > 0 sufficiently small but fixed, every t > 0 and Re γ > 0, and to evaluate the
limit at γ = 0. The convergence is stated in Proposition 5 and explicit formulas for the limit
are discussed in Sect. 11.
Now, in order to take the expectation value of the sum over the momenta in in (5.11), with
P a Poisson point process, one needs to keep track of terms where the various pi and p j are
equal or distinct. This is best done through the notion of set partitions, which are presented in
detail in Appendix A.We denote by(n, k) the collection of set partitions F = [F1, . . . , Fk]
of the set {0, . . . , n} into k blocks F1, . . . , Fk . Let us then define, for a given set partition
F ∈ (n, k), ξ ∈ Rk , y1, . . . , yk ∈ Rd
Hγt,
,F (ξ , y1, . . . , yk) = Hγt,
,n(ιF (ξ), ιF ( y1, . . . , yk)), (6.6)
where ιF (ξ) is the embedding ιF : Rk → Rn+1 defined by ξ = (ξ1, . . . , ξk) → (x0, . . . , xn)
where (x j = ξi ⇐⇒ j ∈ Fi ), and ιF ( y1, . . . , yk) is the vector analogue ιF : (Rd)k →
(Rd)n+1. See Sect. A.3 for details.











2‖ p0‖2, . . . , 12‖ pn‖2
)

















2‖ p1‖2, . . . , 12‖ pk‖2
)




Note that for e = (1, 1, . . . , 1) ∈ Rk and any ω ∈ R
Hγt,
,F (ξ + ωe, y1, . . . , yk) = Hγt,
,F (ξ , y1, . . . , yk). (6.8)
This decomposition allows us to compute the expectation over P. Specifically, Campbell’s












2‖ p1‖2, . . . , 12‖ pk‖2
)












2‖ y1‖2, . . . , 12‖ yk‖2
)
, r y1, . . . , r yk
)











2‖ y1‖2, . . . , 12‖ yk‖2
)
, y1, . . . , yk
)
d y1 · · · d yk .
(6.9)
Due to its translation invariance, Hγt,
,F is determined by its values in the l
th coordinate plane
⊥ = {x ∈ Rk : xl = 0}. It will be convenient in our calculations below to fix l so that

 ∈ Fl . We define the corresponding Fourier transform of Hγt,










ξ , y1, . . . , yk) e(−ξ · θ) d⊥ξ , (6.10)
where θ ∈ ⊥ and d⊥ξ = ∏kj=1
j 	=l
dξ j denotes the standard Lebesgue measure on 
⊥. For











θ , y1, . . . , yk
)
e(ξ · θ) d⊥θ . (6.11)
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Define the (k × (n + 1))-matrix 
,F by
(




0 if i = l
−1 if j ∈ Fi ∩ [0, 
 − 1]
1 if j ∈ Fi ∩ [





 = 0 for all i = 1, . . . , k. In view of (5.13) and (6.10) we find in the




θ , y1, . . . , yk
) = W(ιF ( y1, . . . , yk)) Ât,
,F (θ , y1, . . . , yk) (6.13)
with
Ât,






































θi (ξi − ξl)
)
×Ât,
,F (θ , y1, . . . , yk) d⊥θ . (6.16)
More generally, for Re γ ≥ 0, we have the formula
Hγt,









θi (ξi − ξl) + i|θi |γ
])
Ât,
,F (θ , y1, . . . , yk) d⊥θ . (6.17)































θi (ξi − ξl) + i|θi |γ
])
Ât,
,F (rdθ , y1, . . . , yk) d⊥θ d y1 · · · d yk
(6.18)
as r = h → 0 and calculate the limit.
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7 Explicit Formulas
In this section we provide more explicit formulas for Ât,
,F (θ , y1, . . . , yk). The main results
are the expression (7.12) for general θ and (7.15) for θ = 0. We assume that F is some set
partition into k blocks with 
 ∈ Fl . We define
I−(F) = {i ∈ {1, . . . , k} \ {l} | Fi ∩ [0, 
 − 1] 	= ∅},
I+(F) = {i ∈ {1, . . . , k} \ {l} | Fi ∩ [
 + 1, n] 	= ∅}, (7.1)
and similarly
I ∗−(F) = {i ∈ {1, . . . , k} \ {l} | Fi ∩ [
 + 1, n] = ∅},
I ∗+(F) = {i ∈ {1, . . . , k} \ {l} | Fi ∩ [0, 
 − 1] = ∅}.
(7.2)
We also write
J− = I− ∩ I ∗−, J+ = I+ ∩ I ∗+, J = I− ∩ I+. (7.3)
Note that J− (resp. J+) contains indices corresponding to one-sided blocks of the partition,
i.e. blocks, all of whose elements are less than or equal to (resp. greater than or equal to) 
.
The set J contains indices corresponding to blocks which are not one-sided, i.e. they contain
elements both less than and greater than 
. This provides a complete categorisation of blocks
Fi :
{1, . . . , k} = {l} ∪ J− ∪ J+ ∪ J . (7.4)
Let us furthermore define
μi = μi,
,F = |Fi ∩ [0, 
]| − 1, νi = νi,
,F = |Fi ∩ [
, n]| − 1. (7.5)
Combining (5.14) and (6.14) we have
Ât,










































First we can freely integrate over all u j for j ∈ Fl . This yields a factor of
(t −∑




+1, j /∈Fl u j )
νl+
μl !νl ! (7.7)
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where (x)+ = max{0, x}. If we use the convention (x)0+ = 1[x > 0] then, writing ri =∑
j∈Fi∩[0,
−1] u j and si =
∑
j∈Fi∩[
+1,n] u j , we obtain
Ât,









































i (si )δ(θi + ri − si ) dri dsi ,
(7.8)
with

































du j = s
νi
i
νi ! . (7.10)
In other words
Ât,












































μi !νi ! δ(θi + ri − si ) dri dsi .
(7.11)
Integrating over ri for i ∈ I− = J− ∪ J and si for i ∈ J+ yields
Ât,














( yi − yl)θi −
∑
i∈J










































(si − θi )μi+ sνii
μi !νi ! ds.
(7.12)
When θ → 0 note that the integrand vanishes unless μi = 0 for all i ∈ J− and νi = 0 for
all i ∈ J+, that is to say that a partition F only contributes in the limit if the only one-sided
blocks are singletons. This motivates the definition of (n, k) ⊂ {0, . . . , n} × ◦(n, k) as
the set of marked partitions (
, F) such that every block Fi not containing 
 either (i) is a
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singleton or (ii) contains at least one number strictly less than 
 and at least one number
strictly greater than 
 (cf. Appendix A.2).
The support of Ât,
,F (θ , y1, . . . , yk) as a function of θ is contained in the domain
{θ ∈ ⊥ | −t ≤ θi ≤ 0 ∀i ∈ J−, 0 ≤ θi ≤ t ∀i ∈ J+}; (7.13)
and is continuous in this domain in a sufficiently small neighbourhood of the origin. Putting
θ = 0 in (7.12) yields
Ât,
































μi !νi ! ds.
(7.14)
In other words, for (
, F) ∈ (n, k) we have
Ât,






















δ(u1 + · · · + uk − t) du, (7.15)
whereas for (
, F) /∈ (n, k) we have that Ât,
,F (0, y1, . . . , yk) = 0.
8 Decay Estimates
In this sectionweproveProposition 3which establishes the absolute and uniformconvergence
of the series defining (6.18). The proof will be similar in spirit to that of Proposition 1, and
the key ingredient is the following decay estimate.
Proposition 2 Let a, b ∈ S(T(Rd)). There exists a constant Ca,b,d such that for all W ∈











2‖ yi‖2 − 12‖ yl‖2) + i|θi |γ
])
× Ât,
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2‖ yi‖2 − 12‖ yl‖2) + i|θi |γ
])
× Ât,

















,F (rdθ , y1, . . . , yk) d y1 · · · d yk
∣∣∣∣
(8.2)
where we have used the shorthand θl := −∑ki=1,i 	=l θi . The inner integral can be treated
using Lemma 1, so all we must do is compute the relevant norm appearing inside the Lemma.
Let K = {1, . . . , k} and S = {s1, . . . , sp} ⊂ K .We need to compute the norm ‖ fS‖L1 where
f ( y1, . . . , yk) = W(ιF ( y1, . . . , yk)) Ât,










W(ιF ( y1, . . . , yk)) Ât,




























































































rdθi i ∈ J+
si i ∈ J . (8.6)
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(si − rdθi )μi+ sνii
μi !νi ! ds.
(8.7)



































where we use the convention μ̃i = (μi )+ = max{0, μi }. As in the proof of Proposition 1





















































Integrating by parts with respect to yi for i ∈ S and pulling the absolute value inside the


































W(ιF ( y1, . . . , yk)) ã(η, yl) b̃(−η, y1)
∣∣∣∣d y1 · · · d yk dη. (8.10)
If l 	= 1, each yi appears 2|Fi | times in the product ofW, ã and b̃, except for y1 and yl which
appear 2|Fi | + 1 times (due to their appearance in ã and b̃). If l = 1, then each yi appears
2|Fi | times, except for y1 which appears 2|Fi | + 2 times. Either way we can find a constant
cd such that the number of terms inside the absolute value can be bounded above by
cpdd |F1|d+1 · · · |Fk |d+1.
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∣∣∣∣(ιF ( y1, . . . , yk)) a(η, yl)b(−η, y1)
∣∣∣∣d y1 · · · d yk dη (8.11)
where
(η0, η1, . . . , ηn) = ϕ1(η0 − η1) · · · ϕn(ηn−1 − ηn), (8.12)
each ϕi is a derivative of Ŵ of order ≤ 2d + 2 and a and b are derivatives of ã and b̃ with
respect to the second argument of order≤ d+1. Define the map κ : {0, . . . , n} → {1, . . . , k}
implicitly dependent on F by κ(i) = j if i ∈ Fj . We then have that
(ιF ( y1, . . . , yk)) = ϕ1( yκ(0) − yκ(1)) · · · ϕn( yκ(n−1) − yκ(n)). (8.13)
By the definition of (n, k) we have that κ(0) = κ(n) = 1. For i = 2, . . . , k, we define the
partial inverse
κ−1(i) = min{ j ∈ {1, . . . , n − 1} | κ( j) = i}.
For i = 2, . . . , k, the first factor of (ιF ( y1, . . . , yk)) in which yi appears is then by
definition
ϕκ−1(i)( yκ(κ−1(i)−1) − yi ).
We defineK ⊂ {1, . . . , n} to be the image of κ−1({2, . . . , k} \ {l}). Equation (8.11) can thus

















ϕi ( yκ(i−1) − yκ(i))
⎤
⎦
∣∣∣∣d y1 · · · d yk dη.
(8.14)













As in (4.28) we have that
‖ϕi‖L∞ ≤ ‖W‖2d+2,0,1 (8.16)







(2d + 1)d+1 ‖W‖2d+2,d+1,1. (8.17)
Combining with the fact that the functions ã and b̃ are Schwartz class implies that there exists
a constant ca,b,d such that
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μi + 1 i ∈ J−
νi + 1 i ∈ J+
μi + νi + 2 i ∈ J
μi + νi + 1 i = l
(8.19)









respectively. For i ∈ J we have
1




and for i = l we have
1








Using the fact that |J | +∑ki=1(μ̃i + ν̃i ) = n − k + 1 thus yields













Finally, observe that, since
∑k
i=1 |Fi | = n + 1, we have that
k∏
i=1
2|Fi | = 2n+1,
k∏
i=1
|Fi |d+3 < 2(n+1)(d+3). (8.25)
This completes the proof. 
This upper bound allows us to ensure convergence of the series (6.18).
Proposition 3 Let a, b ∈ S(T(Rd)), W ∈ S(Rd), t > 0 and set
R =
(














in (6.18) converges absolutely for all |λ| < R, uniformly in Re γ ≥ 0, 0 < r ≤ 1.
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We can replace the set ◦(n, k) by the set of all partitions of {1, . . . , n} into k blocks to



















(n + 1)! .
(8.29)






(n − 1)! (8.30)
which converges for 2π A|λ|〈t〉‖W‖2d+2,d+1,1 < e−1 by Stirling’s formula. 
9 TheMicrolocal Boltzmann–Grad Limit
In this sectionwecombine the results of Sects. 7 and8 to proveProposition 4which establishes
the limit of the full perturbation series. Given (
, F) ∈ (n, k), let C⊥
,F be the set of θ ∈ ⊥




R≤0 if Fi = { j} with j < 






 /∈ Fi and |Fi | > 1.
(9.1)
For (
, F) ∈ (n, k) we define
Dγ
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which converges for Re γ > 0 and can be extended (in the distributional sense) by analytic
continuation to Re γ ≥ 0. In other words, we have that
Dγ






,F,i ( yl , yi ) (9.3)
with
dγ







−gγ ( y, y′) if Fi = { j} with j < 

gγ ( y, y′) if Fi = { j} with j > 

gγ ( y, y′) − gγ ( y, y′) if |Fi | > 1,
(9.4)
with gγ as in (4.5). Note furthermore that






2‖ y‖2 − 12‖ y′‖2
)2 + γ 2
→ δ ( 12‖ y‖2 − 12‖ y′‖2
)
, (9.5)
as γ → 0.
Proposition 4 Let a, b ∈ S(T(Rd)), W ∈ S(Rd), t > 0, |λ| < R with R as in (8.26), and



















W(ιF ( y1, . . . , yk))
× Ât,
,F (0, y1, . . . , yk)Dγ
,F ( y1, . . . , yk) d y1 · · · d yk .
(9.6)
Proof In view of the uniform convergence of the series in n (Proposition 3), it is sufficient






























Due to the uniform decay
∏
i 	=l〈θi 〉−d/2 guaranteed by Proposition 2, the outer integral
converges uniformly in r > 0 (and Re γ ≥ 0), and we can therefore take the limit r → 0
inside. Relations (7.12) and (7.15) tell us that the only-non zero terms come from the marked
partitions (
, F) ∈ (n, k) and for θ ∈ C⊥
,F . 
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10 The Collision Series
The main result of this section is Proposition 5 which specialises Proposition 4 to the case
of γ = 0. Let us define
Tn( y0, . . . , yn) = (−2π i)n
n−1∏
j=0
T ( y j , y j+1), T0( y0) = 1, (10.1)
T
,n( y0, . . . , yn) = T
( y0, . . . , y
)Tn−











T †( y j , y j+1), (10.2)
and for m ∈ Zn>0,
T














,n,m( y0, . . . , yn) = T











,F (0, y1, . . . , yk)
×T
,n(ιF ( y1, . . . , yk)) ωk( y1, . . . , yk) d y1 · · · d yk . (10.5)
Note that in (10.5) for k > 1 only terms with n ≥ k contribute.









Proof We begin from the result of Proposition 4. Let (
, F) ∈ (n, k) and let (
′, F ′) ∈
̂(n′, k′) be the corresponding reduced marked partition. Order the blocks of (
, F) such
that the following three conditions hold:
(1) |Fi | > 1 for i = 1, . . . , k′ − 1,
(2) 
 ∈ Fk′ ,
(3) |Fi | = 1 for i = k′ + 1, . . . , k.
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By first integrating over uik′+1 , . . . , uin , and then relabelling the remaining ui variables with











′,n′(ιF ′( y1, . . . , yk′), u) δ(
′,F ′u) d⊥u, (10.8)
or in other words
Ât,
,F (0, y1, . . . , yk) = Ât,
′,F ′(0, y1, . . . , yk′). (10.9)
Furthermore, by (9.4) every non-singleton in F contains indices both to the left and right of


















This allows us to replace instances of ‖ yk′ ‖2 with ‖ y j‖2 for any j = 1, . . . , k′ − 1. Let
0 = j1 < · · · < jμ < 
 = jμ+1 < · · · < jμ+ν+1 = n
be the list of elements of {0, . . . , n} that lie in non-singleton blocks. For i = 1, . . . , μ + ν
we define mi = ji+1 − ji − 1 as the number of singletons between ji+1 and ji , and set
Mi = m1 + . . . + mi . Thus Mμ+ν = M is the total number of singletons in F . From the









gγ ( yk′ , yi )
)( k′+M∏
i=k′+Mμ+1








W(ιF ( y1, . . . , yk))D














g( yk′ , yi )
)( k′+M∏
i=k′+Mμ+1
g( yk′ , yi )
) k∏
i=k′+1
d yi . (10.12)
Due to the Dirac delta functions appearing in ωk′ , for i ∈ [k′ + 1, k′ + Mμ] we can replace
g( yk′ , yi )with g( yi− , yi )where i− is defined to be the largest non-singleton element smaller
than i . Similarly, for i ∈ [k′ + Mμ + 1, k′ + M] we replace g( yk′ , yi ) with g( yi+ , yi ) where
i+ is defined to be the smallest non-singleton element larger than i . This allows us to conclude







′,n′,(m1+1,...,mM+1)(ιF ′( y1, . . . , yk′)) ωk′( y1, . . . , yk′). (10.13)
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Now use the fact that M + n′ = n and Mμ + 
′ = 































,F (0, y1, . . . , yk)
× T
,n,(m1+1,...,mM+1)(ιF ( y1, . . . , yk)) ωk( y1, . . . , yk) d y1 · · · d yk
(10.15)
where on the right hand side we now write k, 
, n instead of k′, 
′, n′. The result then follows
by changing the summation variables m j → m j − 1 and using (10.4). 
11 The Limit Process
In this sectionwe derive explicit formulas forR(k)(t), assuming throughout that k ≥ 1. These
show in particular thatR(k)(t) can be expressed as the (k − 1)-collision term with a real and
non-negative kernel. The main results are equations (11.15) and (11.26) which together yield
the formula (1.17), as well as equations (11.17) and (11.28) which respectively yield the
expressions (1.22) and (1.23) for ρ(2)11 and ρ
(2)
12 in terms of Bessel functions.
Let us write R(k)(t) = R(k)d (t) + R(k)off (t), where R(k)d (t), R(k)off (t) are as in the definition
ofR(k)(t) (10.5), with ̂(n, k) replaced by ̂d(n, k) and ̂off (n, k), respectively.
11.1 Diagonal Terms
This is the case 0, 














u j ( y j − y1), y1
)
b(x, y1)




11 (u, y1, . . . , yk)











μi !νi ! . (11.2)
We have here used the symmetry of the integrand under permutation of the indices of the
yi with i ≥ 2, and taken an average over all ordered partitions in ̂−→d(n, k) rather than the
original sum over the unordered partitions in ̂d(n, k).
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We now apply the bijection (
, F−→) → ( F−→+, F−→−) in (A.9) (Lemma 4), which, together
with the relation
T




11 (u, y1, . . . , yk)















Next we use the bijection F−→ → ( F−→′,m) (A.7) to non-consecutive ordered partitions




















u|Fi |+|Fi |m−1i (−2π iT ( yi , yi ))|Fi |m
(|Fi | + |Fi |m − 1)!
)
, (11.5)
with |Fi |m =∑ j∈Fi m j .




f (m1 + · · · + mp) =
∞∑
μ=0
(μ + p − 1)!
μ!(p − 1)! f (μ) (11.6)





u|Fi |+|Fi |m−1i (−2π iT ( yi , yi ))|Fi |m







u|Fi |+μ−1i (−2π iT ( yi , yi ))μ







u|Fi |−1i e−2π iui T ( yi , yi )
(|Fi | − 1)!
)
(11.8)
This yields in view of the optical theorem (4.12),
ρ
(k)




















When k = 1 we are summing over partitions into 1 block. Note that −→nc◦ (n, 1) is empty




11 (u1, y1) = e−u1tot( y1). (11.10)
When k ≥ 2, using the results in Appendix A.4, we can write (11.9) as
ρ
(k)
11 (u, y1, . . . , yk) = ωk( y1, . . . , yk)




e−uitot( yi ). (11.11)
Here g(k)11 is the 11 coefficient of the k × k matrix-valued function (recall (1.20)),
G






D(z) − W)−1 exp(u · z) dz1 · · · dzk,
(11.12)




0 (i = j)
−2π iT ( yi , y j ) (i 	= j).
(11.13)




m (u, y1, . . . , yk) = ωk( y1, . . . , yk)
∣∣g(k)































 (u, y1, . . . , yk) δ(u1 + · · · + uk − t) dx d y1 · · · d yk du, (11.15)
which yields the diagonal part of the expression (1.17).
In the case k = 2, Eq. (A.28) yields an explicit formula in terms of the J1-Bessel function
(assuming here u1, u2 > 0),




(T ( y1, y2)T ( y2, y1))











4π(u1u2T ( y1, y2)T ( y2, y1))
1/2)∣∣2. (11.17)
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This formula can also be obtained directly from the combinatorial expression (11.9): note
that for n even the only F−→ ∈ −→nc◦ (n, 2) is
F−→ = [{0, 2, 4, . . . , n − 2, n}, {1, 3, 5, . . . , n − 1}]; (11.18)
and for n odd −→nc◦ (n, 2) is empty. Hence
ρ
(2)













By shifting the summation index this can be written
ρ
(2)
11 (u1, u2, y1, y2) = ω2( y1, y2) e−u1tot( y1)−u2tot( y2)
×
∣∣∣∣4π
2T ( y1, y2)T ( y2, y1)u1
∞∑
m=0









Equation (11.17) then follows from the series representation of the Bessel function




k!(k + n)! . (11.21)
11.2 Off-Diagonal Terms
Here 0 ∈ F1 and 














u j ( y j − yk), yk
)
b(x, y1)




1k (u, y1, . . . , yk)





, F−→)∈ ̂−→off (n,k)
T




μi !νi ! .(11.23)
The argument is identical to the diagonal case, and we obtain
ρ
(k)





















In the case k = 1, there is no off-diagonal term as −→nc (n, 1) is empty for every n.
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Furthermore, for k ≥ 2 (again using the results in Appendix A.4),
ρ
(k)
1k (u, y1, . . . , yk) = ωk( y1, . . . , yk)




e−uitot( yi ), (11.25)
withG(k)(u, y1, . . . , yk) as in (11.12). Again, by symmetry under the permutation of indices,
























m (u, y1, . . . , yk) δ(u1 + · · · + uk − t) dx d y1 · · · d yk du, (11.26)
which yields the off-diagonal part of (1.17).
For k = 2, Eq. (A.29) yields




12 (u1, u2, y1, y2) = 4π2 |T ( y1, y2)|2 ω2( y1, y2) e−u1tot( y1)−u2tot( y2)
×∣∣J0
(
4π(u1u2T ( y1, y2)T ( y2, y1))
1/2)∣∣2. (11.28)
Let us derive this formula also directly from the combinatorial expression (11.24): for n
odd the only element of −→nc (n, 2) is
F−→ = [{0, 2, 4, . . . , n − 1}, {1, 3, 5, . . . , n}]; (11.29)
and for n even −→nc (n, 2) is empty. Hence
ρ
(2)













This can be written
ρ
(2)















Identifying the summation as a J0 Bessel function yields the result.
12 Discussion
The main conclusion of this work is that quantum transport in a periodic potential converges,
in the microlocal Boltzmann–Grad limit, to a limiting random flight process. Unlike in the
random setting, there is a positive probability that a path of the limit process revisits the same
momentum several times. This is ultimately a consequence of the Floquet–Bloch reduction
to discrete Hilbert spaces. The only hypothesis, Assumption 1, in our derivation is that Bloch
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momenta have asymptotically the same fine-scale distribution as a Poisson point process.
This assumption can be viewed as a phase-space extension of the Berry–Tabor conjecture in
quantum chaos [7,37], which to-date has been confirmed only in special cases [9,23,34,36,38,
44,47]. In the setting discussed in this paper, present techniques permit a rigorous analysis up
to second order perturbation theory which, perhaps surprisingly, is consistent with the linear
Boltzmann equation as well as our limit process. Thus extending the perturbative analysis to
higher order terms unconditionally is an important open challenge. This would require the
rigorous understanding of higher-order correlation functions for lattice point statistics, and
we refer the reader to [47] for the best current results in this direction.
It follows from standard invariance principles forMarkov processes that for large times the
solution of the linear Boltzmann equation is governed by Brownian motion with the standard
diffusive mean-square displacement (i.e., linear in time) [22,46]. Therefore, the work of Eng
andErdös [19] for randompotentials implies convergence toBrownianmotion, if we first take
theBoltzmann–Grad and then the diffusive limit. (Note that Erdös, Salmhofer andYau [21,22]
have established convergence to Brownian motion in long-time/weak-coupling scaling limits
directly, i.e., without first taking the weak-coupling limit to obtain the linear Boltzmann
equation as in [20].) An immediate challenge is thus to understand the diffusive nature of
the random flight process derived in the present paper. Recall that in the classical setting
the Boltzmann–Grad limit of the periodic Lorentz gas does not satisfy the linear Boltzmann
equation [13,39], andwe have superdiffusionwith a t log t mean-square displacement [41]. A
further challenge is to expandour current understanding tomore singular single-site potentials
(such as hard core and/or long-range potentials) and to include background electromagnetic
fields.
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Appendix A: Partitions, Diagrams and Graphs
A.1: Set Partitions
A set partition F = [F1, . . . , Fk] of the finite set {0, . . . , n} is a decomposition into disjoint
and non-empty subsets F1, . . . , Fk . The order in which we list the Fi is not relevant (we will
discuss ordered partitions further down). We call Fi a block of F , and denote by k = |F | ≤
n + 1 the number of blocks. We furthermore define ν(F) = |F1 ∪ · · · ∪ Fk | − 1. We denote
by (n) the collection of all set partitions F with ν(F) = n, and by (n, k) the collection
of F ∈ (n) with |F | = k. We write F  G, if every subset of G is a subset of unions of
subsets of F . This defines a partial ordering on (n). The minimal and maximal elements
of (n) are O = [{0}, . . . , {n}] and N = [{0, . . . , n}], respectively.
We further denote by ◦(n, k) ⊂ (n, k) the sub-collection of all set partitions where
0 and n are in the same block (F1, say) and by nc◦ (n, k) ⊂ ◦(n, k) the sub-collection of
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Fig. 3 Diagrammatic representation of a typical marked partition (
, F) ∈ (11, 6)
non-consecutive partitions where each subset Fi does not contain consecutive indices; that
is | j1 − j2| 	= 1 for all j1, j2 ∈ Fi .
A.2: Marked and Reduced Set Partitions
Given a set partition F ∈ (n) and integer 
 ∈ {0, . . . , n} we call (
, F) the corresponding
marked partition. Let (n) ⊂ {0, . . . , n}×◦(n) denote the set of marked partitions (
, F)
such that every block Fi not containing 
 either (i) is a singleton or (ii) contains at least one
number strictly less than 
 and at least one number strictly greater than 
. Let furthermore
(n, k) ⊂ (n) denote the subset where F has k blocks.
These marked partitions are more easily understood diagrammatically. Given (
, F) ∈
(n, k) first draw n + 1 circles in a horizontal line representing the indices 0, 1, . . . , n; then
fill in the circle corresponding to the index 
; finally, connect indices with lines beneath if
and only if they lie in the same block. An example diagram for a typical partition can be seen
in Fig. 3.
We say that (
, F) ∈ (n, k) is reduced if for every block Fi we have either |Fi | > 1
or Fi = {
}, i.e. the partition contains no singleton blocks except possibly {
}. We denote
by ̂(n, k) ⊂ (n, k) the collection of reduced marked partitions. From this point forward
when we say ‘singleton’ we will mean a block of the form { j} and j 	= 
.
Given (
, F) ∈ (n, k) with M singleton blocks we construct the corresponding reduced
marked partition (
′, F ′) ∈ ̂(n − M, k − M) by removing all singletons and relabelling
the remaining elements with the labels {0, . . . , n − M} such that the order is preserved. This
process is described explicitly below.
Let
0 = j1 < . . . < jμ < 
 = jμ+1 < . . . < jμ+ν+1 = n
be the list of numbers in {0, . . . , n} that lie in non-singleton blocks. For i = 1, . . . , μ+ ν we
define mi = ji+1 − ji − 1 as the number of singletons between ji+1 and ji , and set Mi =
m1 + . . . +mi . Thus Mμ+ν = M is the total number of singletons in F . For 1 ≤ Mμ+ν ≤ n
define the map κF : {0, . . . , n} → {0, . . . , n′} with n′ = n − Mμ+ν by
κF ( j) = sup
i≥1
{ ji − Mi−1 | ji ≤ j}. (A.1)
If there are no singletons, i.e. (
, F) is already reduced, then κF = id. Given a pair (
, F)we
obtain the reduced marked partition (
′, F ′) by setting 
′ = κF (
) = μ, F ′ = [F ′1, . . . , F ′k′ ]
with k′ = k − Mμ+ν and
F ′i = {κF ( j) | j ∈ Fi }. (A.2)
Given (
, F) ∈ (n, k) the above provides a unique (
′, F ′) ∈ ̂(n′, k′). We thus have the
following Lemma.
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Fig. 4 Diagrammatic representation of a marked partition (
′, F ′) ∈ ̂(8, 4). Note that (
′, F ′) is obtained
from (
, F) in Fig. 3 by removal of all singletons










, F) → ((
′, F ′), (m1, · · · ,mn′)) (A.3)
is bijective.
Furthermore note that every block Fi 	= {
} in ̂(n) contains at least one number strictly
less than 
 and at least one number strictly greater than 
. Diagrammatically, the reduction of
a marked partition described above then simply corresponds to removing all isolated, unfilled
circles—see Fig. 4.
Assume k ≥ 2 in the following. Define ̂d(n, k) ⊂ ̂(n, k) to be the set of reduced
marked partitions (
, F) such that 0 and 
 (and therefore also n) lie in the same block i.e.,
̂d(n, k) = {(
, [F1, . . . , Fk]) ∈ ̂(n, k) | {0, 
, n} ⊂ Fi for some i}.
We call this the set of diagonal reduced marked partitions. The corresponding set of off-
diagonal reduced marked partitions is defined as
̂off (n, k) = {(
, [F1, . . . , Fk]) ∈ ̂(n, k) | {0, 
, n} 	⊂ Fi for any i}.
No order of blocks is specified here, so indeed any marked partition in ̂d(n, k) is either in
̂d(n, k) or in ̂off (n, k).
A.3: Ordered Partitions
We introduce an ordering of a partition F by specifying an order in which the blocks appear.
That is, for a partition F = [F1, . . . , Fk] we have k! corresponding ordered partitions, which
we write as F−→ = 〈Fσ(1), . . . , Fσ(k)〉; here σ ∈ Sk (the symmetric group of k elements). We
denote the corresponding set of ordered partitions by −→(n, k). We call an ordering canonical
if each Fi contains the smallest of all elements in the blocks Fj with j ≥ i ; in particular
this means that 0 ∈ F1. This yields a one-to-one correspondence between partitions and
canonically ordered partitions.
Given F−→ ∈ −→(n, k) we define the embedding ι F−→ : R
k → Rn+1,
(x1, . . . , xk) → (y0, . . . , yn) where y j = xi ⇐⇒ j ∈ Fi . (A.4)
By abuse of notation, we also define the vector analogue ι F−→ : (R
d)k → (Rd)n+1,
(x1, . . . , xk) → ( y0, . . . , yn) where y j = xi ⇐⇒ j ∈ Fi . (A.5)
For the unordered partition F ∈ (n, k) we define the corresponding embedding ιF = ι F−→
where F−→ has the canonical order.
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Let us define
−→◦(n, k) = {〈F1, . . . , Fk〉 | [F1, . . . , Fk] ∈ ◦(n, k), 0 ∈ F1}.
That is, we specify that the first block contains 0 (and thus also n); with this convention
there are (k−1)! ordered partitions in −→◦(n, k) for every given F ∈ ◦(n, k). Let (n, k)
denote the set of partitions of {0, . . . , n} into k blocks where 0 and n lie in different blocks.
Define −→(n, k) to be the set of ordered partitions F−→ = 〈F1, . . . , Fk〉 where 0 ∈ F1 and
n ∈ Fk .
Let −→nc(n, k) ⊂ −→(n, k) (and equally −→nc◦ (n, k) ⊂ −→◦(n, k) and −→nc (n, k) ⊂
−→(n, k)) be the subset of ordered partitions such that all consecutive elements lie in sepa-
rate blocks, that is j ∈ Fi implies j + 1 /∈ Fi . Let us take F−→ ∈ −→◦(n, k) and construct the
corresponding non-consecutive partition; the construction is similar to that of removing sin-
gletons. Let j1 < . . . < jn′ be the list of elements j ∈ {1, . . . , n} for which js ∈ Fi implies
js − 1 /∈ Fi . Let ms ∈ Z≥0 be the largest integer so that js + 1, . . . , js + ms ∈ Fi . Then
n = n′ +m1 + . . . +mn′ . We map F−→ ∈ −→◦(n, k) to the pair ( F−→′,m) ∈ −→nc(n′, k) ×Z
n′≥0,
where F ′i = {s | js ∈ Fi } andm = (m1, . . . ,mn′) as defined as above. In particular note that
if F−→ ∈ −→nc◦ (n, k) then ( F−→′,m) = ( F−→, 0). The map F−→ → ( F−→′,m) is clearly invertible,
and we have the following.








nc(n, k) × Zn≥0
)









nc◦ (n, k) × Zn≥0
)










 (n, k) × Zn≥0
)
, F−→ → ( F−→
′,m) (A.8)
are bijective.
The notion of a marked partition (
, F) naturally extends to an ordered marked partition
(
, F−→), and we construct a reduced ordered partition from an ordered partition by preserving
the order of surviving blocks in the construction. The ordered partitions corresponding to
(n, k) and ̂(n, k) are denoted by −→(n, k) and ̂−→(n, k), respectively.Wedefine the ordered
partitions corresponding to ̂d(n, k) and ̂off (n, k) by
̂−→d(n, k) = {(
, 〈F1, . . . , Fk〉) ∈ ̂−→(n, k) | 0, 
 ∈ F1}
and
̂−→off (n, k) = {(
, 〈F1, . . . , Fk〉) ∈ ̂−→(n, k) | 0 ∈ F1, 
 ∈ Fk}.
Whereas there are (k−1)! ordered partitions in ̂−→d(n, k) for every fixed partition in ̂d(n, k),
there are only (k − 2)! in ̂−→off (n, k) for every fixed partition in ̂off (n, k). The notion of
ordering can also be represented diagrammatically, namely, we insist that if i < j then the
line connecting elements in Fi is lower than the line connecting elements in Fj—see Fig. 5.
In the event that the marked partition contains a singleton, we can attach a vertical line below
to the desired height—see Fig. 6
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ordered marked partitions with
singletons in −→off (4, 4)
corresponding to the same
marked partition
Given (
, F−→) ∈ ̂−→, with F−→ = 〈F1, . . . , Fk〉, we define F−→± = 〈F
±
1 , . . . , F
±
k 〉 with
F+i = Fi ∩ [0, 
] and F−i = n − (Fi ∩ [
, n]) ⊂ [0, n − 
]. Recall that Fi is either
the singleton {
} or contains at least one number strictly less than 
 and at least one number
strictly greater than 
. This implies in particular that F±i 	= ∅ for all i , and thus F−→+ ∈ (
, k)
and F−→− ∈ (n − 
, k). We in fact have the following bijection.





−→◦(m, k) × −→◦(n − m, k)
)
, (
, F−→) → ( F−→
+, F−→
−), (A.9)




−→(m, k) × −→(n − m, k)
)
, (






, F−→) ∈ ̂−→(n, k), we have by construction 0, n ∈ F1; therefore 0 ∈ F
+
1 and
n ∈ n − F−1 ; this in turn implies 0 ∈ F−1 .
If furthermore (
, F−→) ∈ ̂−→d(n, k), then 




 ∈ n − F−1 ; the
latter can be written as n − 
 ∈ F−1 . This shows F−→+ ∈ ◦(
, k) and F−→− ∈ ◦(n − 
, k).
If on the other hand (
, F−→) ∈ ̂−→off (n, k), then 




 ∈ n − F−k ; that is
n − 
 ∈ F−k . This means that F−→+ ∈ (
, k) and F−→− ∈ (n − 
, k). We conclude that
(A.9), (A.10) have the correct range (Figs. 7, 8).
Now ( F−→+, F−→−) are uniquely determined by F−→ and hence (A.9), (A.10) are injective.
The inverse maps are given by
( F−→
+, F−→
−) → (ν(F+), 〈F+1 ∪ (n − F−1 ), . . . , F+k ∪ (n − F−k )〉)
from which we infer that (A.9), (A.10) are surjective. 
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Fig. 7 Decomposition of an ordered marked partition in ̂−→off (8, 4) into ordered partitions F−→− ∈ −→(4, 4)
and F−→+ ∈ −→(4, 4)
Fig. 8 Decomposition of an
ordered marked partition in
̂−→d(8, 3) into ordered partitions
F−→− ∈ −→◦(4, 3) and
F−→+ ∈ −→◦(4, 3)
A.4: Graphs and Paths
Let Kk be the complete graph with k ≥ 2 vertices which we label as 1, 2, . . . , k, and denote
by P = i0i1 · · · in (with is 	= is+1) the path of length n which visits the listed vertices in the
given order. This means that consecutive indices is is+1 correspond to an edge. Backtracking
is allowed, e.g. P = 121 is an admissible path. We denote by (n, k) the set of all paths of
length n, and by (n, k) the set of such paths that visit every vertex at least once. (n, k) is
non-empty for n ≥ k − 1. We denote by i j (n, k) ⊂ (n, k) resp. i j (n, k) ⊂ (n, k) the
subset of paths that start at vertex i and end at vertex j . For i 	= j , i j (n, k) is non-empty if
n ≥ k − 1, and i i (n, k) is non-empty if n ≥ k.
With an ordered partition F−→ ∈ −→nc(n, k) we associate a path P( F−→) = i0i1 · · · in ∈
(n, k) by identifying each block Fi with the i th vertex of Kn . That is, is = i if and only if
s ∈ Fi . This yields the following.
Lemma 5 The maps
−→
nc(n, k) → (n, k), F−→ → P( F−→), (A.11)
−→
nc◦ (n, k) → 11(n, k), F−→ → P( F−→), (A.12)
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−→
nc
 (n, k) → 1k(n, k), F−→ → P( F−→), (A.13)
are bijective.
We assign a (k × k) edge matrix W = (wi j ) to the graph Kk , by assigning a weight wi j
to each edge i j , and wi i = 0 to the coefficients on the diagonal. We also assign the diagonal
vertex matrixD(u) = diag(u1, . . . , uk)which assigns weight ui to vertex i . The edge weight
of a path P = i0 . . . in is then defined as wP = wi0i1wi1i2 · · · win−1in , and the vertex weight
as uP = ui0ui1 · · · uin−1uin ; the total weight is thus
uPwP = ui0wi0i1ui1wi1i2 · · · uin−1win−1in uin .
The combinatorics of a path of length n can be understood by means of the matrix
[D(u)W]nD(u), as we will explain now. We define the linear operator L acting on func-















· · · dzk
z2k
. (A.14)












(ν1 − 1)! · · · (νk − 1)!u
ν1−1
1 · · · uνk−1k . (A.16)
Thus LF(u) is the derivative ∂u1 · · · ∂uk of the Borel transform of F(u).














since the terms in
∑
P uPwP that are constant in ul correspond exactly to those paths that
do not visit vertex l. Equation (A.17) then follows from simple matrix algebra. 
Consider the (k × k) matrix valued function
F(u) = (1 − [D(u)W])−1D(u) = (D(u)−1 − W)−1. (A.19)









1 · · · uνkk , (A.20)
with the Taylor coefficients given by (k×k)matrices Cν1,...,νk . The first series in (A.20) (and
hence also the aboveTaylor series) converges absolutely for |ui | < r−10 with r0 = kmax |wi j |.
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uPwP = [LFi j ](u) = [LF]i j (u). (A.21)
After the variable substitution zi → 1/zi , (A.14) becomes
G





(D(z) − W)−1 exp(u · z) dz1 · · · dzk . (A.22)
Let us work out the example k = 2 in some more detail. In this case








































For u1, u2 	= 0 set z1 = iu−1/21 u1/22 (−w12w21)1/2eiθ with any fixed choice for the branch




















2 (−w12w21)1/2(eiθ + e−iθ )
)
dθ. (A.26)










eiz cos θ−inθdθ. (A.27)
Thus
g(2)11 (u) = −u1/21 u−1/22 (−w12w21)1/2 J1(2u1/21 u1/22 (−w12w21)1/2), (A.28)
g(2)12 (u) = w12 J0(2u1/21 u1/22 (−w12w21)1/2), (A.29)
g(2)21 (u) = w21 J0(2u1/21 u1/22 (−w12w21)1/2), (A.30)
g(2)22 (u) = −u−1/21 u1/22 (−w12w21)1/2 J1(2u1/21 u1/22 (−w12w21)1/2). (A.31)
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