Cosmological N-Body simulations are a useful tool for studying gravitational instability in an expanding background, formation of large scale structure, and, formation and evolution of galaxies. This subject is vast and we will restrict our attention in most part to simulations that ignore non-gravitational effects. For a discussion of more general details and a longer list of references, we refer you to a recent review [1] . You will find detailed discussion of Cosmology and scales in text books [2, 3, 4] .
Dark Matter Simulations
Nearly all Cosmological models have a collisionless dark matter component that dominates over the baryonic component in terms of energy density. Fluctuations at small scales in the dark matter component, unlike fluctuations in baryonic component, grow in the interval between the beginning of the matter dominated era and the decoupling of radiation and matter [2, 3, 4] . Thus fluctuations in the dark matter component will govern the evolution of fluctuations in the baryonic component after the epoch of decoupling. This dominance persists in most models to later times due to the larger energy density of the dark matter component. Due to these reasons, Cosmological N-Body simulations must be able to handle fluctuations in dark matter.
Dark matter is generally assumed to be collisionless, the only interaction of interest in most cases is gravitational as the dark matter particles interact very weakly, if at all. This may not be true in regions with very high density such as cores of galaxies and clusters of galaxies. Studies of interacting dark matter suggest that such interaction must be negligible even in high density regions or it would produce an observable effect [5, 6] .
The collisionless dark matter may be relativistic, or nonrelativistic. In the former case, it will have a significant pressure/velocity dispersion and one cannot take the fluid limit. In such a case one needs to solve the Boltzmann equation in order to correctly model effects of free streaming [7] . However, observations suggest that the Universe is not dominated by relativistic matter. This allows us to take the fluid limit and describe the motion of dark matter particles using simple Newtonian equations.
Simulations of dark matter represent density distribution using particles. This can be achieved either by assigning mass in proportion to the local value of density, or by distributing particles with the same mass such that the number density of these particles is proportional to the density of dark matter. For Cosmological simulations, each N-Body particle will represent a very large number of dark matter particles as we would like to simulate evolution of structures at scales which are of interest in Cosmology. Thus our ability to probe small scales will be limited by the mass of typical N-Body particles. Details of methods used to set up initial conditions can be found in many papers [8, 9] .
The equations that govern the evolution of this set of particles are given below. These equations are valid for non-relativistic matter (v c, ϕ c 2 ) at scales that are much smaller than the Hubble radius [2] .ẍ
Here x is the co-moving position of a particle, a(t) is the scale factor, ϕ is the perturbed component of the gravitational potential, H 0 is the Hubble's constant and Ω 0 is the energy density in matter at the present epoch in units of the critical density and δ is the density contrast,¯ (t) is the average density of matter in the Universe at time t and (x, t) is the density at x at time t. Density as a function of position is recovered from the distribution of particles at any given instant using some convenient interpolation scheme or by using a smoothing function. We ensure collisionless evolution by requiring that two body collisions do not play a significant role in the evolution of the system of particles. This is done by softening the force at small scales. An alternative approach is to assign a finite size to particles. The net result is that particles can pass through each other and the force between two particles does not diverge as the distance between them goes to zero, i.e., force between these goes to zero with distance.
Direct Summation Method
The direct summation method, also known as the particleparticle (PP) method is the most obvious way of calculating force, i.e., by directly summing the force on each particle due to all other particles. This method works well for a small number of particles, but it is difficult to simulate a system with a large number of particles on conventional computers. Typically simulations using this method are limited to 10 4 particles on present day computers, as the number of operations required grows as N 2 , where N is the number of particles [10] . The attractive feature of this method is the simplicity of algorithm and the absence of approximations made in other methods. There has been some resurgence in the use of this method after the advent of the GRAPE chip [11, 12] . This chip is essentially a hard wired computer that calculates inverse square force between every pair of particles though the newer versions have many other useful features that are commonly needed for N-Body simulations. With the modern versions of this chip, one can easy simulate systems with millions of particles.
Direct summation method has not been used in very many Cosmological simulations, even though the earliest Cosmological Nbody simulations used this method.
Particle-Mesh Method
Particle-Mesh (PM) method has the distinction of being the first method to produce representative simulations of Cosmological models. At the heart of this method lies the realisation that Poisson's equation (eqn.2) is a simple algebraic equation in Fourier space. Thus solving the Poisson's equation is trivial, if we have a fast method of computing Fourier transforms. Fast Fourier Transform (FFT) is just such a method as in this method the number of operations required for computing the Fourier transform scales as N log N instead of N 2 for a function defined on N regularly spaced points in configuration space. The requirement of uniformly spaced points forces us to use a regular mesh, usually a cubic box with equal number of mesh points along each axis. Quantities δ and ϕ are defined and computed at these mesh points. We still use particles to represent the density field and we compute density at mesh points by using weight functions. The method derives its name from concurrent use of a mesh and particles. For details of this method, we refer you to some of many papers on PM methods [13, 8, 9] . A useful spin off of using Fourier methods is that we get periodic boundary conditions for free.
PM method is a very fast way of doing Cosmological N-Body simulations and many useful results have been derived using such simulations. However, use of a mesh and the requirement that the simulation box contain a representative chunk of the Universe reduce the effective dynamic range of such simulations. Use of weight functions imposes a stringent lower limit to resolution at the scale corresponding to the support of this function or the distance between neighbouring mesh points, whichever is larger [14, 15] .
P 3 M Method
The success of the PM method and its obvious limitations prompted researchers to devise schemes for enhancing resolution of this method while retaining useful features. FFT gives the long range force for a very small computational cost, along with periodic boundary conditions. The limitation of the PM method at short distances, where the force is softened at the mesh scale, has been the focus of efforts by many researchers and the P 3 M method was the first in a long line of attempts to overcome this limitation. The basic idea is to add a "correction" to the long range force computed using the PM method. This correction is computed by summing the contribution of close neighbours using the direct summation, or the particle-particle method (hence the name PP+PM = P 3 M). It is assumed that the correction depends only on the distance and is generally added out to a distance of about 1.5 times the distance between neighbouring mesh points [8] . P 3 M was the first method to produce high resolution N-Body simulations. Many detailed studies of gravitational clustering were carried out using this method.
There are three problems with the P 3 M method. First relates to the fact that the correction force is assumed to be isotropic, whereas it is not. Thus the resulting force must be very anisotropic at the mesh scale. Second, the correction is added only up to a relatively short distance, whereas the PM method underestimates the force out to a much larger distance [15] . Lastly, P 3 M simulations slow down at late times when the distribution of particles becomes highly clustered and computation of the correction term dominates the number of operations required.
A modified implementation of the P 3 M method uses refined mesh in regions of high density to reduce the time taken in direct summation for calculating the short range correction [16] . This takes care of the third problem mentioned above.
Tree Method
The tree method of doing simulations uses an approximation for calculating force that reduces the number of operations required so that these scale as N log N , where N is the number of particles. This is done by arranging all the particles in a tree structure and treating sufficiently distant groups of particles as a single unit for the purpose of calculating force [17] . The quantification of "sufficiently distant groups" has to be done carefully. Early papers suggested simple criteria that can give large errors in some situations [18] .
This method is very effective for simulations of isolated objects such as clusters of galaxies [19] . It is an extremely general method for N-Body simulations, useful in a whole range of situations. Periodic boundary conditions can be included [20] , but this tends to slow the code down by a significant amount. In the Cosmological context, this method is useful for simulating highly non-linear clustering as the number of operations is less sensitive to the degree of clustering, as compared to the P 3 M method. The errors in force can be large for a uniform distribution, such as the initial conditions for Cosmological simulations. This can be avoided by employing a more stringent criterion for using distant groups as single entities in force calculation at early times, or by using alternative criteria [19] .
This method is relatively slow compared to other methods. Many tricks have been suggested to speed up the tree code, chief amongst these is vectorisation of tree traversals while computing the force [21, 22, 23] . Use of these method can result in a speed up by upto a factor of four.
TPM Method
The TPM method [24, 25] is similar to the P 3 M method, except that the tree method is used for computing the short range correction in force, instead of direct summation. N-Body particles are divided into two groups, those in low density regions are called PM particles and short range correction is not computed for these. Particles in high density regions are called tree particles and a tree code is used to compute the short range correction in force for these particles. Unlike P 3 , TPM method avoids slow down for highly clustered distributions of particles but other problems remain. However, all other problems remain and some more are introduced by splitting of particles in two groups as this leads to nonuniform resolution across the box.
TreePM Method
The TreePM method too is similar in spirit to the P 3 M method. The gravitational force is partitioned into short range and long range components [26] that add up to give the required force at all scales, both the components are isotropic by construction. The long range force is computed in the Fourier space. The short range force is calculated in real space using the tree method. The short range force between two particles is added out to a distance where it falls below 1% of the total force. It combines good features of the tree and the PM method and avoids pitfalls of both these methods. Unlike the TPM method, resolution is the same for all particles. There is one key difference between the TreePM and other types of codes that use a short range correction to enhance the force resolution at small scales, i.e., methods such as the P 3 M and TPM. The long range force is different from the force computed in the PM method, large wave modes are suppressed to ensure isotropy at all scales where the long range force is significant. It is this that allows us to reduce the error budget in TreePM codes as compared to the TPM and P 3 M methods.
Adaptive Mesh Refinement Methods
These methods also seek to overcome the limited resolution of PM codes. The trick used here is to refine mesh in regions of interest, either around one structure or in regions of high density -this is done by introducing a new mesh, that has smaller spacing between neighbouring points. One then solves for the potential in the region of the refined mesh using the long range potential on the edges as the boundary condition. It is possible to carry out successive refinements and obtain good resolution [27, 28, 29] . However, one must be careful about the effect on motion of particles close to the interface of meshes of different levels. There is also the problem of non-uniform resolution.
Other Methods
There are several other, less popular methods of doing N-Body simulations in the Cosmological context. These include the moving mesh method [30] , fast multi-pole method [31] , etc. This last method is particularly interesting as the number of operations required scales as the number of particles. Present development of N-Body simulation methods is guided by the emergence of distributed parallel computing as a platform of choice for high performance computing. Parallel versions of many of the popular methods have been implemented, or are being implemented [19, 32, 33, 24, 34] .
Adding Baryons
As long as we are concerned with collisionless dark matter, the physics involved is relatively simple as we only have to worry about the gravitational force. This simplicity is lost once we try to include baryons into the picture as we have to include effects of pressure, temperature, heating, cooling, shocks, chemical reactions, radiation transport, interaction of matter with radiation, etc. Clearly, our understanding of many of these effects is far from complete when studied in isolation. However, the situation is not hopeless. We can study special cases where a number of these effects do not play a significant role and we can use these cases to further our understanding of these effects. Basic understanding of these effects can be developed using symmetrical systems that allow us to probe some special cases in great detail. Examples of these are studies of spherically symmetric systems [35] .
There are two basic methods of doing hydrodynamic simulations, these are either mesh based methods where the equations of fluid mechanics and thermodynamics are solved on a grid of fixed points. The other method assigns fluid properties to "particles" and one finds the values of these quantities at any point using weight functions: these are the smoothed particle hydrodynamics (SPH) codes [36, 37] . SPH method is easier to implement, but mesh based methods are generally more robust. Mesh based methods have poor resolution in high density regions, where there may be many dark matter particles in each mesh cell, but this can be corrected using adaptive mesh techniques.
There have been some attempts to add chemical reactions, particularly for the study of formation of first stars [38] . Similarly, there have been many attempts to incorporate radiation transfer in Cosmological simulations. Most attempts so far have required considerable simplification of the full problem but interesting results have already been derived from such simulations [39, 40] .
Summary
The above discussion has summarised, very briefly, the methods used for Cosmological N-Body simulations. We have tended to focus on simulations of dark matter, primarily because the techniques there are better developed and understood. Hydrodynamic simulations, particularly simulations that try to incorporate effects like chemical reactions and radiation transfer are relatively new and much work needs to be done before all the subtleties are understood. On the positive side, much work needs to be done to understand gastrophysical effects and we will need much more than greater computational power to do it.
