Abstract: Model-driven Software Engineering is one of the most focused research fields. Model processors automatically generate the lower level artefacts. Graph transformation is a widely used technique for model transformations. Especially visual model transformations can be expressed by graph transformations. This paper presents a visual control flow support of the Visual Modelling and Transformation System and discusses the principles of the constraint-driven validated model transformation. The presented approach helps to validate, preserve or guarantee certain model properties not only for individual transformation rules but also for the whole transformation.
Introduction
Model-driven development approaches (e.g., ModelIntegrated Computing (MIC) (Sztipanovits and Karsai, 1997 ) and OMG's Model-Driven Architecture (OMG MDA) emphasise the use of models at all stages of system development. They have placed model-based approaches to software development into focus.
MIC advocates the use of domain-specific concepts to represent system design. Domain-specific models are then used to synthesise executable systems, perform analysis or drive simulations. Using domain concepts to represent system design helps increase productivity, makes systems easier to maintain, and evolves and shortens the development cycle.
MDA offers a standardised framework to separate the essential, platform-independent information from the platform-dependent constructs and assumptions. A complete MDA application consists of a definitive Platform-Independent Model (PIM), one or more Platform-Specific Models (PSM) including complete implementations, one on each platform that the application developer decides to support. The platform-independent artifacts are mainly Unified Modelling Language (OMG UML) and other software models containing enough specification to generate the platform-dependent artifacts automatically by model compilers.
MDA as a model-based approach to software development facilitates the synthesis of application programs from models created using customised, domain-specific model processors. Model-Driven Software Development (MDSD) employs Domain-Specific Models (DSMs) to represent the software, its environment, and their relationship, and thus, it is well-suited for the rapid design of complex computer-based systems.
Model transformation lies at the heart of the model-driven approaches (Metzger, 2005; Sztipanovits, 2002) . With MDSD, a modelling environment operates according to a modelling paradigm, which is a set of requirements that define how a system within a domain is modelled. The modelling paradigm is captured in the form of formal modelling language specifications referred to as metamodel. Once a metamodel is created for a particular domain, a modelling environment allows a modeler to create DSMs that can be synthesised into various artifacts.
MDA and MIC-based transformation approaches focus on models, support the flexible creation of modelling environments, and help to follow the changes of the models. At the same time they facilitate code generation and provide tool support for turning the created models into code artifacts. Metamodelling environments and model processors together form the tool support for MIC and MDA. A model-driven development-based approach is discussed in this paper that supports the software model evolution applying metamodel-based model transformation techniques.
Transformations appear in many different situations in a model-based development process. A few representative examples are as follows:
• refining the design to implementation: this is a basic case of PIM/PSM mapping
• aspect weaving: the integration of aspect models/code into functional artifacts is a transformation on the design (Assmann and Ludwig, 2000) • analysis and verification: analysis algorithms can be expressed as transformations on the design (Assmann, 1996) .
One can conclude that transformations in general play an essential role in model-based development, thus, there is a need for model transformation tools. These tools must make the model transformation flexible, expressive and validated. Furthermore, they should support control flow, constraints, parameter passing between consecutive rules, conditional branching, and should be as user-friendly as possible.
The approach presented here uses graph rewriting-based visual model transformation. Models can be considered special graphs, which contain nodes and edges between them. This formal background facilitates to treat models as labelled graphs and to apply graph transformation algorithms to models using graph rewriting. A transformation is built from transformation rules and their exact execution order. The transformation rules specify the operational behaviour of model processing.
The Visual Modelling and Transformation System (VMTS) (Levendovszky et al., 2004 ) is an n-layer metamodelling environment which supports editing models according to their metamodels, and allows specifying Object Constraint Language (OCL) constraints. Models are formalised as directed, labelled graphs. VMTS uses a simplified class diagram for its root metamodel ('visual vocabulary') .
Also, VMTS is an UML-based model transformation system, which transforms models using graph rewriting techniques. Moreover, the tool facilitates the verification of the constraints specified in the transformation rule during the model transformation process.
Section 3 shortly introduces the VMTS Visual Control Flow Language (VCFL) (Lengyel et al., 2005c) which facilitates to define model transformations as ordered sequences of simple graph rewriting-based transformation rules. VCFL has successfully been applied in MDA-based industrial projects (Lengyel et al., 2005a (Lengyel et al., , 2005d . Section 4 presents the online validated model transformation and discusses how VMTS approach facilitates to require from transformations to validate, preserve or guarantee certain properties during the transformation. Finally, Section 5 presents the model-to-model and model-to-code transformation capabilities of VCFL using illustrative case studies.
Background and related work
Graph rewriting (Rozenberg, 1997 ) is a powerful technique for graph transformation with a strong mathematical background. The atoms of graph transformations are rewriting rules, each rule consists of a Left-Hand Side (LHS) graph and Right-Hand Side (RHS) graph. Applying a graph rewriting rule means finding an isomorphic occurrence (match) of LHS in the graph the rule being applied to (host graph), and replacing this subgraph with RHS.
In the VMTS approach, LHS and RHS of the transformation rules are built from metamodel elements. This means that an instantiation of LHS must be found in the host graph instead of the isomorphic subgraph of LHS. These metamodel-based rewriting rules extended with control structure are called Visual Model Processors (VMP) in VMTS. Previous work (Levendovszky et al., 2004) has shown that the rules can be made more relevant to software engineering models if the metamodel-based specification of the transformations allows assigning OCL constraints to the individual transformation rules.
The OCL is a formal language for analysis and design of software systems. It is a subset of the UML standard that allows software developers to write constraints and queries over object models. A constraint is a restriction on one or more values of an object-oriented model or system: a precondition to an operation is a restriction that must be true just prior to its execution. Similarly, a postcondition to an operation is a restriction that must be true just after its execution.
Many approaches have been introduced in the field of graph grammars and transformations to capture graph domains; for instance, GReAT (Karsai et al., 2003) , PROGRES (PROGRES), FUJABA (Köhler et al., 2000) , VIATRA (Varró and Pataricza, 2003) , AToM 3 (Lara et al., 2004) and Attributed Graph Grammar (AGG). These approaches are specific to the particular system, and each of them has some features that others do not offer.
The GReAT framework is a transformation system for Domain Specific Languages (DSL) built on metamodelling and graph rewriting concepts. The control structure of the GReAT allows specifying an initial context for the matching to reduce the complexity of the general matching case. The pattern matcher returns all the possible matches to avoid the inherent non-determinism in the matching process. The attribute transformation is specified by a proprietary attribute mapping language, whose syntax is close to C. The LHS of the rules can contain OCL constraint to refine the pattern.
PROGRES is a visual programming language in the sense that it has a graph-oriented data model and a graphical syntax for its most important language constructs. PROGRES provides constructs for rule firing and for sequencing the rules to form a controllable transformation process. PROGRES offers refined control structures; both imperative and declarative approaches can be used in either a deterministic or a non-deterministic manner. ACID transactions are also allowed in the control specifications.
GReAT and PROGRES have a test rules construction. A test rule is a special expression and it is used to change the control flow during execution. A test rule has only LHS. If a test rule is successful (the matching was successful), the rule after the test node is executable.
In FUJABA, the combination of activity diagrams and collaboration diagrams (story-diagrams) are used to express control structures. Story-diagrams are a visual programming language that facilitates the specification of complex application-specific object structures. Moreover, FUJABA extended story-diagrams by statecharts tostory-charts. Story-charts use statecharts and activity diagrams to define complex control flows and collaboration diagrams to specify the entry, exit, do, and transition actions that deal with complex object-structures.
Visual Automated Transformations (VIATRA) is a model transformation framework developed mainly for the formal dependability analysis of UML models. In VIATRA, metamodelling is conceived specially: the instantiation is based on mathematical formalisms and called Visual Precise Metamodelling. The attribute transformation is performed by abstract state machine statements, and there is built-in support for attributes of basic Java types. The model constraints can be expressed by graph patterns with arbitrary levels of negation. The rule constraints are also specified by graph patterns. VIATRA uses Abstract State Machines (ASM) to define the control flow of the system. AGG is a visual tool environment consisting of editors, interpreter, and debugger for attributed graph transformation; attribute computation by Java; supports a hybrid programming style based on graph transformation and Java. In AGG, termination criteria are implemented for Layered Graph Transformation Systems (LGTS). The layers fix the order how rules are applied. The interpretation process first has to apply all rules of layer 0 as long as possible, and then all rules of layer 1, etc. Rule layers allow specifying a simple control flow graph transformation. Once the highest layer has been finished, the transformation stops, unless the option 'loop over layers' is turned on.
The transformation and simulation tool AToM 3 uses model transformation to simulation traces in order to simulate the operations. The rule constraints can contain generalised negative application conditions and can be pre-and postconditions to events. Constraints can be both semantic and graphical constraints. Similarly to AGG, the control flow consists of layers; the rules are sequenced by priority numbers within the layers. A rule is executed only once, but in case of non-overlapping matches, the rules are applied to all the matches.
VMTS visual control flow language
One of the most important capabilities of a control flow language is the ability to express a transformation as an ordered sequence of the transformation rules. Classical graph grammars apply any production that is feasible. This technique is appropriate for generating and matching languages but model-to-model transformations often need to follow an algorithm that requires a stricter control over the execution sequence of the rules, with the additional benefit of making the implementation more efficient.
The VMTS approach is a visual approach and it also uses graphical notation for control flow: stereotyped UML activity diagram.
In Figure 1 , the metamodel of the VMTS control flow language is depicted, which describes that the root element is the Transformation. A Transformation can contain optional number of FlowEdgeTarget type object, this is denoted by stereotype <<SystemContainment>>. VCFL is a visual language for controlled graph rewriting and transformation, which supports the following constructs: sequencing transformation rules, branching with OCL constraints, hierarchical rules, parallel execution of the rules, and iteration.
The branching construct is required, because often, the transformation that we would like to apply depends on a condition. In VCFL, OCL constraints assigned to the decision elements can choose between the paths of optional numbers, based on the properties of the actual host model and the success of the last transformation rule (SystemLastRuleSucceed). If the last transformation rule fails, then VCFL can use the values of the system variables SystemLHSFailure and SystemRHSFailure for the decision. These variables represent whether a failure has occurred, because there was no proper match (LHS failure: structurally not suitable input model or there is at least one constraint not satisfied in LHS of the transformation rule), or the transformation result was not sufficient (RHS failure: there was at least one constraint not satisfied in RHS of the transformation rule).
In VCFL, if a transformation rule fails and the next element in the control flow is a decision object then it can provide the next branch based on the OCL statements and the value of the SystemLastRuleSucceed variable. If no decisions can be found, the control is transferred to the parent state, if there is no parent state, the transformation terminates with error.
VMTS transformation rules have two specific attributes: Exhaustive and MultipleMatch. Recall that applying a model transformation rule means finding a match of LHS in the host model and replacing this subgraph with RHS. An exhaustive transformation rule is executed continuously, as long as LHS of the rule could be matched to the host model. The MultipleMatch attribute of a rule allows that the matching process finds not only one but all occurrence of LHS in the host model, and the replacement is executed on all the found places.
In VMTS, LHS and RHS of the transformation rules are built from metamodel elements. This means that an instantiation of LHS must be found in the host graph instead of the isomorphic subgraph of LHS. The metamodel-based specification of the transformations allows assigning OCL constraints to the individual transformation rules. This technique facilitates a natural representation for multiplicities, multi-objects and assignments of OCL constraints to the rules as well as syntax close to the UML notation.
VMTS facilitates a refined description of the transformation rules. When the transformation is performed, the changes are specified by the RHS and internal causality relationships defined between the LHS and the RHS elements of a transformation rule (Figure 2 ). Internal causalities can express the modification or removal of an LHS element, and the creation of an RHS element. XSLT scripts can access the attributes of the objects matched to the LHS elements, and produce a set of attributes for the RHS element to which the causality points.
The interface of the transformation rules allows the output of one rule to be the input of another rule (parameter passing), in a dataflow-like manner. This is used to sequence expression execution. In VCFL, this construction is referred to as external causality. An external causality creates a linkage between a node contained by RHS of the rule i and a node contained by LHS of the rule i + 1. This feature accelerates the matching and reduces the complexity, because rule i provides partial match to rule i + 1.
In Section 5, we show how these features can be applied in a model processing via case studies.
Validated model transformation
Model transformation means converting an input model available at the beginning of the transformation process to an output model. To define precisely the transformation rules beyond the topology of the visual models, additional constraints must be specified which ensure the correctness of the attributes, or other properties to be enforced. Dealing with Object Constraint Language constraints provides a solution for these unsolved issues, because these problems can be addressed by constraint validation, but topological and attribute transformation methods cannot perform and express these kinds of model properties.
This section discusses the necessity of the validated model transformation, introduces the relation between the pre-and postconditions as well as the OCL constraints assigned to the transformation rules. Furthermore, it presents the concept of general validation, preservation, and guarantee that facilitates the online validation of model transformations. Therefore, the main contribution of the section is the constraint-driven efficient validated model transformation.
At the implementation level, system validation can be achieved by testing. Various tools and methodologies have been developed to assist in testing the implementation of a system (for example, unit testing, mutation testing, and white/black box testing). However, in case of model transformation environments, it is not enough to validate that the transformation engine itself works as it is expected. The transformation specification should also be validated.
There are only few and not complete facilities provided for testing offline transformation specifications in an executable style. Also, there are several model transformation environment provides well-defined interfaces that allow to implement transformations using an optional object-oriented programming language. Related to the expected output there is nothing that can be guaranteed by these transformations. The transformation should be tested: not only the syntactical but the semantical correctness is also required. In fact, testing requires huge efforts, and even after testing it is not guaranteed that the transformation produces the expected output for all valid input. The reason is that there is no real possibility that testing covers all the possible cases.
There is a need for a solution that can validate model transformation specifications: online validated model transformation that guarantees if the transformation finishes successfully, the generated output is valid, and it fulfils the required conditions.
A precondition assigned to a transformation rule is a Boolean expression that must hold at the moment when the rule is fired, and a postcondition assigned to a rule is a Boolean expression that must hold after the completion of a transformation rule. If a precondition of a transformation rule is not true, then the rule fails without being fired. If a postcondition of a transformation rule is not true after the execution of the rule, then the transformation rule fails. A direct corollary of this is that an OCL expression in LHS is a precondition to the transformation rule, and an OCL expression in RHS is a postcondition to the transformation rule.
There are three properties: validation, preservation, and guarantee (Lengyel et al., 2005a) , which are checked during the rewriting process. A transformation rule S validates a property P, when the following condition always holds: if a property P was true before the rule S it remains true after the execution of the rule S, and if P is false, the rule S fails. A rule S preserves a property P, when the following condition always holds: if a property P was false before the rule S it remains false after the execution of the rule S, and if a property P was true before the rule S it remains true after the execution of the rule S. A transformation rule S guarantees a property P, when the following condition always holds: if a property P was true before the rule S it remains true after the execution of the rule S, and if P is false, the rule S changes property P to true.
A transformation rule can be fired if and only if all conditions enlisted in LHS are true. Also, if a transformation rule finished successfully, then all conditions enlisted in RHS must be true.
Based on the properties above the concept of general validation, general preservation, and general guarantee can be introduced. The goal of them is the following. If a finite sequence of transformation rules is specified properly with the help of validation, preservation and guaranty type constraints, and the sequence of transformation rules has been executed successfully for the input model, then the generated output model is in accordance with the expected result that is described by the finite sequence of transformation rules refined with the constraints.
Pre-and post-conditions defined as OCL constraints and propagated to the transformation rules represents low-level constructions. Furthermore, the validation, preservation and guarantee properties are high-level constructions.
Definition:
A model transformation is validated if satisfies a set of high-level constructions.
An important part of the constraint validation method applied in VMTS is that the approach does not interpret the constraints. It generates source code and compiles it to a binary that evaluates the metamodel and transformation rule constraints (Lengyel et al., 2005d) . This method also facilitates that the complexity of the presented constraint validation method can be exactly determined.
In VMTS, the execution of a transformation is as follows (Figure 3 ). Recall that LHS and RHS of a transformation rule are built from the metamodel elements. It is possible that LHS and RHS use different metamodels. The transformation rules contain OCL constraints. The transformation uses matches found by the matching process and the compiled binary to validate the constraints on the matched parts of the input model. If a match satisfies the constraints (preconditions), then the transformation can be fired that generates the transformation result, and if the transformation result satisfies the postconditions, then the rule was successful. Based on this execution process it is obvious that if a transformation finishes successfully, all the conditions specified by the OCL constraints propagated to the transformation rules hold, therefore, the generated model satisfies them and the transformation is validated.
In addition, the constraint weaver methods related to the aspect-oriented constraint management of VMTS approach (Lengyel et al., 2005d (Lengyel et al., , 2006 facilitate to require not only a transformation rule but a whole transformation to validate, preserve or guarantee model properties.
Case studies
The principles of metamodel-based model transformation in VMTS are depicted in Figure 4 . The figure describes that the transformation is specified by the VCFL control flow model that defines the exact execution order of the transformation rules. The input model is described by the input metamodel and the output model by the output metamodel.
Figure 4 Principles of VMTS metamodel-based model transformation
This section introduces the model-to-model and model-to-code transformation capabilities of the VMTS. Three case studies are presented. The first case study is an MDA-based model transformation, where source code is generated for different mobile platforms from the same input models. The second case study presents a validated model transformation that generates database representation from class diagrams. Finally, the third one is a model-tocode transformation that has been chosen to show how the approach supports software evolution.
Model-based unification of mobile platforms
With the introduction and popularity of wireless devices, the diversity of the platforms has also been increased. Developing software for different mobile devices requires more and more time and work investment because of the incompatibility of mobile platforms. Creating a common development platform requires a higher abstraction level. This case study, starting from the fact that the software development for incompatible mobile platforms is problematic, provides an MDA and domain-specific modelling-based solution.
The platform commonalities and diversities can be described with a Domain-Specific Modelling Language (DSML), and the final products can be automatically generated from these models. This method is supported by the domain-specific model processors that are specifically implemented to support the domain concepts found in the models. DSMLs allow developers to specify their solutions on a higher level of abstraction. Model processors automatically generate the lower level artifacts. The approach improves and accelerates the software or system development process.
Incompatible platforms require to implement the same functionality separately for each different platform. This issue has been solved by unifying the platforms with MDA-based visual model transformation. In VMTS, the key of the platform-independence is the visually defined model transformation.
The case study introduces how VMTS generates source code for different mobile platforms from the same resource model and a statechart diagram, applying transformation methods. The selected mobile platforms are the Windows Mobile (Thai and Lam, 2003) and the Symbian (Ortiz, 2003) platforms. The goal of this method is to reuse the platform-independent software models and generate the platform-specific source code with visual model processors. If the statechart diagram of the case study is specified in detail, the generated code will handle the user interface described by the resource model on both platforms. Figure 5 depicts the block diagram of the case study that is a mobile application which can be used to order cinema tickets with cellular phones. The application facilitates to select an appropriate cinema, a movie with its start time, the number of the tickets and to send the order. The input models are • a resource model which describes the user interface of the cinema ticket application
• a statechart diagram which represents the required operation of the user interface described by the resource model. Different VMTS VMPs are applied to different target platforms. The input models of each VMP are the same models, but the results of the transformations, the generated artefacts, are platform-specific models. From the statechart diagram, VMTS generates a CodeDOM tree (Thai and Lam, 2003) for each event handler. The CodeDOM tree is a language-independent model representation of the source code. This means that the code generation is a syntax tree composition, from which the .NET Framework (Thai and Lam, 2003) automatically generates the source code using the System.CodeDOM namespace. The resource model is processed differently for the different platforms. In case of the Symbian branch the resource model is transformed into another model which represents an XML file and contains all information related to the user interface. The source code generated from the statechart model is merged into the XML file. This XML file is the input of the XML2C (VMTS) application that is used to generate the C++ source code for Symbian platform. The generated source code uses the Simplian Class Directory (VMTS) and runs on a Symbian OS-based cellular phone. The XML2C is part of the Simplian framework that makes the development easier for Symbian platform ( Figure 5 ). For Windows Mobile platform, the resource model is also converted to CodeDOM model, and the two CodeDOM models (generated from statechart and resource models) are joined. The source code for the Windows platform is generated from this model. After matching LHS successfully, rules are fired according to the internal causalities, and finally, the postconditions are validated on the result of the transformation rules. The postconditions of the transformation rules check whether the HasGeneratedXML property of the controls and HasGeneratedCodeDOMTree property of the states affected by LHS part of the rule is true. A transformation is successful if all the postconditions hold for the generated result.
In this case the generated output is in accordance with the expected result. This means that in case of success the output is valid (Lengyel et al., 2005a (Lengyel et al., , 2005b . 
Validated model-to-model transformation with strictly controlled model transformation
The second case study is a variation of the "class model to Relational Database Management System (RDBMS) model" transformation (also referred to as object-relational mapping). One should design a database for many of the same reasons that one should design any software application: careful design of software before implementation improves the quality and reduces the cost. A database design is often referred to as a data model or schema. We require from the transformation to guarantee the followings:
• each table has a primary key
• each class attribute is a part of a table
• each parent class attribute is a part of a table created for its inherited class
• each many-to-many association has a distinct table
• each one-to-many and one-to-one association has merged into the appropriate tables
• foreign keys do not allow NULL value
• each association class attribute is buried into the appropriate table based on the multiplicities of its association.
The whole control flow model of the transformation is presented in Figure 8 , and its first transformation rule with its internal causalities is depicted in Figure 9 . The rule CreateTable processes non-abstract classes and creates tables into the output model. A resultant table has the same names as the class in the input model. The table contains one added primary key column, and one column for each attribute in the processed class. Furthermore, this rule links each non-abstract class to their created table. Using this link, the following rules can reach the appropriate table from the class to add new columns and foreign keys to it, based on the adjacent non-abstract and abstract classes. To require certain properties of the transformation rule the following constraint is applied:
context Class inv NonAbstract:
The constraint NonAbstract is assigned to the rule node Class in LHS of the rule CreateTable. This link forms a precondition, it requires the rule to process only non-abstract classes. The constraint also propagated to rule node Class in RHS as a postcondition of the rule.
The validate type constraint means that the value of the attribute abstract must be true both before and after the rule execution.
context Table inv PrimaryKey: self.columns->exists(c | c.datatype = 'int' and c.is_primary_key)
The constraint PrimaryKey is a postcondition of the rule CreateTable, it is assigned to the rule node Table. This guarantee type constraint requires the rule that each created table has a primary key of int type.
context The guarantee type constraint ClassAttrsAndTableCols is linked to the rule node TableHelperNode, it requires the transformation rule that each class attribute has a created column with the same name in the resultant table.
The transformation rule can be fired if all the constraints enlisted in LHS of the rules hold for the matched part of the input model. In the case of the rule CreateTable, the matched class should be non-abstract. The rule is successful if all the postconditions hold for the result of the rule. Similarly, constraints are propagated to the transformation rule ProcessAssociation (Figure 10 ) that enforce the correctness of the association processing. The constraint OneToOneOrOneToMany guarantees that in case of successful execution the attributes of the one-to-one and the one-to-many association are buried into one of the tables created for the classes connected by the actually processed association. The constraint ManyToMany guarantees that, for each many-to-many type association in the resulted model, there is a distinct table. Furthermore, the table contains all attributes of the association with the same name.
The constraints assigned to the transformation rules guarantee the following: each resultant table contains a primary key of int type, each class attribute has a generated table column, primary and foreign keys do not allow NULL values, each many-to-many association has a distinct table, each one-to-many and one-to-one association is merged into the appropriate tables, and each association class attribute is buried into the appropriate table, based on the multiplicities of its association.
As it is presented, after a successful rule execution the conditions hold and the output is valid that cannot be achieved without constraints and such type of constraint validation. 
Model transformation-driven software maintenance
Software evolution is the process of making change to software artefacts, while preserving the relationships between the artefacts. The MIC-based model transformation-driven software development process supports the following changes of the models. In addition, it facilitates code generation, helps to transform the software models into code artefacts (Sprinkle, 2003) .
The required method to follow the software evolution depends on the reason for the change, and not on an objective characteristic of the change. The four most frequent types of the evolution that should be differentiated are the following: specification evolution, mapping evolution, platform evolution and specification language evolution. i
Changes to the input model (system specification) require consequent changes to the output model or code (implementation of the system). This means that the output must be generated based on the modified and the new part of the input model. This is the mostly applied evolution type.
ii Changes to the transformation require consequent changes to the output artefacts. If the transformation rules or the control flow model is modified, the whole output must be regenerated.
iii Changing the platform (output metamodel) on which the system is implemented involves a new mapping and a new implementation. Using the same input, the whole output must be regenerated with the new transformation that corresponds to the modified output platform.
iv Changing the input metamodel (the language for expressing the specification) requires a new specification, new mapping and new implementation.
The cases (ii)-(iv) are less frequently applied than the case (i), but they require most efforts. The case study presented in this section introduces how VMTS follows and propagates to source code the changes made on the software models. The input and output metamodels of the case study are depicted in Figure 11 . The internal causalities of the rule and their XSLT scripts describe the following. For each class, the rule creates an interface of the same name, along with an inheriting implementation class. For each attribute, it creates a private field in the corresponding class of the corresponding type with appropriate get and set methods. In addition, for each association, the transformation generates corresponding array pairs in the implementation classes. Furthermore it creates add and remove methods in the interfaces. For each class, the transformation generates a factory class for creating instances. Finally, the rule creates a system factory that links to all created factories. The result generated by the transformation is illustrated in Figure 13 . The most important question related to the modification is that how to express, manage, and propagate the changes to the output model. It would be efficient to transform only new and modified parts of the input model and not the whole again. Constraints Const_1 and Const_2 are used to ensure that the transformation rule generates a CodeDOM tree only from those input model parts that have no generated output model or that has been modified since the last execution of the transformation. In the input model, each class and association has wo attributes: the HasGeneratedCode DOMTree and the Modified that indicate whether the actual input model element has a generated CodeDOM tree or it is modified. They are modified and checked by the transformation process, and the attribute Modified is also updated during model modification.
context Class inv Const_1: not self.HasGeneratedCodeDOMTree or self.Modified Figure 13 Example input model and generated output Model evolution: in the input model of the case study, the type Person becomes abstract, and two inherited types, Employee and Manager, are added. The attribute Modified of the rule node Person becomes true, and the attribute HasGeneratedCodeDOMTree of the newly added rule nodes is false. The modifications (Figure 14) achieved on the input model are stored, and the implementation is updated based on it. In the output model (Figure 15) As a conclusion of the case study, it can be stated that design and dependency information must be preserved for software evolution to be automated. The MIC-based approaches define design information in high-level instances, while dependency information in transformations. Therefore, the software evolution support, as it is presented, can be solved with MIC -based model transformations and refined with adequate constraint management. 
Conclusions
Model-based development necessitates the transformation of models between different stages of the design process. These transformations must be precisely -preferably visually -specified. In this paper, a graph-transformationbased technique for specifying such a model transformation has been presented. We have provided a high-level control flow technique for model transformations. The transformations are represented in the form of explicitly sequenced transformation rules. We have shown the fundamental concepts of the VMTS approach, namely, the metamodelbased model transformation rules, the external-and internalcausalities for parameter passing and transformation defining, constraint support and conditional branching with OCL constraints.
It has been presented that if a transformation rule is specified with the help of high-level constraints, and the rule has been executed successfully for the input model, then the generated output model is in accordance with the requirements expressed by the constraints. This means that the modeller's task is to create adequate rules and specify them fully with constraints, and if the execution of the transformation rule finishes successfully, it automatically means that the result is valid with respect to the specified constraints. Without such type of constraint management the transformation is not validated that requires further examinations of the generated model to ensure its syntactical correctness.
The main limitation of the presented method is the local-nature of the rules. If one wants to specify a constraint for an element, it must be included in a transformation rule, or it must be referenced by the OCL traversal expressions assigned to the rule elements. Consequently, this method does not provide an easy way to check global constraints such as deadlock examination or whether a database is in third normal form. Therefore, those parts of the models that are not affected by a transformation rule constraints cannot be specified with this method. But there are numerous cases, for example, source code generation from statechart model, or user interface generation from resource model (Lengyel et al., 2005a (Lengyel et al., , 2005d , where the whole right side is generated, thus all the output model elements can be validated.
Finally, three case studies have been presented in order to prove the industrial applicability of the presented methods. The first case study uses visually defined model transformations to realise model compilers. The input models of the transformations are the same platform-independent software models, and the resulted platform-specific models are different on each target platform. This MDA-based method still involves human interaction where the expressiveness and the organisation of the models are of key importance. The presented method helps the transformation designers to make their models better-organised and to conceive their model better in order to build transformation with less undiscovered error.
The second case study has shown that the whole transformation can be validated. All of the output model properties have been required using constraints propagated to the transformation rules.
In the third case study it has been shown that MIC-based systems facilitates following the changes of the models and the transformation of the software models into code artefacts. It has been presented how VMTS approach facilitates the software model-driven software evolution that supports concern-oriented software evolution.
