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Abstract: This research work focuses on integrating the multi attribute decision making with data 
mining in a fuzzy decision environment for customer relationship management. The main objective 
is to analyse the relation between multi attribute decision making and data mining considering 
a complex problem of ordering customers segments, which is based on four criteria of customer’s 
life time value, viz. length (L), recency (R), frequency (F) and monetary value (M). The proposed 
integrated approach involves fuzzy C-means (FCM) cluster analysis as data mining tool. The 
experiment conducted using MATLAB 12.0 for identifying eight clusters of customers. The two multi 
attribute decision making tools i.e., fuzzy AHP (Analytic Hierarchy Process) and fuzzy TOPSIS 
(Technique for Order Preference by Similarity to Ideal Solution) are used for ranking these identified 
clusters. The applicability of the integrated decision making technique is also demonstrated in this 
paper considering the case of Indian retail sector. This research collected responses from nine 
experts from Indian retail industry regarding their perception of relative importance of four criteria 
of customer life value and evaluated weights of each criterion using fuzzy AHP. Transaction data 
of 18 months of the case retail store was analysed to segment 1,600 customers into eight clusters 
using fuzzy c-means clustering analysis technique. Finally, these eight clusters were ranked using 
fuzzy TOPSIS (Technique for Order Preference by Similarity to Ideal Solution). The findings of this 
research could be helpful for firms in identifying the more valuable customers for them and allocate 
more resources to satisfy them. The findings will be also helpful in developing different loyalty 
program strategies for customers of different clusters.
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Introduction
Recent advancements in Information and 
Communication Technologies (ICT) offered 
various options to the consumers to select 
best goods and services according to their 
requirement. As a result, manufactures and 
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companies are experiencing challenges for 
retaining their customers and for which they 
are adopting innovative customer relationship 
management strategies. Further, it is well 
known by marketers that, customers have 
various kinds of needs and wants. Hence, they 
try to establish certain criteria to better identify 
and understand customer groups and provide 
preferable products and services to them in 
order to satisfy their varying needs and wants. 
In this regard segmentation is viewed by them 
as an important technique to create profitable 
segments and allocate resources to respond 
to the needs of selected segments based on 
their valuableness. However, many marketers 
have difficulty in identifying the right customer 
segments to organize marketing campaigns. 
This causes unsuccessful loyalty programs 
and promotions conjunction with waste of 
marketing resources. Nowadays, companies are 
widely employing segmentation of customers 
as a critical tool for differentiating them based 
on their buying preference (Safari et al., 
2016) and understanding their behavioural 
responses in this competitive retail marketing 
era. This eventually helps the organizations in 
customizing their services or products as an 
effort to retain their customers (Safari et al., 
2016; Chiang & Yang, 2018; Egemen et al., 
2021; Moktadir et al., 2021). Companies can 
also gather the huge amount of data related 
to customers buying behaviours through ICT. 
However, it has been always a challenge for the 
companies to handle this massive consumer 
data, which is sometimes referred as Big data. 
To handle this massive data, Data Mining (DM) 
has been emerged as an effective process 
that extracts important information from the 
same through various computing, statistical 
and mathematical, techniques (Chiang & 
Yang, 2018; Guo et al., 2020). Some of the 
most important functions of the DM includes 
association, classification, clustering, prediction 
and visualization (Tsai, 2012). Recently, there 
has been increased interest in integrating 
operations research techniques with DM (Malik 
et al., 2018; Pérez-Martín et al., 2018; Liao 
et al., 2019; Guerard et al., 2021).
Multi-attribute decision-making (MADM) is 
a class of problem-solving techniques in multi-
criteria decision-making (MCDM) which belongs 
to operations research and it deals with multiple 
criteria in various decision environments, viz. 
deterministic, stochastic and fuzzy. The literature 
on MADM-DM integration shows some new 
methodologies in various application areas. 
For example, Pineda et al. (2018) proposed an 
integrated model that combines data mining 
and multi criteria decision making techniques, to 
identify and diagnose financial and operational 
performance of airlines. Amiri et al. (2021) 
presented a new model with a triangular fuzzy 
approach for sustainable supplier selection 
(SSS) in the supply chain. Arabameri et al. 
(2019) applied four bivariate and multivariate 
statistical (WOE and BLR), data mining (RF) and 
multi criteria decision making (TOPSIS) models 
for ground water potential mapping. Marques 
et al. (2020) by combining fuzzy cognitive 
mapping techniques and the system dynamics 
approach created an analysis model that allows 
for a more holistic perspective on determinants 
of family business growth, their cause-and-effect 
relationships, and thus their long-term behavior. 
Mahdiraji et al. (2019) proposed a model based 
on big data analysis for evaluation of marketing 
strategy using clustering-multi criteria decision 
making approach. Mohandes et al. (2020) 
developed a novel Risk Assessment Model 
(RAM) through the integration of the Fuzzy Best 
Worst Method (FBWM) with the Interval-Valued 
Fuzzy Technique for Order of Preference by 
Similarity to Ideal Solution (IVFTOPSIS). Liou et 
al. (2021) proposed a novel hybrid MCDM model, 
that integrates the support vector machine (SVM), 
the fuzzy best worst method (FBWM) and, the 
fuzzy technique for order preference by similarity 
to an ideal solution (FTOPSIS) approaches to 
select the most suitable green suppliers. Ozkaya 
et al. (2021) used a hybrid model of data mining 
and multi criteria decision making methods to 
propose an indicator that measures science, 
technology and innovation (STI) policies of forty 
countries to reach their sustainable development 
goals. Ray and Mangaraj (2016) evaluated CLV 
in terms of length, recency, frequency, monetary 
(LRFM) variables and employed AHP to obtain 
relative weights of these variable based on 
multiple experts. They segmented customers 
into clusters by K-means algorithm using Davis-
Bouldin (DB) index for a retailer to design 
promotional strategies for improving retailer-
customers relationship. Wu and Olson (2006) 
developed a TOPSIS based DM technique 
to classify credit score data into groups of 
high expected repayment and low expected 
repayment. Aghdaie et al. (2014) proposed 
an approach that included K-means cluster 
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analysis as a DM tool along with SWARA and 
VIKOR as two MADM tools to rank the clusters 
of suppliers.
The current paper proposes a new hybrid 
MADM-DM approach to evaluate CLV in 
terms of LRFM variables in a fuzzy decision 
environment. For the same, AHP as well as 
fuzzy AHP (FAHP) are used to obtain relative 
weights of these variables from a group of 
experts. To employ fuzzy C-means (FCM) 
clustering to segment customers and later, 
rank these clusters of customers using a fuzzy 
TOPSIS (FTOPSIS) method. Section 1 
presents a discussion about customer lifetime 
value or loyalty as the composite construct to 
segment customers and to design marketing 
strategies accordingly. In section 2, proposed 
integrated MADM-DM methodology in a fuzzy 
decision environment is discussed. Section 3 
demonstrates the applicability of the suggested 
integrated DM approach in Indian retail 
sector. Section 4 presents a discussions 
and implications, and finally, the last section 
concludes the paper.
1. Customer Life-Time Value (CLV)
Customer value analysis is a type of analytic 
tool to understand a customer from behavioural 
point of view. According to Kotler (2003), 
customers are broadly classified by two 
dimensions, viz. customer characteristics and 
behaviour. Demographics, psychographic and 
geographic variables are included in customer 
characteristics, whereas attitudes towards 
the product and the response shown by the 
customers explains the behavioural dimension. 
Customer value also termed as ‘life time 
value (LTV)’ or ‘customer lifetime value (CLV)’ 
or ‘customer equity (CE)’ or even ‘customer 
profitability (CP)’ is assessed by evaluating 
the present value of the future profit stream 
which is expected over a given time horizon 
of transacting with the customer. Wiesel et al. 
(2011) states it as the future cash flow value 
to be produced from a customer in CRM that 
also determines the present value of customers 
brought to an organization during customers’ life 
cycle. Hence, it is normally used to recognize 
beneficial customers and formulate appropriate 
strategies for different customers’ segments 
(Khajvand et al., 2011). However, other areas 
of application of CLV includes customers 
evaluation where the segmentation scheme 
helps the marketer to make a decision whether 
it is better to acquire few large customers 
(who may be risky) or a large number of small 
customers (Benoit & Van den Poel, 2009); 
product recommendation to each customer 
group (Liu & Shih, 2005) etc. Literature shows 
that there are several modelling approaches 
to study CLV. These approaches include 
RFM models, econometric models, probability 
models, persistence models, computer models, 
diffusion/growth models etc. Measuring RFM is 
an important method for assessing CLV.
RFM scoring model using RFM data 
was proposed by Hughes (1994) which 
differentiated customers from a large data-
base by these three variables, so that different 
marketing strategies could be adopted for 
different groups of customers. RFM model was 
also used for assessing CLV value by Safari 
et al. (2016). The authors further employed 
fuzzy clustering and fuzzy AHP approach for 
segmenting the customers and ranking the 
clusters respectively. Anitha and Patil (2019) in 
their research aimed at segmenting customers 
based on their CLV value also considered RFM 
variables. However, few researchers argue that 
RFM variable based assessment of CLV fails to 
identify customers based on their transactional 
length (Zare & Emadi, 2020). Hence, an 
extended RFM model was proposed by adding 
another dimension the customer transactional 
length (L) to it which is known as LRFM 
model (Chang & Tsay, 2004). The additional 
variable in LRFM model represents the time 
interval between the first and last exchanges 
with the customer. Wei et al. (2012) applied 
LRFM model and used self-organizing maps 
to segment patients and targeted important 
patients in a children’s dental clinic. It is to be 
noted that, these variables remain independent 
in both the RFM (Liu & Shih, 2005) and LRFM 
(Seyed Hosseini et al., 2010) models.
Regardless of the number of variables are 
concerned in the CLV construct, there are two 
schools of thought concerning assignment of 
weights to variables in the modelling process. 
Hughes (1994) considered equal importance 
to R, F, M variables, and hence equal weights 
to them. On the other hand, some researchers 
have used the weighted models (Liu & Shih, 
2005; Seyed Hosseini et al., 2010) in their 
studies. However, assignment of weights to 
these criteria remains a difficult task, although 
some authors (Liu & Shih, 2005; Rad et al., 
2011; Ray & Mangaraj, 2016) have used AHP 
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as a systematic method for weighing these 
variables. Conceptually, AHP determines 
relative weights of alternatives with respect to 
one consistent expert whose subjective opinions 
are considered in a pair-wise comparison 
matrix. In the event of multiple experts, we use 
arithmetic mean for averaging these weights 
obtained from multiple comparison matrices 
associated with consistent experts. But in this 
paper, the distribution of judgements contained 
in those comparison matrices are accounted 
and represent them as a triangular fuzzy 
number in an aggregated comparison matrix. 
Hence, instead of multiple pairwise comparison 
matrices consisting of judgements either in 
a scale of 1 to 9 or an inverse scale 1 to 1/9, 
we get a matrix of triangular fuzzy numbers 
(TFNs), whose evaluation needs a FAHP for 
the determination of weights. The detailed 
procedure in the next section.
2. The Proposed Model
This section describes the proposed MADM-
DM modelling approach for ranking customer 
segments using L, R, F and M scores. This 
requires preparation of customer CLV file for 
generating L, R, F and M data of each customer 
by accessing store’s data-base for a particular 
time period looking for data such as card 
number, customer name, and date of visit to 
the store and purchase amount. The customer 
record in this respect is generated consisting 
of the fields, viz. card number and name of 
the customer along with his value of R, L, F 
and M with reference to a particular date. This 
becomes the data preparation stage which then 
leads to the application of the integrated model 
to assess customer’s value for the store based 
on his buying behavior by employing FCM, 
FAHP and FTOPSIS in a sequential manner 
as shown in Fig. 1. Details of these models are 
explained in the following sub-sections.
2.1 Fuzzy C-Mean (FCM) Clustering
For customers grouping into segments and 
as a DM technique, clustering are used. With 
the help of clustering the natural groups can 
be identified from a large set of data with LTV 
for example K-means, kohonen network/self-
organizing map and fuzzy c-means. K-means 
clustering is a method frequently used to 
categorize data into K number of groups (Rad et 
al., 2011). Its algorithm performs based on crisp 
partitioning which means each datum belongs 
to just one cluster. Hence, the membership 
degree of each datum in a cluster is either 0 
or 1. However, for a datum having ambiguous 
characteristics, the membership function 
takes a value in the range 0 to 1. Hence, the 
concept of fuzzy set is used in clustering for soft 
partitioning of the objects into groups thereby 
resulting in fuzzy c-means (FCM) clustering. 
FCM clustering was proposed by Dunn (1973) 
and further developed by Bezdek et al. (1984) 
that allowed one piece of data to belong to two or 
more clusters. By this method, we allow a piece 
of data that can exist in multiple clusters where 
it explains its belongingness to each cluster to 
a certain degree in the range 0 to 1. Hence, we 
minimize the following objective function:
 
(1)
Here N represents the number of data set 
and C represents number of clusters; xi denotes  
ith data value, Cj symbolizes jth cluster’s center; 
Uij denotes membership degree of xi belonging 
to the cluster j; ||*|| Euclidean vector norm 
expressing the distance between jth cluster’s 
center and ith data.
But, in case of FCM clustering, an iterative 
optimization of the Jm is done throughout with 
the update of Umij and Cj by following formulas 




If  , then the iteration 
will be discontinued, where δ is a prescribed 
accuracy level between 0 and 1, while k is the 
iteration step. This procedure converges to 
a local minimum or a saddle point of Jm. In our 
work, we use this method to cluster customers 
with similar LTV.
2.2 Fuzzy AHP (FAHP) for Ranking 
LRFM
Though Analytic AHP has been employed by 
many researchers for assigning weights to the 
variables L, R, F, M (Ray & Mangaraj, 2016), 
yet the proposed Fuzzy AHP method for the 
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Fig. 1: Model of fuzzy MADM in data mining for customer segmentation
Source: own
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same as the latter allows freedom to decision 
makers to provide their opinion through natural 
languages (Muduli & Barve, 2015; Shen et al., 
2015).
This requires formulation of a fuzzy 
comparison matrix obtained from consistent 
comparison matrices from a set of AHPs 
depending upon the number of decision-makers 
(DMs). To carry out this, nine experts from 
sales department that include three experts 
from each of the three different management 
layers were selected and requested to provide 
their judgement using a 9 point scale described 
in Tab. 1, about how important they perceive 
one variable in comparison to the other. These 
scores were used to develop the pairwise 
comparison matrices.
2.3 Evaluation of Weights for LRFM 
variables
The steps followed to assess the weights of 
the LRFM variables wL, wR, wF and wM are as 
follows:
Step 1: Development of pair-wise 
comparison matrix
This asks the decision-makers to make pair-
wise comparison of the LRFM variables using 
the scale as presented in Tab. 1. We show this 
comparison as a 4 x 4 judgment matrix for each 
DM. For example, the judgment matrix R1 for 
expert 1 with respect to the LRFM criteria could 
be presented as shown in formula (4).
 
(4)
In this matrix, r1,11 = r1,22 = r1,33 =  r1,44 and 
r1,ij. r1,ji = 1, where i = j = 1, 2,.., 4 and r1,ij is 
a value in the above scale where i ≠ j.
Step 2: Assess the consistency of pairwise 
comparison
While making pairwise comparison, some 
DMs may make inconsistent judgments. 
This can be known by measuring the degree 
of inconsistency of all the DMs, where no 
inconsistency represents perfect consistency. 
As perfect consistency is rarely achieved in 
such a situation, an inconsistency index value 
of less than 0.1 is acceptable for a judgment 
matrix as a consistent. In this way, we get all the 
consistent judgment matrices for the consistent 
DMs.
Step 3: Construct the fuzzy evaluation 
matrix
We aggregate all these matrices to a fuzzy 
evaluation matrix where the elements of the 
matrix are the TFNs (lijk, mijk, uijk) for k number of 
DMs. We determine the values of lijk, mijk,  and 




1 Equally important Both the variable have equal contribution towards the objective
3 Weakly important One variable is perceived slightly important in comparison to other
5 Strongly important Importance of one variable with respect to goal is strong in comparison to other as per the expert’s perception
7 Very strongly important One variable is perceived to have very strong importance in comparison to other
9 Extremely important One variable is perceived extremely important in comparison to other
The importance levels 2, 4, 6 and 8 represent the intermediate values. For example, 2 signifies 
intermediate between equally and weakly importance where judgment is between equally and slightly 
favoring one variable over another.
Source: own
Tab. 1: Relative degree of comparison for pairwise comparison of L, R, F and M  variables
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For each value of i and j, mijk gives the 
maximal grade of the membership function μx, 
refer to formula (8), where lijk and uijk are the 
lower and upper bounds that limit the field of 
possible evaluation (Chang, 1996). Hence, for 
each i and j.
. (8)
Hence, we construct the fuzzy evaluation 
matrix for k number of DMs using formula (9).
 
(9)
Step 4: Obtain the weights of LRFM criteria
Extent analysis for FAHP proposed by Chang 
(1996) was conducted to obtain normalized non-
fuzzy weight of the LRFM variables wL, wR, wF 
and wM, whose sum is equal to one.
2.4 Fuzzy TOPSIS (FTOPSIS) for 
Ranking Clusters
Technique for Order Preference (TOPSIS) is 
also a popular MCDM technique and used to 
determine relative weights of a set of alternatives 
based on a finite number of decision criteria (Tian 
et al., 2018; Bharti, 2020; Juan et al., 2021; Liao 
et al., 2020) as shown in Fig. 2. However, unlike 
a comparison matrix of values for alternatives 
with respect to a criterion, this method is based 
on a matrix of actual values of alternatives for 
a set of weighted criteria. As gets the weights 
of LRFM variables by FAHP, look for actual 
values of the customer clusters having similar 
LTV with respect to LRFM criteria in order to get 
the relative weights of these clusters. The most 
ideal option evaluation through FTOPSIS is 
based on the computation of shortest distance 
to the ideal solution (Wailoni et al., 2022). 
Hence, a positive ideal solution (PIS) needs 
to be calculated from the matrix as well as the 
weighted criteria. Similarly, a negative ideal 
solution (NIS) also computed. In this case, The 
PIS is a four-dimensional co-ordinate out of 
which two are the weighted maximum values of 
these clusters for the frequency and monetary 
value criteria, whereas the other two are the 
weighted minimum values of the same clusters 
for recency and length criteria. The best cluster 
is the one, which is closest to the PIS and at 
the same time, farthest from the NIS. In this 
work, we employ fuzzy TOPSIS (FTOPSIS) 
as the minimum, average and maximum 
values of LRFM variable for different clusters 
are obtained by FCM clustering approach and 
hence, are expressed as TFNs in the criteria-
alternative matrix.
The steps followed to develop the FTOPSIS 
model are as follows:
1. Cluster of customers is obtained by FCM 
clustering approach.
2. Weight of each LRFM criterion is calculated 
employing FAHP.
3. Establishing the data matrix for the 
FTOPSIS as presented in Tab. 2.
In Tab. 2, each cell value represents a TFN. 
For example, (Lil, Lim, Liu) for i = 1, 2, …, 
s denotes TFN, where Lil, Lim and Liu are the 
lower, average and upper values of the variable 
L obtained by FCM clustering analysis across 
the generated clusters. For each variable crisp 
values are obtained using formula (10).
 
(10)
where i = 1, 2, ..., s. Hence, we get maximal 
grade of the membership function of L, i.e. 1 at 
Lim. Similarly, Lil and Liu are the points for zero 
satisfaction of the same function. As discussed 
in the previous sub-section, we denote wL, wR, 
wF and wM are the relative weights of the LRFM 
variables.
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4. We normalize the data matrix [(xij, xim, xiu)]sX4, 
where x = L, R, F and M and get it as:
D = [(rij, rim, riu)]sX4, 
where ; ;
5. We compute the weighted matrix  
V = [(vij, vim, viu)]sX4,
where vij = wj . rij ;  vim = wj . rim :  viu = wj . riu  
and i = 1, 2, 3, …, s.
6. We determine the positive ideal point A+ 
and the negative ideal point A– as:
A+ = (v1+, v2+, v3+, v4+) and A
– = (v1–, v2–, v3–, v4–), 
 where vj+ = maxi(vij) and vj– = mini(vij): 
i = 1, 2, 3 … s
7. We find out the distance of each cluster 
Ci = (vi1, vi2, vi3, vi4) : i = 1, 2, 3 … s from A+ 
and A– as di+ and di
– respectively,
where  and
8. We compute the relative closeness of each 
cluster from the ideal solutions as:
  
Hence, higher value of Ri implies better CLV 
score of ith cluster.
3. A Case Study of a Retail Store
For the evaluation of the proposed model, 
a real-life case study of Indian retail firm is 
chosen. The firm has several stores located 
in different parts of the country i.e., India and 
has hundreds of regular customers. However, 
this work considered the retail store located 
at Bhubaneswar, Odisha, India. The reason to 
choose this particular store for experimental 
work is that it is close to the median value of the 
customers are concerned. After discussion with 
the firm management for an improved CRM, 
decided for implementation of the proposed 
modelling approach to its customers database 
for the segmenting of the customers in order 
to have different promotional measures, as an 
important component of its marketing strategy.
The store’s sales database is designed 
having name, card number, date of purchase 
and amount of purchase as the attributes related 
to customers. Then out of that L, R, F and M 
values of a particular customers transactions 
in last 18 months are identified. The size of the 
customers database is 1,600, who visited the 
store multiple in last 18 months. For segmenting 
these customers into multiple groups along L, 
R, F and M values. The same values used in 
FCM clustering analysis by MATLAB 12.0. 
Obtained eight clusters with their corresponding 
minimum, average and maximum values of L, 
R, F and M criteria as presented in Tab. 3.
Based on the definition of L, R, F and M criteria 
for defining CLV as explained in section 2, this 
work evaluated the relative importance of each 
of them with respect to nine experts from the 
store. These experts included chief marketing 
manager, business manager, sales’ manager, 
logistic manager and administrative manager 
of the store. They provided their individual pair-
wise comparison of the data of these criteria in 
the 9-point scale as described in Tab. 1. When 
assessed for their consistency, four of them 
were found to be consistent while the fifth one 
was asked to revise his data. After getting the 
consistent matrices, constructed the fuzzy 
evaluation matrix as discussed in step 3. Then 
employed extent analysis to handle this matrix 
to obtain the normalized non-fuzzy relative 
weights of the criteria as shown in Tab. 3. After 
getting the relative importance of the L, R, F and 
M criteria as well as their minimum, average and 
maximum values of eight clusters, constructed 
the fuzzy data matrix of these clusters with 
Clusters Length (wL) Recency (wR) Frequency (WF) Monetary value (wM)
Cluster 1 (L1l, L1m, L1u) (R1l, R1m, R1u) (F1l, F1m, F1u) (M1l, M1m, M1u)
Cluster 2 (L2l, L2m, L2u) (R2l, R2m, R2u) (F2l, F2m, F2u) (M2l, M2m, M2u)
… … … … …
… … … … …
Cluster S (Lsl, Lsm, Lsu) (Rsl, Rsm, Rsu) (Fsl, Fsm, Fsu) (Msl, Msm, Msu)
Source: own
Tab. 2: Data matrix for FTOPSIS
i i
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respect to the L, R, F and M criteria where each 
cell represented a value of a cluster expressed 
as triangular fuzzy number. Thus, organized the 
L, R, F and M values of these clusters as an 
8 x 4 matrix for FTOPSIS analysis as discussed 
in section 2.3.
The decision variables in this problem 
have different units of measurement. Hence, to 
counter this issue a normalized data matrix was 
derived from Tab. 3 following step 4 discussed 
in section 2.4, and shown in Tab. 4.
The normalized data matrix is then 
converted to a weighted normalized data matrix 
as shown in Tab. 5 by using the weights of 
LRFM variables. Computational procedure is 
discussed in step 5 in section 2.4.
Following computational procedure 
discussed in steps 6 and step 7 of section 2.4, 
FNIS and FPIS are calculated from using Tab. 5 
values and are shown in Tab. 6 and Tab. 7 
respectively.




























1 360 340 349 190 151 162 12 6 9 233,898 233,898 233,898 400
2 724 307 453 400 22 273 30 11 24 377,487 242,280 225,840 370
3 693 342 483 361 123 229 23 14 18 261,963 29,945 176,691 402
4 724 307 491 400 163 306 22 1 10 209,155 25,863 103,290 311
5 724 307 508 400 61 268 21 1 9 377,257 165,804 297,820 3
6 724 311 566 319 5 99 30 5 22 348,549 26,101 125,440 9
7 724 307 597 297 5 101 30 1 10 377,590 35,034 261,710 84
8 695 307 442 237 5 119 19 1 9 259,665 24,909 112,820 21
Total 5,368 2,528 3,889 2,604 535 1,557 187 40 111 2,445,564 783,534 1,537,509 1,600
Average 486.125 194.625 13.875 192,188.625
Source: own
Tab. 3: Clusters created by fuzzy c-means technique through MATLAB 12.0






























1 0.06706 0.13449 0.08974 0.07296 0.28224 0.10405 0.06417 0.15000 0.08108 0.09564 0.29840 0.15213
2 0.13487 0.12144 0.11648 0.15361 0.04112 0.17534 0.16043 0.27500 0.21622 0.15436 0.30910 0.14689
3 0.12910 0.13528 0.12420 0.13863 0.22991 0.14708 0.12299 0.35000 0.16216 0.10712 0.03820 0.11492
4 0.13487 0.12144 0.12625 0.15361 0.30467 0.19653 0.11765 0.02500 0.09009 0.08552 0.03300 0.06718
5 0.13487 0.12144 0.13062 0.15361 0.11402 0.17213 0.11230 0.02500 0.08108 0.15426 0.21153 0.19370
6 0.13487 0.12302 0.14554 0.12250 0.00935 0.06358 0.16043 0.12500 0.19820 0.14252 0.03330 0.08159
7 0.13487 0.12144 0.15351 0.11406 0.00935 0.06487 0.16043 0.02500 0.09009 0.15440 0.04470 0.17022





























1 0.00751 0.01506 0.01005 0.01438 0.05563 0.02051 0.01570 0.03669 0.01983 0.04268 0.13318 0.06789
2 0.01511 0.01360 0.01305 0.03028 0.00811 0.03456 0.03924 0.06727 0.05289 0.06889 0.13795 0.06556
3 0.01446 0.01515 0.01391 0.02732 0.04531 0.02899 0.03008 0.08561 0.03966 0.04781 0.01705 0.05129
4 0.01511 0.01360 0.01414 0.03028 0.06005 0.03874 0.02878 0.00612 0.02204 0.03817 0.01473 0.02998
5 0.01511 0.01360 0.01463 0.03028 0.02247 0.03393 0.02747 0.00612 0.01983 0.06885 0.09441 0.08645
6 0.01511 0.01378 0.01630 0.02415 0.00184 0.01253 0.03924 0.03058 0.04848 0.06361 0.01486 0.03641
7 0.01511 0.01360 0.01719 0.02248 0.00184 0.01279 0.03924 0.00612 0.02204 0.06891 0.01995 0.07597
8 0.01450 0.01360 0.01273 0.01794 0.00184 0.01506 0.02485 0.00612 0.01983 0.04739 0.01418 0.03275
Max 0.01511 0.01515 0.01719 0.03028 0.06005 0.03874 0.03924 0.08561 0.05289 0.06891 0.13795 0.08645
Min 0.00751 0.01360 0.01005 0.01438 0.00184 0.01253 0.01570 0.00612 0.01983 0.03817 0.01418 0.02998
Source: own
Cluster No. Distance for L Distance for R Distance for F Distance for M di
–
1 0.00084 0.03139 0.01765 0.07215 0.12204
2 0.00471 0.01609 0.04237 0.07644 0.13962
3 0.00468 0.02786 0.04803 0.01360 0.09416
4 0.00498 0.03798 0.00766 0.00031 0.05093
5 0.00512 0.01946 0.00680 0.05934 0.09072
6 0.00568 0.00564 0.02565 0.01515 0.05212
7 0.00602 0.00468 0.01365 0.03211 0.05646
8 0.00432 0.00252 0.00529 0.00556 0.01769
Source: own
Tab. 4: Normalized data matrix
Tab. 5: Weighted normalized data matrix
Tab. 6: Computation of distance between each criterion and corresponding +Ve ideal value for each alternative
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4. Discussions and Implications
Owing to the rapid globalization a large number 
of competitive products are available near the 
customers. Detailed information about these 
products such as their specifications, contents, 
price, merits, demerits, alternate products 
available in the market etc, are also available 
with the customer due to the advancement 
of information communication technologies. 
Consequently, customers are evaluating the 
products according to the criteria which they 
consider to be more important for themselves. 
Consumer choices are also getting affected 
by social media campaigns. Hence, it became 
important for the organisations to shift their 
focus from brand and product to the customer 
(Mosaddegh et al., 2021). Companies are 
emphasizing on developing strategies that will 
encourage long-term relationships with their 
clients instead of having discrete transactions 
(Mosaddegh et al., 2021; De Marco et al., 
2021). This requires understanding the needs 
of each client, however as the resources 
are limited, many organizations prefer to 
identify the valuable customers and allocate 
maximum resources to them (Mosaddegh et 
al., 2021) which necessitates segmentation 
of the customers. In this regard, this research 
attempted to segment the customers of 
Indian retail sector employing Fuzzy C-Mean 
Clustering technique. This research categorized 
the customers into 8 clusters as shown in 
Tab. 3.
Analysis of the Tab. 3 values shows that 
average value of ‘L’ for all clusters is 486.125 
and cluster 7, cluster 6, cluster 5 and cluster 4 
Cluster No. Distance for L Distance for R Distance for F Distance for M di+
1 0.00602 0.01419 0.03670 0.01875 0.07566
2 0.00256 0.03009 0.01059 0.01206 0.05530
3 0.00193 0.01034 0.00929 0.07371 0.09527
4 0.00198 0.00000 0.04960 0.08024 0.13182
5 0.00300 0.02187 0.05017 0.02514 0.10018
6 0.00095 0.06413 0.03188 0.07677 0.17372
7 0.00155 0.03707 0.04923 0.06840 0.15625
8 0.00275 0.03697 0.05040 0.07888 0.16900
Source: own
Cluster No. di
– di+ ci Ranks
1 0.07566 0.12204 0.61730 2
2 0.05530 0.13962 0.71629 1
3 0.09527 0.09416 0.49709 3
4 0.13182 0.05093 0.27869 5
5 0.10018 0.09072 0.47523 4
6 0.17372 0.05212 0.23077 7
7 0.15625 0.05646 0.26543 6
8 0.16900 0.01769 0.09473 8
Source: own
Tab. 7: Computation of distance between each criterion and corresponding −Ve ideal value for each alternative
Tab. 8: Computation of closeness coefficient and ranking of clusters
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have higher values of L than the average value. 
This indicates that the customers in these 
clusters are long term customers. Similarly, 
if the average value of variable ‘R’ of each 
cluster is compared with that of the average 
value for all the clusters, it is inferred that 
customers of cluster 4, cluster 5, cluster 2 and 
cluster 3 are uncertain or lost customers. Again 
if the average values of ‘F’ for each cluster is 
compared with that of the total average, it could 
be seen that customers in cluster 2, cluster 
6 and cluster 3 are more frequent. Further, 
the comparison based on consumption value 
(Variable M) indicates that cluster 5, cluster 7, 
cluster 1 and cluster 2 have customers which 
are more important for the company in terms of 
their consumption.
Few previous studies evaluated CLV score, 
using LRFM while giving equal weightage to all 
the variables (Rahmadianti et al., 2020) while 
few studies employed weighted approach 
and employed AHP for this purpose (Rad et 
al., 2011; Ray & Mangaraj, 2016). The LRFM 
variables have different measurement units 
hence provision of equal weightage is not 
justified. Again, use of AHP for computation of 
AHP fails to capture the vagueness associated 
with human judgement. To counter these facts, 
Fuzzy AHP employed here to allocate the 
weights to the LRFM variables followed by Fuzzy 
TOPSIS to rank these clusters. Tab. 8 shows the 
ranking order of the alternatives with the Fuzzy 
TOPSIS technique which is as follows: cluster 2 
> cluster 1 > cluster 3 > cluster 5 > cluster 4 > 
cluster 7 > cluster 6 > cluster 8.
The ranking indicates that the customers 
placed in cluster 2 are most valuable for the 
organizations. Hence, maximum resources 
need to be allocated to satisfy these customers. 
This research also identified cluster 8 contains 
the least valuable customers. Hence, special 
strategy needs to be formulated to retain these 
customers. Segmentation of the customers also 
facilitates developing different loyalty program 
strategies for different segments to enhance the 
effectiveness of these programs.
Conclusions
This paper proposed an integrated Fuzzy AHP-
Fuzzy TOPSIS based framework to rank the 
Cluster of Customers based on their CLV score. 
Four decision criteria L (length), R (recency), 
F (frequency) and M (monetary value) are 
considered in this research to evaluate CLV 
score using the integrated framework. These 
criteria were evaluated to determine the order 
of Cluster alternatives for selecting the most 
appropriate one. Experts having adequate 
experience in sales department of Indian 
retail firms were asked to judge the relative 
importance of the four criteria in terms of 
linguistic variables. The opinion of the experts 
were utilized to develop fuzzy comparison 
matrix. The fuzzy comparison matrix is further 
processed to assess closeness co-efficient 
of each alternatives (customer cluster in our 
research) with the ideal value. Ranking of the 
customer clusters in this research is based on 
the closeness coefficient of the clusters with 
the ideal one. This study revealed that cluster 
2 is the best alternative while cluster-8 is the 
least important alternative for having highest 
and lowest CLV values respectively. The 
order of the cluster is as follows: 2 > 1 > 3 > 
5 > 4 > 7 > 6 > 8. The findings of this research 
can assist organizations to make long-term 
relationship with customers by formulating 
appropriate strategies. The top management 
of the Retail Company can formulate different 
cluster specific suitable strategies for the further 
growth of the business. Future research could 
be focused on conducting association analysis 
to establish customer buying patterns to explore 
which products have been purchased together 
frequently by which customers or customer 
groups; enhancing the merchant’s web site 
to enable a consumer’s shopping activities to 
be captured and tracked instantaneously and 
accurately; and predicting each customer’s 
lifecycle value to quantify the level of diversity 
of each customer.
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