Abstract. -A non-trivial exponent /3 characterising non-equilibrium coarsening processes is calculated in a soluble model. For a spin model, the exponent describes how the fraction po of spins which have never flipped (or, equivalently, the fraction of space which has never been A common feature of these phenomena is the scale-invariant morphology that develops at late times: the structure at different times is statistically similar apart from an overall change of scale, i.e. the system is described by a single, time-dependent length scale U t ) .
Coarsening phenomena are rather common in physics. A typical example is the nonequilibrium evolution of the ordered domains that form when a system is thermally quenched from a homogeneous phase into a two-phase region [l] . Other examples include grain growth [2], soap froths [3] , and breath figures [4] .
A common feature of these phenomena is the scale-invariant morphology that develops at late times: the structure at different times is statistically similar apart from an overall change of scale, i.e. the system is described by a single, time-dependent length scale U t ) .
To f i x our ideas, consider one of the simplest such systems-the d = 1 Ising model, with Glauber dynamics, evolved from a random initial condition at temperature T = 0. The behaviour of this system is well understood. The domain walls behave as independent random walkers. When two domain walls meet they annihilate. The average domain size ( 1 ) grows as t '1'. The equal-time [5, 6] and two-time [5] spin-spin correlation functions can be exactly calculated. France.
Gif-sur-Yvette, France.
Consider, however, the following question. How does the fraction p o of spins that have never flipped depend on time? Surprisingly, this seems to be a non-trivial question.
Numerical simulations [7] indicate that p , -t -0.37 , or, in terms of the mean domain size, In this letter we address this question within the context of a simpler, deterministic model, namely the time-dependent Ginzburg-Landau equation in spatial dimension d = 1, with no thermal noise (corresponding to T = 0). The late-time dynamics of this model have been discussed by Nagai and Kawasaki [8] , who showed that the distribution of domain sizes approaches a fured-point distribution at late times. The equation of motion for the order-parameter field is 8, $ = 8f $ -dV/d$, where V($) is a symmetric double-well potential with minima a t + = * 1, corresponding to the <<up,, and *<down,> phases of the Ising model. We consider an initial condition with a finite density of domain walls separating regions where $ is close to one of its equilibrium values. We take the initial distribution of domain wall sizes (or *<intervals,>) I to have a finite mean (Z) much greater than the intrinsic width 5
of the walls. Then the dynamics is very simple. Since the walls interact only through the exponential tails of the wall profile function, the closest pair of walls move together and annihilate, while the other walls hardly move at all. Thus the system coarsens by successively eliminating the boundaries of the smallest domain. As the wall density decreases, the domain size distribution P(Z) approaches the scaling form
The scaling function f(x) can be exactly calculated [8] . This procedure can be readily generalized to the q-state Potts model. The domains form a random sequence constructed from the q available states (with no two consecutive states the same). Again, the smallest domain is identified. If the domains either side have the same state, the domain walls move together and annihilate. If they have different states, the two walls merge to form a new wall a t the midpoint. In both cases, that part of the line previously occupied by the smallest domain becomes wet.
These models are easily simulated, and results for various values of q are presented in fig. 1 , in the form of a double-logarithmic plot of the dry part per unit length against the mean interval length. The asymptotic slope of the data therefore gives , 9 -1. From the figure it is clear that 9 decreases with increasing q, and becomes zero for q = CO. This qualitative trend is easily understood. For the Ising case (q = Z), three intervals combine to form one larger interval at each step. The dry part of the new interval is the sum of the dry parts of the largest two of the intervals from which the new interval was formed. Therefore, the dry part per interval increases with time, and p > 0. For q = m , three intervals combine to form two new intervals at each step. Each of these new intervals has the same dry part as the larger of the intervals from which it was formed: there is no tendency of the dry part per interval to increase, and p = 0. For general q, behaviour intermediate between these two limits is expected, and observed.
For general q, it is not possible to calculate the asymptotic distribution of interval sizes, because these sizes become correlated, although approximate calculations neglecting these correlations are possible and have been carried out for q = cc (using the <<cut in two. model of ref. deterministically coarsen each of these systems to a single interval. Now consider an alternative procedure in which the same N intervals are initially placed in a bag. The new procedure consists of taking the smallest interval from the bag, combining it with two intervals chosen at random, replacing the new interval in the bag, and then iterating the procedure until a single interval remains (if there is an even number of intervals, only two intervals are combined at the final step). The ( N -l)! possible histories generated by this alternative procedure are in one-to-one correspondence with the deterministic histories produced by the original algorithm applied to the inequivalent arrangements of the intervals on a circle. This proves that no correlations develop. As a result, both the limiting distribution of interval sizes and the exponent p can be calculated exactly for q = 2 by using the bag (which is in fact a mean-field) model.
The calculation of ,8 in the Ising case proceeds as follows. We start with random intervals on the line. Each interval I is characterised by its length Z(Z) and by the length of its dry part d(Z). At each time step, the smallest interval Zmin is removed. So three intervals (the smallest interval Zmin and its two neighbours ZI and I z ) are replaced by a single interval I. The total length and the dry parts of I are given by
(1)
The calculation is made tractable by the fact that the lengths of the intervals remain uncorrelated: one can choose the intervals ZI and I z randomly, instead of choosing the neighbours of the smallest interval. Note that the number v ( Z ) of dry regions in the interval Z satisfies the same recursion equation as &I).
For simplicity of presentation, we will assume that the lengths of the intervals take only integer values and that the minimal length in the system is io (the calculation can also be done on the continuum-the final result is the same). We assume that there is a very large number N of intervals, that the number of intervals of length i is ni and that the average length of the dry part of the intervals of length i is di. By denoting with a prime the values of these quantities after all the n, intervals of length io have been eliminated, so that the minimal length has become io + 1, the time evolution is given by
This is only valid under the condition that nio<<N, which is indeed valid when io becomes large. We assume that after many iterations, i.e. when io becomes large, a scaling regime is reached, where Since io is large, one can treat x = i/io as a continuous variable. Then we can write
where higher-order terms in l/io are negligible in the scaling limit. Inserting these expressions in the time evolution equations (2), and using the fact that the functions f and g become independent of io for large io, gives Then the solutions of eqs. (7) can be written in the form
When integrating (7), the particular choices for the constants of integration, implied by the forms (9) and (lo), were fixed by the requirement that both q5 and (ci be positive for all p (as is clear from their definitions (6)).
So far, the constants f(1) and p are arbitrary. Both are fured, however, by physical considerations. The following expansion will prove useful: m where y is Euler's constant, given by y = -eqs. (8) and (9) . 1 ). This non-trivial value of a critical exponent is reminiscent of what has been seen in various irreversible systems [lo] .
Note that, since $ 4~) decreases with p , one must have B(p) S 0 in (16). A study of (16) shows that this implies P 2 Po. The cases B < 0, however, correspond to a g(x) with a power law tail x -( ' -~) .
It can be shown that when, as here, such a tail is absent from the initial condition it cannot be generated. This is why we selected the value p = Po , corresponding to A possible extension of the present work is to higher dimensions, where the motion of the domain walls is still deterministic, but is curvature driven. This seems to be a non-trivial problem deserving further study. Simulation results for the corresponding stochastic Ising model (i.e. Glauber dynamics at T = 0) are reported in [7] . In one dimension, the deterministic model studied here gives a dry part which scales as (Z)-0.175, whereas the Id Ising model with stochastic dynamics gives (Z)-0.74.
It would be interesting to see if this difference persists in higher dimensions.
A related area is that of breath figures. Recent work in this field [9] was indeed one of the driving forces behind the present paper. In these experiments, droplets grow and coalesce on a substrate. The part of the surface which has never been wetted by a droplet (the ,,dry>> region) therefore decreases with time. Both in the experiments, and in simulations of simple models inspired by them, this decrease was found to be algebraic in time in the scaling region [9] . 
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