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Abstract
A method for extracting multiscale geometric features from a data cloud is proposed and
analyzed. The basic idea is to map each pair of data points into a real-valued feature function
defined on [0, 1]. The construction of these feature functions is heavily based on geometric
considerations, which has the benefits of enhancing interpretability. Further statistical analysis
is then based on the collection of the feature functions. The potential of the method is illustrated
by different applications, including classification of high-dimensional and non-Euclidean data.
For continuous data in Euclidean space, our feature functions contain information about the
underlying density at a given base point (small scale features), and also about the depth of the
base point (large scale feature). As shown by our theoretical investigations, the method combats
the curse of dimensionality, and also shows some adaptiveness towards sparsity.
Connections to other concepts, such as random set theory, localized depth measures and
nonlinear multidimensional scaling, are also explored.
AMS 2010 subject classifications. Primary 62G07, 62GHXX.
Keywords and phrases. Kernel-trick, local depth, kernelized depth, visualization, VC-classes, curse of
dimensionality, nonlinear multidimensional scaling, random sets
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1 Introduction
Extracting qualitative features from a multivariate data cloud is an important task that has received
a lot of attention in the literature. A popular approach for the construction of such methods is based
on the kernel-trick (e.g. see Shawe-Taylor and Cristianini, 2004) that is mapping the observed n
data points into a usually infinite dimensional feature space. In this work, we propose a new feature
extraction method, that, similar to the kernel trick, also maps points to an infinite dimensional
feature space. However, the starting point of our method is the construction of a matrix of feature
functions: A feature function is constructed for each pair of data points. By construction, these
feature functions encode certain information about the geometry and shape of the point cloud.
This geometric aspect underlying our construction infuses intuition to the resulting methodology
that enhances interpretability. Moreover, our feature functions are real-valued functions of a
one-dimensional variable, even for multivariate or infinite-dimensional data. Consequently, these
functions can be plotted, resulting in a visualization tool. The contributions of this work can be
summarized as follows:
(i) Present a methodology for extracting information about the shape of the underlying distribution
based on an iid sample of size n from a Hilbert space, and accomplish this in a multi-scale fashion;
(ii) Provide supporting visualization tools;
(iii) Introduce the novel idea of a distribution of local depth values of a given point.
(iv) Provide supporting theory for the case of Euclidean data, which in particular shows that the
estimation approach to a certain extend combats the curse of dimensionality, and that there is some
adaptivity to sparsity;
(v) Show usefulness of the extracted features through various applications, including classification;
(vi) Implicitly, some fundamental challenges in non-parametric statistics are adderssed: How to
choose smoothing/tuning parameters? What is the ‘right’ scale in high dimensions? How to find
informative regions or directions in high dimensions?
To heuristically describe the underlying novel idea, assume that the data lie in Rd. For each point
x ∈ Rd, we will construct a distribution of depths values, and the corresponding quantile function
will be the feature function associated with x. The distribution of depths is obtained by randomly
selecting subsets of Rd containing x, and by then finding the depths of x within the subsets. In
order to avoid the curse of dimensionality, the random sets considered here are parametrized by a
finite dimensional parameter. The notion of depth used here is specified below. The consideration
of distributions of depths was motivated by the work of Ting et al. (2013), who consider random
split points in the context of what he called ‘mass estimation’.
By construction, our depth distribution is such that small quantiles (small scales) provide
information about the value of the density, and large quantiles (large scales) contain information
about the global depth (cf. Lemma 3.2). Intermediate scales might perhaps be most important
for feature extraction, in particular in high dimensions. For related multi-scale approach to
classification, also based on local depth ideas, see Dutta et al. (2016).
The relation between (local) depth and density warrants some more discussion. First, a
well-known conceptual difference between a density and a classical depth measure is that the former
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is local and the latter is a global quantity. The global nature of a depth function has the advantage of
leading to fast (parametric) rates of convergence. On the other hand, depth contours corresponding
to standard multivariate depth functions are known to be convex, independent of the shape of the
underlying density. While this ‘insensitivity’ of the shape of the depth contours is conceptually well
motivated, and also suggests some robustness properties, the inflexibility of depth contours means
that depth-based methods do not adapt well to the underlying distributions. Therefore, statistical
procedures based on depth functionals, such as depth classifiers, often are non-optimal. This has
lead to efforts to consider refined notions of data depth in order to increase flexibility and to allow
for non-convex depth contours. Conceptually these efforts can be considered as ‘localizing depth’.
For recent work in this direction see Agostinelli and Ramanazzi (2011), Paindaveine and van Bever
(2012), and Dutta et al. (2016). There, depth is defined within neighborhoods of a given point,
and it might therefore be not too surprising that, in the limit, as the neighborhood size tends to
zero, local depth is related to density.
A similar phenomenon comes into play in our approach, even though our ‘neighborhoods’ are not
local. Also note that we do not consider the quantile level as a tuning parameter, but we consider
the entire quantile function. This is similar to the concepts underlying the mode tree (Minotte
and Scott, 1993), or the siZer (Chaudhuri and Marron, 1999), or to the Betti-curves considered
in topological data analysis (TDA). All these methods also do not choose a tuning (smoothing)
parameter, but consider all possible values of the smoothing parameter. However, there the tuning
parameter is the bandwidth h of a kernel density estimator, and for both small and large values
of h, the kernel estimators do not contain useful information as they are degenerate. This is in
stark contrast to the methodology presented here, where all the values of the tuning parameter
give non-degenerate estimators. Also, the methods just mentioned summarize the entire data cloud
in essentially one function (or in a few, as in the case of TDA), while our approach constructs
functions for (pairs of) individual data points.
As hinted above, in contrast to the kernel trick, our construction is not related to an RKHS.
Instead, our construction is more directly guided by the objective to extract geometric information.
The computational burden might be somewhat higher than for RKHS-based methodologies, but
given the currently available computing power, it is manageable. The algorithmic complexity of
our procedure is quadratic in the sample size and linear in the dimension, meaning that a high
dimension is not the major computational challenge. It turns out that, to a certain extent, the
same applies to the statistical behavior.
The remainder of the paper is organized as follows. The construction of our feature functions
is described in section 2. Some visualization aspects are also discussed there. Section 3 introduces
population versions of our feature functions and discusses some of their properties. Several application
of our approach are presented in section 4. Relations to random set theory are discussed in section 5.
Section 6 discusses some aspects underlying the choice of tuning parameters. Section 7 presents
theoretical analyses of our feature functions, including robustness to the curse of dimensionality,
some adaptation to sparsity, and asymptotic distribution theory, both pointwise and as a process.
Proofs can be found in section 8.
2
2 Construction of the feature functions q̂ij(δ) for data in Rd
Our feature functions are quantile functions of a distribution of depths of a given anchor point
x ∈ Rd. The distribution of depths is induced by randomly selecting subsets of Rd containing x and
finding the depth of x within this subset. In an attempt to balance complexity and computational
cost, the usual challenge in high-dimensional situations, our approach uses cones as subsets. The
choice of cones turns out to have other advantages as well (see section 2.1 below.) Given data
X1, . . . , Xn ∈ Rd, the construction of our feature functions is as follows.
• For each data pair Xi, Xj , let uij = Xi−Xj‖Xi−Xj‖ be the direction given by Xi and Xj , and let
mij =
Xi+Xj
2 be the anchor point. The anchor point and the direction define the line `ij = {y ∈
Rd : y = y(s) = mij + suij , s ∈ R} passing through Xi and Xj .
• Fix α ∈ (0, pi), and let Cij denote the class of all (right spherical) cones with opening angle α and
`ij their axis of symmetry. A cone in Cij with tip in y(s) ∈ `ij , is denoted by Cij(s). Notice that,
for Cij(s), the Euclidean distance of the tip to the anchor point equals s. Also notice that Cij(s)
and Cji(s) point in opposite directions.
• For each cone Cij(s) with mij ∈ Cij(s), project all the data inside Cij(s) onto `ij and find the
(one-dimensional) Tukey depth d̂ij(s) of mij among these projections. Formally,
d̂ij(s) =
1
n min
( ∑
k:Xk∈Cij(s)
1
(〈Xk −mij , Xi −Xj〉 ≤ 0),
∑
k:Xk∈Cij(s)
1
(〈Xk −mij , Xi −Xj〉 > 0)) ). (2.1)
• By picking the tip s randomly on `ij according to a known distribution G on the real line,
we obtain a distribution of empirical depths (given the data) for the given anchor point. The
corresponding quantile function q̂ij(δ) then is our feature function. Formally,
q̂ij(δ) = inf
{
t : G(s : d̂ij(s) ≤ t) ≥ δ
}
. (2.2)
There are three ingredients to the procedure that require tuning: the angle α; the distribution
G on `ij to select the tip; and the rule to choose the anchor point mij ∈ `ij (see section 6) for
some discussion of the choice of these tuning parameters). Our choice of the anchor point as the
midpoint of Xi, Xj is motivated by an application to classification (see section 4.2).
Observe that by our definition, the depth functions d̂ij(s) and d̂ji(s) are mirrored versions of
each other, but they lead to the same quantile functions, i.e. q̂ij(δ) = q̂ji(δ).
Relation to local depth. One of the basic building blocks of our methodology are certain
projection depths of the anchor points mij within cones. These depths can, to a certain extent, be
considered as versions of a local depth. However, localization is not obtain through choosing small
neighborhoods. This will be discussed in some more details below.
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Figure 1: Illustration of the construction of d̂ij(s) in dimension d = 2. The two panels show one positive
and one negative value of s. The dashed line is the line `ij ; the anchor point mij is shown in red; the cones
Cij(s) are shown in blue; projection of the data inside the cone onto `ij are indicated.
2.1 Depth quantile functions for object data, the kernel-trick, and non-linear
multi-dimensional scaling
2.1.1 Object data and the kernel trick
The approach discussed above can also be applied to object data in a Hilbert space. The simple,
but key underlying observation here is that determining our depth quantile functions only requires
the ability to define cones, to calculate which data points fall into the cones, and to find distances
between points. All of this, of course, hinges on the existence of an inner-product. So, if our
underlying data are objectsO1, . . . , On ∈ O, lying in a Hilbert spaceH equipped with an inner-product
〈·, ·〉H , then we can simply apply our methodology outlined above to the object data with this
inner-product.
Interestingly, applying our methodology to functional data in L2 will map functional data into
a different set of functional data, and it still needs to be investigated when such an approach might
perform better (or worse) than working with the functional data directly.
Another extension of our methodology is an application to other object data in conjunction
with the kernel trick. The kernel trick consists of mapping data Oi into an RKHS H via a feature
map Ψ, say, such that the dot-product 〈·, ·〉H satisfies 〈Ψ(Oi),Ψ(Oj)〉H = K(Oi, Oj) for some kernel
K : O×O → R. Then we can simply apply our methodology outlined above to the transformed data
Ψ(Oi), i = 1, . . . , n with the corresponding dot-product. Kernel methods are available for a variety
of objects, including trees, graphs, matrices, strings, tensors, functions, persistence diagrams, etc.
(e.g. see Genton 2001, Shawe-Taylor and Cristianini, 2004, Cuturi 2010). Since the elements in the
feature space Ψ(Oi) lie in a Hilbert space, we can apply our methodology outlined above. This can
be used to investigate and to compare the geometry of the data in feature spaces.
2.1.2 Relation to non-linear multidimensional scaling
Given a pair of data, say, Oi, Oj with ` = `ij passing through Oi and Oj , and the anchor point
mij =
Oi+Oj
2 , all we need to determine the depth functions d̂ij(s), or the quantile functions q̂ij(δ),
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are the two-dimensional points
Zij1k =
〈
Ok −mij , Oi −Oj‖Oi −Oj‖
〉
and Zij2k =
√
‖Ok −mij‖2 − |Z1k|2 .
The value Zij1k gives the (signed) distance between the projection of Ok onto `ij and mij , and Z
ij
2k
is the (minimum) distance of Ok from the line `ij . Given an opening angle α of our cones, Z
ij
2k tells
us whether there exists a cone with tip s and axis of symmetry `ij containing Ok, while Z
ij
1k is used
to determine whether Ok, lies in the same cone as mij .
So the pairs
(
Zij1k, Z
ij
2k
) ∈ R2, k = 1, . . . , n, fully determine d̂ij(s), and thus q̂ij(δ) (once an
angle α is fixed, and the distribution G for selecting the random tips of the cone is chosen). A
plot of the pairs (Zij1k, Z
ij
2k), k 6= i, j, is what we call a Z1-Z2-plot. It has the flavor of a non-linear
projection onto two dimensions, which is in the spirit of multidimensional scaling. It provides
a visual impression of the geometry of the data cloud relevant to our methodology, if viewed in
direction `ij . As an example, this plot allows us to visualize aspects of the underlying infinite
dimensional feature space induced by the use of the popular radial basis function (RBF) kernel
Kσ(u, v) = exp(−‖u−v‖σ ). Figure 2 shows the change in the underlying geometry as σ is increased
from 0 for the first two classes (Setiva vs Versicolor) of Fisher’s famous Iris data. Here we consider
mij =
Oi+Oj
2 . When σ ≈ 0, all points are essentially orthogonal as K(u, v) ≈ 0 for u 6= v, and thus
approximately map to (0,
√
3
2). As σ →∞, the points converge to (0,0).
If good classification is possible based on the value of Z2, this means that the class with smaller
values of Z2 tends to live within a cylinder centered at the line `ij and the other class tends to live
outside of this cylinder. Figure 2 shows this is not true for this particular pair of points, suggesting
that this direction is looking roughly in the direction formed by connecting the modes of each class.
Figure 2: Aggregated Z1-Z2 plot visualizing point cloud geometry from RBF kernel with increasing σ
parameter value for two classes of the Iris data (color coded). Larger values of σ correspond to larger
individual points.
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Of course, this plot changes with the choice of the line, i.e. we have
(
n
2
)
different such
plots. Inspecting all of these plots visually is not feasible. Instead, one needs to extract relevant
information from these point clouds. Our depth quantile functions q̂ij(s) can be considered as
summarizing the geometry of these point clouds into a class of functions, which can be handled by
more traditional statistical methodology.
3 Interpretation of depth quantiles via their population versions
Let F be a distribution on Rd with Lebesgue density f . A line ` = `x0,u ⊂ Rd is given by
`x0,u = {y = su+ x0, s ∈ R}, where u ∈ Sd−1, the unit sphere in Rd, and x0 ∈ Rd.
As above, population versions of depth quantile functions, for a fixed anchor point lying on `, are
defined by using cones that all have the same axis of symmetry, given by `. For d = 1, cones reduce
to intervals, and geometric considerations are somewhat different in this case. In what follows, we
therefore only consider the case d ≥ 2. The case d = 1 will be discussed in separate work. For the
following discussion, we fix a line ` ∈ Rd.
For (x, u) ∈ Rd × Sd−1 and s ∈ R, we denote by Cx,u(s) the cone of fixed opening angle α ∈ [0, pi)
containing x and having ` = `x,u as its axis of symmetry, and with tip at distance |s| to x. Note
that this includes cones opening to both sides, where the orientation of the cone Cx,u(s) depends
on the sign of s. Also, if x′ ∈ `x,u ∩ Cx,u(s), then Cx,u(s) = Cx′,u(s). Now, with X ∼ F , we define
the depth of x within Cx,u(s) as
dx,u(s) = min
(
P
[{
X ∈Cx,u(s)
} ∩ {〈X − x, u〉 ≤ 0}],
P
[{
X ∈ Cx,u(s)
} ∩ {〈X − x, u〉 ≥ 0}] ). (3.1)
In words, dx,u(s) is the Tukey depth of x with respect to the (in general improper) distribution
Fx,u,s on `x,u, defined by
Fx,u,s(t) = P (X ∈ Cx,u(s), ‖x− pix,u(X)‖ ≤ t),
where pix,u(z) denotes the (orthogonal) projection of z onto the line `x,u. The empirical version
d̂ij(s), defined above, is dx,u(s) with F being the empirical distribution of data falling into the cone
with tip at distance |s| from x, where x = Xi+Xj2 and u =
Xi−Xj
‖Xi−Xj‖ are both random.
A different representation of dx,u(s) that will be convenient is as follows. For x ∈ `x,u, let Hx,u =
{z ∈ Rd : 〈z, u〉 = 〈x, u〉} denote the hyperplane passing through x with normal direction u, and let
H+x,u = {z ∈ Rd : 〈z, u〉 ≥ 〈x, u〉} and H−x,u = {z ∈ Rd : 〈z, u〉 ≤ 〈x, u〉} denote the two halfspaces
defined by Hx,u. For a cone Cx,u(s), let
Ax,u(s) = Cx,u(s) ∩H−x,u and Bx,u(s) = Cx,u(s) ∩H+x,u.
In other words, the hyperplane Hx,u splits the cone Cx,u(s) into two closed subsets Ax,u(s) and
Bx,u(s) with Ax,u(s)∩Bx,u(s) = Hx,u∩Cx,u(s). By definition, Ax,u(s) is defined such that it contains
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the tip s, i.e. Ax,u(s) is itself a cone with base Hx,u ∩ Cx,u(s), and Bx,u(s) = Cx,u(s) \Ax,u(s) is a
frustum. We can now write
dx,u(s) = min
(
F (Ax,u(s)), F (Bx,u(s))
)
. (3.2)
Now assume that s is randomly chosen according to a distribution on R, meaning that we choose
the tip of the cone randomly on a given axis of symmetry. Let S ∼ G be chosen independently of
X. Now define qx,u(δ) as the quantile function of the resulting depth distribution of x, i.e.
qx,u(δ) = inf{t ≥ 0 : G(s : dx,u(s) ≤ t) ≥ δ} (3.3)
The distribution G can be considered to be a tuning parameter, and its choice will be discussed
below. Throughout this paper, we will assume G to be a continuous distribution.
The following two lemmas describes some properties of the depth function dx,u(s) and the corresponding
depth quantile function qx,u(δ). We denote by Ix,u(t) the sublevel sets of dx,u(s), i.e.
Ix,u(t) = {s ∈ R : dx,u(s) ≤ t}.
Lemma 3.1 Let (x, u) ∈ Rd × Sd−1 be fixed.
(a) The function s → dx,u(s), s ∈ R is U-shaped, non-increasing for s ≤ 0 and non-decreasing for
s ≥ 0. Thus, its sublevel sets Ix,u(t) are intervals containing 0.
(b) If F is continuous with positive Lebesgue density, the function s→ dx,u(s), s ∈ R is continuous
and strictly U-shaped with unique minimum value 0 attained at s = 0. The intervals Ix,u(t), t ≥ 0,
are thus all closed.
Lemma 3.2 Let (x, u) ∈ Rd × Sd−1 be fixed.
(a) The function δ → qx,u(δ) is non-decreasing on [0, 1].
(b) If both F and G have positive Lebesgue densities f and g, respectively, then we have with
Ix,u(qx,u(δ)) = [s
l
x,u(δ), s
r
x,u(δ)], δ ∈ (0, 1) that
qx,u(δ) = dx,u(s
l
x,u(δ)) = dx,u(s
r
x,u(δ)). (3.4)
Moreover, qx,u(δ) is strictly increasing with qx,u(0) = 0, and we have:
Large scales: qx,u(1) = min
(
Fx,u(x), 1−Fx,u(x)
)
is the global Tukey depth of x for the distribution
Fx,u.
Small scales: limδ→0
qx,u(δ)
δd
= cd
f(x)
gd(0)
, where cd > 0 is a known constant.
The last assertion makes precise the above statement that, for small values of δ, the depth
quantile function qx,u(δ) contains information about the density at x. Note that this localization
is achieved even though we are not using local neighborhoods of x. Instead, localization follows
from the use of Tukey depth, and the choice of cones to define the distribution of depths. (It is
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the acute angle of the cone that is important here.) The effect of this combination is that for small
quantile levels, the depth is attained at a small cone (with x being the midpoint of the base of the
cone, and with tip close to x), and the depth itself is then given by the probability content of this
small cone. This cone is a certain type of local neighborhood of x, the shape of which is the same
for each point x, because the opening angle of the cones under consideration is fixed. So dividing
by the area of this small cone, and letting the quantile level tending to zero will give the density
at x up to a fixed constant.
4 Applications
1Here we illustrate possible types of applications of the depth quantile functions q̂ij(s). To this
end, we reduce the
(
n
2
)
depth quantile functions by considering averages of the form q̂i(s) =
n−1
∑
j 6=i q̂ij(s), or with the sum restricted to certain subsets of the data (see section 4.2). As
a result, we have a new representation of our data that can be used to perform a variety of
statistical tasks, such as EDA, classification, and outlier detection. Other statistical tasks may
require combining these functions in a different way, or to adapt the choice of the tuning parameters
(cf section 6) which the flexibility of this idea allows. In all of the following, we use as our base
distribution G a uniform over a support large enough to ensure that the global depth is realized at
s = 1.
4.1 Topological Data Analysis
Consider observing a point cloud in R8 where the data is either generated uniformly in a ball of
fixed radius or is generated uniformly in this ball with a smaller middle ball removed. We call these
two supports the 8-ball and 8-annulus respectively. Specifically, our larger ball has radius 1.5 and
the inner ball has radius 1.25, accounting for 25 percent of the total volume. We wonder whether,
given a sample of size of n = 100 from each model, it is possible to detect if a hole is present.
Figure 3a shows that multidimensional scaling (MDS) seems unable to recognize the difference
between the two supports. However, the depth quantile functions show quite different behavior
between the two situations, and considering all intermediate values provides more information than
just considering, for instance, the depth of the midpoints. In fact, an intermediate value allows
perfect separation of the two classes, unlike the boundary values. While this suggests that a single
functional observation is sufficient to discriminate between the two classes, unsurprisingly, using all
the functions together yields even stronger information.
4.2 Classification
As the quantile functions transition from information about a local measure (density) to that of a
global measure (depth), we observe that the behavior of the functions as a whole provide interesting
information about the geometry of the underlying point cloud at given locations. This can be
used in a classification context, by using the heuristic that within-class comparisons will produce
1R code for computing the depth quantile functions is available at https://github.com/GabeChandler/depthity/
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(a) MDS for 8-ball and 8-annulus (b) Depth Quantile Functions (c) Global depth performance vs
.39 quantile
Figure 3: Comparison of observation level information for distinguishing between 8-ball and 8-annulus.
different functions than between-class comparisons, meaning that density quantile functions q̂ij(s)
(constructed from the pooled sample), with Xi and Xj lying in the same class will show different
features than those with Xi and Xj lying in different classes. In the case of modal clustering, where
an anti-modal (low density) region exists between the two class densities with convex model regions,
say, we expect that within-group comparisons, with midpoints tending to lie in modal regions, will
tend to have higher density, though relatively lower depth, in contrast with the case of midpoints
lying in the valley between the modes, corresponding to comparatively lower density, but higher
depth as they will tend to live between the two point clouds. Generally, so long as the geometry
of within and between class comparisons differ, classification information should be available (cf.
section 4.3.1).
One possible construction of a classifier is to consider the q̂ij(s) as sampled random functions,
and to use ideas from (multivariate) functional data analysis. Of the
(
n
2
)
functions generated, we
compute two functions for each data pointXi: the averages of q̂ij(α) over indices j 6= i corresponding
to points Xj in each of the two classes, resulting in n pairs of functions, each pair associated to
one observation. In our application, functional principal component analysis (fPCA) is used to
associate each function with a four dimensional vector comprised of the loadings associated with
the first four principle functions. We then use a support vector machine on these 8-dimensional
vectors (four for each of the two functions associated with a data point) for the classification results
presented below.
4.3 Outlier Detection
Observations with atypical quantile functions correspond to points that might be deemed outliers,
or are at least unusual with respect to the overall point cloud. Comparing the distance between
an observation’s averaged quantile function and the overall averaged quantile function provides a
measure of the unusualness of that observation. Exploring this idea on the 8-annulus data above
revealed the largest L2 distances were associated with points near one of the two boundary spheres.
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4.3.1 Simulated Data
The first data set we consider suggests that convex modal regions are not necessary for successfully
extracting information with our method. Figure 4 considers a 2-dimensional data set in which the
supports of the two classes are a disc and a concentric annulus, such that a third annulus exists
between the two with density zero.
(a) qˆ based on x ∈ R2 (b) Data (c) qˆ based on φ(x) ∈ R3
Figure 4: (a) A simulated data set of size n = 100, (b), the averaged quantile functions (blue lines represent
between class comparisions, red within the inside group, and pink within the outside group, and (c) for the
data in the feature space.
Comparisons between classes tend to yield midpoints in this zero density region, and thus
valuable information seems to be revealed by small δ values. The kernel K(x, y) = x · y+ ‖x‖2‖y‖2
makes the data linearly separable though causes the support to live on a elliptic paraboloid and
thus all midpoints live in a zero density region. Interestingly, it is the intermediate values of δ that
now reveal useful information (see figure 4c).
4.3.2 Real Data
We next illustrate the performance of our classification routine on several well known data sets.
First is Fisher’s Iris data, consisting of 3 classes of ni = 50 observations each, with xi ∈ R4
(note that we actually perform the classification task in double the dimension in this example).
We evaluate the leave-one-out performance of the method, and find a correct classification rate of
97.33%. Figure 5a demonstrates that not only are the two points clouds situated apart from each
other, but they seem to have fairly different geometry as well.
We next consider the Wine data set, available from the UCI Machine Learning database. There
are 178 observations over 3 classes in 13 dimensions. Our method yields a leave-one-out correct
classification rate of 96%. Figures 5b and 5c shows the functions for the easiest pairwise comparison
(1 misclassification) and the hardest (3 misclassifications), respectively.
We next consider a gene expression data set used for colon cancer detection (Alon et al., 1999),
consisting of 62 observations on 2000 variables. We scale the data so that each variable has mean 0
and standard deviation 1. We use an angle of 50 degrees on our cones. Plots of the depth quantile
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(a) Iris Data: Setosa vs Versicolor (b) Wine Data: Class 1 vs Class 3 (c) Wine Data: Class 2 vs Class 3
Figure 5: qˆ(δ) functions for Iris and Wine data sets
functions (figure 6) seem to suggest that the observations corresponding to the presence of cancer
live in a higher density region (early initial dominance of the purple curve) near the boundary of
the point cloud (small depth values, despite nearly 2/3 of the observations corresponding to this
class). Mean functions are added to better show the information contained by the collection of
functions. Multidimensional scaling based on the loadings from the fPCA yields more structure for
the classification problem than that based on the distance matrix of the raw data. A leave-one-out
cross vailidation based on fPCA-loadings yielded a correct classification rate of nearly 84%.
Figure 6: Depth quantile functions (left), and MDS plots based on depth quantile functions (center) and
raw data (right). Left: Purple and blue are within group comparisons for cancer and no-cancer, respectively.
Red and pink: Between group comparisons. Group level averages are in bold (red and pink averages coincide
by construction).
Finally, as an infinite dimensional example, we study Spellman’s yeast cell expression data
(Spellman et al. 1998), a continuous valued time series. We subsample the data so that only ni=20
observations are available for each of 5 classes. Figure 7 shows the raw data, as well as an MDS plot
of the data. The second panel considers depth quantile functions of an easier pairwise comparison
(G1 vs M) based on MDS, as well as one that is suggested to be more difficult (S vs G2). In
this comparison, we can see that the geometry of the within class comparisons for one group looks
nearly identical to the between class comparisons between the two groups.
Our goal was to show that our functions contain valuable information, which can be used for
classification. Certainly the method detailed here contains many tuning parameters: the choice
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(a) MDS and raw data of Spellman data; right panel:
group averages in bold
(b) Depth Quantile functions of easy and hard
classification problems - blue, purple are within class
comparisons, thicker lines are averages.
Figure 7: From MDS, G1 and M (red vs cyan in MDS plot) are easy to discriminate between, while S and
G2 (green vs blue) is more difficult.
of the base distribution and its support, the number of loadings retained from the fPCA, and the
parameters associated with the SVM method. We make no claim that our method is preferable
to other existing methods specifically designed for the classification problem. Rather, what we
have described here is a heuristic in order to illustrate possible applications of the depth quantile
functions. However, the results are reasonably competitive with what exists in the literature.
Furthermore, much of the information is interpretable to various extents.
5 Interpreting average depth quantiles via random set theory
Here we use random set theory to provide a different point of view to the construction of our feature
functions. Let C∗x,u(s) ∈ {Ax,u(s), Bx,u(s)} be such that
dx,u(s) = min
(
F (Ax,u(s)), F (Bx,u(s))
)
= F (C∗x,u(s)). (5.1)
Recall that x denotes the anchor point of which to calculate the depths of, and u ∈ Sd−1
determines the direction of the line `x,u passing through x. In the empirical version discussed
above, both the line and the anchor point are random, determined by a pair of data points Xi, Xj ,
say. In this case, we have
d̂ij(s) = min
(
Fn(Aij(s)), Fn(Bij(s))
)
= Fn(Ĉ
∗
ij(s)),
where Ĉ∗ij(s) ∈ {Aij(s), Bij(s)}, and where Aij(s) = Amij ,uij (s), Bij(s) = Bmij ,uij (s) with mij =
Xi+Xj
2 and uij =
Xi−Xj
‖Xi−Xj‖ . Below, we will study the behavior of d̂ij(s) and the corresponding q̂ij(s)
as estimators of dij(s) (and the corresponding qij(s)), where
dij(s) = min
(
F (Aij(s)), F (Bij(s))
)
= F (C∗ij(s)),
with C∗ij(s) ∈ {Aij(s), Bij(s)}. For this discussion we assume that this minimizer is unique, i.e.
F (Aij(s)) 6= F (Bij(s)). Note that dij(s) is a random function that is not observable. The joint
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distribution of Xi, Xj induces the distribution of this random function. For simplicity, we set
(ij) = (12) for the rest of this section.
Consider C∗12(s) as a random closed set. Then, for fixed s, the random variable d12(s) can be
written as
d12(s) = F (C
∗
12(s)) = P (X ∈ C∗12(s)|X1, X2),
where X ∼ F independent of X1, X2. This leads to the corresponding random depth quantile
function
q12(δ) = d12(s12(δ)) = P (X ∈ C∗12(s12(δ))|X1, X2),
where s12(δ) is as in Lemma 3.2 with, again, (x, u) replaced by (mij , uij). Mimicking the construction
of the average empirical feature functions used in the classification context (see section 4.2), we fix
X1 = x1, and take expectation over the random variable X2, leading to
EX2P (Z ∈ C∗12(s12(δ))|X1 = x1) = EXEX2
[
1
(
X ∈ C∗12(s12(δ))
)|X1 = x1]
= EX
(
Ψx1,FX2 ,δ(X)
)
,
with ΨX1,FX2 ,δ(z) = P
(
z ∈ C∗12(s12(δ))|X1
)
. This (random) function is a hitting function of the
random set C∗12(s12(δ)), given X1. Note that possible non-uniqueness of the set C∗12(s12(δ)) is not
a problem here, because EX
(
Ψx1,FX2 ,δ(X)
)
does not depend on the choice of C∗12(s12(δ)).
The distribution of C∗12(s12(δ)) depends on the distribution of X1 and X2. Assuming that we
consider a binary classification problem, we have three cases, corresponding to three different
comparison functions δ → EXΨX1,FX2 ,δ(X): two within class comparisons with both X1 and
X2 lying in the same class, and one between class comparison where X1 and X2 have different
distributions. In order for our classification procedure to work well, the between class comparison
needs to be different from the within class comparisons.
Because of the dependence of C∗12(s12(δ)) on δ, we effectively compare an entire class of hitting
probabilities (or expected hitting probabilities). The randomness still present in EXΨX1,FX2 ,δ(X)
(through X1), makes these functions in δ random functions. This motivates the use of FDA
methodology. Of course, the random functions ΨX1,FX2 ,δ(z) are unknown, and we need to estimate
them, which is done by our proposed method.
6 Discussion of choice of tuning parameters
The proposed procedure has three ingredients that can be considered as tuning parameters. The
most obvious one is the angle α of the cones that are being used, then there is the distribution
G under which to choose the distance of the tip of the cone to the base point, and last, but not
least, there is the choice of the base point. We briefly discuss some aspects of the choice of these
ingredients.
Choice of base point: In this paper, we are always using mij =
Xi+Xj
2 , with Xi, Xj defining
q̂ij(δ). This is motivated by the application to classification, as discussed in Section 4.2. Other
applications might warrant a different choice, as for instance one of the two data points Xi, Xj .
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Choice of opening angle α. Theoretically, the opening angle of the cones should depend on the
dimension d. In fact, as d increases, the opening angle needs to tend to pi/2 to ensure that there is
a non-negligible mass within the cones to ensure that the depth functions are not degenerate. In
our simulation studies, however, the choice of an angle of 45◦ seems to work well for a large range of
dimensions. For non-Euclidean data the choice of α appears more challenging. Note, however, that
for the case of our observations being radial basis functions, the norm of all these observations in
the corresponding RKHS equals 1, meaning that the observations all lie on the unit circle. In terms
of a good choice of α, this case in our simulations surprisingly behaved similar to a low-dimensional
Euclidean space.
Choice of the distribution G. Choosing G essentially means choosing a non-linear transformation
to the horizontal axis, amounting to emphasizing different regions of the depth quantile plots.
Choosing G to be unimodal about 0, for instance, would put higher weight on points close to the
base-points. In our applications, we always chose G to be the uniform distribution on an interval
chosen such that all the projections used to determine the empirical depth quantiles fall into the
support of G. The motivation for this choice is similar to the choice of a non-informative prior.
7 Estimation of depth quantile curves
Given iid data X1, . . . , Xn of from F , an empirical counterpart of qx,u(δ) is constructed as follows.
First we replace, in (3.2), the distribution F by the empirical distribution Fn based on the observed
data. This results in the empirical depths of x in the cone Cx,u(s) defined as
d̂x,u(s) = min(Fn(Ax,u(s)), Fn(Bx,u(s)),
with Ax,u(s) and Bx,u(s) as above. Picking the values of s randomly from G, i.e. picking the tip of
Cx,u(s) randomly on the line `x,u, gives the empirical depth quantile function for a given line `x,u,
q̂x,u(δ) = inf{t ∈ R : G(s : d̂x,u(s) ≤ t) ≥ δ)}. (7.1)
Note that, if the line `x,u and the anchor point x are based on a pair (Xi, Xj) as above, i.e. `x,u = `ij
with x = mij =
Xi+Xj
2 ∈ `ij and u = uij =
Xi−Xj
‖Xi−Xj‖ , then we obtain the depth quantile function
q̂ij(s) considered above.
The functions d̂x,u(s) and the corresponding empirical quantiles have similar properties as their
population counterparts (see appendix).
7.1 Concentration and large sample behavior
Recall that `x,u = {y ∈ Rd : y = x+su, s ∈ R}. For C,D ⊂ Rd measurable, define the pseudometric
dF (C,D) = F (C∆D), where C∆D = (C \D) ∪ (D \ C). We let
Cx0,u0 =
{
Cx,u0(s), x ∈ `x0,u0 , s ∈ R
}
be the set of all cones (with opening angle α) with `x0,u0 as their axis of symmetry. If we let Hu
denote the class of all halfspaces with normal vector u, then Dx0,u0 := Cx0,u0 ∩ Hu0 equals the
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set {Ax,u(s), Bx,u(s), x ∈ `x0,u0 , s ∈ R}. Both Cx0,u0 and Hu0 are VC-classes with VC-dimension 2
(both are unions of two nested classes of sets), and thus Dx0,u0 is a VC-class with VC-dimension
bounded by 4. The importance here is that the VC-dimension of Dx0,u0 does not vary with the
dimension, which is the reason for the estimators of the depth quantile functions not suffering from
the curse of dimensionality, as is shown in the following result. Furthermore, if we let
D = ⋃(x,u)∈R×Sd−1 Dx,u.
then, with C = ⋃x∈R,u∈Sd−1 Cx,u and H = ⋃u∈Sd−1 Hu, we have D = {C ∩ H, C ∈ C, H ∈ H}.
D is a VC-class, since both C and H are VC-classes. However its VC-dimension depends on the
dimension d. In fact, it is O(d).
7.1.1 Results for empirical depth functions
Proposition 7.1 For every given line `x0,u0 , there exists a constant c > 0 not depending on the
dimension d and the opening angle α such that, for all M > 0,
P
[
sup
x∈`x0,u0 ,s∈R
∣∣√n(d̂x,u0(s)− dx,u0(s))∣∣ > M] ≤ cM3 exp{− M22 }. (7.2)
Now recall that our methodology depends on the
(
n
2
)
functions d̂ij(s), i < j. We show that, with
Aij(s) = Amij ,uij (s) and Bij(s) = Bmij ,uij (s), these functions are uniformly close to the following
population based functions
dij(s) = min
(
F
(
Aij(s)
)
, F
(
Bij(s)
))
.
While dij(s) depends in the population distribution, it is still a random quantity, but only through
the choice of the line and the base point. We now have the following result:
Proposition 7.2 With d = dn ∈ N and α = αn ∈ [0, pi/2], both nonrandom sequences, we have,
max
i,j=1,...,n
i6=j
sup
s∈R
∣∣d̂ij(s)− dij(s)∣∣ = OP (√min(d,logn)n ) as n→∞. (7.3)
Moreover, if the distribution F is concentrated on a d ′-dimensional hyperplane in Rd, then (7.3)
holds with d replaced by d ′.
Remark. The ‘min’ appearing in the rate tells us that
( logn
n
)1/2
is a dimension independent
uniform bound for the rate of the deviations of the functions d̂ij(s) from their population based
counterparts dij(s). The asserted adaptivity to some kind of ‘sparsity’ is due to some geometry:
Consider a cone in Rd with tip in zero and with axis of symmetry being one of the coordinate axes.
The intersection of such a cone with a linear subspace of dimension d′ is a cone in Rd′ .
Our next result concerns the asymptotic distribution of
√
n
(
d̂x,u(s)−dx,u(s)
)
as a process in s ∈ R.
The pointwise behavior of the process depends on whether the minimizing set in the definition
of dx,u(s) is unique or not (see Corollary 7.1). Therefore, we are facing a challenge in small
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neighborhoods of points with non-unique minimizers, because the empirical minimizer, i.e. the sets
minimizing d̂x,u(s), might not stabilize in such neighborhoods. Moreover, suppose that s0 is a point
with dx,u(s0) = F (Ax,u(s0)) = F (Bx,u(s0)), and consider s in a small neighborhood of s0. If the
minimizers corresponding to s < s0 are Ax,u(s), and for s
′ > s0 they switch to Bx,u(s′), then the
map s → 1
C*x,u(s)
is not continuous at s0 (w.r.t. the L1(F )-norm), because the sets Ax,u(s) and
Bx,u(s
′) are not nested.
The following definition is to exclude such values s0. For (x, u) ∈ Rd × Sd−1, denote ∆x,u(s) =∣∣F (Ax,u(s))− F (Bx,u(s))∣∣, and for η > 0 let
Sx,u(η) =
{
s ∈ R : ∆x,u(s) ≥ η
}
. (7.4)
Note that ∆x,u(s) = 0 means that the minimizer C
*
x,u(s) in the definition of dx,u(s) is not unique
(both Ax,u(s) and Bx,u(s) are minimizers). We also introduce the notation
Tx,u(s) = argmin
C∈{Ax,u(s),Bx,u(s)}
F (C).
Observe that this set of minimizers Tx,u(s) either consists of exactly one, or of exactly two elements.
The latter holds if and only if ∆x,u(s) = 0.
Theorem 7.1 For (x, u) ∈ R × Sd−1 set S*x,u(η) = Sx,u(η) ∪ {s : ∆x,u(s) = 0}, and let {ηn} be a
sequence of real numbers with ηn
√
n→∞. Then, on an appropriate probability space, there exists
a sequence of F -bridges {B(n)F (C), C ∈ D}, i.e. tight, mean zero Gaussian processes with covariance
Cov(B(n)F (C),B
(n)
F (D)) = F (C ∩D)−F (C)F (D), and almost surely continuous sample paths, such
that, for any given line `x,u, we have with B
(n)
x,u(s) = min{B(n)F (C), C ∈ Tx,u(s)} that
sup
s∈S*x,u(ηn)
∣∣√n(d̂x,u(s)− dx,u(s))− B(n)x,u(s)∣∣ = oP (1), as n→∞,
where the oP (1)-term does not depend on d, α and u. Moreover, we have
sup
(x,u)∈R×Sd−1
sup
s∈S*x,u(ηn)
∣∣√n(d̂x,u(s)− dx,u(s))− B(n)x,u(s)∣∣ = oP (1), as n→∞,
where the oP (1)-term does not depend on α, but it does depend on d.
Remark. In the somewhat related context of minimum volume sets (or generalized quantile
processes), a result of similar type has been obtained in Einmahl and Mason (1992). There the
approximating process (to the generalized quantile process) is a maximum of F -bridges taken over
the, in general non-unique, generalized quantiles. Also, Masse´ (2004) showed convergence of the
multivariate Tukey depth process to a similar type of limit process.
Corollary 7.1 For (x, u) ∈ R× Sd−1, set σ2x,u(s) = dx,u(s)(1− dx,u(s)), s ∈ R.
(i) For (x, u, s) ∈ Rd × Sd−1 × R with ∆x,u(s) 6= 0, we have
√
n
(
d̂x,u(s)− dx,u(s)
)→ N (0, σ2x,u(s)) in distribution as n→∞.
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(ii) For (x, u, s) ∈ Rd × Sd−1 × R with ∆x,u(s) = 0, we have
√
n
(
d̂x,u(s)− dx,u(s)
)→ min(N1, N2) in distribution as n→∞,
where N1, N2 are jointly normal with mean zero, variance σ
2
x,u(s), and covariance Cov(N1, N2) =
−d 2x,u(s).
7.1.2 Results for empirical depth quantile functions
First we give some finite sample concentration results.
Proposition 7.3 For every fixed line `x0,u0 ⊂ Rd, there exists a constant c > 0, not depending on
d and α, such that, for all M > 0,
P
[√
n sup
x∈`x0,u0 , δ∈[0,1]
∣∣q̂x,u0(δ)− qx,u0(δ)∣∣ > M] ≤ cM3e−M2/2. (7.5)
Our next result addresses the asymptotic distribution of the depth quantile functions. We need
the following assumptions.
(A1) The distributions F and G have continuously differentiable Lebesgue densities f > 0 on Rd,
and g > 0 on R, respectively.
(A2) There exist constants C,  > 0 such that
(i) sup
z∈Rd
‖z‖d−1+f(z) < C <∞ and
(ii) sup
z∈Rd
‖z‖d−1+‖gradf(z)‖ < C <∞.
(A3) For each K > 0, there exists K > 0 such that
inf
‖x‖≤K,u∈Sd−1
inf
s:∆x,u(s)=0
∣∣ d
dsF (Ax,u(s))− ddsF (Bx,u(s))
∣∣ > K .
(A1) and (A2) imply that these derivatives exist (see Lemma 8.1).
Discussion of (A3). This assumption is used to show that, for each (x, u) and η, the set
S
c
x,u(η) consists of a (finite) union of ‘small’ intervals, and that the same is true for is the set
D
c
x,u(η, ); cf. Lemma 8.2. Intuitively, assumption (A3) can be expected to hold in many situations.
The reason for this intuition is that S
c
x,u(η) can only be large, if F (Ax,u(s)) and F (Bx,u(s)) have
the same derivatives (w.r.t. s) in a neighborhood of a point s0 with F (Ax,u(s0)) = F (Bx,u(s0)).
These derivatives are surface integrals (with respect to f) over the ‘lateral’ surface areas of the cone
Ax,u(s) and the frustum Bx,u(s), respectively (see proof of Lemma 8.1). Given the geometry of
these sets, these derivatives being equal over a (small) interval, puts some strong requirements on
the geometry of the density f. For more standard density models, these requirements do not seem
to hold, at least intuitively, while explicit calculations appear challenging, even for a normal model,
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say. Also, suppose that while F (Ax,u(s0)) = F (Bx,u(s0)), the derivative of these two functions at s0
is different, let’s say, ddsF (Ax,u(s0)) >
d
dsF (Bx,u(s0)). Then, in order for F (Ax,u(s1)) = F (Bx,u(s1))
to hold for some s1 > s0, the inequality between the derivatives has to change along the way.
Again, this puts some requirements on the geometry of the underlying density. Intuitively, these
requirements are more likely to hold, if f has serval modes, allowing for a less regular behavior of
these derivatives, by which we mean that they have a large number of local extrema. This leads
to the intuition that S
c
x,u(η) (and Dx,u(δ)) can be expected to consist of a finite number of small
intervals assuming that the number of modes of f is finite.
Recall the notation {s : dx,u(s) ≤ t} = [slx,u(t), srx,u(t)], and that for t = qx,u(δ), 0 ≤ δ < 1, we
use the short-hand notation
{s : dx,u(s) ≤ qx,u(δ)} = [slx,u(δ), srx,u(δ)].
Also recall the definition of the set Sx,u(c) given in (7.4), and that C
*
x,u(s) ∈ {Ax,u(s), Bx,u(s)}
denotes the minimizer in the definition of dx,u(s). We now have the following result.
Theorem 7.2 Suppose that assumptions (A1) - (A3) hold. For C, , η > 0, let Dx,u(η, ) = {δ ∈
[, 1− ] : srx,u(δ), slx,u(δ) ∈ Sx,u(Cη)}. There exists a constant C > 0 such that for all C ≥ C, for
each K > 0, and for real numbers ηn > 0 with ηn → 0 and ηn
√
n→∞, we have, as n→∞,
sup
u∈Sd−1
‖x‖≤K
sup
δ∈Dx,u(ηn,)
∣∣∣√n(q̂x,u(δ)− qx,u(δ))
− [αx,u(δ)νn(slx,u(δ))− (1− αx,u(δ)) νn(srx,u(δ))]∣∣∣ = oP (1 ),
where νn(s
l(r)
x,u (δ)) =
√
n(Fn − F )(C*x,u(sl(r)x,u (δ))), and αx,u(δ) =
(
1 +
g(slx,u(δ))
g(srx,u(δ))
· ∣∣d′x,u(srx,u(δ))
d′x,u(slx,u(δ))
∣∣)−1.
Moreover, on an appropriate probability space, there exists a sequence of mean zero F -bridges
{B(n)F (C), C ∈ D} , such that with B(n)x,u(s) = B(n)F (C*x,u(s)), we have, as n→∞,
sup
u∈Sd−1
‖x‖≤K
sup
δ∈Dx,u(ηn,)
∣∣∣√n(q̂x,u(δ)− qx,u(δ))
− [αx,u(δ)B(n)x,u(slx,u(δ))− (1− αx,u(δ))B(n)x,u(srx,u(δ))]∣∣∣ = oP (1 ).
Discussion: (i) As
√
n
(
q̂x,u(δ) − qx,u(δ)
)
is a quantile-type process, and the approximating
process is a (mixture of two) empirical processes given by νn(s
l
x,u(δ)) and νn(s
l
x,u(δ)), respectively,
the first assertion can be seen as a generalized Bahadur-Kiefer representation.
(ii) The approximating Gaussian processes B(n)x,u(s l(r)x,u (δ)) depend on C*x,u(s), which are either
Ax,u(s) or Bx,u(s). In other words, either B
(n)
x,u(s
l(r)
x,u (δ)) = B(n)F (Ax,u(s
l(r)
x,u (δ))) or B(n)x,u(s l(r)x,u (δ)) =
B(n)F (Bx,u(s
l(r)
x,u (δ))). Both the processes {B(n)F (Ax,u(s l(r)x,u (δ))), δ ∈ [0, 1]} are time-transformed one-dimensional
Brownian bridges, because both {Ax,u(s), s ∈ R} and {Bx,u(s), s ∈ R} consists of nested classes
of sets, and because the functions δ → s l(r)x,u (δ) are monotonic. As δ varies, we can think of
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B(n)x,u(sl(r)x,u (δ)) as switching between these two processes, depending on which of the two sets Ax,u(s)
or Bx,u(s) is the corresponding minimizer of the depth functions. The approximation works for
δ ∈ Dx,u(ηn, ), because we know that the empirical minimizer and the theoretical minimizers
coincide with probability tending to one. By our assumption, the set Dx,u(ηn, ) is a finite union
of intervals, separated by small neighborhoods about points s0 with ∆x,u(s0) = 0, so that there is
no switching between approximating processes within a subinterval.
(iii) The mixing proportion αx,u(δ) is determined by the two quantities g(s
r
x,u(δ))/d
′
x(s
r
x,u(δ)) and
g(slx,u(δ))/d
′
x(s
l
x,u(δ)), which are the derivatives of G(s ≥ 0 : dx,u(s) ≤ t) and G(s > 0 : dx,u(s) ≤ t),
respectively, evaluated at t = qx,u(δ). The restrictions on x and δ given in the statements of the
theorem make sure that these ratios are uniformly bounded away from zero and infinity, and that
they are uniformly continuous maps as x and δ vary on the restricted sets. This is needed to assure
that the asserted uniformity of the asymptotic statements.
Corollary 7.2 Under the assumptions of Theorem 7.2, we have for each (x, u) ∈ R × Sd−1 and
δ ∈ [0, 1) with ∆(srx,u(δ)) 6= 0 and ∆(srx,u(δ)) 6= 0, we have, as n→∞,
√
n
(
q̂x,u(δ)− qx,u(δ)
)→ αx,u(δ)N lx,u(δ) + ((1− αx,u(δ))N rx,u(δ) in distribution,
where N lx,u(δ), N
r
x,u(δ) are mean zero, jointly normal random variables with variances F
(
C*x,u(s
l
x,u(δ))
)[
1−F (C*x,u(slx,u(δ)))], and F (C*x,u(srx,u(δ)))[1−F (C*x,u(srx,u(δ)))], respectively. Their convariance
is given by Cov(N lx,u(δ), N
r
x,u(δ)) = F
(
C*x,u(s
l
x,u(δ)) ∩ C*x,u(srx,u(δ))
)− F (C*x,u(slx,u(δ)))F (C*x,u(srx,u(δ))).
7.1.3 Asymptotic normality of averaged depth quantile functions.
Here we study the asymptotic behavior of the averaged depth quantile functions used for the
classification procedure. Recall that mij =
Xi+Xj
2 and uij =
Xi−Xj
‖Xi−Xj‖ . For K > 0, let q̂i,K(δ) =
1
n
∑n
j=1
j 6=i
q̂ij(δ)1(‖mij‖ ≤ K), i = 1, . . . , n, and let the corresponding population-based quantities
be qi,K(δ) =
1
n
∑n
j=1
j 6=i
qij(δ)1(‖mij‖ ≤ K), i = 1, . . . , n. Consider the process
√
n
(
q̂i,K(δ)− E
(
qi,K(δ)
∣∣Xi) ), δ ∈ [0, 1],
conditional on Xi. We will see that this process can be approximated by a U-process, which will
then gives us weak convergence to a Gaussian process. Recall the definition of Dx,u(η, ) given in
Theorem 7.2, and let Dij(η, ) = Dmij ,uij (η, ). We need to following additional assumption:
(A4) Let Ψδ,u(x) = F
(
Ax,u(sx,u(δ))
)− F (Bx,u(sx,u(δ))). The directional derivatives ∇uΨδ,u(x) at
x in direction u ∈ Sd−1 exist and are equi-Lipschitz continuous for u ∈ Sd−1, δ ∈ [, 1 − ],  > 0.
Moreover, for some K > 0,
inf
‖x‖≤K
u∈Sd−1
inf
δ:∆x,u(sx,u(δ))=0
∣∣∣∇uΨδ,u(x)∣∣∣ > K .
Discussion of (A4). Validity of assumption (A4) depends on the size and the shape of
D
c
x,u(η, ) as a function in (x, u), which in turn is another implicit assumption of the shape of
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the underlying density f . Suppose we fix a line ` (in particular u is fixed), and we consider the
directional derivative of F (Ax,u(s)) and F (Bx,u(s)) w.r.t. x in direction u. Using the geometric
insight gained from the derivation of the derivatives in Lemma 8.1, we can see that, for s > 0, the
directional derivative of F (Bx,u(s)) w.r.t. x in direction u is given by the negative of the entire
surface integral over the surface of the frustum Bx,u(s). The corresponding directional derivative of
F (Ax,u(s)) equals the difference of the surface integral w.r.t. f over the ‘lateral’ surface and the base
of Ax,u(s). The fact that this derivative is a difference makes it even more difficult to investigate
than the drivative in (A3). In general we do not even know the sign of this derivative. Moreover, in
(A4), the value s also is a function of (x, u), which adds to the complexity. Nevertheless, heuristic
arguments similar to the ones given in the discussion of (A3) leads to the intuition that assumption
(A4) holds in many cases.
Theorem 7.3 Suppose that assumptions (A1) - (A4) hold. Let  > 0. For K > 0, we have
conditional on X1, as n→∞, almost surely,
√
n
(
q̂1,K(δ)− E
(
q12(δ)1(‖m12‖ ≤ K)
∣∣X1))→ GX1(δ) weakly, in D[, 1− ],
where conditional on X1, {GX1(δ), δ ∈ [, 1 − ]} is a tight Gaussian process with mean zero and
Cov
[
GX1(δ), GX1(δ
′)
∣∣X1] = Cov[(q12(δ)1(‖m12‖ ≤ K), q12(δ′)1(‖m12‖ ≤ K))∣∣X1].
Remarks. (i) Clearly, conditional on Xi, the distribution of
√
n
(
q̂i,K(δ) − E
(
qi,K(δ)
∣∣Xi) ) is the
same for every i = 1, . . . , n.
(ii) Up to truncation, the conditional mean used for centering equals the quantity EX
(
Ψx1,FX2 ,δ(X)
)
introduced in section 5, where X1 = x1 is the observed value of X1. As discussed in section 5, the
quality of classification based on depth quantile functions as discussed in section 4.2, depends on
the behavior of these quantities as a function in δ.
(iii) Theorem 7.3 concerns an average of processes conditional onX1, centered at their (conditional)
means E
(
q12(δ)|X1
)
. If we, as above, center the individual processes on q12(δ) instead, meaning we
are subtracting the conditional expectation given X2 (and given X1), then the resulting average
process 1n
∑n
j=2
√
n
(
q̂1j(δ)−q1j(δ)
)
1{‖m1j‖ ≤ K}, δ ∈ [, 1−] can be approximated by a degenerate
U -process, which converges at a rate faster than 1/
√
n. This is shown in the proof of Theorem 7.3.
(iv) It is interesting to observe that, in contrast to Theorem 7.2, there is no exceptional set. In
fact, the exceptional sets ‘average out’ because we are averaging over many different lines. Here
is where assumptions (A3) and (A4) come into play, because they make sure that individual
exceptional sets are ‘small’. (See proof of Theorem 7.3 for details.)
8 Proofs of main results
Before presenting the proofs, we give a heuristic high level discuss. One of the main ideas is to
approximate d̂x,u(s) − dx,u(s) = Fn(Ĉ∗x,u(s)) − F (C∗x,u(s)) by (Fn − F )(Cx,u(s)). In other words,
replace Ĉ∗x,u(s), the (random) minimizer of the empirical depth function, by its population version
C∗x,u(s). Tools from empirical processes now become available. Replacing Ĉ∗x,u(s) by C∗x,u(s) is
based on the following observation. Both C∗x,u(s) and Ĉ∗x,u(s) lie in {Ax,u(s), Bx,u(s)}. Suppose that
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F (Ax,u(s)) < F (Bx,u(s)) so that dx,u(s) = F (Ax,u(s)). Since Fn(Ax,u(s)) = F (Ax,u(s))+OP (1/
√
n)
(and the same holds for Bx,u(s)), we have for n large enough that with high probability also
Fn(Ax,u(s)) < Fn(Bx,u(s)), meaning that Ĉ
∗
x,u(s) = C
∗
x,u(s), as desired. If F (Ax,u(s))−F (Bx,u(s))
is of the order O(1/
√
n), then we have problems with this argument. Therefore we introduce the
exceptional sets Sx,u(c) and Dx,u(η, ) in the formulation of the theorems. The main challenges
in the proofs of weak convergences is to control remainder terms uniformity over the appropriate
ranges of the parameters. For showing equicontinuity, we need to make sure that if |s − s′| ≤ η
for η small enough, then C∗x,u(s) and C∗x,u(s′) are both either ‘A-sets’ or ‘B-sets, because then
|F (C∗x,u(s)) − F (C∗x,u(s′))| = F
(
C∗x,u(s)∆C∗x,u(s′)
)
, because the A-sets are nested, and so are the
B-sets (as long as (x, u) is fixed). This is where assumption (A3) comes into play. In the proof of
Theorem 7.3, we also use theory for U -processes.
8.1 Proofs of Theorems 7.1 and 7.2
Proof of Theorem 7.1. For c > 0, let En(c) = {supC∈Dx,u |
√
n(Fn − F )(C)| ≤ c}. As Dx,u is a
VC-class, empirical processes theory tells us (e.g. see van der Waart and Wellner, 1996), that, for
any  > 0, there exists a c > 0, such that P (En(c)) > 1 − . Consequently, by definition of Dx,u,
for any given  > 0, there exists c > 0, such that, for c ≥ c,
P
(
max
(
sup
s∈R
|(Fn − F )(Ax,u(s)|, sup
s∈R
|(Fn − F )(Bx,u(s)|
)
> c√
n
)
≤ P (En(c)) ≤ .
On this event, we have for s ∈ Sx,u(2c/
√
n) with F (Ax,u(s)) > F (Bx,u(s)) +
2c√
n
, say, that
Fn(Ax,u(s)) > Fn(Bx,u(s)). In other words, for s ∈ Sx,u(2c/
√
n), the unique minimizer C*x,u(s) in
the definition of dx,u(s) equals the unique minimizer Ĉ
*
x,u(s) in the definition of d̂x,u(s). It follows
that, on En(c), we have, for s ∈ Sx,u
(
2c/
√
n
)
,
√
n (d̂x,u(s)− dx,u(s)) =
√
n (Fn − F )(C*x,u(s)) = min
C∈Tx,u(s)
√
n (Fn − F )(C),
where the last equality holds trivially, since here Tx,u(s) = {C*x,u(s)}. Recalling that B(n)x,u(s) =
minC∈Tx,u(s) B
(n)
F (C), we obtain that, on En(c),
sup
s∈Sx,u( 2c√n )
∣∣√n (d̂x,u(s)− dx,u(s))− B(n)x,u(s)∣∣ ≤ max
C∈Dx,u
∣∣√n (Fn − F )(C)− B(n)F (C)∣∣.
If s is such that {s ∈ ` : ∆x,u(s) = 0}, so that Tx,u(s) = {Ax,u(s), Bx,u(s)}, d̂x,u(s) = Fn(Ax,u(s)) =
Fn(Bx,u(s)) and dx,u(s) = F (Ax,u(s)) = F (Bx,u(s)), then we trivially also have
√
n
(
d̂x,u(s)− dx,u(s)
)
= min
C∈Tx,u(s)
√
n
(
Fn − F
)
(C).
Consequently, on En(c),
sup
s∈S*x,u( 2c√n )
∣∣√n(d̂x,u(s)− dx,u(s))− B(n)x,u(s)∣∣
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≤ sup
C∈Dx,u
∣∣√n(Fn − F )(C)− B(n)F (C)∣∣. (8.1)
Choose c = ηn
√
n. It follows from strong approximation results for empirical processes indexed by
VC classes by Brownian F -bridges (e.g. see Berthet and Mason, 2006) that there exists a sequence
of process B(n)F (C), such that the term on the right hand-side is oP (1). The rate of approximation
only depends on the VC dimension. We already have seen that the VC dimension of Dx,u is bounded
by 4, and the first assertion of the theorem follows.
The second assertion of the theorem follows similarly: Replacing the class Dx,u in the definition
of the event En(c) and in (8.1) by the class D (defined at the beginning of section 7.1) similar
arguments as above show that everything also holds uniformly over (x, u) ∈ R × Sd−1. It remains
to recall that D also is a VC-class, but with VC dimension depending on d. 
Proof of Theorem 7.2. Let d lx,u(s) and d
r
x,u(s) denote the function dx,u(s) restricted to
s ≤ 0 and s > 0, respectively. Since dx,u(s) is strictly U-shaped with minimum value in s = 0
(Lemma 3.1), both d lx,u(s) and d
r
x,u(s) have a unique inverse. It follows that, for every δ ∈ (0, 1),
{s ∈ R : dx,u(s) ≤ qx,u(δ)} = [slx,u(δ), srx,u(δ)], where slx,u(δ) =
(
d lx,u
)−1
(qx,u(δ)), and s
r
x,u(δ) =(
d rx,u
)−1
(qx,u(δ)) is a compact interval on R.
Let cn = ηn
√
n and set An(cn) =
{
sup ‖x‖≤K
u∈Sd−1
sups∈R
∣∣(F̂n−F )(Ax,u(s))+(Fn−F )(Bx,u(s))∣∣ ≤ cn2√n}.
Using similar arguments as in Proposition 7.1 (and its proof) and in Proposition 7.5, we obtain,
that there exists c′ > 0 with P (Acn(c)) ≤ c′c3e−c
2/2 for all c > 0. In particular, P
(
A
c
n(cn)
)→ 0 as
cn →∞. Also, it follows from arguments given in the proof of Proposition 7.5, that on An(cn) we
have sup
‖x‖≤K;u∈Sd−1
supδ∈[0,1]
∣∣q̂x,u(δ)− qx,u(δ)∣∣ ≤ cn/2√n. This will be used below. In the following,
we assume that we are on An(cn). We will show that there exists a process Ŷx,u, such that, for
δ ∈ Dx,u(cn), we have (on An(cn)),
q̂x,u(δ) = inf
{
t : G(s : d̂x,u(s) ≤ t) ≥ δ
}
= inf
{
t : G(s : dx,u(s) ≤ t) ≥ δ +G(s : d̂x,u(s) ≤ t)−G(s : dx,u(s) ≤ t)
}
≈ inf {t : G(s : dx,u(s) ≤ t) ≥ δ + Ŷx,u(δ) + rn)},
so that
q̂x,u(δ)− qx,u(δ) ≈ q′x,u(δ) Ŷx,u(δ) + q′x,u(δ) rn.
It will turn out that
√
n rn = ωn
(
cn/
√
n
)
, where ωn denotes the modulus of continuity (with respect
to dF (C,D)) of the set-indexed empirical process
√
n
(
Fn−F )(C), C ∈ D. Empirical process theory
for VC-classes implies that rn = op
(
n−1/2
)
, so that the asymptotic behavior of
√
n
(
q̂x,u(δ)−qx,u(δ)
)
is determined by
√
nŶx,u(δ). In the following we will make this precise.
To shorten the notation we drop in what follows the indices x, u from q̂x,u, qx,u, d̂x,u, dx,u, s
l
x,u, s
r
x,u, Sx,u, Ax,u, Bx,u
and αx,u. We begin by noting that, on An(cn), and with
√
n rn = ωn
(
cn/
√
n
)
, we have
inf
{
t : G
(
s : d(s) ≤ t− (d̂− d)(sl(δ)) + rn
)) ≥ δ }
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≤ q̂(δ) (8.2)
≤ inf {t : G(s : d(s) ≤ t− (d̂− d)(sl(δ))− rn)) ≥ δ }.
The proof of (8.2) is given in the appendix. Empirical process theory for VC-classes tells us, that
ωn
(
cn√
n
)
converges to zero as n → ∞. With sl(δ) replaced by sr(δ), the same argument holds for
s > 0. Combining these two results then implies that on An(cn), for t > 0 as above,
G(s : d̂(s) ≤ t)−G(s : d(s) ≤ t)
≤ G(s ≤ 0 : d(s) ≤ t− (d̂− d)(sl(δ))− rn)−G(s ≤ 0 : d l(s) ≤ t)
+G
(
s > 0 : d(s) ≤ t− (d̂− d)(sr(δ))− rn
)−G(s > 0 : d r(s) ≤ t).
Since d(s) is strictly U-shaped with minimum value in x (Lemma 3.1), both d l(s) and d r(s) have
unique inverses. Thus (with slight abuse of notation)
G
(
s ≤ 0 : d(s) ≤ t) = G(s : (d l)−1(t) ≤ s ≤ 0) = G(0)−G((d l)−1(t)).
Now, by definition of S(2cn), for all s ∈ S(cn), s ≤ 0 either d l(s) = F (A(s)), or d l(s) = F (B(s)).
Thus it follows from Lemma 8.1 that d l(s) is differentiable at s ∈ S(2cn) with derivative
(
d l
)′
(s)
being non-zero for s 6= 0. Consequently, for 0 < t < q(1), such that (d l)−1(t) ∈ S(2cn),
d
dtG
(
s ≤ 0 : d(s) ≤ t) = − ddtG((d l)−1(t)) = − g((d l)−1(t))(d l) ′((d l)−1(t)) .
Similarly,
d
dtG
(
s > 0 : d(s) ≤ t) = g((d r)−1(t))
(d r) ′((d r)−1(t)) .
Recall that, by definition, (d l)−1(t) = s l(t) and (d r)−1(t) = s r(t). It follows from Lemmas 8.1 and
8.4 that also the second derivative of G
(
s ≤ 0 : d(s) ≤ t) exists for values of t in a neighborhood
of q(δ) with δ ∈ D(cn, ), and that it is uniformly bounded for ‖x‖ ≤ K, u ∈ Sd−1 (for any choice
of K, cn,  > 0). Using the fact that sup‖x‖≤K,u∈Sd−1
∣∣(d̂ − d)(sr(δ)) + rn∣∣ = OP (n−1/2), it follows
that, on An(cn), and for 0 < q(δ)− cn2√n < t < q(δ) + cn2√n < 1,
G
(
s : d̂(s) ≤ t)−G(s : d(s) ≤ t)
≤ ( g(s r(δ))d ′(s r(δ)) +OP ( 1√n )) [(d̂− d)(s r(δ))− rn]
+
( g(s l(δ))
d ′(s l(δ)) +OP
(
1√
n
)) [
(d̂− d)(s l(δ))− rn
]
=: Ŷ(δ) +Rn,
where
Ŷ(δ) =
g
(
s r(δ)
)
d ′(s r(δ))
(d̂− d)(sr(δ)) + g
(
s l(δ)
)
d ′(s l(δ))
(d̂− d)(s l(δ)),
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and Rn = oP (n
−1/2) uniformly in ‖x‖ ≤ K and u ∈ Sd−1. A similar argument gives us a lower
bound with the same first order term and a slightly different remainder term that, however, is of
the same order as Rn. In the following we thus assume that the inequality is an equality.
From the above calculations we have that q′(δ) =
( g(sr(δ))
d ′(sr(δ)) − g(s
l(δ))
d ′(sl(δ))
)−1
. Note that q′(δ) > 0
for δ > 0, because d(s) is strictly de(in)creasing for s < 0 (s > 0). Thus,
√
n
(
q̂(δ)− q(δ)) = q′(δ)√n Ŷ(δ) + oP (1)
= α(δ)
√
n (d̂− d)(sr(δ))− β(δ)√n(d̂− d)(sl(δ)) + oP (1)
= α(δ)
√
n (Fn − F )
(
C*(sr(δ)))− β(δ)√n (Fn − F )
(
C*(sl(δ))) + oP (1),
where β(δ) = 1− α(δ) with
α(δ) = q ′(δ) g(s
r(δ))
d ′(sr(δ)) =
(
1− g(s l(δ))g(s r(δ)) · d
′(s r(δ))
d ′(s l(δ))
)−1
,
satisfying 0 ≤ α(δ) ≤ 1. This is the first assertion of the theorem.
In order to see the second assertion of the theorem, we use the fact that {√n(Fn−F )(C), C ∈ D}
can be strongly approximated by a Gaussian process with almost surely continuous sample paths.
Here we are using Massart (1989), which can be applied here because the VC-classes considered
here are subclasses of convex sets, and thus they fulfill the uniform Minkowski condition assumed
in Massart’s paper (see Definition 2 in Massart, 1989).
8.2 Proof of Theorem 7.3
First, we write
√
n
(
q̂1,K(δ)−E
(
q1,K(δ)
∣∣X1)) = √n(q̂1,K(δ)−q1,K(δ))+√n(q1,K(δ)−E(q1,K(δ)∣∣X1)).
We will see that this (approximately) equals a Hoeffding decomposition of a U -process of rank 2,
where the first summand on the right is a degenerate U -process (converging to zero at rate n−1/2),
while the second summand converges to the asserted limit distribution, which we derive first. By
definition, conditional on X1,
T1,K(δ) :=
√
n
(
q1,K(δ)− E
(
q1,K(δ)
∣∣X1))
=
1√
n
n∑
j=2
[
q1j(δ)1(‖m1j‖ ≤ K)− E
(
q1j(δ)1(‖m1j‖ ≤ K)|X1
)]
is a sum of iid random variables, and 0 ≤ supδ∈[0,1] q1j(δ)1(‖m1j‖ ≤ K) ≤ 1. Given X1, the central
limit theorem thus immediately gives the convergence of the finite dimensional distributions of the
process T1,K(δ); δ ∈ [, 1 − ] to the asserted limiting normal distribution. It remains to show
asymptotic equicontinuity. To this end, we consider T1,K(δ) as an empirical process indexed by
the class of functions {hKδ (x) = qm1,x,u1,x(δ)1
(|m1(x)‖ ≤ K), δ ∈ [, 1 − ]} with m1,x = X1+x2 ,
u1,x =
X1−x
‖X1−x‖ , and show that the map [, 1 − ] 3 δ → hKδ (·) is Lipschitz continuous with respect
to L2(F ). This then implies that the metric entropy with bracketing w.r.t. L2(F ) of the class
of functions hδ,K(·), δ ∈ [, 1 − ]} behaves like the metric entropy with bracketing of the interval
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[, 1− ], which in turn is bounded by C−1, for some constant C > 0. Asymptotic equicontinuity
of the process T1,K(δ) = νn(h
K
δ ) follows.
It remains to show the Lipschitz continuity of δ → hKδ (·). From Lemma 8.3, we have that
{δ → qx,u(δ), δ ∈ [, 1−], ‖x‖ ≤ K,u ∈ Sd−1} is equi-Lipschitz continuous. Thus, for δ, δ′ ∈ [, 1−],
EF
(
hKδ (X)−hKδ′ (X)
)2
=
∫ (
qm1,x,u1,x(δ)− qm1,x,u1,x(δ′)
)2
1
(‖m1,x‖ ≤ K)dF (x)
≤
∫
sup
‖x‖≤K,u∈Sd−1
(
qx,u(δ)− qx,u(δ′)
)2
dF (x)
≤ C (δ − δ′)2
for some C > 0. This is what we wanted to show.
Next we show that
√
n
(
q̂1,K(δ)− q1,K(δ)
)
is asymptotically negligible. To this end, we split up
this process in two terms,
√
n
(
q̂1,K(δ)− q1,K(δ)
)
=
1
n
n∑
j=2
√
n
(
q̂1j(δ)− q1j(δ)
)
1(‖mij‖ ≤ K; δ ∈ Dc1j(η, ))
+
1
n
n∑
j=2
√
n
(
q̂1j(δ)− q1j(δ)
)
1(‖mij‖ ≤ K; δ ∈ D1j(η, ))
= (I)η + (II)η,
where η > 0 is arbitrary. We show that, for each , γ > 0, there exists η > 0 such that both
P
(|(I)η| > γ)→ 0, and P (|(II)η| > γ)→ 0 as n→∞. (8.3)
Since
√
n
(
q̂1,K(δ)− q1,K(δ)
)
does not depend on η, this implies the result.
First consider (I)η. Since max
j
sup
δ∈[,1−]
∣∣√n(q̂1j(δ) − q1j(δ))∣∣ = OP (1), which follows from
Proposition 7.5, we obtain that∣∣∣ 1
n
n∑
j=2
√
n
(
q̂1j(δ)− q1j(δ)
)
1(δ ∈ Dc1j(η, ))1(‖m1j‖ ≤ K)
∣∣∣
≤ OP (1) sup
δ∈[,1−]
1
n
n∑
j=2
1(δ ∈ Dc1j(η, )))1(‖m1j‖ ≤ K).
The last sum is a sum of iid random variables with (conditional) mean bounded by P (δ ∈ Dc1j(η, )|X1),
where supδ∈[,1−] P (δ ∈ Dc1j(η, )|X1) = o(1) a.s., as η → 0. To see the latter, observe that by
assumption (A4), for any u ∈ Sd−1 and δ ∈ [, 1− ], H1{x ∈ `0,u : ∣∣Ψδ,u(x)∣∣ ≤ η} . η, where H1
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denotes 1-dimensional Hausdorff measure, and ‘.’ means ‘≤’ up to an universal (multiplicative)
constant. Thus, with m1(x) =
X1+x
2 , u1(x) =
X1−x
‖X1−x‖ and δ ∈ [, 1− ], for each x1 ∈ Rd,
P
(
δ ∈ Dc1j(η, ),
∥∥X1+x
2
∥∥ ≤ K∣∣X1 = x1)
= F
(
x : δ ∈ Dcm1(x),u1(x)(η, ),
∥∥X1+x
2
∥∥| ≤ K)
≤ F (x : ∣∣Ψ
δ,
x−x1
‖x−x1‖
(
x1+x
2
)∣∣ ≤ η, ∥∥X1+x2 ∥∥ ≤ K)
≤ F (⋃u∈Sd−1 {x ∈ Rd : ∣∣Ψδ,u(x1+x2 )∣∣ ≤ η, ∥∥x1+x2 ∥∥ ≤ K})
≤ ∫Sd−1 ∫K+‖x1‖0 rd−11((r, u) : ∣∣Ψδ,u(x1+ru2 )∣∣ ≤ η)f(ru) dr dHd−1(u) . η,
where we have been using polar coordinates in Rd. Thus, in order to conclude that (I)η satisfies
(8.3), it remains to show that, for each η > 0,
sup
δ∈[,1−]
∣∣∣ 1
n
n∑
j=1
1
(
δ ∈ Dc1j
(
η, ), ‖m1j‖ ≤ K
)− P (δ ∈ Dc1j(η, ), ‖m1j‖ ≤ K|X1)∣∣∣
= oP (1). (8.4)
It is shown below that this uniform law of large numbers holds.
In order to show that also (II)η satisfies (8.3), we use the approximation derived in Theorem 7.2.
Recall the notation αx,u(δ), s
l
x,u(δ) and s
r
x,u(δ) (cf. Theorem 7.2 and the discussion immediately
before the formulation of this theorem), and let α1j(δ), s
l
1i(δ) and s
r
1j(δ), respectively, denote these
expressions with (x, u) replaced by (m1j , u1j). With
ν îjn (s
l
x,u(δ)) =
1√
n
n∑
k=1
k 6=i,j
1(Xk ∈ C*x,u(slx,u(δ)))− F (C*x,u(slx,u(δ))
let Mn,̂j(δ) = (δ)α1j(δ)ν
1̂j
n (sl1j(δ))− (1− α1j(δ)) ν 1̂jn (sr1j(δ)), and
K̂1j(δ) =
[√
n
(
q̂1j(δ)− q1j(δ)
)−Mn,̂j(δ)]1(δ ∈ D1j(η, )).
Now write (II)η = A1,η +A2,η, where
A1,η =
1
n
n∑
j=2
K̂1j(δ)1(‖m1j‖ ≤ K) and
A2,η =
1
n
n∑
j=2
Mn,̂j(δ)1(δ ∈ D1j(η, ))1(‖m1j‖ ≤ K).
We have A1,η = oP (1), because by definition of D1j(η, ), for any , η > 0,
sup
δ∈[,1−]
sup
j=1,...,n
∣∣K̂1j(δ)1(‖m1j‖ ≤ K) ∣∣
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≤ sup
u∈Sd−1
‖x‖≤K
sup
δ∈Dx,u(η,)
∣∣∣√n(q̂x,u(δ)− qx,u(δ))−Mn(δ)∣∣∣+ oP (1)
= oP
(
1
)
,
where Mn(δ) is as Mn,̂j(δ), but with ν
1̂j
n replaced by νn. In the last step we use Theorem 7.2. Now
we show that A2,η = oP (1). Recall that all the arguments here are conditional on X1, which, for
simplicity, is not indicated explicitly in the following. Plugging in the definitions of ν 1̂jn (s l1j(δ)) and
ν 1̂jn (s r1j(δ)), and using the notation
wδ(Xj , Xk) =
[
α1j(δ)
(
1
(
Xk ∈ C∗1j(s l1j(δ))
)− (1− α1j(δ))(1(Xk ∈ C∗1j(s r1j(δ)))]
× 1(‖m1j‖ ≤ K)1(δ ∈ D1j(η, )),
we have
1
n
n∑
j=2
Mn,̂j(δ)1
(‖m1j‖ ≤ K)1(δ ∈ D1j(η, ))
=
√
n
n2
n∑
j=2
n∑
k=2
k 6=j
[
wδ(Xj , Xk)− E(wδ(Xj , Xk)|Xj)
]
= cn
√
n(
n−1
2
) ∑
2≤j<k≤n
w˜δ(Xj , Xk) := cn
√
nUn(δ),
where cn → 12 as n → ∞. Cconditional on X1, the term Un(δ) is a mean zero U -process of rank
2 (based on (n − 1) observations) with w˜δ(xj , xk) = 12 [wδ(xj , xk) + wδ(xk, xj) − (E(wδ(xj , Xk) +
wδ(Xj , xk))] as symmetric kernel. Since we are subtracting E(wδ(Xj , Xk)|Xj) from each summand,
Un(δ) is a degenerate U -process. It follows from well-known theory for U -statistics that, for each
fixed δ ∈ (0, 1), √nUn(δ) → 0 in probability. We show below that this also holds uniformly in
δ ∈ [, 1− ].
First we show that there exists a constant C > 0 such that, for δ, δ′ ∈ [, 1 − ], we have
|δ − δ′| ≤ η ⇒ E(wδ(Xj , Xk)− wδ′(Xj , Xk))2 ≤ Cη, for η > 0 small enough. In the following, to
shorten notation, we let ‘E‘ and ’P ’ denoting conditional expectation and probability, respectively,
given X1. For 2 ≤ j < k ≤ n, we have
E
(
wδ(Xj , Xk)− wδ′(Xj , Xk)
)2
≤ 4E[[1(Xk ∈ C∗1j(s l1j(δ)))− 1(Xk ∈ C∗1j(s l1j(δ′)))]1(‖m1j‖ ≤ K)]2 (8.5)
+ 4E
[[
1
(
Xk ∈ C∗1j(s r1j(δ))
)− 1(Xk ∈ C∗1j(s r1j(δ′)))]1(‖m1j‖ ≤ K)]2 (8.6)
+ 8E
[(
1
(
δ ∈ D1j(η, )
)− 1(δ′ ∈ D1j(η, )))1(‖m1j‖ ≤ K)]2. (8.7)
+ 8E
[
α1j(δ)− α1j(δ′)
]2
(8.8)
Equi-Lipschitz continuity of the maps [, 1 − ] ∈ δ → αx,u(δ) (8.8), follows directly from the
definition of these functions along with (8.10). As for (8.7), observe that, by using equi-Lipschitz
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continuity of δ → Ψδ,u(x) = F
(
Ax,u(sx,u(δ))
) − F (Bx,u(sx,u(δ))), ‖x‖ ≤ K,u ∈ Sd−1, we have, for
some C > 0, and δ, δ′ ∈ [, 1− ],
E
[(
1
(
δ ∈ D1j(η, 
)− 1(δ′ ∈ D1j(η, ))21(‖m1j‖ ≤ K)]
= F
(
x : |Ψδ,u1(x)(x)| > η;
∣∣∣Ψδ′,u1(x(x+X12 )∣∣ ≤ η; ∥∥x+X12 ∥∥ ≤ K)
+ F
(
x :
∣∣∣Ψδ′,u1(x)(x+X12 )∣∣ > η; ∣∣Ψδ,u1(x)(x+X12 )∣∣ ≤ η; ∥∥x+X12 ∥∥ ≤ K)
≤ F (x : ∣∣Ψδ,u1(x)(x+X12 )∣∣ ∈ [η, η + C|δ − δ′|]; ∥∥x+X12 ∥∥ ≤ K)
+ F
(
x :
∣∣Ψδ′,u1(x)(x+X12 )∣∣ ≤ [η, η + C|δ − δ′|]; ∥∥x+X12 ∥∥ ≤ K)
≤ 2 sup
δ,δ′
F
( ⋃
u∈Sd−1
{
x :
∣∣Ψδ,u(x)∣∣ ∈ [η, η + C|δ − δ′|]; ∥∥x+X12 ∥∥ ≤ K})
≤ 2 sup
δ,δ′
∫
Sd−1
‖x‖+K∫
0
rd−1 1
(|Ψδ′,u(ru)| ∈ [η, η + C|δ − δ′|])f(ru)drdHd−1(u)
.
∣∣δ − δ′∣∣. (8.9)
Next consider (8.5). (The term in (8.6) can be treated similarly.) First observe that (8.9)
says that the probability of two values δ, δ′ not both lying in D1j(η, ) is bounded by a (universal)
constant times the distance between δ and δ′. By definition of D1j(η, ), δ, δ′ both lying in this set
means that s l1j(δ), s
l
1j(δ
′) and s r1j(δ), s
r
1j(δ
′) all lie in S1j(η, ).
As is shown in Lemma 8.2, for each x ∈ Rn, u ∈ Sd−1, the set Scx,u(η, ) consists of a union of
finitely many intervals Ij , j = 1, . . . , J , with lengths |Ij | satisfying cη ≤ |Ij | ≤ Cη, and constants
c, C, J not depending on x, u. Thus, Sx,u(η, ) consists of a union of intervals Ji, separated by
‘small’ intervals of length at least cη. It is shown in Lemma 8.3 that the (monotonic) functions
δ → s lx,u(δ) with δ ranging over [, 1− ] are equi-Lipschitz continuous, i.e. there exists a constant
C1 > 0 (not depending on (x, u)), such that
∣∣s lx,u(δ) − s lx,u(δ′)∣∣ ≤ C1|δ − δ′| for all ‖x‖ ≤ K and
u ∈ Sd−1. It follows that, if |δ − δ′| < cC1 η, then
∣∣s lx,u(δ) − s lx,u(δ′)∣∣ ≤ C1|δ − δ′∣∣ ≤ cη. The same
holds for the functions s rx,u(δ).
As a consequence of all this, (8.9) says that, provided |δ − δ′| < cC1 η, the probability of
s l1j(δ), s
l
1j(δ
′) not both lying in the same interval Ji is bounded by a constant times their distance
(the same holds for s r1j(δ), s
r
1j(δ
′)). Within each interval Ji, all the minimizing sets C∗1j(s), s ∈ Ji
are either all of the form A1j(s) or they are all of the form B1j(s), and (recall), for each (x, u), the
class {Ax,u(s), s ∈ R} is a nested class of sets, and so is the class {Bx,u(s), s ∈ R}. Using this, we
obtain for |δ − δ′| ≤ cC1 η, and some C∗ > 0, that
EE
[[
1
(
Xk ∈ C∗1j(s l1j(δ))
)− 1(Xk ∈ C∗1j(s l1j(δ′)))]1(‖m1j‖ ≤ K)]2∣∣Xj)
≤ E[F (C∗1j(s l1j(δ)) ∆C∗1j(s l1j(δ′)))1(‖m1j‖ ≤ K, δ, δ′ ∈ D1j(η, ))]
+
(
1− P (δ, δ′ ∈ D1j(η, ))
≤ E[max{F (A1j(s l1j(δ)) ∆A1j(s l1j(δ′))), F (B1j(s l1j(δ)) ∆B1j(s l1j(δ′)))}
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× 1(‖m1j‖ ≤ K, δ, δ′ ∈ D1j(η, )]+ (1− P (δ, δ′ ∈ D1j(η, ))
≤ max{ sup
‖x‖≤K;u∈Sd−1
∣∣F (Ax,u(s lx,u(δ)))− F (Ax,u(s lx,u(δ′))) ∣∣,
sup
‖x‖≤K;u∈Sd−1
∣∣F (Bx,u(s lx,u(δ)))− F (Bx,u(s lx,u(δ′))) ∣∣}
+
(
1− P (δ, δ′ ∈ D1j(η, )))
≤ C∗|δ − δ′|.
To complete the proof of the theorem, it remains to show (8.4), and that supδ∈[,1−]
√
nUn(δ) =
oP (1). The proofs of both of these properties involve arguments from empirical process theory.
For this we need to estimate L2(F ⊗ F )-bracketing numbers N2,B(η, W˜) of the class of functions
W˜ = {w˜δ(·, ·), δ ∈ [, 1 − ]}, and of the L2(F )-bracketing numbers of the class of functions
{
δ →
1(δ ∈ D1j(η, 
)
, δ ∈ [, 1− ]}, respectively.
Lipschitz-continuity of δ → w˜δ(·, ·), as just shown, implies that N2,B(η, W˜) ≤ N2,B(η2/C∗), I),
where the latter denotes the bracketing number of the class of intervals I = {[, t],  ≤ t ≤ 1− }.
It is well known that NB(η, I) = O(1/η). Thus, the covering integral
∫ 1
0
√
logNB(η, W˜) dη is finite.
The fact that supδ∈[,1−] |
√
nUn(δ)| = oP (1) now follows from results in Arcones and Gine´ (1993).
It remains to show (8.4). This follows by using L2(F )-Lipschitz continuity of the class
{
x →
1
(
δ ∈ Dm1(x),u1(x)(η, ); ‖x‖ ≤ K
)
, δ ∈ [, 1 − ]} that is shown in (8.9). This implies finiteness
of the L2(F )-bracketing numbers of this class. The fact that finiteness of the bracketing numbers
implies a Glivenko-Cantelli result, is a basic result in empirical process theory. 
The following technical lemmas are used in the proofs above. They are proven in the appendix.
Lemma 8.1 Suppose that F has a continuously differentiable density f and that (A2) holds. For
any line `x,u ⊂ Rd, the maps dAx,u(s) := F (Ax,u(s)), s ∈ R and dBx,u(s) = F (Bx,u(s)), s ∈ R are twice
continuously differentiable. For each K > 0, the derivatives are uniformly bounded over ‖x‖ ≤
K, s ∈ R, u ∈ Sd−1. Moreover, for each ′,K ′ > 0, there exists η > 0, such that ∣∣ ddsdAx,u(s)∣∣ > η and∣∣ d
dsd
B
x,u(s)
∣∣ > η for ′ < |s| < K ′, ‖x‖ ≤ K,u ∈ Sd−1.
Lemma 8.2 Assume that (A1), (A2) and (A3) hold. For each ,K > 0, there exists constants
c, C, J > 0, such that for each (x, u) ∈ Rd × Sd−1 with ‖x‖ ≤ K, and each , η > 0, the sets Scx,u(η)
and D
c
x,u(η, ) consist of at most J intervals Ij of lengths |Ij |, j = 1, . . . , J , satisfying cη ≤ |Ij | ≤ Cη.
Lemma 8.3 Suppose that (A1), (A2) and (A3) hold. Then, for each ,K > 0, the following
classes of functions are equi-Lipschitz continuous:
• {δ → s lx,u(δ), δ ∈ [, 1− ], (x, u) ∈ {x ∈ Rd : ‖x‖ ≤ K} × Sd−1},
• {δ → s rx,u(δ), δ ∈ [, 1− ], (x, u) ∈ {x ∈ Rd : ‖x‖ ≤ K} × Sd−1},
• {qx,u(δ), δ ∈ [, 1− ], (x, u) ∈ {x ∈ Rd : ‖x‖ ≤ K} × Sd−1}.
29
Moreover, there exist constants c, C > 0, only depending on  and K, such that, for all ‖x‖ ≤
K,u ∈ Sd−1,
c|δ − δ′| ≤ |qx,u(δ)− qx,u(δ′)| ≤ C|δ − δ′| for δ, δ′ ∈ [, 1− ]. (8.10)
Lemma 8.4 The set
⋃
x:‖x‖≤K,u∈Sd−1 [s
l
x,u(δ), s
r
x,u(δ)] is contained in a compact set.
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Appendix
Here we present some supplementing results, as well as the proofs of various Lemmas and Propositions
presented in the main part of the manuscript.
First we present a lemma that is the empirical analog to Lemma 3.1. To this end, let Îx,u(t) =
{s ∈ R : d̂x,u(s) ≤ t}, t ≥ 0 denote the sublevel sets of the empirical depth function d̂x,u(s).
Lemma 9.1 Assume that F and G have positive Lebesgue densities, and fix (x, u) ∈ Rd × Sd−1.
(a) The function s → d̂x,u(s), s ∈ R is a piecewise constant function that is non-increasing and
left continuous for s ≤ 0, and non-decreasing and right continuous for s ≥ 0. Thus, almost
surely, the intervals Îx,u(t), t ≥ 0 are open. We also have mins d̂x,u(s) = d̂x,u(0) = 0 almost
surely.
(b) Let 0 < δ < 1. With Îx,u(q̂x,u(δ)) = (ŝ
l
x,u(δ), ŝ
r
x,u(δ)), we have almost surely that
q̂x,u(δ) ≤ min
{
d̂x,u(ŝ
l
x,u(δ)), d̂x,u(ŝ
r
x,u(δ))
} ≤ q̂x,u(δ) + n−1. (9.1)
Proof. (a) U-shapedness of d̂x,u(s) follows from the fact that the classes {Ax,u(s), s ≤ 0},
{Ax,u(s), s ≥ 0}, {Bx,u(s), s ≤ 0} and {Bx,u(s), s > 0} consist of nested sets, increasing as
|s| increases. Thus s 7→ Fn(Ax,u(s)) and s 7→ Fn(Bx,u(s)) are both non-increasing for s ≤ 0
and non-decreasing for s ≥ 0. Using the nestedness again, along with the fact that all the sets
Ax,u(s), Bx,u(s) are closed, it follows that the functions Fn(Ax,u(s), s ≤ 0, and Fn(Bx,u(s)), s ≤ 0,
are both left continuous, and Fn(Ax,u(s), s ≥ 0, and Fn(Bx,u(s)), s ≥ 0, are right continuous.
Finally, d̂x,u(0) = Fn({x}) = 0 almost surely.
31
Part (b) follows by observing that almost surely the jump sizes of the functions Fn(Ax,u(s)) and
Fn(Bx,u(s)) are n
−1, meaning that the boundaries of the level sets of d̂x,u(s) are points at which
d̂x,u(s) jumps by n
−1. 
9.1 Proofs of Lemmas 3.1 and 3.2
Proof of Lemma 3.1. (a) Both Ax,u(s) and Bx,u(s) are monotonically increasing (by inclusion)
as s is moving away from 0 in either direction. Hence, it follows that dx,u(s) is U-shaped, and that
the minimum value of dx,u(s) is attained at s = 0. This, in turn, implies that the sublevel sets are
intervals containing 0. (b) If F is continuous then dx,u(s) is continuous, because the surfaces of the
sets and Ax,u(s) and Bx,u(s) have zero d-dimensional Lebesgue measure. Strict U-shapedness of
dx,u(s) follows from the fact that f has a positive density, so that both
∣∣F (Ax,u(s))−F (Ax,u(s′))∣∣ > 0
and
∣∣F (Bx,u(s))− F (Bx,u(s′))∣∣ > 0 for s 6= s′. 
Proof of Lemma 3.2 To see part (a), simply notice that δ → qx,u(δ) is the generalized inverse
of the non-decreasing function t→ G(s ∈ R : dx,u(s) ≤ t).
Part (b): F and G having a strictly positive Lebesgue densities on Rd and R, respectively,
implies that the sublevel sets Ix,u(t) are strictly monotone (w.r.t. inclusion), and that, for each
δ > 0, there exists a unique t(δ) with G
(
[slx,u(t(δ)), s
r
x,u(t(δ))]
)
= δ. That qx,u(0) = 0 follows from
dx,u(0) = F (Ax,u(0)) = F{x} = 0.
Proof of assertion for large scales: Suppose s → −∞. Then, by construction,
F (Ax,u(s))→ Fx,u(x) and F (Bx,u(s))→ 1−Fx,u(x), and thus dx,u(s) = min
(
F (Ax,u(s)), F (Bx,u(s))
)→
min
(
Fx,u(x), 1−Fx,u(x)
)
. For s→∞, we have F (Ax,u(s))→ 1−Fx,u(x) and F (Bx,u(s))→ Fx,u(x).
This implies the assertion.
Proof of assertion for small scales: Here we use Lemma 3.1. For small enough δ we
have qx,u(δ) = F
(
Ax,u(s
l
x,u(δ))
)
= F
(
Ax,u(s
r
x,u(δ))
)
. We know that
vold
(
Ax,u(s
l
x,u(δ))
)
=
1
d
hlVd−1
(
tan(α)hl
)d−1
=
(
tan(α)
)d−1 1
d
Vd−1hdl ,
where Vd−1 is the volume of the unit ball in Rd−1, and hl = ‖slx(δ) − x‖ is the height of the
cone Ax,u(s
l
x,u(δ)). A similar expression holds for Ax,u(s
r
x,u(δ)) with hr denoting the height of
Ax,u(s
r
x,u(δ)). Then, δ = G
[
slx,u(δ)), s
r
x,u(δ)] =
(
g(0) +O(hl + hr)
)(
hl + hr
)
, and, as δ → 0,
F
(
Ax,u(s
l
x,u(δ))
)
= (f(x) + o(hl))vold
(
Ax,u(s
l
x,u(δ))
)
= cdf(x)h
d
l
(
1 +O(hl)
)
,
where cd only depends on d. A similar expansion, with hl replaced by hr, holds for F
(
Ax,u(s
r
x,u(δ))
)
.
Since F
(
Ax,u(s
r
x(δ))
)
= F
(
Ax,u(s
l
x,u(δ))
)
, we obtain hr−hl = o(δ) as δ → 0. This implies 2g(0)hl =
δ(1 + o(1)), and thus
F
(
Ax,u(s
l
x,u(δ))
)
= cd2
df(x)
(
δ
g(0)
)d
(1 + o(1)).
This is the assertion. 
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9.2 Proofs of Propositions 7.1, 7.2 and 7.5
Proof of Proposition 7.1. We have
|d̂x,u0(s)− dx,u0(s)|
=
∣∣min (Fn(Ax,u0(s)), Fn(Bx,u0(s)))−min (F (Ax,u0(s)), F (Bx,u0(s)))∣∣
≤ max (∣∣(Fn − F )(Ax,u0(s))∣∣, ∣∣(Fn − F )(Bx,u0(s))∣∣)
≤ 2 sup
C∈Dx0,u0
∣∣(Fn − F )(C)∣∣.
As discussed above, Dx0,u0 is a VC-class with VC-dimension bounded by 4. The asserted bound
thus follows from known result from empirical process theory (see Theorem 2.14.13 in van der Vaart
and Wellner, 1996). 
Proof of Proposition 7.2. The idea of the proof is to condition on Xi, Xj , and to then
apply Proposition 7.1. Since d̂ij(s) depends on (Xi, Xj) not only though mij and uij , but also
through Fn, we consider F
−ij
n , the empirical distribution with Xi, Xj being dropped. With
d̂−ij(s) = min
(
F−ijn (Aij(s)), F
−ij
n (Bij(s))
)
we clearly have sups∈R
∣∣d̂ij(s) − d̂−ij(s)∣∣ ≤ 2/n, almost surely. Thus, applying Proposition 7.1
conditional on Xi, Xj , and using a simple union bound, we immediately obtain that, for C > 0
sufficiently large,
P
(
max
i,j=1,...,n
i6=j
sup
s∈R
∣∣d̂i,j(s)− di,j(s)∣∣ ≥ C√ lognn )
≤ (n2)c log3/2 nC3 exp{− C logn2 },
and the right-hand side converges to zero for C > 4. This gives the first part of the asserted rate.
Moreover, it is known from empirical process theory that for a VC-class of sets C with VC-dimension
O(d), we have supC∈C
∣∣(Fn − F )(C)| = OP (√ dn) (e.g. see Bousquet et al. 2004). Applying this to
D, along with the fact that
max
i,j=1,...,n
i 6=j
sup
s∈R
∣∣d̂i,j(s)− di,j(s)∣∣ ≤ sup
x∈Rd,u∈Sd−1
sup
s∈R
∣∣d̂x,u(s)− dx,u(s)∣∣
≤ 2 sup
C∈D
∣∣(Fn − F )(D)∣∣
(see proof of Proposition 7.1), we obtain the second part of the asserted rate. This completes the
proof of the asserted rate. The asserted adaptation to ‘sparsity’, follows from the simple geometric
fact that intersections of cones with hyperplanes that are passing through the axis of symmetry of
the cone are again cones, lying in the hyperplane. 
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Proof of Proposition 7.5 With b̂x0,u0 = sup
x∈`x0,u0
s∈R
∣∣d̂x,u0(s)−dx,u0(s)∣∣, and x ∈ `x0,u0 , we have
q̂x,u0(δ) = inf
{
t : G(s : d̂x,u0(s) ≤ t) ≥ δ
}
≤ inf {t : G(s : dx,u0(s) ≤ t− b̂x0,u0) ≥ δ)}
= qx,u0(δ) + b̂x0,u0 ,
and similarly,
q̂x,u0(δ) ≥ inf
{
t : G(s : dx,u0(s) ≤ t+ b̂n) ≥ δ)
}
= qx,u0(δ)− b̂x0,u0 ,
so that sup
x∈`x0,u0
δ∈[0,1]
∣∣q̂x,u0(δ)− qx,u0(δ)∣∣ ≤ b̂x0,u0 . Using Proposition 7.1, the assertion follows.

9.3 Proof of miscellaneous technical results
Proof of (8.2). To see this, observe that, on An(cn),
q̂x,u(δ) = inf
{
t : G(s : d̂x,u(s) ≤ t) ≥ δ
}
= inf
{
t : G(s ≤ 0 : d̂x,u(s) ≤ t) +G(s > 0 : d̂x,u(s) ≤ t) ≥ δ;
qx,u(δ)− cn2√n ≤ t ≤ qx,u(δ) + cn2√n
}
.
For qx,u(δ) − cn2√n ≤ t, we have, by again using the definition of An(cn), that qx,u(δ) − cn√n ≤
t− (d̂x,u − dx,u)(s). For such values of t, it follows that
G(s ≤ 0 : d̂x,u(s) ≤ t)
= G
(
s ≤ 0 : dx,u(s) ≤ t− (d̂x,u − dx,u)(s)
)
≤ G(s ≤ 0 : dx,u(s) ≤ qx,u(δ)− cn√n)
+G
(
s ≤ 0 : qx,u(δ)− cn√n < dx,u(s) ≤ t− (d̂x,u − dx,u)(s)
)
. (9.2)
Since t ≤ qx,u(δ) + cn2√n , and since on An(cn) we have supx∈`x,u,s∈R
∣∣d̂x,u(s)− dx,u(s)| ≤ cn2√n , we see
that qx,u(δ)− cn√n < dx,u(s) ≤ t− (d̂x,u− dx,u)(s) implies qx,u(δ)− cn√n < dx,u(s) ≤ qx,u(δ) + cn√n . Let
Blx,u(δ) = {s ≤ 0 : qx,u(δ) − cn√n < dx,u(s) ≤ qx,u(δ) + cn√n}. Recalling that qx(δ) = dx,u(slx,u(δ)) =
F (C*x,u(s
l
x,u(δ)), we can write
Blx,u(δ) =
{
s ≤ 0 : ∣∣F (C*x,u(slx,u(δ)))− F (C*x,u(s)))∣∣ ≤ cn√n}.
It follows that
G(s ≤ 0 : d̂x,u(s) ≤ t) (9.3)
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≤ G(s ≤ 0 : qx,u(δ)− cn√n < dx,u(s) ≤ t− (d̂x,u − dx,u)(slx,u(δ)) + rn) (9.4)
where rn is such that sups∈Blx,u(δ)
∣∣(d̂x,u − dx,u)(s))− (d̂x,u − dx,u)(slx,u(δ))∣∣ ≤ rn.
Recall that, by assumption, s lx,u(δ) ∈ Sx,u(η′n), where η′n = C ′η for C ′ ≥ C > 0, where
C > 0 will be chosen below. It is shown in Lemma 8.2 that S
c
x,u(η
′
n) is a finite union of intervals
Ij , j = 1, . . . , J of length |Ij | satisfying cη′n ≤ |Ij | ≤ Cη′n, with c, C > 0 independent of ‖x‖ ≤ K and
u ∈ Sd−1. Each of the intervals Ij contains exactly one value s with ∆x,u(s) = 0. Consequently, also
Sx,u(η
′
n) is a finite union of intervals Ji, and for each interval Ji, the set of minimizers {C∗x,u(s), s ∈
Ji}, either equals {Ax,u(s), s ∈ Ji} or {Bx,u(s), s ∈ Ji}. In particular this implies that the minimizers
within each interval Ji are nested. We now show that for appropriate choice of C, there exists an
interval Ji ⊂ Sx,u(ηn), such that both s lx,u(δ) and Blx,u(δ) lie in the same interval Ji. To see this,
observe that S
c
x,u(cn) ∩ {s ≤ 0} is a union of intervals with properties mentioned above. This is
so, because S
c
x,u(cn) has this property with intervals Ji not containing 0. The latter follows from
inf‖x‖≤K,u∈Sd−1 ∆x,u(0) = inf‖x‖≤K,u∈Sd−1 F (Bx,u(0)) ≥ 0 > 0 for some 0 > 0. Also, d lx,u(s), the
restriction of dx,u(s) to s ≤ 0, is strictly monotonic. It follows by using assumption (A3) that in
order for s, s′ to lie in different intervals Ji, we need to have
∣∣dx,u(s)−dx,u(s′)∣∣ ≥ Kc′η′n ≥ Kc′Cηn
for some c′ > 0. Thus, for C such that Kc′C > 1, s, s′ cannot both lie in Bn(δ) and in different
intervals Ji. All the constants used here do not depend on x, u.
As a consequence of all this, s lx,u(δ) and B
l
x,u(δ) lie in the same interval. This implies two
things: (i) Blx,u(δ) =
{
s ≤ 0 : F (C*x,u(slx,u(δ))∆(C*x,u(s))) ≤ cn/√n}, and (ii) for s ∈ Blx,u(δ),
the minimizers in the definitions of d̂x,u(s) and dx,u(s), respectively, are the same sets, so that
(d̂x,u − dx,u)(s) = (Fn − F )(C*x,u(s)) (recall here that we are on An(cn)).
We obtain
√
n sup
s∈Blx,u(δ)
∣∣∣(d̂x,u − dx,u)(s))− (d̂x,u − dx,u)(slx,u(δ))∣∣∣
≤ sup{
s≤0:F (C*x,u(slx,u(δ))∆C*x,u(s))|≤ cn√n
} ∣∣νn(C*x,u(slx,u(δ))− νn(C*x,u(s))∣∣
≤ ωn
( cn√
n
)
= rn.

Proof of Lemma 8.1. Let u = (1, 0, . . . , 0) and x = (0, . . . , 0)′ ∈ Rd, and consider F (Ax,u(s))
for s ≤ 0. Recall that all our cones have opening angle α, and write y = (y1, . . . , yd) = (y1, z), z ∈
Rd−1, y1 ∈ R. Using Fubini’s theorem, we have, for s′ < s < 0,
0 ≤ F (Ax,u(s′))− F (Ax,u(s)) =
∫ 0
s′
Ss,s′(y1)dy1,
where
Ss,s′(y1) =
∫
Rd−1
1
{
(tan(α)(y1 − s) ∨ 0) ≤ ‖z‖ ≤ tan(α)
(
y1 − s′
)}
f(y1, z) dz.
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Letting B0(r) denote a (d − 1)-dimensional ball with midpoint zero and radius r, and Fy1 the
measure on Rd−1 with Radon-Nikodym derivative fy1(z) = f(y1, z), we see that, for s ≤ y1, the
quantity Ss,s′(y1) equals the Fy1-measure of the shell B0(tan(α)((|s′ − y1|)) \ B0(tan(α)(|s − y1|)),
and for s′ < y1 < s, it becomes the Fy1-measure of the ball B0(tan(α)((|y1 − s′|))). Using polar
coordinates (in Rd−1), we have
Ss,s′(y1) =
∫ tan(α)(y1−s′)
max(tan(α)(y1−s),0)
∫
Sd−2
rd−2fy1(rv) dHd−2(v) dr,
with Hd−2 denoting (d − 2)-dimensional Hausdorff measure on Rd−1. We obtain, for each fixed
s ≤ y1 ≤ 0,
lim
s′→s
Ss,s′ (y1)
tan(α)|s−s′| =
∫
Sd−2
(
tan(α)(|s− y1|)
)d−2
fy1(tan(α)(|s− y1|) v) dHd−2(v),
and for s′ < y1 < s, the limit equals zero. Assumption (A2)(i) implies that, for s ≤ y1, and with
C from (A2)(i),(
tan(α)(|s− y1|)
)d−2
fy1(tan(α)(|s− y1|)u) ≤ C
(
tan(α)(|s− y1|)
)−(1+)
,
and thus, in what follows, Lebesgue’s Dominated Convergence Theorem can be applied.
s	
ru	
x=0	
r/tan	α	
	
α	
S	tan	α	
r	
Figure 8: Schematic illustration of the derivative formula of the function s→ Ax,u(s) given in (9.5).
We obtain
lim
s′↗s
F (Ax,u(s))−F (Ax,u(s′))
s−s′
= − tan(α)
0∫
s
∫
Sd−2
(
tan(α)(y1 − s)
)d−2
fy1(tan(α)(y1 − s) v) dHd−2(v) dy1
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= −
∫ |s| tan(α)
0
∫
Sd−2
rd−2f
(
r
tan(α) − |s|, rv
)
dHd−2(v) dr (9.5)
= −
∫
∂
◦
A0,u(s)
f(w) dHd−1(w),
and ∂
◦
A0,u(s) denotes the surface of the cone A0,u(s) minus its base.
For general lines `x,u, a similar argument as above gives, for s ≤ 0,
d
dsF (Ax,u(s)) = −
∫
∂
◦
Ax,u(s)
f(w) dHd−1(w)
= −
|s| tan(α)∫
0
∫
Sd−2
rd−2f
(
x+R−1u (
r
tan(α) − |s|, rv)
)
dHd−2(v) dr
= sign(s)
|s| tan(α)∫
0
∫
Sd−2
rd−2f
(
x+ ( rtan(α) − |s|)u+ rR−1u (0, v)′
)
dHd−2(v) dr, (9.6)
where 0 ∈ R, v ∈ Sd−2 ⊂ Rd−1, so that (0, v)′ ∈ Rd, and Ru denotes the (d × d) rotation matrix
with u = R−1u e1. For s > 0, the derivative has a similar form.
Differentiability of the function s → F (Bx,u(s)) follows by a similar argument. Here the form
of the derivative is,
d
dsF (Bx,u(s))
= sign(s)
∞∫
|s| tan(α)
∫
Sd−2
rd−2f
(
x+
(
r
tan(α) − |s|
)
u+ rR−1u (0, v)
′) dHd−2(v) dr.
Notice that the outer integral is over an unbounded range. Assumption (A2)(i) implies that this
integral still is bounded uniformly in u ∈ Sd−1 for each given s and x. The argument is as follows:
With C from assumption (A2)(i), we have∫ ∞
|s| tan(α)
∫
Sd−2
rd−2f
(
x+
(
r
tan(α) − |s|
)
u+ rR−1u (0, v)
′) dHd−2(v) dr
≤ C
∫ ∞
|s| tan(α)
∫
Sd−2
rd−2
‖x+ ( rtan(α) − |s|)u+ rR−1u (0, v)′‖d−1+ dHd−2(v) dr.
By using orthogonality of u and R−1u (0, v)′,∥∥( r
tan(α) − |s|
)
u+ rR−1u (0, u)
′∥∥ = √|( rtan(α) − |s|)∣∣2 + r2 ≥ r,
and thus, for r ≥ 2‖x‖, we have ‖x + (s + rtan(α))u + rR−1u (0, u)′‖ ≥
∣∣ ‖x‖ − ‖(s + rtan(α))u +
rR−1u (0, v)′‖
∣∣ ≥ r/2. We thus have∫ ∞
|s| tan(α)
∫
Sd−2
rd−2f
(
x+
(
r
tan(α) − |s|
)
u+ rR−1u (0, v)
′) dHd−2(v) dr
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=
( 2‖x‖∫
|s| tan(α)
+
∞∫
2‖x‖
) ∫
Sd−2
rd−2f
(
x+
(
r
tan(α) − |s|
)
u+ rR−1u (0, v)
′) dHd−2(v) dr
≤ C + 2d−1+Ad−2
∫ ∞
2‖x‖
r−(1+) dr <∞,
with Ad−2 denoting the surface area of Sd−2. Note that, if ‖x‖ ≤ K, we can split up the integral
into
∫ 2K
|s| tanα · · · and
∫∞
2K · · · , and we see that the resulting bound only depends on K, and not on
x.
In order to derive the second order derivative of these functions, we use chain rule and assumption
(A2)(ii). From (9.6), we obtain, for s < 0, by using chain rule
d2
ds2
F (Ax,u(s)) = −|s|d−2 tan(α)d−1
∫
Sd−2
f(x+ |s| tan(α)R−1u (0, v)′) dHd−2(v)
−
∫ 0
|s| tan(α)
∫
Sd−2
rd−2
(
gradf(x+ rR−1u (0, v)
′)
)′
u dHd−2(v)dr.
Observe that the integrand of the second term depends on f only though its directional derivatives
in direction u. A similar formula holds for the second derivative of F (Bx,u(s)), and as for the first
derivative, the corresponding expression involves integration over unbounded domains. Finiteness
of these integrals follows from assumptions (A2)(i) and (A2)(ii), respectively, by using arguments
similar to the ones that have been used above to show finiteness of the first derivative. Continuity
of the second derivative follows by using the assumed continuity of the gradient of f .
The fact that the first derivatives are uniformly bounded, and that they are uniformly bounded
away from zero for s bounded away from zero and infinity, follows directly form the form of the
derivative. 
Proof of Lemma 8.4: Let  > 0 and let R ≥ 1 be such that F
(BR(0)) ≥ 1− . Fix (x0, u0),
and let (x, u) be such that ‖x−x0‖ ≤ /R and
∣∣1−〈u0, u〉∣∣ ≤ /R. For a given s ∈ R, let ` and `0
denote the axes of symmetry of the cones Cx,u(s) and Cx0,u0(s), respectively. These axes are given
by y(t) = x+ tu and y0(t) = x0 + tu0, t ∈ R, and since
‖y(t)− y0(t)‖ ≤ ‖x0 − x‖+ ‖u0 − u‖|t| ≤ R + 2(1− (1− R ))|t|
= R + 2

R
|t|,
we can conclude that the Hausdorff distance H of the two axes restricted to the ball BR(0) satisfies
H(` ∩ BR(0), `0 ∩ BR(0)) ≤ + 4 = 5. Simple geometric considerations now show that Cx,u
(
s−
5
cosα
) ∩ BR(0) ⊂ Cx0,u0(s) ∩ BR(0) ⊂ Cx,u(s+ 5cosα) ∩ BR(0). Using the assumed boundedness of
the density f , we can thus find c,  > 0 with
sup
‖x−x0‖≤/R
|1−〈u,u0〉|≤/R
∣∣F (Ax,u(s))− F (Ax0,u0(s))|
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≤ ∣∣F ((Ax,u(s)∆Ax0,u0(s)) ∩ BR(0))∣∣+  ≤ c 
and the same holds for the sets Bx,u(s). Notice that this shows equi-Lipschitz-continuity of the
class {(x, u)→ dx,u(s), s ∈ R, (x, u) ∈ Rd×Sd−1}. We obtain that, for (x, u) with ‖x−x0‖ ≤ /R
and
∣∣1− 〈u0, u〉∣∣ ≤ /R, there exists c > 0, only depending on , such that, for any δ > 0,
qx,u(δ) = inf
{
t : G
(
s : dx,u(s) ≤ t
) ≥ δ)
≤ inf {t : G(s : dx0,u0(s) ≤ t− sup
‖x−x0‖≤/R
|1−〈u,u0〉|≤/R
s∈R
∣∣dx,u(s)− dx0,u0(s)∣∣) ≥ δ)
≤ inf {t : G(s : dx0,u0(s) ≤ t− c ) ≥ δ) = qx0,u0(δ) + c ,
and similarly, qx,u(δ) ≥ qx0,u0(δ)− c . It follows that, with this choice of  and c,
[slx,u(δ),s
r
x,u(δ)] = {s ∈ R : dx,u(s) ≤ qx,u(δ)}
⊂
{
s ∈ R : dx0,u0(s) ≤ qx0,u0(δ)
+ sup
x,u,s
∣∣∣dx,u(s)− dx0,u0(s)∣∣∣+ sup
x,u
∣∣∣qx,u(δ)− qx0,u0(δ)∣∣∣}
⊂
{
s ∈ R : dx0,u0(s) ≤ qx0,u0(δ) + 2c 
}
,
where, as above, suprema over x, u and s are extended over ‖x − x0‖ ≤ /R, |1 − 〈u, u0〉| ≤
/R, s ∈ R. As indicated at the beginning of the proof of Theorem 7.2, for  > 0 small enough, so
that qx0,u0(δ) + 2c  < qx0,u0(1), the set in the last displayed formula is a finite interval. Finally,
for every given  > 0, there exist finitely many points (xi, ui), i = 1, . . . , L such that the balls
B(xi), i = 1, . . . , L cover {‖x‖ ≤ K}, and the sets {u ∈ Sd−1 : |〈u, ui〉| ≤ }, i = 1, . . . , L cover
Sd−1. Using the above, we have
L⋃
i=1
{
s ∈ R : dxi,ui(s) ≤ qx0,u0(δ) + 2c 
}
⊃
⋃
{x:‖x‖≤K,u∈Sd−1}
[slx,u(δ), s
r
x,u(δ)].
As a finite union of compact sets, the left hand side is compact. This is what we wanted to show. 
Proof of Lemma 8.2. Assumption (A3) says that the set {s : ∆x,u(s) = 0} consist of
isolated points. More precisely, since the second derivatives d
2
ds2
F (Ax,u(s)) and
d2
ds2
F (Bx,u(s)) are
uniformly bounded over u ∈ Sd−1, ‖x‖ ≤ K, we can conclude from assumption (A3) that, for η > 0
sufficiently small,
sup
‖x‖≤K
u∈Sd−1
sup
{s:∆x,u(s)≤η}
∣∣∣ d
ds
F (Ax,u(s))− d
ds
F (Bx,u(s))
∣∣∣ > K/2,
where K is from assumption (A3). Combined with the fact that the first derivatives are bounded,
this also implies that there exist constants c, C > 0 such that, for each sj ∈ {s : ∆x,u(s) = 0}, and
39
η > 0 sufficiently small, there exists an interval I˜j with sj ∈ I˜j , and
S
c
x,u(η) = {s : |∆x,u(s)| ≤ η
}
=
⋃
j
I˜j
with the union consisting of disjoint intervals, and
cη ≤ vol(I˜j) ≤ Cη, j = 1, 2, . . .
Note that the constants c, C do not depend on (x, u). Since the functions δ → s lx,u(δ) and δ → s rx,u(δ)
with δ ranging over [, 1−] are monotonically increasing and differentiable with derivatives bounded
away from 0 and infinity, uniformly over ‖x‖ ≤ K and u ∈ Sd−1, a similar property holds for the
set Dx,u(η), meaning that Dx,u(η) can be written as a disjoint union of intervals, the number of
which is bounded uniformly over ‖x‖ ≤ K and u ∈ Sd−1. 
Proof of Lemma 8.3. Recall that [s lx,u(δ), s
r
x,u(δ)] = {s ∈ R : dx,u(s) ≤ qx,u(δ)}, where
qx,u(δ) is the inverse of the function γ → G(s : dx,u(s) ≤ γ), γ ≥ 0. Also recall that d lx,u(s) and
d rx,u(s), are the restrictions of dx,u(s) to s ≤ 0 and s > 0, respectively.
We first note that both d lx,u(s) and d
r
x,u(s), (x, u) ∈ {‖x‖ ≤ K} × Sd−1 are equi-Lipschitz
continuous classes of functions. This follows from the fact that s→ F (Ax,u(s)) and s→ F (Bx,u(s))
(x, u) ∈ {‖x‖ ≤ K} × Sd−1 are differentiable functions with derivatives uniformly bounded over
s ∈ R, ‖x‖ ≤ K,u ∈ Sd−1 (see Lemma 8.1). Moreover, both d lx,u(s) and d rx,u(s), are piecewise
differentiable. For each ′,K ′ > 0, the derivatives of these functions are also bounded away from
zero on ′ ≤ |s| ≤ K ′ (uniformly over ‖x‖ ≤ K and u ∈ Sd−1), it follows that, for each 0 < ′′ ≤ 1/2,
the inverses
(
d rx,u
)−1
(γ) and
(
d lx,u
)−1
(γ), γ ∈ [′′, 1− ′′] are differentiable with derivatives bounded
away from zero and infinity, uniformly over ‖x‖ ≤ K and u ∈ Sd−1. This, along with the fact that
by assumption g is continuous and strictly positive, implies that the class {[0, 1]) 3 γ 7→ q−1x,u(γ) :=
G(s : dx,u(s) ≤ γ), ‖x‖ ≤ K,u ∈ Sd−1} is also an equi-Lipschitz continuous class of functions.
Moreover, these functions are also piecewise differentiable, and, for each  > 0, their derivatives are
uniformly bounded away from zero and infinity for γ ∈ [, qx,u(1)− ]. Similar properties holds for
the class of inverse functions {qx,u(δ), δ ∈ [, 1− ], ‖x‖ ≤ K,u ∈ Sd−1}, where  > 0. This follows
by using that qx,u(δ) is piecewise differentiable, with
d
dδ qx,u(δ) = 1/
(
q−1x,u
)′
(qx,u(δ)), and that, for
each  > 0, there exist γ0 > 0 such that
inf
‖x‖≤K,u∈Sd−1
inf
δ≥
qx,u(δ) = inf‖x‖≤K,u∈Sd−1
qx,u() > γ0. (9.7)
To see (9.7), first observe that our assumptions imply the existence of s0 > 0, such that for all
‖x‖ ≤ K and u ∈ Sd−1, dx,u(s) = F (Ax,u(s)) for all |s| < s0. Since vol(Ax,u(s)) = Cd|s|d, for some
constant Cd > 0 (not depending on x, u), we can conclude that there exists constants, c, C > 0
such that, for all ‖x‖ ≤ K,u ∈ Sd−1, c|s|d ≤ dx,u(s) ≤ C|s|d, for |s| ≤ s0. Using the fact that
d lx,u(s
l
x,u(δ)) = d
r
x,u(s
r
x,u(δ)) = qx,u(δ), we obtain that, for qx,u(δ) ≤ dx,u(s0),
1
C1/d
q1/dx,u (δ) ≤s rx,u(δ) ≤
1
c1/d
q1/dx,u (δ) and
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− 1
c1/d
q1/dx,u (δ) ≤s lx,u(δ) ≤ −
1
C1/d
q1/dx,u (δ).
Recalling that by definition of s
l(r)
x,u (δ), δ = G(s rx,u(δ))−G(s lx,u(δ)), we obtain
δ ≤ G
( 1
c1/d
q1/dx,u (δ)
)
−G
(
− 1
c1/d
q1/dx,u (δ)
)
≤ max
s∈R
g(s)
2
c1/d
q1/dx,u (δ).
or
qx,u(δ) ≥ cdδd for all δ with δ ≤
(
qx,u
)−1(
dx,u(s0)
)
, (9.8)
where cd > 0 is a constant not depending on (x, u) ∈ {‖x‖ ≤ K}×Sd−1. Let δx,u =
(
qx,u
)−1
(dx,u(s0)).
Our assumptions imply that δx,u is a continuous function of (x, u), and thus there exists δ˜0 > 0
such that inf‖x‖≤K,u∈Sd−1 δx,u ≥ δ˜0, so that qx,u(δ) ≥ cdδ, for all δ ≤ δ˜0, with δ˜0 not depending
on (x, u) ∈ {‖x‖ ≤ K} × Sd−1. W.l.o.g. assume that  ≤ δ˜0, then inf‖x‖≤K,u∈Sd−1 infδ≥ qx,u(δ) =
inf‖x‖≤K,u∈Sd−1 qx,u() > cd, i.e. (9.7) holds.
Finally, since s lx,u(δ) =
(
d lx,u
)−1
(qx,u(δ)), equi-Lipschitz continuity of this class of functions
follows, and the same holds for the functions s rx,u(δ). 
41
