Abstract. To prevent large error accumulation in multiple image
Introduction
Mosaicing is a popular method of effectively increasing the field of view of a camera by allowing several views of a scene to be combined into a single image. Most work focuses on automatically recovering a projective transformation between a pair of images to derive a pairwise local registration [1] [2] [3] called homography. Although the estimation of the projective transformations of pairwise registrations is accurate, the concatenation of these transformations often results in a global alignment error when registering multiframe images or complete video streams. The errors in registration usually occur between nonconsecutive frames that overlap spatially on an image mosaic, as shown in Fig. 1 : the error accumulation looks distinctive in the left part of the mosaic because the first and the last frame overlap spatially. To minimize the global alignment error caused by the concatenation of pairwise registrations, several global mosaic approaches have been proposed based on the minimization of the intensity difference between images [4] [5] [6] [7] [8] or the feature-matching approach. [9] [10] [11] [12] [13] Today, as the use of digital capturing devices increases, general demands for image processing techniques are increasing. Generating wide-angle views with a low-priced digital camera is an example, and previously developed methods have dealt with this goal off-line. However, to help the photographers easily handle the camera, an efficient real-time algorithm is required. Methods based on the intensity difference [4] [5] [6] [7] [8] are not easy to implement in realtime applications where computational cost and system memory are critical. Also, they are not proper for a sequence where moving objects exist in the overlapping area of the mosaic. Although methods based on feature matching [9] [10] [11] [12] [13] are fast, if accumulation errors are too large, the errors cannot be exactly corrected. In Fig. 1 , let us assume that a block-matching method is used to correct the errors. 10, 11 Because the accumulated errors are too large in the left part of the mosaic result, the exact matchings between frames 1 and 8 cannot be found unless the search range for the block matching is allowed to be large enough.
In this paper, to prevent large error accumulation considering the 2-D topology of the camera swath on an image mosaic and considering real-time hardware applications, we propose to use a new fast sequential global mosaic structure based on block matching. Here, sequential means that all frames are inserted into the global mosaic system in temporal order, and global registration is performed whenever an image is added. Note that traditional global registration methods are not proper for this sequential structure because of the high computational cost if they are directly applied. To find exact point matchings between the mosaic plane and all frames sequentially, we use a regularly spaced grid structure in the mosaic plane and an independent graph is generated for each grid. With this graph, the best matching in each grid is determined by the sequential shortestpath search algorithm to minimize the intensity difference in the sense of block matching.
Because our method prevents error accumulation with a sequential structure, we can use block matching with a small search range. And, with the proposed sequential shortest-path search ͑SSPS͒, we can reduce the number of block matchings used in each graph. These properties are very important because the computation time for the global mosaic strongly depends on the size of the search window and the number of block matchings. Also, by considering the directional uncertainty and similarity measure of regular grid features on the mosaic plane, our global registration method can use not only corner features but also line features in each grid in a robust way.
The framework presented in this paper has an efficient structure to be implemented in a real-time hardware design because it is fast, sequential, and consistent in computation time and system memory. With the grid structure, we can exclude the cost for extracting features, and we expect that the regular structure would be an efficient structure for parallel processing in the hardware design. These suggest a useful application for digital photographers. This paper is organized as follows. Previous works are briefly described in Sec. 2, and the pairwise local registration is explained in Sec. 3. Our approach is explained in Sec. 4, and the final formulation with directional uncertainty and similarity information is detailed in Sec. 5. In Sec. 6, we analyze the SSPS algorithm with a comparison with some other shortest-path search algorithms, and the approximated SSPS algorithm is introduced in Sec. 7. With various experimental results in Sec. 8, we concluded our work in Sec. 9.
Related Work
To minimize the global alignment error caused by the concatenation of pairwise registrations, several global mosaic approaches have been proposed, such as the solution of a linear system derived from the collection of pairwise registration matrices, 4 the frame-to-mosaic scheme, 5 or a feature-tracking scheme cooperating with self-calibration. 9 A panoramic mosaic construction method attempts to minimize the difference between the ray directions of corresponding points in the least-squares sense. 10 There were methods using bundle adjustment, 12 object-based segmentation, 7 and an ideal coordinate system considering lens distortion. 8 Recently, multiple sequences with noise images have been considered in Ref. 13 . Some methods 6, 11 have also tried to consider the 2-D topology of the camera swath on an image mosaic. Sawhney et al. 6 solved the problem of global alignment errors by automatically determining the topology from the collection of pairwise relations in an iterative manner. Kang et al. 11 described a graph-based global registration method for creating 2-D mosaic images. Regarding the distinction, we concentrated on the real-time application of 2-D global mosaic, while the previous methods are postproduction approaches. For real-time applications, the sequential structure is very important as well as the computational time and system memory. Applying the sequential structure in an optimal way, our method finds the best topological path in each time step, not in a separate stage, as in the previous methods. Thus, accurate mosaic results can be obtained in a single path minimizing global alignment errors at every image input.
In the sense of the structure, our method is close to the work in Ref. 11, where they also used the block-matching approach in each grid. However, due to the high computational cost and inefficient structure, it is not easy to apply the global method in Ref. 11 to real-time applications. To use block matching in an optimal way, we used a specific graph structure called a sequential graph, and a new SSPS algorithm is proposed. In this structure, point matching can be found using the minimum number of block matching within a small search range. In addition, by introducing uncertainty information in the point feature, we used regularly spaced grids efficiently instead of using corner features and line structures. These properties enable us to use block matching in an efficient way. Relating the efficiency of block matching and the computational cost, we show the superiority of our method over the Kang et al. method in Sec. 8.
Pairwise Local Registration
The relationship between two consecutive frames I i−1 and I i obtained from a rotating and zooming camera can be represented by a projective transformation H i called homography
where x i and x i−1 represent matched points between the two images.
To estimate the projective transformation, we adopt a multiresolution approach; that is, we estimate interimage homography by matching feature points through the Gaussian pyramid. At the lowest resolution level, we estimate image translation by computing their phase difference in the frequency domain.
14 At the next resolution levels, feature points are extracted and matched hierarchically by using motion information in the lower resolution level. This feature-based approach results in a set of linear equations derived from the feature point correspondences. This linear system is solved by the least-squares method, which is described in Sec. 5.
By concatenating the pairwise transformations starting from the reference frame, the frame projections ͕Q 1 , Q 2 , ... ,Q i , ...͖ are calculated with respect to the reference image I 0 . The concatenation is computed by
where H 0 should be the identity matrix. Using frame projection matrices, an image mosaic can be constructed by projecting all frames onto the mosaic plane.
As for the mosaic plane on which all images are registered, the plane defined by reference image I ref can be used without loss of generality. Any frame can be designated as the reference, and we can reassign the frame number of image I ref as I 0 . Because we are using a sequential structure in the temporal order, the first frame can be selected as the reference frame. In the remainder of this paper, therefore, the first image or I 0 will represent the reference frames.
Sequential Global Registration 4.1 Our Approach
When several frames overlap in mosaic space, global registration is indispensable to minimize the accumulated projection errors. Given a mosaic plane M, the total projection error in the mosaic plane can be represented by
where x p is a point in the mosaic plane, x i p is the corresponding back projected location of that point in i'th frame, and Q i can be obtained from the concatenation of pairwise homography, which may have accumulated registration errors.
To achieve a globally registered mosaic image minimizing projection errors in Eq. ͑3͒, new matchings x i p for all p should be determined between i'th frame I i and mosaic plane M for all i. With these new matchings, which are the best matchings, Q i is updated with
Therefore, the most important problem is how to determine the best matching x i p for all points p in each i'th frame. Basically, we used block matching to find the best matching for each point x p assuming that the projection error between the two images is closely related to the intensity difference. In pairwise homography, if the projection error is close to zero, the intensity difference between two images will also be close to zero in the overlapping region. Although a near-zero intensity difference does not guarantee a near-zero projection error, the assumption may be acceptable if we use only textured features in block matching. Therefore, we can find the best matching by minimizing projection error in each textured region using block matching.
Instead of using corner features or all image data in block matching, we use image patches centered at regular grid points in the constructed image mosaic, as shown in Fig. 2 . The grid points with high gradients are selected as grid feature points to ignore unstable grid points with low gradients. For each grid feature point x p , the initial corresponding location x i p in the i'th frame is determined by backward mapping of the grid feature location with the initial frame projection Q i . This generates a collection of image patches in each frame for each grid and the best matching for the i'th image in each grid can be determined by block matching such as normalized cross-correlation ͑NCC͒.
However, if error accumulation is too large, which means a large error in Q i , the exact matching may not be found using a small search range. Although a large search range may overcome the errors, it is not a good strategy because of high computational costs. Therefore, to exactly find the best matchings with a small search range, the error should be minimized before it is accumulated, which is a major motivation of our work.
To prevent error accumulation, we use a sequential global mosaic structure. Here, sequential means that all frames are inserted into the global mosaic system in the temporal order and global registration is performed whenever an image is added. In other words, the global registration is applied to every frame input starting from the reference frame to prevent error accumulation. Because we warp the reference frame onto the mosaic plane with the identity matrix, there will be no error in the reference frame, assuming near-zero lens distortion. Therefore, if we sequentially register all frames onto the reference frame considering the plane as the mosaic plane, the error will also be minimized.
With this structure, instead of using Eq. ͑2͒, we can use initial Q i for the i'th frame as
In Eq. ͑5͒, accumulated error in Q i is only induced by the errors in H i and Q i−1 . Because Q i−1 is the result of global registration up to the ͑i −1͒'th frame, the best matchings for Q i can be obtained with a small search range. It is not efficient to use conventional global registration methods for a sequential structure because of the high computational cost. To solve this problem, we introduced a graph structure that is generated independently for each grid. In the graph, nodes represent the back projected locations of the grid in all frames and edges represent the measure of matching, such as the intensity difference between the locations. With this graph, the best matching for each grid is determined by the shortest-path search algorithm minimizing intensity difference in the sense of block matching. In other words, for the i'th image input into the sequential global mosaic system, the shortest path from the node of the reference image to the node of the i'th image is found for each grid. The overall procedure is described in algorithm A1. In the algorithm, we proposed the SSPS algorithm to sequentially find the best matching in each grid. In the following subsections, we present how the shortest path minimizes the error accumulation, and how the SSPS algorithm works in our global registration.
Selection of the Best Matching
In this section, we explain how the best matching for each grid can be obtained using a graph algorithm in the sense of block matching.
Let us denote d͑i, j͒ = min
where B͑a , b͒ represents a measure of intensity difference between two patches centered at a and b , x i is a point in the i'th frame I i , Q ij is the homography from the i'th frame to the j'th frame, and x j i is the matching point of x i in the j'th frame with Q ij .
Next, the best matching x i corresponding to x 0 can be determined by block matching minimizing the intensity difference as given by
where x 0 i represents the best matching between the reference frame and the i'th frame in the grid. This finds x i using only two images: the reference and the i'th frame.
Let us suppose a situation where three images are overlapped in a grid, as shown in Fig. 3͑a͒ . Assuming that x 1 0 is the exact matching in I 1 , the best matching for I 2 can be found using x 0 in I 0 or x 1 0 in I 1 . If x 2 1 is the true best matching in I 2 , this cannot be found using I 0 because the search range is not large enough to cover the point. Instead, it would find x 2 0 , which has a larger error. However, using I 1 , x 2 1 can be selected as the best matching for I 2 with a smaller error accumulation if
However, in the case where there exists no overlapping patch of I 1 in x 0 , which occurs in the left part of the mosaic image in Fig. 1 , there is no way to find x 2 1 with the given search range. Although a large search range may provide a chance to catch the point using I 0 and I 2 , it is not a good strategy because of the high computational cost. Now, consider the sequential structure where Q 1 is determined before the matching in I 2 is searched as in Fig.  3͑b͒ . Then, x 2 1 in I 2 can be found using x 0 in I 0 or x 1 0 in I 1 because Q 02 is updated. Also, if there exists no overlapping patch of I 1 in x 0 , x 2 1 can be found using only x 0 in I 0 because Q 1 is determined with a collection of matchings for all grid in the overlapping region between I 0 and I 1 . This means that matchings can be found using a small search range in the sequential structure. Here, it is noted that the number of block matchings required to find x 2 is only two, not three. Consider a general situation in which multiple patches are overlapped in a grid. To simplify notations, we use state instead of the frame number of the image patch and ignore indices of grids. Then, s = ͓s 0 , s 1 , ... ,s T ͔ is a state sequence representing patches overlapped in a grid, and X = ͓x s 0 , x s 1 , ... ,x s T ͔ is the corresponding matching sequence, where s j is the frame number of the j'th patch in the sequence, and T is the number of patches. Specifically, s T is the current frame, and s 0 is the reference frame, which is zero in this paper. Then, the best matching selection in the s T 'th frame can be considered as the problem of selecting the best state sequence ŝ and matching sequence X , which has minimum error accumulation. By tracing elements in ŝ, the most trustworthy matching can be found with respect to the relations between all pairwise patches. In Fig. 3͑b͒ , ŝ = ͓0,1,2͔ and X = ͓x 0 , x 1 0 , x 2 1 ͔, resulting in the best matching x 2 = x 2 1 for I 2 . Of course, x 2 0 would be the best matching if it has the smaller error, in which ŝ = ͓0,2͔, X = ͓x 0 , x 2 0 ͔, and T =1.
Given two states i and j, d͑i , j͒ is obtained deterministically in the block-matching sense, as in Eq. ͑6͒. And we can assume that the number of frames is finite. Therefore, our problem is a finite state deterministic problem and can be solved using a dynamic programming ͑DP͒ approach. 15 In the DP formulation, the minimum accumulated error in state s k is given by
and p k , the previous state of s k , can be determined by
For the possible previous state of s k , we considered the sequential structure and defined the state space as
in which the frame number p k should always be less than s k . Using this state space, we can replace Eq. ͑7͒ with
This is consistent with Eq. ͑5͒ and enables us to find the best matchings with a small search range because the accumulated error is minimized in a sequential manner. With the previous state p k and current state s k , the best matching between the two frames in each grid is determined by
which gives minimum error accumulation in the s k 'th frame for each grid. The finite state deterministic problem can be equivalently represented by a graph. By assigning the cost d͑s k−1 , s k ͒ to an edge ͑s k−1 , s k ͒, we see that the preceding minimization problem is equivalent to the problem of finding the shortest path from s 0 to s T in graph. 15 In block matching, we used NCC, and the minus log valued maximum NCC coefficient ͑−log N cc max ͒ is used as the edge cost between two nodes. If −log N cc max is near zero, the matching found by this value would be the best.
To use sequential structure in the graph, we defined a specific graph structure. We call the graph sequential graph with the definition given next. Definition 1. We define a sequential graph ͑SG͒ as a nonnegative complete acyclic digraph system with the following properties: ͑1͒ nodes are inserted in sequential order with directions from all old nodes to new node, and ͑2͒ edge costs connected to new node are calculated after insertion of new node.
With this SG, the shortest path search algorithm gives the best matching in each grid minimizing intensity error accumulation from the reference frame in a sequential manner. For the i'th frame input in our sequential global mosaic structure, the best matching x i in the i'th frame is easily found by searching the shortest path from s 0 = ref= 0 to s T = i in each grid. In Fig. 3͑b͒ , the best matching for I 1 is x 1 0 with the path ͓0,1͔ and the best matching for I 2 in the grid would be x 2 1 with the path ͓0,1,2͔, or x 2 0 with the path ͓0,2͔.
SSPS
In this section, we introduce a new shortest-path search algorithm with a simple example and show how it is applied in a sequential global mosaic. In Sec. 6, the theoretical efficiency and correctness of our algorithm is presented in comparison with other methods. In a SG, the conventional shortest-path search algorithms cannot be applied directly because they do not specify the order of the destination node in advance. Also, because our method uses NCC for the edge cost, if we use traditional shortest-path search algorithms without any modification, the computation time will be too high, depending on the computation time for NCC. To overcome these inefficiencies, a new shortest-path search algorithm, called the SSPS algorithm, is proposed, as shown in algorithm A2. Basically, SSPS works on an SG and uses edges only to find the shortest path. Therefore, the computation time for edge cost calculation can be reduced dramatically.
A2: Sequential Shortest Path Search
In the algorithm, we assume that n nodes are inserted into the graph in a sequential order and the shortest path starts from the reference node ͑k =1͒. Before starting the inner loop, all nodes in the graph are sorted with respect to the increasing order of the total cost W, and the indices are stored in the s͓·͔ array. In the inner loop, the edge cost d͑s͓i͔ , k͒ between the k'th new node and the s͓i͔'th node is calculated and the sum with W͑s͓i͔͒ is stored in TC. When the condition TC Ͻ W͑k͒ is true, W͑k͒ and Near͑k͒ are updated. Because all nodes are sorted with respect to their total cost and all edge costs are nonnegative in a sequential graph, if W͑k͒ is less than W͑s͓i +1͔͒, we do not need to calculate TC afterward, resulting in an inner loop stop. If it does not meet the loop stop, it finds the shortest path with minimum TC at the end of the inner loop. Figure 4 provides an example of the SSPS algorithm in a graph with five nodes. In the example, nodes are inserted into the graph in alphabetical order. When node D is inserted into the graph ͑step 4͒, edge costs between D and other nodes are calculated in the order of W. After the calculation of the edge cost BD ជ , the calculation of the edge cost CD ជ is not required because W͑D͒ Ͻ W͑C͒. Before the inner loop stop, nodes are sorted with respect to W by inserting the node D between B and C ͑step 5͒. Also, when node E is inserted ͑step 6͒, the edge AE ជ is the only node to be calculated because W͑E͒ ഛ W͑B͒. Notice that only 6 edges, not 10 edges, are used to find the shortest path from node A to all other nodes. Considering the computation time of calculating edges using block matching, this is the reason why the SSPS algorithm performs faster than the others.
In our global mosaic system, when a new frame is inserted, the cost, path, and the best matching can be found by using the SSPS algorithm for every grid within the new frame. The only single component to be defined for the SSPS algorithm is d͑s͓i͔ , k͒, and we used minus log-valued maximum NCC coefficient, −log N cc max , between two patches. The position with N cc max in the new frame becomes the best matching position of the corresponding grid. After collecting all matchings for the new image, homography to mosaic plane can be updated.
Here, we notice that SSPS is a very efficient algorithm for the sequential global registration method because the shortest path can be calculated for each grid in every frame input. Moreover, although the computational cost for d͑s͓i͔ , n͒ is very high, the computation time will be reduced dramatically because the inner loop stop prevents needless calculation.
Directional Uncertainty and Similarity for Each Grid
With new matchings for all grids determined by SSPS and constraint h 9 = 1 in Eq. ͑1͒, homography to the mosaic plane can be simply updated by solving a set of linear equations given by
where frame index is omitted for convenience. However, because we are using regular grids instead of corner features, we must assign a different weight for each grid depending on cornerness or directional uncertainty. Figure 5 shows an example. Features 1 and 2 can find exact matchings using NCC because they have sharp corners and textures. However, if only these grids are used, errors are unavoidable because a small number of grids are used. For grids on line features, uncertainty exists in the line direction. Therefore, if the grids on line feature are used, errors will increase due to mismatchings in that direction. However, we observe that mismatching errors are induced in only one direction, the line direction. Therefore, we can exploit the direction perpendicular to the line direction.
From these observations, we proposed a weighted error function with 2 ϫ 2 matrix given by .
͑20͒
In Eq. ͑19͒, C p is calculated in the reference patch in each grid with block size ͑2x w +1͒ ϫ ͑2y w +1͒. By using C p as in Ref. 16 , we can use anisotropically weighted grids with line ͑or corner͒ property. Also, because we can use many grid features that are evenly distributed in the overlapping region of the mosaic plane, Q can be obtained more robustly compared with other methods, which use the corner features only.
The similarity weight s p represents the weightmeasuring intensity difference between the reference patch and the patch in current image; W͑x p , y p ͒ is the minimum accumulated intensity difference for the grid at ͑x p , y p ͒ introduced in Eq. ͑10͒. This value is also the total cost in the shortest path. Here behaves like a threshold value, and we used the median value among all the grids enabled. Also, W͑x p , y p ͒ will be large if a moving object exists in the current node ͑image patch͒, causing a large projection error. Therefore, information from this node will deteriorate the final result. With this similarity weight, therefore, we can give small weight to grids with large intensity difference.
Let P grids be overlapped for the current image. Then, following the data defined in Eq. ͑15͒ can be rearranged as
Because Eq. ͑18͒ can be decomposed as
͑23͒
we can rewrite Eq. ͑17͒ as
where
͑25͒
Transforming each data into R space, Eq. ͑17͒ can be solved using simple least-squares method with Eq. ͑24͒.
For the pairwise local registration in Sec. 3, we also applied the grid approach to speed up the process instead of using direct corner feature matching.
SSPS Algorithm in Graph Theory

Analysis of SSPS Algorithm
Generally, to verify the efficiency of an algorithm, correctness, complexity, and simplicity should be considered. The correctness of SSPS is proved in proposition 1 with time complexity O͑n 2 ͒. Proposition 1. For the defined SG, the SSPS algorithm finds the shortest paths from the source ͑reference͒ node to other nodes with O͑n 2 ͒ time complexity for the worst case. Proof. From the algorithm, each for-loop has n iterations for the worst case, resulting in O͑n 2 ͒ time complexity. We prove the correctness of the algorithm by the induction rule. Assume that each node has the minimum total cost W from the reference node to the node, and all nodes are sorted with respect to their total cost W ͑this will be proven in proposition 2͒ after completing the inner loop for the ͑k −1͒'th node input. This is true for the first node ͑source node͒. Consider the k'th node input. Scanning from the node with the smallest W , W͑k͒ holds the minimum cost and the path is stored in Near͑k͒. When the condition W͑k͒ ഛ W͑s͓i +1͔͒ is true, the loop stops because W͑s͓i +1͔͒ + d͑s͓i +1͔ , k͒ is always larger than W͑k͒ with nonnegative d͑s͓i +1͔ , k͒. Also, because there is no backward path from the k'th node to other nodes, which is a property in an SG, all nodes have the minimum cost. This completes the proof of this proposition.
Because the sorting operation, which is a key idea of this algorithm, can be replaced with a simple insertion ͑proved in proposition 2͒, our algorithm uses neither any special sorting algorithm nor a data structure such as a stack or queue. This property and the simplicity of our algorithm make it easy to implement.
Proposition 2. At each iteration in the SSPS algorithm, s͓·͔ has sorted node indices with respect to the minimum costs W for each node.
Proof. Assume that s͓·͔ has sorted node indices after completing the ͑k −1͒'th node input. This is true for the first node input. For the k'th node input to be sorted after completion, the condition W͑s͓i͔͒ ഛ W͑k͒ ഛ W͑s͓i +1͔͒ should be satisfied. Because W͑k͒ ഛ W͑s͓i +1͔͒ is met from the stop condition, we must prove only W͑s͓i͔͒ ഛ W͑k͒. If
W͑k͒ = W͑s͓i͔͒ + d͑s͓i͔ , k͒ ജ W͑s͓i͔͒ with nonnegative d͑s͓i͔ , k͒. If TC ജ W͑k͒, which means W͑k͒ is not updated in this step, then W͑k͒ Ͼ W͑s͓i͔͒. If not, the inner loop should be stopped in the previous iteration because W͑k͒ is the same as that of the previous step. Therefore, W͑s͓i͔͒ ഛ W͑k͒ is satisfied in each iteration. For i = k −2, if W͑k͒ Ͼ W͑s͓k −1͔͒, then the k'th node should be inserted next to the s͓k −1͔'th node in the ͑k −1͒'th step. This completes the proof.
Comparison with Other Shortest Path Search
Algorithms Most of the major shortest path search algorithms can be viewed as special cases of the label correcting method 17, 18 as follows: Remove a node i from the candidate list CAND. For each outgoing edge ͑i , j͒, if W͑j͒ Ͼ W͑i͒ + d͑i , j͒, set W͑j͒ = W͑i͒ + d͑i , j͒ and add j to CAND if it does not already belong to CAND.
There is considerable freedom in selecting the node to be removed from CAND at each iteration. This gives rise to several different methods, such as the Bellman-Ford-Moore method, the D'Esopo-Pape method, 15 the SLF method, 18 the threshold method, the topological ordering method, 19 the incremental graph method, 20 and the Dijkstra method. 21 Specifically, the Dijkstra algorithm selects a node with minimum W, and several sophisticated methods 22 have been developed to reduce the overhead required to find the node with minimum W. The auction algorithm 23 is another branch of the shortest path search problem. The defined SG has a topologically ordered graph structure. Our algorithm can be considered as an incremental graph method in that all shortest paths are obtained in each subgraph, and SSPS is similar to the Dijkstra algorithm because each node is selected exactly once.
Here, we implemented five traditional shortest path algorithms, and compared with the proposed method with C + + on a 1.8-GHz Pentium IV PC. In Fig. 6 , we checked the run time, where n is the number of nodes. For a given number of nodes n, an SG is generated with the edge costs random-sampled from Gaussian distribution N͑ , ͒, where and are obtained experimentally from 4 ϫ 10 4 samples of −log N cc max . We observe that the SSPS algorithm has the best performance due to simplicity and high probability of the inner loop stop.
Many papers also showed objective evaluations with respect to time complexity or runtime. 18, 22, 24 They assumed that the graph system is given, i.e., all edge costs are calculated and stored in advance. However, for many applications using a graph system, this is not really true, i.e., the time for calculating edge costs should be considered. To evaluate this objectively, we introduced a new definition, as follows.
Definition 2. Edge initializing cost ͑EIC͒ is the number of edges that are used in the algorithm at least once.
If the time needed to calculate edge cost is not small enough compared with time complexity, total runtime will strongly depend on the EIC. Our global mosaic system is an example in which the edge costs are calculated by NCC. If the search range for NCC is large, the total runtime will mainly depend on EIC. Therefore, the smaller the number of edges used, the more runtime can be saved. In Fig. 7 , we calculated the EIC for six algorithms in an SG with the same conditions as in Fig. 6 . We observe that the SSPS algorithm has the smallest EIC due to an early stop in the inner loop. Also, the Dijkstra algorithm has a small EIC compared with other algorithms, but this algorithm is not applicable to the sequential structure. From these properties, we notice that the SSPS algorithm is the best for our sequential global mosaic because the computational cost for NCC is very high.
Approximated SSPS for Real-Time Global
Mosaic For real-time applications, both the computational time and system memory should be considered. In the SSPS algorithm, we can maintain the number of total nodes to a specific number for each graph and always keep that number of nodes with small total cost W without serious loss of quality, which results in a constant computational cost for each frame input. We call this the approximated SSPS algorithm. Figure 8 shows an example in which only three nodes with the smallest W are preserved. In step 4, nodes are sorted with respect to W, and the node with the largest W is discarded. For the next node input in step 6, only three nodes are used to find shortest path from A to E, which is an approximated path.
By preserving only h nodes, we can control the time complexity of the approximated SSPS algorithm as O͑hn͒. In this case, the true path to the node may not be guaranteed, which may result in a larger value than true W. However, because our algorithm uses multiple grids to find homography to the mosaic plane, nodes with a large error can be discarded. Otherwise, we can give a small weight to these nodes considering W as an error. This operation can be performed with the similarity measure in Eq. ͑20͒. Also, by confining the number of node, patches with moving objects will be discarded in approximated SSPS or weighted with a small value by Eq. ͑20͒.
For the number of grids g in mosaic plane, if each graph uses only h nodes and image patch of p ϫ q size for each node, our system needs a memory only as much as ghpq. Therefore, we can avoid storing whole frames, resulting in constant system memory usage. Also, maximum h NCC operations are performed because maximum h edges are used in the approximated version of SSPS, resulting in a constant computation time for every image input. From these properties of the approximated SSPS algorithm, our global registration method can be easily implemented in real time.
Experimental Results
In this section, we present the experimental results of applying our global mosaic method to real still images and video sequences. We implemented all algorithms with C + + on a 1.8-GHz Pentium IV PC. The speed of our method depends on the following parameters: image size, patch size ͑PS͒, search range ͑SR͒, grid spacing ͑GS͒, and total number of nodes ͑TN͒ for each graph in the approximated SSPS algorithm.
To show the superiority of our method relating the size of search range and the computational cost, it is compared with a previous method ͑the Kang et al. method 11 ͒ in Figs. 9, 10, and 12. We implemented the global registration method in Ref. 11, and our pairwise registration results are used as the input for the global registration to fairly compare the performance of the two global methods. In the pairwise registration, we used regular grid features to speed up the process considering consistent hardware design while the Kang et al. method used corner features.
In the sequential structure, as we mentioned, global registration is performed whenever an image is added. Point matchings in the added image can be found using the minimum number of block matching within a small search range. In contrast, the Kang et al. method 11 performs a global registration with the collection of pairwise results. This is also a general strategy of other global registration methods. In this structure, the exact matchings may not be found unless the search range for the block matching is allowed to be large enough for some areas of overlapping region in the mosaic. Fig.  4͑a͒ , preserving only three nodes. For a node input, only three nodes are used to calculate the edge cost in the inner loop in algorithm A2. The node with the largest W is discarded and waits for the next node input. Figure 9 shows an example with eight images obtained from a digital camera. In parenthesis of each item in the Fig. 9 caption, CPU clock excluding the time for the blending is given. Because the camera moves from left to right and from right to left, a large error accumulation in the left side of mosaic is noticeable when applying only the pairwise local registration, as shown in Fig. 9͑a͒ . Figure 9͑b͒ shows the result from the Kang et al. method with 7 ϫ 7 search window. In the left part of the mosaic, if there is no overlapping frame in a grid except the first and the last frame, the best matching in the grid should be found using only the two frames. However, the 7 ϫ 7 window is not sufficient to cover the accumulated errors in that region resulting in inevitable misalignments. To produce a reasonable result in our implementation, the SR required a minimum size of 25ϫ 25 with the CPU clock of 18,797.
In our sequential approach, this problem can be solved with the small SR of 7 ϫ 7, as shown in Fig. 9͑c͒ . Also, because the number of block matching is minimized from the SSPS algorithm, the computational cost is very low compared with the Kang et al. method. Figure 9͑d͒ shows a result after applying the blending method developed by Davis. 4 Given the color difference in the overlapped area, they used the Dijkstra algorithm to detect the blending boundary, and showed good results for images with moving objects and boundaries with seams. We also used their method with some modifications. To reduce the computation time of the Dijkstra method, we used a hierarchical structure and implemented the Dijkstra algorithm considering EIC, i.e., we calculated only the edge costs required to find the shortest paths in the Dijkstra algorithm. Figure 10 shows another example. The camera moves from left to right oscillating up and down. A large error accumulation is noticeable in the right lower part of the pairwise result in Fig. 10͑a͒ . With the SR of 11ϫ 11, the Kang et al. method corrected some errors in the columns ͑solid circle͒ compared with the pairwise local registration result. However, the 11ϫ 11 SR was not large enough to adjust all errors, as shown in the lower right section ͑dotted circle͒ of Fig. 10͑b͒ . As shown in Fig. 10͑c͒ , our method produced an accurate mosaic with a low computational cost. In many experiments, the CPU clock of our method including the pairwise registration is about two times larger than that of the pairwise registration only. Figure 11 shows an example where many grids are placed on lines or uniform regions. In this example, we can use many grid features that are evenly distributed in the overlapping region of the mosaic plane. Thus, the result can be obtained more robustly compared with other methods which use the corner features only. In Fig. 11͑b͒ , one can observe the superior result when using directional uncertainty measure as weights. The result without uncertainty information in Fig. 11͑c͒ is worse than the results from corner feature matching in Fig. 11͑d͒ because grids on line feature deteriorate the result.
We present an example of a video sequence ͑720 ϫ 480͒ with moving objects in Fig. 12 . This sequence is the most challenging, because the size of moving players is relatively large compared to the image size, and the camera motion is large between consecutive frames to catch up to fast moving players. Also, there are many line features in the playground. As expected, the result from pairwise registrations showed large alignment errors, as shown in Fig.  12͑a͒ . Figure 12͑b͒ shows the result from the Kang et al. method. In our implementation, a 7 ϫ 7 SR produced a reasonable output in high gradient regions, as shown in the upper part of the figure. In the lower right part, misalignments are still significant. The 7 ϫ 7 SR is not large enough in the region and grid features near the lines can deteriorate with 7 ϫ 7 SR ͑Kang's7 ϫ 7͒; ͑c͒ proposed method with 5 ϫ 5 SR using only three nodes in approximated SSPS algorithm ͑SGM35ϫ 5͒, and ͑d͒ computation time for five cases: SGMF7 ϫ 7 ͑SGM37 ϫ 7͒ means that our method is applied with a 7 ϫ 7 search range using all ͑three͒ nodes in an approximated SSPS algorithm, and SGM35ϫ 5 means a 5 ϫ 5 SR using three nodes.
the final result. The quality can be improved if a more sophisticated strategy for the corner feature selection is used with a large SR. However, our method could produce a superior result using only a 5 ϫ 5 SR, as shown in Fig. 12͑c͒ .
In Fig. 12͑d͒ , we checked the computation time for global registration excluding the time required for blending. Because the Kang et al. method generates a full graph system and does not consider EIC, computation time increases exponentially with respect to the number of images. The recent feature-based method, 13 which is a bundle approach, has shown O͑n log n͒ complexity using a nearest neighbor algorithm. However, our method shows a linear increase with respect to the number of images, taking advantage of the sequential structure and the SSPS algorithm. In the graph, one can observe that the computation time is reduced depending on both the size of the SR and the sequential structure. Further, although the number of nodes for each grid is constrained to three, which is the approximated SSPS, the quality is almost the same as the result of using all nodes. Note that computation time for global registration is within 0.5 s for each frame, which can also be dramatically reduced if it is implemented in a hardware system.
Concluding Remarks
We presented a new global registration method considering the real-time application of 2-D mosaics. To use block matching in an optimal sense, we used a specific graph structure called an SG. Also, a new shortest-path search algorithm was proposed to find new matchings in a sequential manner. The major drawback of using block matching is the computation time relating to SR and the number of block matchings. In the sequential structure, our method can find matchings with a small SR. Also, the new SSPS algorithm makes our method use a small number of block matchings. By introducing uncertainty information in the point feature, we used regularly spaced grids efficiently instead of using corner features and line structures. These properties enable us to use block matching in an efficient way.
Thus far, it has been difficult to implement the global mosaic in real time because of the computation time of the global registration part. However, our global registration method can be easily applicable in real-time hardware systems exploiting the properties of a sequential structure, a constant computation time, a constant hardware memory, and the regular grid structure. Also, we expect that the regular grid structure would be an efficient structure for the parallel processing in the hardware design. These suggest a useful application for digital photographers: the system takes as input the images or sequences, then the user can observe sequential results of the mosaic in real time, which helps the user to easily handle the camera. In further research, we will locate a real-time blending method to provide a complete real-time global mosaic system.
We introduced a new objective measure called EIC to evaluate performance of graph algorithms in applications. Compared with the other shortest-path search algorithms in the sense of EIC, the SSPS algorithm is efficient in that all edge costs need not be calculated and this method is sequential. We regard these properties as very useful for many areas in computer vision applications and we are experimenting with the SSPS algorithm in other applications, such as feature tracking and bundle adjustment. Also, a generalized SSPS method will be studied in future research.
If there is a large motion of the camera causing the lack of overlapping and anchor points, the frame may not be registered to the previous one. Like our method, other traditional global mosaic methods have also ignored these problems. To the best of our knowledge, Brown and Lowe 13 recently proposed a fully automatic panorama stitching approach in unordered image sets without user input, however, not in a sequential structure. If the failure of pairwise registration can be automatically checked in the sequential structure, our method can be used in more general applications. Further, we can improve our work by automatically connecting the topology of the failed frame to one of the previous ͑or next͒ frames in a sequential manner. The detection and correction of strong geometric variations can also be an important issue to be addressed in future research.
