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Abstract
In this paper, we introduce the problem of jointly learn-
ing feed-forward neural networks across a set of relevant
but diverse datasets. Compared to learning a separate net-
work from each dataset in isolation, joint learning enables
us to extract correlated information across multiple datasets
to significantly improve the quality of learned networks. We
formulate this problem as joint learning of multiple copies
of the same network architecture and enforce the network
weights to be shared across these networks. Instead of
hand-encoding the shared network layers, we solve an op-
timization problem to automatically determine how layers
should be shared between each pair of datasets. Experimen-
tal results show that our approach outperforms baselines
without joint learning and those using pretraining-and-fine-
tuning. We show the effectiveness of our approach on three
tasks: image classification, learning auto-encoders, and im-
age generation.
1. Introduction
Lack of training data remains one of the fundamental
challenges in training effective deep neural networks for
various visual recognition tasks. One potential solution is
to perform transfer learning from other relevant datasets,
which essentially amplifies the scale of the training data
when training a particular network. A common strategy
for transfer learning is to share network weights, i.e., either
across the entire network or through a few hand-encoded
layers. This strategy has proven to be effective in set-
tings where the input datasets are similar, or where there
is prior knowledge informing which layers of features to
share. However, in cases where the input datasets exhibit
significant variation, this strategy becomes sub-optimal, as
it becomes unclear how to determine the shared network
layers.
In this paper, we consider the problem of jointly learn-
ing neural networks from a collection of datasets that ex-
hibit significant variations in content and appearance (See
Figure 1). We show that despite such significant differences
among the input datasets, they still present useful mutual
Figure 1: Results on black dress image generation with our
approach. (Left) Results of an image generator trained from
20K dress images. (Right) Results of an image generator
trained from 20K dress images and 200K face images.
information, which we can use to boost the performance of
learning each individual network. We achieve this goal by
introducing three novel ways for regularizing the network
weights across all datasets. First, instead of hand-encoding
the shared network weights, we formulate an optimization
problem to assign them automatically. Moreover, rather
than enforcing that shared network weights be identical, we
use soft constraints to penalize the differences between pairs
of shared network layers, allowing us to account for domain
shifts between datasets. Finally, we jointly optimize the
consistency among network weights using a robust norm,
which allows us to extract layer-wise dataset clusters for
weight-sharing.
Specifically, our approach takes a collection of datasets
for the same task as input and outputs a learned network
for each individual dataset. These networks share the same
architecture but have different, yet correlated, layers. We in-
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tegrate learning shared network layers and learning network
weights through a unified optimization problem. The objec-
tive function combines a task-specific loss and a consistency
term. The consistency term uses a robust norm to automat-
ically determine how each layer should be shared. We also
introduce a simple formulation to prioritize that the sharing
scheme is consistent across adjacent layers. Our formula-
tion admits effective optimization via iterative reweighted
least squares (or IRLS).
We demonstrate the effectiveness of our approach across
three diverse tasks: fine-grained image classification, learn-
ing auto-encoders, and image generation. These tasks range
from predicting a single label (i.e, fine-grained image clas-
sification) to dense predictions (i.e., learning auto-encoders
and image generation), and from supervised tasks (i.e., fine-
grained image classification) to unsupervised tasks (i.e.,
learning auto-encoders and image generation). Across these
tasks, we show that our approach is significantly better than
learning each network in isolation, using an L2-norm to
share weights, as well as pretraining-and-finetuning. In
particular, our approach extracts useful mutual information
from datasets that seem to be visually uncorrelated, making
our approach suitable across a broad range of settings.
In summary, we present the following contributions in
this paper:
• We propose to study joint learning of neural networks
in the heterogeneous setting, where there exist salient
inter-dataset variations. We hope our method inspires
further research along this direction.
• We propose a robust norm to automatically determine
how to share layers between each pair of datasets.
• We demonstrate the effectiveness of our approach on
three tasks, including image classification, learning
auto-encoders, and image generation.
2. Related Works
Domain adaptation. Our problem falls in the general cat-
egory of domain adaptation. It is beyond the scope of this
paper to provide a comprehensive review of the literature.
We refer to [24, 9, 10, 22, 32] for recent advances and
to [7] for a recent survey on this topic. For discriminative
tasks (e.g., image classification and image segmentation),
visual domain adaptation techniques fall into supervised do-
main adaptation techniques [6, 27] and unsupervised do-
main adaptation techniques [32, 16, 28]. Our approach falls
into the supervised category. A common approach for super-
vised techniques is to share weights across networks. This
strategy works for the case where the domain shifts are rel-
atively small, but tends to break when the domain shifts are
large. A potential solution is to share weights across a sub-
set of predefined layers (e.g., [30]). However, this method
requires prior knowledge of the mutual information across
datasets, and we found that such information is not obvious,
particularly between visually dissimilar datasets. In addi-
tion, it becomes extremely difficult to hand-encode weights
across multiple networks. Instead, we solve a joint opti-
mization problem to determine the matched layers. Match-
ing network weights under the L2 norm has been consid-
ered in a recent work [27]. The difference in this work is
that we propose to use robust norms to automatically extract
matched network weights between pairs of datasets, and we
do so across multiple datasets in a consistent manner.
State-of-the-art unsupervised domain adaptation tech-
niques build maps across the domains [16, 28, 35]. In par-
ticular, the inter-domain maps are enforced to be consistent.
These maps are usually trained using generative adversarial
networks [11] and training procedures described in follow-
up works [29, 1]. Although we do not consider unsuper-
vised domain adaptation in this paper, our approach can be
potentially used for joint training of the discriminators used
in each domain.
For synthesis tasks such as image generation, Liu et
al. [19] proposed a method for training a pair of generative
adversarial networks. Their strategy is similar to supervised
domain adaptation for image classification/segmentation,
i.e., by sharing hand-encoded layers. In contrast, our ap-
proach automatically learns matched layers, and we do so
across multiple domains.
Joint object matching. Joint linking of corresponding lay-
ers across multiple networks is related to a recent line of
work on joint optimization of object maps among image
and shape collections [14, 13]. Similar to our setting, the
central theme of these methods is to enforce the consistency
of maps along cycles, so that a noisy map between two dif-
ferent objects can be computed by composing maps along a
path of similar objects. In this paper, we apply this method-
ology to link layers of neural networks. Another related line
of work [34, 16] focuses on utilizing the cycle-consistency
constraint for regularization when training neural networks.
Our problem differs from these works in that the neural
networks optimized in our setting are associated with each
dataset, and we establish consistent correspondences be-
tween network weights. In contrast, in these works the neu-
ral networks are defined between pairs of datasets.
3. Problem Setup
In this Section, we formally define the joint neural net-
work learning problem we consider in this paper. Suppose
we are given n datasets for a specific task (e.g., image classi-
fication) and a neural network Gθ designed for it. Without
losing generality, we assume Gθ is a feed-forward neural
network that consists of L layers θ1, · · · , θL, and each layer
l has nl parameters. However, our approach can be easily
adapted for more sophisticated networks that connect layers
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using a graph. Our goal is to learn n network parameters
θ1, · · · , θn, one for each dataset. Instead of learning them
separately, we propose to learn them jointly. Unlike pre-
vious approaches that hand-encode the layers with shared
parameters, our approach solves an optimization problem
to simultaneously optimize the network parameters and de-
termine the shared network layers.
Without losing generality, we denote the loss function
from dataset Ii as fi(θi). In Section 4, we will use fi(θi)
to present both the formulation and the optimization pro-
cedure. In the following, we present the explicit expres-
sions of fi(θi) for the three tasks considered in this pa-
per, namely, fine-grained image classification, learning auto-
encoders, and learning generative models.
Task-Specific Loss Terms
Classification Loss. The first task we consider is image
classification. In this setting, each dataset is given by a set
of labeled images Ii = {(I, yI)}, where yI is the labeled
associated with I . The corresponding data dependent loss
function is then given by
fi(θi) =
1
|Ii|
∑
(I,yI)∈Ii
l(Gθi(I), yI),
where we set l(·, ·) as the cross entropy loss between pre-
dicted labels and ground-truth labels.
Auto-Encoder Loss. The second task is training an auto-
encoder for a collection of images. We will evaluate auto-
encoders indirectly, e.g., through their reconstruction loss
on testing images and in the application of image comple-
tion. In this setting, each dataset Ii = {I} is given by a
collection of unlabeled images. Following [17], we directly
use the regression loss to define the auto-encoder loss:
fi(θi) =
1
|Ii|
∑
I∈Ii
‖I −Gθi(I)‖
2
F .
Generative Adversarial Loss. The third task is training a
generative adversarial network for a collection of real im-
ages. We will adopt the BEGAN [2] architecture, where
we share the auto-encoders across different domains, and
also adopt the DCGAN [26] architecture, where we share
all the network parameters across different domains. Fol-
lowing [12], we use the adversarial loss to optimize the gen-
erative models:
fi(θi) =
1
|Ii|
∑
I∈Ii
(L(Dθi(I)) − L(Dθi(Gθi(z|z∈N )))),
where L(·) depends on the neural networks used. and are
discussed in Section 5.
4. Approach
We proceed to present the proposed approach for joint
learning of neural networks. In Section 4.1, we describe the
proposed formulation. Then in Section 4.2, we show how
to effectively solve the induced optimization problem.
4.1. Formulation
The proposed formulation combines a data term fdata and
a consistency term fcons. The data term fdata simply adds the
loss from each dataset together:
fdata =
n∑
i=1
fi(θi). (1)
The regularization term fcons forces the network parame-
ters to match. In the presence of diverse datasets, the desired
layer-wise network parameters θli, 1 ≤ i ≤ n, 1 ≤ l ≤ L
shall possess the following properties :
• For each layer l, the input datasets form clusters so
that for two datasets Ii and Ij that belong to the same
cluster, θli and θ
l
j shall be close to each other. The
motivation comes from the success of sharing bottom
or top layers between a pair of networks for various
domain adaption tasks (e.g.,[19, 30]). In this paper, we
generalize it to multiple networks. However, we do not
assume the underlying clusters are given.
• The cluster structures are consistent between consec-
utive layers. This property is also motivated from the
common practice of sharing a block of consecutive lay-
ers between a pair of networks (e.g.,[19]). Again, we
do not assume these blocks are given.
Our formulation of fcons is motivated from [25], which
perform data clustering using robust fusion penalties.
Specifically, given a set of points p1, · · · ,pn ∈ R
d, these
approaches solve the following problem to find perturbed
points x1, · · · ,xn ∈ R
d (c.f. [25]):
min
x1,··· ,xn
n∑
i=1
‖pi − xi‖
2 +
∑
1≤i<j≤n
ρ(‖xi − xj‖), (2)
where ρ(·) is a robust norm. In [25], the authors have shown
that the perturbed locations of the same cluster tend to be
identical.
We adapt this formulation to prioritize that the network
parameters at each layer form clusters. To ensure that the
cluster structures are consistent between adjacent layers,
our key idea is to apply the formulation on concatenated
layer-wise parameters (θli, θ
l+1
i ). In other words, we would
like to cluster (θli, θ
l+1
i ) together, which implicitly forces
the cluster structures to be consistent across adjacent layers:
fcons =
∑
1≤i<j≤n
L−1∑
l=1
ρ(‖(θli, θ
l+1
i )− (θ
l
j , θ
l+1
j )‖, σ
l). (3)
Here we choose a variant of the Huber loss to define the
robust norm
ρ(x, σ) =
σ2x2
σ2 + x2
,
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Figure 2: “Social network" formed by 8 datasets in two
representative layers. For the first few layers, we found
that all datasets share similar parameters. For middle lay-
ers of encoder and decoder networks, we construct a graph
by adding an edge between i and j if and only if both of
them are one of the 3 most influential neighbors of each
other. A community of mutual influence can be observed.
(Left) Middle layers of encoder network, (Right) Middle
layers of decoder network. Between similar datasets, such
as Dog(2) and Wolf(3) or Fighter Aircraft(7) and Plane(8),
more weights are shared compared to other pairs. However,
some connections are not intuitive, such as Truck(6) and
Fighter Aircraft(7), the system finds it useful to decrease
the overall objective.
where σ is a hyper-parameter that determines the transition
from x2 to σ2 when increasing x. We will discuss how to
set the hyper-parameters σl, 1 ≤ l ≤ L in Section 4.2.
Combining (1) and (3), we arrive at the following opti-
mization formulation for joint learning of neural networks:
min
{θi}
n∑
i=1
fi(θi) + λ
∑
1≤i,j≤n
L−1∑
l=0
ρ(‖(θli, θ
l+1
i )− (θj , θ
l+1
j )‖, σ
l)
(4)
In this paper, we choose λ = 10 for all the experiments.
We also find that due to the usage of the robust norm, the
performance of the resulting networks is insensitive to the
values of λ.
4.2. Optimization
Motivated from the success of applying iterative
reweighted least squares (or IRLS) for minimizing robust
norms (e.g., [8, 5]), we adapt IRLS to solve (4). In the fol-
lowing, we first describe how to initialize the network pa-
rameters, and how to set the hyper-parameters σl, 1 ≤ l ≤
L. We then present the IRLS procedure for solving (4).
4.2.1 Initializing Network Parameters and Determin-
ing Hyper-Parameters
We follow the standard practice in IRLS, which initializes
the network parameters by replacing the robust norm with
the L2-norm:
min{θi}
n∑
i=1
fi(θi) + λ
∑
1≤i<j≤n
L−1∑
l=0
‖(θli, θ
l+1
i )− (θ
l
j , θ
l+1
j )‖
2
(5)
(5) can be reformulated as a special case of minimizing a
general objective function:
min
θi,1≤i≤n
n∑
i=1
fi(θi) +
∑
1≤i<j≤n
L∑
l=1
cijl‖θ
l
i − θ
l
j‖
2 (6)
where cijl > 0 are constants. As we will see later, (6)
can also be used for solving intermediate steps of IRLS. To
avoid breaking the flow of the paper, we defer the technical
details for solving (6) to Section 4.2.3.
Let θli
(0)
, 1 ≤ i ≤ n, 1 ≤ l ≤ L be the resulting network
parameters from (6). We set the layer-wise hyper-parameter
as
σl = mean
1≤i≤n
min
j 6=i
‖(θli
(0)
, θl+1i
(0)
)− (θlj
(0)
, θl+1j
(0)
)‖,
which works well in all of our experiments.
4.2.2 Reweighted Least Squares Regularization
We proceed to apply IRLS to minimize the objective func-
tion in (4). Each iteration of IRLS consists of a weighting
step and an optimization step. In this paper, we consider
splitting the robust norm as ρ(x, σ) = σ
2
σ2+x2 · x
2, leading
to the following weighting-optimization procedure:
Weighting. Denote the network parameters at iteration
k − 1 as θli
(k−1)
. We introduce a weight w
(k)
ijl for term
ρ(‖(θli, θ
l+1
i )− (θ
l
j , θ
l+1
j )‖, σ
l) at iteration k as
w
(k)
ijl =
σl
2
σl2+‖(θl
i
,θ
l+1
i
)−(θl
j
,θ
l+1
j
)‖2
. (7)
Intuitively, the dataset pairs that are further away from each
other at layer l will be associated with small weights.
Optimization. After determining the weights, we modify
(4) and solve the following optimization problem:
{θ
(k+1)
i } = min
{θi}
n∑
i=1
fi(θi) + λ
∑
1≤i,j≤n
L−1∑
l=0
w
(k)
ijl ‖(θ
l
i, θ
l+1
i )− (θ
l
j , θ
l+1
j )‖
2
(8)
(8) is again a special case of (6), and we will discuss the
optimization procedure in Section 4.2.3.
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Figure 3: For the Image Classification task, moving av-
erage of test accuracy vs number of training iterations is
plotted for two datasets: Birds, Dogs (from left to right).
Compared baselines are Isolated-Training (Isolated), L2-
regularization (L2-reg), Shareall, Pretrain-Finetune (Fine-
tune). Our method is indicated as Joint. Consistency
term loss (Closs) vs number of training iterations for Joint
method is also plotted.
We can understand the behavior of IRLS as follows. For
layers with similar parameters, the corresponding weights
are close to 1, while for layers with dissimilar parameters,
the correspondingweights are close to 0. With such weights,
solving (8) would push the layers with similar weights to be
even closer to each other. In the mean-time, layers with
dissimilar weights are likely to be pulled away from each
other due to the data terms. In the end, layers tend to form
clusters.
Across all of our experiments, we found that IRLS con-
verges favorably fast. In our implementation, we monitor
δ(k) := max
1≤i<j≤n,1≤l≤L
|w
(k)
ijl − w
(k−1)
ijl |,
and terminate the IRLS procedure when δ(k) ≤ 10−2. In
our experiments, we found 4-8 iterations are sufficient for
convergence.
Figure 2 illustrates the links that connect layers with sim-
ilar optimized parameters over eight datasets for the task of
learning auto-encoders. We can see that the links reveal
meaningful shared information across the datasets.
4.2.3 Joint Network Optimization
In this section, we describe the technical details for solving
(6), which has been used in the variable initialization stage
as well as the reweighted least squares stage. When n is
large, it is hard to solve (6) directly, since it involves one
copy of the network for each dataset. Motivated from the
success of block-coordinate descent techniques for solving
large-scale optimization problems (c.f. [4]), we propose to
solve (6) by optimizing one network at a time while fixing
the other networks. Specifically, suppose we pick the i-th
network at the current iteration, and with θ
l
j , j 6= i, 1 ≤ l ≤
Lwe denote the current parameters of other networks. Then
Method Birds Dogs Flowers Cars Aircrafts Avg
Joint(ours) 81.08 84.31 95.97 91.43 84.28 87.41
Isolated 78.06 76.70 95.95 92.33 84.62 85.53
L2Reg 64.92 83.40 52.38 66.94 27.19 58.97
L2Reg(25%) 62.52 64.83 67.84 82.54 68.30 69.21
L2Reg(50%) 67.97 67.84 69.38 79.72 65.87 70.16
Shareall 58.03 66.07 80.39 68.99 51.89 65.07
Finetune 78.02 76.31 95.31 91.83 84.86 85.27
Figure 4: Classificaiton accuracy on testing datasets.
Compared baselines are: Isolated-Training (Isolated), L2-
regularization (L2Reg), L2Reg with 25% weight shared,
L2Reg with 50% weight shared, Shareall, and Pretrain-
Finetune(Finetune). Our approach achieves the best overall
performance across all the datasets.
it is clear that (6) reduces to
min
θ
fi(θ)+λ
L∑
l=1
∑
j 6=i
cijl‖θ
l−
∑
j 6=i
cijlθ
l
j/
∑
j 6=i
cijl‖
2 (9)
Since
∑
j 6=i
cijlθ
l
j/
∑
j 6=i
cijl is a constant vector when optimiz-
ing θi, (9) can be considered as a standard network training
problem, and we apply stochastic coordinate descent for op-
timization. At each iteration, we train (9) with one epoch
before moving to the next iteration.
5. Experimental Evaluation
In this section, we present the experimental evaluations
of the proposed approach. We first describe the experimen-
tal setup. We then evaluate the benefits of the proposed ap-
proach on each specific task. Please refer to the supplemen-
tal material for additional results.
5.1. Experimental Setup
Datasets. We summarize the datasets we used for each spe-
cific task below. Please refer to the supplemental material
for a detailed specification:
• Fine-grained image classification. For this task, we
consider five fine-grained classification datasets: Cars
Dataset [18], FGVC-Aircraft Benchmark [21], Stan-
ford Dogs Dataset [15], Caltech-UCSD Birds-200-
2011 [33], 102 Category Flower Dataset [23] for
evaluating our joint learning approach. Note that the
appearance of these images are considered visually
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dissimilar. We pick fine-grained classification tasks
to demonstrate that across different domains, our ap-
proach can still extract meaningfulmutual information,
leading to performance gains. For this task, we employ
InceptionV3 [31] network architecture, with pretrained
weights from ImageNet for initialization. In order to
mitigate over-fitting, we carry out the Inception-style
data augmentationmethods: scale and aspect ratio vari-
ation, and image distortion.
• Auto-encoder learning. The second task considers
image completion from multiple domains of images
with auto-encoders. For this task, we employ a 9-
layer auto-encoder architecture (details are deferred to
the supplemental material). We picked images from 8
classes (image samples are shown in Figure 2), which
are Bird, Dog, Wolf, Flower, Car, Truck, Plane, and
Fighter Aircrafts, using 500 images for training and
100 for testing. All images are retrieved from Ima-
geNet, and sampled from the five fine-grained classifi-
cation datasets. For each image, we randomly cropped
out a 22x22 square for the image completion task.
• Image generation. In the third task we consider im-
age generation using a collection of images from dif-
ferent domains. For this task, we employ the exper-
imental setting (e.g., network architecture) from both
[26] and [2]. We have conducted three experiments
which involve six datasets. The first dataset is com-
prised of video snapshots taken from [3], and contains
3K images of humans walking down a street, while the
second dataset contains 10K synthetic images of hu-
mans walking, which we generated. The third dataset
is CelebA [20], which contains around 200K images,
and the fourth dataset is a collection of 20K black dress
images crawled from the web. We additionally use the
Flower dataset [23] and the Bird dataset [33].
Baseline Approaches. We consider the following four base-
lines to assess the proposed approach.
• Baseline I: Isolated-Training. The first baseline
simply trains the network from each dataset indepen-
dently. To make a fair comparison between the pro-
posed approach and state-of-the-art approaches, we re-
port the performance of state-of-the-art methods that
use AlexNet with weights pre-trained on ImageNet.
Baseline II: L2-regularization The second baseline
replaces the robust-norm by the L2-norm for regulariz-
ing differences in layer-wise parameters. This baseline
assesses the benefit of using the robust norm for regu-
larization.
Baseline III: Shareall. The third baseline simply
shares the same network parameters across all the
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Figure 5: For the Image Completion task, average L2 image
reconstruction loss for eight datasets vs number of training
iterations is plotted. Compared baselines follow the same
standard in Figure 3. We can see our Joint approach leads
to the lowest testing accuracy.
datasets. This baseline is introduced to assess the im-
portance of sharing weights in an adaptive manner.
Baseline IV: Pretrain-Finetune. The fourth baseline
is generalized from the popular pretraining-fine-tuning
paradigm. In this case, we first train a joint model from
all the datasets by sharing weights. We then fine-tune
the joint model on each dataset independently. This
baseline is introduced to assess the advantage of solv-
ing an optimization problem for joint training.
5.2. Task I: Image Classification.
Table 4 illustrates the testing accuracy of our approach
and baseline approaches. Our approach outperforms most
baseline approaches across all the input datasets. The
improvement over Isolated-Training is significant in most
cases, especially on Birds and Dogs dataset. Figure 3
shows the performance gain during training for those two
datasets, and only when consistency loss drops, there are
significant boosts in testing accuracy for Joint method.
This demonstrates the importance of sharing weights. L2-
Regularization improves over Isolated-Training in some
cases. However, falsely linking datasets together causes
unstable behaviors, such as very low testing accuracy on
Aircrafts. Using the robust norm not only lifts the test-
ing accuracy but also insures at least similar performance
compared to Isolated-Training. This shows the advantage
of using a robust norm for regularization in the presence
of diverse datasets. A surprising result is that Shareall
leads to the lowest accuracy in some cases. This can be
understood from the fact that the five datasets are diverse,
6
Random dataset samples
Figure 6: Image generation results. This figure shows the image generation results on three groups of datasets: Human
Walking (Real and Synthetic), Black Dress+Faces, and Flower+Bird. (Top Block) 4 Samples from each dataset in each
group. (Bottom Block) Image generation results. From top row to bottom row: we show Isolated, Shareall, Pretrain-finetune,
L2-regularization and our approach.
and it is important to allow some difference across the net-
works (e.g., using L2-Regularization). Finally, Pretrain-
Finetune improves over Shareall but only matches the per-
formance of Isolated-Training due to the quality of the pre-
trained weights from Shareall. To test that our automatic
weight sharing scheme is better than sharing hand-crafted
features, we also propose two more baseline comparisons:
L2-Regularization with 25% and 50% weight shared in the
first few layers. Our automatic weight sharing scheme out-
performs those baseline methods by more than 15% in aver-
age. Code is publicly available at here.
5.3. Task II: Learning Auto-Encoders
Figure 5 illustrates the average reconstruction loss of
our approach and baseline approaches on the testing data
(which is left out during training). Compared to Isolated-
Training and Pretrain-Finetune, our joint learning method
leads to the smallest reconstruction error on the testing data.
This again shows the importance of sharing weights in a
soft manner and using a robust norm to filter out irrelevant
layers. In particular, compared to Shareall, the performance
gain is significant. Moreover, Pretrain-Finetune results in
overfitting. The improvements over the other two baselines
are also noticeable. For example, the generalization behav-
ior of Isolated remains poor. Figure 2 illustrates links that
connect layers with similar weights. We can see that our ap-
proach successfully recover the intrinsic similarities across
the datasets, e.g., between the two animal datasets and be-
tween the two airplane datasets.
5.4. Task III: Image Generation
We conducted the following three experiments on the im-
age generation task:
• Use DCGAN [26] to generate images of humans walk-
ing down a street by joint learning with 3K real and
10K synthetic images.
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• Use BEGAN [2] to generate images of black dresses
by joint learning with 20K dress and 200K face im-
ages.
• Use BEGAN [2] to generate images of flowers by joint
learning with 2K flower, 6K bird, and 200K face im-
ages.
Figure 6 shows the qualitative results of the image gen-
eration task. We can see that our approach leads to the best
general results across the input datasets. As for baseline ap-
proaches, Isolated training easily overfits the training data.
As the datasets are quite diverse, Shareall, which uses one
network to generate images, tends to generate images that
interpolate across different categories. The resulting images
are thus unrealistic. Starting from Shareall and then fine-
tuning on each dataset certainly improves the visual qual-
ity. However, the results are still not as competent as our
approach. L2-regularization, which uses a soft weight shar-
ing scheme, avoids the issue of generating mixed-class im-
ages experienced by Shareall. However, the issue of L2-
regularization is that it evenly distributes the error, resulting
in overly smooth images.
6. Conclusions and Future Work
In this paper, we have introduced a method for joint
learning of neural networks among a collection of relevant
and diverse datasets for the task of transfer learning. The
key idea behind our approach is to use a robust norm to
automatically identify which layers should be matched be-
tween each pair of datasets. Our formulation also enforces
consistency of matches between adjacent layers. The for-
mulation can be easily optimized via iterative reweighted
least squares. Experimental results show the advantage of
our approach against four baseline approaches, namely, (1)
training from each dataset in isolation, (2) sharing the same
weights across all the networks, (3) finetuning from share-
all, and (4) using the L2-regularization. The improvements
are consistent among the three tasks introduced in this pa-
per, namely, fine-grained image classification, learning auto-
encoders, and image generation.
There are ample opportunities for future research. We
would like to apply our method for other tasks such as depth
prediction and semantic segmentation. Moreover, we would
like to apply our approach to other types of neural networks
such as recurrent neural networks and densely connected
networks. Moreover, we have used the same network archi-
tecture across all datasets. It would be interesting to extend
the approach to jointly learn different but correlated net-
works, e.g., networks for image segmentation and networks
for image classification may share similar convolutional lay-
ers. Finally, we would like to extend our approach for unsu-
pervised domain adaptation across multiple datasets.
References
[1] M. Arjovsky, S. Chintala, and L. Bottou. Wasserstein
GAN. CoRR, abs/1701.07875, 2017.
[2] D. Berthelot, T. Schumm, and L. Metz. Be-
gan: Boundary equilibrium generative adversarial net-
works. arXiv preprint arXiv:1703.10717, 2017.
[3] M. Blank, L. Gorelick, E. Shechtman, M. Irani, and
R. Basri. Actions as space-time shapes. In The Tenth
IEEE International Conference on Computer Vision
(ICCV’05), pages 1395–1402, 2005.
[4] S. Boyd, N. Parikh, E. Chu, B. Peleato, and J. Eck-
stein. Distributed optimization and statistical learn-
ing via the alternating direction method of multipliers.
Found. Trends Mach. Learn., 3(1):1–122, Jan. 2011.
[5] A. Chatterjee and V. M. Govindu. Efficient and robust
large-scale rotation averaging. In ICCV, pages 521–
528. IEEE Computer Society, 2013.
[6] S. Chopra, R. Hadsell, and Y. LeCun. Learning a simi-
larity metric discriminatively, with application to face
verification. In Proceedings of the 2005 IEEE Com-
puter Society Conference on Computer Vision and Pat-
tern Recognition (CVPR’05) - Volume 1 - Volume 01,
CVPR ’05, pages 539–546, Washington, DC, USA,
2005. IEEE Computer Society.
[7] G. Csurka. Domain adaptation for visual applications:
A comprehensive survey. CoRR, abs/1702.05374,
2017.
[8] I. Daubechies, R. Devore,M. Fornasier, and C. S. Gün-
türk. Iteratively reweighted least squares minimization
for sparse recovery. Comm. Pure Appl. Math.
[9] T. Gebru, J. Hoffman, and L. Fei-Fei. Fine-grained
recognition in the wild: A multi-task domain adapta-
tion approach. In The IEEE International Conference
on Computer Vision (ICCV), Oct 2017.
[10] B. Gholami, O. (Oggi) Rudovic, and V. Pavlovic.
Punda: Probabilistic unsupervised domain adaptation
for knowledge transfer across visual categories. In
The IEEE International Conference on Computer Vi-
sion (ICCV), Oct 2017.
[11] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu,
D. Warde-Farley, S. Ozair, A. Courville, and Y. Ben-
gio. Generative adversarial nets. In Z. Ghahramani,
M. Welling, C. Cortes, N. D. Lawrence, and K. Q.
Weinberger, editors, Advances in Neural Information
Processing Systems 27, pages 2672–2680. Curran As-
sociates, Inc., 2014.
[12] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu,
D. Warde-Farley, S. Ozair, A. Courville, and Y. Ben-
gio. Generative adversarial nets. In Advances in neu-
ral information processing systems, pages 2672–2680,
2014.
8
[13] Q. Huang and L. J. Guibas. Consistent shape maps via
semidefinite programming. Comput. Graph. Forum,
32(5):177–186, 2013.
[14] Q. Huang, G. Zhang, L. Gao, S. Hu, A. Butscher, and
L. J. Guibas. An optimization approach for extract-
ing and encoding consistent maps in a shape collection.
ACM Trans. Graph., 31(6):167:1–167:11, 2012.
[15] A. Khosla, N. Jayadevaprakash, B. Yao, and L. Fei-
Fei. Novel dataset for fine-grained image catego-
rization. In First Workshop on Fine-Grained Visual
Categorization, IEEE Conference on Computer Vision
and Pattern Recognition, Colorado Springs, CO, June
2011.
[16] T. Kim, M. Cha, H. Kim, J. K. Lee, and J. Kim. Learn-
ing to discover cross-domain relations with generative
adversarial networks. CoRR, abs/1703.05192, 2017.
[17] D. P. Kingma and M. Welling. Auto-encoding varia-
tional bayes. CoRR, abs/1312.6114, 2013.
[18] J. Krause, M. Stark, J. Deng, and L. Fei-Fei. 3d ob-
ject representations for fine-grained categorization. In
Proceedings of the IEEE International Conference on
Computer Vision Workshops, pages 554–561, 2013.
[19] M.-Y. Liu and O. Tuzel. Coupled generative adver-
sarial networks. In D. D. Lee, M. Sugiyama, U. V.
Luxburg, I. Guyon, and R. Garnett, editors, Advances
in Neural Information Processing Systems 29, pages
469–477. Curran Associates, Inc., 2016.
[20] Z. Liu, P. Luo, X. Wang, and X. Tang. Deep learning
face attributes in the wild. In Proceedings of Interna-
tional Conference on Computer Vision (ICCV), 2015.
[21] S. Maji, J. Kannala, E. Rahtu, M. Blaschko, and
A. Vedaldi. Fine-grained visual classification of air-
craft. Technical report, 2013.
[22] F. Maria Carlucci, L. Porzi, B. Caputo, E. Ricci, and
S. Rota Bulo. Autodial: Automatic domain alignment
layers. In The IEEE International Conference on Com-
puter Vision (ICCV), Oct 2017.
[23] M.-E. Nilsback and A. Zisserman. Automated flower
classification over a large number of classes. In Pro-
ceedings of the Indian Conference on Computer Vi-
sion, Graphics and Image Processing, Dec 2008.
[24] P. Panareda Busto and J. Gall. Open set domain adap-
tation. In The IEEE International Conference on Com-
puter Vision (ICCV), Oct 2017.
[25] S. Poddar and M. Jacob. Clustering of data with miss-
ing entries using non-convex fusion penalties. CoRR,
abs/1709.01870, 2017.
[26] A. Radford, L. Metz, and S. Chintala. Unsu-
pervised representation learning with deep convolu-
tional generative adversarial networks. arXiv preprint
arXiv:1511.06434, 2015.
[27] A. Rozantsev, M. Salzmann, and P. Fua. Beyond
sharing weights for deep domain adaptation. CoRR,
abs/1603.06432, 2016.
[28] P. Russo, F. M. Carlucci, T. Tommasi, and B. Ca-
puto. From source to target and back: symmetric
bi-directional adaptive GAN. CoRR, abs/1705.08824,
2017.
[29] T. Salimans, I. J. Goodfellow,W. Zaremba, V. Cheung,
A. Radford, and X. Chen. Improved techniques for
training gans. CoRR, abs/1606.03498, 2016.
[30] H. Su, C. R. Qi, Y. Li, and L. J. Guibas. Render
for cnn: Viewpoint estimation in images using cnns
trained with rendered 3d model views. In The IEEE
International Conference on Computer Vision (ICCV),
December 2015.
[31] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and
Z. Wojna. Rethinking the inception architecture for
computer vision. In Proceedings of the IEEE con-
ference on computer vision and pattern recognition,
pages 2818–2826, 2016.
[32] E. Tzeng, J. Hoffman, K. Saenko, and T. Darrell. Ad-
versarial discriminative domain adaptation. In The
IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), July 2017.
[33] C. Wah, S. Branson, P. Welinder, P. Perona, and S. Be-
longie. The Caltech-UCSD Birds-200-2011 Dataset.
Technical report, 2011.
[34] T. Zhou, P. Krähenbühl, M. Aubry, Q. Huang, and
A. A. Efros. Learning dense correspondence via 3d-
guided cycle consistency. In Computer Vision and Pat-
tern Recognition (CVPR), 2016.
[35] J. Zhu, T. Park, P. Isola, and A. A. Efros. Unpaired
image-to-image translation using cycle-consistent ad-
versarial networks. CoRR, abs/1703.10593, 2017.
9
