Abstract. We give examples of degree functions deg :
Introduction
Let B be a ring and (G, is a nonempty subset of the totally ordered set G ∪ {−∞}. If U has a greatest element, we define deg (D) to be that element; if U does not have a greatest element, we say that deg (D) is not defined. Note that if D is the zero derivation then deg (D) is defined and is equal to −∞; in fact the condition D = 0 is equivalent to deg(D) = −∞. Also note that, in the special case G = Z, deg (D) is defined if and only if the set U is bounded above.
Consider the associated graded ring Gr(B), which is a G-graded integral domain determined by the pair (B, deg) (see 1.9 for details). It is well-known that each derivation D : B → B such that deg (D) is defined gives rise to a homogeneous derivation gr (D) : Gr(B) → Gr(B). The technique of replacing D by gr (D) , called "homogeneization of derivations", is used quite systematically in the study of G a -actions on affine algebraic varieties. We stress that homogeneization requires prior verification that deg (D) is defined with respect to the given degree function. To clarify the discussion, we introduce the following notion: 1. 1 . Definition. Let A ⊆ B be integral domains of characteristic zero, and let G be a totally ordered abelian group. A degree function deg : B → G ∪ {−∞} is said to be tame over A, or A-tame, if it satisfies: deg (D) is defined for all A-derivations D : B → B.
If deg is not tame over A, we say that it is wild over A, or A-wild. There is a good measure of confusion in relation with degree functions. Consider the following statement:
If B is an integral domain and a finitely generated C-algebra, then all degree functions on B are tame over C. Assertion (×) is false, as it is contradicted by either one of 1.2 [2] , a variant 1 of (×) is stated on page 3 and implicitly used in the proof of Prop. 2; a (necessarily incorrect) proof of (×) is given in [1, 6.2] , and (×) is then used to prove the following false statement [1, Cor. 6.3] : for a C-algebra B, if there exists a degree function deg : B → Z ∪ {−∞} such that Gr(B) is rigid, then B is rigid 2 (1.2 is a counterexample, as B is not rigid but Gr(B) = k[t, t −1 ] is rigid). We provide the correction: if there exists a C-tame degree function deg : B → G ∪ {−∞} such that Gr(B) is rigid, then B is rigid.
Also, one can find many examples in the literature where authors simply omit to raise the question whether deg (D) is defined, as if it were a priori clear that deg (D) is always defined. We hope that our examples will clear-up some of this confusion. Sections 2 and 3 prove the following facts (the reader should compare these results to the statement of 1.7 , below). 1 . 2 . Proposition. Let k be a field of characteristic zero and B = k[X, Y ] = k [2] . Then there exists a degree function deg : B → Z ∪ {−∞} satisfying:
(a) deg(λ) = 0 for all λ ∈ k * ; (b) Gr(B) ∼ = k[t, t −1 ];
1 Instead of assuming that B is finitely generated, the variant assumes that Gr(B) is finitely generated. This variant is false: in 1.2, both B and Gr(B) are finitely generated but deg is wild. 2 One says that B is rigid if the only locally nilpotent derivation D : B → B is the zero derivation.
(c) the only k-derivation D : B → B such that deg (D) is defined is the zero derivation.
In the above statement and throughout this paper, we write A = R [n] to indicate that A is a polynomial ring in n variables over R. The proof of 1.2 is given in Section 2. The next fact is the special case "A = k [1] " of 3.8 ; it shows that wild degree functions with values in N do exist: 1.3 . Proposition. Let k be an uncountable field of characteristic zero and B = k[X, Y, Z] = k [3] . Then there exists a degree function deg : B → N ∪ {−∞} such that deg(λ) = 0 for all λ ∈ k * and with respect to which the degree of
We have a similar result for B = k [2] , but with more restrictions on k:
Let k be a function field 3 over an uncountable field of characteristic zero, and let B = k[X, Y ] = k [2] . Then there exists a degree function deg : B → N ∪ {−∞} such that deg(λ) = 0 for all λ ∈ k * and with respect to which the degree of
: B → B is not defined.
Result 1.4 is an immediate consequence of part (e) of the next result, which exhibits some pathologies with respect to the process of extending degree functions: 1.5 . Proposition. Let k 0 be an uncountable field of characteristic zero, k 1 a function field over k 0 and k 2 the algebraic closure of k 1 . Consider the polynomial rings 
(c) deg 0 is determined by the grading B 0 = i∈N R i of B 0 defined by X ∈ R 2 and Y ∈ R 3 but, for each i = 1, 2, deg i is not determined by a grading of
See 3.7 for the proof of 1.5 . The notion of a degree function determined by a grading is defined in 1.9 . It may be worthwile to state the following consequence of 1.5: 1.6 . Corollary. Let S be the set of degree functions deg :
See 3.9 for the proof of 1.6.
The proof of 1.2 is quite simple, but those of 1.3-1.5 are more delicate because they involve constructing degree functions with nonnegative values and which are still wild. The crucial step is the proof, in 3. 6.7 , that ord t (f ) ≤ 0 for every nonzero element f of the subring k 1 [x, y] of k 2 ((t)). The idea that this inequality could be proved by using an expansion lemma such as 3.2 was inspired by past frequentations with expansion techniquesà la Abhyankar-Sathaye.
Section 4 proves an array of results which assert that degree functions satisfying certain hypotheses are tame. Some of those facts are summarized in the following statement, but note that the results of Section 4 are stronger: 1.7 . Theorem. Suppose that B is an integral domain containing a field k of characteristic zero. Let G be a totally ordered abelian group and deg : B → G ∪ {−∞} a degree function. Then, in each of the cases (a-d) below, deg is tame over k:
(a) B is k-affine and deg is determined by some G-grading of B.
is a one-dimensional function field over the field of fractions of the ring x ∈ B | deg(x) ≤ 0 , and deg has values in N.
Here, Frac(B) denotes the field of fractions of B and "k-affine" means "finitely generated as a k-algebra". Assertions (a), (b), (c) and (d) of 1.7 follow from 4.8, 4.23, 4 .24 and 4.12, respectively (also note that (d) is a special case of (c)).
Assertions (b) and (c) of 1.7 appear to be new. The case G = Z of 1.7(a) is well known, and since the general case has the same proof we assume that it is also known. Assertion 1.7(d) appeared in [3, Thm 2.11, p. 40] , with the mention that it was unpublished work of this author. The material in 4.15-4.24 appears to be new. The results given in 4.1-4.14 are generalizations and strengthenings of known results.
Let us also mention that most of the errors that we pointed out in the discussion between 1.1 and 1.2 can be fixed by using the above Theorem 1.7 in conjunction with the following observation (1.8 is an immediate consequence of 4.11, below): . A subring A of a domain B is said to be factorially closed in B if the conditions x, y ∈ B and xy ∈ A \ {0} imply that x, y ∈ A.
If A ⊆ B are rings then Der(B) (resp. Der A (B)) is the set of derivations (resp. A-derivations) D : B → B.
Let B be a domain and G a totally ordered abelian group. Then each G-grading g of B determines a degree function deg g : B → G ∪ {−∞} as follows. Let B = ⊕ i∈G B i be the grading g. Given x ∈ B, write x = i∈G x i (x i ∈ B i ) and consider the finite set S x = i ∈ G | x i = 0 ; then define deg g (x) to be the greatest element of S x ∪ {−∞}. This is what we mean by a degree function "determined by a grading".
Let B be a domain and deg : B → G ∪ {−∞} a degree function, where G is a totally ordered abelian group. For each i ∈ G, let (D) , and if D is locally nilpotent then so is gr(D).
Proof of 1.2
Let k be a field of characteristic zero.
2.1.
Consider the field k((t)) of Laurent power series over k and the order valuation ord :
Then deg is a degree function on k((t)) and it is easily verified that the associated graded ring Gr k((t)) is isomorphic to k[t, t −1 ].
Note that if B is any ring such that
of the degree function (1) is a degree function on B satisfying deg(λ) = 0 for all λ ∈ k * . Also, there is an injective k-homomorphism Gr B ֒→ Gr k((t)). As any ring
Proof of 1.2. One can show that there exists f (t) ∈ k((t)) such that (t, f (t), f ′ (t)) are algebraically independent over k and ord f (t) ≥ 0. Choose such an f (t) = ∞ j=0 a j t j ; let x = t −1 and y = f (t) and consider the subalgebra B = k[x, y] of k((t)). Note that B = k [2] . Define deg : B → Z ∪ {−∞} as in 2.2 and note (as in 2. 2) that Gr(B) is k-affine and that deg(λ) = 0 for all λ ∈ k * . Note that deg(y − a 0 ) is a negative integer; as deg(x) = 1, it follows that deg(h) | h ∈ B \ {0} = Z. From this, it is easy to deduce that the natural embedding of Gr 
For each n ≥ 1,
We have ∂gn ∂y = x n and
is a sequence in k((t)) which converges to f ′ (t) with respect to the (t)-adic topology. 
On the other hand we have
The right hand side of (3) is a convergent sequence in k((t)), with limit f
is convergent and, by (2) , must converge to 0; so . If E is a set, ℘ fin (E) denotes the set of finite subsets of E and ℘ * fin (E) is the set of nonempty finite subsets of E. 3.2. Lemma. Let (a i ) i∈N be a sequence of elements of a ring A. Define a sequence
has a unique expression as a finite sum
Proof. As F i is monic of degree 2 i , we see that µ(S) is monic for each finite subset S of F i | i ∈ N , and S → deg(µ(S)) is a bijection from the set of finite subsets of
The Lemma follows from this.
3.3.
Lemma. Let L/K be an extension of fields of characteristic = 2 and U a subset of L satisfying:
Then the family µ(F ) F ∈ ℘ fin (U) of elements of L is linearly independent over K.
Proof. This is certainly well-known but, in lack of a suitable reference, we provide a proof. We imitate the proof that if p 1 , . . . , p n are distinct prime numbers then
n , see for instance [8] . The first step is to prove that the set
is empty. Suppose the contrary, and choose (F, G) ∈ Σ which minimizes |G|. Note that G = ∅ by (ii); pick g ∈ G and let G ′ = G \ {g}. By minimality of |G|,
We now prove the assertion of the Lemma, by contradiction. Suppose that S 1 , . . . , S n are distinct elements of ℘ fin (U) such that µ(S 1 ), . . . , µ(S n ) are linearly dependent over K, and suppose that n is the least natural number for which such sets exist. Observe that n ≥ 2 and hence
Relabel the sets S 1 , . . . , S n so as to have u ∈ S 1 ∩ · · · ∩ S m and u / ∈ S m+1 ∪ · · · ∪ S n , and note that 1 ≤ m ≤ n − 1. Choose a 1 , . . . a n ∈ K not all zero such that n i=1 a i µ(S i ) = 0 and note that a 1 , . . . , a n ∈ K * by minimality of n.
where the two sums belong to K[S \{u}] and where m i=1 a i µ(S i \{u}) = 0 by minimality of n. Thus u ∈ K[S \ {u}] and consequently ({u}, S \ {u}) ∈ Σ, a contradiction.
Consider the following conditions on a 4-tuple (k
(vi) the family µ(F ) F ∈ ℘ fin (U) of elements of k 2 is linearly independent over k 1 .
3.5.
Lemma. Let k 0 be an uncountable field of characteristic zero, k 1 a function field over k 0 and k 2 the algebraic closure of k 1 . Then there exists a subset U of k 2 such that (k 0 , k 1 , k 2 , U) satisfies the conditions of 3. 4 . Moreover, if A is a ring such that k 0 ⊆ A ⊆ k 1 and Frac(A) = k 1 , then U can be chosen in such a way that u 2 ∈ A for all u ∈ U.
Proof. Choose a transcendence basis {t
we have n ≥ 1 and it makes sense to define P = t 1 − λ | λ ∈ k 0 , which is an uncountable set of prime elements of R satisfying:
3. 6 . We now fix (k 0 , k 1 , k 2 , U) satisfying the requirements of 3. 4 . This is in effect throughout paragraph 3.6.
Note that the sets E n are pairwise disjoint; when f ∈ E n , we write co
Given ξ ∈ Σ p with notation as in (6), define
Proof. A straightforward calculation gives
Note that g p+1+n is equal to 2f p f p+1+n plus a sum of terms of the form f i f j with i, j < p + 1 + n; this shows that
and, for each i ≥ p + 2,
] has degree 1 by the case i = p + 1 of (9), we see that C p+1 is a finite set.
Since f p (a 0 , . . . , a p ) = 0 and, by (9), co(f i )(a 0 , . . . , a p , X p+1 , . . . , X i−1 ) = 0, we have
Consequently, there are only finitely many a p+1 ∈ k 2 satisfying
So C i is a finite set (for each i) and it follows that C is countable. 3.6.3 . For each p ∈ N we define a set map (well-defined by Lemma 3. 6 .2)
, where the notation for ξ ∈ Σ p is as in (6) . Define a sequence (ξ p ) p∈N by setting ξ 0 = t
Note that ξ p ∈ Σ p for all p ∈ N, and let the notation be as follows:
By (7) we have f p+1,p+1+n = n+1 i=0 f p,p+i f p,p+1+n−i for all p, n ∈ N, and in particular (10) f p+1,p+1 = 2f p,p f p,p+1 for all p ∈ N.
3.6. 4 . Lemma. For each u 0 ∈ U, there exists a sequence (a i ) i∈N of elements of k 2 satisfying the following conditions:
Proof. We define (a i ) i∈N by induction. Define a 0 = u 0 ; note that (a 0 ) ∈ V (ξ 0 ) and that
Define e i = f i,i (a 0 , . . . , a i ) ∈ U, 0 ≤ i ≤ p. By 3.6.2, there exists a countable set C ⊂ k 2 such that, for each a p+1 ∈ k 2 \ C, (a 0 , . . . , a p+1 ) ∈ V (ξ p+1 ). By (10) we have f p+1,p+1 = 2f p,p f p,p+1 , so i (a 0 , . . . , a i ) is an injective map {0, . . . , p + 1} → U.
3.6.5. Corollary. There exist sequences (a i ) i∈N and (e i ) i∈N of elements of k 2 satisfying:
(a) f i,i (a 0 , . . . , a i ) = e i for each i ∈ N; (b) i → e i is an injective map from N to U; (c) a 0 = e 0 is transcendental over k 0 .
Proof. By 3.4(v), we may pick u 0 ∈ U transcendental over k 0 ; then choose (a i ) i∈N satisfying conditions (a-c) of 3.6.4 and set e i = f i,i (a 0 , . . . , a i ) for each i ∈ N.
3.6.6. Definition. Choose sequences (a i ) i∈N and (e i ) i∈N of elements of k 2 satisfying the conditions of 3.6.5. Define x = t −2 and y = t −3 ∞ n=0 a n t 3n ∈ k 2 ((t)) and, for each i ∈ {0, 1, 2}, consider the subring
) and the degree function deg i :
The notations of 3.6.6 are fixed until the end of 3.6. We will now show that x, y are algebraically independent over k 1 and that deg 1 has values in N ∪ {−∞}. Let 2, 3 denote the submonoid of (Z, +) generated by {2, 3}.
1 and deg 1 (f ) ∈ 2, 3 for all f ∈ B 1 \ {0}. Proof. Consider the subring R of k 1 (X 0 , X 1 , . . . )((t)) whose elements are the series
for all i ∈ Z and f i = 0 for i ≪ 0, and the homomorphism of k 1 -algebras
As ξ p ∈ Σ p ⊂ R, we may define
, so in particular (11) y p = e p t −3 + higher powers of t, for all p ∈ N.
Note that y 0 = t −3 ∞ n=0 a n t 3n and y p+1 = ϕ(ξ
As e 2 p ∈ k 1 for all p, this implies that (y p ) p∈N is a sequence of elements of
1 and let π : k 1 [X, Y ] → B 1 be the k 1 -homomorphism sending X to x and Y to y. Also define the sequence (F p ) p∈N of elements of
, and e S = r i=1 e p i ∈ k 2 (in particular F ∅ = 1, y ∅ = 1 and e ∅ = 1). Then (11) implies that, given α(X) ∈ k 1 [X] \ {0}, (13) π(α(X)F S ) = α(x)y S = λe S t m + higher powers of t, for some λ ∈ k * 1 and m ∈ −2, −3 .
for each i, and S 1 , . . . , S N are distinct finite subsets of N. Then (13) gives
for some λ 1 , . . . , λ N ∈ k * 1 and m 1 , . . . , m N ∈ −2, −3 . By part (vi) of 3.4 together with the fact that p → e p is injective, the elements e S 1 , . . . , e S N of k 2 are linearly independent over k 1 ; so π(G) = 0 and ord t (πG) = min{m 1 , . . . , m N } ∈ −2, −3 . It follows that π :
1 . We also obtain deg 1 (f ) = − ord t (f ) ∈ 2, 3 for all f ∈ B 1 \ {0}, so the Lemma is proved.
As k 2 /k 1 is algebraic, 3.6.7 implies that x, y are algebraically independent over k 2 , so: 
. Using y = a 0 t −3 + a 1 + a 2 t 3 + · · · and x = t −2 , we find w = 2a 0 a 3 t 3 + higher powers of t, so ord t (w) > 0. Note that w = 0, since x, y are algebraically independent over k 2 . So deg(w) is a negative integer and consequently 2, 3, deg(w) = Z, which proves the Lemma. 3 . 6 .12. Lemma. Gr(B 1 ) is not affine over k 1 and Gr(B 2 ) is affine over k 2 .
Proof. The fact that Gr(B 2 ) is affine over k 2 follows from k 2 ⊂ B 2 ⊂ k 2 ((t)) and deg 2 = − ord t , by 2.2. Because B 1 k 1 ((t)), we cannot apply the same argument and show that Gr(B 1 ) is affine. In fact 1.7(b) implies that Gr(B 1 ) is not affine over k 1 , because deg 1 has values in N (3.6.7) and deg 1 (D 1 ) is not defined (3.6.10) .
The fact that a 0 is transcendental over k 0 (cf. 3.6 .5 and 3.6.6) played no role up to this point. It is needed for the following: 3.6.13. Lemma. Let g be the N-grading B 0 = k 0 [x, y] = i∈N R i of B 0 defined by the conditions R 0 = k 0 , x ∈ R 2 and y ∈ R 3 . Then deg 0 is the degree function determined by g. Consequently, deg 0 (D 0 ) is defined and Gr(B 0 ) is affine over k 0 .
Proof. For each i, j ∈ N,
and a 0 is transcendental over k 0 . It easily follows that if S is a nonempty finite subset of N 2 and (λ ij ) (i,j)∈S is a family of elements of k 0 \ {0}, then ord t
or equivalently, deg 0 (i,j)∈S λ ij x i y j = max 2i + 3j | (i, j) ∈ S . So deg 0 is the degree function determined by g. A straightforward calculation shows that deg 0 (D 0 ) is defined and is equal to −3 (alternatively, deg 0 (D 0 ) is defined by 1.7). Since deg 0 is determined by a grading of B 0 , we have Gr(B 0 ) ∼ = B 0 , so Gr(B 0 ) is affine. 3 . 7 . Proof of 1.5. Let k 0 be an uncountable field of characteristic zero, k 1 a function field over k 0 and k 2 the algebraic closure of k 1 . By 3.5, there exists a set U such that (k 0 , k 1 , k 2 , U) satisfies the requirements of 3.4 ; then all results of paragraph 3.6 are valid when applied to (k 0 , k 1 , k 2 , U). Define the degree functions deg i (i = 0, 1, 2) as in 3.6.6 and note that, by 3.6.7 , deg 0 and deg 1 ) is not defined. Proof . Let k 0 = k, k 1 = Frac(A) and k 2 the algebraic closure of k 1 . By 3.5, there exists a set U such that (k 0 , k 1 , k 2 , U) satisfies the requirements of 3.4 and u 2 ∈ A for all u ∈ U. So we are done by 3.6.9. 3 .9. Proof of 1. 6 . There exist an uncountable field k 0 of characteristic zero and a function field k 1 over k 0 such that the algebraic closure of k 1 is C. Then the triple (k 0 , k 1 , k 2 = C) satisfies the hypothesis of 1 
Some positive results
We prove several results which assert that degree functions satisfying certain hypotheses are tame. The main results are 4.6 We also define δ D (S) ∈ G ∪ {−∞} for certain subsets S of B. If S is a nonempty subset of B such that the subset Define the transitive relation D on the powerset ℘ (B) of B by declaring that, for
Then it is clear that
Noting that S ⊆ S ′ implies S D S ′ , we obtain the following useful special case of (14): (
Proof. We write δ = δ D . Given x, y ∈ B \ {0},
assertion (1) follows by induction.
so assertion (2) 4.6. Proposition. Let G be a totally ordered abelian group, B = i∈G B i a G-graded integral domain of characteristic zero and deg : B → G ∪ {−∞} the degree function determined by the grading. Assume that B is finitely generated as a B 0 -algebra and let A be a subring of B 0 satisfying trdeg A (B 0 ) < ∞. Then deg is tame over A.
More precisely, given any choice of z 1 , . . . , z m ∈ B 0 and homogeneous x 1 , . . . , x n ∈ B such that B 0 is algebraic over A[z 1 , . . . , z m ] and B = B 0 [x 1 , . . . , x n ] ,
Proof. Let z 1 , . . . , z m ∈ B 0 and x 1 , . . . , x n ∈ B be as in the statement. Let 
, we may assume that x is homogeneous.
Suppose that
n with b i ∈ B 0 and e ij ∈ N. We have deg(
. . , δ(x n ) , so δ(µ i ) ≤ M and we are done. 4 . 7 . Corollary. Let G be a totally ordered abelian group, B = i∈G B i a G-graded integral domain of characteristic zero and deg : B → G ∪ {−∞} the degree function determined by the grading. Assume:
(1) B has finite transcendence degree over a field k (2) B is finitely generated as a B 0 -algebra. Then deg is tame over k.
More precisely, given any choice of z 1 , . . . , z m ∈ B 0 and homogeneous More precisely, given any choice of homogeneous elements
Proof. Fix a grading B = i∈G B i which determines deg and note that k ⊆ B 0 . Given homogeneous elements x 1 , . . . , x n ∈ B satisfying B = k[x 1 , . . . , x n ], it is certainly the case that B = B 0 [x 1 , . . . , x n ]. We may also choose z 1 , . . . , z m ∈ B 0 such that each z i is a monomial of the form x e i1 1 · · · x e in n (e ij ∈ N) and B 0 is algebraic over 4 .9. Corollary. Let R be a domain of finite transcendence degree over a field k of characteristic zero and let
. Let G be a totally ordered abelian group and define a G-grading on B by choosing (d 1 , . . . , d n ) ∈ G n and declaring that the elements of R \ {0} are homogeneous of degree 0 and that (for each i) X i is homogeneous of degree d i . Let deg : B → G ∪ {−∞} be the degree function determined by this grading. Then deg is tame over k.
More precisely, if
Proof. Let B = i∈G B i be the grading and choose ξ 1 , . . . , ξ N ∈ B 0 such that each ξ i is a monomial of the form X
Part (1) 
We first observe that if s ∈ S then
Applying part (1) of 4.4 to δ S −1 D gives, for any x ∈ B and s ∈ S,
This shows that ∀ u ′ ∈U ′ ∃ u∈U u ′ ≤ u. This, together with U ⊆ U ′ , proves the Lemma. Moreover, if t ∈ B is such that ∆(t) = 0 and ∆ 2 (t) = 0, and z 1 , . . . , z m ∈ ker ∆ are such that ker ∆ is algebraic over 
11, so we are done. 4 .13. Remark. Let the notations and assumptions be as in 4.12. Then (18) can be rewritten (thanks to 4.5) as
However, if we suppose that ker D = ker ∆ then Cor. 2.16 on p. 42 of [3] asserts that deg ∆ (D) = δ D ker ∆ ; this last claim is not correct, as shown by the following
Here is another common situation where 4.11 is useful (compare with 1.8):
n ] be the ring of Laurent polynomials in n variables over a field k of characteristic zero, let g be a G-grading of L where G is some totally ordered abelian group, and let deg g : L → G∪{−∞} be the degree function determined by g. Let B be a ring such that k[X 1 , . . . , X n ] ⊆ B ⊆ L and let deg : B → G ∪ {−∞} be the restriction of deg g . Then deg is tame over k. Moreover, if we also assume that each 
where for the last equality we used that 
Finite generation of the associated graded ring
We shall now study triples (B, G, deg) as in 4.1 which satisfy the additional condition that Gr B is a finitely generated algebra over a zero-subring (as explained in 4.18, below). For this type of consideration, the following device is useful. 4 .15. Definition. Let (B, G, deg) be as in 4.1.
(1) By a subpair of (B, Gr B), we mean a pair (A,Ā) where A is a subset of B, 1 ∈ A,Ā is a homogeneous subring of Gr B and:
( †) Each homogeneous element ofĀ is of the form gr(a) for some a ∈ A. 
, where R is the subring of B generated by A.
Proof. Let (A,Ā) be a subpair of (B, Gr B), let x ∈ B, and consider (A,Ā) x = (A x ,Ā[gr(x)]); we show that (A,Ā) x is a subpair of (B, Gr B). We may assume that x = 0, because (A,Ā) 0 = (A,Ā). As 1 ∈ A and A ⊆ A x , we have 1 ∈ A x . We have to show that ifȳ is a homogeneous element ofĀ[gr(x)] thenȳ = gr(y) for some y ∈ A x .
Note that this is clear ifȳ = 0 (because ( †) implies 0 ∈ A, hence 0 ∈ A x ), so assumē y = 0. We haveȳ
for some m ∈ N and some homogeneous elementsā 0 , . . . ,ā m ∈Ā satisfying
for all j such thatā j = 0.
and that y = gr m i=0 a i x i , soȳ = gr(y) for some y ∈ A x . So (A,Ā) x is indeed a subpair of (B, Gr B), and assertion (1) is proved.
Let D ∈ Der(B), assume that (A,Ā) is a D-subpair of (B, Gr B) and let x ∈ B. To show that (A,Ā) x is a D-subpair of (B, Gr B), we have to show that δ D (A x ) is defined. We may assume that x = 0. Let y ∈ A x ; then we may write y = m i=0 a i x i for some m ∈ N and a 0 , . . . , a m ∈ A such that ( ‡) holds, i.e., deg(a j x j ) = deg y whenever a j = 0.
Write
and it follows that
As 1 ∈ A, we have x ∈ A x and hence A ∪ {x} ⊆ A x . Thus 
Gr B is a finitely generated k-algebra. Then deg is tame over k and B is a finitely generated k-algebra. More precisely, if x 1 , . . . , x n ∈ B are such that Gr B = k[gr(x 1 ), . . . , gr(x n )], then: Consider the associated graded rings Gr(B), Gr(B ′ ) = i∈G B 
