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ABSTRACT
Proposed third generation gravitational wave (GW) interferometers such as Cosmic Explorer
will have the sensitivity to observe double neutron star (DNS) mergers up to a redshift of
∼ 5 with good signal to noise ratios. We argue that the comoving spatial distribution of DNS
mergers leaves a unique imprint on the statistical distribution of signal to noise ratios (SNRs)
of the detected DNS mergers. Hence the SNR distribution of DNS mergers will facilitate a
novel probe of their redshift evolution independent of the luminosity distance measurements.
We consider detections of DNS mergers by the third generation detector Cosmic Explorer
and study the SNR distribution for different possible redshift evolution models of DNSs and
employ Anderson Darling p-value statistic to demonstrate the distinguishability between these
different models. We find that a few hundreds of DNS mergers in the Cosmic Explorer era
will allow us to distinguish between different models of redshift evolution.
1 INTRODUCTION
The first two observation runs of advanced LIGO and Virgo inter-
ferometers have led to the detections of 10 binary black hole merg-
ers (Abbott et al. 2016b,e, 2017b,c,l, 2018a,b, 2016a) and a binary
neutron star merger (Abbott et al. 2017d). The binary neutron star
merger was also observed in various bands of the electromagnetic
spectrum from gamma rays to the radio (Abbott et al. 2017f; Gold-
stein et al. 2017; Valenti et al. 2017; Ruan et al. 2018; Margutti et al.
2018; D’Avanzo et al. 2018; Troja et al. 2018; Lyman et al. 2018;
Resmi et al. 2018; Lazzati et al. 2018), These detections have given
us unique insights about the astrophysics (Abbott et al. 2016f,g,d,
2017h,g,i,j; Albert et al. 2017; Abbott et al. 2019), cosmology (Ab-
bott et al. 2017e) and fundamental physics (Abbott et al. 2016c,e,
2017b,h, 2018c, 2019, 2017g,i,j; Albert et al. 2017; Abbott et al.
2017k). With the planned upgrades of advanced LIGO and other
similar interferometers [Virgo (Abbott et al. VIR), KAGRA (Aso
et al. 2013), LIGO-India Iyer et al. (2011)] joining the world-wide
network of GW detectors, we are gearing up for exciting times
in GW astronomy. There are ongoing research and development
activities towards third generation ground-based detectors such as
Einstein Telescope (ET) (Sathyaprakash et al. 2012, ET) and Cos-
mic Explorer (Dwyer et al. 2015). Following the success of LISA
Pathfinder (Armano et al. 2016), the space-based LISA mission is
now funded (Babak et al. 2017). With these developments, GW as-
tronomy is going to be a very active field of research in the coming
decades (Sathyaprakash & Schutz 2009).
In addition to the direct extraction of source parameters using
parameter estimation algorithms, the signal to noise ratios of the ob-
served GW events may carry a wealth of astrophysical information.
Recently Schutz (Schutz 2011) pointed out, on very general grounds,
that the observed signal to noise ratio (SNR) of the GW events de-
tected by GW detectors should follow a universal distribution if the
underlying spatial density of the source population is constant within
the volume accessible to the detectors. This distribution is indepen-
dent of the type of the sources and hence referred to as universal.
As argued by Schutz (Schutz 2011), the universality arises from the
fact that the SNR of the GW events are inversely proportional to
the luminosity distance (ρ ∝ 1DL ) and at relatively low redshifts (say,
z . 0.1) the luminosity distance and co-moving distance can be
approximated to be the same. More precisely, following Chen and
Holz (Chen & Holz 2014), the probability of a source (say a com-
pact binary merger) to be found within a shell of thickness dD, at a
co-moving distance of D, goes as fDdD ∝ D2 dD, if the co-moving
number density of the source population is constant. Since ρ ∝ 1D ,
the distribution of SNR corresponding to the particular source dis-
tribution, can easily be shown to follow p(ρ) = fD
∣∣∣ dD
dρ
∣∣∣ ∝ 1
ρ4
. After
normalization, we obtain
p(ρ) =
3ρ3th
ρ4
, (1)
where ρth is the SNR threshold used for detection. The above deriva-
tion crucially assumes that the properties of the source population
(such as mass distribution) do not evolve with redshift. Chen and
Holz (Chen & Holz 2014) explored various implications of this uni-
versal distribution for the sources detectable by second generation
detectors such as advanced LIGO/Virgo. This universal distribu-
tion is also an ingredient used in (Abbott et al. 2016g) to derive a
bound on the rate of the binary black hole mergers from the first
observation run of LIGO (Abbott et al. 2016e).
Motivated by (Schutz 2011) and (Chen & Holz 2014), in this
paper, we study the SNR distribution of compact binary mergers but
c© 2019 The Authors
ar
X
iv
:1
80
1.
05
94
2v
2 
 [g
r-q
c] 
 12
 Ju
l 2
01
9
2 Shilpa Kastha et al.
for cosmological sources. For binary black hole mergers, their mass
distribution is likely to influence the SNR distribution as much as
the cosmological evolution ( see for instance Vitale (2016)) which
makes it difficult to disentangle the two effects. However, that is not
the case with DNS mergers as the masses are expected to vary over
a relatively smaller range compared to binary black hole mergers.
The planned Cosmic Explorer (CE) will have enough sensitivity
to detect DNS mergers with good SNR (∼ 12) up to a redshift of
∼ 5 (Sathyaprakash et al. 2012, ET).
Considering CE sensitivity as representative of the third gener-
ation GW detector, in this paper, we study how the SNR distribution
of DNS mergers observed by CE gets affected by the redshift evolu-
tion of their rate density and hence use the detected SNR distribution
to probe the underlying redshift evolution of DNS mergers. Consid-
ering astrophysically motivated models for the redshift evolution
of DNS merger rate density, we study how distinguishable are the
resulting SNR distributions from each other. The novelty of the
proposed method is that it does not rely on the direct measurement
of distance or redshift but requires only the signal-to-noise ratios.
We find that observations of the order of a few hundreds of DNS
mergers are sufficient to distinguish between different redshift evo-
lution models. As the projected detection rate of DNS mergers by
the third generation GW detectors is of the order a few hundreds to
thousands (Abernathy et al. 2010), one year of observation by CE
may itself be sufficient to track the redshift evolution of DNS using
this method.
The paper is organized in the following way. In Sec. 2 we con-
sider the cosmological effects on the optimal SNR of compact binary
sources. In Sec. 3 we explore how the different DNS merger rate
densities affect the SNR distributions. In Sec. 4 we discuss whether
the distributions corresponding to all the merger rate densities are
distinguishable from each other.
2 EFFECTS OF COSMOLOGICAL EXPANSION ON THE
SIGNAL TO NOISE RATIO OF COMPACT BINARIES
The data analysis technique of matched filtering (Helström 1968;
Wainstein & Zubakov 1962) is usually employed to detect compact
binary mergers using GW observations. Matched filtering involves
cross-correlating various copies of the expected gravitational wave-
forms (templates) corresponding to different signal parameters (such
as masses and spins), with the data, which potentially contains the
signal (in addition to the noise). The template which maximizes the
correlation is referred to as optimal template and the corresponding
signal to noise ratio is called optimal SNR which is defined as
ρ =
√
4
∫ ∞
0
|h˜( f )|2
S h( f )
d f , (2)
where S h( f ) is the detector’s power spectral density (PSD) and h˜( f )
is the frequency domain gravitational waveform (See, for instance,
Sec. (5.1) of (Sathyaprakash & Schutz 2009) for details).
We employ restricted post-Newtonian (PN) waveform
(RWF), h˜( f ) = A f −7/6eiψ( f ), where A is the amplitude and
ψ( f ) is the frequency domain GW phase. In RWF, the PN
corrections to the amplitude of the gravitational waveform are
ignored but the phase is accounted for to the maximum accuracy.
Using the RWF, the optimal SNR for GW events of compact
binary systems can be expressed as (Cutler & Flanagan 1994)
ρ(m1,m2,DL, θ, φ, ψ, ι) =
√
4
A2
D2L
[
F2+(θ, φ, ψ)(1 + cos2 ι)2 + 4F2×(θ, φ, ψ) cos2 ι
]
I(M), (3)
where F+,×(θ, φ, ψ) are the antenna pattern functions for the ‘plus’
and ‘cross’ polarizations, A = √5/96 pi−2/3M5/6,M is the chirp
mass, which is related to the total mass M byM = M η3/5, where
η = m1m2M2 is the symmetric mass ratio of the system and m1, m2
are the component masses. The four angles {θ, φ, ψ, ι} describe the
location and orientation of the source with respect to the detector.
I(M) is the frequency integral defined as
I(M) =
∫ ∞
0
f −7/3
S h( f )
d f '
∫ fLSO
flow
f −7/3
S h( f )
d f . (4)
In the last step, we have replaced the lower and upper limit of the
integral by the seismic cut off, flow, of the detector and the frequency
at the last stable orbit of the black holes with masses m1 and m2,
respectively. The GW frequency at the last stable orbit (LSO) upto
which PN approximation is valid, as a function of the total mass
M is, fLSO = 163/2 piM . This is the expression for the frequency at the
LSO of a Schwarzschild BH with total mass M.
As we use CE as a proxy for third generation detectors in this
work, the signal to noise ratio computations uses the following fit for
the Cosmic explorer wide band (CE-wb) sensitivity curve (Abbott
et al. 2017a)
S h( f ) = 5.62 × 10−51 + 6.69 × 10−50 f −0.125 + 7.80 × 10−31 f −20
+ 4.35 × 10−43 f −6 + 1.63 × 10−53 f + 2.44 × 10−56 f 2
+ 5.45 × 10−66 f 5 Hz−1 . (5)
Next we discuss the effect of cosmology on the gravitational wave-
form and hence the expression for SNR.
2.1 Effects of cosmological expansion
Assuming a flat Λ CDM cosmological model (Ade et al. 2014;
Aghanim et al. 2018) for the universe, we explore the modification
to the SNR for compact binary systems at cosmological distances.
Cosmological expansion of the universe affects the gravitational
waveforms in two ways. According to general relativity, GW ampli-
tude is inversely proportional to the co-moving distance D, which
is no longer same as the luminosity distance DL but is related by
DL = D (1 + z), where z is the redshift to the source. Due to the
expansion of universe, there is an additional factor (1 + z) in the
denominator of the amplitude. This is already accounted in Eq. 3
as it is written in terms of DL. Secondly, due to the cosmological
expansion, the gravitational wave frequency gets redshifted. This
results in redefining the chirp mass in such a way that the observed
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chirp mass (M) is related to the corresponding chirp mass in the
source frame (Msource), byM =Msource (1 + z). This happens due
to the fact that the only time scale of the problem GMc3 , is redshifted,
which is completely degenerate with mass and hence leading to the
notion of redshifted mass (see Sec. 4.1.4 of (Maggiore 2007)). In or-
der to explicitly incorporate these effects, we re-write the expression
for SNR in Eq. 3 as
ρ =
M5/6source
D(1 + z)1/6
g(θ, φ, ψ, ι)
√
I(M), (6)
where all the angular dependencies in the waveform are captured
into the definition of g(θ, φ, ψ, ι) and other variables have their usual
meanings.
In a flat FLRW cosmology, the comoving distance (following
c = G = 1 units), corresponding to a redshift z (Ref. (Hogg 1999;
Wright 2006)) is given by
D(z) =
1
H0
∫ z
0
dz′
E(z′)
, (7)
where H0 is the Hubble constant and
E(z) =
√
Ωm(1 + z)3 + ΩΛ, (8)
with the total density parameter (Ω) consisting of matter (dark and
baryonic) density (Ωm) and cosmological constant (ΩΛ). Throughout
this work, we consider a cosmology with ΩΛ = 0.7 and Ωm = 0.3
and H0 = 72km/Mpc/sec (Ade et al. 2014; Aghanim et al. 2018).
Given that z is a function of D (Eq. 7), it is clear from Eq. 6
that the simple scaling relation for SNR (ρ ∝ 1/D) would no longer
hold. Hence it is obvious that the universal SNR distribution given
in Eq. 1 does not apply any more. In the next section we discuss
the effect of redshift evolution on the SNR distribution and how
the SNR distribution encodes the signature of merger rate density
evolution.
3 IMPRINTS OF CO-MOVING MERGER RATE
DENSITY EVOLUTION OF DNS SYSTEMS ON THE
SNR DISTRIBUTION
Usually it is assumed that the DNS formation rate follows the star
formation rate while their merger rate will depend also on the delay
time distribution: the distribution of the time delay between the for-
mation and the merger. Hence following Ref. (Regimbau & Hughes
2009), binary merger rate density can be written as
R(z) ∝
∫ ∞
tmind
ρ˙∗(z f (z, td))
1 + z f (z, td)
P(td) dtd, (9)
where ρ˙∗ is the star formation rate, td the delay time and tmind the
minimum delay time for a binary to merge since its formation. The
redshift z describes the epoch at which the compact binary merges
where as z f is the redshift at which its progenitor binary forms and
they are related by a delay time td. The factor P(td) is the distribu-
tion of the delay time. According to various population synthesis
models (Ando 2004; O’Shaughnessy et al. 2008; de Freitas Pacheco
et al. 2006; Tutukov & Yungelson 1994; Lipunov et al. 1995; Bel-
czynski et al. 2008), the delay time follows a power-law distribution,
P(td) ∝ 1/td, with td > tmind . The factor (1 + z f )−1 takes into account
the cosmological time dilation between the star formation and the
merger.
For our analysis in this paper, we use two merger rate models,
following the two star formation rate models proposed by Hopkins
& Beacom (2006) and Wilkins et al. (2008) and denote them as
MHB and MWilkins, respectively. In both the cases we consider (Bel-
czynski et al. 2008; Belczynski & Kalogera 2001) tmind ∼ 20Myr. As
discussed in Ref. (Dominik et al. 2013), the redshift evolution of
x of the host galaxy affects the merger rate of DNS binaries (see
their top panel of Figures 3 and 4.). For higher metallicities, the
peak of the merger rate density shifts towards lower redshifts. From
this perspective, our MWilkins is representative of the case where the
DNS mergers dominantly happen in high metallicity environments,
shifting the peak towards lower redshifts. We also consider another
model of rate density evolution, obtained by Wanderman & Piran
(2015),
RWP(z) = 45Mpc−3Gyr−1.
{
e(z−0.9)/0.39 z ≤ 0.9
e−(z−0.9)/0.26 z > 0.9
This is a model (denoted as MWP) derived based on the short GRBs
observed by the Gamma-Ray satellites accounting for the effect of
beaming. Though, some what indirect, we use this model to have
enough diversity in the set of models we compare against.
Along with these models, we also consider a case with con-
stant comoving rate density M0 characterized by R(z) = R0 =
1Mpc−3Myr−1. Left panel of Fig. 1 shows the normalized forms
of all the merger rate density models discussed above.
Given the merger rate density R(z) (in units of Mpc−3Myr−1),
the total number of sources (in units of Myr−1) in a co-moving
volume of radius D is,
N(D) ∝
∫ D
0
R(z(D′))
1 + z(D′)
D′2dD′, (10)
where z can be numerically inverted to obtain the corresponding co-
moving distance D. The (1+z) factor in the denominator accounts for
the time dilation between the source-frame and the observer-frame.
Considering the proposed models above to be the underlying
source distribution within the co-moving volume and assuming
isotropy, we obtain the optimal SNR distribution of DNS mergers
for CE (right panel of Fig. 1). To generate the source population
for obtaining the optimal SNR distributions corresponding to dif-
ferent R(z) (left panel of Fig 1), first the sources are assumed to be
uniformly located and oriented on the sphere parametrized by the
comoving distance. This is achieved by making sure that the azimuth
angles φ, ψ are drawn from a uniform distribution [0, 2pi] and the
polar angles θ, ι are chosen such that their cosines are uniformly dis-
tributed between [−1, 1]. These choices ensure that at any radius, the
source population is uniformly located and oriented on the surface
of the sphere. Further, we need to distribute the sources within the
detection volume specified by the maximum radius Dmax(ρth,M) (or
zmax(ρth,M)), which depends on the SNR threshold (=12). Hence we
choose N(D) to be uniformly distributed between N(1) and N(Dmax)
and for each realization, we numerically solve Eq (10) to obtain
corresponding D value from N(D).
Using the procedure outlined above, we compute the optimal
SNR distributions for the different models by imposing the SNR
threshold of 12 which is shown in the right panel of Fig 1. Next we
discuss how many detections are required for these models to be
statistically distinguishable from each other.
4 STATISTICAL TESTS OF DISTINGUISHABILITY OF
VARIOUS MODELS
In this section, we demonstrate the distinguishability of the SNR
distributions corresponding to all the merger rate density evolution
models discussed in the previous section. First of all, we discuss
MNRAS 000, 1–?? (2019)
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Figure 1. Figure on the left panel shows the evolution of co-moving merger rate density with redshift for four different models, M0 stands for the constant
comoving merger rate, MWP represents the model for rate density evolution obtained by Wandermann & Piran (Wanderman & Piran 2015), MHB and MWilkins
denote the merger rate models obtained in Ref. (Regimbau & Hughes 2009; Van Den Broeck 2014) following the star formation rates given in ref. (Hopkins &
Beacom 2006) and (Wilkins et al. 2008) respectively. Figure on the right most panel contains the corresponding normalised SNR distributions.
how to account for the error bars on the SNRs associated with GW
detections and then we discuss the distinguishability of different
models.
4.1 Error bars on the SNRs
In reality, GW detections are made applying certain detection thresh-
old on the matched filter SNRs which are calculated by matching the
observed data and a template bank of precomputed GW waveforms.
However, the SNR distributions in the right panel of Fig. 1 are pro-
duced using optimal SNR for each source, where optimal SNR is a
point estimate (SNR of the best fit template from matched filtering).
Therefore it is important to fold in the error bars to the point esti-
mates of SNRs to account for the usage of matched-filtering in the
process of GW detections.
Under the assumption of zero mean Gaussian random noise in
the detectors, the matched filter SNR (σ) follows the Rice distribu-
tion (Rice 1945) of the following form
f (σ, ρ) = σ exp
(
− σ
2 + ρ2
2
)
I0(ρσ), (11)
where ρ is the optimal SNR and I0 is the zeroth-order modified
Bessel function of the first kind (see (Moore et al. 2019) for a
detailed discussion). In order to account for the errors on SNRs in
our distributions, we first calculate the optimal SNR (say ρi) for
each source and then replace it with a number chosen at random
from the distribution f (σ, ρi) ( Eq. 11).
4.2 Statistical tests
Now we quantify the distinguishability of the different SNR dis-
tributions by employing the Anderson-Darling (AD) (Anderson &
Darling 1952) test. The AD test is a well-known tool used to assess
whether a sample data belongs to a reference distribution. The test
returns a probability value (p value) for the “null" hypothesis that
sample belongs to the reference distribution. If the null hypothesis is
true, the p value distribution obtained by performing the experiment
multiple time is uniform between 0 and 1 with a median p value of
0.5. If the sample does not belong to the reference distribution, the p
value distribution will sharply peak around 0. A p value distribution
weighted more towards 0, implies a stronger evidence of rejecting
the null hypothesis or ability to distinguish the two distributions.
In order to quantify the distinguishability between two arbitrary
merger rate density models M and N, we follow the procedure
below. First we synthesize a fiducial data of SNR distribution of
size n (number of detections) assuming that the model M is the
true distribution. As the data contains noise, we will account for the
errors on the SNRs in the synthesized data along the lines mentioned
earlier. The data is labelled as dataM , where the subscript refers to
the underlying model. Then, we carry out the AD test between
dataM and the reference distribution pN(ρ) which is the predicted
SNR distribution corresponding to the model N. In the above step,
since pN(ρ) is the theoretical prediction, it is always free of errors
which is ensured by using sufficiently large number of samples to
generate that.
The test returns a p value which is denoted as P(M|N). Due
to limited number (n) of synthesized samples, the dataM may not
capture the essence of the model M and hence affects the p value.
To account for this, we repeat the p value estimation 100 times,
each time synthesizing the dataM randomly and then compute the
median of the resulting p value distribution. The median of p values
is denoted as P¯(M|N).
4.3 Weighted p-values
As mentioned earlier, we have used Rice distribution to model the
errors in SNR. The presence of these errors in the data will affect the
p values which in turn can lead to false detection or false rejection.
For example, the median of the p value distribution resulting from
AD test of dataM with the model M, in principle, should be 0.5. But
due to the errors, the test may return a lower median which may
even lead to the rejection of the null hypothesis when it is actually
true. In our case, we have multiple models {N} to be tested against
the dataM and p value for each model (P¯(M|N)) will decrease due to
the errors thereby reducing the ability to distinguish between various
models.
In order to quantify the distinguishability between the data and
a model along the lines described earlier, we introduce the notion
MNRAS 000, 1–?? (2019)
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Figure 2. Weighted p-values (P¯w(M|N)) from Anderson-Darling test performed on the data obtained from the four models as function of number of detections.
The first argument in each legend represents the data generated by following a particular model M (denoted as dataM in the main text), where as the second
argument is the theoretical model with which the data is compared to. We put a gray horizontal line in every panel corresponding to the threshold on P¯w(M|N)
(see main text for details).
of weighted p values. For a given dataM , we define a weighting
functionW as
W = 1P¯(M|M) . (12)
where P¯(M|M) is the median of p values between dataM and the
underlying model M (which, in the absence of noise, is 0.5). We
now define the weighted p value between models dataM and N as
P¯w(M|N) =W × P¯(M|N). (13)
The weighting factorW is chosen in such a way that the weighted
p value for dataM with the model M itself always returns unity
((i.e, P¯w(M|M) = 1)). Weighted p values have been extensively
discussed in literature in the context of testing multiple hypotheses
(for example, see the references (Holm 1979; Benjamini & Yekutieli
2001; Durand 2017)). The definition we use here may be thought of
as an adaptation of this generic definition to our problem.
Based on our previous discussion, it is clear that if two distri-
butions are distinguishable, P¯w(M|N) will always be smaller than 1.
Using a threshold on the median of the p-value distribution of 0.05
while performing the AD test (i.e. 95% of the time the model is re-
jected), we set a rejection threshold on P¯w(M|N) to be 0.05/0.5=0.1.
4.4 Results
We present our results in Fig. 2 where, in the x-axis, we show the
number of detections n (for n= 20, 50, 100, 200, 500, 1000, 2000,
5000, 10000) and in the y-axis, we show the distinguishability of
each of the four rate models (M0,MHB,MWilkins,MWP) from each
other by computing the weighted p values P¯w(M|N) among them.
Each panel corresponds to a particular model for the data and the
different curves in each panel corresponds to P¯w(M|N) estimated for
all the four models. For example, in the top-left panel of Fig. 2 we
synthesize the data following constant co-moving rate density and
compare against the theoretical distributions of the all four models.
By construction, the weighted p value P¯w(M0|M0), when the data
containing M0 is compared with model M0 itself, represented by
the cyan line, is constant and is 1. As opposed to this scenario, all
the other ratio falls off as a function of the number of detections.
Hence the data can be distinguished from the other models. In
the top-left panel, we also see that a low number of detections
(∼ 500) is sufficient to distinguish between dataM0 and the model
MWP or MWilkins whereas we need at least thousands of detections to
differentiate between the dataM0 and the model MHB.
In the remaining three panels, we perform the same exercise for
the rest of the three models. In the top right panel the data (dataMWP )
is generated from the merger rate density model, MWP. As expected,
MNRAS 000, 1–?? (2019)
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P¯w(MWP|MWP) is unity (red curve). The cyan, blue and the black
curves represent the comparison with models M0, MHB, MWilkins
respectively. We find that for a few hundreds of detections, all the
three models are distinguishable from MWP. This is not surprising
given how different this distribution is from others in the left panel
of Fig. 1.
Similarly in the bottom left panel the data is generated follow-
ing the merger rate density model, MHB and in the bottom right
panel the data is generated following the merger rate density model,
MWilkins. In case of data containing MHB (bottom left panel) we
find that larger number of detections (∼ few thousands) of DNS
mergers are needed in order to distinguish this model especially
from M0. As opposed to this scenario, in the bottom right panel,
MWilkins is distinguishable from other models given a few hundreds
of detections.
Therefore it is evident that MWP and MWilkins can be distin-
guished from all other models with high confidence with a few
hundreds of detections, whereas MHB is difficult to distinguish from
the M0 using this method with low number of detections. However,
with large number of detections (say 10,000) MHB is distinguish-
able from the other models. Given a sufficiently large number of
detections, we expect P¯w(M|N) to be either 0 or 1 given the two
distributions are different or the same respectively. Hence we do not
show any P¯w(M|N) < 10−4 in Figure 2 and treat them as a scenario
where the two distributions are completely distinguishable.
As shown in Abernathy et al. (2010) and the most recent work
by Baibhav et al. (2019), the forecasted DNS detection rates by the
third generation detectors ET-B and CE ranges from one thousand
to tens of thousands per year. Given this rate, it is clear that the
SNR data collected from less than an year of observation will be
sufficient to test various merger rate density models. As discussed
before, the proposed method does not rely on the measurements
of distance or redshift measurements which are usually obtained
using computationally expensive parameter estimation algorithms.
Instead, this method requires only the signal-to-noise ratios which
are coutcomes of the detection (or search) algorithms. Hence, the
test based on SNR distributions offers a novel and computationally
cheaper method to distinguish between various predicted merger
rate density models in the era of third generation gravitational wave
detectors.
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