We shall work in the category cf based G-spaces (with G-fixed basepoint). Write n(X, Y) G for the set of G-homotopy classes of based G-maps X -> Y. A G-map / : X -> Y is said to be a weak G-equivalence if its restriction f H : X H -> Y H to H-fixed point spaces is an ordinary weak equivalence for each closed subgroup H of G; subgroups are understood to be closed henceforward. If X and Y are G-CW complexes, then / is necessarily a G-homotopy equivalence. More generally, the following result holds [2, 10, 16] . PROPOSITION 
If X is a G-CW complex and f : Y -* Z i s a weak G-equivalence, then is a bijection.
For any G-space X, there is a G-CW complex TX and a weak G-equivalence a: TX -*• X (see [16] ). On the homotopy category hG3T of based G-spaces, Y is a functor and a is natural. We define
By the proposition, [X, Y~] G ^ n(X, Y) G if X is a G-CW complex. With the obvious composition, [X, Y] c gives the set of morphisms X -> Y in the category HG$õ
btained from hGZT by formally inverting the weak G-equivalences. This is the appropriate category in which to study localizations.
We shall need a special case of the following rough analog of Proposition 1, which seems to be new; we defer the proof to the end of the paper. PROPOSITION In line with these results, we define homotopical properties of G-spaces by reference to fixed point spaces. DEFINITION 3. A G-space X is said to be G-connected or G-simply connected if each X H is connected or simply connected. X is said to be G-simple if each X H is connected and simple. X is said to be G-nilpotent if each X H is connected and nilpotent and if, for each n ^ 1, the orders of nilpotency of the ^(X^-groups n n (X H ) for varying H have a common bound (a vacuous restriction if G is finite).
Our basic tool will be Bredon cohomology H%(X ; M), as defined in [2] for finite G and generalized to compact Lie groups G by several authors [6, 17] ; see [8, 9] for the further generalization to an RO(G)-graded cohomology theory. Here M is a coefficient system, that is, a contravariant functor from the homotopy category G of orbit spaces G/H and G-maps to the category of Abelian groups. We shall need the following invariance statement. PROPOSITION [17] in the general case (or see [9] ). By hypothesis if G is finite and by Proposition 2 in general, E 2 f is an isomorphism.
We shall be concerned with the case R = Z T , where T is a set of primes. We say that a coefficient system M is T-local if each M(G/H) is a T-local Abelian group (= Z r -module). Note that the localization Z -> Z T induces a localization of coefficient systems for any M. We say that a G-map / : Y -» Z is a T-cohomology isomorphism if
is an isomorphism for all TMocal coefficient systems M. The previous proposition gives a simple criterion. Of course, we also have the obvious nonequivariant notion of a T-cohomology isomorphism.
For a G-space X, the homotopy groups n n {X H ) give a coefficient system n n X. An Eilenberg-MacLane G-space K(M, n) is a G-CW complex such that n n K(M, n) = M and n q K(M, n) = 0 for g ^ n. A nice functorial construction of Eilenberg-MacLane G-spaces has been given by Elmendorf [4] , and any two spaces K(M, n) are G-homotopy equivalent. We have If one likes, one can take this as the definition of Bredon cohomology. We use it to prove the following observation. Note that, for any G-spaces X and Y, we have where A + denotes the disjoint union of a G-space A and a G-fixed basepoint. When X = X", the right side is \_X, Y H~\ . LEMMA 
Let G act trivially on a based space X. Then H*((G/H) + A X ; M) s H*{X ; M(G/H)).

Therefore, if f:Y->Z is a nonequivariant T-cohomology isomorphism, then 1 A / : (G/H) + A Y -» (G/H) + A Z is an equivariant T-cohomology isomorphism.
Proof. This is immediate from K(M, n)
We consider G-spaces built up from spaces K(M, n).
DEFINITION 6. A G-tower X is an inverse limit of G-spaces X n such that X o = {*} and X n + l is the fibre of a G-map k n : X n -* K(M n , q n ), where q n ^ 2 (so that X is G-connected). Strictly speaking, we regard the entire sequence {X n } as part of the structure of X. We have the following special types of G-towers.
(i) A G-tower X is simple if q n = n + 2 for n ^ 0, in which case M n = n n+x X and
is an equivariant /c-invariant.
(ii) A G-tower X is nilpotent if q n ^ q m for n > m and only finitely many q n = i for each i; that is, the homotopy group systems n.X are built up in order, with each one built up in finitely many stages.
By results of Waner [16] , each X n has the homotopy type of a G-CW complex. However, as in the nonequivariant case, this property is lost upon passage to inverse limits and G-towers are generally not of the homotopy type of G-CW complexes. This motivates our earlier discussion of G-CW approximation. PROPOSITION 
Let Z be a T-local G-tower. If f: X -> Y is a T-cohomology isomorphism, then
Proof. We may assume that X and Y are G-CW complexes, so that both the hypothesis and the conclusion are concerned with homotopy classes of G-maps. The proof is then an induction over "cocells" word for word dual to the good proof of Proposition 1 in [16] . Details of such arguments by duality will appear in [11] , from which source the present pattern of development is taken.
The previous result is too general to be useful because it is too hard to recognize when a G-space is weakly G-equivalent to a G-tower. It is for this reason that the refined notions of simple and nilpotent G-towers were introduced. 
(iii) / / X is G-nilpotent and each X" is T-local, there exist a T-local nilpotent G-tower Y and a weak G-equivalence X -> Y.
Proof. The argument is precisely analogous to the nonequivariant construction of Postnikov systems (e.g. [1, 5, 11] ). For finite G (and G-simply connected X) complete details of (i) are in [13] . For general G, the argument is sketched in [4] . There is one point at which equivariance plays a substantive role. In (ii) and (iii), we are given that each n 1 (X H ) is nilpotent and acts nilpotently on n n (X H ) for n ^ 2. To construct Y, we need to know that the functor n^X) from 6 to groups is nilpotent and that this functor acts nilpotently on the functor n n (X): (9 -> Ab for n ^ 2. These assertions hold by the functoriality of the relevant lower central series. . By functoriality, we obtain a descending sequence {T k n n (X)} of sub-functors of n n (X) for n ^ 1, and r k n n {X) is the trivial functor for k sufficiently large by our definition of G-nilpotency. We construct Y from the Eilenberg-MacLane G-spaces
, hence Y is T-local. We remark that the details can be carried out purely homotopically, without use of algebraic devices such as the universal coefficients theorem.
We put things together to obtain the following results. THEOREM 
Let Z be a G-nilpotent G-space. Then the following conditions are equivalent. When they hold, Z is said to be a T-local G-space. (i) Each Z H is T-local in the nonequivariant sense.
(
ii) If f: X -> Y is a T-cohomology isomorphism of G-spaces, then
Proof If (i) holds, then Z is weakly G-equivalent to a T-local nilpotent G-tower by Proposition 8 and therefore (ii) holds by Proposition 7. Assume (ii). If / : X -* Y is a nonequivariant T-cohomology isomorphism, then application of (ii) to the T-cohomology isomorphism
\Af:{G/H) + AX^(G/H) + AY
and use of the natural isomorphisms above Lemma 5 yield that is a bijection. This verifies that the nilpotent space Z H satisfies what ought to be considered the defining property of a T-local space [11] ; although precisely this criterion seems not to be stated elsewhere in the literature, it is implicit in [1, V.3.3].
The following is our main result. (ii) X : X -* X T is a T-cohomology isomorphism.
is a localization at T in the nonequivariant sense.
There exists one and, up to isomorphism in HG&~, only one G-map X satisfying these conditions; it is called the localization of X at T.
Proof. Taking Z = K(M,n) for T-local coefficient systems M, we see that (i) trivially implies (ii). By the previous theorem, (ii) implies (i). By Proposition 4, (iii) implies (ii). The uniqueness clause of the last statement will be immediate from (i).
We shall construct X which satisfies (iii), hence also (i) and (ii). By uniqueness, this will automatically yield that (i) implies (iii) and so complete the proof.
As in the nonequivariant case [5, 12] , there is a cellular construction which only works in the simply connected case and a cocellular construction which works in the nilpotent case. When X is G-simply connected, we may assume without loss of generality that A" is a G-CW complex with a single vertex, no 1 -cells, and based attaching maps. The last condition implies that the domains of attaching maps are G-spaces of the form {G/H) + AS". Let X : S" -> S" T be a localization of S" at T and continue to write X for its extensions At least for n ^ 2 (but not for n = 1, where these spaces need not be nilpotent), these G-maps are localizations at T by Lemma 5 and the observation that for G-trivial X and thus (G/H) + AS" T is T-local. The following construction completes the proof of the theorem in the G-simply connected case. CONSTRUCTION 11. Let X be a G-simply connected G-CW complex, as above. We construct compatible localizations X n : X" -> X\ of the skeleta of X. We proceed by induction on n, starting with the observation that X 2 is a wedge of G-spaces of the form {G/H) + A S 2 . Let X" + l be the cofibre of; B : J n -> X", where J n is a wedge of G-spaces of the form {G/H) + A S", and assume that we have constructed X n . Consider the following diagram, where X : J n -> (J n ) T is the obvious wedge of localizations:
Since X'j-is T-local, there exists {j n ) T such that the left square is G-homotopy commutative. Let X'r +[ be the cofibre of (j n ) T . Then the rows are cofibre sequences. The standard Barratt-Puppe sequence construction gives a G-map X n+l such that the right square is G-homotopy commutative and the middle square is actually commutative. Since passage to fixed point spaces preserves cofibre sequences, X" T +l is T-local, each X" +] is a localization at T, and therefore X n+i is a localization at T. On passage to unions, we obtain the desired localization A: X -* X T . Using Elmendorf's functorial construction of spaces K(M, n), we see that the localization M -» M T of a coefficient system M induces a G-map
X:K{M,n)->K{M T ,n),
and /. is a localization at T since its restrictions
H are localizations at T. To complete the proof of Theorem 10, we may assume that our G-nilpotent G-space X is given as a nilpotent G-tower. We adopt the notations of Definition 6 and have the following dual to the previous construction.
CONSTRUCTION 12 . Let I be a nilpotent G-tower. We construct compatible localizations /.": X n -+ {X n ) T by induction on n, starting with {X 0 ) T = {*}. Consider the following diagram, where the top fibration and the localization /" are given and where / is the localization just constructed:
By the universal property of X n , there exists {k n ) T such that the right square is G-homotopy commutative. Let (X n + l ) T be the fibre of {k n ) T . Again, the standard Barratt-Puppe sequence construction gives a G-map X n+l such that the left square is G-homotopy commutative and the middle square is actually commutative. Since passage to fixed point spaces preserves fibre sequences, (X n + 1 ) T is T-local, each Xlj +i is a localization at T, and therefore X n+l is a localization at T. On passage to limits, we obtain the desired localization X: X -* X T .
REMARK 13. For finite G, the semi-simplicial construction of Bousfield and Kan [1] automatically generalizes to a functorial (but not continuously functorial) construction of equivariant localizations. Of course, this fails for general compact Lie groups G. REMARK 14. For finite G, the equivariant analog of Sullivan's algebraization of rational homotopy theory has been developed in [14] . Rational Hopf G-spaces have been studied in [15] ; they split as products of spaces K(M, n) when G = Z p i but they need not so split when G = Z p xZ q .
We have left one unfinished piece of business.
Proof of Proposition 2. Suppose the conclusion is false. Since there are no infinite descending chains of compact Lie groups, we can choose a minimal subgroup H for which the conclusion fails. Starting over with G replaced by H, we may assume all vertical arrows being induced by / . We shall prove that /'", and /'^ are isomorphisms and so conclude that / # is an isomorphism. Since {G/H x X)/G = X/H, our first hypothesis asserts that is an isomorphism for all H e F. By the homology version of Jackowski [7, 1.4] , we see at once that /'", is an isomorphism. By torn Dieck [3, 7.4.2] , the natural map
