Abstract The solution of the Zakai equation provides the complete conditional probability density of the state, given the observations. Numerical solution of this equation by the finite difference method usually leads to large systems of equations which have to be solved at each time step, especially when the dimension of state space is more than two. We propose in this paper, for the first time to our best knowledge, a grid-based four dimensional algorithm to solve the Zakai equation. Our approach is based on an adaptive local grid refinement method and is illustrated with a bearings-only target motion analysis example. 12
INTRODUCTION
Conceptually, the basic problem in bearings-only tracking is to estimate the trajectory of a target (i.e. position and velocity) from noise-corrupted sensor bearing data. In the case of a single-sensor problem, these bearing data are obtained from a single-moving observer (ownship). We have then a four dimension state space problem: (x, y, u, v), where (x, y) and (u, v) permit us not only to obtain an optimal non linear filter, but also to have a probability distribution in both position and velocity fields (confidence regions) at every time step. Tracking with hard constraints is not only possible but also inherent to the method. Important progresses have been made in the numerical resolution of this equation, for instance by using particle filters. In this article, we are interested in a grid-based approach.
In the literature, there exist five different methods for bearing-only tracking filtering: Kalman type filters [4] [8] , particle filtering [14] , convolution method [1] [7] , quantization method [11] and Zakai filter [2] . In the first three approaches the system is considered discrete in time and continuous in state space; in the fourth approach, both time and state space is discrete; in our method, we consider that the system is continuous both in time and in state space.
In spite of the development of computer capability in the recent years, grid-based approximation has found little application in tracking problems. The question of how to solve the Zakai equation efficiently, so as to satisfy as many real-time constraints as possible, still remains, in particular when the space dimension is greater than two. Just like the difficulty encountered in 3-D fluid dynamic computation, the principal problem for multidimensional applications is that a large-scale system has to be solved at each time step. It makes the approach unusable, because the number of points in a multidimensional regular grid is considerable.
The basic remark that we are going to exploit is that in most applications, in particular when the observation noise is small, the conditional density is well localized in some small region in the state space. This is our motivation for using local refinement techniques. To track the solution of noisy state equations, whose shape may be arbitrary and in general could not be predicted in advance, we use an a posteriori criterion. In order to overcome the resulting programming difficulties and optimize software efficiency, we have used the C++ programming language and convenient data structure.
The paper is organized as follows: first, a discretization scheme is presented for numerical approximation. An Euler implicit scheme proposed by Le Gland [9] is used for time discretization and an up-wind finite difference scheme due to Kushner [5] 
where * is the transpose operator, L is the infinitesimal generator associated with the diffusion process Xt, i.e. with a = (aij) = Ca . For basic references about nonlinear filtering and the Zakai equation, see [3] , [12] and [13] . 
As a result, the infinitesimal generator L is approximated as L¢)(x)= LPO(x)= E LP (x,y))y(y)
yeAl' (X) where for all x E Qh, Ah(x) c Nh(x) denotes the set of points in the grid Qh which are accessible from x, i.e.
Ah(x)= {x+ eieihi + £jejhj, for all i,£j E {0,±1},i .j} and Nh(x) denotes the set of nearest neighbours of x, including x itself, i.e.
Nh(x)= {x + ejelhl + ** * + EmemhmI for all E,,--E E {°,±1}}
By identifying the coefficients of the matrix Lh, we have
Lh(x, y) = 0, otherwise
One can see [5] for the definition of finite difference approximation on the boundary. In any case, we can check that Vx E Q, L (X,y)0= Figure 1 .
point to points that actually exist in the composite grid, by linear interpolation.
We get in the end a composite scheme:
.. , The grid transfer operators P , Ih , 2h ' Ih I' cand Ih-operators are defined in an obvious way. A full multigrid algorithm (FMG) is used in our approach. At coarsest level we replace the exact solution by BCG method. As we have already pointed out, the FMG approach gives us a cheap way to find the refined regions. allocation have to be used. For the implementation of the Zakai equation, we chose the C++ language because it provides an efficient realization of object oriented programming techniques. This is discussed in [2] in the case of two dimensions. The idea is then extended for four dimensions, and this is our main contribution.
BEARINGS-ONLY TRACKING
The problem of bearings-only tracking arises in a variety of important practical applications, for example tracking using a passive sonar. Here the target state is a four-dimensional vector:
where (x, y) and (u, v) are the position and velocity components, respectively. We consider a classical CV model presented in [1,page 86] , where after the discretization of equation (1), we have Xk+1 = FXk + l7k (6) where yk a scalar zero mean white noise sequence with We will present the numerical results in the following figures. Figure 8 shows the Zakai filter in target-observer plan. Figure 9 gives the estimated target kinematics features deduced from the state vector: relative distance (between ownship and target), heading and course. Same estimation is also calculated by the UKF filter with Cartesian representation (for more details, see [8] ). and vk -N(0, a2). The classical UKF equations ( [4] ) are then applied to (7) , whereas the standard Kalman filter equations are applied to (6 
