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Abstract
Selective Inference (SI) has been actively studied in the past few years for con-
ducting inference on the features of linear models that are adaptively selected by
feature selection methods such as Lasso. The basic idea of SI is to make inference
conditional on the selection event. Unfortunately, the main limitation of the original
SI approach for Lasso is that the inference is conducted not only conditional on the
selected features but also on their signs — this leads to loss of power because of
over-conditioning. Although this limitation can be circumvented by considering
the union of such selection events for all possible combinations of signs, this is only
feasible when the number of selected features is sufficiently small. To address this
computational bottleneck, we propose a parametric programming-based method
that can conduct SI without conditioning on signs even when we have thousands
of active features. The main idea is to compute the continuum path of Lasso
solutions in the direction of the selected test statistic, and identify the subset of the
data space corresponding to the feature selection event by following the solution
path. The proposed parametric programming-based method not only avoids the
aforementioned computational bottleneck but also improves the performance and
practicality of SI for Lasso in various respects. We conduct several experiments to
demonstrate the effectiveness and efficiency of our proposed method.
1 Introduction
Reliable machine learning (ML), which is the problem of assessing the reliability of data-driven
knowledge obtained by ML algorithms, is one of the most important issues in the ML community.
Among various approaches for reliable ML, selective inference (SI also a.k.a. post-selection inference)
has been recognized as a new promising approach for assessing the statistical reliability of data-driven
hypotheses selected by complex data analysis algorithms.
SI was first introduced as a statistical inference tool for the features selected by Lasso [38]. Although
various properties of Lasso have been extensively studied in the past decades (see, e.g., [16]), exact
statistical inference such as computing p-values or confidence intervals for adaptively selected
features by Lasso has only recently begun to be actively studied in the context of SI [23, 12, 24].
The main idea of SI is to make inference for the selected features conditional on the selection event,
leading to exact valid inference on adaptively selected features by Lasso is possible in the sense that
p-values for proper false positive rate control or confidence intervals with proper coverage guarantees
can be obtained. After the seminal work [23], conditional inference-based SI has been actively
studied and applied to various problems [3, 12, 13, 8, 37, 7, 18, 4, 6, 26, 25, 28, 39, 42, 32, 34, 10].
Existing works and their drawbacks. LetA be a random variable indicating the set of the selected
features by applying Lasso on any random data sample and s be their signs. Then in the seminal
work [23], the authors showed that the selection event {A = Aobs, s = sobs} is characterized as
a polytope in the data space, where Aobs and sobs are the corresponding observations (see §2 for
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detailed setup), leading to the sampling distribution of the test-statistic in the form of a truncated
Normal distribution. However, it is well-known that conditioning on the signs leads to low statistical
power because of over-conditioning, which is widely recognized as a major drawback of the current
Lasso SI approach and almost all the following studies [12, 22, 13, 35].
The authors in [23] also discussed the solution to overcome the drawback by conducting conditional
inferences without sign event {A = Aobs}, which can be characterized by 2|Aobs| polytopes. If the
number of selected features |Aobs| is moderate (e.g., up to 15), it is feasible to consider the whole
affine constraints of all these 2|Aobs| polytopes. However, if |Aobs| is large, it becomes impossible to
enumerate all the affine constraints for exponentially increasing number of polytopes.
Recently, Liu et al. [24] have proposed two approaches to improve the power. However, in their
first approach, the data is not used to summarize the relation between the response and the selected
features which is often not the main interest in SI literature, and it is not even applicable when
the number of features p is greater than the number of instances n. In the second approach, they
still consider an exponentially large number of all possible sign vectors, which is computationally
intractable. In the other direction, Tian et al. [37] and Terada et al. [36] proposed methods using
randomization. A drawback of these randomization-based approaches including simple data-splitting
approach is that further randomness is added in both feature selection and inference stages.
Many machine learning tasks involve careful tuning of a regularization parameter λ that controls the
balance between an empirical loss term and a regularization term, e.g., commonly by cross-validation
(CV). However, most of the current Lasso SI methods assume a pre-specified λ — they ignore the fact
that λ is selected based on the data — because the selection event of cross-validation is complicated
and difficult to characterize. As we will demonstrate in this paper, data-dependent selection of λ
highly influences the sampling property.
Contribution. We present a general deterministic method for resolving the issues of current Lasso
SI methods (e.g., low power, computationally intractable, cross-validation event characterization)
by using parametric programming (a.k.a. homotopy methods) [29, 1, 14, 5], which is motivated
by [24]. Our main idea is to compute the continuum path of Lasso solutions in the direction of
interest, and compute the tail probability of the sampling distribution by following the solution path.
We show that the Lasso solution path can be exactly and efficiently computed by piecewise-linear
homotopy computation. One might wonder how we can circumvent the computational bottleneck of
exponentially increasing number of polytopes. Our experience suggests that, by focusing on the the
line along the test-statistic in data space, we can skip majority of the polytopes that do not affect the
truncated Normal sampling distribution because they do not intersect with this line. We demonstrate
the efficiency of the proposed method through experiments in which we show that Lasso SI without
conditioning on signs can be done even when there are thousands of selected features. Parametric
programming has been used in various statistical and machine learning problems [27, 11, 15, 30, 2, 31,
41, 21, 33, 19, 17, 20]. However, to our knowledge, this is the first work showing that piecewise-linear
parametric programming or homotopy method can be effectively used for characterizing the selection
events in SI. Figure 1 shows the schematic illustration and the efficiency of our proposed method.
For reproducibility, our implementation is available at
https://github.com/vonguyenleduy/parametric_lasso_selective_inference
2 Problem Statement
To formulate the problem, we consider a random response vector
Y = (Y1, ..., Yn)
> ∼ N(µ,Σ), (1)
where n is the number of instances, µ is modeled as a linear function of p features x1, ...,xp ∈ Rn,
and Σ ∈ Rn×n is a covariance matrix which is known or estimable from independent data. The goal
is to statistically quantify the significance of the relation between the features and response while
properly controlling the false positive rate. To achieve the goal, the authors in [23] have proposed
a practical SI framework, in which a subset of features is first “selected” by the Lasso, and the
inferences are then conducted for each selected feature.
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Figure 1: Advantages of the proposed method. In Figure (a), we show the schematic illustration. By
applying lasso with the observed data yobs, we obtain active set Aobs. The statistical inference for
each selected feature is conducted conditional on the subspace Y whose data has the same active
set as yobs. We introduce a novel parametric programing method for efficiently characterizing the
conditional data space Y by searching on the parametrized line. Figure (b) shows a good performance
of the proposed method in terms of computational efficiency. For the existing studies, if they want
to keep high statistical power, they have to consider a huge number of possible sign vectors 2|Aobs|,
which is unrealistic. With the proposed method, we can easily complete this task even if thousands of
features are selected.
Feature selection and its selection event. Given an observed response vector yobs ∈ Rn sampled
from the model (1), the Lasso optimization problem is given by
βˆ = arg min
β∈Rp
1
2
‖yobs −Xβ‖22 + λ‖β‖1, (2)
where X ∈ Rn×p is a feature matrix, and λ ≥ 0 is a regularization parameter. Since the Lasso
produces sparse solutions, the active set selected by applying the Lasso to yobs is defined as
Aobs = A(yobs) = {j : βˆj 6= 0}.
Then, the event that the Lasso active set for a random vector Y is the same as yobs is written as{A(Y ) = A(yobs)} .
The authors in [23] showed that the selection event can be characterized by a set of linear inequalities.
Statistical inference for the selected feature. For the inference on the jth selected feature inAobs,
we consider the following statistical test
H0,j : βj = 0 vs. H1,j : βj 6= 0. (3)
A natural choice of the test statistic is defined as η>j Y , where ηj = XAobs
(
X>AobsXAobs
)−1
ej in
which ej ∈ R|Aobs| is a unit vector whose jth element is 1 and 0 otherwise. Since the hypothesis
is generated from the data, selection bias exists. In order to correct the selection bias, we have to
remove the information that has been used for initial hypothesis generating process. This is achieved
by considering the sampling distribution of the test statistic conditional on the selection event, i.e.,
η>j Y |
{A(Y ) = A(yobs), q(Y ) = q(yobs)} , (4)
where q(Y ) = (In − cη>j )Y with c = Σηj(η>j Σηj)−1. The second condition q(Y ) = q(yobs)
is additionally added for technical tractability [12, 23], which indicates the component that is
independent of the test statistic for a random vector Y is the same as the one for yobs. The q(Y )
corresponds to the component z in the seminal paper (see [23], Sec 5, Eq 5.2 and Theorem 5.2).
Once the selection event is identified, we can easily compute the pivotal quantity
FZη>j µ,η>j Σηj (η
>
j Y ) |
{A(Y ) = A(yobs), q(Y ) = q(yobs)} , (5)
3
which is the c.d.f. of the truncated Normal distribution with mean η>j µ, variance η
>
j Σηj , and
the truncation region Z which is calculated based on the selection event. The pivotal quantity is
crucial for calculating p-value or obtaining confidence interval. Based on the pivotal quantity, we can
consider selective type I error or selective p-value [12] in the form of
P selectivej = 2 min{pij , 1− pij} where pij = 1− FZ0,η>j Σηj (η
>
j Y ), (6)
which is valid in the sense that
ProbH0,j
(
P selectivej < α
)
= α,∀α ∈ [0, 1].
Furthermore, to obtain 1− α confidence interval for any α ∈ [0, 1], by inverting the pivotal quantity
in Equation (5), we can find the smallest and largest values of η>j µ such that the value of pivotal
quantity remains in the interval
[
α
2 , 1− α2
]
[23].
However, the main challenge is that characterizing A(Y ) = A(yobs) in Equation (4) is compu-
tationally intractable because we have to consider 2|A(yobs)| possible sign vectors. To overcome
this issue, the authors in [23] consider inference conditional not only on the selected features but
also on their signs. Unfortunately, additionally considering the signs leads to low statistical power
because of over-conditioning. In the next section, we will provide an efficient method for identifying
the minimum amount of conditioning
{A(Y ) = A(yobs), q(Y ) = q(yobs)}, which leads to high
statistical power.
3 Proposed Method
In this section, we propose to use parametric programming for efficiently identifying the conditioning
event {A(Y ) = A(yobs), q(Y ) = q(yobs)}. The schematic illustration is shown in Figure 1.
3.1 Characterization of Conditional Data Space
Let us define the conditional data space in Equation (4) as
Y = {y ∈ Rn | A(y) = A(yobs), q(y) = q(yobs)}. (7)
According to the second condition, the data in Y is restricted to a line (see Sec 6 in [24], and [12]).
Therefore, the set Y can be re-written, using a scalar parameter z ∈ R, as
Y = {y(z) = a+ bz | z ∈ Z} , (8)
where a = q(yobs), b = Σηj(η>j Σηj)
−1, and
Z = {z ∈ R | A(y(z)) = A(yobs)} . (9)
Now, let us consider a random variable Z ∈ R and its observation zobs ∈ R, which satisfy Y =
a + bZ and yobs = a + bzobs. The conditional inference in (4) is re-written as the problem of
characterizing the sampling distribution of
Z | {Z ∈ Z} . (10)
Since Z ∼ N(0,η>j Σηj) under the null hypothesis, the law of Z | Z ∈ Z follows a truncated
Normal distribution. Once the truncation region Z is identified, the pivotal quantity in Equation (5) is
equal to FZ
0,η>j Σηj
(Z), and can be easily obtained. Thus, the remaining task is to characterize Z .
Characterization of truncation region Z . Let us introduce the optimization problem (2) with
parametrized response vector y(z) for z ∈ R as
βˆ(z) = arg min
β∈Rp
1
2
‖y(z)−Xβ‖22 + λ‖β‖1. (11)
The subdifferential of the `1-norm at βˆ(z) is defined as follows:
∂‖βˆ(z)‖1 = s(z) ∈ Rn :
{
sj(z) = sign(βˆj(z)) if βˆj(z) 6= 0
sj(z) ∈ [−1, 1] if βˆj(z) = 0 ,
4
where we denote s(z) = sign(βˆ(z)). Then, for any z in R, the optimality condition is given by
X>
(
Xβˆ(z)− y(z)
)
+ λs(z) = 0, s(z) ∈ ∂‖βˆ(z)‖1. (12)
To construct the truncation region Z in Equation (9), we have to 1) compute the entire path of βˆ(z),
and 2) identify the set of intervals of z on which A(y(z)) = A(yobs). However, it seems intractable
to compute βˆ(z) for infinitely many values of z ∈ R. Our main idea to overcome this difficulty is to
propose a parametric programming method for efficiently computing a finite number of “transition
points” at which the active set changes.
3.2 A Piecewise Linear Homotopy
We now derive the main technique. We show that βˆ(z) is a piecewise linear function of z. To make
the notation lighter, we write Az = A(y(z)), and we denote the set of inactive features as Acz .
Lemma 1. Consider two real values z′ and z (z′ > z). Suppose |sj(z)| < 1 for all j ∈ Acz ,
|sj(z′)| < 1 for all j ∈ Acz′ , and X>AzXAz is invertible. If βˆAz (z) and βˆAz′ (z′) have the same
active set and the same signs, then we have
βˆAz (z
′)− βˆAz (z) = ψAz (z)× (z′ − z), (13)
λsAcz (z
′)− λsAcz (z) = γAcz (z)× (z′ − z), (14)
where ψAz (z) = (X
>
AzXAz )
−1X>Azb, and γAcz (z) = X
>
Aczb−X>AczXAzψAz (z).
Proof. From the optimality conditions of the Lasso, we have
X>AzXAz βˆAz (z)−X>Azy(z) + λsAz (z) = 0, (15)
X>Az′XAz′ βˆAz′ (z
′)−X>Az′y(z′) + λsAz′ (z′) = 0. (16)
Then, by substracting (15) from (16) and Az = Az′ , we have
βˆAz (z
′)− βˆAz (z) = (X>AzXAz )−1X>Az (y(z′)− y(z))
= (X>AzXAz )
−1X>Az (a+ bz
′ − a− bz)
= (X>AzXAz )
−1X>Azb× (z′ − z).
Thus, we achieve Equation (13). Next, from the optimality conditions of the Lasso, we also have
−X>AczXAz βˆAz (z) +X>Aczy(z) = λsAcz (z), (17)
−X>Ac
z′
XAz′ βˆAz′ (z
′) +X>Ac
z′
y(z′) = λsAc
z′
(z′). (18)
Similarly, by substracting (17) from (18) and Az = Az′ , we can easily achieve Equation (14).
Remark 1. In this paper, we assume the uniqueness of the Lasso solution βˆ(z) for all z ∈ R as
well as |sj(z)| < 1 for all j ∈ Acz and the invertibility of X>AzXAz . These assumptions are justified
by assuming the columns of X are in general position [40]. Parametric programming methods for
handling the rare cases where these assumptions are not satisfied have been studied, e.g., in [5], and
can be applied to our problem setup. In practice, when the design matrix is not in general position, it
is also common to introduce an additional ridge penalty term, resulting in the elastic net [43]. Our
proposed method can be extended for the elastic net case (see Appendix for the details).
Computation of the transition point. From Lemma 1, the solution βˆ(z) is a linear function of z
until z reaches a transition point at which either an element of βˆ(z) becomes zero or a component of
s(z) becomes one in absolute value. We now introduce how the transition point is identified.
Lemma 2. Let z be a real value such that maxj∈Acz |sj(z)| < 1. Then, Az′ = Az ,
maxj∈Ac
z′
|sj(z′)| < 1, and s(z) = s(z′) for any real value z′ in the interval [z, z + tz), where
z + tz is the value of transition point,
tz = min
{
t1z, t
2
z
}
, (19)
t1z = min
j∈Az
(
− βˆj(z)
ψj(z)
)
++
and t2z = min
j∈Acz
(
λ
sign(γj(z))− sj(z)
γj(z)
)
++
. (20)
Here, we use the convention that for anym ∈ R, (m)++ = m ifm > 0, and (m)++ =∞ otherwise.
5
Algorithm 1 parametric_lasso_SI
Input: X,yobs, λ, [zmin, zmax]
1: Compute Lasso solution and obtain Aobs for data (X,yobs)
2: for each selected feature j ∈ Aobs do
3: Compute ηj , and then calculate a and b based on yobs and ηj ← Equation (8)
4: βˆ(z),Az ← compute_solution_path(X,λ,a, b, [zmin, zmax])
5: Identify truncation region Z ← {z : Az = Aobs}
6: P selectivej ← Equation (6) (and/or selective confidence interval of βj)
7: end for
Output: {P selectivej }j∈Aobs (and/or selective confidence intervals of βj , j ∈ Aobs)
Algorithm 2 compute_solution_path
Input: X,λ,a, b, [zmin, zmax]
1: Initialization: k = 0, zk = zmin, T = zk
2: while zk < zmax do
3: y(zk) = a+ bzk
4: tzk , βˆ(zk),Azk ← compute_step_size(X,y(zk), λ)
5: zk+1 = zk + tzk , T = T ∪ {zk+1}, and k = k + 1 (zk+1 is the value of the next transition point)
6: end while
Output: {βˆ(zk)}zk∈T , {Azk}zk∈T
Algorithm 3 compute_step_size
Input: X,y(z), λ
1: Compute primal/dual Lasso solution βˆ(z), sˆ(z) for data (X,y(z))
2: Obtain active set Az = {j : βˆj(z) 6= 0}
3: Compute ψAz (z), γAcz (z)← Lemma 1, and t1z , t2z ← Equation (20) in Lemma 2
4: tz = min{t1z, t2z}
Output: tz, βˆ(z),Az
Proof. From Equation (13), we can see that βˆAz (z) is a function of z. For a real value z, there exists
t1z such that for any real value z
′ in [z, z + t1z), all elements of βˆAz′ (z
′) remain the same signs with
βˆAz (z). Similarly, from Equation (14), we can see that sAcz (z) is a function of z. Then, for a real
value z, there exists t2z such that for any real value z
′ in [z, z + t2z), all elements of sAcz′ (z
′) are
smaller than 1 in absolute value. Finally, by taking tz = min{t1z, t2z}, we obtain the interval in which
the active set and signs of Lasso solution remain the same. The remaining task is how to compute t1z
and t2z . We defer the detailed derivations of t
1
z and t
2
z to the Appendix.
3.3 Algorithm
In this section, we show the detailed algorithm of our proposed parametric programming method. In
Algorithm 1, for feature selection step, we just simply apply Lasso to the data (X,yobs), and obtain
the active set Aobs. Then, we conduct SI for each selected feature. For testing βj , j ∈ Aobs, we first
obtain the direction of interest ηj , which can be easily computed as in §2. Second, the main task is
to compute the solution path of βˆ(z) in Equation (11) for the parametrized response vector y(z),
where, note that, the parametrized solution βˆ(z) are different among different j ∈ Aobs since the
direction of interest ηj depends on j. This task can be done by Algorithm 2. Finally, after having the
path, we can easily obtain truncation region Z which is used to compute selective p-value or selective
confidence interval.
In Algorithm 2, a sequence of transition points are computed one by one. The algorithm is initialized
at zk = zmin, k = 0. At each zk, the task is to find the next transition point zk+1, where the active
set changes. This task can be done by computing the step size in Algorithm 3. This step is repeated
until zk > zmax. The algorithm returns the sequences of Lasso solutions and transition points.
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Choice of [zmin, zmax]. According to [24], very positive and very negative values of z does not
affect the inference. Therefore, it is reasonable to consider range of values [−20σ, 20σ], where σ is
the standard deviation of the sampling distribution of test statistic.
3.4 Characterization of CV-based Tuning Parameter Selection Event
In this section, we introduce a new way to characterize the selection event that λ is chosen based
on the data, e.g., via cross-validation, which is complicated and thus none of the currently available
Lasso SI methods can handle. Given a set of regularization parameter candidates Λ, we denote
V(yobs) = λobs ∈ Λ is the event that λobs is selected when performing validation on yobs. The
conditional inference on selected feature j when applying Lasso on {X,yobs} is then defined as
η>j Y |
{A(Y ) = A(yobs),V(Y ) = V(yobs), q(Y ) = q(yobs)} . (21)
The conditional data space in (8) with validation selection event is re-defined as
Y = {y(z) = a+ bz | z ∈ ZCV}, (22)
where ZCV = {z ∈ R | A(y(z)) = A(yobs),V(y(z)) = V(yobs)}. We now can easily construct
Z1 = {z ∈ R | A(y(z)) = A(yobs)} by using the proposed method in previous parts. The remaining
task is to identify Z2 = {z ∈ R | V(y(z)) = V(yobs)}. Finally, ZCV = Z1 ∩ Z2.
For notational simplicity, we consider the case where the data is divided into training and validation
sets, and the latter is used for selecting λ. The following discussion can be easily extended to cross-
validation scenario. Let us re-write {X,yobs} = {(Xtrain Xval)> ∈ Rn×p, (yobstrain yobsval )> ∈ Rn} .
For λ ∈ Λ, the Lasso problem on parametrized training response vector is written as
βˆλ(z) ∈ arg min
β∈Rp
1
2
‖ytrain(z)−Xtrainβ‖22 + λ‖β‖1.
The validation error is defined as Eλ(z) = 12‖yval(z) − Xvalβˆλ(z)‖22. Then, we can re-defined
Z2 = {z ∈ R | Eλobs(z) ≤ Eλ(z) for any λ ∈ Λ}. Since βˆλ(z) is a piecewise-linear function of z
and yval(z) is a linear function of z, the validation error Eλ(z) is a picecewise-quadratic function of
z. Now, for each λ ∈ Λ, we have a corresponding picecewise-quadratic function of z. Finally, we
can identify Z2 by finding the intervals of z in which the validation error Eλobs(z) corresponding to
λobs is minimum among a set of picecewise-quadratic functions.
3.5 Extension
Since we can efficiently compute the path of Lasso solutions, our proposed method is flexible and
can be easily extended to various respects. In [24], the main limitations are their method can not be
applied when p > n, or requires huge computation time. With our method, all these limitations are
solved. Besides, the proposed method can be easily extended to characterize the selection event of
elastic net [43], interaction model, and marginal model. The details are deferred to the Appendix.
4 Experiment
We test the performance of the proposed method. We only highlight the main results. More details of
the experimental setup and results can be found in Appendix. We show the false positive rate (FPR),
true positive rate (TPR) and confidence interval (CI) of our proposed method for the following cases
of conditional inferences:
• TN-A: η>j Y |
{A(Y ) = Aobs, q(Y ) = q(yobs)}.
• TN-As: η>j Y |
{A(Y ) = Aobs, s = sobs, q(Y ) = q(yobs)}, where s is the sign vector of
Lasso solutions on Y , and sobs is the sign vector of the Lasso solutions on yobs.
We also show the FPRs and TPRs of data splitting (DS) method [9]. Besides, we also demonstrate
the TPRs between the case when λ = 20 is fixed and λ is selected from the set Λ1 = {2−1, 20, 21}
or Λ2 = {2−10, 2−9, ..., 29, 210}. The results are shown in Figure 2 and they are consistent with
[23]. The TN-A obviously has higher power than TN-As because we conduct inference conditional
only on the set of selected features. However, the method proposed in [23] is not applicable when
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Figure 2: Demonstration of false positive rate (FPR) and true positive rate (TPR).
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Figure 3: Demonstration of confidence intervals. The left figure shows 95% confidence intervals
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Figure 4: Efficiency of the proposed method. In the first figure, we show the number of polytopes
that we need to consider. In the second figure, we show the computing time of the proposed method
when the size of active set is large, which is impossible for the existing method. The last figure shows
the results on real-world bioinformatics related datasets.
Aobs is large while the proposed method can easily complete the task. In the case of considering
cross-validation event, none of the existing methods can be done. With the proposed method, we can
easily show that the TPR tends to decrease when increasing the size of Λ. In addition, we also show
the results of CI in Figure 3.
We demonstrate the efficiency of the proposed method by comparing the computing time with the
existing method in [23] when the number of active features is small. The results are shown on the
right side of Figure 1. On the left side of Figure 4, we show the boxplot of the actual number of
interval of z that mainly involves in the construction of truncated sampling distribution. This indicates
that the number of polytopes intersecting the line z that we need to consider is much smaller than
2|Aobs|, which is considered in [23] — this is the reason why the proposed parametric programming
approach is highly efficient. In the middle and the right side of Figure 4, we show that our method is
still efficient even when there are hundreds or thousands of active features.
5 Conclusion
In this paper, we have introduced a general method for characterizing the selection event of Lasso SI
by using piecewise-linear parametric programing. With the proposed method, we not only overcome
the drawbacks of current Lasso SI methods but also improves the performance and practicality of SI
for Lasso in various respects.
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Broader Impact
Reliable machine learning (ML) is one of the most important issues in the ML community. Among
various approaches for reliable ML, selective inference (SI also a.k.a. post-selection inference) has
been recognized as a new promising approach for assessing the statistical reliability of data-driven
hypotheses selected by complex data analysis algorithms, and has been applied to various problems
[3, 12, 13, 8, 37, 7, 18, 4, 6, 26, 25, 28, 39, 42, 32, 34, 10].
However, current SI framework has several limitations and these drawbacks are still hold for its
following studies. In this paper, we proposed a more general and powerful methods that overcomes
these limitations. Thus, our idea can be extended to circumvent several drawbacks of all the methods
that are based on the current SI framework.
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A Appendix
A.1 Detailed Proof for Lemma 2
From Equation (13), we can see that βˆAz (z) is a function of z. For a real value z, there exists t
1
z such
that for any real value z′ in [z, z + t1z), all elements of βˆAz′ (z
′) remain the same signs with βˆAz (z).
Similarly, from Equation (14), we can see that sAcz (z) is a function of z. Then, for a real value z,
there exists t2z such that for any real value z
′ in [z, z + t2z), all elements of sAcz′ (z
′) are smaller than
1 in absolute value. Finally, by taking tz = min{t1z, t2z}, we obtain the interval in which the active set
and signs of lasso solution remain the same. The remaining task is to compute t1z and t
2
z .
We first show how to derive t1z . From Equation (13), we have
βˆAz (z
′)− βˆAz (z) = ψAz (z)× (z′ − z).
To guarantee βˆAz (z
′) and βˆAz (z) have the same signs,
sj(z
′) = sj(z), ∀j ∈ Az. (23)
For a specific j ∈ Az , we consider the following cases:
• If βˆj(z) > 0, then βˆj(z′) = βˆj(z) + ψj(z)× (z′ − z) > 0.
– If ψj(z) > 0, then z′ − z > − βˆj(z)ψj(z) (This inequality always holds since the left hand
side is positive while the right hand side is negative).
– If ψj(z) < 0, then z′ − z < − βˆj(z)ψj(z) .
• If βˆj(z) < 0, then βˆj(z′) = βˆj(z) +ψAz (z)× (z′ − z) < 0.
– If ψj(z) > 0, then z′ − z < − βˆj(z)ψj(z) .
– If ψj(z) < 0, then z′ − z > − βˆj(z)ψj(z) (This inequality always holds since the left hand
side is positive while the right hand side is negative).
Finally, for satisfying the condition in Equation (23),
z′ − z < min
j∈Az
(
− βˆj(z)
ψj(z)
)
++
= t1z.
We next show how to derive t2z . From Equation (14), we have
λsAcz (z
′)− λsAcz (z) = γAcz (z)× (z′ − z).
To guarantee ‖λsAcz (z′)‖∞ = ‖λsAcz (z) + γAcz (z)× (z′ − z)‖∞ < λ,
−λ < λsj(z) + γj(z)× (z′ − z) < λ, ∀j ∈ Acz. (24)
For a specific j ∈ Acz , we have the following cases:
• If γj(z) > 0, then −λ−λsj(z)γj(z) < z′ − z <
λ−λsj(z)
γj(z)
.
• If γj(z) < 0, then λ−λsj(z)γj(z) < z′ − z <
−λ−λsj(z)
γj(z)
.
Note that the first inequalities of the above two cases always hold since the left hand side is negative
while the right hand side is positive). Then, for satisfying the condition in Equation (24),
z′ − z < min
j∈Acz
(
λ
sign(γj(z))− sj(z)
γj(z)
)
++
= t2z.
Finally, we can compute tz by taking tz = min
{
t1z, t
2
z
}
.
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A.2 Extensions of the Proposed Method
A.2.1 Elastic Net
In some cases, the lasso solutions are unstable. One way to stabilize them is to add an `2 penalty to
the objective function, resulting in the elastic net [43]. Therefore, we extend our proposed method
and provide detailed derivation for testing the selected features in elastic net case. We now consider
the optimization problem with parametrized response vector y(z) for z ∈ R as follows
βˆ(z) = arg min
β∈Rp
1
2n
‖y(z)−Xβ‖22 + λ‖β‖1 +
1
2
δ‖β‖22. (25)
For any z in R, the optimality condition is given by
1
n
X>
(
Xβˆ(z)− y(z)
)
+ λs(z) + δβˆ(z) = 0, s(z) ∈ ∂‖βˆ(z)‖1. (26)
Similar to lasso case, to construct the truncation region Z , we have to 1) compute the entire path of
βˆ(z) in Equation (25), and 2) identify a set of intervals of z on which A(y(z)) = A(yobs).
Lemma 3. Let us consider two real values z′ and z (z′ > z). If βˆAz (z) and βˆAz′ (z
′) have the same
active set and the same signs, then we have
βˆAz (z
′)− βˆAz (z) = ψAz (z)× (z′ − z), (27)
λsAcz (z
′)− λsAcz (z) = γAcz (z)× (z′ − z), (28)
where ψAz (z) = (X
>
AzXAz + nδI|Az|)
−1X>Azb, and γAcz (z) =
1
n (X
>
Aczb−X>AczXAzψAz (z)).
Proof. From the optimality conditions of the elastic net (26) , we have
(X>AzXAz + nδI|Az|) βˆAz (z)−X>Azy(z) + nλsAz (z) = 0, (29)
(X>Az′XAz′ + nδI|Az′ |) βˆAz′ (z
′)−X>Az′y(z′) + nλsAz′ (z′) = 0. (30)
By substracting (29) from (30) and Az = Az′ , we have
βˆAz (z
′)− βˆAz (z) = (X>AzXAz + nδI|Az|)−1X>Az (y(z′)− y(z))
= (X>AzXAz + nδI|Az|)
−1X>Az (a+ bz
′ − a− bz)
= (X>AzXAz + nδI|Az|)
−1X>Azb× (z′ − z).
Thus, we achieve Equation (27). Similarly, we can write the optimality conditions with XAcz for z
and z′, and easily obtain Equation (28).
Now, we can see that βˆAz (z) and sAcz (z) are functions of z. Then, for a real value z, there exists
tz such that for any real value z′ in [z, z + tz), all elements of βˆAz′ (z
′) remain the same signs with
βˆAz (z), and all elements of sAcz′ (z
′) are strictly smaller than 1 in absolute value. The value of tz
can be computed by Lemma 2 as in lasso case.
A.2.2 Full Target Case
In the full target case, as discussed in [24], the data is used to choose the interesting features but it is
not used for summarizing the relation between the response and the selected features. Therefore, we
can always use all the features to define the direction of interest
ηj = X(X
>X)−1ej ,
where ej ∈ Rp is a zero vector with one at its jth coordinate. The conditional inference is defined as
η>j Y |
{
j ∈ A(Y ), q(Y ) = q(yobs)} . (31)
In [24], the authors proposed a solution to conduct conditional inference for a specific case when
p < n, and there is no solution for the case when p > n. With the proposed parametric programming
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method, we can solve this problem. We first re-write the conditional inference in (31) as the problem
of characterizing the sampling distribution of
Z | {Z ∈ Z} where Z = {z ∈ R | j ∈ A(y(z))}. (32)
The y(z) in (32) is defined as in (8). Then, to identify Z , we only need to obtain the path of Lasso
solution βˆ(z) as we proposed in §3, and simply check the intervals in which j is an element of the
active set corresponding to βˆ(z) along the path. Finally, after having Z , we can easily compute the
selective p-value or selective confidence interval.
A.2.3 Stable Partial Target Case
In the stable partial target case, as discussed in [24], we only allow stable features to influence the
formation of the test-statistic. The stable features are those with very strong signals and we would
not to miss out. We will choose a setHobs of stable features. Then, for any j ∈ Hobs, j ∈ Aobs,
ηj = XHobs(X
>
HobsXHobs)
−1ej .
And, for any j 6∈ Hobs, j ∈ Aobs,
ηj = XHobs∪{j}(X
>
Hobs∪{j}XHobs∪{j})
−1ej .
We next show how to constructHobs according to [24].
Stable target formation by setting higher value of λ. In this case, Hobs is the lasso active set
but with a higher value of λ than the one was used to select Aobs. We denoteHobs = H(yobs), the
conditional inference is then defined as
η>j Y |
{
j ∈ A(Y ),H(Y ) = H(yobs), q(Y ) = q(yobs)} . (33)
The main drawback of the method in [24] is that they have to consider all 2|Hobs| sign vectors,
which requires huge computation time when |Hobs| is large. With our piecewise-linear homotopy
computation, we can easily overcome this drawback. We first re-write the conditional inference in
(33) as the problem of characterizing the sampling distribution of
Z | {Z ∈ Z} where Z = {z ∈ R | j ∈ A(y(z)),H(y(z)) = H(yobs)}. (34)
We now can easily identify Z = Z1 ∩ Z2, where Z1 = {z ∈ R | j ∈ A(y(z))} which is the same
with full target case, and Z2 = {z ∈ R | H(y(z)) = H(yobs)} which we can simply obtain by using
the proposed method in §3 of the main paper.
Stable target formation by setting a cutoff value c. In this case, we choose Hobs by setting a
cutoff value c for choosing βj such that |βj | ≥ c 1. The setHobs is defined as
Hobs = {j ∈ Aobs, |βj | ≥ c} ,
where βj = e>j (X
>
AobsXAobs)
−1X>Aobsy
obs. We denoteHobs = H(Aobs) ⊂ Aobs, the conditional
inference is then formulated as
η>j Y | {H(A(Y )) = H(Aobs),A(Y ) = Aobs} . (35)
The main drawback of the method in [24] is that they still require conditioning on {A(Y ) = Aobs},
which is computationally intractable when |Aobs| is large because the enumeration of 2|Aobs| sign
vectors is required. With our proposed method, we can easily overcome this drawback.
A.2.4 Marginal Model
In the case of marginal model, we can always decide a priori to investigate the marginal relationship
between the column j of feature matrix X and the observed response vector yobs if j is selected. The
conditional inference is defined as
η>j Y |
{
j ∈ A(Y ), q(Y ) = q(yobs)} , (36)
where ηj = Xj(X>j Xj)
−1ej . The solution for conducting this conditional inference is the same
with the full target case. The only difference between marginal model case and full target case is the
formulation of ηj .
1We note that our formulation is slightly different but more general than the one in [24].
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A.2.5 Interaction Model
Firstly, we apply Lasso on {X,yobs} to obtain the active set Aobs = A(yobs). Next, we construct a
feature matrix for interaction model as
Xinter = (XiXj)i,j∈Aobs,i<j ∈ Rn×d,
where d = 0.5|Aobs|(|Aobs| − 1). Then, the Lasso optimization problem for the interaction model is
given by
βˆ = arg min
β∈Rd
1
2
‖yobs −Xinterβ‖22 + λ‖β‖1.
Let us denote Ainter = Ainter(yobs) be the active set of the interaction model with yobs, the
conditional inference on the jth selected feature in Ainter is defined as
η>j Y | {j ∈ Ainter(Y ),A(Y ) = A(yobs), q(Y ) = q(yobs)}, (37)
where ηj = Xinter(X>interXinter)
−1ej in which ej ∈ Rd. We note that Ainter(Y ) is different from
A(Y ) which is the active set when we apply Lasso on data {X,Y }. By restricting the response
vector to a line as in (8), the conditional inference in (37) is re-defined as
Z | {Z ∈ Z} where Z = {z ∈ R | j ∈ Ainter(y(z)),A(y(z)) = A(yobs)}.
From now on, the process of identifying Z is straightforward which is based on the method we
proposed in §3 of the main paper and the extension for full target case in the Appendix.
A.3 Details for Experiments.
For the experiments, we executed the code on Intel(R) Xeon(R) CPU E5-2687W v4 @ 3.00GHz.
False positive rate (FPR), True positive rate (TPR) and Confidence Interval (CI). We show
the FPRs, TPRs and CIs of our proposed method for the following cases of conditional inferences:
• TN-A: η>j Y |
{A(Y ) = Aobs, q(Y ) = q(yobs)}.
• TN-As: η>j Y |
{A(Y ) = Aobs, s = sobs, q(Y ) = q(yobs)}, where s is the sign vector of
Lasso solutions on Y , and sobs is the sign vector of the Lasso solutions on yobs.
We also show the FPRs and TPRs of data splitting (DS) method [9], which is the commonly used
procedure for the purpose of selection bias correction. In this approach, the data is randomly
divided in two halves — first half used for model selection and the other for inference. Besides, we
also demonstrate the TPRs between the case when λ = 20 is fixed and λ is selected from the set
Λ1 = {2−1, 20, 21} or Λ2 = {2−10, 2−9, ..., 29, 210}.
For the experiments of FPR and TPR, we generated n = 100 outcomes as yi = x>i β+εi, i = 1, ..., n,
where xi ∼ N(0, Ip) in which p = 5, and εi ∼ N(0, 1). We set the regularization parameter λ = 1,
significance level α = 0.05. For the FPR experiments, all elements of β were set to 0. For
the TPR experiments, the first two elements of β were set to 0.25. We ran 100 trials for each
n ∈ {50, 100, 150, 200}, and we repeated this experiments 5 times.
The results are shown in Figure 2. These results are consistent with the discussions in [23, 24]. The
TN-A obviously has higher power than TN-As because we conduct inference conditional only on the
set of selected features. However, the method proposed in [23] is not applicable when Aobs is large
while the proposed method can easily complete the task. In the case of considering cross-validation
event, none of the existing methods can be done. With the proposed method, we can easily show that
the TPR tends to decrease when increasing the size of Λ.
For the experiments of CIs, we generated n = 100 outcomes as yi = x>i β + εi, i = 1, ..., n, where
xi ∼ N(0, Ip) in which p = 10, and εi ∼ N(0, 1). The first 5 elements of β were set to 0.25, and λ
was set to 1. In the cases of TN-A and TN-As, 9 features were selected by the Lasso while only 8
features were selected in the case of DS. Therefore, we only show the 95% confidence interval of the
features that are selected in both cases on the left side of Figure 3. We repeated this experiment 100
times and showed the boxplot of the lengths of the confidence intervals in the middle and the right
side of Figure 3.
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Efficiency of the proposed method. For the results on the left side of Figure 4, we generated
n = 250 outcomes as yi = x>i β + εi, i = 1, ..., n, where xi ∼ N(0, Ip) in which p = 50,
and εi ∼ N(0, 1). The first k elements of β were set to 2, and λ was set to 100. For each
k ∈ {10, 11, 12, 13, 14, 15}, we ran 50 trials. For the results in the middle plot of Figure 4, we
considered n = 2000, p = 2000, and k ∈ {800, 1000, 1200}. The high-dimensional real-world
bioinformatics related datasets in Figure 4 (right side) is available at http://www.coepra.org/
CoEPrA_regr.html.
We additionally compared the computing time with method proposed Liu et al. [24] in stable partial
target case. If the stable features are identified by setting higher value of λ, we call it TN-`1. If the
stable features are identified by setting a cutoff value c for selecting βj such that |βj | ≥ c, we call it
TN-Custom. The main limitation of the method in [24] is that the enumeration of an exponentially
large number of all possible sign vectors is still required. The results are shown in Figure 5.
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Figure 5: Efficiency of the proposed method in the case of stable partial target.
In addition, we checked the computation time of our extension for elastic net when applying on
synthetic data. The results are shown in Figure 6.
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Figure 6: Computation time of our proposed method in elastic net case right.
The robustness of the proposed method in terms of the FPR control. We applied our proposed
method to the case when the data follows Laplace distribution, skew normal distribution (skewness
coefficient 10), and t20 distribution. We also conducted experiments when σ2 is also estimated from
the data. We generated n outcomes as yi = x>i β + εi, i = 1, ..., n, where p = 5,xi ∼ N(0, Ip),
and εi follows Laplace distribution, skew normal distribution, or t20 distribution with zero mean and
standard deviation was set to 1. In the case of estimated σ2, εi ∼ N(0, 1). We set all elements of β to
0, and set λ = 0.5. For each case, we ran 1,200 trials for each n ∈ {100, 200, 300, 400}. The FPR
results are shown in Figure 7.
Uniformity verification of the pivotal quantity. We generated n = 100 outcomes as yi = x>i β+
εi, i = 1, ..., n, where p = 5,xi ∼ N(0, Ip), and εi ∼ N(0, 1). We set the first two elements of β
to 2, and set λ = 5. We applied our method and ran 1,200 trials for each case of conditioning: TN-
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Figure 7: The robustness of the proposed method in terms of the FPR control.
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Figure 8: Uniform QQ-plot of the pivotal quantity.
Full, TN-A, TN-As, TN-Marginal (marginal model), TN-`1, TN-Custom, TN-Interaction (interaction
model), and TN-Validation (considering validation selection event). For stable partial target formation,
to identifyHobs, we set the value of higher λ to 15 in the case of TN-`1, and cutoff value c is set to 1
in the case of TN-Custom. We set Λ = {2−1, 20, 21} and performed 5-fold cross-validation in the
case of TN-Validation. The results are shown in Figure 8.
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