Scrutiny of the numerous physiology and imaging studies of visual attention reveal that integration of results from neuroscience with the classic theories of visual attention based on behavioral work is not simple. The different subfields have pursued different questions, used distinct experimental paradigms and developed diverse models. The purpose of this review is to use statistical decision theory and computational modeling to relate classic theories of attention in psychological research to neural observables such as mean firing rate or functional imaging BOLD response, tuning functions, Fano factor, neuronal index of detectability and area under the receiver operating characteristic (ROC). We focus on cueing experiments and attempt to distinguish two major leading theories in the study of attention: limited resources model/increased sensitivity vs. selection/differential weighting. We use Bayesian ideal observer (BIO) modeling, in which predictive cues or prior knowledge change the differential weighting (prior) of sensory information to generate predictions of behavioral and neural observables based on Gaussian response variables and Poisson process neural based models. The ideal observer model can be modified to represent a number of classic psychological theories of visual attention by including hypothesized human attentional limited resources in the same way sequential ideal observer analysis has been used to include physiological processing components of human spatial vision (Geisler, W. S. (1989). Sequential ideal-observer analysis of visual discrimination. Psychological Review 96, 267-314.). In particular we compare new biologically plausible implementations of the BIO and variant models with limited resources. We find a close relationship between the behavioral effects of cues predicted by the models developed in the field of human psychophysics and their neuron-based analogs. Critically, we show that cue effects on experimental observables such as mean neural activity, variance, Fano factor and neuronal index of detectability can be consistent with the two major theoretical models of attention depending on whether the neuron is assumed to be computing likelihoods, log-likelihoods or a simple model operating directly on the Poisson variable. Change in neuronal tuning functions can also be consistent with both theories depending on whether the change in tuning is along the dimension being experimentally cued or a different dimension. We show that a neuron's sensitivity appropriately measured using the area under the Receive Operating Characteristic curve can be used to distinguish across both theories and is robust to the many transformations of the decision variable. We provide a summary table with the hope that it might provide some guidance in interpreting past results as well as planning future studies.
Introduction
The roots of our present conceptualization about visual attention can be found in theories developed on the basis of measurements of human behavior starting in the 1950s and through the 1990s. The last 15 years have been unique in that there has been an explosion in the number of studies investigating visual attention using neurophysiological recordings of cells in animals and more recently human neuroimaging. Naturally, these latter studies have investigated how properties of neurons and/or by products of the neuronal activity such as functional magnetic resonance (fMRI) BOLD response and/or evoked potentials are altered by experimental manipulations of visual attention. These studies have provided new insights about the neural basis of visual attention. Yet, the richness of the new techniques and abundance of data far exceed the more scarce efforts in trying to integrate the findings from behavioral and neuroscience approaches under a common theoretical framework (but see Boynton, 2005; Bundesen, Habekost, & Kyllingsbaek 2005; Carrasco, 2006; Luck, Girelli, McDermott, & Ford, 1997 , for efforts along this line). Unclear is how the neural observables relate to psychological theories. True, a large number of published studies will include a discussion in which a neuroimaging or neurophysiology result is claimed to be 0042-6989/$ -see front matter Ó 2009 Elsevier Ltd. All rights reserved. doi:10.1016/j.visres.2008.12.008 consistent with one or another theory. Often times, though, close scrutiny reveals that the comparisons can be more elusive than one might expect. How do results of attention induced increased neural activity relate to the classic theories of attention? Does a change in receptive field tuning necessarily imply limited resources which are central to classic theories of visual attention? Does an increased BOLD response when an observer attends to a spatial location necessarily support the concept that attention enhances visual processing at that location? In fact, what is meant by enhancement and limited resources? How would one relate neuroimaging and neurophysiology results to the classical theories and major concepts in the field of cognitive psychology? Are the models developed in the field of visual psychophysics applicable at all to neuron based models? Are there methods that might be particularly suitable to relate psychological theories, behavioral data and physiological results?
Arguably, integration of neural based and behavioral data might improve our comprehension of how previous studies connect to each other and ultimately advance our understanding of the process we refer to as visual attention. What makes this integration task difficult is that investigators employ different techniques and have typically focused on different questions using a variety of experimental manipulations of attention.
The purpose of this paper is not to provide a general theory that can account for most behavioral and neuroscience data on visual attention. The more modest goal is to attempt to relate results obtained from a variety of scientific approaches and observable measures within a common theoretical framework in order to better integrate the findings and more importantly to assess which neural measures allow discrimination of competing theories. The underlying premise in the endeavor is that computational theory and in particular statistical decision theory can provide a common language with which classical theories and concepts of visual attention from the field of psychology (Fig. 1a) can be related to studies measuring the effects of attention on neural activity. The rather narrow focus of the present work is on visual tasks in which attention is experimentally manipulated via cues and on distinguishing two major theories ( Fig. 1b): (1) the classic limited resources and (2) selection/differential weighting theory based on the Bayesian ideal observer. The paper develops various submodels ( Fig. 1c) within each of the two theories which will lead to different predictions about how the statistical properties of neural activity will vary with the presence of the cue (attention). The hope is that the ideas put forward might provide some guidance in designing future experiments and facilitate communication within the sub-disciplines studying visual attention.
The paper is organized as follows: Section 2 presents a brief overview of the questions pursued and experimental paradigms used by previous psychological and neuroscience studies; Section 3 develops a computational framework for the various sub-models under the two theories ( Fig. 1c) and reports model predictions on the effects of cues on behavior; Section 4 evaluates various neural measures (mean, variance, Fano factor, etc.) in their ability to discriminate across theories/sub-models. Section 5 discusses the current findings in the context of previous efforts to relate the neuroscience and behavior of visual attention.
2. The schism between classic psychological theories and neuroscience studies
Differences in the questions pursued
Part of the difficulty in bridging results across disciplines stems from the fact that classic psychology and psychophysics studies have pursued different theoretical questions than neurophysiology and human imaging/electrophysiology studies. The classic psychology papers of the 1950s and 1960s, going back to the work of Broadbent's filtering theory and others, focused on the level of processing of unattended stimuli (Broadbent, 1958; Deutsch & Deutsch, 1963) . This issue was central to the question of whether attentional selection operated at an early or late stage in information processing. A central theme of the research in the late 1970s and 1980s was whether attention changed the sensitivity of visual processing at the attended location vs. the unattended location. The sensitivity change would be predicted by a limited capacity theory in which attentional resources are allocated at the attended location at the cost of the unattended location (Kahneman, 1973; Posner, 1980) . This unequal allocation of processing resources would lead to an increased sensitivity at the attended location vs. an unattended location (Luck, Hillyard, Mouloua, & Hawkins, 1996; see Fig. 1b) . In addition, the 1980s saw a surge of studies investigating whether processing moved in a temporally serial mode from item to item or in parallel, following the publication of the influential Feature Integration Theory (Treisman & Gelade, 1980; Wolfe, Cave, & Franzel, 1989) . Meanwhile alternate theories were being proposed that explained a number of attentional effects on performance without assuming limited resources or a serial mechanism (Kinchla, 1992; Shaw, 1980 Shaw, , 1982 Sperling & Dosher, 1986) . Most of these theories started with the assumption that visual neural processing is subject to noise and sought to explain human performance based on changes in decision criteria, weighting of information and/or selection of visual information. In these latter models cues/attention allow the observer to optimize the selection and weighting of noisy sensory information across multiple locations/features, giving rise to performance improvements (Fig. 1b) . Critically, these models give rise to cueing effects without changes in sensitivity at the cued location relative to the uncued location. Many studies in the 1990s have tried to carefully distinguish these major alternative theories of visual attention from human behavior and modeling (Luck, Girelli, et al., 1997; Shiu & Pashler, 1992; Palmer, 1993 Palmer, , 1994 Solomon, Lavie, & Morgan, 1997; Eckstein, 1998; Eckstein, Thomas, Palmer, Verghese, & Pavel, 2000; Baldassi & Verghese, 2002) . 1 Neurophysiology studies have foremost tried to determine whether neurons in a number of visual areas (e.g., V1: Luck, Chelazzi, Hillyard, & Desimone, 1997; Mehta & Schaal, 2002; Motter, 1993; Roelfsema, Lamme, & Spekreijse 1998; V2: Motter, 1993; Marcus and Van Essen, 2002, Reynolds, Chelazzi, & Desimone, 1999; V4: Moran & Desimone, 1985; Reynolds, Pasternak, & Desimone, 2000; Desimone & Duncan, 1995; McAdams & Maunsell, 1999; Williford & Maunsell, 2006; LIP: Colby, Duhamel, & Goldberg, 1996; Bisley & Goldberg, 2003; MT: Treue & Maunsell, 1996; Treue & Martínez-Trujillo, 1999; are modulated by experimental manipulations of the animal's visual attention. Second, they have tried to determine how the neuronal properties such as spike rate and tuning functions (i.e., how the mean firing rate of a cell varies as a function of stimulus properties such as orientation or motion direction) are affected by attention. More recently, a number of studies have focused on studying whether the attentional modulation varies across signal contrast to differentiate three types of modulations in the mean spike rate: contrast gain, response gain and activity gain (Reynolds et al., 2000; Martínez-Trujillo & Treue, 2002; Williford & Maunsell, 2006) . Human event related potentials (ERP) and functional magnetic resonance imaging (fMRI) studies have investigated how neural activity in humans is altered by attention and concentrated on determining the effect of attention in different brain areas (fMRI; 1 There has been also another literature devoted to dual tasks and more recent research in visual attention has focused on a variety of topics including object based attention, attentional load, the effects of attention on resolution.
e.g. LGN: O'Connor et al., 2002; V1: Huk & Heeger, 2000; Gandhi et al., 1999; Tootell et al., 1998; Silver, Ress, & Heeger, 2007; V4: Brefczynski & DeYoe, 1999; MT: Saenz, Buracas, & Boynton, 2002) and the time course of attentional modulation (ERP; ; Anllo-Vento, Luck, & Hillyard, 1998; Mangun, Hillyard, & Luck, 1993) . Human fMRI studies have also focused on the varying effects of attention with signal contrast (Buracas & Boynton, 2007) and related these findings to similar studies in animal neurophysiology (Reynolds et al., 2000; Martínez-Trujillo & Treue, 2002; Williford & Maunsell, 2006) . Given the different scopes of the behavioral and neuroscience approaches it is easy to see why relating the findings from the varying disciplines to the classic theories of attention might present challenges.
Differences in experimental paradigms
Another limitation in relating the results across neurophysiology, neuroimaging and psychophysics has been that different task paradigms have been used in the the various sub-disciplines. Behavioral studies often pursue measurements of performance in two behavioral conditions that attempt to probe two states of attention (e.g., attended vs. unattended; focused vs. distributed attention). Typically cues (arrows, boxes, etc.) are used to operationally define attention. In a typical design, a cue co-occurs or precedes the target(s) in a certain percentage of trials (e.g., 80%), and performance in a detection, localization and/or identification task is compared in the trials in which the target appears at the cued Flow chart for two major leading theories explaining how predictive cues (square box around oriented Gabor) lead to more accurate perceptual decisions (detecting or localizing the oriented Gabor). In the limited resources model, greater allocation of resources to the cued location leads to increased sensitivity to the target (target/distractor discriminability) relative to the uncued location. In the differential weighting model, sensory evidence at both locations have equal sensitivity but the information is integrated by giving higher weighting to the sensory evidence from the cued location. (c) Hierarchy of sub-models (within the two theories) investigated in the current paper.
location (valid trials) vs. those trials in which the target appears at an uncued location (invalid trials). The underlying assumption is that the observers are shifting covert attention towards the predictive location and thus the valid trials are referred to as the attended condition and the invalid trials as the unattended. The other common manipulation is to use cues that are equally good at predicting the target location (e.g., 25% for a four alternative forced choice) but manipulate the number of cues (set-size). Behavioral performance is compared across conditions in which there are few cues (focused attention) vs. a condition in which there are more cues (distributed attention).
2 From the performance differences across these two conditions (focused vs. distributed; attended vs. unattended) and with modeling efforts investigators infer the mechanisms mediating the improvement in the attention conditions (focused attention and or valid cue trials). Neurophysiology and neuroimaging studies can make measurements of the neural activity related to a visual stimulus even in the absence of having the human or animal perform a task at that location or visual stimulus. Thus, many of the studies measure the neural activity to a visual stimulus while the animal or human is performing a task at that stimulus location (or that involves the stimulus) versus a condition in which the task involves a different stimulus or location. In these studies, neural activity is measured for two conditions (attended and unattended) but behavioral performance can typically be only measured at the location or stimulus where the animal/human is performing the task. Thus, it precludes from directly relating neural activity to behavior across corresponding states/conditions. Measuring performance under two attentional conditions (i.e., cue conditions) and simultaneously recording neural correlates (cell electrophysiology, fMRI, EEG) allows for attempts to infer predicted behavioral differences across conditions from the neural activity. The fewer studies interested in directly relating neural activity to behavior have indeed pursued such an approach Krauzlis, Liston, & Eckstein, 2005) .
Using computational theory to relate psychological, psychophysical and neuroscience theories of attention
This section develops computational implementations of various sub-models within the limited resources and differential weighting theories. Fig. 1c lists the hierarchical relationship among the sub-models covered. Appendices A and B cover the mathematical derivations of the models. Appendix D details the numerical integration and simulation methods used to calculate performance (accuracy) of the models.
Statistical decision theory, differential weighting and the Bayesian ideal observer
Statistical decision theory provides quantitative tools that specify how to make decisions under the presence of noise and uncertainty. Although widely used in visual psychophysics it has been less popular in some areas of attention especially in studies measuring observers' reaction times. Because any computational model that tries to predict behavior from neuronal activity must handle the stochastic nature of neuronal responses, statistical decision theory has been successfully used to bridge the gap between neurophysiology and behavior in a number of areas of vision such as motion perception (see Parker & Newsome, 1998; Shadlen & Newsome, 2001 ) and more recently in decision making (Gold & Shadlen, 2001; Gold & Shadlen, 2007; Sugrue, Corrado, & Newsome, 2005) . There have been few efforts to apply such frameworks to relate the neuroscience of visual attention to behavioral results (but see Verghese, 2001; also, Reynolds et al., 2000; Krauzlis et al., 2005) .
One powerful framework within statistical decision theory is that of the Bayesian ideal observer (Knill, Kersten, & Yuille, 1996 , Kersten & Yuille, 2003 Geisler, 2003) which specifies the optimal visual processing algorithm to make decisions in the presence of noise and uncertainty. This approach has been applied to hypothesized internal responses within the human as well as descriptions of the responses of more biological plausible sensory units. The Bayesian ideal observer computes the probability of each of H i hypothesized events having occurred given the sensory data g (posterior probability, P(H i |g) by combining sensory evidence (likelihood of observed sensory data g given event H i , P(g|H i ), with prior probabilities of each event H i events occurring (P(H i )):
The denominator refers to the probability of the sensory data over all possible hypothetical events, H i , and is typically a normalization factor that is constant across H i . In the context of experimentally defined attentional manipulations, visual or auditory cues (either through training or verbal instruction) provide information about the likely locations/features to contain a target. The Bayesian ideal observer posits the optimal use of this prior knowledge by combining noisy sensory data in order to maximize performance. Many of the paradigms in perceptual psychology that manipulate visual attention require the observer to integrate and/or compare visual information across many sources (i.e., locations and/or features) to make a decision. When the cue(s) or prior knowledge provide information about varying probabilities of the different hypotheses that the organism is deciding across (M alternative forced choice), then Eq. (1) can be used to make optimal decisions by weighting the sensory evidence (likelihood) by the hypothesis' prior. However, in some tasks the cue gives information about the probable feature or location, but not about whether one hypothesis is more likely than the other. For example the task might be to detect a target (yes/no) which when present might appear in one of many locations. A cue informs the observer that certain locations might be more likely to contain the target but not whether any of the decision categories (target present or absent) is more likely. Similarly, a yes/no task can present a target defined by one of many features (e.g., orientation, length, contrast) and a cue can provide information about the more likely targetfeature but no information about the presence or absence of the target. In these cases the Bayesian ideal observer integrates for each ith hypothesis (target present vs. absent) the sensory evidence across the J mutually exclusive sub-hypotheses (locations and/or features) and weights each by its prior probability:
where P(H i ) is the prior probability of the ith hypothesis and P(f j ) is the probability of the target being along the mutually exclusive jth feature/location. A location or feature with a higher probability of containing a target will carry a higher prior probability for its corresponding P(f j In many search studies set-size is manipulated by changing the number of elements or search items in the display. Manipulating set-size by keeping the number of items in the display constant and introducing varying number of cues indicating the probable target locations is considered to be in general a preferable design because it controls to some extent for visual factors (item density).
2003a). Performance benefits when cues indicate the probable locations arise from improved selection and/or integration of sensory information corrupted by noise arising from the external world or sources intrinsic to the brain. For example, if an uncued location never contains the target then any decision based on a computation that integrates sensory activity from the uncued location will only bring unnecessary noise into the decision and degrade accuracy of the perceptual judgment. On the other hand, a computation that excludes the sensory noise from neural mechanisms responding to locations that will never contain the target will lead to performance benefits (Fig. 1c) . Similarly, if one location (cued) is more likely to contain the target than another location (uncued), then computations that integrate across locations by giving more weight to sensory information arising from the cued location vs. the uncued location will also give rise to performance benefits when compared to computations that equally weight sensory information from both cued and uncued locations (Fig. 1c) . The BIO (Eqs.
(1) and (2)) captures many of the attentional improvements in performance predicted by previous statistical decision theory modeling efforts (see Kinchla, Chen, & Evert, 1995; Shaw, 1980 Shaw, , 1982 Baldassi & Verghese, 2002; Verghese, 2001; Palmer, 1994; Palmer et al., 2000; Eckstein et al., 1998 Eckstein et al., , 2000 Monnier & Nagy, 2001a; Monnier & Nagy, 2001b) and allows us to unify the approach under a normative model. Researchers from the field of computer vision working on models of human visual search in natural scenes have also realized that contextual cues might improve performance via Bayesian priors. Thus, these studies have also implemented models within a Bayesian framework although these investigators have remained aside of the debate about limited resources (Torralba, Oliva, Castelhano, & Henderson, 2006) . Also, investigators in theoretical neuroscience have recently proposed similar frameworks for the neural implementations of visual attention (Rao et al., 2005; Yu & Dayan, 2005) . In the context of visual attention, the BIO is a starting point in the analysis of how the human nervous system makes use of cues to maximize the accuracy of perceptual decisions. Note, that in many instances humans might use a strategy akin to the BIO by weighting sensory evidence, but might use weights that depart from the optimal. Thus, we use term ''differential weighting" (Fig. 1b) to describe the family of models that preserve the computational structure of the BIO but might differ in the optimal use of weights (Fig. 1c) .
Here, we cover two basic paradigms with spatial cues: the alternative forced choice and yes/no tasks (Fig. 2) . We restrict the current analysis to these designs because the aim of the paper is to apply the computational models to paradigms that are common in behavioral, neuroimaging and neurophysiology studies. However, the BIO framework can be easily extended to more complex tasks and stimuli (Schoonveld, Shimozaki, & Eckstein, 2007; Torralba et al., 2006) .
Two alternative forced choice tasks
In a two alternative forced choice task (2AFC), the human or animal is instructed or trained to detect a target that appears always in one of two locations and decide which location contains the target (Fig. 2, top right panel) . Typically the target is defined to have a different contrast luminance, orientation, motion speed or direction than the distractors. We will use the term target-dis- Cue is predictive of the target location (e.g., 80%). Cue can appear at the right or left location (50% probability). Figure only illustrates sample trials in which the cue appear at the right location. Bottom: Feature cueing task that is similar in design to the spatial cueing task: Target is either a rightward tilted target (80%) or a leftward tilted target (20%) and distractor is vertical Gabor. The experimenter informs the observer of the probabilities for the orientation of the target Gabor.
tractor discriminability to refer to the difference along the dimension of interest between the target and distractor. Importantly, in a spatial attention task the target co-occurs with a highly visible spatial cue (dotted box) p% of the trials. We will restrict our theoretical analysis to measurements of decision accuracy with briefly presented displays. Such short prsentations (100-200 ms) prevent observers from making eye movements and thus allows for isolation of covert attention from overt attention. In addition, we mostly concentrate on theoretical results for spatial cueing tasks but the predictions can be generalized to feature cueing designs as the one described in Fig. 2 (bottom panel) .
3.1.1.1. BIO Gaussian internal responses. The typical result in the spatial cueing task is that accuracy (percent correct decisions or hit rate for a yes/no task) for trials in which the target co-occurred with the spatial cue (valid cue trials) is larger than for those trials in which the target did not appear with the cue (invalid cue trials). Fig. 3 (top left) shows the typical Bayesian computational model developed for behavioral studies using the standard assumption that internal response variables (sensory data) are univariate Gaussian-distributed. The cue in this case is a black box that co-occurs with the target p% of the times (0.5 < p < 1.0). In this model, the visual stimulus at each of the two locations gives rise to an internal response which is sampled from a Gaussian distribution. This internal response can be thought of as representing some neural response at the early or low-level stages of visual processing. For the BIO model the internal response occurs prior to the effects of attention. On average, the target elicits a larger response than the distractor but, critical to this model, the separation between the target and distractor internal distributions is identical at cued and uncued location. For the 2AFC task, the model calculates for each location the likelihood of observing the internal response for each of the two hypotheses (target is at one or the other location). The ratio of likelihoods is then weighted by the prior probability of the target occurring at that location which is determined by the presence or absence of the cue. The model chooses the location with the highest posterior probability (i.e., weighted likelihood ratio; see Appendix A.1.1.) as containing the target. The weighting of the likelihoods could be taking place at later stages in neural processing where the cue exerts an effect on neural activity. Fig. 4 (top left graph; continuous lines) shows proportion correct decisions for valid and invalid cue trials as a function of the increasing overall proportion correct across both types of trials manipulated by increases in target-distractor discriminability (e.g., orientation difference, contrast difference, speed difference between target and distractor). The difference in proportion correct across both types of trials is referred to as the cueing effect. When the target is identical to the distractors then there is no sensory evidence. In these cases, the model is driven only by the priors, always chooses the cued location (if and only if the cue validity >0.5) and the cueing effect is maximal (1.0) in the 2 AFC task. For this scenario with zero target-distractor discriminability, the overall proportion correct across valid and invalid cue trials is equal to the cue validity. As target-distractor discriminability increases, overall proportion correct increases and the cueing effect diminishes because decisions are driven by sensory data rather than the priors. Fig. 4 (top right graph, continuous lines) shows the cueing effect increases with increasing cue validities (70%, 80% and 90% valid cues; see Appendix E for details on the calculation of performance for all models using numerical evaluation and/or simulations).
3.1.1.2. BIO Poisson. Extracellular recordings of neurons consist of a sequence of stochastic action potentials that are commonly characterized by counting the number of spikes and modeled using a homogeneous Poisson process. Thus, in developing a biologically realistic model, it is of interest to adapt the BIO model to include an internal response that measures the number of neuronal spikes described by a Poisson variable rather than a Gaussian variable. Fig. 3 (middle panel) shows a version of the BIO model with mean neuronal spike rates generated using a Poisson process (see Appendix A.1.3. for derivation). It is well-known that a Poisson distribution will approximate a Gaussian for mean rates above ten. However, the unequal variances for target and distractor distributions for the Poisson model and the statistics of extreme values associated with M-AFC tasks requires that we test the agreement between Poisson and Gaussian based BIO models. The BIO model (Fig. 3) remains identical in terms of a calculation of likelihood ratios and priors except for the change in the underlying distributions from Gaussian to Poisson. Note that the distributional modification does not only change the statistical process generating the internal response distribution but also modifies the function (from Gaussian to Poisson) used by the model when calculating likelihood ratios (decision variable calculation; see Appendix A.1.1-A.1.3). Fig. 4 (top row graphs) shows that the predicted behavioral cueing effect for the Poisson variables (symbols in graphs) remains very similar to the BIO model with Gaussian (continuous lines) internal responses. The correspondence between the behavioral predictions of the two sub-models holds for the various values of cue validity (Fig. 4 , top row, right graph).
3.1.1.3. Maximum of log of weighted likelihoods (Poisson and Gaussian). Arguably, one of the limitations of the Gaussian and Poisson BIO is that both models would require that the neurons compute the complex full likelihoods ratios. It would be useful to seek a simple and more biologically plausible implementation of the BIO model that does not require the explicit non-linear calculation of the likelihoods. A well-known result for the 2AFC task is that the BIO model can be mathematically simplified to a model that uses the logarithm of the likelihood (Green & Swets, 1966; Burgess and Ghandeharian, 1984; Deneve, Latham, & Pouget, 2001; Jazayeri & Movshon, 2006) . This theoretical result is valid for both the Poisson and Gaussian internal response (see Appendices A.1.4. and A.1.2.). Fig. 3 (right panel) shows the biologically plausible model for Poisson internal responses. This model is mathematically equivalent to the BIO based on weighted likelihood ratios ( Fig. 3 (middle panel)). For the Poisson case, the simplified model (logarithm of weighted likelihood ratios) makes decisions based on the observed spike rates from each location (k) and an additive term which is a function of the logarithm of the weighting used for that location (log(w c ) for the cued location and log(w u ) for the the uncued location) and the logarithm of the ratio of the mean Poisson rates for the signal and distractors (see Fig. 3 , and Appendix A.1.3. for derivation). For the optimal case in which the weights (w c and w u ) match the cue validity, the presence of the cue modifies the neural activity by biasing additively the neural activity at the cued location relative to the uncued location.
3 Importantly, the bias is modulated divisively by the ratio of the mean Poisson rates for the target and distractor. When the target-distractor discriminability is high then the divisive term will weaken the biasing of the neural activity at the cued location relative to the uncued location. When the target-distractor discriminability is small then the additive biasing towards the cued location will increase.
Multiple alternative forced choice tasks
The generalization of the two alternative forced choice task to more than two locations (M-alternative forced choice) is straightforward. The model computes the likelihood ratios for the M-alternative spatial locations, weights the cued location by the cue validity and the uncued locations by: (1 À cue validity)/(M À 1). The model then chooses on each trial the location with the highest weighted likelihood ratio. Fig. 4 (2nd row, left graph) shows proportion correct (Pc) for valid and invalid trial for a 2, 4 and 100 AFC for both the Gaussian and Poisson based models. Proportion correct in invalidly cued trials degrades with increasing alternatives. Although the close relationship between the Gaussian and Poisson based model remains, small differences arise with increasing alternatives. The cueing effect (Fig. 4 , middle row, right graph) does increase with more alternatives but not dramatically from 4 to 100 alternatives.
Yes/no task
In the yes/no task, the human or animal is instructed or trained to detect a target that might appear (e.g., 50% probability) in one of two locations. The task is to decide whether the target is present or absent (Fig. 2 , top left panel). As with the AFC task, the target is defined to have a different contrast luminance, orientation, motion speed or direction than the distractors.
3.1.3.1. BIO Gaussian. The situation for a yes/no task within one of two locations is more complex than the forced choice. The model considers the posterior probabilities of the two possible hypotheses: target present and target absent. However, the model needs to calculate likelihoods ratios of the data considering the two mutually exclusive possible events: that the target is present either at the cued or at the uncued location. The likelihoods ratios are summed after weighting each of them by the prior probability of the target being present at that location (cue validity; see Eq. (1); Appendix A.2.1). If the sum of weighted likelihood ratios is larger than one, then the BIO decides ''yes, signal present" otherwise it decides ''no, signal absent". Thus, the BIO gives more weight to the sensory information arising from the more likely location to contain the target and this optimal combination of information gives rise to the beneficial accuracy when the cue is valid. Fig. 3 shows the basic BIO model with a Gaussian internal response for the yes/no task (Eckstein et al., 2002; Shimozaki et al., 2003a) . Fig. 4 (3rd row, left graph) shows, for the BIO Gaussian model (continuous line), how hit rate and false alarm rate vary as a function of overall proportion correct (increasing stimulus contrast) for the valid and invalid cue trials. When there is no sensory evidence (no signal) performance for a yes/no task is at 0.5 (chance). As target-distractor discriminability increases (e.g., luminance or orientation) then overall proportion correct increases and the cueing effect peaks when overall the proportion correct is approximately 0.7 (Fig. 4 , 3rd row, right graph; also see Shimozaki et al., 2003a) . Also, the cueing effect increases with cue validity and the overall proportion correct value at which it peaks also varies (Fig. 4) . 3 The logarithm of a number that is smaller than 1 (w c and w u ) will be negative and thus the term will be subtractive rather than additive. To make the term positive we have added a baseline firing (l b , see Fig. 3 ) that does not alter the model but guarantees that the additive term is positive.
3.1.3.2. BIO Poisson. Fig. 4 (3rd row graphs, symbols) evaluates the effect of changing the distributions of the model from Gaussian to Poisson on the behavioral predictions for the yes/no task (see Appendix A.2.3 for derivation). The results show that for a cue validity of 0.8, there is a close correspondence between the behavioral predictions of the Gaussian model (continuous lines) and the Poisson model (symbols) across various values of target-distractor discriminability. However, some small differences across models do arise at high cue validities (cue validity of 0.9, Fig. 4 , 3rd row, right graph).
3.1.3.3. Maximum of log of weighted likelihood (Poisson and Gaussian). As with the alternative forced choice task, it would be desirable if a simpler and more biologically plausible decision rule would be mathematically equivalent to the full weighted likelihood calculation described in Fig. 2 (also Eq. (1)). Unfortunately, one important difference from the MAFC task is that the BIO for the yes/no task cannot be mathematically simplified by taking the logarithm. 4 However, one can approximate BIO in a yes/no task by making decisions based on the maximum across the logarithm of the weighted likelihood ratios (see Fig. 3 rightmost model; Appendix A.2.2 for Gaussian and A.2.4 for Poisson) of the two locations rather than the Bayesian ideal weighted sum of likelihoods (Nolte & Jaarsma, 1967; Shimozaki et al., 2003a) . The model uses the maximum value and compares it to a criterion to make decisions about target presence or absence. At high target-distractor discriminability the decision variable from the location containing the target will be extremely large relative to the other decision variables and thus the max-model will approximate the sum of weighted likelihoods (BIO). At lower target-distractor discriminabilities the max-model will under-perform relative to the full BIO (Nolte & Jaarsma, 1967; Shimozaki et al., 2003a Shimozaki et al., , 2003b . 
Summary
There is a close correspondence between the behavioral effects predicted by the BIO developed in the field of psychophysics and neuron based analogs of the model using a Poisson process. In addition, the BIO could be reduced mathematically or well-approximated with a biologically simpler computation that includes the number of spikes elicited by neurons at each location with an additive term that depends on the weighting of information at each location and the target-distractor discriminability, and makes decisions based on the maximum of the decision variables from each of the two or M locations.
Limited resources models in a computational framework
The concept that attention is a limited resource has been central in explaining various experimental results involving the presence of predictive cues (Posner, 1980; Luck et al., 1996; Henderson, 1996) , contextual cues (Chun, 2000) and effect of number of searched items (set-size, Fisher, 1984) . However, many of the limited capacity/resources models of visual attention do not specify the types of limitations in attentional processing and the mediating computations.
5
There are even fewer cases where the limitations are specified with respect to neuron based models. The theory of biased competition (Desimone & Duncan, 1995) states that stimuli compete for neuronal processing, and the theory is typically discussed in the context of limited resources. Yet, the theory does not explicitly specify the computational mechanism that leads to improved performance.
One possible interpretation of limited resources within the approach of statistical decision theory is the concept that there are a fixed number of neuronal units that can be allocated or recruited to code sensory information for a given location and/or feature. This concept would remain close to the idea of limited statistical samples used in psychophysical modeling to reflect limited resources . The need to use a limited number of neurons could possibly be associated with the high energetic costs of neuronal computations (Lennie, 2003; Pestilli & Carrasco, 2005; Carrasco, 2006) .
Pooling across neurons with identical tuning curves
The tuning curve refers to the neuron's variation in mean response to stimuli varying along a physical dimension such as orientation, spatial frequency, or motion direction. The responses of a neuron to the target and distractor are given by the tuning curve which determines the means of the target and distractor response distributions. We first consider pooling across neurons with identical tuning curves.
For the two location tasks presented in the previous Section 3.1 the limited number of neuronal units could either be divided equally across the two locations or more units could be allocated to the location likely to contain the target. Even if the individual neuronal units have identical response properties (i.e., receptive fields, tuning curves), integrating across independent sensory units reduces the effective noise standard deviation as the square root of the number of units being pooled. Thus, if the brain allocates more neurons to processing the visual information at the cued location (N c ) compared to the uncued location (N u ) then a subsequent neuron integrating across the recruited units will give rise to internal response distributions for target and distractor that are more separate from each other for the cued than the uncued location (Fig. 5) . The neuron at the cued location will have an increased ability to discriminate between the target and distractor compared to the neuron pooling fewer input neurons at the uncued location. Fig. 5 considers two different pooling strategies (averaging and 4 This is related to the fact that for the yes/no task, the decision variable is formed by taking the sum of two log-normal variables (rather than a single log-normal variable) which prevents us from simplifying the exponential by taking the logarithm.
5 Some models such as Feature Integration Theory do specify the assumption that attention is able to to be deployed at a single location/item at a time and thus temporally serially shifts through space. summing) for neurons with Gaussian and Poisson internal response variables. Sensitivity within the context of statistical decision theory refers to a quantitative measure of the neuron's ability to discriminate between target and distractor computed from the internal response distributions. Thus, allocation of more resources (neuronal units) will result in increased sensitivity at the cued location relative to the uncued location. This analysis and Fig. 5 assume a simple case in which the noise in the neurons is uncorrelated. The more general case in which there are statistical noise correlations among the neurons requires considering whether the pooling mechanism simply averages/sums the neuronal responses or combines them optimally taking into account their correlations (Averbeck, Latham, & Pouget, 2006; Barrett et al., 2000; Shimozaki et al., 2003a Shimozaki et al., , 2003b . In general, pooling across neurons with correlated noise processes will diminish the gains in sensitivity from pooling compared to the uncorrelated noise scenario (for detailed discussion on correlations see Averbeck et al., 2006; Series, Latham & Pouget, 2004) . Still, assuming that the inter-neuron noise correlations and pooling computation are the same across cued and uncued locations then allocating more neurons will typically lead to improved sensitivity. 
Pooling across neurons with different tuning curves
Separate consideration is needed for the case in which the recruited neurons have different tuning curves and/or receptive fields. Fig. 6 illustrates an example of three different neurons with three different receptive fields and tuning curves (continuous lines). For simplicity, the tuning curve was obtained from the response of the linear receptive fields to Gabor stimuli with varying orientation. For each neuron, the mean of the internal response distributions for a vertical Gabor distractor and a rightward oriented Gabor target are given by the response values to the stimuli from the neuron's corresponding tuning curves (see arrows in Fig. 6) .
Note, that a neuron with a tuning curve with a peak response at the target's orientation does not necessarily maximally discriminate target from distractor (Deneve, Latham, & Pouget, 1999; Navalpakkam and Itti, 2007; Pouget, Dayan, & Zemel, 2000) . A neuron with a peak response to a Gabor that is more extremely oriented than the target results in target/distractor internal response distributions that are more distant (see 3rd set of internal distributions from the left). Now, let us assume that the three neurons with different tuning curves are recruited for a location. Then, the optimal combination of information across such neurons (for Poisson process: Jazayeri & Movshon, 2006 ; for linear detectors with Gaussian internal responses: Barrett, Yao, Rolland, & Myers, 1993; Shimozaki et al., 2003b) will result in another neuron with a different receptive field (dash line outline in Fig. 6 ), tuning curve (dashed curve) and importantly internal response distributions that more effectively discriminate target from distractor (rightmost internal response distributions in Fig. 6 ). Thus, allocation of different number of neurons with varying tuning curves to a cued location can improve the effective tuning curve of their optimal combination and thus increase sensitivity. . Recruitment of neurons with varying tuning curves. Their optimal combination can result in a more effective tuning curve (dotted line) and better discrimination of the two stimuli (vertical Gabor and 20°rightward tilted Gabor; distributions above optimal combination). It can be shown that for the case of the Gaussian and Poisson noise the best combination of the n statistically independent neurons assuming no correlation is given by: kopt ¼ P I i¼0 k i ½l i;1 À l i;2 for the Gaussian equal variance and
for the Poisson, where k opt is the decision variable after combining the responses of the I neurons, l i,1 is the mean response of the ith neuron to stimulus 1 and l i,2 is the mean response of the i th neuron to stimulus 2. In this example and for simplicity, we assumed that each tuning curve is given by the response of a linear Gabor receptive field to Gabor stimuli of the same spatial frequency (center frequency and bandwidth) but varying orientations. The mean of the response variables (Gaussian and Poisson distributions) for each receptive field to each of the two stimuli (T and D) is found by looking at the response elicited by the stimuli along the tuning function. Tuning curves and their corresponding receptive fields and response distributions are color coded.
6 Some scenarios are possible in which allocation of more neurons will lead to lower sensitivity. For example, let us assume the pooling is a simple sum or average. Assume that for the uncued location the neural mechanism sums the response across two equi-sensitive uncorrelated neurons. For the cued location the mechanism sums across three neurons, two of which are uncorrelated and a third one that is very highly correlated with one of the other two neurons. In this case, because the additional neuron pooled at the cued location provides very similar information to another neuron, pooling all three neurons with equal weights (average/sum) is suboptimal and can lead to lower sensitivity than pooling across the two uncorrelated neurons at the uncued location.
But can these computational concepts be implemented in a model to give rise to performance predictions? One possible route is to use the sequential ideal observer framework which allows incorporating components/limitations inherent to the human visual/cognitive system. It has been previously applied in the field of spatial vision to include constraints of the human visual system such as optics, receptor sampling, etc. (Geisler, 1989) . Here, we use the sequential ideal observer in the context of a limited resources model . The model processes visual information with varying number of neurons for the cued and uncued locations and is followed by a likelihood calculation that takes into consideration the fact that the statistical properties of the internal response distributions are different at cued and uncued locations. A second class of models that we investigate is also a limited resources model followed by a basic decision rule such as a simple maximum of responses.
3.2.3. Limited resources model followed by decision rule that takes into account statistical properties of the response 3.2.3.1. Limited resources, Gaussian internal responses with likelihood calculation. We first consider a limited resources model that uses internal responses that are Gaussian distributed. Fig. 7 illustrates within a cueing paradigm how more neurons are allocated to the cued location. For the Gaussian model we consider pooling of neurons through averaging (see left-most model in Fig. 7 ). The averaging across more neuronal response for the cued location will result in reduced variance at the cued relative to the uncued location. We then consider an ideal decision that calculates likelihoods for a signal present/absent. The likelihood calculation takes into consideration the difference in variance at the cued and uncued locations arising from the varying number of detectors pooled for the cued and uncued location (Appendix B.1.1). Such computation allows the model to prevent biases towards one or the other location due to increases in variance at the uncued location. The likelihood ratios for each location (Fig. 6 ) are compared to make the M-AFC decisions (Appendix B.1.1) and summed and compared to a criterion for the yes/no decision (Appendix B.2.1.). Importantly, this model does not weight the likelihoods from cued and uncued locations differently. Fig. 8 illustrates performance of a limited resources model in a yes/no task and a number of M-AFC tasks for the case of pooling of Gaussian internal response variables (continuous lines). This implementation of a limited resources model within the sequential ideal observer framework will give rise to a behavioral cueing effect for yes/no and M-AFC tasks but interestingly not for 2AFC tasks.
3.2.3.2. Limited resources, Poisson internal responses with likelihood calculation. The second column of Fig. 7 considers a limited resources model with Poisson internal response variables. Perhaps the easiest pooling strategy would be to simply sum the response of individual neurons. The desirable property of the sum of Poisson responses is that their sum will also be described by a Poisson process with a mean rate that is the sum of the means of the input neurons ( P l i ). However the sum of a few Poisson variables can easily grow to unrealistic mean spiking rates (Shadlen and Newsome, 1999 ) and also presents numerical problems when computing probabilities. Thus, here we consider a simplified model where the mean firing rate of the Poisson process is proportional to the sum of the mean rates of the Poisson variables from the individual neurons. This approach prevents the mean of the Poisson We define, Dl = l s À l n . Also, a c and a u . are multiplier factors on the mean Poisson rates for the cued and uncued locations with a c > a u . All other symbols are defined in the caption of Fig. 3 . Importantly, all limited resources models do not use a prior to weight sensory evidence based on cue validity. process to grow unrealistically. Fig. 7 (2nd model from left) shows such an approach where the mean rate of the Poisson process at the cued location is larger than at the uncued location. This difference in mean rates will produce an increased sensitivity at the cued location. The model is followed by a likelihood calculation that takes into account the different mean rates for cued and uncued locations (Appendix B.1.3. for 2AFC and B.2.3 for yes/no task). Fig. 8 (symbols) shows accuracy for the yes/no task and M-AFC task for the Poisson limited resources model. Although there are some differences from the Gaussian model in particular for the M-AFC tasks, the general pattern of effects is comparable.
3.2.3.3. Limited resources, Poisson and maximum of log-likelihoods. As with the BIO a simpler biologically plausible approximation of the full limited resources model is to use the maximum of the logarithm of the likelihoods (Fig. 7 , third model from the left). The simplified Poisson model uses the neuronal spikes within a time-interval and subtracts a constant related to the gains of the mean rates for the cued and uncued location (a c and a u ). The subtractive term is modulated divisively by the ratio of the mean rates for the target and distractor (see Appendix B.2.4.). A similar model can be also derived for the Gaussian case (Appendix B.2.2.).
Limited resources with simple maximum decision rule (Gaussian and Poisson)
Finally, we also consider a simpler limited resources model in which more detectors are pooled for the cued vs. the uncued location but in which the pooling is not followed by a likelihood calculation that takes into account the different statistical properties (e.g., variance) of the response at the cued and uncued locations. In this model, the decision variables are the Gaussian and Poisson internal response variables (see Fig. 7 , rightmost column for Poisson case). We introduce these simpler versions of the model because they correspond more closely to some models in the literature (e.g., Lu & Dosher, 1998) . For the Poisson model, as we did previously, we assume that that the mean rate of the Poisson process is proportional to the number of neurons being pooled. Thus, the mean rate of the Poisson process at the cued location is higher than that at the uncued location (Appendix C.2.). For the simple limited resources with Gaussian internal response we assume that the mean of the target and distractor distributions at the cued location are multiplied by a gain prior to addition of the Gaussian noise. 7 The gains for the cued and uncued locations are proportional to the square root of the number of detectors (see Appendix C.1. for more detail). Notice, that the implementation of sensitivity increase via a pre-noise gain is different from what we adopted for the limited resources with likelihood calculation (Gaussian; Section 3.2.3) in which we assumed that the cued location recruited a larger number of independent detectors leading to lower variability. Fig. 9 shows the results for these simple limited resources models for the M-AFC and yes/no tasks. There are a number of differences in the behavioral predictions compared to the limited resources models followed by a likelihood calculation. The simpler models predict a cueing effect for 2AFC and decreasing cueing effects with increasing alternatives (Fig. 9 , top left and right) while the limited resources model followed by the likelihood calculation does not predict a cueing effect for the 2AFC task (Fig. 8, top right) and also predicts increasing cueing effects with increasing alterna- tives (Fig. 8) . In addition, the dependence of the cueing effects on number of alternatives for the Gaussian and Poisson internal response variables are significantly different. Interestingly, the models with Gaussian and Poisson internal responses are in agreement for a Yes/no task (Fig. 9, bottom row) .
Summary
To summarize, Section 3.2. presented computational implementations of a number of limited resources models that allocate more neurons to a cued location than to an uncued location, giving rise to a sensitivity change and predicting behavioral cueing effects.
Inferring theoretical mechanisms from behavioral and neural observable measures
In the previous Sections 3.1 and 3.2, we described computational implementations of what arguably are the most common theories by which cues change processing and lead to improved behavioral performance in perceptual judgments. However, scientists often want to infer which of these theories is most consistent with measured behavioral performance or neural activity. Thus, in this section we directly evaluate various dependent measures and evaluate their ability or inability to differentiate across theories. The focus is mostly on neural measures. We only briefly discuss behavioral measures and readers are referred to previous publications that focus on distinguishing among theories from behavioral data. Tables 1-3 present the various neural measures (mean, variance, Fano factor, neuronal index of detectability, and Area under the ROC) for cued and uncued locations and for the various submodels considered within the two theories (Fig. 1c) . Appendix D derives the closed form expressions to calculate the neural measures for the various models and presented in Tables 1-3.   Table 4 summarizes the results of Tables 1-3 and might be a good aid to refer to as we cover the different neuronal measures.
Behavioral performance
It is well known that differences in behavioral performance (accuracy or even response times) across two conditions that manipulate the attentional state (cued vs. uncued or two different set-size conditions) are not indicative of the underlying attentional mechanism mediating the effect. In this paper, we presented examples to illustrate how two models can generate cueing effects with different underlying mechanisms: Bayesian differential weighting vs. limited resources. Occasionally, rather than measuring performance using hit rate/false alarm rate or percent correct, investigators report a contrast threshold (e.g., contrast increment, orientation difference, speed difference) needed to perform at a given performance level (e.g., 80%). Detection and discrimination contrast thresholds are lower for valid vs. invalid cue trials and focused attention vs. distributed attention (set size = 2 vs. set size = 6). The term contrast sensitivity which is often used to refer to the inverse of the contrast threshold is different from the use of the term sensitivity in the context of statistical decision theory which we have used in this paper.
Differentiating mechanisms and theories using behavioral results (proportion correct and/or contrast thresholds) requires detailed modeling of how the observer extracts information from the visual stimuli and combines information across the various features/locations to make a decision for the particular task investigated. Tasks can differ from the standard cueing tasks outlined in Fig. 2 and require separate modeling to generate performance predictions (e.g. Cameron et al., 2006; Baldassi & Verghese, 2002) . Inferring the mechanisms from the behavioral data has been the focus of many studies (Luck et al., 1994 (Luck et al., , 1996 
Table 1
Predictions for neural observable measures for various differential weighting models for a spatial cueing paradigm: Bayesian Ideal observer (Gaussian and Poisson) and maximum of the log of weighted likelihoods (black line for cued location, gray line for uncued location). Subscripts 1 and 2 for the Area under the Curve (AUC) refer to the stages along the models in Figs. 3 and 7 at which the measure is computed. Pashler, 1994; Shiu & Pashler, 1995; Lu & Dosher, 1998; Smith, 1998; Carrasco, Penpeci-Talgar, & Eckstein, 2000; Cameron, Tai, Eckstein, & Carrasco, 2004; Palmer et al., 1993; Palmer et al., 2000; Eckstein, Thomas, Palmer, & Shimozaki, 2000; Eckstein et al., 2002; Eckstein et al., 2004; Baldassi & Verghese, 2002; Shimozaki et al., 2003a Shimozaki et al., , 2003b . Many studies have documented improvements in performance with cues that are consistent with the predictions of a differential weighting and/or BIO (e.g., Baldassi & Verghese, 2002; Eckstein et al., 2000; Eckstein et al., 2002; see, Palmer et al., 2000 for a review;). However, other studies have shown evidence of performance improvements with cues beyond what is expected from the selection/differential weighting models based on statistical decision theory (Luck et al., 1994 (Luck et al., , 1996 Carrasco et al., 2000; Cameron et al., 2004; 1998, Dosher & Lu; 2000; Poder et al., 1999 ; but see Gould, Wolfgang & Smith, 2007 for detailed analysis of some of these studies). To show that the cued induced improvements in human performance are related to an increase in sensitivity and limited resources these studies have had to either: (1) carefully design their study so that a BIO is not benefited by the cue (e.g., a partially valid pre-cue followed by a 100% valid post-cue; Lu & Dosher, 1998; or (2) show that the magnitudes of the cue-induced performance improvements are larger than those predicted by a differential weighting (or BIO) model for their specific tasks (Carrasco et al., 2000; Cameron et al., 2004) .
Mean neural firing rate, ERP and BOLD response
Perhaps the most prominent finding in neurophysiology, neuroimaging and electrophysiology studies is an increase in neuronal firing (e.g., McAdams & Maunsell, 1999; Roelfsema et al., 1998) , BOLD response (Brefczynski & DeYoe, 1999; Kastner, Nothdurft, & Pigarev, 1999; Boynton, 2005; Silver et al., 2007) or evoked responses Mangun, Buonocore, Girelli, & Jha, 1998) at the attended location and/or feature. The results are often used by authors to conclude that these findings are consistent with an increase in sensitivity and thus support the theoretical concept of limited attentional resources. However, the question remains whether one can unequivocally equate increased mean neuronal activity with increased sensitivity at the attended location. Sensitivity in the context of statistical decision theory implies an improvement in the underlying ability to discriminate the signal from the distractor at the cued location relative to the uncued location. In this context, simple activity elevation is agnostic about sensitivity changes without an assessment of the relative increase of the neural response to the different stimuli presented in the task: target and distractors. For example, if the task is to discriminate an oriented Gabor from a vertical Gabor then the important variable is not the increased mean activity to the target but the change in the difference in mean neural responses to the target and the distracting visual stimuli. In addition, quantifying how a detector discriminates across a target and distractor requires assessment of the variability of the detector's response.
For the case that the neuronal firing always follows a Poisson process where the variance is equal to the mean, then an increase in firing mean rate for both the target and distractor will increase the ability of the neuron to discriminate target from distractor and thus can be interpreted as a change in sensitivity (see also Verghese, 2001 ). However, whether a cue will or will not alter the statistical properties of the neuron is an empirical question. A Poisson process will not always adequately describe the neuron's statistical properties (Gur & Snodderly, 2006; Carandini, 2004; Dayan & Abbott, 2001 ) and thus should not be assumed apriori without experimental testing.
Furthermore, we can use the various models outlined in Figs. 3 and 7 and compute the mean of the decision variables to evaluate whether an increase in mean neural activity at the cued location can distinguish across the two theoretical models: differential weighting and limited resources. The 2nd rows of Table 1 (BIO, differential weighting), Table 2 (limited resources followed by a likelihood calculation) and Table 3 (limited resources followed by simple maximum rule) show the mean responses of the decision variables of the various models for the cued (black line) and uncued (lighter line) locations as a function of target distractor discriminability. For each table, each column corresponds to the various submodels of each theory: full likelihood-Gaussian, full-likelihood Poisson, log-likelihood Poisson and also the simple maximum of the internal response variables. The results show that for both differential weighting and limited resources models the mean activity of the decision variable is increased at the cued location. The relationship between the mean activity at cued and uncued locations changes whether the model is calculating likelihood ratios or loglikelihood ratios (Table 2 , columns 1 and 2) and whether the there are limited resources present. Yet, all models investigated predict an increase in mean neuronal activity to the target at the cued location. Thus, our results suggest that elevated neural spike rate cannot be used in isolation to state whether the effect is consistent or inconsistent with the classical concept of limited attentional resources or that sensitivity has increased at an attended location. If BOLD activity and ERPs are assumed to be a monotonically increasing transformation of the neural activity (i.e., as neuronal firing increases BOLD and ERP amplitudes always increase) then the results imply that elevated BOLD and ERP responses at the cued location cannot be interpreted as necessarily implying increased sensitivity and/or limited resources.
Variance
Variability in a neuron's response is typically considered to be detrimental by limiting the amount of information available in the sensory coding (e.g., Tolhurst, Movshon, & Thompson, 1981; Dean, 1981; Rust, Schultz, & Movshon, 2002) . In this context, decreased variability of the neuronal firing at the cued location could be interpreted as the result of more units being pooled via an averaging operation and thus evidence for limited resources and increased sensitivity at the cued location. Here we used our computational theories and models to investigate the effect of the cue on the variance of the decision variables of the each of the models. Tables 1-3 (third row) show the variance of the decision variable as a function of target distractor discriminability for all versions of the BIO and limited resources models studied. The results show that for all but two models, the variance of the decision variable at the cued location surprisingly increases relative to the uncued location irrespective of whether there are limited resources or not in the model. The two exceptions are the biologically plausible implementation of the BIO (log-likelihood of Poisson variables; Table 1 ) and the simple limited resources that uses the Gaussian internal response variable as the decision variable (Table  3) . Both of these models predict no difference in the variance of the decision variable between the cued and uncued location. Thus, the Variables used in this table: wlr = weighted likelihood ratio; fwl = full weighted likelihood ratio; w = prior (w c = cue validity, w u = 1 À w c ). Gaussian response variables: l s = mean of signal distribution; l n = mean of distractor (noise) distribution; Dl = l s À l n ; d' = Dl/r ; index of detectability; k c = observed response from cued location; k u = observed response from uncued location. Poisson response variables: l s = Poisson rate when signal present; l n = Poisson rate when noise present = 20; Dl = l s -l n ; k c = observed spikes from cued location; k u = observed spikes from uncued location; for the graphs, constants: b = 1.08; l b = 0 (baseline Poisson rate).
Table 2
Predictions for neural observable measures for various limited resources models followed by a likelihood or log-likelihood calculation. For an a term, a c and a u can be substituted to obtain the expressions for the cued and uncued locations, respectively. Note: for a r term, r c and r u can be substituted to obtain the expressions for the cued and uncued locations, respectively. For all graphs, the cued location is in black while the uncued location is in gray.
results show that it is potentially difficult to infer the mechanism solely on the basis of the variance measurements of neurons at cued and uncued locations.
Fano factor
The Fano factor is defined as the ratio of the variance of the neuron spike rate to its mean and has been useful in the past to analyze neuronal firing in the context of attention (Sripati & Johnson, 2006; Mitchell, Sunberg & Reynolds, 2007) A lower Fano factor is interpreted as indicative of more reliable coding in neurons. Thus, it would seem intuitive to postulate that a decrease in Fano factor at the cued location would be consistent with an increase in sensitivity and the theoretical concept of attention as a limited resource. If one assumes that the pooling is via averaging the input neurons (of Gaussian or Poisson distributions) then a lower Fano factor would be consistent with the concept of increased sensitivity/limited resources. However, our theoretical results (Tables 1-3 ; fourth row) show that if the neuron is assumed to be computing likelihoods or/even log-likelihoods then the interpretations are not as straightforward. Both the BIO (Table 1) and the limited resources model with full likelihood calculation (Gaussian and Poisson; Table 2 ) actually result in larger Fano factors for the cued location. This is because the non-linear likelihood calculation for both models makes the variance increase faster than the mean. If we restrict our analysis to the biologically plausible models (log-likelihood, Table 2 last column, and simple limited resources models, Table 3 ) then the limited resources model predicts: (1) A larger Fano factor at the cued location for the loglikelihood model (Poisson); (2) a decrease in Fano factor for the simple model using the Gaussian internal response as the decision variable; (3) no change for the model making decisions directly on the Poisson internal response variable. On the other hand, the loglikelihood BIO model (Table 1) predicts a lower Fano factor at the cued location. This is explained by the fact that the biological implementation of the BIO reduces mathematically to the addition of a term to the Poisson decision variable which will increase the mean at the cued location but leave the variance unaltered. Together our results show that the Fano factor cannot be used to distinguish across the two theories without making strong assumptions about the nature of neuronal computation.
Neuronal index of detectability ðd 0
out Þ A limitation of using the mean and variance of the response to the target is that they do not consider the response to the distractor. Also, from the point of view of statistical decision theory, task performance is typically related to the standard deviation and not the variance of the detector's response (Green & Swets, 1966) . The index of detectability, d 0 , takes into account the response to the target and to the distractor and the inherent variability. The index ðd 0 out Þ is given by computing the difference in the mean responses to the target and distractor divided by the standard deviation of the response: The theoretical results (Tables 1-3 ; fifth row) show a general consistency for all the BIO models: no change in d 0 out across cued and uncued locations reflecting the equi-sensitivity in the internal responses of the model (see Fig. 3 ). On the other hand, the index of detectability for the decision variable of most of the limited resources models was larger at the cued vs. the uncued location. For the biologically plausible version of the limited resources model, the decision variables are Poisson distributed which approximate the Gaussian distribution for mean Poisson rates above ten. Expectedly, the d 0 out metric increases close to linearly with contrast.
The one limited resources model that did not unequivocally predict a larger d In summary the index of detectability ðd 0 out Þ for most of the models captures the dichotomy across limited resources and differential weighting theories. However, one strong limitation of quantifying sensitivity using a d' metric is that it is only appropriate when the underlying distributions of the decision variable are Gaussian. The metric is robust to small departure from the Gaussian assumptions; however, more serious departures due to the presence of non-linearities or distributional violation can lead to inaccurate estimates of sensitivity (see also Brown, Insana, & Tapiovaara, 1995; Zhang, Pham, & Eckstein, 2006) . Given that when analyzing actual neuronal spike rates the distributions are unknown, the index of detectability is not recommended.
Quantifying sensitivity with the neuronal area under the ROC curve
The more general method used to quantify the ability of a neuron/detector to discriminate between two stimuli is using the area under the receiver operating characteristic (ROC) curve, termed A z . The A z can be calculated without any assumptions of the shape of the underlying distributions. Given a set of measured responses of the neuron/detector to the two possible stimuli (target and distractor), the A z quantifies the proportion of times that the neuron will elicit a larger response to the target than to the distractor. This can be quantified as
where k s,i is the neuron's spike rate on the ith trial with the target in its receptive field, k n,j is the neuron's spike rate on the jth trial with the distractor in its receptive field, s t is the total number of trials in which the neuron's spike rate was measured when the target (s t ) Variables used in this table: lr = likelihood ratio; fl = full likelihood ratio. Gaussian optimal response variables: r c = response standard deviation at cued location = 1.0; r u = response standard deviation at uncued location = 1.25. Poisson optimal response variables: n c = number of pooled neurons for cued location = 60; n u = number of pooled neurons for uncued location = 40; n 0 = normalizing factor = 50; a c = n c /n 0 = cued location resource factor = 1.2; a u = n u /n 0 = uncued location resource factor = 0.8; l s = Poisson rate when signal present; l n = Poisson rate when noise present = 20; Dl = l s À l n ; k c = observed spikes from cued location; k u = observed spikes from uncued location. For the graphs, constants: b = 1.08; l b = 0 (baseline Poisson rate).
was at the neuron's receptive field and n t is the total number of trials in which the neuron's spike rate was measured when the distractor was at the neuron's receptive field. Also step is the heavyside step function defined as
The function d is the impulse function defined as
The step function inside the summation measures the proportion of trials in which the neuron's response to the target exceeds the response to the distractor. The second term with the impulse function handles the instances in which the responses to the target and distractor are a tie and a guess is assumed (i.e., the frequency of correct decisions is ½ the frequency of the ties). Eq. (4) can be shown to be identical to the area under the ROC curve calculated by tracing hit rates as a function of false alarm rates for various decision thresholds using non-parametric methods (Green & Swets, 1966) .
We evaluate the predictions of the two theories in terms of A z for the model decision variables at the cued and uncued location.
Figs. 3 and 7 identify the stage at which the A z is evaluated before combining information across both locations. We first evaluated A z for the decision variable for each location prior to combination (denoted with the number 1 in Figs. 3 and 7) . Table 1 (sixth row) shows that the A z for all versions of the BIO model are the same for the cued and uncued locations. The equivalence of the A z for cued and uncued locations for the BIO is consistent with the model's equivalence in the target-distractor internal response distributions for the cued and uncued location (Fig. 3) . The result can be understood if one considers that any multiplicative or additive constant applied to the decision variable (post-noise; Fig. 3 ) will affect the mean, variance, and Fano factor but will leave the ability of the neuron to discriminate target from distractor unchanged. In contrast, all five versions of the limited resources model (Tables  2 and 3 ; sixth row) lead to a higher A z for the cued locations reflecting the difference in target/distractor internal response distributions for the cued and uncued locations (Fig. 7) . Thus, A z can be used as a measure to distinguish the two theories and is robust to monotonic transformations of the decision variable (likelihood, log-likelihood, etc.) .
However if one computed the A z at a detector or neuron corresponding to a later stage in the model, after combination of sensory information across locations (denoted with the number 2 in Figs. 3  and 7) , the area under the ROC curve would not distinguish across theories (7th row of Tables 1-3). At this later post-integration stage, the A z quantifies the neuron's ability to discriminate trials with the target at the cued location and the distractor at the uncued location from trials with the target at the uncued location and the distractor at the cued location. Both models predict a higher A z for the valid trials (target at cued location) than invalid trails (target at uncued location). Thus, when measuring A z it is important to identify neurons or groups of neurons with spatial receptive fields that are tuned to the individual locations (cued and uncued) in the task (denoted with the number 1 in Figs. 3 and 7) . Measurements of A z for neurons that have already integrated sensory information across both locations will not distinguish across the two theories.
8 Table 3 Predictions for neural observable measures for simple limited resources model that uses the Gaussian and Poisson internal response variables to make decisions without calculating likelihoods or log-likelihoods. Black line for cued location and gray line for uncued location.
8 Also, there other Area under the ROC analyses which physiologists perform such as comparing the response of the neuron to the target vs. a baseline neuronal activity prior to the appearance of the cue. This analysis will also result in a larger Az for the cued vs. the uncued location for both theories and thus fail to distinguish between them.
Tuning curve
The tuning curve describes the neuron's variation in mean response to stimuli differing along a physical dimension such as orientation, spatial frequency, or motion direction. Many of the physiology studies have pursued the question of whether attention changes the tuning properties of a neuron. Some of the earlier studies have found some tuning changes (Moran & Desimone, 1985; Spitzer et al., 1988) while more recently other studies have typically found multiplicative changes in the neural activity but no change in the shape of the tuning function (McAdams & Maunsell, 1999; Treue & Martínez Trujillo, 1999) . In an analogous way, a number of studies have tried to assess whether perceptual templates (behavioral receptive fields) derived from observers' psychophysical behavior using reverse correlation techniques (i.e., classification images) or critical band masking techniques change with attention (e.g., cued vs. uncued locations; Eckstein et al., 2002; Eckstein et al., 2004; Talgar, Pelli, & Carrasco, 2004) . These studies found no changes in the perceptual templates across cued and uncued locations.
Typically, a mechanism that changes tuning properties is presented in opposition to a multiplicative gain change in the response of cells. However, the stark contrast between multiplicative gain changes in neural activity and variations in tuning functions might have less importance than originally assessed. Maunsell and Cook (2002) have correctly pointed out how a change in tuning properties of a neuron might be the consequence of a change in the multiplicative gain of one or a subset of the input neurons being pooled Baldassi & Verghese, 2005) . Thus, depending on the location of the neuron along the hierarchy of processing one might find a multiplicative gain change in the neural activity or a change in the tuning function.
In addition, the relationship between changes in tuning functions and the theoretical models from the psychological literature is unclear. Is a change in tuning of a cell necessarily indicative of increased sensitivity and/or limited resources? In Fig. 6 we illustrated how pooling a number of neurons with differing tuning functions can result, after their optimal combination, in changes to the tuning curve and accompanying sensitivity improvements. Thus, one might think that any experimentally measured change in the tuning function at a cued location might necessarily imply sensitivity changes at the cued locations and thus involve limited resources. Close scrutiny through modeling reveals this is not the Table 4 Summary table of results presented in the paper. The neural Area under the ROC curve is the only measure that can reliably distinguish across both theories of visual attention: differential weighting/BIO vs. limited resources/sensitivity change.
case. In the following sections we outline some examples that might clarify the relationship between changes in tuning and the two theories of attention.
We present an orientation detection task in one of two locations in which cueing is either along the spatial dimension (spatial cueing task, Fig. 10 ) or along the orientation dimension (feature cueing task, Fig. 11 ). Importantly, if cue-induced changes in tuning curves can be interpreted as the existence of limited resources then, it must be that a BIO model (without any limited resource) must never show a cue-induced change in the tuning function. In the next section, we generate theoretical tuning curves along orientation for a biological implementation of the BIO model for two cue conditions: spatial cue and orientation cue. 4.7.1. Changes in neuronal tuning properties along a different dimension than the cued dimension 4.7.1.1. Task. In the yes/no version, the task is to determine whether any one of two targets (rightward or leftward tilted Gabors) is present in one of the two locations in the image (Fig. 10 ). There is a 50% probability that a target is present. If a target is present it has equal probability of being a rightward or leftward tilted Gabor. In target-present trials, one location contains the target and the other contains a distractor (a vertical Gabor). In target-absent trials both locations present a vertical Gabor distractor. In the 2AFC version of the task, the target (rightward or leftward tilted Gabor) appears in one of the two locations. The task is to determine the target's spatial location.
We first investigate a condition in which a spatial cue indicates the probable location of the two equi-probable targets and quantify the effects of the spatial cue on orientation tuning. 4.7.1.2. BIO, log-likelihood. Fig. 10 (left side) shows the biologically plausible model that approximates the BIO for a standard spatial cueing task: maximum of the logarithm of weighted likelihoods. The model is similar to that presented in Fig. 3 but is more complex because it considers the response from three different neurons rather than a single neuron. Stimuli are processed by three neurons with different receptive fields and tuning curves. Fig. 10 shows that the three receptive fields for the uncued and cued location have the same properties. Following, the model computes, for each location, joint likelihoods of the responses of the three neurons (Jazayeri & Movshon, 2006; Shimozaki et al., 2003a Shimozaki et al., , 2003b Appendix F) given that either the leftward tilted Gabor (s 1 ) or the rightward titled Gabor (s 2 ) is present, or that the targets are absent and the vertical distractor is present. The model forms likelihood ratios for each target type and location (log lr i , sj where the subscript i = 1, 2 denotes the spatial location and s j the target type). For the case in which the cue indicates the probable (e.g., 0.8) location of the targets, the model weights the likelihood ratios from the cued location with a higher weight (w i ) than the uncued location. The model then takes the maximum of the logarithm of the weighted likelihood ratios (Fig. 10) to make decisions.
The column to the left of the BIO model shows tuning curves for the various stages of the model for the cued and uncued location. Tuning curves were obtained by computing the mean responses of the model at each stage (linear response, log weighted likelihood ratio and maximum of log of weighted likelihood ratio) to input Gabor stimuli with varying orientations (À90 to 90°). The first stage shows the tuning curves of the three individual linear receptive fields presented in separate graphs for the . Theoretical predictions of tuning curves for a spatial cueing task for two different models: a biological approximation to a BIO based on the maximum of the log of weighted likelihood ratios (left panel) and a limited resources model with an inefficient receptive field/tuning curve at the uncued spatial location (receptive field with green outline at uncued location, right panel). Task is to detect (yes/no) or localize (2 AFC) either a leftward or rightward oriented Gabor (50% probability). Distractor is a vertical Gabor. Leftmost and rightmost columns show tuning curves at different stages of the model. Dotted lines are for uncued location and continous lines are for cued location.
cued and uncued location. The tuning curves for the individual neurons for the model are identical for cued and uncued location. 9 The second stage shows the logarithm of the weighted likelihood ratio for each of the two possible targets (s 1 and s 2 ). These two log-likelihood ratios can be interpreted as two mechanisms that combine the inputs from the individual neurons to maximally discriminate a target (s 1 or s 2 ) from the vertical distractors. Tuning curves for cued and uncued location at the the log-weighted likelihood ratio stage are presented within the same graph. The continuous line corresponds to the tuning curves for the uncued location and the dotted lines for cued location. The results show that the spatial cue leaves the shape of the tuning curves unchanged except for an additive constant that shifts upwards the function for the cued location. The top graph (left column, Fig. 10 ) shows the orientation tuning curve for a neuron that integrates information across orientation (the maximum of the two log likelihoods ratios: for target s 1 and s 2 ). The tuning curve also have the same shape for the cued (dashed line) and uncued location (continuous) except for the additive constant (logarithm of the weight) to the cued location. Thus, the results illustrate that a spatial cue does not alter the orientation tuning curve of the different stages of the BIO model (max of log of weighted likelihoods approximation). Instead the cue introduces an additive shift to the tuning curves.
4.7.1.3. Limited resources model followed by likelihood calculation. In contrast to the approximation to the BIO model, Fig. 10 (right side) shows a hypothetical model that utilizes three receptive fields, each for a cued and uncued location, but has a suboptimal receptive field the uncued location: a horizontally oriented Gabor instead of a leftward oriented Gabor. Presumably, the suboptimal receptive field at the uncued location would arise due to fewer resources (i.e., fewer input neurons) that would prevent the system from synthesizing a neuron with a receptive field that was matched to the leftward oriented target. The flow of the model and stages through likelihood calculations parallel those of the BIO except that there is no weighting (w i ) of the likelihood ratios for the cued vs. uncued locations. The right most column presents the tuning curves for the limited resources model. For this case, unlike the BIO model, the tuning curves for the logarithm of the likelihood ratios differ across cued (dashed curves) and uncued (continuous curves) locations reflecting the suboptimality in the receptive field at the uncued location. In addition, the tuning curves for cued and uncued location also differ after integration across orientation (top graph, right column). Thus, for the spatial cueing task, measured changes in the orientation tuning function might be indicative of a sensitivity change at the cued location relative to the uncued location.
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The next example shows that for other scenarios this is not the case. Fig. 11 . Effect of orientation cueing on the tuning functions of a maximum of log weighted likelihood ratio (approximation to the BIO) for two conditions: (a) Left: yes/no or spatial 2-AFC task detection of one of two targets with equal probability (50%) and (b) right: yes/no or spatial 2-AFC task detection of one of two targets: Leftward oriented target with 80% probability and a rightward oriented target with 20% probability.
Orientation Cueing
9 Note that unlike previous treatments that use tuning curves given by a von Mises function (Jazayeri & Movshon, 2006 ), here we simply generated the tuning curve by looking at the linear response (dot product) of the Gabor receptive fields to the Gabor stimuli of varying orientations.
10 Note that determining whether the different tuning function at a cued location leads to an increased sensitivity (increased ability to discriminate a target from a distractor) requires evaluation of the tuning curves with respect to some model of information extraction (Pouget, Zhang, Deneve, & Latham, 1998; Zhang & Sejnowski, 1999) or models of types outlined in Figs. 3 and 7. 4.7.2. Changes in neuronal tuning properties along the cued dimension Fig. 11 shows a different example where the task remains the same (yes/no or 2 AFC detection of one of two Gabor oriented targets) except that instead of a spatial cue, the experimenter cues orientation by informing the observer that the leftward oriented Gabor is more likely (e.g., 80%) to appear as a target than the rightward oriented Gabor. The left schematic in Fig. 11 shows the task in the control condition in which each of two oriented Gabors have equal probability of being sampled as the targets. For this case, a Bayesian ideal observer's tuning functions (log weighted likelihood ratios and its maximum) are equally tuned to both possible targets. Furthermore, the orientation tuning curves are also identical to those shown for the cases of spatial cues (see Fig. 10 ).
The right schematic (Fig. 11) shows the cueing condition in which the experimenter cues the orientation of the target by informing the observer that one target has a larger probability (80%) of being present. For this case, the BIO observer uses the information to weight the likelihoods for each orientation by the prior probabilities (w j where the subscript, j = 1, 2 denotes the signal type). When taking the logarithm of the likelihood ratios the unequal probabilities for each target become additive terms to the log-likelihood ratio, shifting the tuning curve for s 1 upwards relative to s 2 . This shift will alter the shape of the tuning function of the maximum of the log-weighed likelihood ratios (see top graph, right column). Thus, in this experimental task, a cue indicating the probable orientation of the target has altered a BIO models' orientation tuning curves.
For this task, a measured change in the tuning function of neurons should not be interpreted as a consequence of limited resources giving rise to higher sensitivity at the cued location. A BIO that uses all available information in the task will also result in a change in the tuning function.
Summary
But how did the two presented examples differ? In the 1st example, the experiment cued spatial location and we evaluated changes in tuning functions along a different dimension than the cued dimension: orientation. The change in tuning was observed along orientation for the limited resources model but not for the approximation to the BIO model. In the 2nd example (Fig. 11 ) the experiment cued orientation and we evaluated changes along this same dimension (orientation). In this case, the biologically plausible BIO showed cue-induced changes in the tuning function along orientation. Thus, the important variable to predict whether the cue will change the tuning curve of the BIO is whether the evaluated tuning curve is along the dimension being cued or a different dimension. The BIO will always show at some stage in the model a change in tuning along dimensions being cued. Furthermore, in the spatial cueing task (Fig. 10 ) the BIO shows a difference in the amplitude of the tuning curves for cued and uncued location (Fig. 10) . This is a change in tuning to the spatial dimension produced by cueing spatial location.
Therefore, the general rule to follow is: if the improvement in cell tuning is along a different dimension than is cued in the experiment then tuning function changes can be diagnostic of limited resources or sensitivity changes at the cued location. On the other hand, if the tuning change is along the dimension that is being cued, then this cannot be taken as evidence of a change in sensitivity or limited resources because the BIO also predicts tuning changes along the dimension being cued.
In addition, Fig. 11 also shows the point made by : a change in tuning function of a neuron that integrates across a dimension (orientation) can be preceded by upward shifts in the tuning function of an input neuron. Finally, a lack of change in tuning function at a cued location cannot be interpreted as definite evidence against limited resources. Previous Section 3.2.1 has presented a possible mechanism via pooling of neurons that can increase sensitivity at the cued location without modifying the tuning properties. To summarize our findings, changes in tuning functions (or lack of) should be evaluated with consideration to the tasks and predictions of various models.
General summary and discussion

The arduous process of relating neural measures to psychological theory
It is fair to say that, often, psychologists and psychophysicists develop theories based on behavioral studies and look at the physiology and cognitive neuroscience literature for neural data that support their theories. Similarly, neurophysiologists and cognitive neuroscientists often discuss their neural data as being supportive of a classic psychological theory. We hope to have illustrated that in some cases, connecting neural observables to classic theories in the psychological literature might be more difficult than it first appears. In this paper, we put forward an approach based on statistical decision theory and computational modeling as one possible route to test the relationships between theories, neural data and behavior in the study of visual attention. We evaluated the ability of various neuronal measures in distinguishing across two major psychological theories of visual attention in the context of cues:
(1) differential weighting based on the Bayesian ideal observer and (2) computational implementations of the classic limited resources within the framework of statistical decision theory. Table 4 summarizes the effect of the cue (attention) on the various neuronal measures computed for the nine models investigated. The arrows in Table 4 indicate whether the presence of the cue increases or decreases the value of the neural measure. For a given measure (e.g., mean neural activity), arrows with the same direction across the two theories indicate that the measure cannot distinguish across the two competing theories. Note that the absolute value of the differences across cued and uncued locations for a given neural measure depends on the model parameters chosen. However, the directions of the effects of the cue on the neural measure (e.g., increase or decrease) do not change by altering the parameters of the models.
We found that a vast majority of neural measures could not easily distinguish the theories without a priori further specifying the functional mathematical form represented by the neuronal activity. One particularly robust measure was the area under the ROC appropriately measured at neurons corresponding to critical stages in the models (highlighted with a red outline in Table 4) .
A large number of studies have measured increased mean neural activity as a function of the observer's/animal's attention. The increased neural activity with attention has been typically interpreted as evidence for a limited resources nature of attention and also the idea that sensitivity increases at an attended location. Our current analyses suggest that increases in mean neural activity are consistent with both a limited resources and a differential weighting theory.
Few studies have conducted the tasks and ROC analyses outlined in this paper. Notably, Cook and Maunsell (2002) measured behavior and neuronal activity in areas MT and VIP (ventral inter-parietal) . Use of an 80% valid spatial cue allowed them to collect behavioral and neural data for two conditions (at the cued and uncued locations). They calculated an area under the ROC when the cue had been presented at the neurons' receptive field vs. when it was presented opposite to the receptive field. For area MT they found a behavioral cueing effect but no change in the A z as a function of cue position. For the neurons in area VIP measured in another monkey they found the opposite: small behavioral effects but a large increase in neuronal A z when the cue appeared at the receptive field. A recent study used a 2 AFC luminance increment task with spatial cues and measured behavior and neural activity in superior colliculus cells (Krauzlis et al., 2005) . They found that the neural activity for a block of trials was correlated with the size of the behavioral cueing effects and that although mean spike rate increased at the cued location, the A z was not significantly different for cued and uncued locations. A number of studies have measured area under the ROC for neural activity but with tasks other than the partially valid cues (80% vs. 20%). Reynolds et al.(2000) , using a task where the monkey was trained to attend always to one location, measured area under the ROC for neurons in area V4 and found a significant difference across attended and unattended location; meanwhile, Williford and Maunsell (2006) did not find any difference for the same brain area. Together, the results suggest that further work lies ahead to clarify how neural activity relates to the theories and models outlined in Figs. 3 and 7 and also to determine whether different areas correspond to distinct stages of processing along such models.
A recent focus of research in the physiology and neuroimaging of attention is to measure the effects of attention on neural activity as a function of stimulus contrast. Different potential additive and multiplicative mechanisms have been proposed to explain the various possible dependencies of the attentional effect on contrast (Williford & Maunsell, 2006; Ling and Carrasco, 2006; Reynolds et al., 2000; Buracas & Boynton, 2007) . While the early evidence favored a multiplicative gain, recent studies using both single cell recording and fMRI have argued that the additive increase in activity at the attended location cannot be discarded as a possible mechanism. It is tempting to directly compare the relationship between the models' mean firing rates for cued and uncued locations presented in Tables 1-3 to previously reported findings. However, note that the x-axis in these plots in Tables 1-3 refer to the mean rates of the Poisson process elicited by the targets and distractors in early visual processing and not to the actual contrast of the stimuli. If one assumed a linear response between the input contrast and the Poisson mean rates of firing of input neurons from early visual processing, then these plots could possibly be compared to empirical data. However, non-linear relationship between stimulus contrast and the mean Poisson mean rates might drastically alter these theoretical functions.
Signal luminance contrast and attention: equivalent effects on neuronal responses?
A common concept in the field is that the effects of manipulating attention are similar to those of manipulating signal luminance contrast (Martínez-Trujillo and Treue, 2002; Reynoldsand Chelazzi, 2004) . This analogy stems from the observation that both signal luminance contrast and attention improve behavioral performance and also both increase the mean response of the neurons as well as fMRI BOLD response. In addition, recent findings support the idea that perceptual contrast judgments are also affected by attention (Carrasco, Ling, & Read, 2004) . The theoretical analyses in the current paper suggest that determination of a full equivalence between signal contrast and attention requires not only measuring their effects on mean neural activity but also additional quantitative measures. In particular, signal luminance contrast typically increases the separation between the distribution of neuronal response to the signal (target) and the distribution of responses to the distractor. Thus, the neuron's ability to discriminate target from distractor, quantified with the area under the ROC (A z ), increases with target contrast. If the effect of the cue follows the limited resources/sensitivity models outlined in Fig. 7 then indeed the cue and signal contrast would have a similar effect on the A z .
The BIO model, on the other hand, predicts similar effects of cue and signal contrast on the mean neuronal activity but different effects on the A z: signal contrast would increase A z while the cue would not. Thus, our analyses suggest that strong conclusions about equivalence between signal contrast and the effect of attention require evaluation of measures beyond modulations of behavioral performance and mean neural activity.
Comparison to other efforts to relate behavior and neuroscience of visual attention
There have been other theories put forward to bridge behavioral research and neural measurements in the study of visual attention (Desimone & Duncan, 1995; Bundensen et al., 2005; Hamker et al., 2004; Carrasco, 2006) . Arguably the most influential, the theory of biased competition (Desimone & Duncan, 1995;  see also Kastner &Ungerleider, 2000; see Deco & Rolls 2005) , aims to provide an account of behavior in terms of neuronal processing. The theory states that stimuli in the world compete for neural representations and that the brain biases the activity towards task relevant stimuli using an attentional template. The concept of biasing neuronal processing and competition is proposed in the context of limited attentional capacity/resources. However, the original theory does not specify the computations that bring about the performance benefits from biasing the neural activity towards one object or stimuli. In fact, biasing activity of neurons coding information at a likely target location or likely target feature can bring about performance benefits even in the absence of limited resources when taking into account the stochastic nature of neural processing. The BIO and its biological plausible implementation (log-likelihoods) specifies the optimal ''biasing" based on the validity of the various cues.
Recently, a ''neural theory of visual attention" (NTVA, Bundensen et al., 2005; Bundensen, 1990) has also been proposed to bridge neural and behavioral data. The theory might seem to have a similar form to the BIO in that sensory evidence is weighted by behavioral relevance. However, one fundamental difference is that in NTVA the weighted sensory evidence determines the mean rate of a Poisson process. In NTVA, a cued (attended) location has a higher weight than an uncued location and thus a Poisson process with a higher mean rate. In this sense, NTVA is similar to the limited resources models outlined in this paper. Still, both NTVA and biased competition are broader and more ambitious in trying to capture a wide range of empirical results.
The focus of the present treatment has not been to propose an all-encompassing theory. Rather, it has attempted to specify biologically plausible computational implementations of two important groups of theories in the attention literature and evaluate how different neural measures can or cannot distinguish between them. In our view, there are many proposed models in the literature but arguably less clarity about how to distinguish across them.
Attentional neural architecture and optimality
The majority of neurophysiology research on visual attention manipulates attention in an all or none fashion. The animal is trained to perform the task at one location while neural activity is measured for stimuli at another location. For this specific case, our optimal decision analysis would predict that any neural activity to stimuli at a task irrelevant location should be strongly suppressed to baseline. This prediction is inconsistent by virtually every study measuring the neural correlates of attention. Maunsell and Cook (2002) have pointed out that the neural activity is not obliterated for neurons with receptive fields at locations where the task is never or seldom present. One might wonder whether this inconsistency rejects altogether the types of models (both BIO and limited resources models) proposed in this paper. One possible explanation for the discrepancy might be that the proposed models have a single goal at hand which is to maximize performance in a given visual task. However, in real life humans and animals have many other tasks such as avoiding potential dangers, detecting the approach of another individual, and monitoring changes in the environment. Thus, the brain is trying to optimize performance of the behaviorally relevant visual task while still minimizing the costs of not detecting other likely events. In this context, it might seem reasonable that neural activity related to task-irrelevant visual stimuli is not obliterated altogether. Furthermore, Maunsell and Cook (2002) have noted that attentional modulation increases from lower to higher cortical areas. Increasing attentional modulation in higher areas might be an adaptive design to perform a progressive filtering of information not relevant to the animal's current task while still allowing early stages in visual processing to signal the presence of visual information relevant to other possibly occurring important visual tasks.
Limitations of present treatment
There are a number of limitations in the analyses presented. The predictions in Table 4 summarizing the results for means, variances, Fano factor and index of detectability of neuronal responses heavily rely on the distribution of the neuronal activity. Here, we evaluated various distributions including: log-Gaussian, log-Poisson, Gaussian and Poisson but other distributions could generate different predictions and should be investigated (Ma, Beck, Latham, & Pouget, 2006) . In addition, the present treatment is mostly focused on modeling single cell responses. The generalization of the results to fMRI and ERP are speculative given that the relationship between the bold response/electro-encephalogram and spike rate is still not fully well-understood (Logothetis, Pauls, Augath, Trinath, & Oeltermann, 2001; Bentley, Husain, & Dolan, 2004 ; see also Yoshor, Ghose, Bosking, Sun & Maunsell, 2007) . However, assumption of a non-linear relationship between neuronal activity and BOLD/ERP argues even more strongly for using the area under the ROC to quantify the sensitivity of neurons or group of neurons. As long as the fMRI and ERP responses are monotonically increasing functions of neural activity then the A z measures should be robust to the transduction of the neural signal to the indirect measures of neural activity.
Other shortcomings of the present treatment are that the process of the detection of the cue providing the information about the location is also obviated in the models outlined in this paper. Surely, the highly visible cue has to be detected. It is the detection of the cue by the brain that triggers the processes outlined in our models. There is a body of work focusing on the brain areas that might be mediating through feedback the attentional modulations in the neural activity of the visual areas (see Kastner & Ungerleider, 2000) . Finally, our proposed models work with hypothetical spike rates which are short of specifying and modeling the biophysical mechanisms mediating the dynamics of spiking and synaptic changes (Deco & Zihl, 2001; Hamker, 2004; Sripati & Johnson, 2006) . Finding possible biophysical implementations of the different mathematical terms in the statistical decision models outlined in the current work would surely be a fruitful endeavor.
where f(x) is a linear or non-linear function of the pattern of light on the retina. The Bayesian model calculates the likelihood of the responses (k c,i and k u,i ) given that the target is present at the cued location, l(k c ,k u |s c ,n u ) and a likelihood of the responses given that the target is present at the uncued location l(k c ,k u |n c ,s u ). The model then weights the individual likelihood from each location by a weight (w c and w u ) known as the prior. The product of the prior and the likelihood is known as the posterior probability of the hypothesis given the data. The posterior probability of the target being at the cued location is given by Pðs c ; n u jk c ; k u Þ ¼ w c lðk c ; k u js c ; n u Þ ¼ w c lðk c js c Þlðk u jn u Þ ð A:1Þ
where the assumption of statistical independence of the noise at the cued and uncued locations allows us to express the joint likelihood as the product of the individual cued and uncued location likelihoods: lðk c ; k u js c ; n u Þ ¼ lðk c js c Þlðk u jn u Þ. Similarly, the posterior probability of the target being at the uncued location is given by Pðn c ; s u jk c ; k u Þ ¼ w u lðk c ; k u jn c ; s u Þ ¼ w u lðk c jn c Þlðk u js u Þ ð A:2Þ
On each trial the model compares the two posterior probabilities and selects the location with the highest posterior probability. The optimal weights are those that match the prior probability of the signal appearing at the locations given by the cue validity. We can divide both posterior probabilities by lðk c jn c Þlðk u j; n u Þ and equivalently make decisions based on the comparison of the weighted likelihood ratios for the cued and uncued locations (wlr c and wlr u ): 
ðA:6Þ
Decisions are made by choosing the location with the highest weighted likelihood ratio.
The model takes the maximum of the log-likelihood ratio and compares it to a decision threshold to make a decision about signal presence. The constants b and l b are added to prevent dividing by zero and to avoid negative responses.
A.2.3. BIO, Poisson probability density function
For the case where the internal response variable is assumed to follow a Poisson process the sum of weighted likelihood ratios becomes: As with the Gaussian model, the sum of log-Poisson variables prevents us from simplifying the expression by taking the logarithm. Again, we approximate BIO the sum of likelihoods using the maximum of N detectors. We can approximate Eq. (A.28) with the following model:
Appendix B. Limited resources model followed by likelihood calculation
In our version of the limited resources model, there are a limited number of N detectors that are divided across the M locations. In the case where the cued location is more likely to contain the target, then the model assigns a greater number of detectors to the cued location than uncued locations (N c > N u ). For each of the locations, the responses across the N c or N u detectors are pooled.
B.1. Two alternative forced choice B.1.1. The Gaussian probability density function For the Gaussian internal response variable we assume that the pooling is implemented via an averaging operation (summation will result in identical behavioral cueing effects). Here we develop the simple case where all the mean responses to the target (l s,j ) and distractors (l n,j ) and the response standard deviations (r k,j = r o ) are equal across detectors. Because of the unequal variance of the responses at the cued and uncued location it is optimal to make decision using likelihoods which incorporate variance information. For a two-alternative forced choice the likelihood expression is given by the general expressions A.3 and A.4. Assuming that the priors are equal for both cued and uncued location and Gaussian probability density functions, the likelihood ratio becomes: The model chooses the location with the highest log-likelihood ratio. Note that we have dropped the w from the wlr to denote that the limited resources does not use the weighting of likelihood ratios. Also, note that the model normalizes the response by the variance at the cued and uncued locations.
B.1.3. The Poisson probability density function
For the case of Poisson probability density functions we assume a specific simplifying model for the the effect of number of detectors being pooled on the firing rate of the resulting neuron. We assumed a model in which the neuron's mean firing rate is proportional to the sum of the mean of the number of detectors being pooled. 11 We consider a simplified model in which the individual N detectors/neurons have the same mean rates at cued and uncued location. For this case, the multiplicative gain on the mean rate, for the cued and uncued locations as a function of the number The model uses the max flr and compares it to a criterion to make decisions about whether the target is present or absent.
Appendix C. Simple limited resources model using the internal response variable
In this model, the internal response variables are also determined by the number of neurons/detectors allocated to the cued and uncued locations; however, these simpler limited resources models are assumed to make decision based on the internal response variable without further calculation of a decision variable based on likelihood or log-likelihood. Thus, these models are suboptimal in that they ignore the fact that the cued and uncued locations might have different means and variances.
C.1. Gaussian probability density function (2 AFC and yes/no task) For the Gaussian model we consider a model in which the cued location has a pre-noise multiplicative gain that is larger for the cued vs. the uncued location. The pre-noise gain depends on the number of neurons allocated to each location: a c ¼ p ffiffiffiffiffi ffi N c p and
where p is a proportionality constant. Thus if N c is larger than N u then the gain at the cued location will be larger resulting in larger sensitivity.
The internal responses are sampled from Gaussian distributions with the following properties: C.2. Poisson probability density function (2 AFC and yes/no tasks)
For the Poisson case, the model's internal response variable remains the same as the full-likelihood limited resources model: the mean rate of the Poisson process is proportional to the number of neurons being pooled for each location: a c ¼ pN c and a u ¼ pN u . Thus, the probability density functions for the cued/uncued locations and for the target and distractor are given by Eqs. (B.12) and (B.13). However, to make decisions the model does not calculate likelihoods but rather simply uses the maximum response of the internal responses: max k ¼ maxðk c ; k u Þ ð C:3Þ
