Quantitative research literature is often biased because studies that fail to find a significant effect (or that demonstrate effects in an undesired or unexpected direction) are less likely to be published. This phenomenon, termed publication bias, can cause problems when researchers attempt to synthesize results using metaanalytic methods. Various techniques exist that attempt to estimate and correct meta-analyses for publication bias. However, there is no single method that can (a) account for continuous moderators by including them within the model, (b) allow for substantial data heterogeneity, (c) produce an adjusted mean effect size, (d) include a formal test for publication bias, and (e) allow for correction when only a small number of effects is included in the analysis. This article describes a method that we believe helps fill that gap. The model uses the beta density as a weight function that represents the selection process and provides adjusted parameter estimates that account for publication bias. Use of the beta density allows us to represent selection using fewer parameters than similar models so that the proposed model is suitable for meta-analyses that include relatively few studies. We explain the model and its rationale, illustrate its use with a real data set, and describe the results of a simulation study that shows the model's utility.
Published research is frequently biased because studies that fail to find a significant effect are less likely to be published than studies that obtain significant findings or that exhibit effects in a desired direction (Coursol & Wagner, 1986) . One term for this phenomenon is publication bias. Publication bias is present if published and unpublished data are systematically different from one another in direction or strength of effects (Veitch, 2006) . The result is a published literature that is unrepresentative of all completed studies (Rothstein, Sutton, & Borenstein, 2005) . Systematic failure to report nonsignificant findings threatens the validity of reviews of literature that contain only published studies (Gilbody, Song, Eastwood, & Sutton, 2000) . Thus, while publication bias impacts studies themselves across many fields (Sterling, 1959) , the problem most often comes to our attention when studies are synthesized into systematic reviews (e.g., meta-analyses).
Meta-analysis is a set of quantitative methods for combining statistical estimates from various studies. It provides ways to synthesize the results of summary statistics from available studies, and allows the analyst to compute tests of significance for those combined results (Hedges, 1992a) . The analyses are then used to describe the pattern of results (Lipsey & Wilson, 2001 ) in order to integrate knowledge that can inform scientific inquiry and public policy (e.g., The Cochrane Collaboration, 2010, informs policy in medicine and The Campbell Collaboration, 2010, informs social policy). In addition, meta-analysis has emerged as a central tool for integrative analysis in such diverse fields as education, criminology, and psychology (National Research Council, 1992) . For these reasons, it is important that meta-analyses be as accurate and valid as possible.
However, the combined results that a meta-analysis provides may be biased if publication processes favor studies that have found significant results (whether due to self-censorship or editorial bias; see Dickersin, 2005 for a summary of the research that provides evidence for the existence of publication bias). One solution is to include effects from unpublished studies in the meta-analysis, but it is not reasonable to assume that one will be able to find all unpublished studies because unpublished studies are substantially more difficult to identify than published studies. Moreover, Ferguson and Brannick (2012) found that including unpublished studies can sometimes increase the presence of publication bias, as authors of the meta-analyses themselves tended to overrepresent their own unpublished work. Another solution is to develop a method that estimates bias and corrects the metaanalytic results. The latter is an approach a number of researchers have taken.
Both visual and statistical techniques have been developed to aid in the assessment of publication bias in meta-analysis. Some of those methods include: the funnel plot (e.g., Light & Pillemer, 1984) , regression and correlation methods (e.g., Begg & Mazumdar, 1994; Egger, Smith, Schneider, & Minder, 1997; Macaskill, Walter, & Irwig, 2001; Moreno et al., 2012; Peters, Sutton, Jones, Abrams, & Rushton, 2006; Stanley, 2008; Thompson & Sharp, 1999) , the failsafe N (e.g., Rosenthal, 1979) , the trim-and-fill approach (Duval & Tweedie, 2000a , 2000b Weinhandl & Duval, 2012) , empirical Bayes models (e.g., Rücker, Schwarzer, & Carpenter, 2008; Rücker, Schwarzer, Carpenter, Binder, & Schumacher, 2011) , and numerous selection model approaches, (also known as weight-function models, e.g., Copas & Li, 1997; Dear & Begg, 1992; Hedges, 1984 Hedges, , 1992b Iyengar & Greenhouse, 1988; Vevea & Hedges, 1995; Vevea & Woods, 2005) . The methods vary in what they can account for or include in their models. Some methods are not suitable for use with heterogeneous data, or data that are spread about the mean by more than just random sampling of persons (or other primary units) into studies, due to Type I error inflation (too high a chance of concluding that bias is present when it is actually not). Other methods can account only for categorical moderators, as the data must be split into the moderator's categories in order to separately assess each part of the data for bias. Only a few of the methods provide an adjusted mean effect size after taking publication bias into account. And only a few methods include a formal test for publication bias.
There is no single method that can account for moderators by including them within the model, allow for substantial data heterogeneity (or excess between-study variability), produce an adjusted mean effect size, include a formal test for publication bias, and allow for analysis with only a small number of effects (e.g., 10 effect sizes) without a crippling loss of power or unacceptable increase in the chances of Type I errors. In response, we developed a publication bias model that tries to fill this gap by encompassing those characteristics. We define that model below. We then illustrate its use with a real data set and conduct a small simulation study in order to get a sense of how well the model works. The model successfully addresses most of the criteria, although power to detect publication bias is limited for smaller sample sizes. In the Appendix, we provide an explanation of how to implement the model using maximum-likelihood estimation.
Selection Model Approaches
Before describing the model, we first provide background on a set of publication bias methods that we used as a starting point for model development. The selection model approaches are methods that assess or correct for the presence of publication bias by explicitly modeling the selection process (the process by which studies are chosen for publication). To correct for publication bias, two components are required in the model: (a) a model for the effect-size, which describes what the distribution of effect-size estimates would be if there were no selection (i.e., a standard meta-analytic model); and (b) a selection model, which identifies how the distribution is changed by the selection process. The selection model is defined by a weight function that represents the degree to which effects with p values in a particular range will survive the publication process and become available to the synthesizer (Hedges & Vevea, 2005) . Different models define the likelihoods (or weights) in different ways, according to their assumptions. Two general approaches exist: one that depends solely on the p value (e.g., Dear & Begg, 1992; Hedges, 1984; Iyengar & Greenhouse, 1988; Vevea & Hedges, 1995) and one that depends both on the effect-size estimate Y i and its standard error i separately (e.g., Copas, 1999; Copas & Li, 1997; Copas & Shi, 2001) .
In the models, the weights are estimated in order to describe the selection process. For p value-based models, if selection is not present, the estimated weights will be relatively constant, representing a lack of preference for, or prejudice against, effects with p values in particular ranges (e.g., highly significant). Under that circumstance, the estimated parameters of the effect-size model (i.e., mean effect or regression coefficients and the variance component) will be similar to estimates from a conventional random-or mixed-effects metaanalysis, albeit with somewhat larger standard errors. However, if there is differential selection based on statistical significance, the weights associated with less significant p values will be smaller, and the estimated mean effect will be biased upward. The goal of this simultaneous estimation of the effect-size and selection models is to produce appropriately adjusted estimates of the parameters of the effect-size model (Hedges & Vevea, 2005) .
An advantage of the selection model approaches is that they are better at examining publication bias than simpler methods when data are heterogeneous (see Terrin, Schmid, Lau, & Olkin, 2003) because some can incorporate the between-study variance component into the model. They can also incorporate both discrete and continuous moderators, allowing one to distinguish between systematic study differences and publication bias. The more recent approaches produce adjusted parameter estimates and offer formal tests for publication bias. The cost of all that, however, is that the selection model approaches require a large number of effects for precise estimation of the weights (Hedges & Vevea, 2005) . Nonetheless, the selection model approaches are effective when large numbers of effects are available for analysis, as their primary limitation (apart from their broad assumption that the chance of surviving the publication process depends primarily on the p value) is the need for relatively large meta-analytic data sets in order for the weight function to be estimated with precision (see Table 1 for a summary of the characteristics of This document is copyrighted by the American Psychological Association or one of its allied publishers.
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some of the most commonly used, or widely cited, and sophisticated publication bias methods). The model presented in the current article attempts to preserve the advantages of the weight-function models while reducing the number of parameters that need to be estimated, thus alleviating the need for large data sets. The goal is for the method to be able to incorporate the following (without losing substantial power or increasing Type I errors): allow for inclusion of both continuous and discrete moderators, perform well even in the presence of substantial data heterogeneity, produce adjusted parameter estimates, include a formal test for publication bias, and be effectively estimable even if only a small number of effects are available for analysis. (Note that allowing as few as 10 effects to be included in the analysis would be ideal, but reducing the minimum required for the analysis to be valid to 20 or 30 effects would still be beneficial and more realistic.)
The Model
A disadvantage of the weight-function approaches is that they require a large number of effects to precisely estimate the selection model, because the models involve a large number of parameters. To resolve this problem, Vevea and Hedges (1996) proposed replacing Vevea and Hedges's (1995) step function (i.e., weight function) with the beta probability density function (also referred to as the beta density or beta pdf). However, they encountered numerical difficulties when estimating the selection model, resulting in a scaled down version that still did not work well. We have overcome those numerical estimation problems and describe the model below.
Effect-Size Model
We begin with an effect-size model that is a standard metaanalytic model and does not account for publication bias. There are k studies with effect-size estimates
2 ), where variance i 2 is approximately known because of its dependence on sample size n. Effect parameter ␦ i is an unknown mean for the population of effects from which Y i is drawn. In turn, we assume a normal distribution of random effects, so that
, where 2 is the variance of the random effects (i.e., the variance component that reflects true effect-size variability), and
This may be expressed more concisely as ⌬ i ϭ X i ␤, where X i is a row vector of predictors (with a 1 at the beginning to capture the intercept) and ␤ is a column vector of regression coefficients. Concatenating the two stages of sampling, we get Y i ϳ N(⌬ i , i 2 ϩ 2 ); for a simple random-effects model with no predictors, ⌬ i can be replaced with a single mean.
1
In order to include predictors, one must also define a vector of predictor variables as X i ϭ (1, X i1 , . . . , X iq ) and a column vector of unknown regression coefficients as ␤ ϭ (␤ 0 , ␤ 1 , . . . , ␤ q )=, where q denotes the number of predictors (Hedges & Vevea, 2005 
where ⌽(Z i ) denotes the standard normal cumulative distribution function (CDF) evaluated at Z (Hedges & Vevea, 2005; Vevea & Hedges, 1995) . Alternatively, the one-tailed p value is
, depending on the direction that is of interest. Given a true mean (possibly conditional on known moderators) and an effect-size estimate with known standard error, these p values are entirely determined.
Selection Model
The usual probability density function for the mixed-effects meta-analysis model is 1 One can estimate a fixed-effects model by setting the between-studies variance component 2 to zero. Note. k represents the number of effects included in the meta-analysis and n represents the study sample size. a The characteristics presented here are a generalization as some selection models are stronger than others. b Particularly with binary data, the rank correlation method is not recommended when heterogeneity is present because power has been found to decrease as bias increases (Schwarzer, Antes, & Schumacher, 2007) .
c Because we have been unable to find any simulations that examine heterogeneity when calculating the failsafe N, we cannot conclude whether the approach is recommended for data that are heterogeneous.
d The trim-and-fill approach is not recommended for heterogeneous data when utilizing the mean-only model (Terrin et al., 2003) .
e The original Egger's linear regression approach does not incorporate moderators into the model; however, some of the model's extensions can include moderators.
f A more recent formulation of the trim-and-fill approach is be able to include moderators (Weinhandl & Duval, 2012) .
g The original Egger's linear regression approach does not produce an adjusted mean effect size, but some of the model's later variations do.
h A test to determine whether effects are missing is available, but only for the R 0 estimator when the mean-only model is implemented. This document is copyrighted by the American Psychological Association or one of its allied publishers.
where () denotes the standard normal density. Following Vevea and Hedges' (1995) approach, we modify this density by adding a selection model to describe the selection process explicitly via a weight function that represents preference for p values in various ranges. Where they employed discrete weights over prespecified p value intervals, we consider the continuum of p values over the entire range [0, 1], and seek a flexible continuous function that can describe, for example, preference for very small (i.e., highly significant) p values, but can equally easily represent a variety of other possible selection patterns, including no preference for p values in any particular range.
Without yet specifying what form that weight function will take, we can represent the idea of adding a selection function to the usual meta-analytic model thus:
where w(p i ) is the weight function and the integral in the denominator renormalizes the weighted density.
2 The parameter ␤ is a vector of regression coefficients that helps define ␦ i ; (see the discussion of Equation 3, below, for more detail). This weighted density represents the relative likelihood of an effect Y i being observed if the pattern of selection is w(p i ). For the special case of w ϭ 1, this reduces to the unweighted density that represents the usual mixed-effects model.
By seeking a continuous weight function, we sacrifice an advantage of Vevea and Hedges' (1995) method. They argued for, and cited literature in support of, the presence of cliff effects, such that p values on one side of a particular number (e.g., 0.01, 0.05, 0.50) might be much more likely to survive censorship than values on the other side. A continuous function cannot represent such abrupt steps. Our hope is that one can approximate them sufficiently well that other advantages may come to the fore. The specific advantage we seek is a weight function that requires fewer parameters than the step function.
The Beta Density
We propose that the beta density is a suitable weight function for that purpose. The beta density is a family of continuous probability functions that can describe variables that take on values only in the interval [0, 1] (DeGroot & Schervish, 2002) . The density is defined by
where a and b are parameters that determine the shape of the beta density and B(a, b) denotes the Beta function (Johnson & Kotz, 1970) . Despite the fact that the beta density is familiar as a continuous probability function and is often used as the basis of a stochastic model for probabilities, it is important to understand that it is not used as a probability density function in the model we present here. Rather, it provides the explicit form of the weight function w() in Equation 1. The beta density is promising as a weight function because it can take on many shapes over the interval [0, 1] to describe the preference of those involved in the publication process (authors, reviewers, editors) for one-tailed p values that fall in particular ranges. It is important to note that when we speak of selection depending on one-tailed p values, we are not in any way suggesting that the original researchers actually conducted one-tailed tests. Indeed, they typically employ two-tailed tests. However, prejudice against nonsignificant results is almost always directional, and treating the weight function as a function of one-tailed p values allows the model to represent that directionality. Figure 1 shows several shapes the beta density can assume, together with the values of a and b that produce those shapes. Figure 1a presents a typical situation in which strong preference is shown for highly significant one-tailed p values. Such one-tailed selection is likely to occur if an effect is expected in one direction, resulting in published studies that are skewed toward effects that are only positive or only negative (depending on the expected direction). For the most commonly used effect size measures (standardized mean differences, correlations, log odds ratios), a one-tailed p value of 0.5 corresponds to an effect of zero, and p values approaching 1.0 represent effects that are significant in the unexpected direction. Symmetrical two-tailed selection can occur when there is no strong directional expectation; this is not a common situation, but it is one that the beta density can represent should it occur. More commonly, two-tailed selection may be asymmetric. This arises when there is competing preference for effect sizes in opposite directions, as, for example, when two theories that make opposite predictions have vocal adherents and one group of adherents is more dominant in the debate. Figure 1b shows a plot of a beta density that represents asymmetric two-tailed selection. Notice the large depression in the middle of the plot where the nonsignificant studies are present. The lines curving upward on each end signify the presence of two-tailed selection.
A particularly useful attribute of the beta density is that when a and b are both equal to 1.0, it becomes the uniform density [0, 1] (Johnson & Kotz, 1970) . Figure 1c depicts such a case. The weight function shows no preference for p values in any range. Setting parameters a and b both to 1.0 will thus estimate the standard meta-analytic model, and if a and b happen to be estimated to be 1.0, the usual meta-analytic estimates will also emerge (albeit with larger standard errors). Fixing a and b to 1.0 will allow for a formal comparison of the effect-size model with and without the inclusion of the selection model in order to assess whether publication bias is present (see Likelihood-Ratio Test, below).
In addition to its versatility with respect to the shapes it can assume, the beta density has the advantage that those shapes are governed by only two parameters (a and b in Equation 2). This is in contrast to Vevea and Hedges' (1995) weight function, which requires a separate parameter for each p value interval but the first. The consequence 2 See Patil, Rao, and Zelen (1988) for an explanation of weighted distributions. Note that p i is wholly determined by Y i and its variance; it is not truly a separate parameter in the equation. We use the p i notation to avoid the needless visual complexity of employing the ⌽() notation for the normal cumulative distribution function that appears in the paragraph on the previous page. This document is copyrighted by the American Psychological Association or one of its allied publishers.
should be a model that is easier to estimate when the number of effect sizes present in the data set is comparatively low.
Replacing the unspecified weight function w() in Equation 1 with the beta density, we obtain the probability density function for Y i given parameters a, b, ␤, 2 , and i 2 :
The parameters a and b determine the shape of the bias function; 3 p i represents the p value given effect size Y i and conditional sampling variance i 2 ; 2 denotes the between-study variance component 4 ½ that reflects true effect-size variability; ⌬ i represents X i ␤; and (z) denotes the standard normal probability density function evaluated at z. ␤ ϭ (␤ 0 , ␤ 1 , . . . , ␤ q ) is a q-dimensional vector of unknown regression coefficients and X i ϭ (X i1 , . . . , X iq )= is a vector of known predictors. Multiplying X i and ␤ creates a function of linear predictors, which allows one to estimate models with varying numbers of predictors (i.e., different models). When X i is simply a vector of 1's, only the intercept is estimated, so that ⌬ i represents a mean effect; otherwise, ⌬ i is the conditional mean effect given the predictors. 3 The Beta function 1 B͑a, b͒ cancels in the numerator and denominator. 4 When the variance component 2 is included, the model represents a random-effects analysis. Random-effects analyses are appropriate when one desires to generalize to a hypothetical population of studies. If the goal of the meta-analysis is to focus only on that particular set of studies, a fixed-effects analysis may be more appropriate (see Hedges & Vevea, 1998) . If the latter is preferred, one does not include the variance component in the model (i.e., set 2 to zero when estimating a fixed-effects model). This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
A Solution for the Numerical Problems
Recall that Vevea and Hedges (1996) encountered numerical problems when estimating the effect-size model with selection (i.e., the adjusted model that accounts for bias). Specifically, they could not estimate parameters a and b simultaneously, forcing them to fix one parameter in order to estimate the other. The adjusted model that includes the selection model resulted in a scaled down version that did not perform as well as they had envisioned.
Our investigation of the numerical difficulties revealed that they were related to the presence of vertical asymptotes in some forms of the beta density. Look back at Figures 1a and 1b notice that the curves of the beta density diverge and continue up toward infinity. This causes problems for the integration in the denominator of the model defined in Equation 3. Following common practice for working with improper integrals, we implemented a change of variables solution to shift the infinite range of integration to a finite one (Press, Teukolsky, Vetterling, & Flannery, 1992) . However, the solution did not prove to be useful because, despite the change of variable, the underlying function still had a vertical asymptote that represented infinitely more likelihood of publication for the smallest p values than for larger p values, a logically impossible proposition. A solution to the estimation problem that was successful was simply to avoid the asymptotes by fixing the weight function for extreme p values. Thus, for effects that obtain p values below 0.00001, we fix the weight for p at the value for p ϭ 0.00001, and for effects that obtain p values above 0.99999, we fix the weight for p at the value for p ϭ 0.99999. Because the observed effects with p values in the cut-off areas would virtually never arise empirically, the accuracy of the integrals is unaffected.
Likelihood-Ratio Test
In addition to providing adjusted parameter estimates that account for publication bias, the model allows for a formal comparison of the effect-size model with and without the inclusion of the selection model (i.e., to test for bias). The comparison can be completed via a simple likelihood-ratio test because the unadjusted model (effect-size model without selection) is nested within the adjusted model (effect-size model with selection). When both the effect-size and selection model parameters are estimated, the estimates represent adjusted parameter estimates that account for publication bias. Setting parameters a and b to 1.0 sets the selection weight function equal to 1.0. Multiplying the effect-size model by a weight of 1.0 is the same as estimating the effect-size model without selection (i.e., the standard meta-analytic model). Thus, the resulting estimates represent unadjusted parameter estimates that do not account for bias.
The test for bias examines the significance of the selection model, testing the null hypothesis that the selection weight function equals one. The 2 value for the likelihood-ratio test is defined as minus two times the difference between the log-likelihood values of the two models (that is, Ϫ2(L(adjusted) Ϫ L(unadjusted))) and the degrees of freedom (df) are equal to the number of parameters constrained in the simpler (or unadjusted) model (i.e., df ϭ 2; see, e.g., Rice, 2007) . If a significant difference between the two models is found, one can conclude that adding a weight function (with parameters a and b) to the effect-size model improves model fit considerably and, thus, bias is present. If a significant difference is not detected, then bias has not been found in the distribution of effects. Thus, in the latter scenario, the estimates from the effect-size model may be good approximations of the true parameter values. We recognize that this likelihoodratio test assumes that the model is a correct specification of reality, which is doubtless untrue here. In our simulation study (described below), we examine the performance of the test with data generated from a different model in order to assess empirically whether it performs adequately despite the fact that no model is ever formally "true."
Example Baskerville, Liddy, and Hogg (2012) presented a meta-analysis of the effects of outreach to encourage physicians to adopt evidencebased procedures in their practices. The article provides a rich example for illustrating the method because publication bias appears to be a concern, the authors employed existing methods for addressing it, and the analysis includes a number of potential moderators.
The 23 effects analyzed in Baskerville et al. (2012) are standardized mean differences representing change in evidence-based practice following a facilitation. Figure 2 shows the data with effect size plotted against standard error. The "B" and "O" plot characters represent levels of a moderator; for now, consider them simply to be plot characters. Plots of this form (i.e., those with effect size on the Y axis and standard error on the X axis) can give a clearer picture of publication bias than the traditional funnel plot which uses sample size in place of standard error, as the precision range where bias is likely to be present is extended further along the X axis.
5 (In contrast to the medical literature, meta-analysts in the social sciences have tended to use the traditional form of the plot as it was introduced by Light & Pillemer, 1984) . If bias is absent, the plot should be vertically symmetrical about a horizontal line representing the value of the true effect (or the mean of the distribution of random effects). This plot exhibits considerable asymmetry. The dashed horizontal line indicates the initial point estimate reported in the published article (0.56). Note that points below the line are sparser in the plot than points above, especially in the right half of the plot where sample sizes are smallest (and standard errors are largest).
Our random-effects analysis replicates the findings in Baskerville et al. (2012) . The point estimate␤ 0 of the mean of the random-effects distribution is 0.555 (se ϭ 0.069), which is significantly different from zero (Z ϭ 8.016, p Ͻ 0.0001). The estimated variance component 2 is 0.016 (I 2 ϭ 20.15% 6 ), indicating that some heterogeneity is present. The article reports results of Begg and Mazumdar's (1994) rank correlation test and Egger et al. (1997) regression approach. Both methods suggest that bias is present, with identical p values of 0.003. The article also partially reports an imputation similar to the trim-and-fill approach (Duval & Tweedie, 2000a) ; the authors show a funnel plot with imputed values and a slightly attenuated mean estimate, but they do not 5 Many funnel plots reverse the X and Y axes. We prefer to plot effect size on the vertical axis because it follows the standard graphic practice of plotting fixed, controllable values (such as n or a standard error that depends on n) on the horizontal axis and dependent variables on the vertical.
6 I 2 is a commonly used statistic that expresses heterogeneity as a percentage of total effect-size variation. This document is copyrighted by the American Psychological Association or one of its allied publishers.
report details of the analysis. We applied our beta density weightfunction model and found strong evidence of publication bias. Figure 3 shows the estimated weight function (a ϭ 0.473, b ϭ 4.459). The curve is consistent with a strong preference for statistically significant positive effects in the data set. The likelihoodratio test statistic has the value 7.847 on 2 df, and p ϭ 0.020, indicating that significant bias is present. When the weight function is accounted for, the variance component estimate is reduced to 0.0, indicating that the effects are homogeneous. The estimated mean of the distribution of random effects is reduced to 0.115 (se ϭ 0.166), which is no longer significantly different from zero (Z ϭ 0.693, p ϭ 0.488). The analysis, then, could call into question the existence of the effect. The Baskerville et al. (2012) data set includes a number of potential moderators of effect size. Among these is an indicator of whether the study was conducted with blinding. In Figure 2 , the effects indicated with a "B" came from studies in which blinding was employed, and the effects indicated with an "O" did not. The plot appears to show some tendency for effects from blinded studies to be lower for a given standard error than effects from studies that were not blinded. We investigated the blinding moderator.
A conventional maximum-likelihood analysis resulted in estimated means of 0.574 (se ϭ 0.098) for the studies that were not blinded and 0.538 (se ϭ 0.090) for the blinded studies. The difference is not statistically significant (Z ϭ 0.275, p ϭ 0.783). The variance component estimate, 0.017, is almost the same as the estimate in the mean-only model. When we fit the beta density weight-function model, we obtained similar estimates of the beta density parameters (a ϭ 0.420, b ϭ 5.097) to the corresponding estimates in the mean-only model, so that Figure 3 is still an accurate representation of the weight function. The likelihood-ratio test statistic for the significance of the weight function is 9.045 (df ϭ 2, p ϭ 0.011), again indicating that significant bias is present. As before, the variance component estimate is reduced to 0.0. When the weight function is included in the model, the estimated mean for the studies that were not blinded is reduced to 0.134 (se ϭ 0.171), and for the blinded studies the mean is Ϫ0.002 (se ϭ 0.199). Neither mean effect is significantly different from zero and, as in the unadjusted analysis, the means are not significantly different from each other (Z ϭ 1.094, p ϭ 0.274). This finding is noteworthy because the estimated mean effects for the two populations (blinded and unblinded studies) are adjusted by different amounts. The conventional maximum-likelihood estimates of the means differ by only about 0.04, but the adjusted estimates differ by 0.14, leaving an estimated effect of zero for the blinded studies.
In Baskerville et al.'s (2012) presentation, despite the finding that publication bias is likely to be present, the discussion emphasizes the positive effect, translated to an odds-ratio metric, and concludes that practice facilitation makes primary care practices 2.76 times more likely to follow evidence-based guidelines. The estimates using the beta density weight-function adjustment suggest a different interpretation. For the mean-only model, the adjusted effect expressed as an odds ratio is only 1.23. When we distinguish between studies that were blinded and those that were not, the odds ratio for the unblinded studies (1.27) is similar to the ratio from the mean-only analysis. On the other hand, the point estimate of the odds ratio for the blinded studies is 1.00. The standard errors are relatively large for the adjusted estimates; for example, a 95% confidence interval for the blinded mean effect, translated to the odds-ratio metric, would extend from 0.49 to 2.02, which certainly includes values suggesting a strong effect. Still, the point estimate of Ϫ0.002 (OR ϭ 1.00) might have led to a more cautious interpretation of the findings.
Simulation Study
In order to examine the efficacy of the beta density weightfunction model, we performed a small simulation study. The goal of the study was not to determine how well the model performs in every possible meta-analytic scenario, but rather to get a sense of how well the model performs in a typical situation likely to be encountered in psychological research. A separate, larger scale simulation study to be disseminated as a separate project will examine the model's performance in more detail under a variety of realistic conditions. In the current study, we simulated data with varying meta-analytic characteristics, estimated by maximum likelihood the unadjusted and adjusted models (i.e., the effect-size This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
model with and without the inclusion of the beta density selection model), and assessed how closely the model's estimates resemble the true parameter values using various model assessment criteria (see Mooney, 1997) .
Method
Sample-size and effect-size generation. In order to emulate reality as much as possible, we generated data by sampling from real meta-analytic studies. We chose 10 meta-analyses from PsycINFO that contained a total of 218 standardized mean differences (SMDs) and sample sizes (n's). From that database, we randomly sampled with replacement k sets of sample sizes and effects for each iteration of the simulation. We used that information to calculate conditional variances ( i 2 ). We then generated observed effects Y i using the function rnorm in the public domain statistical computing program R (R Core Team, 2013) . rnorm allowed us to sample Y i for each study from a normal distribution with mean equal to the true population mean ( ϭ 0.20) and variance equal to the SMD sampling variance calculated plus a variance component (that is, N(0.20, i 2 ϩ 2 )). We repeated this process until we obtained k sets of effects and sampling variances even after selection occurred (see Conditions Examined, below). By that mechanism, we based our simulation on sample sizes present in the real world of psychology. The observed effects (Y i 's) fit a mean-only model centered at a true population SMD of 0.20, chosen because the distribution of effects in the 10 meta-analyses is clustered around that value.
Conditions examined. We manipulated three design aspects within the simulation in order to examine how different kinds of meta-analytic data characteristics affect the model's inference and estimation. First, we varied the magnitude of the variance component 2 . With the average conditional variance in the entire population (or distribution of 10 meta-analyses) equal to 0.14, we calculated half of that to look at a moderate 2 of 0.07 (see Hedges & Pigott, 2001) . We also included a 2 of 0, which represents the case where there is no heterogeneity in the population. In principle, these should correspond to I 2 values of 33% and 0%; in practice the simulated data resulted in I 2 's of about 50% for 2 ϭ 0.07 and 8% for 2 ϭ 0, representing moderate and essentially nonexistent heterogeneity, respectively.
We varied the number of effects k in order to determine how much of an impact the number of effects present in the metaanalysis has on model performance. We considered k ϭ 40 and 120, as we believe those to be reasonable k's to start with in this preliminary study. We have found that such values of k are often found in the social sciences.
Last, we varied the severity of publication bias. We simulated biased data using Vevea and Hedges' (1995) weight-function model. Their weight-function imitates hypothesis testing in fields like psychology by taking theoretically important p value intervals into account (e.g., p Ͻ 0.05; see, e.g., Greenwald, 1975; Nelson, Rosenthal, & Rosnow, 1986; Rosenthal & Gaito, 1963 , 1964 ; thus, it is useful in generating biased data with varying degrees of selection. We simulated biased data by defining a set of weights (i.e., a weight function) that represent a specific degree of biased selection. The weights ('s) represent the relative likelihoods that effects with particular one-tailed p values will be observed (Vevea & Hedges, 1995) . Thus, here, they are used to define the probabilities that effect-size estimates with their specific p values will be observed within the simulated data set. After investigating what various levels of bias may look like, we defined the following set of weights to simulate moderate-to-severely biased data:
' So, for example, the probability of an effect with a p value of 0.02, which is in the interval [0.01, 0.05], being observed is 0.50. If the case was deleted, we generated a new effect (according to the steps defined in Sample-Size and Effect-Size Generation, above) and either kept or deleted the new effect with probability p. We repeated the process until we obtained k effects. We also simulated data that represent no selection in order to examine whether the beta density weight-function model overadjusts the meta-analytic estimates. We defined the set of weights as a series of one's, as all effects are equally likely to be observed when publication bias is not present.
Data simulation. The simulation design may be thought of as a combination of three factors (or data characteristics):
• Heterogeneity: 2 ϭ 0 or 0.07; • Number of effects included in the meta-analysis: k ϭ 40 or 120; • Bias severity: None or moderate-to-severe (as defined in the preceding paragraph).
The combination of the factors (2 2 's ϫ 2 k's ϫ 2 bias levels) resulted in eight cells. For cells where k ϭ 40, we ran 15,000 replications of the simulation to ensure that the simulation attains stable answers in the conditions under which the model may have the most trouble estimating the parameters (i.e., smaller k), and for cells where k ϭ 120, we ran 10,000 replications. The simulations were run in R (R Core Team, 2013) on a computer using the Microsoft Windows operating system.
After the meta-analytic data were generated using the procedures described above, a single replication of the simulation consisted of (a) estimating the parameters of the unadjusted and adjusted models using random-effects maximum-likelihood estimation, (b) calculating the standard errors of all the parameters, and (c) performing the likelihood-ratio test in order to test for bias. We used the built-in optimization algorithm nlminb in R (R Core Team, 2013) to obtain the parameter estimates and log-likelihood values (see the Appendix for a definition of R's nlminb optimizer).
Criteria for model assessment. After estimating the models, we first investigated power and Type I errors in order to examine inference about publication bias (see Mooney, 1997 for criteria for model assessment). We conducted likelihood-ratio tests at alpha levels of ␣ ϭ 0.01, 0.05, and 0.10, and then examined Type I errors (or the probability of incorrectly rejecting a true null hypothesis) in the cases when bias was not present and power (or the probability of correctly rejecting a false null hypothesis) when bias was present. We also calculated 95% confidence intervals (CIs) for the mean effect in order to assess how well they conform to their nominal coverage rates. (We did not calculate CIs for the variance component. Such intervals are rarely reported in meta-analyses, and exact methods for producing them do not readily generalize to the current model; e.g., Biggerstaff & Tweedie, 1997.) This document is copyrighted by the American Psychological Association or one of its allied publishers.
In order to determine how well estimation is working, we examined estimation bias (Mooney, 1997) . Bias is defined as the difference between the true value of a parameter and the expected value of its estimate. We estimated bias for and 2 by subtracting the true parameter values from the mean estimated values over the replications of the simulation.
Note that, while we calculated bias and coverage rates of 95% CIs for parameter estimates a and b in the cases where bias is not present, we do not report the results here because they are not of primary interest. Moreover, their values are already reflected in the adjusted mean effect due to the multiplication of effect-size and selection models in the adjusted model. In the unadjusted model, their values are set to 1.0, leading the standard errors and bias to equal zero. In the cases where bias is present, we do not know the true values of a and b.
Results
Our first interest in assessing the performance of the beta density weight-function model was in determining whether the model can avoid Type I and Type II errors in the likelihood-ratio test for publication bias. Table 2 presents the results of the rejection rates. When publication bias is not present, the Type I errors waver just below and above their nominal rates of 0.01, 0.05, and 0.10. Although the Type I errors are all very close to their nominal rates, they may be even more so when heterogeneity is not present (i.e., 2 ϭ 0) and as k increases. Overall, the results show that the model is not likely to lead one to conclude that publication bias is present when it is actually not, as all the Type I errors are very close to their nominal values.
When bias is present, power to detect publication bias is highest when there are a large number of effects (k ϭ 120) and when heterogeneity is not present. That is to be expected, as we have the most information about the selection process when the sample size is large. At the commonly used ␣ level of 0.05, power for k ϭ 40 and 120 is 0.32 to 0.81 when 2 ϭ 0 and 0.13 to 0.15 when 2 ϭ 0.07. Not surprisingly, power increases as the alpha level increases (i.e., becomes less stringent). Overall, the results suggest that the power to detect publication bias can be decent when 100 or more effects are included in the analysis (not unusual in the social sciences), as long as heterogeneity is not present (or perhaps if only moderate heterogeneity is present).
Next, we examined coverage rates of 95% CIs for the estimated mean effect . The results are presented in Table 3 . The coverage rates are very close to the nominal rate of 0.95 when bias is not present in both the unadjusted and adjusted models. They are only slightly below the nominal rate when heterogeneity is present (i.e., 2 ϭ 0.07), ranging from 0.93 to 0.95 for the unadjusted model and from 0.91 to 0.92 for the adjusted model. When bias is present, the adjusted model obtains much better coverage rates than the unadjusted model, the previous ranging from 0.80 to 0.96 and the latter from 0 to 0.25 for all four cells. The coverage rates are nearest the nominal value of 0.95 when a large number of effects are included in the analysis and when heterogeneity is not present.
Last, we investigated how well parameter estimation is working by assessing estimation bias for and 2 . . The estimates are multiplied by 1,000 for ease of presentation; thus, note that some of the values are actually close to the desired value of 0. When publication bias is not present, bias is lower (or closer to zero) for the unadjusted model than for the adjusted model for . For 2 , the unadjusted model again displays lower bias. However, when publication bias is present, bias is substantially lower for the adjusted model for and about the same for the unadjusted and adjusted models for 2 . For both and 2 , when publication bias is present, bias slightly decreases as k increases when 2 ϭ 0 and does not change when 2 ϭ 0.07. Also, bias increases when heterogeneity is introduced. In general, the results show smaller bias for the unadjusted parameter estimates when publication bias is not present, and smaller bias for the adjusted parameter estimates when publication bias is present, where smaller bias indicates smaller deviations from the true values and more accuracy in parameter estimation.
Conclusions
The beta density weight-function model offers a number of advantages and disadvantages compared with other methods. The correlation and regression methods provide a test for the presence of publication bias, but they do not always give an adjusted estimate, they perform poorly in the presence of random heterogeneity, and they cannot always account for systematic heterogeneity (i.e., moderators). (Whether they can incorporate moderators or produce adjusted mean effects depends on the method's modification and even then it may not be recommended for all types of data.) The trim-and-fill approach provides an adjusted estimate, but cannot handle random heterogeneity when the mean-only model is utilized (Terrin et al., 2003) . A more recent formulation of the trim-and-fill approach allows for the incorporation of moderators, however, this version does not include a test for publication bias and, as presently implemented in the authors' R package, can incorporate only one covariate (Weinhandl & Duval, 2012) . The beta density weight-function model provides both a test and an This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
adjusted estimate, and can account for both random and systematic heterogeneity, although it does so better in some situations than others.
In our small simulation study, we investigated how the model performs in some of these situations. In particular, we examined the model while varying the number of effects present in the analysis, the presence or absence of heterogeneity, and the presence or absence of publication bias. We found that the likelihoodratio test for publication bias will rarely allow one to conclude that publication bias is present when it is actually not, as the Type I errors are very close to their nominal values. Unfortunately, the test is not very powerful for small data sets and it is better at detecting bias when heterogeneity is not present. Nevertheless, the model appears to do a good job at adjusting the parameter estimates to the true values, particularly when publication bias is present. This is shown by both the better coverage rates of the 95% CIs and smaller estimation bias for the adjusted mean effect. When publication bias is not present, the selection model produces more estimation bias in the mean effect, but the coverage rates still indicate that the true mean is just as likely to be caught within the 95% CIs of the adjusted estimates as of the unadjusted estimates. Overall, the results look promising when looking at parameter adjustment. However, it would be useful to expand the study in order to determine, for example, how much heterogeneity is too much or how many effects are enough to overcome the negative effects of heterogeneity on the power of the likelihood-ratio test for publication bias. In addition, it would be useful to examine this in the mixed-effects context when moderators are incorporated into the model.
The ability to estimate the effects of moderators is particularly important, as study characteristics that are related both to effect magnitude and to sample size (and thence to standard error) can produce the appearance of publication bias when none is actually present. Figure 4 shows a plot of effect magnitude against standard error for a simulated data set that mixes two populations of studies. One population (identified by the plot character "X") tends to have large sample sizes and small effects. The other (identified by the character "O") has smaller sample sizes and larger effects. However, if we ignore the distinction between the two populations, the plot appears to show a pattern consistent with publication bias. Such patterns are not infrequent in real-world data. For example, a meta-analysis that mixed large randomized control trials and some early, small exploratory quasi-experiments could easily exhibit such a pattern. Because the beta density weight-function approach This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
allows for moderators to be incorporated into the model, it can distinguish between asymmetry in a plot that is due to a moderator and asymmetry due to publication bias, as long as the moderator is correctly identified and specified. It shares that capability with Vevea and Hedges's (1995) step-function model. The beta density weight-function model, then, has some clear advantages over the correlation, regression, and trim-and-fill methods, and shows some similarity to the capabilities of Vevea and Hedges's (1995) step-function model. However, we believe that it has advantages over the step-function model as well. Both methods approximately double the standard errors for mean-model parameters when the weight function is added, so the new method is comparable in that respect. The step-function method requires that intervals of p values with constant weights be identified a priori, and the number of parameters needed to fit the model depends on how many such intervals are specified. If only a few effects are involved in the analysis, there is insufficient information to estimate weights for multiple intervals, and the number of intervals must be reduced to two or three (e.g., p ϭ 0.00 to p ϭ 0.05, p ϭ 0.05 to p ϭ 0.50, p ϭ 0.50 to p ϭ 1.00). In contrast, the beta density weight-function model requires only two parameters to represent the weight function, regardless of how many effects are involved in the analysis. Whereas the step-function approach can estimate a selection function with only one parameter if only two p value intervals are specified, the selection function that results represents only a gross approximation of the selection process. With two parameters, the beta density weight-function approach can represent a variety of realistic selection functions. The stepfunction method can do that only if the number of effects is large enough to allow the estimation of a larger number of weights (typically involving as many as nine parameters). A particular advantage of the beta density weight-function model is that it can detect a two-tailed selection function without the need for the analyst to investigate the possibility of such a pattern deliberately. (In the step-function approach, it would be necessary to specify steps at the nonsignificant end of the p value range, e.g., from p ϭ 0.95 to p ϭ 1.00.)
The beta density weight-function model also has some shortcomings compared with the step-function approach. The stepfunction method is founded on a premise that discrete p value intervals are psychologically important, so that it makes inherent sense to estimate a weight that is constant over each interval. The new method must approximate such intervals of constant weight with a smooth curve. The beta density weight-function method encounters problems with convergence, or converges to nonsensical estimates, more frequently than the step-function model. (A Bayesian formulation of the method, to be described in a future article, often can address such a problem by placing constraints on the a parameter.) On balance, though, we believe that the advantages of the new method outweigh the disadvantages, and that we have presented a powerful addition to the arsenal of tools for addressing the publication bias problem. 
The elements of the Hessian matrix are not provided here, but are implemented in the computer code that is available on the web. Once all the elements have been calculated and placed into the matrix, the negative of the Hessian matrix is inverted to produce the covariance matrix. The diagonal elements of the covariance matrix represent the variances of each parameter. The square roots of those elements represent the standard errors of the parameters (Thisted, 1988) .
