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Abstract
We study the range of a classifiable class A of unital separable simple amenable C∗-algebras which
satisfy the Universal Coefficient Theorem. The class A contains all unital simple AH-algebras. We show
that all unital simple inductive limits of dimension drop circle C∗-algebras are also in the class. This unifies
some of the previous known classification results for unital simple amenable C∗-algebras. We also show
that there are many other C∗-algebras in the class. We prove that, for any partially ordered simple weakly
unperforated rationally Riesz group G0 with order unit u, any countable abelian group G1, any metrizable
Choquet simplex S, and any surjective affine continuous map r : S → Su(G0) (where Su(G0) is the state
space of G0) which preserves extremal points, there exists one and only one (up to isomorphism) unital
separable simple amenable C∗-algebra A in the classifiable class A such that
((
K0(A),K0(A)+, [1A]
)
,K1(A),T (A),λA
)= ((G0, (G0)+, u),G1, S, r).
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Recent years saw some rapid developments in the theory of classification of amenable C∗-
algebras, otherwise known as the Elliott program of classification of amenable C∗-algebras.
One of the highlights is the Kirchberg–Phillips’s classification of separable purely infinite sim-
ple amenable C∗-algebras which satisfy the Universal Coefficient Theorem (see [22] and [13]).
There are also exciting results for simple C∗-algebras of stable rank one. For example, the clas-
sification of unital simple AH-algebras with no dimension growth by Elliott, Gong and Li [8].
Limitations of the classification have been also discovered (see [25] and [27], for example). In
particular, it is now known that the general class of unital simple AH-algebras cannot be clas-
sified by the traditional Elliott invariant. One crucial condition that must be assumed for any
general classification (using the Elliott invariant) of separable simple amenable C∗-algebras is
Z-stability. On the other hand, classification theorems were established for unital separable sim-
ple amenable C∗-algebras which are not assumed to be AH-algebras, or other inductive limit
structures (see [15,18,21]). Winter’s recent result provided a new approach to some more general
classification theorems ([31] and [17]). Let A be the class of unital separable simple amenable
C∗-algebras A which satisfy the UCT and for which A ⊗ Mp has tracial rank no more than one
for some supernatural number p of infinite type. A more recent work in [19] shows that C∗-
algebras in A can be classified by the Elliott invariant up to Z-stable isomorphism. All unital
simple AH-algebras are in A. One consequence of this is now we know that classifiable class
of unital simple AH-algebras is exactly the class of Z-stable ones. But the class A contains
more unital simple C∗-algebras. Any unital separable simple ASH-algebra A whose state space
S(K0(A)) of its K0(A) is the same as that tracial state space are in A. It also contains the Jiang–
Su algebra Z and many other projectionless simple C∗-algebras. We show that the class contains
all unital simple so-called dimension drop circle algebras as well as many other C∗-algebras
whose K0-groups are not Riesz. It is the purpose of this paper to discuss the range of invariants
of C∗-algebras in A.
2. Preliminaries
Definition 2.1 (Dimension drop interval algebras [12]). A dimension drop interval algebra is a
C∗-algebra of the form:
I(m0,m,m1) =
{
f ∈ C([0,1],Mm): f (0) ∈ Mm0 ⊗ 1m/m0 and f (1) ∈ 1m/m1 ⊗Mm1},
where m0,m1 and m are positive integers with m divisible by m0 and m1. If m0 and m1 are
relatively prime, and m = m0m1, then I(m0,m,m1) is called a prime dimension drop algebra.
Definition 2.2 (The Jiang–Su algebra [12]). Denote by Z the Jiang–Su algebra, the uni-
tal simple inductive limit of prime dimension drop algebras with a unique tracial state,
(K0(Z),K0(Z)+, [1Z ]) = (Z,N,1) and K1(Z) = 0.
Definition 2.3 (Dimension drop circle algebras [20]). Let n be a natural number. Let x1, . . . , xN
be points in the circle T, and let d1, . . . , dN be natural numbers dividing n. Then a dimension
drop circle algebra is a C∗-algebra of the form
D(n,d1, . . . , dN) =
{
f ∈ C(T,MN): f (xi) ∈ Mdi ⊗ 1n/di , i = 1,2, . . . ,N
}
.
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limits of dimension drop circle algebras.
Definition 2.5. Denote by I the class of those C∗-algebras with the form ⊕ni=1 Mri (C(Xi)),
where each Xi is a finite CW complex with (covering) dimension no more than one.
A unital simple C∗-algebra A is said to have tracial rank one if for any finite subset F ⊂ A,
 > 0, any nonzero positive element a ∈ A, there is a C∗-subalgebra C ∈ I such that if denote
by p the unit of C, then for any x ∈ F , one has
(1) ‖xp − px‖ ,
(2) there is b ∈ C such that ‖b − pxp‖ , and
(3) 1 − p is Murray–von Neumann equivalent to a projection in aAa.
Denote by I ′ the class of all unital C∗-algebras with the form ⊕ni=1 Mri (C(Xi)), where each
Xi is a compact metric space with dimension no more than one.
Note that, in the above definition, one may replace I by I ′.
Definition 2.6 (A classifiable class of unital separable simple amenable C∗-algebras). Denote by
N the class of all unital separable amenable C∗-algebras which satisfy the Universal Coefficient
Theorem.
For a supernatural number p, denote by Mp the UHF algebra associated with p (see [2]).
Let A denote the class of all unital separable simple amenable C∗-algebras A in N for which
TR(A⊗Mp) 1 for all supernatural numbers p of infinite type.
Remark 2.7. By Theorem 2.11 below, in order to verify whether a C∗-algebra A is in the class A,
it is enough to verify TR(A⊗Mp) 1 for one supernatural number p of infinite type.
Definition 2.8. Let G be a partially ordered group with an order unit u ∈ G. Denote by Su(G)
the state space of G, i.e., Su(G) is the set of all positive homomorphisms h : G → R such that
h(u) = 1. The set Su(G) equipped with the weak∗-topology forms a compact convex set. Denote
by Aff(Su(G)) the space of all continuous real affine functions on Su(G). We use ρ for the
homomorphism ρ : G → Aff(Su(G)) defined by
ρ(g)(s) = s(g) for all s ∈ Su(G) and for all g ∈ G.
Put Inf(G) = kerρ.
Definition 2.9. Let A be a unital stably finite separable simple amenable C∗-algebra. Denote by
T (A) the tracial state space of A. We also use τ for τ ⊗ Tr on A ⊗ Mk for any integer k  1,
where Tr is the standard trace on Mk .
By Ell(A) we mean the following:
(
K0(A),K0(A)+, [1A],K1(A),T (A), rA
)
,
where rA : T (A) → S[1A](K0(A)) is a surjective continuous affine map such that rA(τ)([p]) =
τ(p) for all projections p ∈ A⊗Mk, k = 1,2, . . . .
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Λ : Ell(A) → Ell(B) is said to be a homomorphism if Λ gives an order homomorphism
λ0 : K0(A) → K0(B) such that λ0([1A]) = [1B ], a homomorphism λ1 : K1(A) → K1(B), and
a continuous affine map λ′ρ : T (B) → T (A) such that
λ′ρ(τ )(p) = rB(τ )
(
λ0
([p]))
for all projection p in A⊗Mk, k = 1,2, . . . , and for all τ ∈ T (B).
We say that such Λ is an isomorphism, if λ0 and λ1 are isomorphisms and λ′ρ is an affine
homeomorphism. In this case, there is an affine homeomorphism λρ : T (A) → T (B) such that
λ−1ρ = λ′ρ .
Theorem 2.10. (See [19, Corollary 11.9].) Let A,B ∈ A. Then
A⊗ Z ∼= B ⊗ Z
if
Ell(A⊗ Z) = Ell(B ⊗ Z).
In the next section (Theorem 3.6), we will show the following:
Theorem 2.11. Let A be a unital separable amenable simple C∗-algebra. Then A ∈ A if only if
TR(A⊗Mp) 1 for one supernatural number p of infinite type
Definition 2.12. Recall that a C∗-algebra A is said to be Z-stable if A⊗ Z ∼= A. Denote by AZ
the class of Z-stable C∗-algebras in A. Denote by A0z the subclass of those C∗-algebras A ∈ Az
for which TR(A⊗Mp) = 0 for some supernatural number p of infinite type.
Corollary 2.13. Let A and B be two unital separable amenable simple C∗-algebras in AZ . Then
A ∼= B if and only if
Ell(A) ∼= Ell(B).
Definition 2.14. Let A be a unital simple C∗-algebra and let a, b ∈ A+. We define
a  b,
if there exists x ∈ A such that x∗x = a and xx∗ ∈ bAb. We write [a] = [b] if there exists x ∈ A
such that x∗x = a and xx∗ = b. We write [a] [b] if a  b.
If e ∈ A is a projection and [e]  [a], then there is a projection p ∈ aAa such that e is
equivalent to p.
If there are n mutually orthogonal elements b1, b2, . . . , bn ∈ bAb such that a  bi, i =
1,2, . . . , n, then we write
n[a] [b].
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n[a]m[b],
if, in Mm(A),
n[a]
⎡
⎢⎢⎣
⎛
⎜⎜⎝
b 0 0 · · · 0
0 b 0 · · · 0
...
...
. . .
...
0 0 0 · · · b
⎞
⎟⎟⎠
⎤
⎥⎥⎦ ,
where b repeats m times.
3. The classifiable C∗-algebrasA
The purpose of this section is to provide a proof of Theorem 2.11.
Lemma 3.1. Let A be a unital simple C∗-algebra with an increasing sequence of unital simple
C∗-algebras {An} such that 1A = 1An and
⋃∞
n=1 An is dense in A.
Suppose that a ∈ A+ \ {0}. Then, there exists b ∈ (An)+ \ {0} for some large n so that b a.
Proof. Without loss of generality, we may assume that ‖a‖ = 1. Let 1 > δ > 0. There exists
 > 0 such that for any c ∈ A+ \ {0} with
‖a − c‖ < 
one has (see Proposition 2.2 of [24]) that
fδ(c) a,
where fδ ∈ C0((0,∞)) for which fδ(t) = 1 for all t  δ, fδ(t) = 0 for all t ∈ (0, δ/2), and linear
between δ/2 and δ. We may assume, for a sufficiently small , fδ(c) = 0. Since ⋃∞n=1 An is
dense in A, it is possible to find such c ∈ A+ \ {0} that c ∈ An for some large n. Put b = fδ(c).
Then b ∈ An and b a. 
Lemma 3.2. Let A be a unital simple C∗-algebra and e, a ∈ A+ \ {0}. Then, for any integer
n > 0, there exists m(n) > 0 such that
n[e]m(n)[a].
Proof. It suffices to show that [1A]  m[a] for some integer m. Since A is simple, there are
y1, y2, . . . , ym ∈ A for some integer m such that
m∑
y∗i ayi = 1i=1
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bi = diag
( i−1︷ ︸︸ ︷
0,0, . . . ,0, b′i ,0, . . . ,0
)
, i = 1,2, . . . ,m
in Mm(A). Define
y =
⎛
⎜⎜⎝
y∗1a1/2 y∗2a1/2 · · · y∗ma1/2
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
⎞
⎟⎟⎠ .
Then
yy∗ = 1A and y∗y =
m∑
i=1
bi .
Thus
[1A]
[
m∑
i=1
bi
]
.
Clearly [
m∑
i=1
bi
]
m[a]. 
Lemma 3.3. Let A be a unital infinite dimensional simple C∗-algebra and let a ∈ A+ \ {0}.
Suppose that n  1 is an integer. Then there are nonzero mutually orthogonal elements
a1, a2, . . . , an ∈ aAa+ such that
a1  a2  · · · an.
Proof. In aAa, there exists a positive element 0  b  1 such that its spectrum has in-
finitely many points. From this one obtains n nonzero mutually orthogonal positive elements
b1, b2, . . . , bn. Since A is simple, there is xn−1 ∈ A such that bn−1xn−1bn = 0. Set yn−1 =
bn−1xn−1bn. One then has that y∗n−1yn−1 ∈ bnAbn and yn−1y∗n−1 ∈ bn−1Abn−1. In particu-
lar, yn−1y∗n−1  bn and yn−1y∗n−1 ⊥ bn. Choose an = bn and an−1 = yn−1y∗n−1. One has that
an ⊥ an−1 and an−1  an. Then consider b1, b2, . . . , bn−2, an−1. The lemma follows by apply-
ing the argument above n− 1 more times. 
Lemma 3.4. Let A be a unital separable simple C∗-algebra and let {An} be an increasing se-
quence of unital simple C∗-algebras such that 1A = 1An and
⋃∞
n=1 An is dense in A.
Then TR(A)  1 if and only if the following holds: For any  > 0, any integer n  1, any
a ∈ (An)+\{0} and a finite subset F ⊂ An, there exists an integer N  1 satisfying the following:
There is, for each mN, a C∗-subalgebra C ⊂ Am with C ∈ I ′ and with 1C = p such that
(1) ‖px − xp‖ <  for all x ∈ F ;
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(3) 1 − p is equivalent to a projection q ∈ aAma.
Proof. First we note that “if ” part follows the definition easily.
To prove the “only if” part, we assume that TR(A)  1 and there is an increasing sequence
of C∗-subalgebras An ⊂ A which are unital and the closure of the union ⋃∞n=1 An is dense in A.
In particular, we may assume that 1An = 1A, n = 1,2, . . . .
Let  > 0, n  1, a ∈ (An)+ \ {0} and a finite subset F ⊂ An be given. Since TR(A)  1,
there is a C∗-subalgebra C1 ∈ I with 1C1 = q such that
(1) ‖xq − qx‖ < /2 for all x ∈ F;
(2) dist(qxq,C1) < /2 for all x ∈ F ; and
(3) [1 − q] [a].
From (2) above, there is a finite subset F1 ⊂ C1 such that
(2′) dist(qxq,F1) < /2 for all x ∈ F .
We may assume that q ∈ F1.
Put d = sup{‖x‖; x ∈ F}.
Since C1 is generated by stable relations (see, for example [4]), there is δ > 0 and a finite
subset G ⊂ C1 satisfying the following: If B ⊂ A is a unital C∗-subalgebra and
dist(y,B) < δ
for all y ∈ G, there is a C∗-subalgebra C′ ∈ I ′ such that C′ ⊂ B and
dist
(
z,C′
)
< /2(d + 1)
for all z ∈ F1 ∪ G.
By the assumption, there is an integer N  n such that
dist(y,AN) < δ/2
for all y ∈ G. It follows that there is C ∈ I ′ with 1C = p such that C ∈ AN and
dist(z,C) < /2(d + 1)
for all z ∈ F1 ∪ G. In particular,
‖p − q‖ < /2(d + 1).
One then checks that
(i) ‖qx − xq‖ <  for all x ∈ F ;
(ii) dist(pxp,C) <  for all x ∈ F ; and
(iii) [1 − p] = [1 − q] [a].
The lemma follows. 
The following is well known.
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0 r < p and s  1 such that
p = mqs + r.
Proof. Take the largest integer s  1 such that p  qs . There are integers 0 r < p and 1m
such that
p = mqs + r.
Then 1m< q . 
Theorem 2.11 follows immediately from the following:
Theorem 3.6. Let A be a unital separable simple C∗-algebra. Then TR(A ⊗ Mp)  1 for all
supernatural numbers p of infinite type if and only if there exists one supernatural number q of
infinite type such that TR(A⊗Mq) 1.
Proof. Suppose that there is a supernatural number q of infinite type such that TR(A⊗Mq) 1.
Let An ∼= A ⊗ Mr(n) such that 1An = 1A⊗Mp and
⋃∞
n=1 An is dense in A ⊗ Mp. Let Bn ∼=
A⊗Mk(n) such that 1Bn = 1A⊗Mq and
⋃∞
n=1 Bn is dense in A⊗Mp.
Write q = q∞1 q∞2 · · ·q∞k . . . , where q1, q2, . . . , qk, . . . are prime numbers. We may assume
that 1 < q1 < q2 < · · ·qk < · · · .
Fix  > 0, n  1, a0 ∈ (An)+ \ {0} and F ⊂ An. Since An is simple, there are mutually
orthogonal elements a1, a2, . . . , a3(q1+1) ∈ (An)+ \ {0} such that a1, a2, . . . , a3(q1+1) ∈ a0Ana0
and a1  a2  · · · a3(q1+1).
By 3.1, there exists an integer m(1) 1 such that
[1An ]m(1)[aq1+1].
Note that TR(Mr(n)(A) ⊗ Mq) 1. Therefore, by 3.4, there exists N  1 satisfying the fol-
lowing: there is, for each m  N , a C∗-subalgebra Cm ⊂ Mr(n)(A) ⊗ Mk(m) with Cm ∈ I ′ and
1C = e(m) such that
(i) ‖e(m)jm(x)− jm(x)e(m)‖ < /2 for all x ∈ F , where jm : Mr(n)(A) → Mr(n)(A)⊗Mk(m)
is defined by jm(a) = a ⊗ 1Mk(m) for a ∈ Mr(n)(A);
(ii) dist(e(m)jm(x)e(m),C) < /2 for all x ∈ F ; and
(iii) 1Mr(n)(A)⊗Mr(m) − e(m) is equivalent to a projection in jm(a1)(An ⊗Mk(m))jm(a1).
We may assume that k(N) = qs11 qs22 · · ·qskk and k(N)m(q1).
To simplify the notation, without loss of generality, we may assume that r(n + 1)/r(n) >
k(N). We write
r(n+ 1) = N1k(N)+ r0,
r(n)
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that N1 >m(1)k(N). We write
N1 = n1qs1 + r1,
where q1 > n1  1, s  1, and 0 r1 < q1 are integers. Thus
r(n+ 1)
r(n)
= n1qs1K(N)+ r1K(N)+ r0.
Without loss of generality, to simplify notation, we may assume that k(N + 1) = qs1K(N).
Put C = ⊕n1j=1 CN+1 ⊕ ⊕r1i=1 CN . Put e = ⊕n1j=1 e(N + 1) ⊕ ⊕r1i=1 e(N). Define j ′ :
Mr(n)(A) → Mr(n)(A)⊗Mr(n+1)/r(n)−r0 by
j ′(a) = diag(
n1︷ ︸︸ ︷
jN+1(a), jN+1(a), . . . , jN+1(a)
)⊕ diag(
r1︷ ︸︸ ︷
jN(a), jN(a), . . . , jN (a)
)
for all a ∈ Mr(n)(A).
By what we have proved, we have that ‖ej ′(x) − j ′(x)e‖ < /2 for all x ∈ F , dist(ej ′(x)e,
C) < /2 for all x ∈ F and 1Mr(n)(A)⊗Mr(n+1)/r(n)−r0 − e is equivalent to a projection in
b1(Mr(n)(A)⊗Mr(n+1)/r(n)−r0)b1, where
b1 =
n1∑
i=1
j ′(ai)+
p1+r1∑
i=p1+1
j ′(ai).
The last assertion follows from the fact that
n1
[
1Mr(n)(A)⊗Mk(N+1) − e(N + 1)
]

[
n1∑
i=1
ai
]
and
r1
[
1Mr(n)(A)⊗Mk(N) − e(N)
]

[
p1+r1∑
i=p1+1
ai
]
.
Define j : Mr(n)(A) → Mr(n+1)(A) = Mr(n)(A)⊗Mr(n+1)/r(n) by
j (a) = a ⊗ 1Mr(n+1)/r(n) for all a ∈ Mr(n).
Thus, in Mr(n+1)(A), ‖ej (a) − j (a)e‖ < /2 for all x ∈ F , dist(ej (a)e,C) < /2 for all
x ∈ F .
Note that
r0[1Mr(n)] r0m(1)[a1]
[
j (a2q1+1)
]
.
Thus
[1An+1 − e] = r0[1Mr(n)] + [1Mr(n)(A)⊗Mr(n+1)/r(n)−r0 − e]
[ 3(q1+1)∑
i=1
ai
]
.
It follows that 1An+1 − e is equivalent to a projection in j (a0)An+1j (a0).
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Mp) 1. 
Corollary 3.7. Let A be a unital separable simple C∗-algebra. Suppose that there exists a super-
natural number q of infinite type for which TR(A⊗Mq) = 0. Then, for all supernatural number
p of infinite type, TR(A⊗Mp) = 0.
Proof. The proof uses the exactly the same argument used in the proof of 3.6 (and 3.4). 
4. Unital simple ATD-algebras
Theorem 4.1. Every unital simple ATD-algebra A for which K0(A)/kerρA  Z has tracial
rank one or zero.
Proof. Since K1(A) is a countable abelian group, we can write
K1(A) = lim−→
n→∞
(Gn, ιn),
with Gn ∼=⊕lnl=1 Z/pn,lZ for some non-negative integers ln and pn,l , where pn,l = 1 (note that
if pn,l = 0, one has that Z/pn,lZ ∼= Z). Denote by pn =∑lnl=1 pn,l .
Since K0(A) is a simple Riesz group (see p. 1304 of [20]) and K0(A)/kerρA ∼= Z, and the
pairing between T (A) and K0(A) preserves extreme points, by [29], there is a simple inductive
limit of interval algebras B such that((
K0(A),K0(A)+, [1A]
)
, T (A),λA
)∼= ((K0(B),K0(B)+, [1B ]), T (B),λB). (e4.1)
Write
B = lim−→
n→∞
(
kn⊕
i=1
Bn,i , ϕn
)
,
where Bn,i = Mmn,i (C([0,1])). For the map [ϕn]0 induced by ϕn, we write
[ϕn]0 :
⊕
kn
Z ∼= K0
(
kn⊕
i=1
Bn,i
)
→ K0
(
kn+1⊕
i=1
Bn+1,i
)
∼=
⊕
kn+1
Z
in a matrix (rn,i,j ) with rn,i,j ∈ Z+, where 1 i  kn+1 and 1 j  kn and where [ϕn]0 is the
map induced by ϕn. Since A is simple, without loss of generality, we may assume that rn,1,j >
(n+ 1)pn by passing to a subsequence.
For each n and each 1 j  kn+1, consider the restriction of the map ϕn to the direct sum-
mand Bn,1 and Bn+1,j , that is, consider the map ϕn(1, j) : Bn,1 → Bn+1,j . It follows from [5]
that we may assume that there exist continuous functions s1, s2, . . . , srn,1,j such that
ϕn(1, j)(f )(t) = W ∗(t)diag
{
f ◦ s1(t), . . . , f ◦ sr (t)
}
W(t)n,1,j
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Bn,1
ψ1
(
ln⊕
l=1
Mpn,lmn,1
(
C
([0,1]))
)
⊕Bn,1
ψ2
Bn+1,j ,
where
ψ1(f )(t) = diag
{{f ◦ s1, . . . , f ◦ spn,1}, . . . , {f ◦ spn−pn,ln+1, . . . , f ◦ spn}, f }.
and
ψ2(f ⊕ g) = W ∗ diag{f,g ◦ spn+1, . . . , g ◦ srn,1,j }W
is the diagonal embedding. Since rn,1,j  npn, one has that the restriction of any tracial state
of B to the unit of
⊕ln
l=1 Mpn,lmn,1(C([0,1])) has value less than 1/n.
Therefore, by replacing Bn,1 by Mpn,lmn,1(C([0,1])) ⊕ (
⊕
rn,1,j−pn Bn,1), one may assume
that there is an inductive limit decomposition
B = lim−→
n→∞
(
kn⊕
i=1
Bn,i, ϕn
)
,
where Bn,i = Mmn,i (C([0,1])), such that kn > ln, and mn,j = dn,jpn,j for some natural number
dn,j for any 1 j  ln. Moreover, one has that τ(e) < 1/n for any τ ∈ T (A), where e is the unit
of
⊕ln
j=1 Bn,j . In other words,
ρ(e) < 1/n (e4.2)
for any ρ ∈ Su(K0(A)). Fix this inductive limit decomposition.
Now, let us replace certain interval algebras at each level n by certain dimension drop interval
algebras so that the new inductive limit gives the desired K1-group, and keep the K0-group and
the pairing unchanged.
At level n, for each 1  l  ln, if pn,l = 0, denote by Dn,l the dimension drop C∗-algebra
I[mn,l,mn,lpn,l,mn,l]; if pn,l = 0, denote by Dn,l the circle algebra Mmn,l (C(T)). Then, one has(
K0(Dn,l),K
+(Dn,l),1Dn,l
)= (Z,Z+,mn,l) and K1(Dn,l) = Z/pn,lZ.
Replace each Bn,l by Dn,l , and denote by
Dn = Dn,1 ⊕ · · · ⊕Dn,ln ⊕Bn,ln+1 ⊕ · · · ⊕Bn,kn .
It is clear that
K0(Dn) ∼= K0(Bn) and K1(Dn) ∼=
ln⊕
l=1
Z/pn,lZ ∼= Gn.
Let us construct maps χn : Dn → Dn+1 as the following.
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by Corollary 3.9 of [12], there is a map χn(i, j) : Dn+1,i → Dn,j such that[
χn(i, j)
]
0 =
[
ϕn(i, j)
]
0 = rn,i,j
and [
χn(i, j)
]
1 = ιn(i, j).
If pn,i = 0 and pn+1,j = 0, then define the map
χn(i, j) : Mmn,i (C)⊗
(
C(T)
)∼= Dn,i → pDn+1,jp ∼= Mrn,i,jmn,i (C)⊗ I[1,pn+1,j ,1],
where p is a projection stands for rn,i,jmn,i ∈ K0(Dn+1,j ), by
e ⊗ z → diag{e ⊗ u, e ⊗ z1, . . . , e ⊗ zrn,i,j−1},
where z is the standard unitary z → z, zi are certain points in the unit circle, and u is a unitary in
pDn+1,jp which represents ιn(i, j)(1). Then, it is clear that[
χn(i, j)
]
0 =
[
ϕn(i, j)
]
0 = rn,i,j
and [
χn(i, j)
]
1 = ιn(i, j).
A similar argument for pn,i = 0 and pn+1,j = 0 also provides a homomorphism χn(i, j)
which induces the right K-theory map. Moreover, the argument above also applies to the maps
between Dn,i and Bn+1,j , and between Bn,i and Dn+1,j , such that there is a map χn(i, j) with[
χn(i, j)
]
0 =
[
ϕn(i, j)
]
0 = rn,i,j
and [
χn(i, j)
]
1 = ιn(i, j).
For direct summand Bn,i and Bn+1,j , define
χn(i, j) = ϕn(i, j).
In this way, we have a homomorphism χn : Dn → Dn+1 satisfying
[χn]0 = [ϕn] and [χn]1 = ιn,n+1.
Let us consider the inductive limit
D = lim−→ (Dn,χn).
n→∞
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of χn(i, j) between Dn,i and Dn+1,j , Dn,i and Bn+1,j , and Bn,i and Dn+1,j , we may assume
that D is a simple C∗-algebra. Let us show TR(D) 1.
From the construction, it is clear that D has the following property: For any finite subset
F ⊂ D and any  > 0, there exists n such that if denote by In =⊕pni=ln+1 Bn,i and pn = 1In ,
then, for any x ∈ F
(1) ‖[pn, x]‖ , and
(2) there is a ∈ In such that ‖pnxpn − a‖ .
By Theorem 3.2 of [18], the C∗-algebra has the property (SP), that is, any nonzero hereditary
sub-C∗-algebra contains a nonzero projection. Thus, in order to show TR(D)  1, one only
has to show that for any given projection q ∈ D, one can choose n sufficiently large such that
1 − pn  q .
Note that the C∗-algebra D is an inductive limit of dimension drop interval algebras together
with circle algebras, which satisfy the strict comparison on projections, i.e., for any two pro-
jections e and f , if τ(e) < τ(f ) for any tracial state τ , then e  f . Then D also has the strict
comparison on projections. (See, for example, Theorem 4.12 of [9].)
Therefore, in order to show 1 − pn  q , one only has to show that for any given  > 0, there
is a sufficiently large n such that τ(1 − pn)  for any t ∈ T (D). However, this condition can
be fulfilled by Eq. (e4.2), and thus, the C∗-algebra D is tracial rank one.
Let us show that B and D have the same tracial simplex, and have the same pairing with the
K0-group. Consider the non-unital C∗-algebra
C = lim−→
n→∞
(
kn⊕
i=ln+1
Bn,i,ψn
)
,
where the map ψn is the restriction of ϕn to
⊕kn
i=ln+1 Bn,i and
⊕kn+1
i=ln+1+1 Bn+1,i . Then, by
Lemma 10.8 (and its proof) of [18], there are isomorphisms r# and r#, and s# and s# such that
T (B)
rB
r#
Su(K0(B))
T (C)
rC
Su′(K0(C)),
r#
T (D)
rD
s#
Su(K0(D))
T (C)
rC
Su′(K0(C))
s#
commutes. Therefore, there are isomorphisms t# and t# such that
T (B)
rB
t#
Su(K0(B))
T (D)
rD
Su′(K0(D))
t#
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Hence, ((
K0(D),K0(D)+, [1D]
)
, T (D),λA
)∼= ((K0(B),K0(B)+, [1B ]), T (B),λB),
and therefore by Eq. (e4.1),((
K0(D),K0(D)+, [1D]
)
,K1(D),T (D),λA
)∼= ((K0(A),K0(A)+, [1A]),K1(A)T (A),λA).
Since D is also an inductive limit of dimension drop interval algebras together with circle
algebras, by (the proof of) Theorem 9.9 of [20], one has that D is a simple inductive limit of
dimension drop circle algebras, and hence by Theorem 11.7 of [20], one has that A ∼= D. Since
TR(D) 1, we have that TR(A) 1, as desired. 
Theorem 4.2. Every unital simple ATD-algebra is in AZ .
Proof. If K0(A)/Inf(K0(A))  Z, then, 4.1 shows that TR(A)  1. By Theorem 10.4 of [18],
A is in fact a unital simple AH-algebra with no dimension growth. It follows from [7] that A is
also approximately divisible. It follows from Theorem 2.3 of [28] that A is Z-stable. So A ∈ AZ .
Let A be a general unital simple ATD-algebra. Let p be a supernatural number of infinite
type. Then K0(A⊗Mp)/kerρA ∼= Z. It follows from 4.1 that TR(A⊗Mp) 1. Thus A ∈ A.
It follows from Theorem 4.5 of [28] that A is Z-stable. Therefore A ∈ AZ . 
4.3. From Theorem 4.2 we see that Theorem 2.13 also unifies the classification theorems of [18]
and that of [20]. In the next two sections, we will show that A contains many more C∗-algebras.
5. Rationally Riesz groups
Theorem 5.1. For any countable abelian groups G00 and G0, any group extension:
0 → G00 → G0 π→ Z → 0,
with
(G0)+ =
{
x ∈ G0: π(x) > 0 or x = 0
}
,
any order unit u ∈ G0 and any metrizable Choquet simple S, there exists a unital simple ASH-
algebra A ∈ A such that((
K0(A),K0(A)+, [1A]
)
,K1(A),T (A)
)= ((G0, (G0)+, u),G1, S).
Proof. Let S0 be the point corresponding to the unique state on G0. It follows from a theorem
of Elliott [6] that there exists a unital simple ASH-algebra B such that((
K0(B),K0(B)+, [1B ]
)
,K1(B),T (B)
)= ((G0, (G0)+, u),G1, S0).
Then B ⊗ Mp is a unital separable simple C∗-algebra which is approximately divisible and the
projections of B ⊗ Mp separate the tracial state space (in this case it contains a single point).
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TR(B ⊗Mp) = 0. Let B0 be the unital simple ATD-algebra (see Theorem 4.5 of [12]) such that((
K0(B0),K0(B)+, [1B0 ]
)
,K1(B0), T (B0), λB0
)= ((Z,N,1), {0}, S, rS).
It follows from 4.2 that B0 ∈ A. By Theorem 11.10(iv) of [19], B0 ⊗B ∈ A. Define A = B0 ⊗B .
One then calculates that((
K0(A),K0(A)+, [1A]
)
,K1(A),T (A)
)= ((G0, (G0)+, u),G1, S). 
Theorem 5.2. For any countable weakly unperforated simple Riesz group G0 with order unit u,
any countable abelian group G1 and any metrizable Choquet simplex S and any surjective ho-
momorphism rS : S → Su(G0) which maps ∂e(S) onto ∂e(Su(G0)). There exists a unital simple
ASH-algebra A ∈ Az such that((
K0(A),K0(A)+, [1A]
)
,K1(A),T (A),λA
)= ((G0, (G0)+, u),G1, S, rS).
Proof. First, we assume that G0/Inf(G0)  Z. It follows from a theorem of Villadsen [30] that,
in this case, there is a unital simple AH-algebra C with no dimension growth (and with tracial
rank no more than one – see Theorem 2.5 of [18]) such that((
K0(C),K0(C)+, [1C]
)
,K1(C),T (C),λC
)= ((G0, (G0)+, u),G1, S, rS).
The case that G0/Inf(G0) ∼= Z follows from 5.1. 
Remark 5.3. Theorem 5.2 includes all unital simple ATD-algebras. Let A be a unital simple
C∗-algebra in A with weakly unperforated Riesz group K0(A). If K0(A)/Inf(K0(A)) ∼= Z,
then TR(A)  1. By the classification result in [18], A is in fact a unital simple AH-algebra.
If K0(A) = Z, then, by 4.2, A is a unital simple ATD-algebra. However, Theorem 5.2 contains
unital simple C∗-algebra A for which K1(A) is an arbitrary countable abelian group. These C∗-
algebras can not be isomorphic to unital simple ATD-algebras (see Theorem 1.4 of [20]).
Definition 5.4. Let G be a partially ordered group. We say G has rationally Riesz property if the
following holds: For two pairs of elements x1, x2, and y1, y2 ∈ G with xi  yj , i, j = 1,2, there
exists z ∈ G such that
nzmyi and mxi  nz, i = 1,2,
where m,n ∈ N \ {0}.
Let G and H be two weakly unperforated simple ordered groups with order-unit u and v
respectively. Consider the group G⊗H . Set the semigroup
(G⊗H)+ =
{
a ∈ G⊗H ; (s1 ⊗ s2)(a) > 0, ∀s1 ∈ Su(G), ∀s2 ∈ Sv(H)
}∪ {0}.
Since G+ ⊗H+ ⊆ (G⊗H)+ and G⊗H = G+ ⊗H+ −G+ ⊗H+, one has
G⊗H = (G⊗H)+ − (G⊗H)+.
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s2 ∈ Sv(H), and (s1 ⊗ s2)(−a) > 0, for any s1 ∈ Su(G) and s2 ∈ Sv(H), which is a contradiction.
Therefore, (
(G⊗H)+
)∩ (−(G⊗H)+)= {0}.
Moreover, since (s1 ⊗ s2)(u⊗ v) = 1 for any s1 ∈ Su(G) and s2 ∈ Sv(H), and Su(G) and Sv(H)
are compact, for any element a ∈ (G⊗H), there is a natural number m such that
m(u⊗ v)− a ∈ (G⊗H)+.
Hence (G⊗H,(G⊗H)+, u⊗ v) is a scaled ordered group.
Lemma 5.5. Let G and H be simple ordered groups with order units u and v respectively. If H
has a unique state τ , then for any state s on the ordered group G⊗H , one has
s(g ⊗ h) = s(g ⊗ v)τ(h)
for any g ∈ G, h ∈ H .
Proof. It is enough to show the statement for strictly positive g and h. For each g ∈ G+ \ {0},
since G is simple, one has that umg for some natural number m. Hence
s(g ⊗ v) 1
m
s(u⊗ v) = 1
m
,
and in particular, s(g ⊗ v) = 0. Consider the map sg : H → R defined by
sg(h) = s(g ⊗ h)
s(g ⊗ v) .
Then sg is a state of H . Since τ is the unique state of H . One has that sg = τ , and hence
s(g ⊗ h)
s(g ⊗ v) = τ(h) for any h ∈ H.
Therefore,
s(g ⊗ h) = s(g ⊗ v)τ(h),
as desired. 
Lemma 5.6. Let G be a countable weakly unperforated simple partially ordered group with an
order unit u. Then, for any dense subgroup D of R containing 1, the map λ : Su⊗1(G ⊗ D) →
Su(G) defined by
λ(s)(x) = s(j (x)) for all x ∈ G,
where j : G → G⊗D defined by j (x) = x ⊗ 1 for all x, is an affine homeomorphism.
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follows from Lemma 5.5 directly. 
Proposition 5.7. Let G be a countable weakly unperforated simple partially ordered group with
an order unit u. Then the following are equivalent:
(1) G has the rationally Riesz property;
(2) G⊗D has the Riesz property for some dense subgroup D of R containing 1;
(3) G⊗D has the Riesz property for all dense subgroups D of R containing 1;
(4) For any two pairs of elements xi and yi ∈ G with xi  yj , i, j = 1,2, there is an element
z ∈ G and a real number r > 0 such that
s(xi) rs(z) s(yj ), for all s ∈ Su(G), i, j = 1,2.
Proof. It is clear, by the assumption that G is weakly unperforated, that (1) ⇒ (2) for D = Q.
It is also clear that (3) ⇒ (2).
That (2) ⇒ (4) follows from 5.6.
Suppose that (4) holds. Let xi  yj be in G, i, j = 1,2. If one of xi is the same as one
of yj , say x1 = y1, then (2) holds for z = x2 and m = n = 1. Thus, let us assume that xi < yj ,
i, j = 1,2. Note that Su(G) is compact. It follows from (4) there is a rational number r ∈ Q such
that
s(xi) < rs(z) < s(yj ), for all s ∈ Su(G), i, j = 1,2.
Write r = n/m for some m,n ∈ N. Then
s(mxi) < s(nz) < s(myj ) for all s ∈ Su(G), i, j = 1,2.
It follows from Theorem 6.8.5 of [1] that
mxi  nzmyj i, j = 1,2.
Thus (4) ⇒ (1).
By applying 5.6, it is even easier to shows that (4) ⇒ (3). 
Proposition 5.8. Let G be a countable weakly unperforated simple partially ordered group with
an order unit u. Then G has the rationally Riesz property if and only if Su(G) is a metrizable
Choquet simplex.
Proof. Suppose that G has the rationally Riesz property. Then, by 5.7, G⊗Q is a weakly unper-
forated simple Riesz group and (G⊗Q)/Inf(G⊗Q)  Z. Put F = (G⊗Q)/Inf(G⊗Q). Then,
it follows that F is a simple dimension group. It then follows from the Effros–Handelman–Shen
Theorem [3] that there exists a unital simple AF-algebra A with(
K0(A),K0(A), [1A]
)= (F,F+, u¯),
where u¯ is the image of u in F . It follows that T (A) = Su(F ). By Theorem 3.1.18 of [26], T (A)
is a metrizable Choquet simplex. It follows from 5.6 that Su(G) is a metrizable Choquet simplex.
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with an order unit u so that Su(G) is a metrizable Choquet simplex. Let F = G ⊗ Q. By 5.7,
it suffices to show that F has the Riesz property. By 5.6, Su⊗1(F ) is a metrizable Choquet
simplex. It follows from Theorem 11.4 of [11] that Aff(Su⊗1(F )) has the Riesz property. Let
ρ : F → Aff(Su⊗1(F )) be the homomorphism defined by
ρ(g)(s) = s(g) for all s ∈ Su⊗1(G) and for all g ∈ F.
Define F1 = F + R(u ⊗ 1) and extend ρ from F1 into Aff(Su⊗1(F )) in an obvious way. Then
ρ(F1) contains the constant functions. It also separates the points. By Corollary 7.4 of [11], the
linear space generated by ρ(F1) is dense in Aff(Su⊗1(G)).
Moreover, for any real number r < 1 and any positive element p ∈ F , the positive affine
function rρ(p) can be approximated by elements in ρ(F ). It follows that ρ(F ) is dense in
Aff(Su⊗1(G)). It follows that ρ(F ) has the Riesz property. Moreover, since the order of F is
given by ρ(F ) (see Theorem 6.8.5 of [1]), this implies that F has the Riesz property. 
Example 5.9. Let H be any nontrivial group. Then ordered group Z⊕H with the order induced
by Z is a simple ordered group, which satisfies the rationally Riesz property. However, it is not
a Riesz group.
Let Γ be a cardinality at most countable and bigger than 1. Then, the ordered group
G = ⊕Γ Z with the positive cone {0} ∪ ⊕Γ Z+ is simple, since any positive element is
an order unit. Consider a1 = (1,0,0,0, . . .), a2 = (0,1,0,0, . . .), a3 = (2,2,0,0, . . .), and
a4 = (2,3,0,0, . . .). Then a1, a2  a3, a4. However, one can not find an element b such that
a1, a2  b  a3, a4. Hence, the group G is not Riesz. But this group has rationally Riesz prop-
erty.
Proposition 5.10. Let A ∈ A be a Z-stable C∗-algebra. Then (K0(A),K0(A)+, [1A]) is a count-
able weakly unperforated simple partially ordered group with order unit [1A] which has the
rationally Riesz property. Moreover S[1A](K0(A)) is a metrizable Choquet simplex.
Proof. It follows from [10] that (K0(A),K0(A)+, [1A]) is a countable weakly unperforated
simple partially ordered group with order unit [1A]. Since TR(A ⊗ Q)  1, (K0(A ⊗ Q),
K0(A ⊗ Q)+, [1A⊗Q]) is a Riesz group. It follows that (K0(A),K0(A)+, [1A]) has the ratio-
nally Riesz property. By 5.6 and 5.8, S[1A](K0(A)) is a metrizable Choquet simplex. 
Lemma 5.11. Let G0 be a countable weakly unperforated simple partially ordered group with
order unit u which also has the rationally Riesz property and G1 any countable abelian group.
There exists a unital simple ASH-algebra A ∈ A0z ⊂ Az such that
((
K0(A),K0(A)+, [1A]
)
,K1(A),T (A)
)= ((G0, (G0)+, u),G1, Su(G0)).
Proof. It follows from 5.8 that Su(G0) is a Choquet simplex. It follows from [6] that there exists
a unital simple ASH-algebra A such that
((
K0(A),K0(A)+, [1A]
)
,K1(A),T (A)
)= ((G0, (G0)+, u),G1, Su(G0)).
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state space in this case for any supernatural number p. It follows from the argument of 8.2 of [31]
that TR(A⊗Mp) = 0. In particular, A ∈ A. 
Definition 5.12. Let T1 and T2 be two finite simplexes with vertices {e1, . . . , em} and
{f1, . . . , fn}. Let us denote by T1×˙T2 the finite simplex spanned by vertices (ei, fj ), 1 i m,
1 j  n.
Lemma 5.13. Let A be unital C∗-algebra and τ a tracial state of A. Then τ is extremal if and
only if πτ (A)′′ in the GNS-representation (πτ ,Hτ ) is a II1 factor.
Proof. Note that πτ (A)′′ is always of type II1. Assume that τ is extremal. If πτ (A)′′ were not
a factor, then, there is a nontrivial central projection p ∈ πτ (A)′′.
We claim that τ(p) = 0. Suppose that an ∈ A+ such that {‖πτ (an)‖} is bounded and πτ (an)
converges to p in the weak operator topology in B(Hτ ). If τ(p) = 0, then τ(an) → 0. It follows
that τ(a2n) → 0. For any a ∈ A \ {0},
τ
(
aana
∗)= τ(ana∗a) (τ(a2n)τ((a∗a)2))1/2 → 0.
It follows that
lim
n→∞
〈
πτ (an)ξa, ξa
〉
Hτ
= 0
for any a ∈ A, where ξa is the vector given by a in the GNS construction, which implies that
πτ (an) → 0 in the weak operator topology. Therefore p = 0. This proves the claim.
By the claim neither τ(p) nor τ(1 − p) is zero. Thus 0 < τ(p) < 1. Define τ1 : a →
1
τ(p)
τ (pap) and τ2 : a → 1τ(1−p) τ ((1 − p)a(1 − p)). Note that τ1(p) = 1. Thus τ1 = τ .
Then τ1 and τ2 are traces on πτ (A)′′, and τ(a) = τ(p)τ1(a) + τ(1 − p)τ2(a) for any a ∈
πτ (A)
′′
. Therefore, the trace τ on πτ (A)′′ is not extremal. Since both τ1 and τ2 are also normal,
we conclude that τ is also not extremal on A, which contradicts to the assumption.
Conversely, assume that πτ (A)′′ is a factor. If τ = λτ1 + (1 − λ)τ2 with λ ∈ (0,1), then it is
easy to check that τ1 and τ2 can be extended to normal states on πτ (A)′′, and hence to traces on
πτ (A)
′′
. Therefore τ1 = τ2, and τ is extremal. 
Lemma 5.14. Let A and B be two unital C∗-algebras. Let τ be an extremal tracial state on
a C∗-algebra tensor product A⊗B . Then, the restriction of τ to A or B is an extremal trace.
Proof. Denote the restrictions of τ to A and B by τA and τB , respectively. Consider the GNS-
representation (πτ ,Hτ ) of A ⊗ B . Since τ is extremal, by Lemma 5.13, the von Neumann
algebra πτ (A ⊗ B)′′ is a II1 factor. Since (A ⊗ 1) commutes with (1 ⊗ B), πτ (A ⊗ 1)′′ and
πτ (1 ⊗B)′′ are also II1 factors.
Set p the orthogonal projection to the closure of the subspace spanned by {(a ⊗ 1)(ξ); ξ ∈
Hτ , a ∈ A}. Then the GNS-representation (πτA,HτA) of A is unitarily equivalent to the cut-
down of πτ to A and pHτ . Hence πτA(A)′′ is a II1 factor in B(HτA). By Lemma 5.13, τA is an
extremal trace of A. The same argument works for B . 
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algebra tensor product A⊗B . Then, if the restriction of τ to B is an extremal trace, one has that
τ(a ⊗ b) = τ(a ⊗ 1)τ (1 ⊗ b) for all a ∈ A and b ∈ B .
Proof. We may assume that a is a positive element with norm one. If τ(a ⊗ 1) = 0, then
τ(a ⊗ b) = 0 by Cauchy–Schwartz inequality, and equation holds. If τ(a ⊗ 1) = 1, then the
equation also hold by considering the element (1 − a)⊗ 1.
Therefore, we may assume that τ(a ⊗ 1) = 0,1. Fix a. Then, we have
τ(1 ⊗ b) = τ(a ⊗ 1)τ (a ⊗ b)
τ(a ⊗ 1) +
(
1 − τ(a ⊗ 1))τ((1 − a)⊗ b)
1 − τ(a ⊗ 1) for any b ∈ B.
Note that both b → τ(a⊗b)
τ(a⊗1) and b → τ((1−a)⊗b)1−τ(a⊗1) are tracial states of B . Since b → τ(1 ⊗ b) is an
extremal trace, one has that τ(a⊗b)
τ(a⊗1) = τ(1 ⊗ b) for any b ∈ B . Therefore, the equation
τ(a ⊗ b) = τ(a ⊗ 1)τ (1 ⊗ b)
holds for any a ∈ A and b ∈ B . 
Corollary 5.16. Let A and B be two unital C∗-algebras and let τ be an extremal tracial state of
a C∗-algebra tensor product A⊗B . Then τ is the product of its restrictions to A and B .
Proof. It follows from Lemma 5.14 and Lemma 5.15. 
Corollary 5.17. Let A and B be two C∗-algebras with simplexes of traces T(A) and T(B). If
T(A) and T(B) have finitely many extreme points, then T (A⊗B) = T(A)×˙T(B).
Proof. It follows from Corollary 5.16 directly. 
Theorem 5.18. Let G0 be a countable weakly unperforated simple partially ordered group with
an order unit u which has the rationally Riesz property, let G1 be a countable abelian group,
and let T be any finite simplex. Assume that Su(G0) has only finitely many extreme points. Then
there exists a unital simple ASH-algebra A ∈ A such that
((
K0(A),K0(A)+, [1A]
)
,K1(A),T (A),λA
)= ((G0, (G0)+, u),G1, T ×˙Su(G0), r),
where r : T ×˙Su(G0) → Su(G0) is defined by (τ, s)(x) = s(x) for all x ∈ G0 and for all extremal
tracial state τ ∈ T and extremal state s ∈ Su(G0).
Proof. From 5.11, there exists a unital simple ASH-algebra B ∈ A such that
((
K0(B),K0(B)+, [1B ]
)
,K1(B),T (B)
)= ((G0, (G0)+, u),G1, Su(G0)).
Then let B0 be a unital simple ATD-algebra with((
K0(B0),K0(B0)+, [1B ]
)
,K1(B0), T (B0)
)= ((Z,N,1), {0}, T ).0
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K0(A),K0(A)+, [1A]
)
,K1(A),T (A),λA
)= ((G0, (G0)+, u,G1), T ×˙Su(G0), r). 
6. The range
Suppose that A and B are two stably finite unital Z-stable C∗-algebras and suppose that there
is a homomorphism
Λ : Ell(A) → Ell(B).
There is Λp : Ell(A ⊗ Mp) → Ell(B ⊗ Mp) and Λq : Ell(A ⊗ Mp) → Ell(B ⊗ Mq) induced by
Λ so that the following diagram commutes
Ell(A⊗Mp)
Λp
Ell(A)
(idA⊗1)∗
Λ
(idA⊗1)∗ Ell(A⊗Mq)
Λq
Ell(B ⊗Mp) Ell(B)(idB⊗1)∗ (idB⊗1)∗ Ell(B ⊗Mq)
Definition 6.1. (See [31, Definition 4.2].) Let A and B be unital C∗-algebras and let p and q be
supernatural numbers. We say a C([0,1])-homomorphism ϕ : A⊗Zp,q → B ⊗Zp,q is unitarily
suspended, if there are 0 t0 < t1  1, a continuous path (ut )t∈[t0,t1) of unitaries in B⊗Mp⊗Mq
and ∗-homomorphisms
σp : A⊗Mp → B ⊗Mp
and
ρq : A⊗Mq → B ⊗Mq
such that ut0 = 1B⊗Mp⊗Mq and
ϕ(t) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
σp for t = 0,
σp ⊗ idMq for t ∈ (0, t0],
ad(ut ) ◦ (σp ⊗ idMq) for t ∈ (t0, t1),
ρ
[1,3]
q ⊗ id[2]Mp for t ∈ [t1,1),
ρq for t = 1,
where ρ[1,3]q ⊗ id[2]Mp : A ⊗ Mp ⊗ Mq → B ⊗ Mp ⊗ Mq is the ∗-homomorphism induced by ρq
and idMp in the obvious way.
Lemma 6.2. Let A and B be two Z-stable C∗-algebras in A and let p and q be two supernatural
numbers of infinite type which are relatively prime. Suppose that
Λ : Ell(A) → Ell(B)
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ϕ : A ⊗ Zp,q → B ⊗ Zp,q such that Ell(π0 ◦ ϕ) = Λp and Ell(π1 ◦ ϕ) = Λq so that the fol-
lowing diagram commutes:
Ell(A⊗Mp)
(π0◦ϕ)∗
Ell(A)
(idA⊗1)∗
Λ
(idA⊗1)∗ Ell(A⊗Mq)
(π1◦ϕ)∗
Ell(B ⊗Mp) Ell(B)(idB⊗1)∗ (idB⊗1)∗ Ell(B ⊗Mq)
Proof. Since A,B ∈ A, TR(A ⊗ Mp)  1, TR(A ⊗ Mq)  1, TR(B ⊗ Mp)  1 and
TR(B ⊗Mq) 1, there is a unital homomorphism ϕp : A⊗Mp → B ⊗Mp and ψq : A⊗Mq →
B ⊗Mq such that
Ell(ϕp) = Λp and Ell(ψq) = Λq.
Put ϕ = ϕp ⊗ idMq : A⊗Q → B ⊗Q and ψ = ψq ⊗ idMp : A⊗Q → B ⊗Q.
Note that
(ϕ)∗i = (ψ)∗i (i = 0,1) and ϕT = ψT
(they are induced by Λ). Note that ϕT and ψT are affine homeomorphisms. Since K∗i (B ⊗ Q)
is divisible, we in fact have [ϕ] = [ψ] (in KK(A⊗Q,B ⊗Q)). It follows from Lemma 11.4 of
[19] that there is an automorphism β : B ⊗Q → B ⊗Q such that
[β] = [idB⊗Q] KK(B ⊗Q,B ⊗Q)
such that ϕ and β ◦ ψ are asymptotically unitarily equivalent. Since K1(B ⊗ Q) is divisible,
H1(K0(A⊗Q),K1(B ⊗Q)) = K1(B ⊗Q). It follows that ϕ and β ◦ψ are strongly asymptoti-
cally unitarily equivalent. Note also in this case
βT = (idB⊗Q)T .
Let ı : B ⊗Mq → B ⊗Q defined by ı(b) = b ⊗ 1 for b ∈ B . We consider the pair β ◦ ı ◦ ϕq and
ı ◦ ϕq. By applying 11.5 of [19], there exists an automorphism α : ϕq(A⊗Mq) → ϕq(A⊗Mq)
such that ı ◦ α ◦ ψq and β ◦ ı ◦ ψq are asymptotically unitarily equivalent (in M(B ⊗ Q)). So
they are strongly asymptotically unitarily equivalent. Moreover,
[α] = [idB⊗Mq] in KK(B ⊗Mq,B ⊗Mq).
We will show that β ◦ ψ and α ◦ ϕq ⊗ idMp are strongly asymptotically unitarily equivalent.
Define β1 = β ◦ ı ◦ψq ⊗ idMp : B ⊗Q⊗Mp → B ⊗Q⊗Mp. Let j : Q → Q⊗Mp defined by
j (b) = b⊗ 1. There is an isomorphism s : Mp → Mp⊗Mp with (idMq ⊗ s)∗0 = j∗0. In this case
[idMq ⊗ s] = [j ]. Since K1(Mp) = 0. By 7.2 of [19], idMq ⊗ s is strongly asymptotically unitarily
equivalent to j . It follows that α ◦ψq ⊗ idMp and β ◦ ı ◦ψq ⊗ idMp are strongly asymptotically
unitarily equivalent. Consider the C∗-subalgebra C = β ◦ψ(1 ⊗Mp)⊗Mp ⊂ B ⊗Q⊗Mp. In
C, β ◦ ϕ|1⊗Mp and j0 are strongly asymptotically unitarily equivalent, where j0 : Mp → C by
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such that
lim
t→∞ adv(t) ◦ β ◦ ϕ(1 ⊗ a) = 1 ⊗ a for all a ∈ Mp. (3)
It follows that β ◦ ψ and β1 are strongly asymptotically unitarily equivalent. Therefore β ◦ ψ
and α ◦ ψq ⊗ idMp are strongly asymptotically unitarily equivalent. Finally, we conclude that
α ◦ ψq ⊗ idp and ϕ are strongly asymptotically unitarily equivalent. Note that α ◦ ψq is an
isomorphism which induces Λq.
Let {u(t): t ∈ [0,1)} be a continuous path of unitaries in B ⊗Q with u(0) = 1B⊗Q such that
lim
t→∞ adu(t) ◦ ϕ(a) = α ◦ψq ⊗ idMq(a) for all a ∈ A⊗Q.
One then obtains a unitary suspended C([0,1])-unital homomorphism which lifts Λ along Zp,q
(see [31]). 
Theorem 6.3. (Cf. [31, Proposition 4.6].) Let A and B be two Z-stable C∗-algebras in A.
Suppose that there exists a strictly positive unital homomorphism
Λ : Ell(A) → Ell(B).
Then there exists a unital homomorphism ϕ : A → B such that ϕ induces Λ.
Proof. The proof is a simple modification of that of Proposition 4.6 of [31] by applying 6.2.
First, it is clear that the proof of Lemma 4.3 of [31] holds if isomorphism is changed to
homomorphism without any changes when both A and B are assumed to be simple. Moreover,
the one-sided version of Proposition 4.4 also holds. In particular the part (ii) of that proposition
holds. It follows that the homomorphism version of Proposition 4.5 of [31] holds since proof
requires no changes except that we change the word “isomorphism” to “homomorphism” twice
in the proof.
To prove this theorem, we apply 6.2 to obtain a unitarily suspended C([0,1])-homomorphism
ϕ : A⊗B⊗Z which has the properties described in 6.2. The rest of the proof is just a copy of the
proof of Proposition 4.6 with only four changes: (1) ϕ˜ : A⊗Z → B⊗Z ⊗Z is a homomorphism
(instead of an isomorphism); (2) in the diagram (65), λ, λ ⊗ id are homomorphisms (instead of
isomorphisms); (3) ϕ˜+ is a homomorphism (instead of an isomorphism); (4) since λ and ϕ˜∗ agree
as homomorphisms (instead of isomorphisms) and both are order homomorphisms preserving the
order units, they also have to agree as such. 
Definition 6.4. A C∗-algebra A is said to be locally approximated by subhomogeneous C∗-
algebras if for any finite subset F ⊆ A and any  > 0, there is a C∗-subalgebra H ⊆ A isomorphic
to a subhomogeneous algebra such that F ⊆ H .
Remark 6.5. It is clear from the definition that any inductive limit of locally approximately
subhomogeneous C∗-algebras is again a locally approximately subhomogeneous C∗-algebra.
Lemma 6.6. Let (G0, (G0)+, u) be a countable partially ordered weakly unperforated and ra-
tionally Riesz group, let G1 be a countable abelian group, let T be a metrizable Choquet simplex
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tremal points. Suppose that Su(G0) and T have finitely many extremal points.
Then there exists one unital Z-stable C∗-algebra A ∈ A such that
Ell(A) = ((G0, (G0)+, [1A]),G1, T ,λT ).
Moreover, the C∗-algebra A can be locally approximated by subhomogeneous C∗-algebras.
Proof. Denote by e1, e2, . . . , en the extreme points of Su(G0), and denote by S1, . . . , Sn the
preimage of e1, . . . , en under λ. Then, each Si is a face of T , and hence a simplex with finitely
many extreme points. In each Si , choose an extreme point fi .
Set an affine map α : Su(G0)×˙T → Su(G0) by
α
(
(ei, gj )
)= ei,
where ei is an extreme point of Su(G0) and gj is an extreme point of T . Define an affine map
π : Su(G0)×˙T → T by π((ei, gj )) = gj if gj ∈ Sk , and π(ei, gj ) = fi if gj is not in any of Sk .
Since there are only finitely many extreme points in both Su(G0) and T , π is a continuous affine
surjective map.
Then
λT ◦ π = α.
Choose a lifting ι : T → Su(G0)×˙T of π by ı(gj ) = (λT (gj ), gj ) for gj ∈ Sj , j = 1,2, . . . , n.
In particular, π ◦ ι = idT . Define an affine map β : Su(G0)×˙T → Su(G0)×˙T by β = ι ◦ π .
By Theorem 5.18, there is a Z-stable ASH-algebra A′ ∈ A with
Ell
(
A′
)= (G0,G1, Su(G0)×˙T ,α).
By Theorem 6.3, there is a unital homomorphism ϕ : A′ → A′ such that
[ϕ]0 = id, [ϕ]1 = id, and (ϕ) = β.
(The compatibility between the map β and [ϕ]0 follows from the commutative diagram be-
low.) Let An = A′ and let ϕn : An → An+1 be defined by ϕn = ϕ. n = 1,2, . . . . Put A =
limn→∞(An,ϕn). Since each An is simple so is A. By Theorem 11.10 of [19], A ∈ A. Since
each An is an ASH-algebra, the C∗-algebra A can be locally approximated by subhomogeneous
C∗-algebras.
Since the diagram
Su(G0)×˙T
α
Su(G0)×˙T
β
π
αT
ι
λT λT
Su(G0) Su(G0)
H. Lin, Z. Niu / Journal of Functional Analysis 260 (2011) 1–29 25commutes (the left triangle commutes because α ◦ ι = λT ◦ π ◦ ι = λT ◦ idT = λT ), one has that
the inductive limit A = lim−→(A′, ϕ) satisfies
Ell(A) = (G0,G1, T ,λT ),
as desired. 
Lemma 6.7. Let G be a countable rationally Riesz group and let T be a metrizable Choquet
simplex. Let λ : T → Su(G) be a surjective affine map preserving extreme points. Then, there
are decompositions G = lim−→(Gn,ψn), AffT = lim−→(Rkn , ηn), and maps λn : Gn → Rkn such that
each Su(Gn) is a simplex with finitely many extreme points, and the following diagram commutes:
Rkn
ηn
Rkn+1 · · · AffT
Gn
ψn
λn
Gn+1
λn+1
· · · G
λ∗
.
Proof. Consider the ordered group H = G ⊗ Q. It is clear that the ordered group GF :=
G/Tor(G) (with positive cone the image of the positive cone of G) is a sub-ordered-group of H .
Since G is a rationally Riesz group, the group H is a Riesz group. It follows from Effros–
Handelman–Shen Theorem that there is a decomposition H = lim−→(Hi,ϕi), where Hi = Zmi
with the usual order for some natural number mi . We may assume that the images of (ϕi,∞) is
increasing in H . Set
G′i = ϕ−1i,∞
(
GF ∩ ϕi,∞(Hi)
)⊆ Hi.
Then the inductive limit decomposition of H induces an inductive limit decomposition
GF = lim−→
(
G′i , ϕi |G′i
)
.
We assert that Su(G′i ) = Su(Hi). To show the assertion, it is enough to show that any state
on Hi is determined by its restriction to G′i , and it is enough to show that two states of Hi are
same if their restrictions to G′i are same. Indeed, let τ1 and τ2 be two states of Hi with same
restrictions to G′i . For any element h ∈ Hi , consider ϕi,∞(h) ∈ H . We then can write
ϕi,∞(h) = p
q
g,
for some g ∈ GF and relatively prime numbers p and q . In particular,
pg = qϕi,∞(h) ∈ ϕi,∞(Hi)∩GF,
and hence
qh ∈ G′ .i
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τ1(h) = 1
q
τ1(qh) = 1
q
τ2(qh) = τ2(h).
This proves the assertion.
Since Su(Hi) is a finite dimensional simplex, the convex set Su(G′i ) is also a simplex with
finitely many extreme points. Hence we have the inductive decomposition GF = lim−→(G′i ,ψ ′i ),
where ψ ′i = ϕi |G′i .
Consider the extension
0 Tor(G)
ι
G
π
GF 0,
and write Tor(G) = lim−→(Ti, ιi), where Ti are finite abelian groups. Since the torsion free abelian
group G′1 is finitely generated, there is a lifting γ1 : G′1 → G with π ◦ γ1(g) = ψ ′i,∞(g) for any
g ∈ G′1. Since an element in G is positive if and only if it is positive in the quotient GF, it is clear
that γ1 is positive. Consider the ordered group T1 ⊕G′1 with the order determined by G′1, and set
the map ψ1,∞ : T1 ⊕G′1 → G by (a, b) → ι(a)+ γ1(b). It is clear that ψ1,∞ is positive.
Using the same argument, one has a positive lifting γ2 : G′2 → G. Since ψ ′i,∞(G′1) ⊆
ψ ′2,∞(G′2), one has that γ2(g) − γ1(g) ∈ Tor(G) for each g ∈ G′1. By truncating the sequence
(Ti), one may assume that (γ2 − γ1)(G′1) ∈ T2. Define the map ψ2,∞ : T2 ⊕ G′2 → G by
(a, b) → ι(a) + γ2(b). Then it is clear that ψ1,∞(T1 ⊕ G′1) ⊆ ψ2,∞(T2 ⊕ G′2). Define the map
ψ1,2 : T1 ⊕G′1 → T2 ⊕G′2 by
(a, b) → (ι(a)+ γ1(b)− γ2(b),ψ ′1,2(b)).
A direct calculation shows that ψ1,∞ = ψ2,∞ ◦ψ1,2.
Repeating this argument and setting Gi = Ti ⊕Gi , one has the inductive limit decomposition
G = lim−→
i
(Gi,ψi,i+1).
Noting that the order on Gi is determined by the order on G′i , one has that Su(Gi) = Su(G′i ), and
hence the convex set Su(Gi) is a simplex with finitely many extreme points.
Let {an} be a dense sequence in the positive cone Aff+ T . Consider the map λ∗ ◦ ψi,∞ :
G → AffT . Since Su(Gi) = Su(Hi) and Hi = Zmi , the image of positive elements of Gi is
contained in a finite dimensional cone. Since images of Gi are increasing, we may choose
{b1, . . . , bi, . . .} ⊆ AffT and natural numbers n1 < · · · < ni < · · · such that {b1, . . . , bni } is a set
of generators for the image of Gi in AffT .
For each i, set ki = i + ni . We identify the affine space
Rki ∼= (Ra1 ⊕ · · · ⊕ Rai)⊕ (Rb1 ⊕ · · · ⊕ Rbni )
as the subspace of AffT spanned by a1, . . . , ai, b1, . . . , bni . Define the map λi : Gi → Rki by
g → (0 ⊕ · · · ⊕ 0)⊕ (λ∗ ◦ψi,∞(g)),
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(f, g) → ι1(f )⊕ ι2(g),
where ι1 and ι2 are the inclusions of Ra1 ⊕· · ·⊕Rai and Rb1 ⊕· · ·⊕Rbni to Ra1 ⊕· · ·⊕Rai+1
and Rb1 ⊕· · ·⊕Rbni+1 in AffT , respectively. Then, it is a straightforward calculation that AffT
has the decomposition lim−→(R
ki , ηi), and the diagram in the lemma commutes. 
Finally, we reach the main result of this paper.
Theorem 6.8. Let (G0, (G0)+, u) be a countable partially ordered weakly unperforated and
rationally Riesz group, let G1 be a countable abelian group, let T be a metrizable Choquet
simplex and let λT : T → Su(G0) be a surjective affine continuous map sending extremal points
to extremal points. Then there exists one (and exactly one, up to isomorphism) unital Z-stable
C∗-algebra A ∈ A such that
Ell(A) = ((G0, (G0)+, u),G1, T ,λT ).
Moreover, A can be constructed to be locally approximated by subhomogeneous C∗-algebras.
Proof. Note that the part of the statement about “exactly one, up to isomorphism” follows
from [19].
By Lemma 6.7, there exists a decomposition
Rkn
ηn
Rkn+1 · · · AffT
Kn
ψn
λn
Kn+1
λn+1
· · · G0
λ∗T
,
where each Kn is a rationally Riesz group with Su(Kn) having finitely many extreme points. By
Lemma 6.6, there is a unital Z-stable algebra An ∈ A such that((
K0(An),K0(An)+, [1An]
)
,K1(An),Aff
(
T(An)
)
, λAn
)= ((Kn, (Kn)+, u),G1,Rkn , λn),
and each An can be locally approximated by subhomogeneous C∗-algebras.
By Theorem 6.3, there are *-homomorphisms ϕn : An → An+1 such that (ϕn)∗0 = ψn,
(ϕn)∗1 = idG1 and (ψn)∗ = ηn, where (ψn)∗ is the induced map from
Aff(T(An)) → Aff(T(An+1)). Then the inductive limit A = lim−→n(An,ψn) is in the class A and
satisfies
Ell(A) = ((G0, (G0)+, u),G1, T ,λT ).
Since each An can be locally approximated by subhomogeneous C∗-algebras, so does the C∗-
algebra A. 
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