Estimation in Semiparametric Transition Measurement Error Models for Longitudinal Data by Pan, Wenqin et al.
Estimation in Semiparametric Transition Measurement Error
Models for Longitudinal Data
Wenqin Pan1,*, Donglin Zeng2,**, and Xihong Lin3,***
1Department of Biostatistics and Bioinformatics, Duke University Durham, NC, 27705
2Department of Biostatistics, University of North Carolina Chapel Hill, NC, 27599
3Department of Biostatistics, Harvard School of Public Health Boston, MA 02115
SUMMARY
We consider semiparametric transition measurement error models for longitudinal data, where one
of the covariates is measured with error in transition models, and no distributional assumption is
made for the underlying unobserved covariate. An estimating equation approach based on the
pseudo conditional score method is proposed. We show the resulting estimators of the regression
coefficients are consistent and asymptotically normal. We also discuss the issue of efficiency loss.
Simulation studies are conducted to examine the finite-sample performance of our estimators. The
longitudinal AIDS Costs and Services Utilization Survey data are analyzed for illustration.
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1. Introduction
Longitudinal data are common in health science research, where repeated measures are
obtained for each subject over time. One class of longitudinal models is the transitional
model, where the conditional mean of an outcome at the current time point is modeled as a
function of the past outcomes and covariates (Diggle et al., 2002, Chapter 10). This class of
models is particularly useful when one is interested in predicting the future response given
the past history, or when past history contains important adjustor variables. The within-
subject correlation is automatically accounted for by conditioning on the past responses, and
the model can be easily fit within the generalized linear model framework. Transition
models and their wide practical applications have been well demonstrated (e.g., Young et al.
1999, Have and Morabia 2002, Heagerty 2002, Roy and Lin 2005).
Measurement error in covariate is a common problem in longitudinal data, due to equipment
limitation, longitudinal variation, or recall bias. In one study from the AIDS Costs and
Services Utilization Survey (ACSUS) (Berk, Maffeo and Schur 1993), which consisted of
subjects from 10 randomly selected U.S. cities with the highest AIDS rates, a series of
quarterly interviews were conducted for each participant enrolled between 1991 and 1992. A
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given a subject’s past history of hospitalizations. Thus, a natural model for analyzing this
data set is to fit a prediction model with the outcome being whether a participant had a
hospital admission (yes/no) in the past quarter. However, CD4 count is known to be subject
to considerable measurement error due to its substantial variability, e.g., its coefficient of
variation within the same subject was found to be 50% (Tsiatis et al. 1995). Another source
of measurement error in CD4 count in this study was due to the fact that CD4 count was not
measured at the time of each interview but abstracted from each respondent’s most recent
medical record.
The methods for handling measurement error for independent outcomes are
comprehensively reviewed in Fuller (1987) and Carroll, et al. (2006). For longitudinal data,
Wang, et al. (1998) among others considered measurement error in mixed effects models.
Schmid, Segal and Rosner (1994) and Schmid (1996) studied measurement error in first-
order autoregressive models for continuous longitudinal outcomes. There is a vast amount of
work in the econometrics literature on panel data with errors in variables. For example,
Griliches and Hausman (1986) and Biorn and Klette (1998) proposed estimating the effect
of the error-prone covariates using the generalized moment method but their method
required that longitudinal outcomes be linearly related to covariates and the residue terms be
non-autocorrelated. In the literature of structural equations models, longitudinal covariates
subject to measurement errors are treated as latent variables and are modelled longitudinally
and explicitly (c.f. Duncan, Duncan and Strycker, 2006). The maximum likelihood
estimation is used for inference. Additionally, using the same idea of latent modelling, Pan,
Lin and Zeng (2006) considered estimation in generalized transitional measurement error
models for general outcomes. However, these approaches require that the normality
assumption and the correlation structure of the un-observed covariate be correctly specified.
The normality assumption is often too strong in reality, and the correlation structure of the
unobserved covariate may be difficult to be specified correctly. One can show that when a
first-order autoregressive structure for the unobserved covariate is misspecified as an
independent structure, the effect of this covariate in transition model is attenuated and the
effect of the past outcome is the same as the one ignoring the measurement error (Pan,
2002). Therefore, it is necessary to develop a method which leaves the distribution of the
unobserved covariate fully unspecified. On the other hand, since the repeated measures of
the unobserved covariate are usually correlated and have at least three waves, the attempt to
estimate their joint distribution nonparametrically, for example, using the kernel method in
Carroll and Wand (1991), breaks down due to the curse of dimensionality.
This paper aims to develop a semiparametric method for transition measurement error
models without specifying the distribution of the unobserved covariate. Our approach is to
construct an estimating equation based on the pseudo conditional score method, originally
proposed for independent data by Stefanski and Carroll (1987). However, its generalization
to transition models is not trivial in presence of repeatedly measured unobserved covariates.
In the second part of this paper, we further discuss the efficiency issue in the proposed
method.
The rest of the paper is structured as follows. In §2, we present the general form of the
semiparametric transition measurement error model for longitudinal data. In §3, we derive
the pseudo conditional score estimating equation and study the theoretical properties of the
resulting estimator. In §4, we illustrate the method using simulation studies and apply the
proposed method to analyze the ACSUS data. The issue of efficiency loss is also studied.
Discussions are given in §5.
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2. Semiparametric Transition Measurement Error Model
Suppose each of the n subjects has m repeated measures over time. Let Yij be the outcome at
time j (j = 1, …, m) of subject i (i = 1, …, n). Let Wij be a scalar observed error-prone
covariate, which measures the unobserved covariate Xij with error. Let Zij be a vector of
covariates that are accurately measured. A transition model assumes the conditional
distribution of Yij given the history of the outcome and the history of the covariates satisfies
the (q, r)-order Markov property (Ch 10, Diggle et al., 2002) and belongs to the exponential
family.
Specifically, for j > s, where s = (r − 1)⋁q = max(r − 1, q), the conditional distribution of Yij
is
(1)
where Hij = {Yi,j−1, …, Yi,j−q, Xij, …, Xi,j−r+1, Zij, …, Zi,j−r+1}, f(·) denotes a density
function, a is a prespecified weight, ϕ is a scale parameter, and b(·) and c(·) are specific
functions associated with the exponential family. We assume a canonical generalized linear
model (McCullagh and Nelder, 1989) for μij = E(Yij|Hij) = b′(ηij) as
(2)
where h(·) is the canonical link function satisfying h−1(·) = b′(·), β0, αk (k = 1, …, q),
 (l = 1, …, r) are regression coefficients. In addition, we treat Yi1, …, Yi,s as
initial states which the subsequent inference will be conditioned on. One note is that when Z
covariates do not change with time, we tacitly keep only one Z term in equation (2).
We assume that Xij is subject to measurement error and the measurement error is additive,
i.e.,
(3)
where the measurement errors Uij are independent of the Xij and are independently and
identically distributed from a normal distribution with a known variance . The variance 
usually needs to be estimated beforehand, either from replications or from validation data
(Carroll, et al, 2006). We assume that the joint distribution of {Xi1, …, Xim} is fully
unspecified.
We suppose that measurement error is non-differential, i.e.,
where Hij was defined in (1). This means that conditional on the true covariates, the
observed error-prone covariate does not contain additional information about Yij.
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3.1 Pseudo conditional score equation
Let θ denote . In this section, we propose a pseudo conditional
score method to estimate θ. The idea is to pretend θ to be known but treat the Xij as fixed
parameters by writing Xij as xij.
In a classical conditional score approach (Stefanski and Carroll, 1987), one would aim to
derive simple sufficient summary statistics for (xi1, …, xim) and construct an estimating
equation based on the conditional likelihood function of the observed data given the
sufficient statistics. Unfortunately, due to the transition structure and the possibly nonlinear
link function in (2), obtaining the summary sufficient statistics for xij based on the
distribution of the observed data is usually difficult. For example, the likelihood function for
a first-order transition model for dichotomous Y2 and Y3 with X1 = X2 = X3 = X given
initial state Y1 is
and it does not belong to any exponential family.
Instead, we note that for each j = s + 1, …, m, the conditional density of (Yij, Wij, …,
Wi,j−r+1) given (Yi,j−1, …, Yi,j−q, Zij, …, Zi,j−r+1) and (xij, xi,j−1, …, xi,j−r+1) is given by
We recognize that this conditional density still belongs to an exponential family. The
sufficient statistics for xi,j−l+1, l = 1, …, r, are
(4)
Therefore, the distribution of Yij given (Yi,j−1, …, Yi,j−q, Zij, …, Zi,j−r+1) and 
only depends on θ but not (xij, …, xi,j−r+1). For convenience, we abbreviate this distribution
as f̃(Yij|Vij(θ); θ), where Vij(θ) denotes the statistics that Yij are conditioned on. Clearly,
where θ0 is the true value of θ, Eθ denotes the expectation given the parameter θ, and ∇θ
denotes the gradient with respect to θ. We then construct the following estimating equation
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where g(yij|vij; θ) denotes the gradient of log f̃(yij|vij; θ) with respect to θ. Note that
calculations of this gradient are done by viewing vij as fixed instead of a function of θ.
Essentially, our idea is to construct some conditional score functions based on the
conditional density given the past history at each time then take the summation of all these
scores as estimating function. Since the above construction is no based on the full likelihood
function, we call our proposed estimating equation the pseudo conditional score equation.
The Newton-Raphson iteration can be used to solve the equation; however, multiple
solutions may exist. Thus, the following theorem gives the asymptotic property of a solution
to (5) in a neighborhood of θ0.
Theorem 1. Assume that with probability one, in a neighborhood of θ0, ∇θg(Yij|Vij(θ); θ) is
Lipschitz continuous with respect to θ and moreover,
Then there exists a solution, θ̂n, to equation (5) such that  converges in
distribution to a normal distribution with mean zero and covariance
The proof follows the usual argument for estimating equations. Clearly, a consistent
estimator for Σ(θ0) is
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We illustrate our method using two examples.
Example 1. We consider a linear transition model with r = 1 and q = 1:
(6)
Then it is easy to calculate that the sufficient statistic for xij is  and f̃
(Yij|Vij(θ); θ) is the conditional density of Yij given , Yi,j−1 and Zij. This density is the
same as the conditional density of Yij given ,
Yi,j−1 and Zij, whose logarithm is equal to
where  and . Differentiating the above
function with respect to all the parameters then substituting the expression of Qij, we obtain
the following pseudo conditional score equations
Clearly, each term for i and j is the conditional score obtained for subject i at time j given
the past history. Moreover, the first equation correspond to parameters , the second
equation corresponds to βx, and the last equation is for .
Example 2. In this example, we consider a logistic transition model with r = q = 1, where Yij
is a Bernoulli variable and satisfies
(7)
We can easily calculate that the sufficient statistic for xij is  and that the
logarithm of the conditional density  is
After differentiating the above function with respect to all the parameters then substituting
the expression of , we obtain the following pseudo conditional score equations
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3.3 Method for selecting transition orders
In practice, the transition orders (q, r) in the Y model (2) are often unknown. As our model
is a semiparametric model, a full likelihood does not exist. Hence standard model selection
methods are not directly applicable. We propose to choose (q, r) based on the pseudo log-
likelihood function
where  is defined right after equation (4), i.e.,
Here θ0 denotes the parameter value under the true model and  is Vim(·) evaluated
at the true value θ0 under the model with transition orders (q, r).
The function  is the true density when (q, r) is equal to the true transition
orders. Therefore, we are able to transform the selection of (q, r) in the original model (2) to
the model selection in the new regression model given by . Note that using
 instead of  in the new model ensures that the covariate values do not vary
with different (q, r). However, since  is unknown, we propose to estimate 
at , where θ̂F is the parameter estimator under the full model with q = m − 1 and r =
m using the conditional score approach. Since θ̂F is consistent,  is a good
approximation of .
Finally, we treat the pseudo log-likelihood function  like a
“likelihood,” and select (q, r) by minimizing the pseudo Akaike information criterion
(P_AIC) defined as
or the pseudo Bayesian information criterion (P_BIC) defined as
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where θ̂ is the estimate maximizing the pseudo likelihood function and Card(θ̂) denotes the
number of parameters in the model.
The proposed method has been demonstrated to perform well in our numerical studies.
However, it is not fully theoretically justified.
4. Numerical Results
4.1 Simulation studies
Corresponding to the two examples illustrated in the previous section, two simulation
studies are conducted to examine the finite-sample performance of the proposed pseudo
conditional score approach. Specifically, in the first simulation study, the longitudinal
response Yij is generated from
where Zi is a Bernoulli variable with P(Zi = 1) = 0.5 and Xij follows the first order transition
model
(8)
Here we assume the number of repeated measures per subject m = 6. We use Xi1 = 0.25 and
Yi1 = −5/12 + 5Zi/3 as values at time one. The measurement error distribution in (3) has a
variance 0.5. In the second simulation study, we generate binary responses from a logistic
transition model with mean
where Zi is generated from a Bernoulli distribution with P(Zi = 1) = 0.5 and Xij follows
The measure error variance is set to be 0.5. The initial states are given as Xi1 = 0.25 and Yi1
from the Bernoulli distribution with probability 0.5. In both simulation studies, we solve the
pseudo conditional score equations as given in Examples 1 and 2 to obtain the estimators
and their asymptotic variances are estimated using the formula of Σ̂n. Table 1 summarizes
the results from 1000 repetitions with sample sizes n = 100 or 200. The results show that in
finite samples, the pseudo conditional score estimators have virtually no bias and the
estimated standard errors agree well with the true standard errors.
We next conduct a simulation study to compare the robustness of the semiparametric pseudo
conditional score method with the parametric maximum likelihood method as given in Pan
et al. (2006) when the X model is misspecified. We use the same setting as in the first
simulation study with m = 6. We consider three distribution scenarios for the X: (a) Xij
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follows the first order transition model (8) with error εxij following a normal mixture, 0.5N
(−0.5, 1) + 0.5N (0.5, 1); (b) Xij follows the first order transition model (8) with error εxij
following the extreme-value distribution; (c) Xij follows a second-order transition model Xij
= 0.5 + 0.8Xi,j−2 + N (0, 1). For all three scenarios, the parametric maximum likelihood
estimation(MLE) method treats Xij from a first-order transition model with normal error
distribution. We hence expect that the parametric MLE method would be biased because it
misspecifies either the transition pattern or the error distribution.
Table 2 summarizes the robustness simulation results from 1000 repetitions with n = 100
and 200. The results show that the parametric MLE approach gives biased estimates of the
regression coefficients, especially α. The bias ranges from 3% to 10%. When the error
distribution in the X model deviates slightly from normality as a normal mixture, the bias is
small but the coverage probability can be poor. However, when the transition order in the X
model is misspecified, the bias is more pronounced and is close to 10%, and the coverage
probability becomes very poor. On the contrary, the pseudo conditional score approach
always yields small bias and accurate coverage.
To evaluate the method in selecting transition orders as proposed in Section 3.3, we conduct
another simulation study with dichotomous outcome. The setting is similar to our second
simulation study except that the mean probability is
That is, the true transition order is q = r = 2. We apply the proposed method to fit models for
all possible combinations of transition orders (q, r) with q = 1, 2, 3 and r = 1, 2, 3, 4. The
pseudo AIC and the pseudo BIC are used for selecting the final orders. The result from 1000
repetitions with sample sizes 200 and 400 is given in Table 3. The result shows that the
proposed method works well. Overall, the pseudo BIC outperforms the pseudo AIC,
especially when sample size is large.
4.2 Numerical study on efficiency loss
The pseudo conditional score equation approach relies on the conditional likelihood
function, so it does not utilize the full data information. Hence it may not give the efficient
estimators. It is useful to know how much efficiency is lost when using such an approach.
Since deriving the asymptotic efficiency bound for model (1) is generally difficult, we focus
our discussion on the situation where Yij is a normal outcome and r = 1 and q = 1 as in (6).
Furthermore, we assume Zij and Xij are independent but allow the repeated measures of Xij
to be correlated.
From Example 1, we have known that the , j =
2, …, m are sufficient statistics for xij, j = 2, …, m. In fact, they are also complete and
sufficient statistics. Therefore, following Bickel et al. (1993, Chap 4, pp.130), one can
explicitly calculate the semiparametric efficiency bound (see the appendix). Thus, the
efficiency loss in the pseudo conditional score estimator can be evaluated by comparing
such efficiency bound versus Σ as given in Theorem 1.
We utilize a concrete example to illustrate the efficiency loss. Suppose that (Yij, Wij)
follows
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where Zi is a Bernoulli variable with P(Zi = 1) = 0.5 and Xij is generated from the following
transition model
For different choices of  or 0.15 and different cluster sizes m = 3 or 4, we compute
the asymptotic efficiency of the pseudo conditional score estimators for βx, βz, α relative to
the semiparametric efficient bound. The results show that the efficiency loss increases with
the decrease of ; it varies from 10% to 20% in estimating βx and α as m increases from 3
to 4; however, no efficiency is lost in estimating βz.
4.3 Application to the ACSUS data
We apply our method to analyze the ACSUS data. Specifically, we restricted our attention to
533 patients who completed the first year interview. The participants were interviewed every
3 months for four times. The outcome was whether they had hospital admissions (yes/no)
during the three months between two consecutive interviews. It is of scientific interest to
study the effect of CD4 counts in predicting future hospitalization given the past history of
hospitalization. As discussed in the introduction, CD4 counts were subject to considerable
measurement error. Thus, a natural model for analyzing this data set is a prediction model by
accounting for measurement errors in CD4 counts. A logistic transition model is used to fit
the data with covariate W = log(CD4/100), a transformed variable that reduces the marked
skewness of CD4 counts (Figure 1). We note that even after a log-transformation, the
commonly used transformation for CD4 counts, CD4 counts still do not look normally
distributed. This motivates us to leave the distribution of the true CD4 counts fully
unspecified by considering the pseudo conditional score method. Other covariates include
age (10 categories coded as 1–10), antiretroviral drug use, HIV-symptomatic at baseline,
race, and gender. Additionally, the past hospitalization history is also adjusted for in the
analysis. The size of the measurement error for W, , is set to be 1/3 of the variance
of baseline W. This value is close to the estimated measurement error variance 0.39 by
Wulfsohn and Tsiatis (1997), using data from another AIDS study conducted by Burroughs-
Wellcome. In addition, we also fit model using  to obtain parameter estimates under
a more conservative measurement error setting.
To select the best transition order (q, r), we apply the pseudo BIC method proposed in
Section 3.3. The result shows that q = 1 and r = 1 give the smallest value under the pseudo
BIC criterion. This finding agrees with the result obtained from testing the significance of
the extra terms when the highest order transitional model is fit: specifically, we fit the
largest transition model with q = 3 and r = 4 and test for the significance of the higher than
first-order terms, and we find they are highly insignificant. Hence our final model has the
transition order q = 1 and r = 1. The parameter estimation result is given in Table 4, where
the reported estimates are the estimated log-odds ratios of the covariates. Women have a
significantly higher risk of future hospitalization than men. The effect of CD4 counts on the
risk of future hospitalization is significant, given the previous hospitalization status. Subjects
who had a previous hospital admission history and who had lower CD4 counts would be
more likely to be hospitalized in the future.
We also fit the model by letting the measurement error  be 0.18, which corresponds to the
situation when the coefficient of variation for the baseline W is 50%. The findings are
similar but the estimated effect of W is slightly attenuated. We also present in Table 4 the
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naive estimators that are obtained by ignoring measurement error. The naive estimator of the
CD4 count effect tends to bias towards zero.
5. Discussion
We consider in this paper transition measurement error models for longitudinal data. We
propose a pseudo conditional score approach that does not require specifying the distribution
of the unobserved covariate. Both numerical calculations and simulation studies show that
the estimator using the pseudo conditional score method performs well.
The approach extends the classical conditional score approach in Stephanski and Carroll
(1987) in the following aspects. First, the classical conditional score approach relies on
extracting sufficient statistics for the error-prone covariates in the full likelihood function so
is impossible for the transition models; instead, our approach works on the conditional
likelihood at each time point. Second, because the conditional scores from different
timepoints are correlated, a sandwich variance estimator must be used for inference. Third,
one specific question to the transition model is how to choose the transition orders and we
have provided an innovative way for this purpose based on the pseudo-likelihood function.
Furthermore, we note that the proposed approach is always applicable to the situations when
Xi,j−k enters expression (2) linearly no matter how Yi,j−k or its transformed value enters
expression (2). Therefore, our approach can also be used for other transition models such as
the ones proposed for count data in Diggle et al. (2002). Assigning different weights to the
conditional scores from different timepoints might improve efficiency, but we have not as
yet explored this refinement.
One important issue in fitting a transition model is the selection of transition orders (q, r). If
one is willing to assume a parametric model for X, (q, r) can be selected using various model
selection criteria, such as AIC and BIC. However, under the semiparametric model
considered in this paper, there does not exist any literature on choosing q and r. In this
paper, we propose to select (q, r) using the pseudo likelihood function and a small
simulation study indicates that the method works pretty well. Theoretical justification of the
proposed method needs more work.
Another important issue is to determine the size of measurement error, , which can be
estimated using replication or validation data. In this case, Theorem 1 needs to be slightly
modified to account for the variability due to estimating . Particularly, following the same
proof for Theorem 1, we obtain that the asymptotic variance equals the variance of
where  is the same as defined in Theorem 1 but indexed by  denotes the true
value of , and  is the influence from estimating  using the validation sample.
Clearly, the second part of the above expression reveals the influence on estimating θ0 when
 is estimated. When neither validation data nor replications are available, one possible
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strategy is to conduct sensitivity analysis (e.g., Li and Lin, 2000) by varying the sizes of
measurement error in a reasonable range.
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APPENDIX
Calculation of semiparametric efficiency bound in (6)
From Bickel et al. (1993), the semiparametric efficiency bound in (6) is given by
, where a⊗2 = aaT and
Here, Yi = (Yi2, …, Yim)T, Wi = (Wi2, …, Wim)T, Zi = (Zi2, …, Zim)T, Xi = (Xi2, …, Xim)T,
Qi = (Qi2, …, Qim)T,  is the score function for θ with the complete data (Yi, Xi, Zi), and
G(·) denotes the joint distribution of Xi. Particularly, direct calculations give
 equal to
where .
For specific example, the above semiparametric efficiency bound can be calculated
explicitly in terms of the first two moments of E[Yi|Qi], E[Xi|Qi], E[ε̃ij|Qi]. For example,
assume
(M.1) (Yi, Wi) follows Yij = β0 + βzZij + βxXij + αYi,j−1 + εij, Wij = Xij + Uij;
(M.2). X is generated from the transition model Xij = γ0 + γxXi,j−1 + εxij;
(M.3) Zij = … = Zi1 has mean mz and variance υz and it is independent of Xi;
(M.4) Yi1 has mean my and variance υy and Xi1 has mean mx and variance υx;
(M.5) (εij, Uij, εxij) are independently from normal distribution with mean zero and
variance  respectively.
Then under conditions (M.1) to (M.5), Xi given Qi is a multivariate-normal distribution with
mean , where μx = E[Xi] and Σx is the covariance
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matrix of Xi and both can be calculated from condition (M.2). Additionally,
 and
. Therefore, the
moments of E[Yi|Qi], E[Xi|Qi], and E[ε̃ij|Qi] can be further calculated from the fact
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Histogram of log-transformed CD4 counts in the ACSUS data
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