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SCREENING OPERATORS FOR W-ALGEBRAS
NAOKI GENRA
Abstract. Let g be a simple finite-dimensional Lie superalgebra with a non-
degenerate supersymmetric even invariant bilinear form, f a nilpotent element
in the even part of g, Γ a good grading of g for f andWk(g, f ; Γ) the (affine)W-
algebra associated with g, f, k,Γ defined by the generalized Drinfeld-Sokolov
reduction. In this paper, we present each W-algebra as the intersection of
kernels of the screening operators, acting on the tensor vertex superalgebra of
an affine vertex superalgebra and a neutral free superfermion vertex superal-
gebra. As applications, we prove that theW-algebra associated with a regular
nilpotent element in osp(1, 2n) is isomorphic to the WBn-algebra introduced
by Fateev and Lukyanov, and that the W-algebra associated with a subregu-
lar nilpotent element in sln is isomorphic to the W
(2)
n -algebra introduced by
Feigin and Semikhatov.
1. Introduction
Let g be a simple finite-dimensional Lie superalgebra with a non-degenerate
supersymmetric even invariant bilinear form ( · | · ), f be a nilpotent element in the
even part of g, Γ be a good grading of g for f , denoted by
Γ : g =
⊕
j∈ 12Z
gj
and Wk(g, f ; Γ) be the (affine) W-algebra defined as the BRST cohomology asso-
ciated with g, f, k and Γ ([FF1, KRW]). The W-algebra is a 12Z≥0-graded vertex
superalgebra and it is conformal if its level is not critical i.e. k 6= −h∨, where h∨
is the dual Coxeter number of g. For fixed g, f and k, the vertex superalgebra
structure of the W-algebra Wk(g, f ; Γ) does not depend on the choice of the good
grading Γ, although the conformal grading does; see [AKM, BG].
In this paper, we present an arbitraryW-algebra as the intersection of kernels of
the screening operators. In the special case that the good grading Γ can be chosen
such that g0 is a Cartan subalgebra, our presentation gives a free field realization
in terms of the screening operators, which recovers a result of Feigin and Frenkel
[FF2] in the case that g is a simple Lie algebra and f is a regular nilpotent element.
As applications, we prove that the W-algebra associated with a regular nilpotent
element in osp(1, 2n) is isomorphic to the WBn-algebra introduced by Fateev and
Lukyanov, and that the W-algebra associated with a subregular nilpotent element
in sln is isomorphic to the W(2)n -algebra introduced by Feigin and Semikhatov.
These resluts were conjectured in [IMP, FOR, Watts] and [ACGHR], respectively.
To clarify our results, let ∆ be a set of roots of g and Π be a set of simple roots
compatible with Γ. For j ∈ 12 , we denote by ∆j the set of roots whose root vector
lies in gj and set Πj = Π ∩∆j . Then, there is a decomposition Π = Π0 ⊔Π 1
2
⊔Π1;
1
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see e.g. [EK, Ho]. Denote by ∆Γ = ∆\∆0 the restricted root system associated
with Γ ([BG]) and by
ΠΓ = {α ∈ ∆>0 | α is indecomposable in ∆>0}
the base of ∆Γ. Then, ΠΓ = ΠΓ1
2
⊔ ΠΓ1 , where ΠΓj = ΠΓ ∩ ∆j . Let Q0 be a root
lattice of g0. The equivalence relation on Π
Γ defined by
α ∼ β ⇐⇒ α− β ∈ Q0
for α, β ∈ ΠΓ gives the quotient set [ΠΓ] of ΠΓ. Let [β] be the equivalent class of
β ∈ ΠΓ in [ΠΓ]. Since the equivalence relation on ΠΓ is homogeneous with respect
to the grading, the decomposition of ΠΓ induces that of [ΠΓ]:
[ΠΓ] = [ΠΓ1
2
] ⊔ [ΠΓ1 ].
Let V τk(g0) be an affine vertex superalgebra associated with the subalgebra g0
of g with degree 0 and its invariant bilinear form τk (see (2.2) for the definition),
and F (g 1
2
) be a neutral free superfermion vertex superalgebra associated with the
subspace g 1
2
of g with degree 12 ([KRW]).
Theorem A (Theorem 3.8). For generic k, the W-algebra Wk(g, f ; Γ) is isomor-
phic to the vertex subalgebra of V τk(g0)⊗F (g 1
2
), which is the intersection of kernels
of the screening operators Q[β] for all [β] ∈ [ΠΓ]:
Wk(g, f ; Γ) ≃
⋂
[β]∈[ΠΓ]
Ker Q[β].(1.1)
See (3.7) and (3.8) for the definitions of the screening operators Q[β].
We note that Theorem A describes the image of the Miura map defined in [KW2],
see Section 5.
In the special case that g0 is a Cartan subalgebra h, the vertex superalgebra
V τk(g0) is isomorphic to the Heisenberg vertex algebra H associated with h. More-
over, since the equivalence relation on ΠΓ is trivial and ∆0 is empty, the set [Π
Γ]
is equal to Π. Let χ be a linear function on g defined by χ(u) = (f |u) for all u ∈ g,
α(z) be the vertex operator on H associated with α ∈ Π, where we identify the
dual space h∗ with h via the fixed bilinear form, and Φβ(z) be the vertex operator
on F (g 1
2
) associated with β ∈ Π 1
2
. Then we obtain a more explicit presentation of
the W-algebra.
Theorem B (Theorem 3.9). Assume that Γ can be chosen so that g0 is a Cartan
subalgebra h of g. Then, for generic k, the W-algebra Wk(g, f ; Γ) is isomorphic
to the vertex subalgebra of H ⊗ F (g 1
2
), which is the intersection of kernels of the
screening operators:
Wk(g, f ; Γ) ≃
⋂
α∈Π1
χ(eα) 6=0
Ker
∫
e−
1
ν
∫
α(z) dz ∩
⋂
α∈Π 1
2
Ker
∫
: e−
1
ν
∫
α(z)Φα(z) : dz,
where ν =
√
k + h∨.
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Theorem B for a simple Lie algebra and f a regular nilpotent element was known
by Feigin and Frenkel [FF2], and for a simple Lie superalgebra and f a superprin-
cipal1 nilpotent element by Heluani and Dias [HD] (see Remark 3.4 of [HD]).
As applications of Theorem A and B, we have the following results that were
conjectured in [IMP, FOR, Watts] and [ACGHR].
Theorem C (Theorem 6.4 and Theorem 6.9).
(1) The W-algebra associated with a regular nilpotent even element freg in
osp(1, 2n) at level k 6= −n− 12 is isomorphic to the Fateev-Lukyanov WBn-
algebra ([FL]):
Wk(osp(1, 2n), freg; Γ) ≃ WBn.
(2) The W-algebra associated with a subregular nilpotent element fsub in sln at
level k 6= −n is isomorphic to the Feigin-Semikhatov W(2)n -algebra ([FS]):
Wk(sln, fsub; Γ) ≃ W(2)n .
For n = 1, Theorem C (1) was shown in [KRW] as the WB1-algebra is the
Neveu-Schwarz vertex superalgebra (or the Super Virasoro vertex superalgebra)
([FL]). We apply Theorem B to osp(1, 2n) and freg to prove Theorem C (1) for
generic k, and use a result related to the Miura map to extend the proof to non-
critical level k, see the proof of Theorem 6.4 for the details.
For n = 3, Theorem C (2) follows from results of [KRW, FS], for the W(2)3 -
algebra is the Bershadsky-Polyakov vertex algebra ([Ber, P]). We apply Theorem A
to g = sln and f = fsub, and prove Theorem C (2) using the Wakimoto construction
of the affine vertex algebra of sl2 for generic k and a result related to the Miura
map for non-critical level k, see the proof of Theorem 6.9.
The paper is organized as follows. In Section 2.1, we review the definition of the
W-algebra Wk(g, f ; Γ). In Section 2.2, we recall the definition of the complex Ck
that is used to compute Wk(g, f ; Γ). In Section 2.3, we consider the classical limit
of Ck, which is used to prove Theorem A. In Section 3.1, we set up some notations
to state our main results. In particular, we define the screening operators, which
consist of the vertex operators on F (g 1
2
) and certain operators Sα(z). In Section
3.2, we deduce Theorem B from Theorem A. Section 4 is devoted to the proof of
Theorem A. We define the weight filtration on Ck in Section 4.1 and study the first
spectral sequence E1 in Section 4.2 by using the classical limit. The key fact that
we use to analyze E1 is Lemma 4.2, which is proved in Section 4.5. In Section 4.3,
we give another construction of Sα(z) and derive some results from it. In Section
4.4, we prove Theorem A. Section 5 is devoted to the study of the Miura map. In
Section 6, we prove Theorem C.
Acknowledgments This paper is the master thesis of the author and he wishes
to express his gratitude to his supervisor Tomoyuki Arakawa for suggesting the
problems and lots of advice to improve this paper. He thanks Hiroshi Yamauchi and
Kazuya Kawasetsu for useful comments and discussions. He is deeply grateful to
Toshiro Kuwabara for explaining him to the geometric aspects of the W(2)n -algebra
and giving him the crucial insight to prove Theorem C (2).
1There exists an odd nilpotent element F ∈ g
−
1
2
with [F,F ] = f (f being regular nilpotent)
and these two vectors form part of osp(1, 2) ⊂ g.
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2. Affine W-algebras
2.1. Definitions. In this section we review the definition of the (affine)W-algebras
via the generalized Drinfeld-Sokolov reduction given by Kac, Roan and Wakimoto
[KRW]. Let g be a simple Lie superalgebra with a non-degenerate even supersym-
metric invariant bilinear form ( · | · ), f be a nilpotent element of the even part of g,
k be a complex number and Γ be a good grading of g with respect to f , where a
1
2Z-grading
Γ : g =
⊕
j∈ 12Z
gj
is called good if f ∈ g−1 and ad f : gj → gj−1 is injective for j ≥ 12 and surjective
for j ≤ 12 . Let x be a semisimple element in g such that gj = {u ∈ g | [x, u] =
ju}. Choose a Cartan subalgebra h containing x, a basis {ei}i∈I of h, where I =
{1, . . . , rank g}, the root system ∆ of (g, h) and a set of simple roots Π such that
eα ∈ g≥0 for all positive roots α, where eα is a non-zero root vector. We normalize
the invariant bilinear form ( · | · ) on g by (θ|θ) = 2, where θ is a highest root of
the even part of g. Let ∆j = {α ∈ ∆ | eα ∈ gj} and set Πj = Π ∩ ∆j for all
j ∈ 12Z, χ be a linear function on g defined by χ(u) = (f |u) for u ∈ g, p(α) ∈ Z/2Z
be the parity of eα for all α ∈ I ∪∆ and cγα,β ∈ C be a structure constant for all
α, β, γ ∈ I ∪∆ such that [eα, eβ] =
∑
γ∈I∪∆ c
γ
α,βeγ . Denote by κg the Killing form
of g and by strg the supertrace on g.
Given a vertex superalgebra V (see [FBZ, Kac3] for the definitions), we denote
by Y (A, z) = A(z) =
∑
n∈ZA(n)z
−n−1 the vertex operator for A ∈ V and by
[AλB] =
∑∞
n=0(A(n)B)
λ
n! the λ-bracket of A,B ∈ V .
Consider the vertex superalgebra
Ck(g, f ; Γ) = V k(g)⊗ F ch(g+)⊗ F (g 1
2
),
where V k(g) is the universal affine vertex superalgebra associated with g, F ch(g+)
is the charged free superfermion vertex superalgebra associated with g+ ⊕ g∗+ with
reversed parities and F (g 1
2
) is the neutral free superfermion vertex superalgebra
associated with g 1
2
(see [KRW] for definitions), where
g+ =
⊕
j>0
gj.
Denote by u(z) the vertex operator on V k(g) associated with u ∈ g, by ϕα(z), ϕα(z)
the vertex operators on F ch(g+) associated with eα, e
∗
α for α ∈ ∆>0, by Φα(z) the
vertex operator on F (g 1
2
) associated with α ∈ ∆ 1
2
. Note that
[uλv] = [u, v] + k(u|v)λ, [ϕαλϕα
′
] = δα,α′ ,
[ϕαλϕα′ ] = [ϕ
α
λϕ
α′ ] = 0, [ΦβλΦβ′ ] = (f |[eβ , eβ′])
for all u, v ∈ g, α, α′ ∈ ∆>0 and β, β′ ∈ ∆ 1
2
. Using the charges in F ch(g+) defined
by charge(ϕα) = −1 and charge(ϕα) = 1, one has the induced charge decomposition
of Ck(g, f ; Γ). Let
d(z) = dst(z) + dne(z) + dχ(z),
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where
dst(z) =
∑
α∈∆>0
(−1)p(α) : eα(z)ϕα(z) : −1
2
∑
α,β,γ∈∆>0
(−1)p(α)p(γ)cγα,β : ϕγ(z)ϕα(z)ϕβ(z) :,
dne(z) =
∑
α∈∆ 1
2
: ϕα(z)Φα(z) :, dχ(z) =
∑
α∈∆>0
χ(eα)ϕ
α(z).
Then d2(0) = 0 and d(0) is a differential compatible with the charge decomposition
of Ck(g, f ; Γ). Thus, (Ck(g, f ; Γ), d(0)) is a cohomology complex. We denote the
cohomology of this complex by
Wk(g, f ; Γ) = H•(Ck(g, f ; Γ), d(0)),(2.1)
which inherits a vertex superalgebra structure from Ck(g, f ; Γ). Since the j-th
comohology of (2.1) is zero if j 6= 0 [KW2, KW3],Wk(g, f ; Γ) is the 0-th cohomology
of (2.1). This vertex superalgebra is called the W-algebra associated with g, f , k,
and Γ. We note that the vertex superalgebra structure of the W-algebra does not
depend on the choice of the good grading Γ [BG, AKM] (but the conformal grading
of the W-algebra depends on Γ).
2.2. Decomposition of complex. We have [KW2, KW3] the decomposition of
the complex Ck(g, f,Γ) = C− ⊗ Ck such that H(C−) = C and Ck is a vertex
superalgebra generated by Ju(z) for all u ∈ g≤0, ϕα(z) for all α ∈ ∆>0 and Φα(z)
for all α ∈ ∆ 1
2
, where
Ju(z) = u(z) +
∑
α,β∈∆>0
(−1)p(α)cαu,β : ϕα(z)ϕβ(z) :
for u ∈ g≤0. Note that
[JuλJ
v] = J [u,v] + τk(u|v)λ, [ϕαλJu] =
∑
β∈∆>0
cαu,βϕ
β , [ΦγλJ
u] = 0
for all u, v ∈ g≤0, α ∈ ∆>0, γ ∈ ∆ 1
2
, where
τk(u|v) = k(u|v) + 1
2
κg(u|v)− 1
2
κg0(u|v).(2.2)
The vertex superalgebra Ck is a subcomplex of C
k(g, f ; Γ) and we have
[dstλJ
u] = −
∑
β∈∆>0
α∈I∪∆≤0
(−1)p(α)cαu,β : Jeαϕβ : +
∑
β∈∆>0
(ak(u|eβ)∂ + bk(u|eβ)λ)ϕβ ,
[dneλJ
u] =
∑
β∈∆>0
α∈∆ 1
2
cαu,β : Φαϕ
β :, [dχλJ
u] =
∑
β∈∆>0
χ([u, eβ ])ϕ
β ,
[dstλϕ
α] = −1
2
∑
β,γ∈∆>0
(−1)p(α)p(β)cαβ,γ : ϕβϕγ :, [dneλΦα] =
∑
β∈∆ 1
2
χ([eβ , eα])ϕ
β ,
[dneλϕ
α] = [dχλϕ
α] = [dstλΦα] = [dχλΦα] = 0,
where
ak(v|w) = strg((ad v)p+(adw)) + k(v|w),
bk(v|w) = strg(p+(ad v)(adw)) + k(v|w)
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for v, w ∈ g and p+ : g→ g+ is a projection map. SinceH(C−) = C,H(Ck(g, f ; Γ)) =
H(Ck). Moreover, H
n(Ck) = 0 for all n 6= 0, see [KW2, KW3]. Therefore
Wk(g, f ; Γ) = H(Ck) = H0(Ck).
Let C′k be a vertex subalgebra of Ck generated by J
u(z) for all u ∈ g≤0 and
ϕα(z) for all α ∈ ∆>0. Since dst2(0) = 0 and by the above formulas, the vertex
superalgebra C′k is a complex with the differential dst(0). We have
Ck = C
′
k ⊗ F (g 12 ).(2.3)
Let V τk(g≤0) be a vertex subalgebra of C
′
k generated by J
u(z) for all u ∈ g≤0
and V τk(g0) be a vertex subalgebra of V
τk(g≤0) generated by J
u(z) for all u ∈ g0.
Then
C
(0)
k = V
τk(g≤0)⊗ F (g 1
2
),(2.4)
dst(0)(V
τk(g0)⊗ F (g 1
2
)) = 0.(2.5)
2.3. Classical Limit. Provided that k + h∨ 6= 0, define
ǫ =
1
k + h∨
, J¯u(z) = ǫJu(z), Φ¯α(z) = ǫΦα(z)
for u ∈ g≤0 and α ∈ ∆ 1
2
.
Lemma 2.1. Suppose k + h∨ 6= 0 and replace f by ǫ−1f . Then
[J¯uλ J¯
v] = ǫ(J¯ [u,v] + τ¯ǫ(u|v)λ), [ϕαλJ¯u] = ǫ
∑
β∈∆>0
cαu,βϕ
β ,
[Φ¯αλΦ¯β ] = ǫ · χ([eα, eβ ]), [J¯uλ Φ¯α] = [ϕαλϕβ ] = [ϕαλΦ¯β ] = 0,
[dstλJ¯
u] = −
∑
β∈∆>0
α∈I∪∆≤0
(−1)p(α)cαu,β : J¯eαϕβ : +
∑
β∈∆>0
(a¯ǫ(u|eβ)∂ + b¯ǫ(u|eβ)λ)ϕβ ,
[dneλJ¯
u] =
∑
β∈∆>0
α∈∆ 1
2
cαu,β : Φ¯αϕ
β :, [dχλJ¯
u] =
∑
β∈∆>0
χ([u, eβ])ϕ
β ,
[dstλϕ
α] = −1
2
∑
β,γ∈∆>0
(−1)p(α)p(β)cαβ,γ : ϕβϕγ :, [dneλΦ¯α] =
∑
β∈∆ 1
2
χ([eβ , eα])ϕ
β ,
[dneλϕ
α] = [dχλϕ
α] = [dstλΦ¯α] = [dχλΦ¯α] = 0,
where
τ¯ǫ(u|v) = (u|v) + ǫ
2
{κg(u|v)− κg0(u|v)− 2h∨(u|v)},
a¯ǫ(u|v) = (u|v) + ǫ{strg((ad u)p+(ad v))− h∨(u|v)},
b¯ǫ(u|v) = (u|v) + ǫ{strg(p+(adu)(ad v))− h∨(u|v)}.
Replace ǫ in the λ-brackets in Lemma 2.1 by an independent variable y and
denote by Ĉy the vertex superalgebra over C[y] generated by J¯
u(z) for all u ∈ g≤0,
ϕα(z) for all α ∈ ∆>0 and Φ¯α(z) for all α ∈ ∆ 1
2
. The vertex superalgebra Ĉy over
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C[y] is a cochain complex over C[y] with the differential d(0) by Lemma 2.1. Define
a vertex superalgebra Ĉǫ by
Ĉǫ = Ĉy ⊗
C[y]
Cǫ
for ǫ ∈ C, where Cǫ is a one-dimensional C[y]-module defined by y = ǫ in Cǫ. The
vertex superalgebra Ĉǫ is also a complex with the differential d(0). By construction,
Ĉǫ ≃ Ck
if ǫ = (k + h∨)−1.
Let Ĉ′y be a vertex subalgebra over C[y] in Ĉy generated by J¯
u(z) for all u ∈ g≤0
and ϕα(z) for all α ∈ ∆>0. The vertex superalgebra Ĉ′y over C[y] is a chain complex
over C[y] with the differential dst(0) by Lemma 2.1 and the formula dst
2
(0) = 0.
Denote Ĉ′ǫ = Ĉ
′
y ⊗C[y] Cǫ. Thus,
Ĉ′ǫ ⊗ F (g 12 ) = Ĉǫ
and Ĉ′ǫ is also a complex with the differential dst(0). Let
C∞ = Ĉy|y=0, C′∞ = Ĉ′y|y=0.
Then C∞ is a complex with the differential d(0). It has a supercommutative vertex
superalgebra structure by Lemma 2.1 in the case of ǫ = 0 and analogously for C′∞
and dst(0). The vertex superalgebra C∞ is a Poisson vertex superalgebra through
the Poisson λ-bracket
{AλB} = 1
y
[AλB]y=0,
for A,B ∈ C∞, where the λ-bracket is that of Ĉy. Then C∞ is called the classical
limit of Ck and H(C∞, d(0)) is called the classical W-algebra associated with g, f ,
k and Γ. The cohomology H(C∞, d(0)) inherits the Poisson vertex superalgebra
structure from C∞.
3. Main Results
3.1. Restricted root system and screening operators. In this section we fix
some notations that will be used in the sequel. Let
∆Γ = ∆\∆0,
which is a restricted root system ([BG]),
ΠΓ = {α ∈ ∆>0 | α is indecomposable in ∆>0}(3.1)
be the base of ∆Γ such that the positive part of ∆Γ coincides with a set of positive
roots in ∆Γ andQ0 be the root lattice of g0 i.e. Q0 =
⊕
α∈Π0
Zα. Set ΠΓj = Π
Γ∩∆j .
We define the equivalence relation in ΠΓ by
α ∼ β ⇐⇒ α− β ∈ Q0(3.2)
for α, β ∈ ΠΓ. Denote by [ΠΓ] the quotient set of ΠΓ and by [α] the equivalent
class of α ∈ ΠΓ in [ΠΓ].
Lemma 3.1. ΠΓ = ΠΓ1
2
⊔ ΠΓ1 .
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Proof. If there exists α ∈ ΠΓj for j > 1, the positive root α is not simple because
Π = Π0 ⊔ Π 1
2
⊔ Π1
as is shown in [EK, Ho]. Thus, α is decomposed to two positive roots in ∆>0, which
contradicts that α ∈ ΠΓ. 
Lemma 3.1 induces the decomposition
[ΠΓ] = [ΠΓ1
2
] ⊔ [ΠΓ1 ].
Lemma 3.2. Let
C
[β] =
⊕
α∈[β]
Cxα
be the g0-module defined by
u · xα =
∑
γ∈[β]
cαγ,uxγ
for u ∈ g0, where the complex number cαγ,u is defined by [eγ , u] =
∑
α∈[β] c
α
γ,ueα.
Then C[β] is well-defined.
Proof. We show that
u · v · xα − (−1)p(u)p(v)v · u · xα = [u, v] · xα
for all u, v ∈ g0 and α ∈ [β]. Thus, it is enough to show that∑
ρ∈[β]
(cργ,uc
α
ρ,v − (−1)p(u)p(v)cργ,vcαρ,u) = cαγ,[u,v](3.3)
for all γ ∈ [β]. By Jacobi identity,
[eγ , [u, v]] = [[eγ , u], v]− (−1)p(u)p(v)[[eγ , v], u].
This implies (3.3). Therefore the assertion follows. 
Remark 3.3. Let H(g+,C) be the Lie superalgebra cohomology with the coefficients
in the trivial g+-module C. Then H
1(g+,C) is naturally a g0-module induced by
the adjoint action of g0 on g+, and
H1(g+,C) ≃
⊕
[β]∈[ΠΓ]
C
[β]
is the irreducilble g0-module decomposition described in [Kos].
Denote by gˆ0 = g0[t, t
−1] ⊕ CK the central extension of the loop superalgebra
g0[t, t
−1] via the even supersymmetric invariant bilinear form τk defined by (2.2).
We extend the g0-module C
[β] to a g0[t]⊕CK-module by g0[t]t = 0 and K = 1 on
C[β]. Define a gˆ0-module M[β] by
M[β] = Ind
gˆ0
g0[t]⊕CK
C
[β] = U(gˆ0) ⊗
U(g0[t]⊕CK)
C
[β](3.4)
≃ V τk(g0)⊗
⊕
α∈[β]
Cxα.(3.5)
Then M[β] is naturally a V
τk(g0)-module.
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Lemma 3.4. Suppose that k+ h∨ 6= 0. Let L(z) be the field on V τk(g0) defined by
L(z) =
∑
n∈Z
Lnz
−n−2 =
1
2(k + h∨)
dim g0∑
i=1
: Ju
i
(z)Jui(z) :,
where {ui}dimg0i=1 is a basis of g0 and {ui}dimg0i=1 is the dual basis of g0 such that
(ui|uj) = δi,j. Then L(z) is a Virasoro field on V τk(g0).
Proof. Consider the decomposition
g0 =
n⊕
s=0
g′s,
where g′0 is the center of g0 and g
′
s is a simple Lie superalgebras for s > 0. Let rs
for s = 1, . . . , n be the complex number defined by
κg0(u|v) = 2rs(u|v)
for u, v ∈ g′s. Set r0 = 0. Then, by definition,
τk(u|v) = (k + h∨ − rs)(u|v)
for u, v ∈ g′s and s = 0, . . . , n. Let {us,i}dimg
′
s
i=1 be a basis of g
′
s and {uis}dimg
′
s
i=1 be
the dual basis of g′s so that (u
i
s|us,j) = δi,j . By the Sugawara construction, we have
a Virasoro field on V τk(g0) defined by
L(z) =
1
2(k + h∨)
n∑
s=0
dimg′s∑
i=1
: Ju
i
s(z)Jus,i(z) : .
Therefore the assertion follows. 
Remark 3.5. There exists the canonical isomorphism
V τk(g0) =
n⊗
s=0
V k+h
∨−rs(g′s),
where we follow the notation in the proof of Lemma 3.4.
Lemma 3.6.
L−1xα = − (k + h
∨)−1
(eα|e−α)
∑
β∈[α]
γ∈I∪∆0
(−1)p(β)p(γ)cγβ,−αJeγ(−1)xβ .
Proof. Direct calculations. 
We introduce a formal power series
Sα(z) =
∑
n∈Z
Sαnz
−n
for α ∈ ΠΓ, where its coefficients are the operators
Sαn : V
τk(g0)→M[α]
defined by
Sα(z)A := (−1)p(α)p(A)+p(A) ezL−1Y (A,−z) xα(3.6)
for all A ∈ V τk(g0), where Y (A, z) is the vertex operator of A on M[α]. The formal
power series Sα(z) satisfies the following formulas for generic k (see Definition 4.5).
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Proposition 3.7. If k is generic,
Sα0 |0〉 = xα, Sαn |0〉 = 0 for all n ≥ 1,
[Ju(m), S
α
n ] =
∑
β∈[α]
cαβ,uS
β
m+n,
∂Sα(z) = − (k + h
∨)−1
(eα|e−α)
∑
β∈[α]
γ∈I∪∆0
(−1)p(β)p(γ)cγβ,−α : Jeγ (z)Sβ(z) :
for all u ∈ g0 and α ∈ ΠΓ.
Proposition 3.7 will be proved in Section 4.3.
We define the screening operators
Q[β] : V
τk(g0)⊗ F (g 1
2
)→M[β] ⊗ F (g 1
2
)
for [β] ∈ [ΠΓ] by
Q[β] =
∑
α∈[β]
∫
: Sα(z)Φα(z) : dz if [β] ∈ [ΠΓ1
2
],(3.7)
Q[β] =
∑
α∈[β]
χ(eα)
∫
Sα(z)dz if [β] ∈ [ΠΓ1 ],(3.8)
where we have set ∫
a(z) dz = a(0)
for a formal power series a(z) =
∑
n∈Z a(n)z
−n−1.
3.2. Main Theorems.
Theorem 3.8. If k is generic, Wk(g, f ; Γ) may be described as a vertex subalgebra
in V τk(g0)⊗F (g 1
2
), which is the intersection of kernels of the screening operators:
Wk(g, f ; Γ) ≃
⋂
[β]∈[ΠΓ]
Ker Q[β].(3.9)
Here the screening operators
Q[β] : V
τk(g0)⊗ F (g 1
2
)→M[β] ⊗ F (g 1
2
)
for [β] ∈ [ΠΓ] are defined by (3.7) and (3.8).
The proof of Theorem 3.8 is given in Section 4.
Suppose that g0 = h. Let H be the Heisenberg vertex algebra associated with h∗
and its non-degenerate bilinear form ( · | · ) induced by h, Hβ be the H-module with
the highest weight β ∈ h∗ and e
∫
β(z) be the formal power series whose coefficients
are operators from H to Hβ defined by
e
∫
β(z) = sβz
β(0) exp(−
∑
n<0
β(n)
n
z−n) exp(−
∑
n>0
β(n)
n
z−n),
where sβ is the shift operator determined by the following formulas
sβ |0〉 = |β〉 , [sβ , α(n)] = 0 for all n 6= 0
for α ∈ h∗, where |β〉 is the highest weight vector of Hβ .
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Theorem 3.9. If k is generic and g0 = h, then Wk(g, f) may be described as a
vertex subalgebra in H⊗ F (g 1
2
) as follows:
Wk(g, f) ≃
⋂
α∈Π 1
2
Ker
∫
: e−
1
ν
∫
α(z)Φα(z) : dz ∩
⋂
α∈Π1
χ(eα) 6=0
Ker
∫
e−
1
ν
∫
α(z) dz,
where ν =
√
k + h∨.
Proof. If k is generic and g0 = h, then ∆>0 = ∆+ and Π
Γ = Π. Since Q0 is empty,
the equivalence relation in ΠΓ defined by (3.2) is trivial. Therefore
Wk(g, f) ≃
⋂
α∈Π 1
2
Ker
∫
: Sα(z)Φα(z) : dz ∩
⋂
α∈Π1
Ker χ(eα)
∫
Sα(z) dz
≃
⋂
α∈Π 1
2
Ker
∫
: Sα(z)Φα(z) : dz ∩
⋂
α∈Π1
χ(eα) 6=0
Ker
∫
Sα(z) dz
by Theorem 3.8. The vertex algebra V τk(g0) = V
τk(h) is generated by Ju(z) for
all u ∈ h satisfying
[JuλJ
v] = (k + h∨)(u|v)λ
for u, v ∈ h since
τk(u|v) = k(u|v) + 1
2
κg(u|v)− 1
2
κg0(u|v)
= k(u|v) + 1
2
κg(u|v)
= (k + h∨)(u|v).
We identify h with h∗ via the non-degenerate bilinear form ( · | · ), that is, h∗ ∋ β 7→
tβ ∈ h such that (tβ |h) = β(h) for all h ∈ h. Denote
β(z) =
1
ν
J tβ (z)
for β ∈ h∗, where ν =
√
k + h∨. Then
[βλγ] = (β|γ)λ
for β, γ ∈ h∗. Hence V τk(h) is the Heisenberg vertex algebra H associated with h∗.
We show
Sα(z) = e−
1
ν
∫
α(z)(3.10)
for α ∈ Π. We have
[eα, e−α] = (eα|e−α)tα for all α ∈ ∆+.
by the invariant properties of ( · | · ). Using this formula and Proposition 3.7, we
obtain the following relations:
Sα0 |0〉 = xα and Sαn |0〉 = 0 for all n ≥ 1,
[β(m), S
α
n ] = −
1
ν
(β|α)Sαm+n,
∂Sα(z) = − 1
ν
: α(z)Sα(z) :
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for α ∈ Π and β ∈ h∗. This implies (3.10). Therefore the assertion follows. 
Remark 3.10. For g = sln, there is a one-to-one correspondence between nilpotent
orbits in sln and partitions of n. If f is a nilpotent element corresponding to the
partition (s, t) with s + t = n, s > t, there exists a good grading for f such that
(sln)0 = h (see [EK]).
4. Proof of Theorem 3.8
4.1. Weight filtration. We define a degree map deg : Ck → Z by
deg Ju = −2j for all u ∈ gj (j ≤ 0),
degϕα = 2j for all α ∈ ∆j (j > 0),
degΦα = 0 for all α ∈ ∆ 1
2
,
deg |0〉 = 0, deg ∂A = degA for all A ∈ Ck,
deg : AB := degA+ degB for all A,B ∈ Ck.
Let
FpCk = {A ∈ Ck | degA ≥ p}
and F•Ck = {FpCk}p≥0. Since
d(0)(FpCk) ⊂ FpCk
for all p ≥ 0, F•Ck is a filtration of a complex Ck. Thus, the filtration F•Ck gives
a spectral sequence {En}n≥0. We call F•Ck a weight filtration on Ck. Define the
conformal weight of Ck inherited from C
k(g, f ; Γ), that is,
∆(Ju) = 1− j for all u ∈ gj (j ≤ 0),
∆(ϕα) = j for all α ∈ ∆j (j > 0),
∆(Φα) =
1
2
for all α ∈ ∆ 1
2
,
∆(|0〉) = 0, ∆(∂A) = ∆(A) + 1 for all A ∈ Ck,
∆(: AB :) = ∆(A) + ∆(B) for all A,B ∈ Ck,
where we denote by ∆(A) ∈ 12Z the conformal weight of A ∈ Ck. Let Ck(n) be the
homogeneous conformal weight space with the conformal weight n in Ck. We have
Ck =
⊕
n≥0
Ck(n).(4.1)
Since d(0) preserves each homogeneous conformal weight spaces, Ck(n) is a subcom-
plex of Ck. Hence the filtration F•Ck induces a filtration and a spectral sequence
on the subcomplex Ck(n). Since dimCk(n) < ∞, the spectral sequence on Ck(n)
converges for all n ≥ 0 so that the total spectral sequence {En}n≥0 also converges.
Denote by dr the differential of Er and
d(i)r : E
(i)
r → E(i+1)r for i ≥ 0.
By construction,
d0 = dst(0), d1 = dne(0), d2 = dχ(0)
and dr = 0 for r ≥ 3.
Lemma 4.1. E1 = H(C
′
k, dst(0))⊗ F (g 12 ).
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Proof. The assertion follows from the fact that the differential dst(0) acts only on
the subcomplex C′k and (2.3). 
4.2. The first spectral sequence. Suppose that V is a super space. Then we
denote by S(V ) the supersymmetric algebra of V , which is the tensor algebra of V
quotient by the two-sided ideal generated by ab− (−1)a¯b¯ba for all a, b ∈ V .
Let S(g0[t
−1]t−1) be the supersymmetric algebra of g0[t
−1]t−1 and H(g+,C) be
the Lie superalgebra cohomology with the coefficients in the trivial g+-module C.
The Chevalley complex of H(g+,C) is the superexterior algebra Λ(g+). We de-
note by Ju(−n) the element of S(g0[t−1]t−1) corresponding to ut−n ∈ g0[t−1]t−1
and by ϕα(0) the element of Λ(g+) corresponding to eα ∈ g+ with reversed par-
ity for α ∈ ∆>0. We can regard S(g0[t−1]t−1) and Λ(g+) as subalgebras of the
supercommutative algebra C′∞ by
S(g0[t
−1]t−1) ∋ Ju1(−n1) · · ·Jus(−ns) 7−→ J¯u1(−n1) · · · J¯
us
(−ns)
|0〉 ∈ C′∞,
Λ(g+) ∋ ϕβ1(0) · · ·ϕβs(0) 7−→ ϕβ10 · · ·ϕβs0 |0〉 ∈ C′∞
for ui ∈ g0 and βi ∈ ∆>0.
Lemma 4.2. H(C′∞, dst(0)) ≃ S(g0[t−1]t−1)⊗H(g+,C).
The proof of Lemma 4.2 will be given in Section 4.5.
Corollary 4.3. H(Ĉ′y, dst(0)) ≃ H(C′∞, dst(0))⊗ C[y].
Proof. Let
FpĈ
′
y = y
pĈ′y
for all p ≥ 0. Since
dst(0)(FpĈ
′
y) ⊂ FpĈ′y
for all p ≥ 0, {FpĈ′y}p≥0 is a filtration of the complex Ĉ′y over C[y] and gives a
spectral sequence {Ey,n}n≥0. We extend the conformal weight on C′k to Ĉ′y by
∆(y) = 0 and get the homogeneous conformal weight decomposition of Ĉ′y. Since
each of the homogeneous spaces is a free C[y]-module of finite rank, the induced
spectral sequence on it converges so that the total spectral sequence {Ey,n}n≥0 also
converges. Denote by dy,r the differential of Ey,r for r ≥ 0. It is straightforward
that
Ey,1 = H(Ey,0, dy,0) = H(C
′
∞)⊗ C[y].(4.2)
By Lemma 4.2,
H(C′∞) ≃ S(g0[t−1]t−1)⊗H(g+,C)
and this implies
Ey,1 = V
τy (g0) ⊗
C[y]
H(g+,C[y]),
where V τy(g0) is a vertex subalgebra over C[y] in Ĉ
′
y generated by J¯
u(z) for all
u ∈ g0 and H(g+,C[y]) is the Lie superalgebra cohomology with the coefficients
in the trivial g+-module C[y] whose complex is identified with a subspace in Ĉ
′
y
spanned by all the elements
ϕβ10 · · ·ϕβs0 |0〉
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with βi ∈ ∆>0 and s ≥ 0 over C[y]. Since
dst(0)V
τy (g0) = dst(0)H(g+,C[y]) = 0,
dy,r = 0 for all r ≥ 2 and then the spectral sequence collapses at Ey,1 = Ey,∞.
Therefore the assertion follows from (4.2). 
Lemma 4.4. The set
S = {k ∈ C | H(C′k, dst(0)) ≃ H(C′∞, dst(0))}
is Zariski dense in C.
Proof. By Corollary 4.3,
H(Ĉ′y, dst(0)) ⊗
C[y]
Cǫ ≃ H(C′∞, dst(0)).
Suppose that k ∈ C\{−h∨}. If
H(Ĉ′y ⊗
C[y]
Cǫ, dst(0)) = H(Ĉ
′
y , dst(0)) ⊗
C[y]
Cǫ(4.3)
holds for ǫ = (k + h∨)−1, it follows that k ∈ S because
C′k = Ĉ
′
ǫ = Ĉ
′
y ⊗
C[y]
Cǫ.
Furthermore (4.3) holds for ǫ = 0 because
C′∞ = Ĉ
′
y ⊗
C[y]
C0.
Therefore
H(Ĉ′y(n) ⊗
C[y]
Cǫ, dst(0)) = H(Ĉ
′
y(n), dst(0)) ⊗
C[y]
Cǫ(4.4)
holds for ǫ = 0 and all n ∈ 12Z≥0, where Ĉ′y(n) is the homogeneous conformal
weight space of conformal weight n in Ĉ′y. Since Ĉ
′
y(n) is a free C[y]-module of
finite rank, the upper semi-continuous theorem (cf. [Ha]) in a neighborhood of
y = 0 implies that (4.4) holds for some neighborhood U(n) of ǫ = 0 in C. The
complement C\U(n) is a finite set because U(n) is a non-empty Zariski open set in
C. Hence
C \
⋂
n≥0
U(n) =
⋃
n≥0
(C\U(n))
is a countable set. Therefore a set
S′ = {k ∈ C\{−h∨} | (k + h∨)−1 ∈
⋂
n≥0
U(n)}
is dense in C. The assertion follows from the fact S′ ⊂ S because (4.3) holds for
k ∈ S′. 
Definition 4.5. k ∈ C is called generic if H(C′k, dst(0)) ≃ H(C′∞, dst(0)).
If k is generic, Lemma 4.2 implies that
H(C′k, dst(0)) ≃ V τk(g0)⊗H(g+,C),(4.5)
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where the complex Λ(g+) of H(g+,C) is identified with the subspace of C
′
k spanned
by
ϕβ10 · · ·ϕβs0 |0〉
for all βi ∈ ∆>0 and s ≥ 0.
Proposition 4.6. If k is generic,
E1 ≃ V τk(g0)⊗H(g+,C)⊗ F (g 1
2
).
Proof. By Lemma 4.1,
E1 = H(C
′
k, dst(0))⊗ F (g 12 ).
The assertion immediately follows from (4.5). 
Recall that ΠΓ is the set of all indecomposable roots in ∆>0 defined in (3.1).
Lemma 4.7. Let α ∈ ΠΓ. Then
dst(0)J
e−α = −
∑
β∈[α]
γ∈I∪∆0
(−1)p(γ)cγ−α,β : Jeγϕβ : +(e−α|eα)(k + h∨)∂ϕα
Proof. Let α ∈ ΠΓ. We have
dst(0)J
e−α = −
∑
β∈∆>0
γ∈I∪∆≤0
(−1)p(γ)cγ−α,β : Jeγϕβ : +ak(e−α|eα)∂ϕα,
where
ak(e−α|eα) = strg((ad e−α)p+(ad eα)) + k(e−α|eα).
The indecomposablility of α implies that β ∈ [α] if cγ−α,β 6= 0 for β ∈ ∆>0 and
γ ∈ I ∪∆0. It is enough to show that
ak(e−α|eα) = (k + h∨)(e−α|eα).(4.6)
First,
κg(e−α|eα) = strg((ad e−α)p+(ad eα)) + strg((ad e−α)p≤0(ad eα)),
where p≤0 : g→ g≤0 is the projection map. Next, we have
strg((ad e−α)p+(ad eα)) = strg((ad e−α)p≤0(ad eα))
by the indecomposablility of α and the invariant property of ( · | · ). Thus,
strg((ad e−α)p+(ad eα)) =
1
2
κg(e−α|eα) = h∨(e−α|eα).
Therefore the formula (4.6) holds. This completes the proof. 
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4.3. The vertex superalgebra structure of E1. Notice that the cohomology
H(C′k, dst(0)) inherits a vertex superalgebra structure from C
′
k. Thus,
E1 = H(C
′
k, dst(0))⊗ F (g 12 )
is a vertex superalgebra. Assume that k is generic. By (4.5),
H(C′k, dst(0)) ≃ V τk(g0)⊗H(g+,C).
Recall that we denote by ϕα(0) the element of the complex Λ(g+) of H(g+,C)
corresponding to eα ∈ g0 with reversed parity for α ∈ ∆>0.
Lemma 4.8.
H0(g+,C) = C, H
1(g+,C) =
⊕
α∈ΠΓ
Cψα,
where ψα is the non-zero cohomology class of ϕ
α(0) in H1(g+,C).
Proof. Denote by d+ be the differential of the complex Λ(g+) of H(g+,C). Since
Λ0(g+) = C, d+ · 1 = 0,
we obtain the first formula. Moreover
Λ1(g+) =
⊕
α∈∆>0
Cϕα(0)
and
d+ · ϕα(0) = −1
2
∑
β,γ∈∆>0
(−1)p(α)p(β)cαβ,γϕβ(0)ϕγ(0)
= −
∑
β≺γ∈∆>0
α=β+γ
(−1)p(α)p(β)cαβ,γϕβ(0)ϕγ(0)−
1
2
∑
β∈∆>0
α=2β
cαβ,βϕ
β(0)2,
where ≺ is any total order in ∆>0. Therefore d+ · ϕα(0) = 0 if and only if α is
indecomposable in ∆>0. This implies the second formula. 
Here,
H0(C′k, dst(0)) ≃ V τk(g0),
H1(C′k, dst(0)) ≃ V τk(g0)⊗
⊕
α∈ΠΓ
Cψα
by Lemma 4.8. The first formula is also a vertex superalgebra isomorphism. Let
S˜α(z) =
∑
n∈Z
S˜αnz
−n = Y (ψα, z)
be the vertex operator of ψα on H(C
′
k, dst(0)) for α ∈ ΠΓ.
Lemma 4.9. The following formulas hold:
S˜α0 |0〉 = ψα, S˜αn |0〉 = 0 for n ≥ 1,(4.7)
[JuλS˜
α] =
∑
β∈[α]
cαβ,uS˜
β,(4.8)
∂S˜α(z) = − (k + h
∨)−1
(eα|e−α)
∑
β∈[α]
γ∈I∪∆0
(−1)p(β)p(γ)cγβ,−α : Jeγ (z)S˜β(z) :(4.9)
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for α ∈ ΠΓ and u ∈ g0.
Proof. The following formulas hold in C′k:
ϕα0 |0〉 = ϕα(0), ϕαn |0〉 = 0 for n ≥ 1,
[Juλϕ
α] =
∑
β∈[α]
cαβ,uϕ
β
for α ∈ ΠΓ and u ∈ g0. These formulas imply (4.7) and (4.8). Moreover
dst(0)J
e−α ≡ 0
for all α ∈ ΠΓ in H(C′k, dst(0)). Since
dst(0)J
e−α = −
∑
β∈[α]
γ∈I∪∆0
(−1)p(γ)cγ−α,β : Jeγϕβ : +(e−α|eα)(k + h∨)∂ϕα
for all α ∈ ΠΓ by Lemma 4.7, the formula dst(0)Je−α ≡ 0 holds if and only if
∂ϕα(z) ≡ − (k + h
∨)−1
(eα|e−α)
∑
β∈[α]
γ∈I∪∆0
(−1)p(β)p(γ)cγβ,−α : Jeγ (z)ϕβ(z) :
This implies (4.9) and completes the proof. 
By Lemma 4.9, H1(C′k, dst(0)) is a V
τk(g0)-module and the operator S˜
α
n restricts
to the maps
S˜αn : V
τk(g0)→ V τk(g0)⊗
⊕
β∈[α]
Cψβ
for all α ∈ ΠΓ and n ∈ Z. Recall that M[α] is a V τk(g0)-module defined by (3.4).
Lemma 4.10. Let
H1(C′k, dst(0)) ≃
⊕
[α]∈[ΠΓ]
M[α](4.10)
be the vector space isomorphism defined by Aψα 7→ Axα for all A ∈ V τk(g0) and
α ∈ ΠΓ. Then this is also a V τk(g0)-module isomorphism.
Proof. By (4.8),
[Ju(n), S˜
α
m] =
∑
β∈[α]
cαβ,uS˜
β
n+m
for u ∈ g0, α ∈ ΠΓ, m,n ∈ Z. Therefore
Ju(0)ψα =
∑
β∈[α]
cαβ,uψβ, J
u
(n)ψα = 0 for n ≥ 1
by (4.7). This implies that (4.10) is also a V τk(g0)-module isomorphism. 
By Lemma 4.10, we can regard the operators S˜αn as the maps
S˜αn : V
τk(g0)→M[α].
Recall that Sα(z) is the formal power series whose coefficients are the operators
from V τk(g0) to M[α] defined in (3.6).
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Proposition 4.11.
Sα(z) = S˜α(z)
as the operator from V τk(g0) to M[α]((z)) for all α ∈ ΠΓ.
Proof. By the skew-symmetry in H(C′k, dst(0)),
S˜α(z)A = (−1)p(α)p(A)+p(A)ezTY (A,−z)ψα
for all A ∈ V τk(g0), where Y (A, z) is the vertex operator on H(C′k, dst(0)) and T is
the translation operator. All we need to show is that the actions of L−1 and T on
M[α] are the same via the isomorphism (4.10). However,
L−1(Axα) = (L−1A)xα +A(L−1xα),(4.11)
T (Aψα) = (TA)ψα +A(Tψα)(4.12)
for all A ∈ V τk(g0) and
L−1A = TA
because L(z) is a Virasoro field on V τk(g0) by Lemma 3.4. Therefore the first terms
of (4.11) and (4.12) are the same. Thus, it is enough to show that
L−1xα = Tψα
via the isomorphism (4.10). By (4.9),
Tψα = − (k + h
∨)−1
(eα|e−α)
∑
β∈[α]
γ∈I∪∆0
(−1)p(β)p(γ)cγβ,−αJeγ(−1)ψβ .
This coincides with L−1xα by Lemma 3.6. So the proof is completed. 
Proof of Proposition 3.7. By Proposition 4.11,
Sα(z) = S˜α(z).
Hence the assertion follows from Lemma 4.9. 
4.4. Proof of Theorem 3.8. Assume that k is generic. By Proposition 4.6,
E1 = H(C
′
k, dst(0))⊗ F (g 12 ) ≃ V
τk(g0)⊗H(g+,C)⊗ F (g 1
2
).
Since d1 is the vertex operator on E1 induced by dne(0),
d1 =
∑
α∈ΠΓ1
2
∫
: S˜α(z)Φα(z) : dz.
Let d˜2 be a vertex operator on E1 defined by
d˜2 =
∑
α∈ΠΓ1
χ(eα)
∫
S˜α(z) dz,
which is the vertex operator induced by dχ(0).
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Lemma 4.12. Assume that k is generic. Let Q be a vertex operator on E1 defined
by
Q =
∑
α∈ΠΓ1
2
∫
: S˜α(z)Φα(z) : dz +
∑
α∈ΠΓ1
χ(eα)
∫
S˜α(z) dz.
Then Q2 = 0 and (E1, Q) is a complex with respect to the charge degrees. Moreover,
H(Ck, d(0)) ≃ H(E1, Q).
Proof. Recall that Q = d1 + d˜2. Since [dne(0), dχ(0)] = [dχ(0), dχ(0)] = 0,
Q2 =
1
2
[Q,Q] =
1
2
[d1 + d˜2, d1 + d˜2] =
1
2
[d1, d1] = d
2
1 = 0.
Therefore (E1, Q) is a complex with respect to the charge degrees. The filtration
on E1 induced by the weight filtration on Ck gives a convergent spectral sequence
{E˜n} such that
En ≃ E˜n
for all n ≥ 1. Therefore
H(Ck, d(0)) ≃ E∞ ≃ E˜∞ ≃ H(E1, Q).
This completes the proof. 
Proof of Theorem 3.8. Recall
Wk(g, f ; Γ) = H(Ck, d(0)) = H0(Ck, d(0)).
By Lemma 4.12,
Wk(g, f ; Γ) ≃ H0(E1, Q) = Ker Q.(4.13)
Notice that
Q =
∑
[β]∈[ΠΓ]
Q[β]
by definition in (3.7) and (3.8), and that
Q[β] · (V τk(g0)⊗ F (g 1
2
)) ⊂M[β] ⊗ F (g 1
2
)
for [β] ∈ [ΠΓ]. This implies the decomposition of the kernel of the operator Q:
Ker Q =
⋂
[β]∈[ΠΓ]
Ker Q[β].
The isomorphism (4.13) is the vertex superalgebra isomorphism (Lemma 5.1 below).
Therefore this completes the proof. 
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4.5. Proof of Lemma 4.2. Define the g+[t] action on the affine superspace Conn =
∂ + g≥0[t] by
a(t) · (∂ + b(t)) = ∂ + [a(t), b(t)]− ∂a(t)
for a(t) ∈ g+[t] and b(t) ∈ g≥0[t]. This action is induced by the derivation of
the gauge action of the loop supergroup associated with g+[t]. This g+[t] action
on Conn gives rise to the g+[t]-module structure on the space of the functions
of Conn. Identify the space of the functions of Conn with the supersymmetric
algebra of g≤0[t
−1]t−1, denoted by S(g≤0[t
−1]t−1), via the residue dual, that is, a
non-degenerate bilinear form 〈 · | · 〉res : Conn × g≤0 → C defined by the following
formula
〈∂ + a⊗ f(t) | b⊗ g(t)〉res = (a|b) Res
t=0
f(t)g(t) dt
for a ∈ g≥0, b ∈ g≤0, f(t) ∈ C[t] and g(t) ∈ C[t−1]t−1. Then S(g≤0[t−1]t−1) is a
g+[t]-module. Set
u⊗ tn = Ju(n) ∈ S(g≤0[t−1]t−1)
for u ∈ g≤0, n ∈ Z<0 and
a⊗ tm = a(m) ∈ g+[t]
for a ∈ g+, m ∈ Z≥0. Here, g+[t] acts on S(g≤0[t−1]t−1) by
eα(m) · Ju(−n) = −
∑
β∈I∪∆≤0
(−1)p(u)p(α)cβu,αJeβ (−n+m) + n(eα|u)δm,n
for α ∈ ∆>0, u ∈ g≤0, m ≥ 0 and n > 0, and eα(m) acts on S(g≤0[t−1]t−1) as
a super derivation with a parity p(α). Consider the semi-infinite cohomology (cf.
[Fei, Fu]) of the g+[t]-module S(g≤0[t
−1]t−1), denoted by
H(g+[t], S(g≤0[t
−1]t−1)).(4.14)
The complex of (4.14) is
S(g≤0[t
−1]t−1)⊗ Λ((g+[t])∗),
where Λ((g+[t])
∗) is the superexterior algebra of (g+[t])
∗. Let ϕα(−n) be a gener-
ator of Λ((g+[t])
∗) associated with the element (eα ⊗ tn)∗ ∈ (g+[t])∗ for α ∈ ∆>0
and n ∈ Z≥0.
Lemma 4.13. H(g+, S(g≤0[t
−1]t−1)) = H(C′∞, dst(0)).
Proof. The map C′∞ → S(g≤0[t−1]t−1)⊗ Λ((g+[t])∗) defined by
|0〉 7→ 1, J¯u(−n) 7→ Ju(−n), ϕα−m 7→ ϕα(−m)
for u ∈ g≤0, α ∈ ∆>0, n ≥ 1, m ≥ 0 is a superalgebra isomorphism by construction.
The derivation on C′∞ coincides with the derivation on S(g≤0[t
−1]t−1)⊗Λ((g+[t])∗)
via this map by direct calculations. Therefore the assertion follows. 
Proof of Lemma 4.2. Denote by
C = S(g≤0[t−1]t−1)⊗ Λ((g+[t])∗)
the complex of (4.14) and by dC the derivation of C. Let FpC be a subspace of C
spanned by all the elements
Ju1(−n1) · · · Jur (−nr)⊗ ϕβ1(−m1) · · ·ϕβs(−ms)
SCREENING OPERATORS FOR W-ALGEBRAS 21
with ui ∈ g≤0, βi ∈ ∆>0, ni > 0, mi ≥ 0 and r + s ≥ p. Since
dCFpC ⊂ FpC,
FpC is a filtration of the complex C and gives the spectral sequence {EC,n}n≥0 on C.
The conformal weight on C is defined in the same way as C′k. Since each of homoge-
neous conformal weight spaces is finite dimensional, the spectral sequence restricted
to each of homogeneous conformal weight spaces converges so that {EC,n}n≥0 also
converges. Set
EC,n+1 = H(EC,n, dC,n)
for n ≥ 0. We have
dC,0 · Je−α(−n) = n(e−α|eα)ϕα(−n),(4.15)
dC,0 · Ju(−n) = dC,0ϕα(−m) = 0(4.16)
for α ∈ ∆>0, u ∈ g0, n > 0 and m ≥ 0. For α ∈ ∆>0 and n ≥ 1, denote by Cα,n
a subalgebra of C generated by Je−α(−n) and ϕα(−n). Let C0 be a subalgebra
generated by ϕα(0) for all α ∈ ∆>0. Then
C = S(g0[t−1]t−1)⊗ C0 ⊗
⊗
α∈∆>0
n≥1
Cα,n
is a decomposition of the complex C by (4.15) (4.16). Therefore
H(C, dC,0) = S(g0[t−1]t−1)⊗ C0 ⊗
⊗
α∈∆>0
n≥1
H(Cα,n, dC,0)
since dC,0 · S(g0[t−1]t−1) = dC,0 · C0 = 0. We show that it is sufficient to prove that
H(Cα,n, dC,0) = C(4.17)
for all α ∈ ∆>0 and n ≥ 1. Then
EC,1 = H(C, dC,0) = S(g0[t−1]t−1)⊗ C0.
Thus,
EC,2 = H(EC,1, dC,1) = S(g0[t
−1]t−1)⊗H(C0, dC,1)
since dC,1 · S(g0[t−1]t−1) = 0. We have
dC,1 · ϕα(0) = −1
2
∑
β,γ∈∆>0
(−1)p(α)p(β)cγα,βϕβ(0)ϕγ(0)
for α ∈ ∆>0. This implies
H(C0, dC,1) = H(g+,C).
Since dC,r = 0 for r ≥ 2, the assertion follows. Therefore we only need to show
(4.17) for all α ∈ ∆>0 and n ≥ 1. If p(α) is even, Je−α(−n) is even and ϕα(−n) is
odd. Therefore Cα,n is spanned by all the elements
(Je−α(−n))r, (Je−α(−n))rϕα(−n)
with r ≥ 0. We have
dC,0 · (Je−α(−n))r = rn(e−α|eα)(J−α(−n))r−1ϕα(−n),
dC,0 · (Je−α(−n))rϕα(−n) = 0
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by (4.15) and (4.16). Hence (4.17) follows. If p(α) is odd, Je−α(−n) is odd and
ϕα(−n) is even. Therefore Cα,n is spanned by all the elements
(ϕα(−n))r, Je−α(−n)(ϕα(−n))r
with r ≥ 0. We have
dC,0 · Je−α(−n)(ϕα(−n))r = n(e−α|eα)(ϕα(−n))r+1,
dC,0 · (ϕα(−n))r = 0
by (4.15) and (4.16). Hence (4.17) follows. Therefore this completes the proof. 
5. Non-generic Level
In this section we consider theW-algebraWk(g, f ; Γ) at non-generic level. Recall
that, following [KW3], there exists an ascending vertex superalgebra filtration on
Ck such that the induced filtration on H(Ck, d(0)) gives an isomorphism
grH(Ck, d(0)) ≃ V τk(gf ),
where gf ⊂ g≤0 is the centralizer of f in g. Hence if
dim gf = n
and {u1, . . . , un} is a basis of gf such that
ui ∈ g−ji
for all i, where all ji’s are some non-negative half-integers, then the W-algebra
Wk(g, f ; Γ) is strongly generated by
Wui(z) = Jui(z) + (lower terms)
for all i with conformal weights
∆(Wui) = ji + 1
since the differential d(0) preserves the conformal weights on Ck. Thus, Wk(g, f ; Γ)
is realized as a vertex subalgebra of V τk(g≤0)⊗F (g 1
2
) generated by Wui(z) for all
i. Let
µ˜ : V τk(g≤0)⊗ F (g 1
2
)→ V τk(g0)⊗ F (g 1
2
)
be the vertex superalgebra homomorphism defined by µ˜(Ju(n)) = 0 for all u ∈ g<0
and n < 0, and µ˜ = Id on V τk(g0) ⊗ F (g 1
2
). This map µ˜ induces the vertex
superalgebra homomorphism
µ :Wk(g, f ; Γ)→ V τk(g0)⊗ F (g 1
2
)
by restriction, where we regard the W-algebra Wk(g, f ; Γ) as a vertex subalgebra
of V τk(g≤0)⊗ F (g 1
2
). This map µ is called the Miura map.
Lemma 5.1. The image of the isomorphism (3.9) in Theorem 3.8 coincides with
that of the Miura map µ.
Proof. Assume that k is generic. By Lemma 4.12,
Wk(g, f ; Γ) = H0(Ck, d(0)) ≃ H0(E1, Q),(5.1)
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which is the isomorphism (3.9). This is the vector isomorphism induced by the
weight filtration on Ck. By Proposition 4.6,
E
(0)
1 = V
τk(g0)⊗ F (g 1
2
).
This implies that the leading terms of the cohomology classes in C
(0)
k concentrate
on the homogeneous space with degree 0. Therefore the isomorphism (5.1) is the
projection of the homogeneous terms with degree 0 in the cohomology classes in
C
(0)
k . Hence the image of (5.1) coincides with that of the Miura map by definition.
This completes the proof. 
Corollary 5.2. If k is generic, the Miura map µ is injective and there exist strongly
generating fields X1(z), . . . , Xn(z) of the vertex subalgebra
µ(Wk(g, f ; Γ)) ≃ Wk(g, f ; Γ)
of V τk(g0)⊗ F (g 1
2
) such that
µ(Wui(z)) = X i(z), ∆(X i) = ji + 1
for all i.
Though the following assertion is proved in [A3] for regular nilpotent elements
f , the same proof applies for arbitrary f (see Section 5.9 of [A3] for the details).
Lemma 5.3. The Miura map µ is injective for all k if g is a simple Lie algebra.
We note that the analogue of Lemma 5.3 for the classical W-algebras is proved
in [DKV] and this can be used to give an yet another proof of Lemma 5.3.
Recall that Ĉy is a vertex superalgebra overC[y] generated by J¯
u(z), ϕα(z), Φ¯β(z)
for all u ∈ g≤0, α ∈ ∆>0, β ∈ ∆ 1
2
and also a chain complex over C[y] with the dif-
ferential d(0) (see Section 2.3 for definitions). Let
F (g 1
2
)y , V
τy (g≤0), V
τy(g0)
be the vertex subalgebras of Ĉy over C[y] generated by
Φ¯α(z), J¯
u(z), J¯v(z).
for all α ∈ ∆ 1
2
, u ∈ g≤0, v ∈ g0. By Kac and Wakimoto arguments in the case of Ck,
one finds that the cohomologyH(Ĉy, d(0)) is a free C[y]-module vertex superalgebra
generated by
Wuiy (z) = J¯
ui(z) + (lower terms)
for all i in V τy (g≤0)⊗ F (g 1
2
)y and we call it the W-algebra over C[y] denoted by
Wy(g, f ; Γ) = H(Ĉy, d(0)).
By construction, if k + h∨ 6= 0,
Wk(g, f ; Γ) =Wy(g, f ; Γ) ⊗
C[y]
Cǫ,
where Cǫ is a one-dimensional C[y]-module defined by y = ǫ and ǫ = (k + h
∨)−1.
We can also define the Miura map
µy :Wy(g, f)→ V τy(g0)⊗ F (g 1
2
)y
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in the same way and we have
µ = µy ⊗
C[y]
evy=ǫ(5.2)
for all k 6= −h∨, where evy=ǫ is the evaluation map defined by y 7→ ǫ.
Lemma 5.4. The Miura map µy is injective.
Proof. We extend the weight filtration on Ck to Ĉy by deg y = 0. This filtration
gives the convergent spectral sequence Ên on Ĉy. By construction,
Ê1 = H(Ĉ
′
y, dst(0))⊗ F (g 12 )y.
By Corollary 4.3,
H(Ĉ′y, dst(0)) = V
τy (g0)⊗H(g+,C[y]).
Therefore, in the same way as Theorem 3.8, one finds that theW-algebraWy(g, f ; Γ)
overC[y] is isomorphic to the vertex subalgebra overC[y] of V τy(g0)⊗F (g 1
2
)y, which
is the intersection of kernels of the screening operators:
Wy(g, f ; Γ) ≃
⋂
[β]∈[ΠΓ]
KerQ[β],y,(5.3)
where
Q[β],y =
∑
α∈[β]
∫
: Sαy (z)Φ¯α(z) : dz if [β] ∈ [ΠΓ1
2
],
Q[β],y =
∑
α∈[β]
χ(eα)
∫
Sαy (z)dz if [β] ∈ [ΠΓ1 ],
and Sαy (z) is defined in Proposition 3.7 by replacing ǫ = (k + h
∨)−1 by y. This
implies that the Miura map µy is injective. 
The following lemma is useful in applications.
Lemma 5.5. Let
X iy = µy(W
ui
y )
for all i. Then
X iy|y=ǫ = ǫ · µ(Wui)
for all k 6= −h∨.
Proof. Compare the leading term of Wuiy (z) with that of W
ui(z). The assertion
follows from the definition J¯ui(z) = ǫJui(z). 
6. Applications
6.1. WBn-algebras. Let n ∈ Z≥1 and h be a Cartan subalgebra of a simple Lie
algebra of type Bn with the non-degenerate symmetric bilinear form ( · | · ) such
that (θ|θ) = 2. Denote by {αi}ni=1 a set of simple roots of type Bn such that the
simple root αn is short.
Let H be the Heisenberg vertex algebra associated with h∗ i.e. the vertex algebra
H is generated by the even fields αi(z) for all i = 1, . . . , n satisfying
[αiλαj ] = (αi|αj)λ,
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and F be the vertex superalgebra generated by the odd field Ψ(z) satisfying
[ΨλΨ] = 1.
Choose γ ∈ C. Let G(z) be an odd field on H⊗F defined by
G(z) =: (γ∂ + b1(z))(γ∂ + b2(z)) · · · (γ∂ + bn(z))Ψ(z) :,
where
bi(z) =
n∑
j=i
αj(z)
for i = 1, . . . , n, and Wi(z) is an even field on H⊗ F for i = 0, . . . , 2n− 2 defined
by
[GλG] =W0 +
n−1∑
i=1
γi(W2i−1
λ2i−1
(2i− 1)! +W2i
λ2i
(2i)!
) + γn
λ2n
(2n)!
,
where
γi =
i∏
j=1
(1− 2j(2j − 1)γ2).
Lemma 6.1. Let C2(H ⊗ F) be the subspace of H ⊗ F spanned by a(−2)b for all
a, b ∈ H ⊗ F . Then
[GλG] ≡ W0 +
n−1∑
i=1
γi
W2iλ
2i
(2i)!
+ γn
λ2n
(2n)!
(mod C2(H⊗F))
and
W2i ≡
∑
1≤j1<···<jn−i≤n
: b2j1 · · · b2jn−i : (mod C2(H⊗F))
for all i = 0, . . . , n− 1.
Proof. Notice that
[biλbj ] = δi,jλ
for all i, j. If n = 1,
[GλG] = : b
2
1 : +γ∂b1+ : (∂Ψ)Ψ : +(1− 2γ2)
λ2
2
≡ : b21 : +(1− 2γ2)
λ2
2
(mod C2(H⊗F)).
Let n ≥ 2 and
G′(z) = : (γ∂ + b2(z)) · · · (γ∂ + bn(z))Ψ(z) : .
Then
G(z) = : (γ∂ + b1(z))G
′(z) : .
By inductions on n, we can assume that G′(z) satisfies our assertions. Hence
[G′λG
′] ≡ W ′0 +
n−2∑
i=1
γi
W ′2iλ
2i
(2i)!
+ γn−1
λ2n−2
(2n− 2)! (mod C2(H⊗F))
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and
W ′2i ≡
∑
2≤j2<···<jn−i≤n
: b2j2 · · · b2jn−i : (mod C2(H⊗F)).
Therefore
[GλG] ≡ −γ2λ2[G′λG′]− γλ[G′λ : b1G′ :] + γλ[G′λ : b1G′ :] + [: b1G′ :λ: b1G′ :]
(mod C2(H⊗F))
≡ : b21W ′0 : +
n−2∑
i=1
γi
(: b21W
′
2i : +W
′
2i−2)λ
2i
(2i)!
+ γn−1
(: b21 : +W
′
2n−4)λ
2n−2
(2n− 2)! + γn
λ2n
(2n)!
(mod C2(H⊗F)).
Furthermore
W0 ≡ : b21W ′0 : ≡ : b21 · · · b2n : (mod C2(H⊗F)),
W2n−2 ≡ : b21 : +W ′2n−4 ≡ : b21 : + · · ·+ : b2n : (mod C2(H⊗F)),
W2i ≡ : b21W ′2i : +W ′2i−2 ≡
∑
1≤j1<···<jn−i≤n
: b2j1 · · · b2jn−i : (mod C2(H⊗F))
for i = 1, . . . , n− 2 by our assumptions. This completes the proof. 
The vertex subalgebra of H ⊗ F generated by the odd field G(z) and the even
fieldsW2i(z) for i = 0, . . . , n−1 is the WBn-algebra for γ ∈ C introduced by Fateev
and Lukyanov [FL]. Let γ± ∈ C such that γ+ + γ− = γ and γ+γ− = −1. Define
the operators
Qi : H⊗F → Hγ+αi ⊗F
for i = 1, . . . , n by
Qi =
∫
eγ+
∫
αi(z) dz for i 6= n,
Qn =
∫
: eγ+
∫
αn(z)Ψ(z) : dz,
where e
∫
β(z) for β ∈ h∗ is defined in Section 3.2. According to [FL],
WBn =
n⋂
i=1
KerQi
for generic γ.
Lemma 6.2. The odd vector G and even vectors W2i for i = 0, . . . , n− 1 belong to
the subspace
n⋂
i=1
KerQi of H⊗F .
Proof. It is enough to show that Qi ·G = 0 for all i. Let
Sαi(z) = eγ+
∫
αi(z),
Gi(z) = : (γ∂ + bi(z)) · · · (γ∂ + bn(z))Ψ(z) :
for i = 1, . . . , n and Gn+1(z) = Ψ(z). Then, for i = 1, . . . , n− 1,
[SαiλG]λ=0 = : (γ∂ + b1) · · · (γ+ + bi−1)[Sαiλ : (γ∂ + bi)(γ∂ + bi+1)Gi+2 :]λ=0 :
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and
[Sαiλ : (γ∂ + bi)(γ∂ + bi+1)Gi+2 :]λ=0
= γγ+ : ∂S
αiGi+2 : −γ+ : Sαibi+1Gi+2 : +γ+ : biSαiGi+2 :
= γ+ : (γ∂S
αi − γ+∂Sαi − bi+1Sαi + biSαi)Gi+2 :
= : (−∂Sαi + γ+αiSαi)Gi+2 :
= 0.
Hence
Qi ·G = 0 for i = 1, . . . , n− 1.
Moreover
[: SαnΨ :λ G] = : (γ∂ + b1) · · · (γ+ + bn−1)[: SαnΨ :λ: (γ∂ + bn)Ψ :]λ=0 :
and
[: SαnΨ :λ: (γ∂ + bn)Ψ :]λ=0 = γ∂S
αn − γ+∂Sαn+ : bnSαn : = 0.
Therefore
Qn ·G = 0.
This completes the proof. 
Lemma 6.3. If k is generic,
Wk(osp(1, 2n), freg; Γ) ≃
n⋂
i=1
KerQi,
where γ+ = −1/
√
2k + 2n+ 1, freg is a regular nilpotent element of the even part
of osp(1, 2n) and Γ is the Dynkin grading of freg.
Proof. Let g = osp(1, 2n) and {βi}ni=1 be a set of simple roots of g such that βn is
an odd root and {β1, . . . , βn−1, 2βn} is a set of simple roots of the even part of g.
Note that the even part of g is the symplectic Lie algebra sp(2n) of rank n. Let
freg be a regular nilpotent element of the even part of g defined by
freg = e−β1 + · · ·+ e−βn−1 + e−2βn
and {e, h, freg} be a sl2-triple. We set x = 12h and denote by ( · | · )g the normalized
even supersymmetric non-degenerate invariant bilinear form on g. Notice that the
dual Coxeter number h∨ of g is equal to n+ 12 . A semisimple element x defines the
Dynkin grading Γ on g with respect to freg denoted by
Γ : g =
⊕
j∈ 12Z
gj ,
where gj is the eigenspace of adx with an eigenvalue j. Then
g0 = h
′, Π 1
2
= {βn}, Π1 = {β1, . . . , βn−1},
where h′ is a Cartan subalgebra of g containing x. The subspace g 1
2
of g is the
one-dimensional odd space spanned by eβn . The neutral free superfermion vertex
superalgebra associated with g 1
2
is isomorphic to F since χ([eβn , eβn ]) 6= 0. Let H′
be the Heisenberg vertex algebra associated with h′. If k is generic, then by Theorem
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3.9, the vertex superalgebra Wk(g, freg; Γ) is isomorphic to the vertex subalgebra
of H′ ⊗F , which is the intersection of kernels of the screening operators:
Wk(g, freg; Γ) ≃
n−1⋂
i=1
Ker
∫
e−
1
ν′
∫
βi(z) dz ∩Ker
∫
: e−
1
ν′
∫
βn(z)Ψ(z) : dz,
where ν′ =
√
k + n+ 12 . Let
αi =
√
2βi ∈ h′∗ for i = 1, . . . , n.
Then (αi|αj)g = (αi|αj) for all i, j and the vertex algebra H′ is isomorphic to H.
Moreover
e−
1
ν′
∫
βi(z) = eγ+
∫
αi(z)
for all i, where γ+ = −1/
√
2ν′. Therefore our assertion follows. 
Theorem 6.4. If k + n+ 12 6= 0,
Wk(osp(1, 2n), freg; Γ) ≃ WBn,
where γ = ν− 1
ν
, ν =
√
2k + 2n+ 1, freg is a regular nilpotent element of the even
part of osp(1, 2n) and Γ is the Dynkin grading of freg. Moreover the fields
G(z), W2i(z) (i = 0, . . . , n− 1)
are strongly generating fields ofWk(osp(1, 2n), freg; Γ) with conformal weights ∆(G) =
n+ 12 and ∆(W2i) = 2n− 2i.
Proof. Let
f = freg, g = osp(1, 2n).
If k is generic, by Lemma 6.3,
Wk(g, f ; Γ) ≃
n⋂
i=1
KerQi,(6.1)
where γ+ = −1/
√
2k + 2n+ 1, which describes the image of the Miura map µ (see
Section 5 for the definition). The conformal weights of H ⊗ F induced by this
isomorphism is determined by
∆(αi) = 1, ∆(Ψ) =
1
2
.
By Lemma 6.2, the odd vector G andW2i for i = 0, . . . , n−1 belong to
⋂n
i=1Ker Qi
and
∆(G) = n+
1
2
, ∆(W2i) = 2n− 2i.
By definition, theWBn-algebra is generated by G(z) andW2i(z) for all i as a vertex
subalgebra in H⊗F . Since W2i(z) has a leading term
W2i(z) =
∑
1≤j1<···<jn−i≤n
: b2j1(z) · · · b2jn−i(z) : + · · ·
for i = 0, . . . , n− 1 by Lemma 6.1, there exists a set of strongly generating fields of
the WBn-algebras such that G(z) and W2i(z) are included in this set. Let gev be
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the even part of g and god be the odd part of g. Denote by g
f the centralizer of f
in g. Then
gf = gfev ⊕ gfod.
Since gev = sp(2n) and f is a regular nilpotent element of gev,
dim gfev = n
and there exists a basis {ui}ni=1 of gfev such that
ui ∈ g−ji , ji = 2i− 1
for i = 1, . . . , n, where ji is called the i-th exponent of sp(2n). A subspace g
f
od of
gf is a one-dimensional odd space spanned by
e−β1−···−βn−1−βn ∈ g−n+ 12 ,
where we follow the notation in the proof of Lemma 6.3. Therefore, by Corollary
5.2, the vertex superalgebraWk(g, f ; Γ) is generated by an odd field G′(z) and even
fields X i(z) with conformal weights
∆(G′) = n+
1
2
, ∆(X i) = ji + 1 = 2i
for i = 1, . . . , n. Therefore, for generic k, we can choose X i(z) and G′(z) such that
µ(G′) = G, µ(X i) =W2n−2i.(6.2)
Hence the isomorphism (6.1) implies that the Miura map
µ :Wk(g, f ; Γ)→WBn(6.3)
is an isomorphism for generic k. Since the equations (6.2) hold not only for generic k
but also for k 6= −n− 12 by Lemma 5.5, the Miura map (6.3) is also an isomorphism
for k 6= −n− 12 . This completes the proof. 
Remark 6.5. For k 6= −h∨(= −n − 12 ), the W-algebra Wk(osp(1, 2n), freg; Γ) is
isomorphic to the vertex subalgebra of H ⊗ F generated by G(z). Therefore the
Feigin-Frenkel duality
Wk(osp(1, 2n), freg; Γ) ≃ Wk
′
(osp(1, 2n), freg; Γ)
holds for this case, where 4(k + h∨)(k′ + h∨) = 1.
6.2. W(2)n -algebras. Let n ∈ Z≥2, k ∈ C such that k + n 6= 0 and V be a vector
space spanned by
an−1, an−2, . . . , a1, ψ, ξ
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with non-degenerate C-bilinear form ( · | · )V : V × V → C defined by the following
Gram matrix:


an−1 an−2 an−3 · · · a1 ψ ξ
an−1 2(k + n) −k − n 0 · · · 0 0 0
an−2 −k − n 2(k + n) −k − n · · · 0 0 0
...
...
...
...
. . .
...
...
...
a1 0 0 0 · · · 2(k + n) −k − n 0
ψ 0 0 0 · · · −k − n 1 1
ξ 0 0 0 · · · 0 1 0


.
Let H be the Heisenberg vertex algebra associated with V and ( · | · )V , and Hmξ
be the H-module with the highest weight mξ ∈ V for m ∈ Z. Denote by emξ the
highest weight vector of Hmξ. Then
Vξ =
⊕
m∈Z
Hmξ
has a vertex algebra structure such that the vertex operator of emξ is defined by
emξ(z) = Y (emξ, z) := em
∫
ξ(z)
for all m ∈ Z. Since (ξ | ξ)V = 0, the parity of emξ(z) is even for all m ∈ Z and the
following formula holds:
[emξλe
m′ξ] = 0
for allm,m′ ∈ Z. TheW(2)n -algebra is defined as a vertex subalgebra of Vξ generated
by
E(z) = eξ(z), F(z) =: P(z)e−ξ(z) :,
where
P = −((k + n− 1)∂ + ψ +
n−1∑
i=1
ai) · ((k + n− 1)∂ + ψ +
n−2∑
i=1
ai) · · · ((k + n− 1)∂ + ψ + a1)ψ.
We remark that we should substitute P for F after expanding P formally. For
example, if n = 2,
P = −(k + 1)∂ψ − (ψ + a1)ψ,
F(z) = −(k + 1) : (∂ψ)(z)e−ξ(z) : − : (ψ(z) + a1(z))ψ(z)e−ξ(z) : .
Let
Ai(z) = e
∫
ai(z) for i = 1, . . . , n− 1, Q(z) = e
∫
ψ(z).
By a result in [FS],
W(2)n =
n−1⋂
i=1
Ker
∫
Ai(z) dz ∩Ker
∫
Q(z) dz
for generic k.
For n = 2, the vertex algebra W(2)2 is isomorphic to the universal affine vertex
algebra associated with sl2 at level k and for n = 3, the vertex algebra W(2)3 is
isomorphic to the Bershadsky-Polyakov algebra ([Ber, P]).
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Remark 6.6. Feigin and Semikhatov gave equivalent n+1 definitions of the W(2)n -
algebra, denoted by W(2)
n[m] for m ∈ Z with 0 ≤ m ≤ n. In this paper, we use only
the definition of W(2)
n[0].
Lemma 6.7.
F(z) = − : ((k + n− 1)(∂ + ξ(z)) + ψ(z) +
n−1∑
i=1
ai(z))
· · · ((k + n− 1)(∂ + ξ(z)) + ψ(z) + a1(z))ψ(z)e−ξ(z) : .
Proof. If n = 2,
F(z) =− (k + 1) : (∂ψ)(z)e−ξ(z) : − : (ψ(z) + a1(z))ψ(z)e−ξ(z) :
=− (k + 1)(∂ : ψ(z)e−ξ(z) : − : ψ(z)∂e−ξ(z) :)− : (ψ(z) + a1(z))ψ(z)e−ξ(z) :
=− : ((k + 1)(∂ + ξ(z)) + ψ(z) + a1(z))ψ(z)e−ξ(z) : .
For n ≥ 3, the above formula is proved similarly using the induction. 
Assume n ≥ 3. Let {ei,j}1≤i,j≤n be the standard basis of gln and
hi = ei,i − ei+1,i+1
for i = 1, . . . , n− 1. Denote by
g = sln ⊂ gln
the special linear Lie algebra of rank n. Then {hi}n−1i=1 is a basis of the Cartan
subalgebra h. Let ǫi be the dual element of ei,i for i = 1, . . . , n and αj = ǫj − ǫj+1
for j = 1, . . . , n− 1. Then ∆ = {ǫi − ǫj}1≤i6=j≤n is a root system of g and
Π = {α1, . . . , αn−1}
is a set of simple roots of ∆. Choose a root vector eǫi−ǫj = ei,j . Define a subregular
nilpotent element f = fsub of g by
fsub := e−α2 + · · ·+ e−αn−1
and a semisimple element x of g by
x =
1
2n
n−1∑
i=1
(n− i)(in− 2)hi.
Then adx defines a good grading Γ with respect to f . The corresponding weighted
Dynkin diagram is the following:
❡
0
❡
1
♣ ♣ ♣ ❡
1
(6.4)
Let gj be the homogeneous subspace of g with degree j. Then
g0 = Ceα1 ⊕ h⊕ Ce−α1 , g 1
2
= 0.
Denote by ∆Γ, ΠΓ, [ΠΓ] the restricted root system associated with Γ, a base of ∆Γ,
a quotient set of ΠΓ respectively, as defined in Section 3.1. We have
ΠΓ = {α1 + α2, α2, . . . , αn−1},
[ΠΓ] = {[α2], . . . , [αn−1]},
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where
[α2] = {α1 + α2, α2}, [αi] = {αi} for i > 2.
Let ( · | · ) be the non-degenerate symmetric invariant bilinear form on g defined by
(u|v) = tr(uv) for u, v ∈ g. By Theorem 3.8, the vertex algebra Wk(sln, fsub; Γ) is
isomorphic to the vertex subalgebra of V τk(g0), which is the intersection of kernels
of the screening operators:
Wk(sln, fsub; Γ) ≃
n−1⋂
i=2
Ker
∫
Sαi(z) dz
for generic k. Let E(z) and F (z) be th fields on V τk(g0) defined by
E(z) = Jeα1 (z),
F (z) = : ((k + n− 1)∂ +
n−1∑
i=1
Jhi(z)) · ((k + n− 1)∂ +
n−2∑
i=1
Jhi(z))
· · · ((k + n− 1)∂ + Jh1(z) + Jh2(z))Je−α1 (z) : .
Lemma 6.8.
E,F ∈
n−1⋂
i=2
Ker
∫
Sαi(z) dz.
Proof. It is enough to show that
[SαiλE]λ=0 = [S
αi
λF ]λ=0 = 0
for all i = 2, . . . , n− 1. By Proposition 3.7,
[Sαm, J
h
(n)] = α(h)S
α
m+n for all α ∈ ΠΓ, h ∈ h,
[Sα1+α2m , J
eα1
(n) ] = S
α2
m+n, [S
α
m, J
eα1
(n) ] = 0 for all α 6= α1 + α2,
[Sα2m , J
e−α1
(n) ] = S
α1+α2
m+n , [S
α
m, J
e−α1
(n) ] = 0 for all α 6= α2
and
∂Sα1+α2(z) = − 1
k + n
: (Jh1+h2(z)Sα1+α2(z) + Je−α1 (z)Sα2(z)) :,
∂Sα2(z) = − 1
k + n
: (Jh2(z)Sα2(z) + Jeα1 (z)Sα1+α2(z)) :,
∂Sαi(z) = − 1
k + n
: Jhi(z)Sαi(z) : for i = 3, . . . , n− 1.
Therefore
[SαiλE]λ=0 = 0
for all i. Next, we show [SαiλF ]λ=0 = 0 for all i. Let F1(z) = J
e−α1 (z) and
Fi(z) = : ((k + n− 1)∂ + Jbi(z)) · · · ((k + n− 1)∂ + Jb2(z))Je−α1 (z) : .
for i ≥ 2, where
bj =
j∑
i=1
hi
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for all j. First,
[SαiλF ]λ=0 = : ((k + n− 1)∂ + Jbn−1(z)) · · · ((k + n− 1)∂ + Jbi+1(z))[SαiλFi]λ=0 : .
Therefore it is enough to show that
[SαiλFi]λ=0 = 0
for all i. For i = 2, we have
[Sα2λF2]λ=0 = (k + n− 1)∂Sα1+α2+ : Jb2Sα1+α2 : + : Sα2Je−α2 :
= (k + n)∂Sα1+α2+ : (Jb2Sα1+α2 + Je−α2Sα2) :
= 0.
For i ≥ 3, since [SαiλFi−2]λ=0 = 0, we obtain that
[SαiλFi]λ=0 = [S
αi
λ : ((k + n− 1)∂ + Jbi)((k + n− 1)∂ + Jbi−1)Fi−2 :]λ=0
=− (k + n− 1) : ∂SαiFi−2 : − : JbiSαiFi−2 : + : SαiJbi−1Fi−2 :
= − : ((k + n)∂Sαi + JhiSαi)Fi−2 :
= 0.
This completes the proof. 
Theorem 6.9. If k + n 6= 0,
Wk(sln, fsub; Γ) ≃ W(2)n ,
where fsub is a subregular nilpotent element of sln and Γ is the good grading such
that the corresponding weighted Dynkin diagram is (6.4).
Proof. Define a vertex algebra homomorphism
π : V τk(g0) −→ Vξ
by
Jh1(z) 7−→ (k + n− 2)ξ(z) + 2ψ(z) + a1(z),
Jh2(z) 7−→ ξ(z)− ψ(z) + a2(z),
Jhi(z) 7−→ ai(z) (i = 3, . . . , n− 1),
Jeα1 (z) 7−→ e
∫
ξ(z),
Je−α1 (z) 7−→ − : ((k + n− 1)(∂ + ξ(z)) + ψ(z) + a1(z))ψ(z)e−
∫
ξ(z) : .
Then
Im(π) ⊂ Ker
∫
A1(z) dz ∩Ker
∫
Q(z) dz.
Consider the Lie algebra decomposition
g0 = sl2 ⊕ z,
where sl2 is the subalgebra of g0 spanned by eα1 , h1, e−α1 and z is the center of
g0. If we restrict π to the vertex subalgebra V
k+n−2(sl2) of V
τk(g0), the map π
coincides with the vertex algebra homomorphism of the Wakimoto construction of
V k+n−2(sl2), which is injective ([Fre]). Since
V τk(g0) = V
k+n−2(sl2)⊗ V k+n(z)
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(see Remark 3.5) and V k+n(z) is the Heisenberg vertex algebra associated with z,
π is injective and we can regard V τk(g0) as a vertex subalgebra of Vξ via π. Then
Sαi(z) acts on V τk(g0) as
Sα1+α2(z) = − : Q(z)e− 1k+n
∫
a2(z)−
∫
ξ(z) :,
Sαi = e−
1
k+n
∫
ai(z) (i = 2, . . . , n− 1).
Therefore, for generic k,
π(Wk(sln, fsub; Γ)) ⊂
n−1⋂
i=2
Ker
∫
Sαi(z) dz ∩Ker
∫
A1(z) dz ∩Ker
∫
Q(z) dz
=
n−1⋂
i=2
Ker
∫
Ai(z) dz ∩Ker
∫
A1(z) dz ∩Ker
∫
Q(z) dz
=W(2)n
because
Ker
∫
Sαi(z) dz = Ker
∫
Ai(z) dz
for all i = 2, . . . , n− 1. Moreover
π(E) = E , π(F ) = F
and these are generating fields of W(2)n for all k + n 6= 0. Hence π|Wk(sln,fsub)
induces a vertex algebra isomorphism
Wk(sln, fsub) ≃ W(2)n
for generic k. By Lemma 5.3, this isomorphism holds for all k + n 6= 0. 
Remark 6.10. For a subregular nilpotent element fsub in g = sln, there exists a
good grading Γ such that g0 = h. Thus, Theorem 3.9 gives a free field realization of
the W(2)n -algebra.
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