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ABSTRACT 
Frequency-Hopping (FH) techniques in conjunction with coding 
have been proposed for indoor radio systems based on the fact 
that FH behaves as a intrinsic frequency diversity technique. In 
this paper we asses the performance of a FH-DPSK for other 
situations not previously considered in the literature. In 
particular, the effects of having a non-null correlation 
coeffi c ient in function of the frequency separation as well as 
the presence of repetition and Reed-Solomon codes have been 
considered. 
INTRODUCTION 
En este artículo analizamos las prestaciones de un sistema 
DPSK-FH (Diferential Phase Shift Keying - Frequency Hopping) en 
situaciones más realistas que aquellas previamente tratadas en la 
literatura y por lo que respecta a comnicaciones móviles 
interiores (''indoor"). En particular se estudia la sensibilidad 
de estos sistemas frente a la separación entre las frecuencias de 
s alto, SF, para un canal móvil con un "Power Delay Profile" 
exponencial y desviación típica Ds. Este estudio se efectúa tanto 
por lo que respecta a la tasa de error por bit como a la 
probabilidad de corte del enlace, entendida como la probabilidad 
de que la tasa de error por bit sea superior a un determinadaa 
cota . Este último valor es especialmente interesante para 
aplicaciones de comunicaciones móviles interiores en UHF 
sometidas a desplazamientos doppler de a lo sumo algún herzio. De 
este estudio se puede derivar la obtención de un valor de SF lo 
más pequeño posible insensible a los distintos valores de Ds en 
los que un móvil pueda operar. 
Otro objetivo de este estudio 
prestaciones de un código Reed -Solomon 
de repetición de idéntica redundancia 
mucho más simple de realizar. 
DESCRIPCION DEL SISTEMA 
ha sido comparar las 
(6,2), frente a un código 
y menos eficiente pero 
Con objeto de valorar las prestaciones del sistema FH en el 
sentido mencionado anteriormente, se procede del siguiente modo: 
l. Se recogen 6 ms. de datos a 64 Kb./s . , es decir 384 bits 
tal como indica la figura 1 
1 2 3 4 5 6 383 384 11 
FIGURA 1 
2. Se agrupan los bits de 3 en 3 formando símbolos de 3 bits' y se 
procede a la codificación de Reed-Solmon ó de repetición de modo 
tal que dos símbolos a la entrada se codifican en seis símbolos 
de salida, quedando una estructura de ráfaga idéntica a la de la 
figura 1 pero con las casillas correspondientes enumerando 
383 
símbolos en lugar de bits. 
3. Cada símbolo X1 se escribe en una memoria por columnas con 
objeto de hacer un entrelazado y leer después por filas tal como 
indica la figura 2. 
FIGURA ¿ 
4. Finalmente a los 64 símbolos de 3 bits (192 bits) leidos de 
cada fila se les agrega una cabecera de 32 bits de sincronismo y 
de 24 bits de dirección así como una cola de 8 bits de tiempo de 
guarda tal como se muestra en la figura 3. 
32 24 192 8 
FIGURA 3 
El paquete resultante de leer la fila i-sima, de duración 1 
ms., se transmite con modulación DPSK a la frecuencia f 1 (i=l,2, .. ,6). La separación entre cada pareja contigua de tales 
frecuencias es SF. 
En recepción se realiza el proceso inverso, es decir los 
datos detectados se escriben por filas en una memoria y se leen 
después por columnas para entregarlos finalmente al decodificador 
correspondiente. De este modo lo que se pretende es que si en 
algunas de las frecuencias transmitidas el canal móvil presenta 
un fuerte desvanecimiento, es decir que si de los seis símbolos 
entregados al decodificador correspondiente hay algunos que se 
reciban erróneamente, éste permita su corrección. Naturalmente, 
ello será más factible cundo menor sea la correlación del canal 
en respuesta a las distintas frecuencias separadas Os. 
En caso de utilizar un código R-S (6,2) la figura 2 muestra 
las distintas palabras código coincidiendo con las distintas 
columnas. En el caso de utilizar códigos de repetición con la 
misma redundancia resulta que cada uno de los símbolos que entran 
al codificador se convierten en tres símbolos iguale~ y 
coincidiendo con el de entrada. En tal caso la figura 2 tambien 
aplica si bien ahora el contenido de la primera fila coincide con 
el de la tercera y quinta y asimismo el contenido de la segunda 
fila coincide con el de la cuarta y sexta. 
ANALISIS DEL SISTEMA FH-DPSK 
Con objeto de elegir un valor satisfactorio de SF, se 
requiere conocer el "Del ay Power Profile", DPP, del canal. En este 
sentido hemos elegido un modelo exponencial de DPP 
para un canal móvil GWSSUS (Gaussian Wide-Sense Stationary 
Uncorrelated Scatering) [1] como los usualmente encontrados en 
entornos urbanos, dado por 
el> e(•) _ ___!_exp (-_2__) U(-.) 
Ds Ds 
donde Os es el valor r.m.s. del DPP. 
Por otra parte y suponiendo que el desvanecimiento es plano, 
la probabilidad de error por bit viene dada por 
p -2exp (- Eb.m.i) 
b,m,i 2 No 
donde 
Eb,m,i- ~[HmEfiFlO Tb 
es la energía por bit para un desvanecimiento dado del canal Hm 
en la frecuencia f 1 , N0 es la densidad espectral de potencia de 
ruido y Tb es la duración del bit. La suposición anterior de 
desvanecimiento plano presupone entonces que 




probabilidad de detectar erroneamente una palabra código sería 
para el código R-S (6,2) la probabilidad de que hubiera dos ó 
más símbolos .En tal caso y con una realización m formada por 6 
valores: Hm(f 1 ), Hm(f 2 ), ••• , Hm(f 6¡, si 
Sf>..l... 
Ds 
este cálculo es inmediato ya que las probabilidades de error de 
los distintos símbolos son independientes. En caso contrario los 
distintos valores de Hm(f1 ) para I=1,2, .. ,6 están correlados y el 
cálculo anterior es inabordable analíticamente por lo que hemos 
recurrido a una simulación de Montecarlo.Para ello se procede a 
generar un número elevado de realizaciones Hm(f1 ) utilizando para 
ello el hecho de que 
E[H; (f1 , t) Hm(f1 +St, t)-f_) e(•) e-2 " 5 f''d-. 
es decir,el DPP es la transformada de Fourier de la función de 
correlación frecuencial de Hm(f 1 ) • . Por otra parte una vez conocida 
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la tasa de error de un símbolo correspondiente a una realización 
m y a una frecuencia f 1 según [2) 
Ps,m,i-1- (1-Pb,m,i) 3 
se puede encontrar de manera simple la probabilidad de error en 
la detección de una palabra código, P~.m y a partir de ahí, 
aproximadamente, la probabilidad de error por bit según 
p ~.O_p 
b,m 4 E,m 
La probabilidad de error finalmente obtenida resulta de promediar 
el valor anterior entre todas las realizaciones. De un modo 
similar aunque menos laborioso se procede también al cálculo de 
la tasa de error por bit para un código de repetición. 
En comunicaciones móviles interiores debido a la variación 
lenta del canal móvil, adquiere especial interés el cálculo de 
la tasa de corte del enlace medida como 
b _ b [ -P] ~ rfl realizaciones [Pb,m21Q-P] Pro . corte-Pro . Pb210 rfl d . . 
total e real~zac~ones 
RESULTADOS Y CONCLUSIONES 
En las figuras 4 y 5 se muestra la probabilidad de error por 
bit en función de la relación señal-ruido y de la separación de 
frecuencias entre saltos-normalizada al inverso de la dispersión 
típica del DPP respectivamente. En la simulación correspondiente 
llevada a cabo según la técnica de Montecarlo se han considerado 
un millon de realizaciones independientes. En la figura 4 se ha 
considerado además 0 5 =100 ns .. Con respecto a los códigos usados, 
como era de esperar, se aprecia una mejora en el caso de 
codificación R-S. No obstante para tasas de error de interés con 
señales vocales digitalizadas, la mejora obtenida del orden de 2 
a 3 dE puede no merecer la pena habida cuenta de la mayor 
complejidad de los códigos R-S. Se puede apreciar en la figura 5 
que incrementar SF. 0 5 más allá de aproximadamente O. 25 no 
redunda en una mejora de las prestaciones del sistema. Por lo 
contrario disminuir ese valor por debajo de aproximadamente 0.15 
conduce a una degradación rápida de las prestaciones. Con los 
mismos datos que para las figuras anteriores, en las figuras 6 y 
7 se muestra la probabilidad de corte del enlace pudiendose 
argumentar conclusiones en la misma linea de las esgrimidas 
anteriormente. 
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Fig.4.- Probabilidad de error en 
funcion de la relacion S/N. 
SF 4Mhz 
'"<'-.... .......... 
lEó e a sos 






















Fig.S.- Probabilidad de error en 
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Fig.5.- Probabilidad de corte en 
funcion de la relacion S/N. 
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Fig. 7.- Probabilidad de corte en 
funcion de SF normalizada. 
