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Vorwort
Die Modellierung, Simulation, Validierung und der Entwurf (ra¨umlich)
verteilter Messsysteme gewinnen derzeit in vielen Anwendungsbereichen
stark an Bedeutung. Insbesondere fu¨r die Lo¨sung der ”Großen Herausfor-
derungen“ unserer Zukunft – die Energieversorgung, die Erforschung und
Begegnung der klimatischen Vera¨nderungen, die Gewa¨hrleistung unserer
Sicherheit und einer funktionierenden Infrastruktur sowie ada¨quater Le-
bensbedingungen in einer sich vera¨ndernden Gesellschaft – werden intel-
ligente verteilte (Mess-)Systeme und ihre Beherrschung als ein Schlu¨ssel-
element gesehen. Bekannte Beispiele sind die Messtechnik und die Rekon-
struktion von Versorgungsnetzen fu¨r Gas und Elektrizita¨t fu¨r genaue Ab-
rechnungen und intelligente Steuerungen (Smart Grids), komplexe Auto-
matisierungsnetze, die Steuerung von Kommunikationsnetzen, Messnetze
und Multisensorsysteme im Verkehr sowie verteilte Messsysteme in der
Sicherheitstechnik.
Das VDI/VDE-GMA-Expertenforum ”Verteilte Messsysteme“ greift
diese hochaktuelle Entwicklung sowohl hinsichtlich der theoretischen
Grundlagen, Beschreibungsansa¨tze und Werkzeuge als auch relevanter
Anwendungen auf. Die inhaltliche Auswahl resultiert aus der Arbeit des
Fachausschusses ”Grundlagen der Messsysteme“ der VDI/VDE-Gesell-
schaft fu¨r Mess- und Automatisierungstechnik (GMA) in den vergange-
nen Jahren:
• Datenanalyse fu¨r verteilte Messsysteme,
• Modellierungs- und Fusionsmethoden,
• Datensicherheit,
• Messnetze und Infrastrukturen in verschiedenen Anwendungsberei-
chen,
• Multisensorfusion und Messnetze im Straßenverkehr,
• Aufkla¨rung und Sicherheit.
Der bewa¨hrte Rahmen als GMA-Expertenforum wird gewa¨hlt, um ei-
ne fachliche Diskussion und Erfahrungsaustausch auf hohem Niveau zu
v
vi Vorwort
gewa¨hrleisten und die neuesten Entwicklungen auf dem Gebiet der ver-
teilten Messsysteme zu diskutieren. Das Forum mo¨chte einen Beitrag
leisten zur Entwicklung dieses wichtigen und zukunftstra¨chtigen Gebie-
tes am Wirtschafts- und Forschungsstandort Deutschland. Es richtet sich
sowohl an Fachleute aus der Mess- und Sensortechnik und der Metrologie
als auch aus der Automatisierungstechnik, Robotik und Informations-
technik, die sich in der industriellen Entwicklung, in der Forschung oder
der Lehre mit verteilten Messsystemen befassen.
Ma¨rz 2010 F. Puente Leo´n
K.-D. Sommer
M. Heizmann
Data Mining fu¨r hochdimensionale
Messsysteme
Ralf Mikut
Karlsruher Institut fu¨r Technologie, Institut fu¨r Angewandte Informatik,
Hermann-von-Helmholtz-Platz 1, 76344 Eggenstein-Leopoldshafen
Zusammenfassung Data-Mining-Verfahren bauen auf einem
umfangreichen Methodenapparat auf und werden seit langem
erfolgreich auf verschiedenartige technische, naturwissenschaftli-
che und betriebswirtschaftliche Problemstellungen angewendet.
Wa¨hrend sich Data-Mining-Verfahren urspru¨nglich auf tabella-
rische Datensa¨tze mit einer u¨berschaubaren Anzahl von Einzel-
merkmalen bezogen, gewinnt die Verarbeitung von hochdimen-
sionalen Daten aus Sensornetzen, fein abgetasteten Zeitreihen,
Bildern und Videos zunehmend an Bedeutung. Der Beitrag stellt
die zugrundeliegenden Methoden vor und gibt eine U¨bersicht
u¨ber wichtige Anwendungsfelder.
1 Motivation
Der Begriff Data Mining geht auf Fayyad zuru¨ck [1] und bezog sich ur-
spru¨nglich auf einen Teilprozess bei der Suche nach unbekannten oder
nur teilweise bekannten strukturellen Zusammenha¨ngen in großen Daten-
mengen (KDD: Knowledge Discovery from Databases). Inzwischen wird
der Begriff oft weiter gefasst und bezieht den kompletten KDD-Prozess
mit ein:
KDD is the nontrivial process of identifying valid, novel, potentially
useful, and ultimately understandable patterns in data.
Klassische Data-Mining-Aufgaben befassen sich mit relativ kleinen ta-
bellarischen Datensa¨tzen, die einige Tausend Datentupel fu¨r (Einzel-)
Merkmale enthalten. Seit einigen Jahren nimmt die Menge und Kom-
plexita¨t der zugrundeliegenden Daten sta¨ndig zu. Wesentliche Ursachen
sind dabei:
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• mehrdimensionale Rohdaten wie vektoriell aufgezeichnete Zeitrei-
hen, Bilder und Videos,
• Zeitstempeldaten, bei denen Messwerte nur zu bestimmten Ereig-
nissen abgespeichert werden [2],
• Problemstellungen mit einer Vielzahl ra¨umlich verteilter Sensoren
und
• kontinuierliche Datenstro¨me (engl. data streams), bei denen
sta¨ndig Modelle aktualisiert werden und Ergebnisse so schon
wa¨hrend der Datenaufnahme zur Verfu¨gung stehen sollen [3, 4].
Die methodische Herausforderung besteht in der Beherrschung der
großen Datenmengen, die den hohen Gigabyte- und Terabyte-Bereich er-
reichen ko¨nnen. Diese Herausforderungen umfassen die Speicherung der
Daten, die Datenvorverarbeitung mit der Erkennung fehlender und feh-
lerhafter Daten, die automatische Erkennung von Ereignissen, die Merk-
malsextraktion aus mehrdimensionalen Rohdaten, Visualisierungstechni-
ken, die interaktive Auswertung mit dem Zugriff auf die zugrundeliegen-
den Rohdaten sowie implementierungstechnische Aspekte. Das Ziel dieses
Beitrags besteht darin, auf Besonderheiten bei Data-Mining-Verfahren
fu¨r hochdimensionale Daten hinzuweisen (Abschnitt 2) und einige An-
wendungsbereiche (Abschnitt 3) zu diskutieren.
2 Data-Mining-Methoden fu¨r hochdimensionale Daten
In den letzten Jahren gab es umfangreiche Bemu¨hungen, die Vorgehens-
weise beim Data Mining zu standardisieren, um Data-Mining-Prozesse
zu beschleunigen und die Qualita¨t der Ergebnisse zu erho¨hen. Beispie-
le sind der Cross-Industry Standard Process for Data Mining (CRISP-
DM, [5]) oder standardisierte Vorgehensweisen in der Medizintechnik [6].
Der folgende Ablauf basiert auf [6] (Abb. 1.1), wobei speziell auf die
Besonderheiten bei hochdimensionalen Daten eingegangen wird.
In einem ersten Schritt jeder Data-Mining-Analyse ist es notwendig,
sich die verbale Problemformulierung (Was ist das Ziel?) und die bis-
her in der Datenbank verfu¨gbaren Daten erla¨utern zu lassen. Danach ist
zu pru¨fen, ob und welche weitere Daten zu erheben sind. Die formali-
sierte Problemformulierung wandelt das verbale Problem in ein durch
Data-Mining-Verfahren lo¨sbares Standardproblem (z. B. Klassifikation,
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Abbildung 1.1: Standardisierte Vorgehensweisen beim Data Mining (adap-
tiert nach [6]).
Regression, Clustern) um [6, 7]. Danach wird der Lerndatensatz zusam-
mengestellt, der je nach Anwendung Rohdaten unterschiedlicher Dimen-
sionalita¨t entha¨lt (Tabelle 1.1). Ein Datentupel fasst dabei alle Informa-
tionen zu einem Objekt (z. B. ein Gera¨t) zusammen, wobei typischerwei-
se mehrere Typen von Rohdaten pro Datentupel vorkommen (z. B. 20
Bilder und 5 Einzelmerkmale pro Gera¨t). Je ho¨her die Dimensionalita¨t
der Daten, desto sta¨rker muss bereits beim Abspeichern u¨ber geeignete
Kompressionsalgorithmen nachgedacht werden. Bei Zeitreihen ko¨nnen so
z. B. nur relevante A¨nderungen im Verlauf einer Zeitreihe als Zeitstem-
peldaten bzw. symbolische Repra¨sentationen von Zeitreihensegmenten
abgespeichert werden (siehe z. B. [8, 9]). Dennoch erreichen komplexe-
re Anwendungen mit hochfrequent abgetasteten Zeitreihen oder einer
großen Anzahl von Bildern schnell den hohen Gigabyte- oder gar den
Terabyte-Bereich.
Alle nicht plausiblen Werte (z. B. Ausreißer) sind mit einer (automati-
schen) Datentupelselektion oder dem Lo¨schen ganzer Merkmale aus der
weiteren Analyse auszuschließen. Daru¨ber hinaus kann mit Clusterver-
fahren die Zahl der Datentupel reduziert werden, indem nur ein Teil der
Datentupel aus gut repra¨sentierten Clustern fu¨r die folgenden Analyse-
schritte verwendet wird [10].
Der Schritt der Merkmalsextraktion ist fu¨r hochdimensionale Daten
4 R. Mikut
Rohdaten Dimension Bestandteile Anzahl Roh-
merkmale sRoh
Einzelmerkmale 0-2 xl[n] s
Zeitreihen 1-3 xZR,l[k, n] s ·K
Bilder 2-4 xBild,l[ix, iy, n] s · Ix · Iy
3D-Bilder 3-5 xBild,l[ix, iy, iz, n] s · Ix · Iy · Iz
Videobilder 3-5 xV ideo,l[ix, iy, k, n] s · Ix · Iy ·K
3D-Videobilder 4-6 xV ideo,l[ix, iy, iz, k, n] s · Ix · Iy · Iz ·K
Tabelle 1.1: Datensa¨tze fu¨r verschiedene Arten von Rohmerkmalen. Abku¨r-
zungen: l = 1, . . . , s Nummer gleichartiger Merkmale; n = 1, . . . , N Datentu-
pel; k = 1, . . . ,K Abtastzeitpunkte; ix = 1, . . . , Ix Bildspalten, iy = 1, . . . , Iy
Bildzeilen; iz = 1, . . . , Iz Bildschichten. Die niedrigeren Dimensionszahlen der
Datensa¨tze gelten fu¨r s = 1 (nur ein Einzelmerkmal, eine Zeitreihe, ein Bild
bzw. ein Video) sowie ein Datentupel (N = 1).
von besonderer Bedeutung. Hier kommt es darauf an, aus Videos, Bil-
dern und Zeitreihen bedeutungstragende Einzelmerkmale oder dimensi-
onsreduzierte Zeitreihen zu extrahieren. Im Unterschied zu klassischen
Data-Mining-Verfahren erfordern hochdimensionale Daten einen hohen
Aufwand bei der Erkennung von sinnvollen Segmenten (zusammengeho¨-
rige Regionen mit a¨hnlichen Eigenschaften), was als unterlagerte Data-
Mining-Aufgabe aufgefasst werden kann. Kandidaten fu¨r relevante Merk-
male ergeben sich aus einer Befragung der Experten sowie aus einer Bi-
bliothek mit standardisierten Merkmalen. Beispiele sind:
• die Berechnung neuer Zeitreihen durch relative Anteile von Zeitrei-
hen oder lineare Hoch-, Tief- und Bandpassfilter oder Wavelets;
• die Extraktion von Einzelmerkmalen aus a¨quidistanten Zeitreihen
oder Zeitstempeldaten durch lokale Extrema, Mittelwerte und An-
zahl bestimmter Ereignisse fu¨r Zeitreihensegmente usw.,
• die Berechnung neuer Bilder (verbesserte Bildqualita¨t, Differenz-
bilder, Beleuchtungskorrektur, Segmentierung),
• die Berechnung von Einzelmerkmalen aus Segmentbeschreibungen
wie Gro¨ße, Umfang, mittlerer Grauwert in Bildern sowie
• die Berechnung von Zeitreihen durch Segmentbeschreibungen in
Einzelbildern von Videos [11].
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Bei extrem großen Datenmengen kann die Merkmalsextraktion verteilt
werden, indem z. B. Bilder auf verschiedenen Computern parallel bear-
beitet werden, daraus einige wenige Einzelmerkmale erzeugt und in einem
gemeinsamen Datensatz fu¨r alle Bilder abgelegt werden. Die Dateien mit
Rohmerkmalen werden verlinkt, um deren Analyse noch zu ermo¨glichen.
Diese Strategie tra¨gt entscheidend dazu bei, große Datenmengen zu be-
herrschen, die mit einem normalen Computer nicht zu bewa¨ltigen sind.
Eine Alternative zu dieser verteilten Merkmalsextraktion ist ein Verteilen
(fast) aller Schritte des Schemas (engl. distributed data mining [12]). Da-
bei bearbeiten unterschiedliche Computer jeweils nur einen Teil der Da-
tentupel. So entstehen strukturell unterschiedliche Modelle, deren spa¨tere
Fusion nicht trivial ist.
Die Menge potenziell nu¨tzlicher Merkmale wird bewertet und durch ei-
ne Merkmalsselektion reduziert, um eine umfassende U¨bersicht u¨ber aus-
sagekra¨ftige Merkmale zu ermo¨glichen. Bei der Bewertung kommen u. a.
klassifikationsorientierte Maße (z. B. uni- und multivariate Varianzana-
lysen, informationstheoretische Maße, Klassifikationsgu¨te, Kostenbewer-
tung), regressionsorientierte Maße (z. B. Polynom-Modelle oder Ku¨nstli-
che Neuronale Netze mit einigen wenigen Merkmalen als Eingangsgro¨ßen)
und Interpretierbarkeitsmaße [13] zum Einsatz. Generell ist der Vergleich
verschiedener Bewertungsmaße zu empfehlen, um lineare und nichtlinea-
re strukturelle Zusammenha¨nge zu identifizieren. Wenn sich Merkmale
mit unerwartet hohen Bewertungen finden, deutet das entweder auf neu
entdeckte wertvolle Zusammenha¨nge oder auf Artefakte und Fehler in
der Versuchsplanung hin. Außerdem ist darauf zu achten, ob die von den
Experten pra¨ferierten Merkmale die Erwartungen einhalten. Zur Verbes-
serung der Interpretierbarkeit und Implementierbarkeit ist eine kleine
Zahl ausgewa¨hlter Merkmale anzustreben.
Eine Merkmalstransformation (z. B. Diskriminanzanalyse, Hauptkom-
ponentenanalyse, ICA - Independent Component Analysis) ist besonders
dann sinnvoll, wenn die Implementierbarkeit eine wichtige Rolle und die
Interpretierbarkeit eine untergeordnete Rolle spielt. Oftmals reicht eine
Reduzierung auf zwei bis drei transformierte Merkmale aus, um wesent-
liche Informationen in komprimierter Form zu erhalten.
Auch die folgende Klassifikation oder Regression ha¨ngt von der for-
malisierten Problemstellung ab. Hier ko¨nnen vielfa¨ltige Data-Mining-
Methoden wie z. B. datenbasiert generierte Fuzzy-Modelle, Ku¨nstliche
Neuronale Netze, Neuro-Fuzzy-Modelle, Support-Vektor-Maschinen,
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Hidden-Markov-Modelle, Bayes-Klassifikatoren, Cluster-Verfahren, Re-
gressionsansa¨tze usw. eingesetzt werden. Bei Klassifikationsproblemen
mit hohen Interpretierbarkeitsforderungen sind Fuzzy-Klassifikatoren
oder Bayes-Klassifikatoren mit zwei ausgewa¨hlten Merkmalen zu emp-
fehlen. Klassifikatoren mit nur zwei Eingangsgro¨ßen und eingezeichneten
Entscheidungsfeldern haben den generellen Vorteil, sich fu¨r sicherheits-
kritische Anwendungen [14] zu eignen, weil deren Verhalten gut progno-
stizierbar ist. Bei Problemen, die nur auf eine hohe Klassifikationsgu¨te
zielen, sind Support-Vektor-Maschinen oder Ku¨nstliche Neuronale Netze
eine gute Wahl. Es hat sich bewa¨hrt, mehrere konkurrierende Verfah-
ren zu vergleichen. A¨hnliche Ergebnisse deuten hierbei auf offensicht-
liche und gut trennbare Zusammenha¨nge hin. Deutliche Abweichungen
geben hingegen Ausku¨nfte u¨ber nichtlineare Zusammenha¨nge im Daten-
satz. Gefundene Zusammenha¨nge in den Daten sind allerdings noch lange
keine Ursache-Wirkung-Beziehungen! Sie ko¨nnen ebenso aus fehlerhaften
Daten, unerwu¨nschten Asymmetrien bei der Verteilung der Datentupel,
Zufa¨llen oder komplexeren Ketten von Zusammenha¨ngen entstehen.
Aufgrund der intensiven Ausbeutung des Datenmaterials ist eine
sorgfa¨ltig geplante Validierungsstrategie (z. B. mit einer Crossvalidie-
rung) unbedingt erforderlich. Allerdings vermeidet erst die Validierung
mit neuen Daten das Problem von multiplen Tests, das bei Data-Mining-
Aufgaben sonst unvermeidlich ist. Zusa¨tzliche Daten sind außerdem die
einzige Chance, zeitliche Vera¨nderungen der Zusammenha¨nge zu erken-
nen, die nicht in den Lerndaten enthalten sind [15].
Wa¨hrend bei den meisten Data-Mining-Anwendungen das Lernen von
Modellen und deren Anwendung auf neue Daten zeitlich getrennt sind,
mu¨ssen bei sogenannten Data Streams [3] die Modelle sta¨ndig an neue
Daten angepasst werden, um z. B. zeitvariante A¨nderungen zu erfassen.
Oftmals wird darauf verzichtet, die urspru¨nglichen Rohdaten abzuspei-
chern. Data-Stream-Algorithmen mu¨ssen in der Lage sein, Daten geeig-
net zu aggregieren sowie daraus gu¨ltige und stabile Modelle zu erzeugen.
Generell ist es entscheidend, den kompletten Ablauf durch geeignete
Softwaretools zu unterstu¨tzen und skriptbasiert zu automatisieren. Hier-
bei existieren kommerzielle Produkte wie der PASW Modeler von SPSS
(fru¨her Clementine, http://www.spss.com/software/modeling/modeler/ )
oder Open-Source-Lo¨sungen wie KNIME (http://www.knime.org) und
Gait-CAD (http://sourceforge.net/projects/gait-cad/, [16]).
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3 Anwendungen
3.1 U¨bersicht
Data-Mining-Anwendungen auf hochdimensionale Datensa¨tze finden sich
in einer Vielzahl von Anwendungsgebieten. Im Folgenden sollen exempla-
risch typische Fragestellungen bei Industriellen Prozessen, (Kognitiven)
Automobilen, Humanoiden Robotern sowie Hochdurchsatzverfahren in
der Bioinformatik diskutiert werden. Viele Anwendungen ko¨nnen sowohl
mit theoretisch begru¨ndeten mathematisch-naturwissenschaftlichen Mo-
dellen als auch mit Data-Mining-Verfahren gelo¨st werden. Die Erstellung
theoretisch begru¨ndeter Modelle ist immer dann zu bevorzugen, wenn
zumindest wesentliche strukturelle Aspekte der Modelle bekannt und in
angemessener Zeit berechenbar sind. So wurde z. B. gezeigt, dass bei der
Quellenlokalisation von Chemikalien mit ku¨nstlichen Nasen klassische
Ausbreitungsmodelle auf der Basis partieller Differentialgleichungen [17]
bessere Ergebnisse liefern als Data-Mining-Ansa¨tze wie Hidden-Markov-
Modelle [18]. Data-Mining-Verfahren geben dann bessere Lo¨sungen,
wenn die Strukturen von mathematisch-naturwissenschaftlichen Model-
len unbekannt oder zu komplex (z. B. in Form von Finite-Elemente-Mo-
dellen) sind, aber viele Daten vorliegen.
3.2 Industrielle Prozesse
Die routinema¨ßige Aufzeichnung von Zeitreihen in industriellen Prozes-
sen und Gera¨ten ermo¨glicht neue Perspektiven fu¨r die retrospektive Ana-
lyse aufgetretener Fehler, Ausnahmesituationen und Betriebsarten. Data-
Mining-Verfahren werden hier zur Analyse strukturell unbekannter Er-
eignisse und Abla¨ufe eingesetzt, die sich nicht mehr ohne weiteres durch
Schwellwerte erfassen lassen, bei denen aber das vorhandene Wissen nicht
fu¨r eine geschlossene theoretische Modellbildung ausreicht. Anwendun-
gen finden sich insbesondere im Plant Asset Management [19], wo es
um die systematische Analyse des Verhaltens einer industriellen Anlage
u. a. bezu¨glich Fehlerdiagnose, Performance und Wartungsbedarf u¨ber
den kompletten Lebenszyklus geht. Ein weiteres Feld ist die Softsenso-
rik, bei der komplexe Messgro¨ßen zuna¨chst mit einem Regressionsmo-
dell aus anderen Gro¨ßen zu berechnen sind, wie bei der Rekonstruktion
ra¨umlich nicht zuga¨nglicher Prozessgro¨ßen aus verfu¨gbaren Werten so-
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wie bei der Gewinnung von Kenngro¨ßen aus Bildern und Videos (z. B.
Verbrennungsprozesse in [20]).
3.3 Fahrunterstu¨tzungssysteme und Kognitive Automobile
Bei aktuellen und zuku¨nftigen Fahrunterstu¨tzungssystemen und Kogni-
tiven Automobilen kommt es darauf an, aus einer Vielzahl heterogener
Sensorinformationen (z. B. Abstandsmessungen wie Ultraschall, Video,
Lidar; internen Geschwindigkeits- und Beschleunigungssensoren, Reifen-
druck, Druck- und Temperaturinformationen im Motorbereich) den Zu-
stand der Umgebung und des Fahrzeugs zu ermitteln. Wa¨hrend bislang
viele der entsprechenden Auswertealgorithmen manuell oder auf Basis
bekannter theoretischer Modelle erstellt wurden, gewinnen Data-Mining-
Ansa¨tze an Bedeutung. Ein Beispiel ist die sichere Auslo¨sung von Air-
bags [14]. Langfristig ist bei Fahrzeugen mit zunehmender Autonomie
bis hin zu vollautonomen kognitiven Fahrzeugen [21] zu rechnen.
3.4 Humanoide Roboter
Eine noch komplexere Situationseinscha¨tzung ist fu¨r humanoide Robo-
ter wie ARMAR-III des Karlsruher Instituts fu¨r Technologie notwendig
(Abb. 1.2a, [22]). Hier ist nicht nur die sichere Orientierung im Raum,
sondern auch das Erfu¨llen von Aufgaben und die natu¨rlichsprachliche
und multimodale Kommunikation mit dem menschlichen Bediener erfor-
derlich. Data-Mining-Aufgaben ergeben sich insbesondere bei der Erken-
nung von Personen, Objekten, Wo¨rtern usw. und mu¨ssen geeignet in eine
kognitive Architektur eingebettet werden [23, 24]. Als Sensorinformatio-
nen stehen Videodaten der internen Kameras des Roboters, Audiodaten,
taktile Informationen und interne Messdaten des Roboters wie Gelenk-
winkelpositionen zur Verfu¨gung. Solche Lernaufgaben erfolgen nicht nur
oﬄine, sondern zunehmend auch online beim Lernen neuer Personen [25]
und Gegensta¨nde [22]. Außerdem ko¨nnen Gefahrensituationen rechtzeitig
aus Sensordaten detektiert werden [26].
3.5 Hochdurchsatzverfahren in der Bioinformatik
Neben einer Vielzahl von Data-Mining-Anwendungen fu¨r Gensequenzen
und Microarrays gewinnen zunehmend bild- und videogestu¨tzte Hoch-
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Abbildung 1.2: a. Humanoider Roboter ARMAR-III (links), b. Roboter-
gestu¨tztes Hochdurchsatzsystem mit Mikroskop scanˆR der Fa. Olympus
(rechts).
durchsatzverfahren an Bedeutung. Ein wesentlicher Treiber dieser Ent-
wicklungen ist der Einsatz robotergestu¨tzter Mikroskope (Beispiel in
Abb. 1.2b), die eine automatische Probenhandhabung ermo¨glichen. Bei-
spielhafte Anwendungen sind die Suche nach geeigneten Substanzen fu¨r
Arzneimittel [27], fu¨r die systematische Grundlagenforschung in der Ge-
netik [28] und fu¨r die Toxikologie (z. B. die Untersuchung der Auswir-
kungen verschiedener Stoffe auf Zebraba¨rblingslarven [29] mit dem Ziel,
aufwa¨ndigere und ethisch bedenklichere Tierversuche zu reduzieren).
4 Zusammenfassung
Mit der zunehmenden Leistungsfa¨higkeit der Rechentechnik und der
Vielzahl an aufgezeichneten Daten steigt der Bedarf an Data-Mining-
Methoden fu¨r hochdimensionale Daten. Durch die schrittweise Dimensi-
onsreduktion bei hochdimensionalen Rohmerkmalen mit einer Merkmals-
extraktion, durch spezielle Verfahren fu¨r Datenstro¨me, die Datei- oder
Datenbank-basierte Verwaltung der Rohdaten und durch verteiltes Rech-
nen im Grid ko¨nnen Data-Mining-Methoden an die neuen Herausforde-
rungen angepasst werden. Folgende Regeln begu¨nstigen ein effektives und
effizientes Vorgehen:
• Orientierung an einem Data-Mining-Standard-Prozess wie [5, 6],
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• gezieltes Anstreben mo¨glichst einfacher Modelle, um die Interpre-
tierbarkeit und Implementierbarkeit zu verbessern,
• Beru¨cksichtigung der Anforderungen an das Modell (online oder
oﬄine, verfu¨gbare Ressourcen, Sicherheitsanforderungen),
• Vergleich verschiedener Verfahren,
• Nutzung eines erweiterbaren Softwarepakets wie KNIME oder
Gait-CAD, um einerseits auf existierende Implementierungen auf-
zubauen und andererseits bei Bedarf eigene anwendungsspezifische
Verfahren einzubringen.
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Reischl, Ru¨diger Alshut, Urban Liebel, Christian Bauer, Tamim Asfour,
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Online-Monitoring und Pra¨diktion der
Prozessgu¨te komplexer Batchprozesse
Christian Ku¨hnert und Thomas Bernard
Fraunhofer-Institut fu¨r Optronik,
Systemtechnik und Bildauswertung IOSB,
Fraunhoferstraße 1, 76131 Karlsruhe
Zusammenfassung Moderne verfahrenstechnische Prozesse
zeichnen sich durch einen hohen Automatisierungsgrad und zu-
nehmende Komplexita¨t aus. Die Optimierung von instationa¨ren
Prozessphasen wie z. B. dem Anfahren von Batchprozessen er-
folgt bisher im Wesentlichen basierend auf rigorosen Prozess-
modellen und dem Expertenwissen der Anlagenfahrer. Beide
Ansa¨tze sind jedoch zunehmend problematisch. Hier bieten sich
Data-Mining-Methoden an, mittels derer die archivierten Pro-
zessdaten systematisch ausgewertet und genutzt werden ko¨nnen.
Im vorliegenden Beitrag wird ein Ansatz entwickelt welcher onli-
ne wa¨hrend einer Produktion fru¨hzeitig erkennt, ob der Prozess
eine hohe Gu¨te (gemessen z. B. u¨ber, Produktqualita¨t, Rohstoff-
verbrauch oder Produktionskosten) erzielen wird. Es werden fu¨r
mehrere Prozessphasen datengetriebene Modell generiert, welche
mit einer geringen Anzahl an Merkmalen der Prozessvariablen
einen definierten Gu¨teindex mo¨glichst genau wiedergeben. Dieser
Ansatz bietet die Mo¨glichkeit, wa¨hrend der Produktion im Falle
einer drohenden, unbefriedigenden Gu¨te fru¨hzeitig gegenzusteu-
ern. Die Leistungsfa¨higkeit des vorgeschlagenen Konzeptes wird
anhand eines industriellen Batchprozesses dargestellt.
1 Einleitung
Moderne verfahrenstechnische Prozesse z. B. in der chemischen oder der
Glas-Industrie zeichnen sich durch einen hohen Automatisierungsgrad
und zunehmende Komplexita¨t aus. Die Optimierung von instationa¨ren
Prozessphasen wie z. B. dem Anfahren von Batchprozessen, Last- oder
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Produktwechsel erfolgt bisher im Wesentlichen basierend auf rigoro-
sen Prozessmodellen und dem Expertenwissen der Anlagenfahrer. Beide
Ansa¨tze sind jedoch zunehmend problematisch, da zum einen die Er-
stellung von Prozessmodellen zeit- und damit kostenaufwendig ist und
zudem bei vielen Prozessen aufgrund stark nichtlinearer Teilprozesse
bzw. Materialeigenschaften nur eine Modellbildung mit begrenzter Gu¨te
mo¨glich ist. Zum anderen ko¨nnen Anlagenfahrer die komplexen Prozesse
immer weniger u¨berschauen, so dass neue Ansa¨tze zur Optimierung in-
stationa¨rer Prozessphasen notwendig sind. Hier bieten sich Data-Mining-
Methoden an, mittels derer die archivierten Prozessdaten systematisch
ausgewertet und genutzt werden ko¨nnen [1]. Data-Mining-Methoden wer-
den im Produktionsumfeld noch vo¨llig unzureichend eingesetzt, obwohl
sie ein großes Potential hinsichtlich Prozess- und Produktoptimierung be-
sitzen. Im Projekt ProDaMi der Fraunhofer-Gesellschaft werden zur Zeit
Data-Mining-Methoden zum Einsatz im Produktionsumfeld entwickelt
und erprobt [2,3], um physikalische Prozessmodelle und Expertenwissen
zu erga¨nzen.
Ein Ansatz zur datengetriebenen Optimierung besteht darin, aus archi-
vierten Zeitreihen der Prozessgro¨ßen (Stell-, Regelgro¨ßen und weitere re-
levante Messwerte) automatisiert relevante, informationstragende Merk-
male zu extrahieren [4] und diese in Relation zu einem oder mehreren
Gu¨teindizes des Prozesses zu stellen. Bei den Gu¨teindizes kann es sich
um Bewertungsmaße fu¨r den generierten Ausschuss, die Produktqualita¨t,
Material- und Rohstoffverbrauch oder Produktionskosten handeln. Das
heißt, es wird ein datengetriebenes Modell generiert, welches mit einer
geringen Anzahl an Merkmalen der Prozessvariablen die zuvor definierte
Gu¨tefunktion mo¨glichst genau beschreibt (siehe Abbildung 2.1). Mittels
diesem Modell und den relevanten Merkmalen lassen sich optimale Merk-
malswerte der Prozessgro¨ßen und somit optimale Prozessfu¨hrungsmuster
extrahieren. Das in [5] vorgestellte Verfahren ist allerdings beschra¨nkt
auf eine Oﬄine-Analyse und eine generelle Prozessoptimierung. Im vor-
liegenden Beitrag wird ein Ansatz entwickelt, der es ermo¨glicht, online
wa¨hrend einer Produktion bereits fru¨hzeitig zu erkennen, ob der Pro-
zess einen hohe Gu¨te erzielen wird. Dieser Ansatz bietet die Mo¨glichkeit,
wa¨hrend der Produktion notfalls fru¨hzeitig gegenzusteuern.
Der Beitrag gliedert sich wie folgt. Im folgenden Abschnitt wird das
onlinefa¨hige Lo¨sungskonzept vorgestellt. Abschnitt 3 beschreibt die Vor-
gehensweise zur automatisierten Merkmalsextraktion und Abschnitt 4
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die Merkmalsselektion und Modellbildung. In Abschnitt 5 wird die An-
wendung auf einen rheologischen Batchprozess vorgestellt. Eine Zusam-
menfassung erfolgt in Abschnitt 6.
relevante
Merkmale GütefunktionModell
Abbildung 2.1: Merkmalsmodell zur Berechnung einer Gu¨tefunktion.
2 Lo¨sungskonzept
In dem hier vorliegenden Beitrag wird das in [5] vorgestellte Verfahren
zur Oﬄine-Analyse von instationa¨ren Prozessphasen hin zum Online-Mo-
nitoring und der Pra¨diktion der Prozessgu¨te erweitert.
Der Ansatz besteht darin, dass aus historischen Prozessdaten entspre-
chend eines erreichten Prozessverlaufs (charakteristiert z. B. durch be-
stimmte Zeitpunkte oder dem Grad des erreichten Sollwertes) verschie-
dene Modelle generiert werden (siehe Abbildung 2.2). Diese oﬄine gene-
rierten Modelle werden bei laufender Produktion herangezogen und zur
Pra¨diktion der Prozessgu¨te verwendet, so dass bei drohender schlechter
Prozessgu¨te fru¨hzeitig gegengesteuert werden kann. Mit fortschreiten-
der Produktion steht aufgrund der gro¨ßeren Anzahl an Messdaten ein
immer genaueres Modell zur Prognose zur Verfu¨gung. Nach einer Vor-
verarbeitung und Merkmalsextraktion der aktuellen Prozessdaten wird
das Modell der jeweiligen Prozessphase ausgewa¨hlt und fu¨r die Prognose
aktiviert.
Aktueller Verlauf
Prognose der
ProzessgüteVorverarbeitung &
Merkmalsextraktion
Modell 1
Modell n
…
Modellselektion
Abbildung 2.2: Auswahl des jeweiligen Modells zur Prognose der Prozessgu¨te.
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3 Merkmalsextraktion
Aus den Prozessdaten mu¨ssen mo¨glichst niederdimensionale informa-
tionstragende Merkmale (beispielsweise Extremwerte) extrahiert und
spa¨ter mittels einem Ranking selektiert werden. Dieser Schritt ist not-
wendig, da die Zeitreihen der Messwertverla¨ufe einen zu hochdimensiona-
len Raum beschreiben und daher anhand dieser Daten keine sinnvollen
Ergebnisse generiert werden ko¨nnen [6]. Die Auswahl dieser informa-
tionstragenden Merkmale unterliegt einer besonderen Sorgfalt, da eine
schlechte Auswahl der Merkmale dazu fu¨hrt, dass nur ein schlechtes Mo-
dell der jeweiligen Prozessphase berechnet werden kann. Daher ist es in
diesem Fall unerla¨sslich, Vorwissen in die Merkmalsauswahl mit einflie-
ßen zu lassen.
Nach einer ersten Vorverarbeitung der Daten (Entfernen fehlerhafter
Messdaten und Ausreißern sowie Resampling) [7] erfolgt der in Abbil-
dung 2.3 dargestellte prinzipielle Vorgang zur Extraktion von Merkma-
len aus Prozessdaten. Da oftmals Informationen notwendig sind, welche
nicht durch Extremwerte in den originalen Messwertverla¨ufen beschrie-
ben sind (beispielsweise schnelle Schwankung der Messgro¨ßen), werden
zusa¨tzliche Messdaten erzeugt (beispielsweise durch Ableitungen, Kom-
binationen von Messwertverla¨ufen oder bekannte physikalische Zusam-
menha¨nge). Des Weiteren erfolgt eine zeitliche Segmentierung der Mess-
reihen da oftmals nur ein Teilbereich informationstragende Elemente
entha¨lt und beispielsweise durch lokale Extremwerte beschrieben wird.
Nach der Extraktion der Merkmale wird nochmals eine Ausreißerfilterung
durchgefu¨hrt. Im folgenden Abschnitt wird das Verfahren vorgestellt, wie
aus den extrahierten Merkmalen ein Modell erzeugt wird.
Messwertverlauf MerkmaleBerechnung
zusätzlicher
Messdaten
Segmentierung
der Messdaten
Berechnung von
Merkmalen
Ausreißer-
filterung
Merkmalsextraktion
Abbildung 2.3: Erzeugen von Merkmalen aus Messdaten.
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4 Merkmalsselektion und Modellbildung
Basierend auf den extrahierten Merkmalen erfolgt ein Ranking sowie eine
Modellbildung. Dazu wird eine eingebettete Methodik verwendet, welche
eine Merkmalsselektion durchfu¨hrt und gleichzeitig die Modellparameter
optimiert. Im Gegensatz zu Filter oder Wrapper Methoden [8] wird hier-
bei also nicht zwischen Merkmalsselektion und Modellbildung unterschie-
den sondern beides in einem iterativen Ablauf gleichzeitig durchgefu¨hrt.
Als zugrundeliegendes Modell werden Support Vector Machines im Re-
gressionskontext (SVR) verwendet, welche in [9] ausfu¨hrlich erka¨rt sind.
Der prinzipielle Ablauf ist in Abbildung 2.4 dargestellt. Die SVR wird
mit einer gewa¨hlten Kernelfunktion sowie den Hyperparametern C und
 initialisiert. Daraufhin erfolgt basierend auf einer definierten oberen
Leave-one-out (LOO) Fehlergrenze [10] die Optimierung der Modellpa-
rameter, ein Ranking der einzelnen Merkmale sowie die Auswahl des op-
timalen Merkmalsraums. Dieses Verfahren wird so lange wiederholt bis
die Modellparameter sowie der Merkmalsraum gegen einen festen Wert
konvergieren. Auf das Merkmalsranking, sowie die Modellbildung wird
im Folgenden detailliert eingegangen.
ModellbildungInitialisierung
Optimierung Parameter
SVR – Modell
des Prozesses
Merkmale
Kernelfunktion
Hyperparameter
Ranking der Merkmale
Auswahl optimaler SVR
Konvergenz
Abbildung 2.4: Berechnung des Support Vector Machine Merkmalmodells.
4.1 Merkmalsranking und Parameteroptimierung basierend auf
Leave-one-out Fehlergrenzen
Zur Merkmals- und Modellselektion ist der Leave-one-out Fehler ein
wichtiger Ansatz fu¨r Support-Vector-Machines, um eine mo¨glichst hohe
Generalisierbarkeit des sich ergebenden Modells zu erreichen. Um Re-
chenzeit zu sparen, ist es ein popula¨rer Ansatz den LOO Fehler an-
zuna¨hern und eine obere Grenze zu berechnen. Dahingehend ko¨nnen
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schließlich Parameter der SVR optimiert und Merkmale ausgewa¨hlt wer-
den.
Eine Mo¨glichkeit, die in Untersuchungen gute Ergebnisse erzielt hat,
ist die in [8, 11] vorgestellte Spanbound als obere Grenze des LOO zu
berechnen. In dem hier vorliegenden Fall wird dieses Verfahren zur Op-
timierung der Hyperparameter der SVR, zum Merkmalsranking als auch
zur Berechnung des Merkmalsraums eingesetzt (siehe Abbildung 2.4).
4.2 Spanbound als obere LOO Fehlergrenze
Unter der Annahme, dass die Anzahl der Support Vektoren wa¨hrend der
Berechnung des LOO Fehlers konstant bleibt, wir die Spanbound nach
folgender Gleichung berechnet [11]:
LOO ≤
l∑
i=1
(αi + αˆi)S2i + l (2.1)
Hierzu beschreibt der Parameter l die Anzahl der Support Vektoren, α
und αˆ die sich zu der Berechnung der SVM ergebenden Langrangemulti-
plikatoren und S2i ist fu¨r jeden Support Vector der quadratische Abstand
des Raumes Φ(xi), zum Abstand des Raumes Φ(xj), welcher alle anderen
Support Vektoren beinhaltet. Die Variable GS(α, αˆ) wird im Folgenden
dazu verwendet die Spanbound zu beschreiben.
Zur Berechnung der Funktion S2i ist ein erho¨hter Rechenaufwand no¨tig.
Sie kann aber durch das ebenfalls in [11] dargestellte Verfahren an-
gena¨hert werden. S¯i
2 beschreibt hierbei die angena¨herte Funktion von
Si
2.
S¯i
2 =
1
M˜−1
− η
αi + αˆi
, mit M˜ =
[
K˜ +D I
I 0
]
(2.2)
K˜ ist eine Untermatrix, welche die freien Support Vektoren entha¨lt. Die
Werte ergeben sich durch K˜i,j = K(xi, xj) + 1C δi,j und Di,j =
η
αi+αˆi
δi,j .
Der Parameter η ist ein benutzerdefinierter Wert gro¨ßer Null und wird
hier als η = 0.01 gewa¨hlt. Eine detaillierte Beschreibung zur Wahl des
Parameters ist in [12] gegeben. Somit hat man die Mo¨glichkeit eine Va-
riable
GS(α, αˆ) =
l∑
i=1
(αi + αˆi)S¯2i + l (2.3)
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zu berechnen, welche zur Optimierung der SVM-Parameter sowie zum
Merkmalsranking eingesetzt werden kann.
4.3 Optimierung der Modellparameter
Zur Initialisierung der SVR mu¨ssen drei Parameter gewa¨hlt werden. Dies
ist die verwendete Kernelfunktion inklusive Kernelparameter, der Ge-
wichtungsfaktor C und die Breite des Tolerenzbandes  der SVR.
In dem hier vorliegenden Fall werden zur Modellbildung ausschließlich
Gauß-Kernel mit einem Initialisierungswert von σ = 1 verwendet, die Pa-
rameter der SVR werden mit C = 100 und  = 0 initialisiert und es wird
eine quadratische Verlustfunktion berechnet. Zur Parameteroptimierung
werden die beiden Parameter σ und C gewa¨hlt, der Wert  wird konstant
auf 0 gesetzt. Mittels einer Rastersuche werden die beiden Parameter be-
stimmt, welche den Wert fu¨r GS(α, αˆ) minimieren. Mittels diesem Wert
wird im na¨chsten Schritt das Merkmalsranking durchgefu¨hrt.
4.4 Merkmalsranking und Merkmalsmodelll
Zum Merkmalsranking wird der folgende ru¨ckwa¨rtsgerichtete Greedy-
Algorithmus eingesetzt welcher in a¨hnlicher Weise in [13] verwendet wird.
Zuerst wird die zuvor beschriebene Spanbound GS(α, αˆ) fu¨r alle Merk-
male bestimmt. Im na¨chsten Schritt wird ein Merkmal entfernt und fu¨r
alle verbliebenen Merkmale jeweils die Spanbound G?S(α, αˆ) berechnet.
Die sich ergebende Differenz
GSdiff = GS(α, αˆ)−G?S(α, αˆ) (2.4)
wird dazu als Rankingvariable eingesetzt.
Der Wert, fu¨r den GSdiff maximal wird, wird als letztes gerankt, da
dieses Merkmal den gro¨ßten Beitrag am Zunehmen des LOO Fehlers be-
schreibt. Daraufhin wird das optimale Merkmalsmodell berechnet. Hier-
bei wird so vorgegangen, dass unter Hinzunahme jeweils eines weiteren
Merkmals GS(α, αˆ) berechnet wird. Der berechnete Merkmalsraum be-
steht dann aus der Anzahl an Merkmalen welche das Minimum ergeben.
Letztendlich werden mittels dieser Merkmale die SVR-Parameter opti-
miert und daraufhin wiederum ein Merkmalsranking durchgefu¨hrt. Dies
erfolgt so lange, bis das Verfahren gegen eine feste Anzahl an Merkmalen
und konstante Parameter konvergiert.
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Zur Online-Anwendung des Verfahrens werden dazu die zum jeweili-
gen Zeitpunkt verfu¨gbaren Merkmale verwendet und fu¨r das definierte
Gu¨tekriterium in Relation gesetzt. Im Folgenden wird dieses Verfahren
dazu eingesetzt die Betriebsfu¨hrung eines rheologischen Glasziehprozes-
ses wa¨hrend der Anfahrphase zu u¨berwachen.
5 Anwendung auf rheologischen Batchprozess zur
Prognose der Prozessgu¨te
5.1 Aufbau des Prozesses
Als Anwendungsbeispiel wird ein industrieller rheologischer Batchpro-
zess betrachtet bei dem Glasrohre aus dickwandigen Rohzylindern ge-
zogen werden. Der Aufbau ist in Abbildung 2.5 dargestellt und detail-
liert in [14] beschrieben. Bei dem Prozess wird ein Rohzylinder langsam
durch einen Ofen gefahren, welcher auf die Temperatur ϑo aufgeheizt
wurde. Unterhalb des Ofens wird das Glas mit einer gro¨ßeren Abzugsge-
schwindigkeit aus dem Ofen gezogen und der gewu¨nschte Durchmesser
des Glasrohres u¨ber die Abzugsgeschwindigkeit geregelt. Der Prozess ist
aufgrund des dominierenden Einflusses von Strahlung extrem nichtline-
ar. Die Materialzusammensetzung ist großen Schwankungen unterworfen,
welche als stochastische Sto¨rungen interpretiert werden ko¨nnen. Daru¨ber
hinaus ist der Ofen aufgrund der hohen Temperaturen starkem Verschleiß
ausgesetzt, wodurch der Arbeitspunkt des Prozesses von Produktion zu
Produktion variiert.
Messgro¨ßen sind der Durchmesser am Ende des Verformungsbereiches
Do, der Durchmesser nach Abschluss der Verformung D sowie die Glas-
temperatur ϑg. Der Prozess wird in der Anfahrphase zuna¨chst gesteuert
betrieben (da noch nicht alle Messwerte verfu¨gbar sind) und spa¨ter in den
geregelten Modus umgeschaltet. Ein beispielhafter Produktionsverlauf ist
in Abbildung 2.6 dargestellt.
Die Gu¨te der Anfahrphase wird an der Ausschussmasse gemessen. Der
Durchmesser des Glastabes sollte daher mo¨glichst schnell und ohne U¨ber-
schwinger in ein Toleranzband gebracht werden (vgl. 2.6, Subplot 2). Das
Ziel besteht darin, ein onlinefa¨higes Prognosemodell bzgl. der Prozess-
gu¨te in der Anfahrphase zu erstellen. Die Gu¨te der Anfahrphase soll
mo¨glichst fru¨h prognostiziert werden (z. B. ob sich ein U¨berschwinger
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Abbildung 2.5: Modell des industriellen Glasziehprozesses.
des Durchmessers anbahnt), so dass entsprechende Gegenmaßnahmen
ergriffen werden ko¨nnen.
5.2 Modellbildung und Ergebnisse
Zur Modellbildung hinsichtlich der prognostizierten Ausschussmasse als
Gu¨teindex werden die Messgro¨ßen Do, D und ϑg verwendet. Die Ofen-
temperatur ist aufgrund der erwa¨hnten Verschleißerscheinungen des
Ofens fu¨r die Modellbildung nicht geeignet. Die Anfahrphase wird in
Abha¨ngigkeit des Durchmessers in sechs Abschnitte unterteilt. Die Ab-
schnitte werden bei Erreichen des Durchmessers von 30%, 50%, 70%,
80%, 90% und 100% des Soll-Durchmessers definiert (vgl. Abbildung 2.6).
Mittels dem in Abschnitt 4 beschriebenen Verfahren werden basie-
rend auf historischen Daten Muster zu Prozessu¨berwachung extrahiert.
Die jeweiligen Prozessabschnitte wurden in zwei Teile segmentiert. Die
Messdaten von D,Do und ϑg wurden zweimal numerisch differenziert
und sowohl fu¨r die beiden Segmente, als auch fu¨r die gesamte Messreihe
Maxima, Minima, Mittelwerte, Maxima-Minima, und die Koeffizienten
(Gradient und Offset) einer Steigungsgeraden verwendet.
Zur Analyse wurden 500 Produktionen herangezogen. In Tabelle 2.1
sind die Ergebnisse dargestellt. Es zeigt sich, dass schon bei 50% des
Nominaldurchmesser eine erkla¨rte Varianz von 70% erreicht wird. Das
heißt, man kann bereits fru¨hzeitig in der Anfahrphase erkennen, ob der
Prozess zufriedenstellend gefu¨hrt wird oder ob aufgrund einer progno-
stizierten schlechten Gu¨te die Prozessfu¨hrung angepasst werden muss.
Zudem zeigt sich, dass nur eine Anzahl von maximal 6 Merkmalen not-
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wendig ist, um den Prozess bezu¨glich seiner Gu¨te zu beschreiben. Wei-
ter la¨sst sich erkennen, dass die Spanbound (inbesondere bei den ersten
Abschnitten) eine gute wenn auch konservative Na¨herung fu¨r die obere
Grenze des Leave-one-out Fehlers darstellt.
Prozessphase 30% 50% 70% 80% 90% 100%
Anzahl Merkmale 5 5 4 6 4 6
Spanbound 0.60 0.54 0.45 0.43 0.38 0.35
LOO 0.51 0.42 0.33 0.30 0.28 0.23
VAF 52,8% 71,5% 78,3% 82,2% 85% 85,9%
Tabelle 2.1: Prozessgu¨te des berechneten Modells. Schon bei D
DN
= 50% la¨sst
sich die spa¨tere Gu¨te zufriedenstellend prognostizieren.
Aktivierung der Regelung
Definiertes
Toleranzband
Prognose der
Prozessgüte mittels SVR
(30%, 50%, 70%, 80%,90%, 100%)
Abbildung 2.6: Beispielhafte Produktion des Glasziehprozesses. Zusa¨tzlich
eingezeichnet sind Kriterien fu¨r die Modellbildung.
In Tabelle 2.2 sind die Merkmale der einzelnen Modelle nach ihrem
Rang dargestellt sowie das diskriminative Potential der Merkmale in
Form der erkla¨rten Varianz (d. h. welchen relativen Beitrag die einzel-
nen Merkmale auf den Wert des Gu¨teindex haben). Es zeigt sich, dass
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Merkmale von allen zur Modellbildung verwendeten Messgro¨ßen D,Do
und ϑg auftreten (und nicht nur z. B. ein Messwert dominant ist).
Merkmal
Phase 1 2 3 4 5 6
30 % 2. AbleitungMinimumDo
21%
2. Ableitung
MaximumDo
35%
Mittelwertϑg
45%
1. Ableitung
MinimumD
49%
1. Ableitung
MittelwertDo
52%
50 %
1. Segment
2. Ableitung
MaximumDo
25%
1. Ableitung
Mittelwertϑg
50%
OffsetDo
69%
GradientD
71%
70 % GradientD
33%
2. Segment
1. Ableitung
Mittelwertϑg
67%
1. Ableitung
MittelwertD
72%
OffsetD
73%
1. Ableitung
Maximumϑg
78%
80 %
1. Segment
MaximumD
51%
1. Segment
1. Ableitung
SchwankungD
57%
2. Segment
2. Ableitung
MittelwertDo
72%
Mittelwertϑg
77%
Maximumϑg
80%
2. Segment
1. Ableitung
SchwankungD
82%
90 % 1. AbleitungMittelwertDo
33%
1. Ableitung
SchwankungDo
67%
1. Segment
MaximumD
73%
MittelwertD
85%
100 % Gradientϑg
29%
1. Ableitung
Offsetϑg
56%
1. Segment
2. Ableitung
MittelwertD
76%
2. Segment
1. Ableitung
MinimumD
80%
1. Segment
Schwankungϑg
85%
2. Ableitung
Offsetϑg
86%
Tabelle 2.2: Ausgewa¨hlte Merkmale fu¨r ein Modell. Zeilen zeigen die jeweils
erreichte Prozessphase D/Dn, Spalten die jeweils verwendeten Merkmale.
6 Zusammenfassung
Im vorliegenden Beitrag wurde ein Ansatz vorgestellt, der es ermo¨glicht,
wa¨hrend einer Produktion bereits fru¨hzeitig zu erkennen, ob der Pro-
zess eine hohe Gu¨te (gemessen z. B. u¨ber Ausschuss, Produktqualita¨t,
Produktionskosten) erzielen wird. Es werden fu¨r mehrere Prozessphasen
datengetriebene Modell generiert welche mit einer geringen Anzahl an
Merkmalen der Prozessvariablen einen definierten Gu¨teindex mo¨glichst
genau wiedergeben. Der Ansatz bietet die Mo¨glichkeit wa¨hrend der Pro-
duktion im Falle eines drohenden unbefriedigenden Gu¨teindex fru¨hzeitig
gegenzusteuern. Die Leistungsfa¨higkeit des vorgeschlagenen Konzeptes
wurde anhand eines industriellen Batchprozesses dargestellt. Es zeigt
sich, dass bereits eine geringe Anzahl an Merkmalen (4–6) ausreicht um
eine gute Prognose der Prozessgu¨te zu erreichen. Eine aussagekra¨ftige
Prognose ist schon bei circa 50% des Nominaldurchmessers mo¨glich, so
dass bereits fru¨hzeitig Gegenmaßnahmen ergriffen werden ko¨nnen. Ak-
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tuelle Arbeiten bescha¨ftigen sich mit der automatisierten Anpassung der
Prozessfu¨hrung, falls eine negative Gu¨te prognostiziert wird.
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Zusammenfassung Trackingsysteme stellen Bewegungsinfor-
mationen u¨ber Objekte zur Verfu¨gung. Diese Bewegungsinfor-
mationen ko¨nnen mit zusa¨tzlichen Daten kombiniert werden, um
Higher-Level-Fusionssysteme zu konstruieren, die zur Erkennung
von Verhaltens- und Bedrohungsmustern dienen, und somit zur
Situation Awareness beitragen. Muster, die interessante Situatio-
nen charakterisieren, ko¨nnen sich von Zeit zu Zeit a¨ndern und
ha¨ngen von der spezifischen Fragestellung ab. In diesem Arti-
kel stellen wir eine Methode vor, Datenbanksysteme als zentrale
Komponente in einem Higher-Level-Fusionssystem zur Entde-
ckung spezieller Situationen zu verwenden. Es wird eine Syste-
marchitektur pra¨sentiert, die kommerzielle Datenbankmanage-
mentsysteme nutzt. Schließlich wird die Mo¨glichkeit diskutiert,
Muster zur Anomalieerkennung in Trackingszenarien mittels Re-
lationaler Algebra auszudru¨cken.
1 Einfu¨hrung
Als Anomaliedetektion werden Verfahren bezeichnet, die Informationen
aus verschiedenen Quellen beziehen, miteinander in Verbindung bringen
und den Benutzer warnen, wenn irgendetwas ”irregula¨res“ aufgetreten
ist und besondere Aufmerksamkeit oder eine Reaktion erfordert. Dazu
mu¨ssen unter Umsta¨nden auch Kontextinformationen einbezogen wer-
den, die Einsicht in sonst unbeobachtbare Situationen erlauben oder die
Genauigkeit, die Verla¨sslichkeit oder die Kosten des Ergebnisses verbes-
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sern. Im milita¨rischen Bereich wird hierbei von ”Situation Awareness“,
zu Deutsch etwa ”Situationsbewusstsein“ gesprochen.
Die verwendeten Informationen ko¨nnen aus den verschiedensten Quel-
len stammen, aber generell la¨sst sich zwischen dynamisch vera¨nderlichen
Daten, wie z. B. Bewegungsdaten aus Sensormessungen, und langsam
vera¨nderlichen, eher statischen Daten aus Kontextinformationen unter-
scheiden. Was als ”regula¨r“ oder ”irregula¨r“ aufgefasst wird, ha¨ngt ei-
nerseits von den Informationsinhalten ab, andererseits aber von der Na-
tur der beobachteten Ereignisse, oder anders gesagt, von der Art des
Verhaltens. Beides kann sich von Zeit zu Zeit a¨ndern, Kriterien der Un-
terscheidung von Regularita¨t bzw. Irregularita¨t ko¨nnen verworfen oder
hinzugefu¨gt werden. Anomaliedetektionssysteme sollten daher in ihrem
Aufbau flexibel sein, man sollte sie a¨ndern ko¨nnen, ohne das System neu
zu entwickeln.
Datenbanksysteme (DBS) sind ein ma¨chtiges Werkzeug, um Daten
aus verschiedenen Quellen mittels Abfragen auszuwerten und zu fusio-
nieren. Obwohl solche Systeme oft als Verwaltungssysteme fu¨r langsam
vera¨nderliche Daten angesehen werden, sind Datenbanksysteme weitaus
ma¨chtiger: Sie ko¨nnen Daten nahezu in Echtzeit fusionieren und Be-
rechnungen darauf ausfu¨hren. In einem ku¨rzlich vorgestellten Artikel [1]
zeigten wir, wie DBS so konstruiert werden ko¨nnen, dass sie Radar-Sens-
ordaten einlesen und einen Trackingalgorithmus darauf ausfu¨hren. Dabei
speichert das System die Zwischenergebnisse ab, um die Verarbeitungs-
geschwindigkeit zu erho¨hen.
In diesem Beitrag wird gezeigt, wie ein solches System dergestalt er-
weitert werden kann, dass es nicht nur die Bewegung der Objekte nach-
vollzieht, sondern daru¨ber hinaus durch eine inhaltliche Interpretation
des dynamischen Verhaltens auch ”Situation Awareness“ liefert.
2 Motivation fu¨r Situation-Awareness-Systeme
Mit der stetigen Entwicklung der Informations-, Kommunikations- und
Sensortechnologie ist es mo¨glich geworden, Sensornetzwerke aufzubau-
en, die in Echtzeit nahezu jede messbare Gro¨ße zur Verfu¨gung stellen
ko¨nnen. Gleichzeitig mit den wachsenden Mo¨glichkeiten ist auch der Be-
darf im zivilen und milita¨rischen Umfeld zur Auswertung dieser Daten
gewachsen, um Bedrohungen, Katastrophen, technische Probleme oder
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a¨hnliches erkennen zu ko¨nnen. Man kann sagen, dass die Entwicklung
an einem Punkt angekommen ist, an dem nicht mehr die Gewinnung
von Daten das Hauptproblem ist, sondern der U¨berfluss an Daten, ohne
dass der gro¨ßtmo¨gliche Gewinn an Information daraus gezogen werden
ko¨nnte. Ein Beispiel: Im Internet befinden sich zur Zeit nach Exper-
tenscha¨tzungen 492 Trillionen Bytes, und diese Menge verdoppelt sich
alle zwei Monate [2]. Es ist also unmo¨glich fu¨r einen Menschen, sich das
gesamte Internet anzusehen.
A¨hnlich verha¨lt es sich mit den Sensordaten. Im Jahre 2009 waren
allein 150 aktive Milita¨rsatelliten, darunter 54 reine Sensortra¨ger, rund
um die Uhr und rund um die Erde im Einsatz. Die Zahl der Flugzeuge,
Schiffe, Landfahrzeuge usw., die ebenfalls als Sensorplattformen dienen,
ist schier unermesslich. Alle diese Sensordaten ko¨nnen dabei ungenau, un-
vollsta¨ndig, zweideutig oder unauflo¨sbar sein, Messwerte ko¨nnen falsch
oder verfa¨lscht worden sein. Diese Probleme lassen sich praktisch nicht
vermeiden. Deshalb ist die Ableitung von Informationen aus Sensordaten
nicht trivial und hat z. B. in der Radartechnik zu ausgefeilten Tracking-
methoden gefu¨hrt [3–6]. Tracking- und Fusionstechniken sind zu einer
Schlu¨sseltechnologie herangereift, sie besitzen aber daru¨berhinaus das
Potential zur Situation Awareness und ko¨nnen dadurch wesentlich zur
Unterstu¨tzung in Entscheidungssystemen beitragen.
Es gibt einen breiten Anwendungsbereich fu¨r Situation-Awareness-Sys-
teme. Im milita¨rischen Umfeld ko¨nnte das z. B. Systeme sein, die
• das Eindringen feindlicher Flugzeuge in den Luftraum identifizieren
• Zivilfahrzeuge von (para-)milita¨rischen Fahrzeugen unterscheiden
• Piratenangriffe auf Schiffe erkennen
Im zivilen Bereich ko¨nnte ein solches System genutzt werden, um
• Verkehrsstaus, Unfa¨lle oder Geisterfahrer zu identifizieren
• Vogelschwa¨rme, die den Luftverkehr gefa¨hrden, zu identifizieren
• Personen, die gefa¨hrliches Material bei sich tragen, zu identifizieren,
hier in Kombination mit Chemo-Sensoren
usw. In all diesen Fa¨llen wu¨rde ein automatisches System die Last
von menschlichen Operatoren abnehmen, die sich die Trackingergeb-
nisse ansehen mu¨ssen, eine auf Grund der Seltenheit solcher Ereignisse
ermu¨dende und somit fehleranfa¨llige Ta¨tigkeit.
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3 Kriterien fu¨r Anomalien
Im vorigen Abschnitt wurden einige Beispiele fu¨r Situation-Awareness-
Systeme angegeben. Es leuchtet ein, dass die Beobachtung realer Situa-
tionen zwecks Bedrohungserkennung vom Wissen u¨ber ”anormale“ Er-
eignisse abha¨ngt, die entweder direkt definierbar sind oder sich als Ab-
weichung von Mustern gewo¨hnlichen Verhaltens ausdru¨cken lassen. Es
lassen sich nun einige Parameter definieren, die sich als Indikatoren fu¨r
anormale Ereignisse eignen.
Musterbasierte Filterung Die Detektion einiger Anomaliearten basiert
auf Objektklassifikation in Kombination mit Kontextinformationen. Ge-
genseitige Objektbeziehungen, die fu¨r die Anomaliedetektion relevant
sind, ko¨nnen aus Mehrziel-Tracking-Techniken abgeleitet werden. Zum
Beispiel kann bei Objekten, die gruppenweise von der selben Quelle zur
selben Senke fahren, vermutet werden, dass diese Objekte zur selben
Gruppe geho¨ren. Wenn dann ein Objekt dieser Gruppe als zugeho¨rig zu
einer bestimmten Objektklasse bestimmt werden kann, la¨sst sich dies
zur Klassifikation der gesamten Gruppe nutzen. Auch ko¨nnen Aufspal-
tungsereignisse von Interesse sein, z. B. ko¨nnten so Raketenabschu¨sse
oder Wasserungen von Speedbooten von Mutterschiffen erkannt werden.
U¨bliche Trackinganwendungen gewinnen Informationen gema¨ß der
”Level-1-Klasse“ der etablierten Terminologie des JDL-Modells der In-
formationsfusion (siehe [5, Kapitel 2] und die dort zitierte Literatur).
Aber reine Bewegungsdaten sind nicht das einzige, was aus Tracks ge-
wonnen werden kann. Wenn man die Historie eines bewegten Objekts
analysiert, auch bekannt als ”Retrodiktion“, einem Kunstwort, dass als
Gegenteil von Pra¨diktion fungiert, la¨sst sich mehr Information aus den
Bewegungsdaten ableiten [6].
Abbildung 3.1 zeigt ein Beispiel fu¨r Retrodiktion. Im linken Bild sind
hypothetische Tracks zweier Objekte (gelbe und orange Punkte) zu se-
hen. Im rechten Bild werden durch blaue Punkte die Hypothesen angege-
ben, die durch ”Nachlese“ der Objekthistorie verworfen werden konnten.
Nachdem die Qualita¨t der Tracks durch Retrodiktion verbessert wur-
de, ko¨nnen die mit den Tracks verbundenen Objekte anhand folgender
Gesichtspunkte klassifiziert werden:
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Abbildung 3.1: Luftszenario mit einem Abfangja¨ger und einem hohen
Clutter-Hintergrund. Das linke Bild zeigt die Ergebnisse der Filterung, die
mehrere Track-Hypothesen zula¨sst. Das rechte Bild zeigt die Tracks nach der
”
Retrodiktion“, die zu einem Track fu¨r jedes Ziel fu¨hrt und somit die Identifi-
kation eines Nahkampf zula¨sst.
1. Geschwindigkeitshistorie: Schnelle Objekte ko¨nnen von langsame-
ren abgegrenzt werden, z. B. Schnellboote von Schiffen oder Heliko-
pter von Kampfjets oder Zivilflugzeugen. Helikopter verraten sich
unter anderem auch dadurch, dass sie in der Luft stillstehen.
2. Beschleunigungshistorie: A¨hnliche U¨berlegungen wie zur Ge-
schwindigkeit lassen sich auch in Bezug auf die Beschleunigung
anstellen. Ein Kampfjet kann beispielsweise ho¨here Beschleunigun-
gen aushalten als Zivilflugzeuge. Bestimmt Waffensysteme begren-
zen zudem den Beschleunigungsbereich von Kampfjets, ein schnell
Kampfflugzeug hat also solche Waffen nicht (mehr).
3. Richtung, Sichtwinkel : Diese Attribute ko¨nnen mit dem Doppler-
auflo¨sungsspektrum kombiniert werden, um das Objekt zu klassi-
fizieren.
Die Ergebnisse eines solchen Filterprozesses nach Retrodiktion in Ver-
bindung mit Kontextinformationen ko¨nnen also ”Standard“-Objektver-
halten oder Abweichung davon entlarven.
Verletzung von Raum-Zeit-Regularita¨tsmustern Aus den verfu¨gbaren
Informationen eines JDL-Level-1-Trackers lassen sich unter Verwendung
von Kontextinformationen gewisse Schlu¨sse ziehen. So existieren im Be-
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reich der See- und Luftu¨berwachung vorgegebene Fahr- und Flugkorri-
dore, a¨hnlich wie Straßen im Fahrzeugverkehr. Insbesondere lassen sich
Methoden, die urspru¨nglich fu¨r straßenkartenbasiertes Tracking entwi-
ckelt wurden, auf diese Bereiche u¨bertragen. Somit ist es mo¨glich, Hypo-
thesen wie ”Schiff/Flugzeug verla¨sst vorgesehenen Korridor“ gegen die
Hypothese ”Schiff/Flugzeug ha¨lt vorgesehenen Korridor ein“ zu testen.
Offensichtlich la¨sst sich dann aus der Tatsache, dass ein Objekt seinen
vorgesehenen Korridor verla¨sst, eine Higher-JDL-Level Information mit
vielen Schlussfolgerungen u¨ber Objekttyp und mo¨gliche Absichten ab-
leiten. Es besteht auch die Mo¨glichkeit, umgekehrt aus der Analyse von
”spurfolgenden“ Objekten pra¨zise und aktuelle See-/Luftkarten zu gewin-
nen, d.h. es la¨sst sich Kontextinformationen aus Sensordaten gewinnen.
Somit kann eine na¨here Analyse von JDL-Level-1-Tracks ein Schlu¨ssel
zur Erkennung solcher anomalen Ereignisse sein. Es seien als weitere
Beispiele genannt:
1. Seltene Ereignisse: Die Kombinationen von Tracks mit Kontext-
informationen wie Straßenkarten ermo¨glicht es beispielsweise, die
Fahrt eines LKW auf einem Waldweg in der Nacht als außer-
gewo¨hnliches oder seltenes Ereignis zu identifizieren.
2. Gemeinsame Historie: Mehrzieltracker ko¨nnen Bewegungsgruppen
identifizieren. Wenn sich eine als ”feindlich“ identifizierte Gruppe
aufteilt, kann daraus geschlossen werden, dass alle einzelnen Ob-
jekte feindlich sind.
3. Objektquellen und -senken: Die Analyse vieler Tracks ermo¨glicht die
Identifikation gemeinsamer Start- und Endpunkte, die als Quellen
und Senken von Objekten identifiziert werden ko¨nnen, z. B. Flug-
zeugtra¨ger oder U-Boot-Bunker.
Auswertung schlecht auflo¨sbarer Sensorattribute Zukunftsweisende
Anwendungen im Hafenschutz oder in der Schiffszugangskontrolle beno¨-
tigen neuartige Informationsquellen wie Chemosensoren zur Detektion
”anomaler“ Materialien wie Sprengstoffe. Chemosensoren verfu¨gen je-
doch prinzipbedingt u¨ber eine schlechte Raum-Zeit-Auflo¨sung, da sich
die chemische Signatur (”Geruch“) erst verbreiten muss. Auch la¨sst sich
die ra¨umliche Verteilung von Duftstoffen schwer berechnen [7], diese Sen-
soren ko¨nnen daher die Quelle nicht lokalisieren, sie mit dem Merkmal-
stra¨ger assoziieren oder tracken. Umgehen la¨sst sich dieser Nachteil je-
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doch durch Fusion mehrerer ra¨umlich verteilter Chemosensoren sowie ki-
nematischer Trackdaten von Objekten im Beobachtungsfeld. Anders ge-
sagt, wird durch die Anwendung von Trackingalgorithmen eine zusa¨tzlich
Raum-Zeit-Dimension fu¨r die Verarbeitung der Chemoattribute aufge-
spannt (siehe auch Abschnitt 5.3).
3.1 Vera¨nderliche Kriterien und die Notwendigkeit von Flexibilita¨t
Die oben genannten Kriterien ko¨nnen sich mit der Zeit a¨ndern. Wenn
z. B. Bomber von Kampfflugzeugen auf Grund ihrer Beschleunigungcha-
rakteristik unterschieden werden sollen, die technische Entwicklung aber
agilere Bomber hervorgebracht hat, ist es notwendig, die verwendeten
Kriterien dahingehend anzupassen. Ein anderes Beispiel wa¨re, dass ein
unbefestigter Weg befestigt wurde, so dass die Kontextdaten zu a¨ndern
sind. In beiden Fa¨llen wa¨re es wu¨nschenswert, ein mo¨glichst flexibles
System zu haben, dass an neue Anforderung angepasst werden kann, oh-
ne das System komplett neu zu programmieren. Im na¨chsten Abschnitt
wird gezeigt, dass diese Flexibilita¨t mit Datenbankmanagementsystemen
erreicht werden kann.
4 Ein inkrementelles, DBS-basiertes Tracking-System
In einem ku¨rzlichen erschienen Artikel [1], haben wir eine effiziente Lo¨-
sung zur direkten Implementierung eines Trackingalgorithmus in SQL
vorgestellt, der auf einem Sensordatenstrom arbeitet, der kontinuierlich
in eine konventionelle Datenbank geschrieben wird. Der Algorithmus ba-
siert auf dem Probabilistischen Multihypothesentracking (PMHT) mit
integriertem Likelihood-Test zur Zielzahlscha¨tzung und ist somit in der
Lage, mehrere Objekte zu verfolgen [8, 9]. Da die Sensordaten in einer
relationalen Datenbank abgelegt und verwaltet werden, wurde die ge-
samte Berechnung mittels SQL-Abfragen, die auf dem Strom arbeiten,
durchgefu¨hrt. Die SQL-Ausdru¨cke ko¨nnen als kontinuierliche Anfragen
(Continuous Queries) angesehen werden, die die Basisdaten automatisch
neu auswerten, sobald neue Daten eintreffen. Um den Berechnungspro-
zess zu beschleunigen, werden die Abfrageergebnisse als materialisierte
SQL-Sichten gespeichert, die inkrementell mittels Updatepropagierung
(UP) [10–13] aktualisiert werden. Der UP-Prozess selbst wird durch ein
System von Triggern kontrolliert, die bei Ankunft neuer Daten auslo¨sen
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Abbildung 3.2: Vergleich zwischen beiden Auswertungsverfahren. Die naive
Neuberechnung des LR-Tests im PMHT-Tracker (links) fu¨hrt zu u¨ber-linearer
Laufzeit, der inkrementelle Ansatz hat lineare Laufzeit (rechts). Man beachte
die unterschiedliche Skalierung der Zeitachsen.
und dann die die Delta-Regeln anwenden, durch die die Auswertung auf
die neu hinzugekommen Daten beschra¨nkt werden kann.
Ein großer Vorteil dieses Ansatzes liegt darin, dass er im Vergleich
zu extern realisierten Lo¨sungen flexibel, deklarativ und somit leicht mo-
difizierbar ist. Zusa¨tzlich erlaubt der DBMS-basierte Ansatz synchroni-
sierten Mehrbenutzerzugriff und ist auf Grund des Transaktionsmanage-
ments des DBMS robust gegen Systemausfa¨lle. Ein wesentliches Ergebnis
unserer Untersuchungen ist der erzielte Geschwindigkeitsgewinn durch
die inkrementelle A¨nderungspropagierung. Die gemessenen Performance-
Ergebnisse fu¨r die naive Neuberechnung im Vergleich zur inkrementellen
Methode sind in Abb. 3.2 dargestellt.
Zur Veranschaulichung des Trackings mittels SQL hier die Sichtdefi-
nition (VIEW-Definition) fu¨r das Erwartungsgewicht, welches im PMHT-
Prozess beno¨tigt wird. Es handelt sich um die laufende Summierung des
Logarithmus einer Gaussdichte:
CREATE VIEW ewGauss AS
SELECT t, est.n,log(GAUSS(m.x,e.x,m.y,e.y) *pi.p11+pi.p10) AS lr
FROM measurement AS m, estimate AS e, pi
WHERE m.t=est.t AND pi.t=m.t
Der Updatepropagierungsmechanismus funktioniert nun wie folgt: In
Anomalieerkennung in Tracking-Datenbanken 33
dem betrachteten Szenario werden ha¨ufige Einfu¨gungen, z. B. seku¨ndlich,
in die Tabelle measurement, die die Sensormesswerte entha¨lt, erwartet.
Dies fu¨hrt dann zu induzierten A¨nderungen in der Sichthierarchie des
DBS.
Der unten definierte Trigger new meas u¨berwacht nun die Ankunft neu-
er Sensordaten. Gema¨ß der Berechnungsvorschrift fu¨r das Erwartungs-
gewicht wird die materialisierte Sicht TBLewGauss nun mittels einer spe-
zialisierten INSERT-Anweisung im Aktionsteil des Triggers aktualisiert:
CREATE TRIGGER new meas
BEFORE INSERT ON measurement FOR EACH ROW BEGIN
INSERT INTO TBLewGauss
SELECT NEW.t,NEW.n,GAUSS(NEW.x,e.x,NEW.y,e.y)*pi.p11+pi.p10 AS lr
FROM estimate as e, pi WHERE e.t=NEW.t;
END
Die Zustandsvariable NEW bezieht sich dabei auf die eingefu¨gten Tupel
neuer Messwerte in der Tabelle measurement. In der praktischen Imple-
mentierung mu¨ssen mehr Kriterien auf den Daten gepru¨ft werden, eine
tiefergehende Beschreibung findet sich in [1].
5 Anomaliebeschreibung mittels Relationaler Algebra
Wenn es gelingt, Higher-Level-Fusionsaufgaben durch Ausdru¨cke in Re-
lationaler Algebra (RA) zu beschreiben (wobei Skalar- und Aggregat-
funktionen, ebenfalls erlaubt sind), dann kann das bestehende Tracking-
datenbanksystem zu einem Anomaliedetektionssystem erweitert werden.
Ein solches System wu¨rde dann von der oben erwa¨hnten Flexibilita¨t pro-
fitieren: Wenn neue Kriterien im System implementiert werden sollen,
genu¨gt es, entsprechende Ausdru¨cke hinzuzufu¨gen oder bestehende zu
modifizieren. Aufgrund der logischen Datenunabha¨ngigkeit in Relationa-
len Datenbanken sind die Modifikationen fu¨r den Benutzer transparent
und ko¨nnen auch im laufenden System durchgefu¨hrt werden.
5.1 Geschwindigkeits- und Beschleunigungklassifikation
Als Anschauungsbeispiel nun ein Algebrasystem, dass die aktuelle Posi-
tion mo¨glicher Bedrohungen am Boden aus der Luft identifiziert. Ange-
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nommen, diese Bedrohungen seien Hubschrauber, Milita¨rflugzeuge und
Kampfjets, wobei letztere auch Bedrohungen fu¨r Flugzeuge sind. Ein
mo¨gliches RA-Gleichungssystem ko¨nnte so aussehen:
flightObjects = σheightOverGround>10(objectTracks)
militaryPlanes = σvelocity≥300(flightObjects)
helicopters = σvelocity<10(flightObjects)
fighterJets = σacceleration>3(militaryPlanes)
wingsArms = σacceleration>6(fighterJets)
threats = piID,x,y,z(σt=max(t)((helicopters ∪militaryPlanes)))
airThreat = piID,x,y,z(σt=max(t)(fighterJets))
(3.1)
In der ersten Gleichung werden alle Bodenobjekte ausgefiltert (Ho¨he un-
ter 10 m). In den zwei na¨chsten Gleichungen werden die Flugobjekte
nach ihrer Geschwindigkeit in zwei Klassen aufgeteilt. Die folgenden zwei
Gleichungen teilen die Objekte nach Beschleunigungsvermo¨gen auf. Dann
werden Bedrohungen ausgefiltert. In der letzten Gleichung werden dann
noch die Kampfflugzeuge als Luftbedrohung klassifiziert.
5.2 Kombination mit Kontextinformationen
Angenommen, im System sei eine Karte mit Informationen u¨ber den
Straßenausbau gespeichert. Es sei onRoad eine boolsche Skalarfunktion,
die genau dann ”wahr“ zuru¨ckliefert, wenn ein Punkt auf der Straße liegt.
Folgender RA-Ausdruck wu¨rde uns dann alle LKW liefern, die nachts auf
einem Feldweg fahren (siehe S. 30):
rareSituation = σweight>3500∧(t<6:00∨t>22:00)(Cars)
1onRoad(Cars.x, Cars.y, r.x1, r.y1, r.x2, r.y2) (σr.quality=’Dirt’(Roads)))
(3.2)
Eine a¨hnliche Gleichung wu¨rde Off-Road-Ziele zuru¨ckliefern:
offRoad = CarsnonRoad(Cars.x, Cars.y, r.x1, r.y1, r.x2, r.y2)Roads (3.3)
5.3 Kombination verschiedener Sensoren
Die na¨chste Stufe der Datenfusion ist die Kombination von Sensoren
verschiedenen Typs, beispielsweise die Kombination chemischer Sensoren
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mit Lokalisierungssensoren. Das System verfu¨ge u¨ber Bewegungssenso-
ren und einen Trackingalgorithmus, der die Bewegung von Personen im
U¨berwachungsbereich (Field of View – FoV) verfolgt, sowie u¨ber chemi-
sche Sensoren, die die Konzentration chemischer Substanzen in der Luft
messen. Das ”Field of Smell“ fu¨r jeden chemischen Sensor kann dann in
einer Stammdatentabelle gespeichert werden:
ID x1 y1 x2 y2
1 0 0 1 1
2 4 4 3 2
. . .
Dann kann die Trackinginformation mit der chemischen Detektion kom-
biniert werden, um die mo¨glichen Substanztra¨ger zu detektieren:
possCarr = Tracks 1tracks.x<fos.x1∧...∧tracks.y>fos.y2 FoS
1fos.id=Sensor.id∧tracks.t = Sensor.t (σppm>300(Sensor)).
(3.4)
Nun werden noch alle Personen ausgefiltert, die als mo¨glich Substanz-
tra¨ger zu verschiedenen Zeiten in Betracht kommen:
suspects = ρpc1←possCarr(possCarr)
1pc1.ID=pc2.ID∧pc1.t>pc2.t ρpc2←possCarr(possCarr)
(3.5)
6 Fazit
In diesem Beitrag wurde gezeigt, dass Trackdaten u¨ber den kinemati-
schen Zustand hinaus wertvolle Informationen liefern. Es ist mo¨glich,
Objekte und Situationen mittels Musteranalyse auf der Trackdatenhis-
torie und mittels Kontextinformationen zu klassifizieren. Diese Klassifi-
kation ermo¨glicht die Konstruktion von Situation-Awareness-Systemen,
die den Benutzer beim Auftreten bestimmter Ereignisse warnen. Rela-
tionale Datenbanksysteme sind ein starkes und flexibles Werkzeug zur
Verarbeitung von Datenstro¨men und Kontextinformationen und ko¨nnen
zu Trackingdatenbanken weiterentwickelt werden. Inkrementelle Upda-
tepropagierung kann Trackingdatenbanksysteme beschleunigen. All dies
kann mit schon verfu¨gbarer Technologie realisiert werden. Schließlich
wurden einige Beispiele fu¨r Kriterien zur Higher-Level-Fusion vorge-
stellt und gezeigt, wie diese in Relationaler Algebra ausgedru¨ckt werden
ko¨nnen.
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Der na¨chste Schritt ist nun die Entwicklung eines automatischen Regel-
compilers, der RA- oder SQL-Ausdru¨cke automatisch in Triggersysteme
zur inkrementellen Updatepropagierung u¨bersetzt.
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Infrastrukturen von automatisierten
Messnetzen zur Erfassung und
U¨berwachung von Schadstoffimmissionen
Kay Werthschulte
Elektroniksystem- und Logistik GmbH
Livry-Gargan-Straße 6, 82256 Fu¨rstenfeldbruck
Zusammenfassung Die U¨berwachung und Einhaltung der
in dem Bundesimmissionsschutzgesetz und den zugeho¨rigen
Verwaltungsordnungen rechtlich verbindlichen Grenzwerte fu¨r
Schadstoffemissionen und -immissionen erfordern eine dezentra-
le und großfla¨chige Erfassung von umweltrelevanten Messgro¨ßen.
Neben der Erfassung der Daten in einem engen Toleranzbereich
ist auch die Auswahl der Messstellen ein wesentlicher Bestand-
teil der Messplanung. Mit der Umsetzung der EU-Luftqualita¨ts-
rahmenrichtlinie und deren Tochterrichtlinien ziehen U¨berschrei-
tungen von Grenzwerten die Einfu¨hrung von Maßnahmen zur
Reduzierung der Schadstoffeintra¨ge und damit die Senkung der
Immissionswerte nach sich, was sich besonders bei den PM10-
Feinstaubgrenzwerten gezeigt hat. Im Beitrag werden die not-
wendigen Messverfahren und die erforderliche Infrastruktur der
verteilten Messnetze, die sich sowohl auf Landes-, als auch auf
Bundesebene erstrecken, vorgestellt. Anhand aktueller Immissi-
onsmessungen wird dabei auf die Auswirkungen der Schadstoff-
u¨berwachungsmaßnahmen und die zugeho¨rigen Auswertungen
der Daten eingegangen.
1 Einleitung
Seit der Einfu¨hrung des Bundesimmissionsschutzgesetzes sind der Bund
und die La¨nder zur U¨berwachung umweltrelevanter Schadstoffe verpflich-
tet. Mit der Einfu¨hrung europa¨ischer Richtlinien wurde ein EU-u¨ber-
greifendes Gesetzeswerk geschaffen, das international gu¨ltige Grenzwer-
te fu¨r festgelegte Stoffgruppen vorgibt. Mit der Verabschiedung der eu-
ropa¨ischen Richtlinie 96/62/EG im Jahre 1996 [1] und der nachfolgenden,
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dazugeho¨rigen Tochterrichtlinien wurden gesetzliche Immissionsgrenz-
werte vorgegeben, die mit U¨bergangsfristen in die deutsche Gesetzge-
bung eingebunden werden mussten. Diese sind als Erga¨nzung zu den bis
dahin bestehenden Richtlinien fu¨r die Grenzwerte von Schwebstaub und
Schwefeldioxid [2], Bleigehalt der Luft [3], Stickoxid [4] und Ozon [5] zu
sehen. Wesentliche nationale Vorgaben sind durch das Bundesimmissi-
onsschutzgesetz (BImSchG, [6, §44]), die 22. Bundesimmissionsschutzver-
ordnung (22.BImSchV) [7], die 33. Bundesimmissionsschutzverordnung
(33.BImSchV) und die Technische Anleitung zur Reinhaltung der Luft
(TA Luft) [8] in der letzten Ausgabe von 2002, die sowohl Vorschriften
fu¨r genehmigungsbedu¨rftige und nicht genehmigungspflichtige Anlagen
entha¨lt, gegeben.
Zur Erreichung der Luftqualita¨tsziele wird in den vorgenannten gesetz-
lichen Bestimmungen unter anderem die Erfassung der Komponenten
Schwefeldioxid, Stickstoffdioxid und -monoxid, Partikel, Blei [9], Ben-
zol, Kohlenmonoxid [10] und Ozon [11] vorgeschrieben. Fu¨r die Feststel-
lung von U¨berschreitungen der Immissionsgrenzwerte sind unterschiedli-
che Methoden vorgesehen, darunter Messungen sowie Aufstellungen von
Modellrechnungen und Scha¨tzungen.
Eine U¨berwachung wird in Ballungsra¨umen (vgl. [1, Artikel 9] fest-
geschrieben und im BImSchG durch die Maßgabe der Festlegung von
Untersuchungsgebieten in deutsches Recht u¨bernommen [6, vgl. §44], so-
fern sie bestimmte Kriterieren erfu¨llen. So ist in der 22. Verordnung zur
Durchfu¨hrung des Bundesimmissionsschutzgesetzes die Einstufung eines
Gebiets als Ballungsraum an die U¨berschreitung von unteren Beurtei-
lungsschwellen gebunden, die sich aus [7, Anlage 1, Absatz II] ergeben.
Werden die Beurteilungsschwellen innerhalb eines fu¨nfja¨hrigen Zeitraums
mehr als drei Jahre u¨berschritten, ist die Luftqualita¨t in diesen Gebieten
nach den Anlagen 2 bis 5 (s. [7]) durch Messungen zu u¨berwachen [7, §
10, Absatz 2]. Bei Unterschreitung kann der Nachweis der Einhaltung
der Grenzwerte u¨ber Scha¨tzungen und Modellrechnungen gefu¨hrt wer-
den [7, §10, Absatz 4]. Einen besonderen Stellenwert nimmt dabei der
Schutz der Bevo¨lkerung ein, der nicht nur durch Emissionsminderungs-
maßnahmen erreicht werden soll, sondern auch durch Bekanntgabe der
aktuellen Messwerte und der U¨berschreitungen von Alarmschwellen, bei
denen akute Gesundheitsscha¨den zu erwarten sind.
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”
Die O¨ffentlichkeit ist nach Maßgabe der Rechtsverordnungen
[. . . ] u¨ber die Luftqualita¨t zu informieren. U¨berschreitungen von
[. . . ] festgelegten Alarmschwellen sind der O¨ffentlichkeit von der
zusta¨ndigen Beho¨rde unverzu¨glich durch Rundfunk, Fernsehen,
Presse oder auf andere Weise bekannt zu geben.“ [6, §46a]
2 Festlegung der Grenzwerte fu¨r Schadstoffe
Die Auswirkungen der u¨berwachten Schadstoffe auf die Umwelt und auf
die menschliche Gesundheit sind vielfach untersucht worden. So zeigt sich
in epidemiologischen Studien ein Zusammenhang zwischen der Konzen-
tration von Emissionen aus dem Straßenverkehr und kardiopulmonaren
Erkrankungen. Beispielsweise werden in [12] Untersuchungsergebnisse
u¨ber Auswirkungen des Straßenverkehrs verglichen, die kardiovaskula¨re
Erkrankungen ursa¨chlich auf Emissionen von Kohlenstoffverbindungen1
aus Verbrennungsprozessen und Abgasen zuru¨ckfu¨hren. Die Wirkungs-
prinzipien zur Entstehung der Erkrankungen sind weitgehend ungekla¨rt,
so dass erst genaue Analysen der Zusammensetzung der Partikel einen to-
xikologischen Zusammenhang herstellen ko¨nnen. Eine Untersuchung der
Zusammensetzung der urbanen Hintergrundaerosole in [13] zeigt einen
großen Anteil von Kohlenstoffverbindungen in Feinsta¨uben. Der Pro-
benahmeort befand sich am Stadtrand von Mainz, weitgehend unbe-
einflusst von verkehrsnahen Emissionen. Es zeigte sich, dass ein Groß-
teil der Partikel bereits aus Sekunda¨rpartikeln bestand (ca. 85%), die
wa¨hrend der Transmission physikalischen und chemischen Umwandlun-
gen unterlegen waren. Der Anteil von Ruß lag bei Partikeln mit einem
aerodynamischen Durchmesser von 1− 2,5 µm zwischen 8% und 21%.
A¨hnliche Zusammensetzungen konnten auch in den Messungen des Ber-
liner Luftgu¨temessnetzes BLUME an zwei Stationen [14] nachgewiesen
werden.
Die wissenschaftlichen Erkenntnisse werden auch in der neueren Ge-
setzgebung beachtet; legten die bisherigen Richtlinien lediglich Grenzwer-
te fu¨r PM102 festgelegt, so werden in der neuen Richtlinie 2008/50/EG
[15], mit Wirkung ab dem 01.01.20103, erstmalig zur Vermeidung von
1 Black Carbon.
2 Particulate Matter.
3 Termin zur Umsetzung in den Mitgliedsstaaten ist der 10.6.2010. Zur Zeit (Stand
Dezember 2009) liegt ein Entwurf in Form der 39. BImSchV zur Umsetzung der
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gesundheitlichen Nachteilen durch PM2,5-Emissionen Grenzwerte4 und
Zielwerte5 vorgeschrieben. Der erste zu erreichende Grenzwert fu¨r PM2,5
von 25 µg/m36 ist bis 2015 einzuhalten. Die Angabe von Massenkonzen-
trationen fu¨r Grenzwerte erscheint unzureichend, da bisher noch keine
Metriken existieren, um die Wirkung von Feinsta¨uben hinreichend zu be-
schreiben. Besonders die toxikologische Wirkung ist stark von der Zusam-
mensetzung der Partikel abha¨ngig, so dass der Ausschuss ”Feinsta¨ube“
der Gremien aus ProcessNet, KRdL7 und GDCh8 in [16] weitere Un-
tersuchungen mit Schwerpunkt auf die toxikologische Wirkung emp-
fiehlt, um daraus Grenzwerte abzuleiten. Besonders im Hinblick auf Se-
kunda¨rpartikel, die sich durch Anhaftungen von organischen und anorga-
nischen Verbindungen auszeichnen, sind die Wirkungsprinzipien weitge-
hend unbekannt, mit denen die Auswirkungen erkla¨rt werden ko¨nnen. Ei-
ne alleinige Beschra¨nkung der Massenkonzentrationen ist nach [16] auch
insofern nicht ausreichend, als oftmals bereits hohe Hintergrundkonzen-
trationen von Feinsta¨uben in den sta¨dtischen Bereich durch Windver-
frachtungen eingebracht werden.
3 Messnetze
Sowohl der Bund als auch die einzelnen La¨nder betreuen Umweltmess-
netze fu¨r die U¨berwachung der Luftqualita¨t. Die Messnetze in Belas-
tungsgebieten decken sowohl die Emissionen aus Verkehr und priva-
ten Bereichen (Hausfeuerung) als auch die Emissionen aus den gewerb-
lichen Ta¨tigkeiten ab. Die Messplanung, also Messorte, die erforder-
liche Anzahl der Messstationen und die u¨berwachten Schadstoffe lie-
Richtlinie vor.
4
”
Grenzwert ist ein Wert, der aufgrund wissenschaftlicher Erkenntnisse mit dem Ziel
festgelegt wird, scha¨dliche Auswirkungen auf die menschliche Gesundheit und/oder
die Umwelt insgesamt zu vermeiden [...] und der innerhalb eines bestimmten Zeit-
raums eingehalten werden muss und danach nicht u¨berschritten werden darf.“ [15].
5
”
Zielwert ist ein Wert, der mit dem Ziel festgelegt wird, scha¨dliche Auswirkungen
auf die menschliche Gesundheit und/oder die Umwelt insgesamt zu vermeiden [. . . ]
und der soweit wie mo¨glich in einem bestimmten Zeitraum eingehalten werden
muss.“ [15].
6 Alle hier gemachten Angaben u¨ber Massenkonzentrationen beziehen sich auf den
Normzustand, also 101, 3 kPa und 293◦K.
7 Kommission Reinhaltung der Luft.
8 Gesellschaft Deutscher Chemiker e.V.
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gen im Zusta¨ndigkeitsbereich der Bundesla¨nder. Parallel dazu dient
das Messnetz des Bundesumweltamtes der Untersuchung von geziel-
ten Fragestellungen, darunter Hintergrundbelastungen und klimatische
Vera¨nderungen. Im folgenden wird ein Messnetz des Bundeslandes Bay-
ern vorgestellt, das hinsichtlich des Aufbaus mit den Messnetzen der
anderen Bundesla¨nder vergleichbar ist.
3.1 Standortauswahl
Die Ausbreitung von Schadstoffen und die Ermittlung ihrer Konzentra-
tion ist im sta¨dtischen Bereichen sehr stark abha¨ngig von der Stand-
ortauswahl. Besonders die lokale Topographie beeinflusst die Ausbrei-
tungsmechanismen der Schadstoffe, die bei Sta¨uben gro¨ßen-, form- und
masseabha¨ngig sind. Feinsta¨ube mit einem aerodynamischen Durchmes-
ser unterhalb von 0, 5 µm unterliegen Diffusionsprozessen [17]. Gro¨ßere
Staubfraktionen werden durch die Schwerkraft beeinflusst und ko¨nnen
durch Sedimentation abgelagert werden [18]. In [9, Anhang VI] werden
folgende Kriterien fu¨r die Auswahl der Standorte fu¨r die Messstationen
in Ballungsgebieten genannt:
• Die Daten sind an Orten zu bestimmen, an denen die ho¨chsten
Schadstoffkonzentrationen zu erwarten sind und an denen die
Bevo¨lkerung im Verha¨ltnis zum Mittelungszeitraum der Erfassung
den Schadstoffen einem signifikanten Zeitraum ausgesetzt ist.
• In den anderen Bereichen und Ballungsgebieten sollen Daten erfasst
werden, die repra¨sentativ fu¨r die Exposition der Bevo¨lkerung sind.
• Die Probenahmestellen sollen so gewa¨hlt werden, dass die Messung
kleinra¨umiger Umweltbedingungen vermieden wird. Im sta¨dtischen
Bereich soll die Probenahmestelle fu¨r Verkehr mindestens fu¨r eine
Fla¨che von 200 m2 repra¨sentativ sein.9
• Weitere Anforderungen an die lokalen Standortkriterien umfas-
sen etwa die Entfernung von Kreuzungen, Straßen, Ho¨he der Luf-
teinla¨sse an Messstationen, Beeinflussung durch Geba¨ude etc.
Besonders die Anforderung der Beru¨cksichtigung eines gro¨ßeren Bereichs
(200 m2) ist auf Grund der besitzrechtlichen Gegebenheiten nicht im-
mer mo¨glich. So muss das beauftragte Landesamt fu¨r Umwelt nicht nur
9 Fu¨r die sta¨dtischen Hintergrundquellen ist ein Bereich von mehreren Quadratkilo-
metern erforderlich.
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die globalen und lokalen Auflagen erfu¨llen, sondern sich auch nach der
Verfu¨gbarkeit der Aufstellungsorte richten.
Die Anzahl der Messstationen in Ballungsgebieten ist nach Einwohner-
zahl und Quellenart, darunter nach diffusen Quellen und Punktquellen,
festgelegt. Nach der EU-Richtlinie 1999/30/EG [9] sind bei einer Ein-
wohnerzahl zwischen 1.000.000 und 1.499.000 vier ortsfeste Messstatio-
nen fu¨r die U¨berwachung diffuser Quellen einzurichten10. Fu¨r die Be-
rechnung der Emissionen und der Transmissionen der Stoffe werden Mo-
dellrechnungen herangezogen, die die Prognosen u¨ber die Verbreitung
der Stoffe auf Grund von Kennzahlen u¨ber die Hauptemittenten erlau-
ben, etwa aus Emissionen aus dem Straßenverkehr. Dazu werden Kenn-
daten wie das ta¨gliche Verkehrsaufkommen11, die Flottenzusammenset-
zung, die emittierten Schadstoffe und die meteorologischen Gro¨ßen wie
Windgeschwindigkeit und -richtung, Luftdruck, Temperatur in Modell-
rechnungen einbezogen. Fu¨r die Ausbreitungsrechnung werden je nach
Bundesland verschiedene Modellrechnungen angewandt. Das Bundes-
land Nordrhein-Westfalen erprobt fu¨r die Prognose der Verteilung von
Schadstoffen Modelle aus dem EURAD-Projekt. Weitere Prognosemo-
delle, die auch zur Erstellung von Luftreinhaltepla¨nen verwendet werden,
sind IMMISluft12 oder fu¨r Berechnungen nach der TA Luft AUSTAL13.
3.2 Messmethoden
Fu¨r die Messungen der einzelnen Schadstoffe werden u¨berwiegend phy-
sikalische Messverfahren eingesetzt, um die Wartungskosten mo¨glichst
gering zu halten. Fu¨r die Bestimmung der Kohlenstoffmonoxidkonzentra-
tionen werden NDIR-Photometer verwendet, fu¨r die der Stickoxide Che-
milumineszenzverfahren. Fu¨r die Messung von Stickstoffdioxiden wird
die gleiche Anordnung verwendet, die jedoch zusa¨tzlich mit einem Kon-
verter bestu¨ckt ist, der die Stickstoffdioxide reduziert und damit messbar
macht. Die Chemilumineszenzreaktion verla¨uft in Verbindung mit Ozon,
10 Mu¨nchen verfu¨gt nach dem Stand vom Dezember 2009 u¨ber sechs Messstatio-
nen, von denen vier die Verkehrsemissionen aufnehmen und zwei der Messung der
sta¨dtischen Hintergrundbelastung dienen.
11 Durchschnittliche ta¨gliche Verkehrssta¨rke (DTV).
12 Verwendet vom Hessischen Landesamt fu¨r Umwelt und Geologie und vom Landes-
amt fu¨r Natur, Umwelt und Verbraucherschutz Nordrhein-Westfalen.
13 Programm zur Ausbreitungsrechnung auf Basis eines Lagrangeschen Partikelm-
odells nach der Richtlinie VDI 3945, Blatt 3.
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das im U¨berschuss im Messgera¨t erzeugt wird, nach folgendem Schema:
NO +O3 −→ NO2* +O2 (4.1)
NO +O3 −→ NO2 +O2 (4.2)
Nach [19] verlaufen ca. 7,3% der beiden Reaktionen nach Gleichung (4.1),
in der Stickstoffdioxid im angeregten Zustand erzeugt wird. Nur die Ab-
gabe der u¨berschu¨ssigen Energie in Form eines Photons (600− 3000 nm)
kann messtechnisch erfasst werden. Ein weiterer Anteil wird durch Quen-
ching abgegeben.
Ebenfalls u¨ber eine Chemilumineszenzreaktion ko¨nnen alle Schwefel-
verbindungen gemessen werden. Die Schwefelverbindungen werden ato-
misiert und gehen teilweise bei der Rekombination zu S2 in einen angereg-
ten Zustand u¨ber, der durch die Abgabe von Photonen wieder verlassen
wird. Dabei wird Licht im Wellenla¨ngenbereich zwischen 320− 460 nm
ausgestrahlt, das dann messtechnisch erfasst wird.
Schwefeldioxid wird u¨ber Fluoreszenz gemessen, indem das Probegas
mit ultraviolettem Licht angeregt wird (ca. 240 nm) und beim U¨bergang
in den Grundzustand la¨ngerwelliges Licht (bei ca. 320− 420 nm) aussen-
det, dessen Intensita¨t dann als Maß fu¨r die Konzentration herangezogen
wird. Durch chemische Umwandlungen la¨sst sich damit auch Schwefel-
wasserstoff messen, indem diese in Schwefeldioxid umgewandelt werden,
nachdem zuvor alle Schwefeldioxide entfernt worden sind.
Fu¨r die Erfassung von Partikeln sind zwei Messmethoden u¨blich: ei-
nerseits die Messung der Fla¨chenmasse u¨ber die Strahlungsabsorption
nach Lenard fu¨r langsame Elektronen mit Hilfe einer Betastrahlungs-
quelle (85Kr oder 14C) und andererseits die Eigenschwingungsmessung
eines bestaubten Filters (Tapered Element Oscillating Microbalance –
TEOM). Die Vorabscheidung gro¨ßerer Partikel bei der Messung von
PM10 oder PM2,5 wird mit einem gro¨ßenselektierenden Einlass vorge-
nommen, in der Regel durch geeignete Stro¨mungsfu¨hrung und Impakto-
ren im Probenahmekopf, der sich senkrecht u¨ber dem Messgera¨t befindet.
Kohlenwasserstoffe werden u¨ber Flammenionisationsdetektoren erfasst,
die zur selektiven Messung zusa¨tzlich mit chromatographischen Sa¨ulen
zur Stofftrennung ausgeru¨stet sind. Zur Ionisierung des Probengases wird
eine Wasserstoffflamme erzeugt.
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3.3 Messnetze des Bayerischen Landesamts fu¨r Umwelt
Das Landesamt fu¨r Umwelt in Bayern verfu¨gt u¨ber mehrere Mess-
netze fu¨r die U¨berwachung verschiedener Immissionen aus der Luft.
Neben dem Messnetz zur U¨berwachung der Luftqualita¨t (Lufthygeni-
sches Landesu¨berwachungssystem Bayern – LU¨B) besteht ein Messnetz
zur U¨berwachung der Kernreaktor-Emissionen (Kernreaktor-Fernu¨ber-
wachungssystem – KFU¨) und seit 1986 ein Immissionsmessnetz fu¨r Ra-
dioaktivita¨t (IfR). Das LU¨B ging 1974 aus emissionsbezogenen stati-
ona¨ren Messungen (Raffinerien) hervor und ist auch heute noch aus in-
formationstechnischer Sicht – wie auch das IfR – mit dem Bayerischen
Kernreaktor-Fernu¨berwachungssystem verbunden.
Aufbau des Messnetzes
Fu¨r die Luftqualita¨tsu¨berwachung sind nach Stand Dezember 2009 ins-
gesamt 56 Stationen aktiv [20], die folgende Schadstoffkonzentrationen
aufnehmen: Schwefeldioxid, Kohlenstoffmonoxid, Stickstoffoxide (NO,
NO2), Einzelkohlenwasserstoffe (Benzol, Toluol, o-Xylol (BTX)), Ozon,
Schwefelwasserstoff und Feinstaub (PM10). Die Messstellen sind sowohl
in den Belastungsgebieten als auch in den Gebieten zur Ermittlung der
Hintergrundbelastung aufgestellt. Fu¨r Emissionen aus dem Verkehr wer-
den nach den Standortkriterien ortsfeste Stationen aufgestellt, die mit
diskontinuierlichen oder kontinuierlichen Messverfahren die Konzentra-
tionen bestimmen. Die Messstationen sind in der Regel als vollsta¨ndig
klimatisierte Messcontainer ausgefu¨hrt. Auf dem Dach der Messcontainer
befinden sich in 1, 5 m bis maximal 4 m Ho¨he die Probenahmesysteme,
die die Messproben u¨ber kontinuierliche Gassstro¨me an die Messgera¨te
weiterleiten. Die Probenahmezuleitungen bestehen aus inerten Materia-
lien, so dass die Messkomponenten nicht mit den Zuleitungen in Wech-
selwirkung treten ko¨nnen. Bestimmte Leitungen sind beheizt, besonders
bei hohen Volumenstro¨men, um der Kondensation von Wasser innerhalb
des Systems vorzubeugen.
Die Stationen bestehen aus einem Messstationsrechner und den eigent-
lichen Messgera¨ten, die u¨ber den Messstationsrechner gesteuert werden.
Die Messwerte werden im Stationsrechner gespeichert und in der Win-
terperiode 6 Mal ta¨glich im Intervall von drei Stunden von der Messnetz-
zentrale abgefragt; in der Sommerperiode werden 12 Mal ta¨glich Mess-
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Abbildung 4.1: Aufbau des LU¨B.
werte abgefragt, um rechtzeitig U¨berschreitungen der Ozonkonzentra-
tionen ermitteln zu ko¨nnen. Die Datenverbindung zwischen den Mess-
stationen und der Zentrale erfolgt u¨ber analoge Einwa¨hlverbindungen
(Modem); Datendirektverbindungen (DDV) und ISDN werden lediglich
fu¨r das KFU¨ eingesetzt. In der Messnetzzentrale sorgt ein Multiplexer
fu¨r die Auswahl der abzufragenden Messstation, deren Daten anschlie-
ßend gespeichert werden. Durch die Kombination der Messsnetze (LU¨B
und KFU¨) ist die Messnetzzentrale redundant ausgelegt, um die kriti-
schen Daten des KFU¨ ausfallsicher zu speichern. Daher existieren in der
Zentrale zwei Applikationsrechner, die jeweils mit den Messnetzen ver-
bunden sind. Im normalen Betrieb sind die Applikationen zur Erfassung
und zum Auslesen der Messstationen auf die beiden Rechner verteilt,
die ihrerseits mit jeweils einem Datenbankrechner verbunden sind. Die
Netzwerkverbindungen zwischen den Applikationsrechnern sind ebenfalls
redundant ausgelegt. Im Falle des Versagens einer Applikation werden
die entsprechenden Programmpakete automatisch auf dem jeweils noch
funktionierenden Rechner gestartet, um den Betrieb aufrecht zu erhal-
ten [21].
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4 Ausblick
Seit dem Inkrafttreten der EU-Richtlinie 1999/30/EG am 01.01.2005
sind die Grenzwerte fu¨r die Massenkonzentration von PM10 u¨ber
einen Mittelungszeitraum von einem Jahr auf 40 µg/m3 und die
U¨berschreitungsha¨ufigkeit des 24-Stunden-Mittelwerts von 50 µg/m3 auf
maximal 35 U¨berschreitungen pro Kalenderjahr festgesetzt worden. In
zahlreichen Sta¨dten konnten die Grenzwerte an Stellen der ho¨chsten
Konzentration, also an verkehrsreichen Knotenpunkten, nicht eingehal-
ten werden [22]14. Als Folge davon mussten sogenannte Luftreinhalte-
pla¨ne mit gezielten Maßnahmen zur Reduktion der Emissionen erstellt
werden. Ein Instrument war die Errichtung von Umweltzonen, die Fahr-
zeugen mit hohen zu erwartenden Feinstaubemissionen die Durchfahrt
von verkehrsreichen Bereichen untersagen. Die Luftreinhaltemaßnahmen
sind beispielsweise in Mu¨nchen erst seit Oktober 2008 in Kraft, so dass
bisher noch keine saisonu¨bergreifenden Daten vorliegen, um abschließend
beurteilen zu ko¨nnen, welche Auswirkung die Einfu¨hrung der Umweltzo-
nen auf die Emissionen hatte. Im Zuge dessen wurden besonders a¨ltere
Dieselfahrzeuge mit hohen Partikelaussto¨ßen, darunter auch Lkws aus
dem Stadtgebiet ausgegrenzt. Erste Untersuchungen deuten auf einen
positiven Effekt hin [16].
Mit dem Inkrafttreten der Grenzwerte nach der neuen EU-Richtlinie
2008/50/EG zum 01.01.2010 werden auch verbindliche Werte fu¨r Stick-
stoffdioxid vorgegeben15. Aus den bisherigen Untersuchungen geht be-
reits jetzt hervor, dass diese Werte u¨berschritten werden [23], so dass neue
Maßnahmen ergriffen werden mu¨ssen. Ein großer Beitrag von Stickoxid-
Emissionen wird weiterhin durch den Straßenverkehr verursacht. Obwohl
die Einfu¨hrung von Katalysatoren bei Dieselfahrzeugen zur Umwandlung
des Kohlenstoffmonoxids einen Trend zu geringeren Stickstoffmonoxid-
konzentrationen erkennen la¨sst [24], reicht eine Umwandlung nicht aus;
vielmehr mu¨ssen die Emissionen weiter gesenkt werden.
14 Es bleibt anzumerken, dass in dem Bericht auch auf die U¨berschreitung der Grenz-
werte in la¨ndlichen Bereichen hingewiesen wird: “Die Feinstaubsituation im Win-
ter 2006 brachte neue Erkenntnisse [. . . ] dass lang anhaltende Episoden nicht
ausschließlich auf die Ballungsra¨ume [. . . ] beschra¨nkt sind, sondern dass auch
eher la¨ndlich strukturierte Gebiete erho¨hten PM10-Konzentrationen ausgesetzt sein
ko¨nnen.“.
15 U¨berschreitungsha¨ufigkeit des Stundenmittelwerts von 200 µg/m3 nicht mehr als
18 Mal im Kalenderjahr, Jahresmittelwert 40 µg/m3 nach [15].
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Funksensornetzwerk zur
Strukturu¨berwachung und
Schadensfru¨herkennung an Bauwerken
Matthias Bartholmai und Enrico Ko¨ppe
Bundesanstalt fu¨r Materialforschung und -pru¨fung,
Unter den Eichen 87, D-12205 Berlin
Zusammenfassung Die Installation von Messsystemen zur
Strukturu¨berwachung und Schadensfru¨herkennung an Bauwer-
ken und Konstruktionen soll der Vermeidung von Schadensfa¨llen
durch Bauteilversagen und (Teil-) Einsturz mit Sach- und Per-
sonenscha¨den dienen. Oftmals ist die Installation eines geeigne-
ten Systems a¨ußerst aufwendig und problembehaftet oder kann
nur wirkungsvoll eingesetzt werden, wenn sie kurzfristig erfolgt.
Kabellose, verteilte Messsysteme bieten in diesem Zusammen-
hang interessante Mo¨glichkeiten, indem sie mehrere Vorzu¨ge ver-
einen. Die Bundesanstalt fu¨r Materialforschung und -pru¨fung
(BAM) arbeitet gemeinsam mit der Berliner Firma Scatter-
Web GmbH an der Entwicklung, Validierung und Anwendung
eines funkbasierten Sensornetzwerkes zur Dehnungs- und Span-
nungsanalyse an Bauwerken und Infrastrukturen mit erho¨htem
Gefa¨hrdungspotential. Das entwickelte Messsystem setzt sich aus
einer Anzahl von Netzwerknoten zusammen, die sowohl als Da-
tensender als auch als -empfa¨nger dienen. Jeder Netzwerkknoten
ist in Form eines eigensta¨ndigen Moduls konzipiert, das die An-
bindung von Sensorik, z. B. Dehnungsmessstreifen, an die Funk-
einheit realisiert. Dadurch soll das System anwendungsoptimiert
zur Langzeitstrukturu¨berwachung insbesondere von Bauwerken
und Infrastrukturen geeignet sein, bei denen eine Verkabelung
Schwierigkeiten bereitet. In diesem Zusammenhang bestehen
besondere Herausforderungen an Merkmale wie Energiebedarf,
Funkeigenschaften, Zuverla¨ssigkeit, usw., die von den System-
komponenten erfu¨llt werden mu¨ssen.
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1 Einleitung
Schadensfa¨lle an Bauwerken treten auf, wenn es zu einem plo¨tzlichen
Bauteilversagen mit nachfolgendem Teileinsturz kommt. Gerade bei
Wohngeba¨uden und Hallenkonstruktionen fu¨hrt dies ha¨ufig zu verletz-
ten und auch geto¨teten Personen. Die Eissporthalle in Bad Reichen-
hall oder die Abfertigungshalle auf dem Pariser Flughafen Charles-de-
Gaulle sind typische Beispiele fu¨r derartige Unfa¨lle, aber auch der Ein-
sturz des Ko¨lner Stadtarchivs und der Erdrutsch in Nachterstedt ko¨nnen
hier genannt werden. Im Bereich der Verkehrsinfrastruktur stehen die
hohe Altersstruktur von Bru¨cken und das steigende Verkehrsaufkommen
(besonders Schwerverkehr) in deutlichem Widerspruch zueinander. Scha-
densfa¨lle wie der Einsturz der Mississippi-Bru¨cke oder das Absacken der
Inntal-Autobahnbru¨cke haben die Notwendigkeit von Kontrollmechanis-
men in Bezug auf die Standfestigkeit von Bauwerken aufgezeigt. Die wir-
kungsvollste Methode, die sichere Funktion und Nutzung der verwende-
ten Bauteile und Konstruktionen zu gewa¨hrleisten, ist eine kontinuier-
liche Strukturu¨berwachung (auch als “Structural Health Monitoring –
SHM” bezeichnet) durch messtechnische Systeme mit fu¨r die jeweilige
Anwendung geeigneten Sensoren.
Auf ein Bauwerk einwirkende Belastungen a¨ußern sich in hohem Maße
in Form von mechanischen Spannungen, die auf Teile des Bauwerks wir-
ken oder als Eigenspannungen in Bauteilen bestehen. Dehnungsmessstrei-
fen (DMS) sind die am ha¨ufigsten eingesetzten Sensoren, um Dehnungen
und Spannungen zu messen. Bei allen konventionellen Messsystemen zur
experimentellen Spannungsanalyse besteht eine zusammenha¨ngende Ver-
kabelung zwischen Messstellen und Messgera¨t. Fu¨r viele Anwendungen
stellt diese Verkabelung ein Problem dar und verursacht den Großteil
an Kosten und Aufwand des gesamten Messsystems – der Einsatz von
Funktechnologie und die Kombination von Funktechnologie und DMS-
Sensorik ist in diesem Bereich also nahe liegend.
Die Bundesanstalt fu¨r Materialforschung und -pru¨fung (BAM) und die
Berliner Firma ScatterWeb GmbH haben im Rahmen eines vom BMWi
gefo¨rderten Forschungsprojekts ein Messsystem zur Schadensfru¨herken-
nung und Langzeit-Strukturu¨berwachung von Bauwerken und Infrastruk-
turen mit erho¨htem Gefa¨hrdungspotential entwickelt. Das Ergebnis ist
ein funkbasiertes Sensornetzwerk zur Dehnungs- und Spannungsanalyse
unter der energieeffizienten Verwendung von DMS-Sensorik.
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2 Konzept
Das Messsystem besteht aus einer Anzahl von Netzwerknoten (-modu-
len), die sowohl als Datensender als auch als -empfa¨nger dienen. Jedes
Netzwerkmodul setzt sich aus der Funkeinheit und der Sensoreinheit
zusammen. Die Funkeinheit soll ein sich selbst organisierendes Netz-
werk mit weiteren baugleichen Modulen bilden und das lizenzfreie 868
MHz-ISM-Band verwenden. Um große oder schwer zuga¨ngliche Anwen-
dungsobjekte zuverla¨ssig u¨berwachen zu ko¨nnen, muss eine ausreichen-
de Funkreichweite gewa¨hrleistet sein. Mittels Multihop-Architektur wird
eine Netzwerkstabilita¨t erreicht, die den Austausch einzelner Module
und die Integration zusa¨tzlicher Module ohne Unterbrechung des Netz-
werkbetriebs ermo¨glicht. Die Sensoreinheit verwendet Themperatur- und
Feuchtesensoren sowie DMS zur Spannungsanalyse des Bauwerks und
bietet Anschlussmo¨glichkeiten zusa¨tzlicher Sensorik.
Die fu¨r ein Langzeitmonitoring no¨tige, energiearme Nutzung von DMS-
Sensorik in einem solchen System, bedarf besonderer technischer Voraus-
setzungen. Hier wird ein innovatives Konzept verfolgt, das die Kombi-
nation von DMS und Funktechnologie energieeffizient ermo¨glicht. Dabei
wird anstatt der u¨blichen Wheatstone’schen Bru¨ckenschaltung ein alter-
natives Messverfahren genutzt. Nach diesem Prinzip ist eine hochpra¨zise
Dehnungsmessung bei einem a¨ußerst geringen Energiebedarf realisierbar.
Weitere Vorteile wie ein großer Messbereich, eine hohe Temperaturstabi-
lita¨t und ein großer Anwendungstemperaturbereich sowie variable Schal-
tungsmo¨glichkeiten werden realisiert.
Die Funktechnik beruht auf einem takt- und skalierbaren Multihop-
Zeitschlitzverfahren, das von der ScatterWeb GmbH entwickelt worden
ist. Bei der Entwicklung wurde Wert darauf gelegt, die Inbetriebnah-
me mo¨glichst einfach zu halten – die Messstellen mu¨ssen lediglich ein-
geschaltet werden, dann baut sich das Netz automatisch auf (Selbstor-
ganisation). Die Datenu¨bertragung von Messstelle zu Erfassungseinheit
muss nicht auf direktem Weg stattfinden, sondern kann von Netzwerk-
modul zu Netzwerkmodul in mehreren Schritten realisiert werden (Mul-
tihop). Das verwendete Routing nutzt energieeffiziente Hardware und
kombiniert lange Lebenszeiten mit kurzen Ereignisbenachrichtigungen,
auch u¨ber eine Kette von Knoten. Dies wird durch zeitsynchronisier-
te Kommunikation und extrem kurze aktive Empfangsperioden erreicht.
Das Routing verfu¨gt u¨ber Redundanzmechanismen und Sicherungen ge-
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Abbildung 5.1: Netzwerkarchitektur.
gen U¨bertragungsfehler. Redundanz wird durch Nutzung alternativer
Routen im Netzwerk erreicht. U¨bertragungsfehler werden durch fehlende
Besta¨tigungen bemerkt und durch erneute U¨bertragung, schnellen Nach-
barwechsel und schließlich durch Wechsel des Subkanals im 868 MHz-
Band kompensiert.
3 Innovation
Mittlerweile existiert eine Vielzahl von Sensortechnologien und Messsys-
temen, die eine Kommunikation u¨ber Funk nutzt. Viele Telemetriesys-
teme der Prozess- und Automatisierungstechnik sind insbesondere fu¨r
rotierende Komponenten ausgelegt. Die Datenu¨bertragung erfolgt direkt
zwischen Sensoreinheit und Empfangseinheit. Nach diesem Verfahren
sind Punkt-zu-Punkt- und sternfo¨rmige Verbindungen mo¨glich.
Bisher stellte die bei der kabellosen Langzeitstrukturu¨berwachung
beno¨tigte energiearme Anwendung von Dehnungsmessstreifen ein essenti-
elles Problem dar. Das vorgestellte Projekt zeigt erstmals einen innovati-
ven Ansatz, der Funktechnologie mit dem a¨ußerst energieeffizienten Zeit-
differenzenverfahren zur Anwendung von DMS kombiniert. Die Wider-
standsa¨nderung der Sensoren wird anstatt u¨ber die Messung der Span-
nungsa¨nderung mittels der u¨blichen Wheatstone’schen Bru¨ckenschaltung
anhand der A¨nderung der Entladungszeiten hochpra¨ziser Kondensatoren
gemessen. Nach diesem Verfahren ko¨nnen extrem genaue Dehnungsmes-
sungen mit sehr geringem Energiebedarf durchgefu¨hrt werden. Weitere
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Vorteile sind ein sehr großer Messbereich, hohe Temperaturstabilita¨t und
ein großer Temperaturanwendungsbereich.
Zu Vergleichszwecken wurde ein kommerziell erha¨ltliches funkbasiertes
Messsystem untersucht, das DMS-Sensorik mit konventioneller Wheatso-
neschen Bru¨ckenschaltung verwendet. Die Ergebnisse belegen, dass diese
Technologie fu¨r einen Langzeiteinsatz u¨ber mehrere Wochen weder aus-
gelegt ist noch sich als geeignet erweisen konnte. Neben dem fu¨r diese
Anwendung zu hohen Energieverbrauch bei geringer Messwertauflo¨sung,
verursachen Einschwingpha¨nomene Probleme, die unter Verwendung
des Zeitdifferenzenverfahrens nicht auftreten. Außerdem unterstu¨tzt das
kommerzielle System das Multihopverfahren nicht und ist somit in seiner
Netzwerkstruktur, -flexibilita¨t und Reichweite stark eingeschra¨nkt. Dem-
zufolge sind die Autoren u¨berzeugt, dass der neue, zum Patent angemel-
dete, Ansatz, die Kombination von Multihop-Sensornetzwerk und dem
Zeitdifferenzenverfahren zum Einsatz von DMS, eine sinnvolle und viel-
versprechende Lo¨sung auf dem Gebiet der Strukuru¨berwachung (SHM)
bietet.
4 Realisierung
Ein typisches Anwendungsszenario zum Einsatz des Messsystems ist die
Langzeitstrukturu¨berwachung von Bru¨cken mittels Dehnungsmessungen.
Um den Einfluss der Umgebungsbedingungen Temperatur und Luft-
feuchte messstellenabha¨ngig registrieren und kompensieren zu ko¨nnen,
sind die Module entsprechend mit Temperatur- bzw. Thermohydrosen-
soren ausgestattet. Die Konstruktion der Module ist in zwei Bauformen
realisiert – zum einen als handliches Innenraummodul und Demons-
trator mit Geha¨useschutzart IP54 (Abb. 5.2). Dieses Modul bietet die
Mo¨glichkeit zwei DMS in Halbbru¨ckenschaltung und einen Temperatur-
sensor anzuschließen. Die Sensoren bzw. deren Kabelzufu¨hrungen werden
u¨ber Lo¨tanschlu¨sse mit dem Modul verbunden.
Die zweite Bauform ist fu¨r den Außeneinsatz unter Bewitterungsbean-
spruchung konzipiert und hat die Schutzart IP66 (Abb. 5.3). Zwei An-
schlussvarianten sind mo¨glich: zum einen fu¨r 8 DMS-Halbbru¨cken und 4
Temperatursensoren, zum Anderen fu¨r zwei DMS-Rosetten mit je einem
Thermohydrosensor zur Messdatenkompensation je Messstelle.
Abgesehen von den Mo¨glichkeiten der Messdatenerfassung und des
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Abbildung 5.2: Innenraummodul bzw. Demonstrator zum Anschluss von 2
DMS-Halbbru¨cken, hier mit angelo¨teten Pra¨zisionswidersta¨nden zur Simulie-
rung von DMS.
Einsatzrahmens sind Funktionen und Verwendung beider Bauformen
identisch; sie ko¨nnen ohne Umsta¨nde im gleichen Netzwerk betrieben
werden. Die Konfiguration der Messdatenerfassung inklusive Einstellung
der Abtastrate, Nullabgleich und Plausibilita¨tspru¨fung kann direkt an
jedem Modul unabha¨ngig von externen Gera¨ten erfolgen. Modi fu¨r In-
betriebnahme und Wartung sind vorgesehen. Die Bedienung erfolgt mit-
tels Joystick und Display (siehe Bild 5.2 und Bild 5.3). Die Messdaten-
u¨bertragung wird in der Regel u¨ber das Netzwerkrouting realisiert, kann
aber auch im Einzelbetrieb u¨ber die USB-Schnittstelle jedes Moduls ab-
laufen. Zur gemeinsamen Erfassung und Zusammenfu¨hrung der Daten al-
ler Messstellen eines Sensornetzwerkes wird ein Gateway an einem Rech-
ner betrieben. Dessen Software steuert und kontrolliert den Betrieb des
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Abbildung 5.3: Modul zum Außeneinsatz, Anschluss von 8 DMS-Halb-
bru¨cken mo¨glich.
Netzwerks und ermo¨glicht eine Visualisierung zur vorla¨ufigen Datenaus-
wertung. Ein Datenexport in geeignete Softwareformate zur umfassenden
Verarbeitung und Analyse der Messdaten ist vorgesehen.
5 Ausblick
Funkbasierte Messsysteme werden ku¨nftig an Bedeutung gewinnen. Den-
noch ist ihre Anwendung nicht in jedem Szenario und Zusammenhang
sinnvoll. Eine nach ihren Rahmenbedingungen geeignete Applikation und
die Nutzung energieeffizienter Komponenten bilden die Voraussetzungen
fu¨r einen Technologiefortschritt in spezifischen Bereichen der Messtech-
nik. Die Langzeitu¨berwachung und Schadensfru¨herkennung an kritischen
oder schwer zuga¨nglichen Objekten bietet geeignete Mo¨glichkeiten zur
Anwendung kabelloser Systeme, liefert aber gleichzeitig auch individuel-
le Herausforderungen an die Technik. Das vorgestellte Messsystem zeigt
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beispielhaft die Vorteile einer Installation ohne hohe Kosten und großen
Aufwand, anwenderfreundlicher Bedienbarkeit und hohem technischen
Standard hinsichtlich Zuverla¨ssigkeit und Messgenauigkeit.
Simulation von regionalen
Erdgasverteilnetzen mit unvollsta¨ndiger
Messinfrastruktur
Hans-Peter Beck, Ernst-August Wehrmann und Torsten Hager
Technische Universita¨t Clausthal, Institut fu¨r Elektrische Energietechnik,
Leibnizstraße 28, D-38678 Clausthal-Zellerfeld
Zusammenfassung Diverse Gesetzesinitiativen in den vergan-
genen Jahren, sowohl auf europa¨ischer wie auch auf nationa-
ler Ebene, haben zu weitreichenden Vera¨nderungen im Gas-
sektor gefu¨hrt. Im Laufe dieses Prozesses haben sich auch die
Anforderungen an die Simulations- und Rekonstruktionssyste-
me fu¨r regionale Erdgasverteilnetze gea¨ndert. Mit kommerziell
erha¨ltlichen Simulationswerkzeugen ist es bisher jedoch noch
nicht mo¨glich, vermaschte Erdgasnetze mit ungemessenen Ab-
flu¨ssen realita¨tsnah zu simulieren. Einzig fu¨r Transportnetze,
die u¨blicherweise eine vollsta¨ndige Messinfrastruktur besitzen,
ko¨nnen realita¨tsgetreue Simulationen durchgefu¨hrt werden.
Da ein Ausbau der Messinfrastruktur auf das fu¨r eine Simula-
tion erforderliche Maß bei regionalen Erdgasverteilnetzen sehr
teuer ist, wurde am Institut fu¨r Elektrische Energietechnik der
TU Clausthal ein Verfahren entwickelt, um die nicht gemesse-
nen Abflu¨sse aus dem Netz nachzubilden. Bei diesem Verfahren
werden die nicht gemessenen Abflu¨sse mittels eines sogenann-
ten Knotenlastbeobachters auf Basis der vorhandenen Messda-
ten und Topologieinformationen gescha¨tzt. Vorbild hierfu¨r ist der
aus der Regelungstechnik bekannte Sto¨rgro¨ßenbeobachter, mit
welchem dauerhafte Sto¨rungen auf ein System nachgebildet wer-
den ko¨nnen. Die gescha¨tzten Abflu¨sse werden einem Luenberger
Beobachter, welcher auch in kommerzieller Simulationssoftware
eingesetzt wird, zugefu¨hrt. Dieser berechnet daraus zusammen
mit den gemessenen Abflu¨ssen und Dru¨cken den Systemzustand
des Erdgasnetzes.
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1 Einleitung
Die Liberalisierung des Erdgasmarktes durch die Novellierung des Ener-
giewirtschaftsgesetzes (EnWG) im Jahre 1998 und weitere nationale, so-
wie europa¨ische Gesetzesinitiativen haben in den vergangenen Jahren
zu weitreichenden Vera¨nderungen im Gasmarkt gefu¨hrt. So mu¨ssen zum
Beispiel Letztverbraucher, gleich- oder nachgelagerte Gasversorgungsnet-
ze, Erzeugungs- und Speicheranlagen zu technischen und wirtschaftlichen
Bedingungen die angemessen, diskriminierungsfrei und transparent sind,
an das Netz angeschlossen werden [1]. Zusa¨tzlich wird in [2] explizit
der vorrangige Anschluss von Biogasanlagen an das Erdgasnetz vorge-
schrieben. Dies fu¨hrt dazu, dass neue Einspeisepunkte im Netz geschaffen
werden, was wiederum die Flussverha¨ltnisse beeinflusst und zu weiteren
Gasmischzonen im Netz fu¨hrt. Da das aufbereitete Biogas eine weitere
Gasqualita¨t ins Netz bringt, wird die Abrechnung der Endkunden, vor
allem im Bereich der Gasmischzonen erschwert.
Um diesen neuen Anforderungen gerecht werden zu ko¨nnen, ist es fu¨r
die Betreiber von Erdgasverteilnetzen notwendig den Gasnetzzustand ih-
rer Netze genau zu kennen. Hierfu¨r werden Simulations- und Rekon-
struktionssysteme eingesetzt, mit denen die Dru¨cke und Flu¨sse im Netz
nachbildet werden ko¨nnen. Mit den kommerziell erha¨ltlichen Systemen
ist solch eine Simulation jedoch nur dann mo¨glich, wenn alle dem Netz
zu- und abfließenden Gasmengen bekannt, das heißt gemessen sind. Sol-
len die simulierten Werte zeitnah zur Verfu¨gung stehen, so mu¨ssen die
Messwerte in regelma¨ßigen Zyklen (online), z. B. im Zwo¨lf-Minuten-Takt,
ausgelesen und an das Simulationssystem u¨bertragen werden.
Vollsta¨ndig gemessene Netze findet man in der Regel jedoch nur bei den
Transportnetzen, da hier die Anzahl der Ausspeisungen relativ gering ist.
Im Gegensatz dazu sind Erdgasverteilnetze in der Regel stark vermascht
und haben viele Ausspeisungen in nachgelagerte Ortsnetze,von denen
oftmals viele nicht gemessen werden, und zu Großkunden. Die Installa-
tion einer vollsta¨ndigen Messinfrastruktur in einem solchen Netz wa¨re
sehr kostenintensiv und ist daher in der Praxis nicht umsetzbar. Daraus
ergibt sich die Notwendigkeit neue Werkzeuge zu entwickeln, mit denen
die Simulation von Netzen mit einer unvollsta¨ndigen Messinfrastruktur
mo¨glich ist. Ein vielversprechender Ansatz ist der in [3] vorgestellte Kno-
tenlastbeobachter, der die nicht gemessenen Abflu¨sse nachbildet, mit de-
nen dann eine Simulation des Netzes durchgefu¨hrt werden kann.
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2 Konzept des Knotenlastbeobachters
Um das Konzept des Knotenlastbeobachters erkla¨ren zu ko¨nnen, werden
vorab die diesem zugrunde liegenden theoretischen Ansa¨tze erla¨utert.
Der Knotenlastbeobachter wurde auf Basis des schon langja¨hrig einge-
setzten Gasnetzsimulators (GANESI) entwickelt, welcher inzwischen mit
den Produkten der Firma PSI AG (PSI Ganesi), die sich auch an der
Entwicklung des Knotenlastbeobachters beteiligt, kommerziell vertrieben
wird.
Ein Erdgasnetz kann als technisches System mit den Eingangsgro¨ßen u
und den Ausgangsgro¨ßen y aufgefasst werden. Die Eingangsgro¨ßen dieses
Systems sind die zu- und abfließenden Gasmengen. Die im Netz gemes-
senen Dru¨cke stehen als Ausgangsgro¨ßen y des Systems zur Verfu¨gung.
Damit wird aber nicht der komplette Systemzustand des Erdgasnetzes
wiedergegeben. Die nicht gemessenen Rohrflu¨sse und die nicht gemesse-
nen Knotendru¨cke im Netz fehlen. Um diese berechnen zu ko¨nnen, wird
ein mathematisches Modell fu¨r das Erdgasnetz beno¨tigt. Dieses wurde in
den Arbeiten [4], [5] und [6] unter der Annahme einer eindimensionalen
Rohrstro¨mung aus der Kontinuita¨tsgleichung und der Impulsbilanz her-
geleitet und begru¨ndet. Daraus abgeleitet ergibt sich die Gleichung fu¨r
die Knotendru¨cke zu
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Stellt man diese Gleichungen fu¨r alle Knoten und Rohre des Erdgas-
netzes auf und fasst sie in Matrizenform zusammen, dann erha¨lt man die
Zustandsraumdarstellung des Systems
˙ˆx = A · xˆ+B ·u (6.4)
yˆ = C · xˆ (6.5)
mit den Zustands-, Mess- und Eingangsgro¨ßen
xˆ =

p1
q2
...
qn−1
pn
 , yˆ =
p1...
pr
 , u =
 qab,1...
qab,m
 .
Um nun aus diesem mathematischen Modell und den in dem System
gemessenen Werten den Systemzustand berechnen zu ko¨nnen, kann ein
Beobachter entworfen werden. Dieser Beobachter rekonstruiert aus dem
Verlauf der Eingangs- und Ausgangsgro¨ßen den Systemzustand. Beim
GANESI wurde an dieser Stelle ein sogenannter Luenberger Beobach-
ter entworfen, welcher die Differenzen der gemessenen und berechne-
ten Ausgangsgro¨ßen u¨ber eine Gewichtungsmatrix G auf den Eingang
zuru¨ckfu¨hrt (siehe Abbildung 6.1). Das Problem bei einem Erdgasverteil-
netz, bei dem nicht alle Ausspeisungen gemessen sind, besteht darin, dass
dem Luenberger Beobachter nicht alle Eingangsgro¨ßen zur Verfu¨gung ste-
hen. Das heißt der Eingangsvektor u ist nur unvollsta¨ndig besetzt. Dies
hat zur Folge, dass solch ein Netz nicht mit diesem System simuliert
werden kann.
An diesem Punkt setzt der am Institut fu¨r Elektrische Energietechnik
der TU Clausthal (IEE) in [3] entwickelte Ansatz des Knotenlastbeobach-
ters an. Bei diesem Ansatz werden die nicht gemessenen Ausspeisemen-
gen als Sto¨rgro¨ßen interpretiert. In der Regelungstechnik werden solche
dauerhaften und nicht messbaren Sto¨rungen auf ein System mittels ei-
nes Sto¨rgro¨ßenbeobachters abgescha¨tzt [7]. In dem vorliegenden Fall wird
folglich ein Sto¨rgro¨ßenbeobachter fu¨r die Abscha¨tzung der nicht gemes-
senen Ausspeisungen konzipiert, welcher in [3] als Knotenlastbeobachter
bezeichnet wird. Die somit nachgebildeten Ausspeisungen komplettieren
den Eingangsvektor des Luenberger Beobachters, der damit den System-
zustand berechnen kann (siehe Abbildung 6.1).
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Abbildung 6.1: Blockschaltbild des Simulationssystems GANESI mit Kno-
tenlastbeobachter.
Die Berechnung der nicht gemessenen Abnahmemengen durch den
Knotenlastbeobachter erfolgt in mehreren Schritten. Im ersten Schritt
berechnet der Luenberger Beobachter den kompletten Systemzustand,
indem er die nicht gemessenen Abnahmen als null ansetzt. Daran an-
schließend werden die berechneten mit den gemessenen Dru¨cken an den
sogenannten Teilnetzknoten verglichen und die Differenz daraus dem
Knotenlastbeobachter zugefu¨hrt. Dieser berechnet mittels der Beobach-
tergewichtungsmatrix Gs eine noch zu verteilende Gasmenge (Fehlmen-
ge), welche u¨ber die Ausgangsversta¨rkung E auf die nicht gemessenen
Ausspeiseknoten verteilt wird. Berechnet wird die Ausgangsversta¨rkung
indem die Jahresenergiemengen an den Ausspeiseknoten ins Verha¨ltnis
mit der geringsten Ausspeisemenge gesetzt werden.
Zur Unterstu¨tzung des Knotenlastbeobachters wird zusa¨tzlich eine
Vorsteuerung mittels Standardlastprofilen (SLP) implementiert, welche
fu¨r die nicht gemessenen Ausspeiseknoten einen groben Abnahmeverlauf
vorgeben. Dadurch muss der Knotenlastbeobachter nur noch die Diffe-
renzen zwischen den SLP-Werten und den tatsa¨chlichen Ausspeisewerten
ausgleichen. Fu¨r die hier gemachten Untersuchungen wurden die SLP
62 H.-P. Beck et al.
nach dem Verfahren der TU Mu¨nchen (vgl. [8]) ausgerollt und in das
System eingebunden.
Aus diesen Ausfu¨hrungen la¨sst sich erahnen, wie wichtig die Ausle-
gung der Ausgangsversta¨rkung E und der Beobachtergewichtungsmatrix
Gs fu¨r ein gutes Simulationsergebnis ist. Zusa¨tzlich unterstu¨tzt eine hohe
Gu¨te bei den SLP die Genauigkeit der Simulationsergebnisse und verrin-
gert die Einschwingzeit des Beobachters deutlich.
3 Erste Simulationsergebnisse an zwei
Untersuchungsnetzen
Der mathematische Ansatz des Knotenlastbeobachters muss nicht nur
in ein Software-Tool (MATLAB und PSI Untersuchungssystem (UTS))
implementiert werden, sondern auch an realen Netzen validiert werden.
Hierzu stehen am IEE Netzdaten von zwei realen Erdgasverteilnetzen zur
Verfu¨gung. Zum einen von einem kleinen Teilnetz der E.ON Thu¨ringer
Energie AG mit 23 gemessenen Ausspeisungen und zum anderen von
einem Netz der E.ON Avacon AG in Sachsen-Anhalt mit ca. 200 Aus-
speisungen und einer unvollsta¨ndigen Messinfrastruktur (siehe Abb. 6.2).
Die vollsta¨ndige Messinfrastruktur des kleinen Netzes ermo¨glicht
es, die grundsa¨tzliche Funktionsfa¨higkeit des Knotenlastbeobachters zu
u¨berpru¨fen. Hierzu werden einzelne Ausspeisungen als nicht gemessen
betrachtet und die damit gewonnen Simulationsergebnisse mit den vorlie-
genden Messwerten verglichen. Im Gegensatz dazu kann mit dem großen
Netz der E.ON Avacon u¨berpru¨ft werden, wie sich der Knotenlastbe-
obachter bei einer sehr großen Anzahl von Ausspeisung und bei einer
vermaschten Netzstruktur verha¨lt. Hierzu werden die Ergebnisse durch
Plausibilita¨tspru¨fungen und punktuell durch tempora¨r installierte Mes-
sungen u¨berpru¨ft.
In ersten Szenarien wurden Simulationen mit MATLAB, sowie mit ei-
nem Untersuchungssystem der Firma PSI AG, welches ebenfalls den Kno-
tenlastbeobachter entha¨lt, an einem Ausschnitt aus dem kleinen Teilnetz
(zehn Ausspeisungen, davon drei gemessen, siehe Abbildung 6.3) durch-
gefu¨hrt. Das Ergebnis der Simulationen an zwei ausgewa¨hlten Ausspei-
seknoten ist in Abbildung 6.4 zu sehen. Ausgewa¨hlt wurde ein Knoten
direkt nach der Einspeisung und einer am anderen Ende des Netzaus-
schnittes, um zwei Extreme abzubilden. Man kann in den Diagrammen
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Druckmessung
Ausspeisung
Netzknoten
Reglerstation/Einspeisung
gemessene Ausspeisung
TN02
Abbildung 6.2: Netztopologie des Erdgasverteilnetzes der E.ON Avacon AG
in Sachsen-Anhalt.
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erkennen, dass die Simulationen bei beiden Knoten zu Beginn sehr schnell
einschwingen und dann dem Verlauf der Messung folgen. Einzig beim
Durchlaufen der Ta¨ler kommt es zu gro¨ßeren Abweichungen zwischen
den Simulationen und den Messwerten. Des weiteren ist bei beiden Si-
mulationen beim Tageswechsel ein U¨berschwingen zu erkennen, welches
jedoch wieder relativ schnell abklingt. Dieses Verhalten resultiert aus der
Vorsteuerung mit den SLP. Da diese als Eingangsdaten die Tagesmittel-
temperatur haben, welche sich folglich zum Tageswechsel a¨ndert, kommt
es zu einem Sprung bei den SLP-Werten, was sich bei der Simulation be-
merkbar macht. Bei der Bewertung der gezeigten Ergebnisse ist die große
Anzahl an nicht gemessenen Ausspeisungen (70 Prozent der Ausspeisun-
gen) und das fru¨he Entwicklungsstadium des Systems zu beru¨cksichtigen.
Die aktuellen Arbeiten haben zum Ziel, diese Abweichungen auf wenige
Prozent zu reduzieren.
In weiteren Untersuchungen wurde das gro¨ßere Netz der E.ON Avacon
AG auf dessen Beobachtbarkeit untersucht. Hierbei wurden zwei Punk-
te betrachtet. Zum einen wurde das Netz auf strukturelle Beobachtbar-
keit u¨berpru¨ft, um zu ermitteln, ob die Netzstruktur eine Beobachtung
mittels Knotenlastbeobachter ermo¨glicht. Da diese Untersuchung positiv
verlief, wurde zusa¨tzlich die Kundenstruktur an den einzelnen Ausspeise-
knoten durchleuchtet. Dadurch wurden Knoten identifiziert, deren Kun-
denstruktur einen sehr großen Anteil an Industriekunden ohne registrie-
rende Leistungsmessung besitzt. Vergleiche zwischen SLP und Messwer-
ten zeigen, dass wenn der Anteil solcher Industriekunden gro¨ßer als ca.
ein Viertel der Gesamtabnahme an einem Knoten ist, eine Abbildung der
Abnahmen mittels SLP nicht mehr mo¨glich ist und stattdessen eine Mes-
sung notwendig wird. Daraus hat sich ergeben, dass die Messinfrastruk-
tur in diesem Netz um sechs weitere Messstellen erweitert werden muss.
Des Weiteren werden die u¨ber nachgelagerte Ortsnetze gekoppelten Aus-
speiseknoten ebenfalls mit Messeinrichtungen ausgestattet, da hier die
Zuordnung der einzelnen Kunden zu den Ausspeiseknoten nicht direkt
mo¨glich ist. Dies fu¨hrt dazu, dass in dem Netz zuku¨nftig ca. 20 Ausspei-
sestellen messbar gemacht werden, um die Beobachtbarkeit zu sichern.
Ein positiver Nebeneffekt dieses Ausbaues ist, dass dadurch dem Beob-
achter gemessene Ausspeisungen, u¨ber das komplette Netzgebiet verteilt,
als Eingangswerte zur Verfu¨gung stehen.
Des Weiteren wurden erste Simulationen an diesem Netz durchgefu¨hrt.
Hierbei lag der Fokus auf der Qualita¨t mit der der Knotenlastbeobachter
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die Fehlmenge auf die nicht gemessenen Ausspeisungen verteilt. Erkennen
kann man dies an der nicht verteilten Gasmenge, die an den Teilnetzkno-
ten als fiktive Ausspeisemengen angesetzt wird. Diese sollte im Idealfall
null sein. Ebenfalls wurde ein Augenmerk auf die Gu¨te der simulierten
Dru¨cke an den Teilnetzknoten gelegt. Stellvertretend fu¨r alle Teilnetz-
knoten sind beide Verla¨ufe fu¨r den Teilnetzknoten 2 in Abbildung 6.5 zu
sehen. Die Dru¨cke werden an dem Teilnetzknoten korrekt simuliert (lin-
kes Diagramm) und wie man in dem rechten Diagramm ablesen kann,
sind auch die Fehlmengen praktisch null. Die einzelnen Peaks resultieren
aus numerischen Ungenauigkeiten und sind nicht weiter von Bedeutung.
Damit ist gezeigt, dass die Fehlmengen auch in dem großen Netz korrekt
berechnet und verteilt werden. Nun stellt sich nur noch die Frage, ob
die Fehlmengen auch auf die korrekten Ausspeisungen verteilt werden.
Da die oben beschriebenen fu¨r den Beobachter notwendigen Ausbauten
der Messinfrasstruktur noch nicht abgeschlossen sind, ist zu erwarten,
dass die Verteilung noch nicht korrekt verla¨uft, was sich auch in ersten
Untersuchungen besta¨tigt hat.
K 01
K 05
K 04
K 03
TN
K 08
K 09
K 07
K 06
K 16
K 15
K 14
K 13
K 10
K 12
K 18
K 17
K 20 K 19
K 11
gemessene
Ausspeisung
Ausspeisung
Druckmes-sung
Abbildung 6.3: Topologie des Netzausschnittes aus dem Teilnetz der E.ON
Thu¨ringer Energie AG.
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Abbildung 6.4: Vergleich Simulation – Messwerte an den Ausspeisungen K
05 und K 19 des Netzausschnittes aus Abbildung 6.3.
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Abbildung 6.5: Druckverla¨ufe (simuliert, gemessen, Differenz) (links) und
Fehlmenge (rechts) an dem Teilnetzknoten 2 des sachsen-anhaltinischen Netzes
(Abb. 6.2).
4 Ausblick
Bei der weiteren Entwicklung des Simulationssystems wird die Haupt-
aufgabe sein, die Genauigkeit, die Lauffa¨higkeit und die Zuverla¨ssigkeit
des Knotenlastbeobachters bei großen und vermaschten Netzen zu ver-
bessern und zu validieren.
Im Detail bedeutet dies, dass die Methoden zur Bestimmung der Ein-
gangsgewichtung Gs und der Ausgangsversta¨rkung E weiterentwickelt
werden mu¨ssen. Ein mo¨glicher neuer Ansatz zur Berechnung der Aus-
gangsversta¨rkung ist die Verwendung der im letzten Zeitschritt berechne-
ten Ausspeisemengen anstelle der Jahresenergiemengen. Hierdurch wer-
den die jahreszeitlichen Schwankungen der Lastflu¨sse beru¨cksichtigt.
Bei großen Netzen stellt sich außerdem die Frage, ob man diese in
mehrere Netzgebiete unterteilt und in jedem einen Eingro¨ßenbeobachter
einsetzt oder ob man fu¨r das gesamte Netz einen Mehrgro¨ßenbeobachter
entwickelt. Bei den bisherigen Betrachtungen am Netz der E.ON Ava-
con AG wurde hierbei auf die erste Variante zuru¨ckgegriffen. Der Vorteil
dieser Variante liegt in der einfachen Implementierung. Als Nachteil er-
gibt sich jedoch die strikte Abgrenzung der Netzgebiete. Diese wird nur
durch ein itteratives Vorgehen bei der Berechnung, welche zu einer indi-
rekten Beeinflussung der Netzgebiete untereinander fu¨hrt, abgeschwa¨cht.
Daher ko¨nnte es zur Verbesserung der Simulationsgu¨te notwendig sein,
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einen Mehrgro¨ßenbeobchter zu implementieren, bei dem es keine Netz-
bereiche gibt und die Teilnetzknoten direkt miteinander wechselwirken.
Jedoch bringt dies auch die Schwierigkeit mit sich, gewichten zu mu¨ssen,
wie stark der Einfluss der einzelnen Teilnetzknoten auf die verschiedenen
Ausspeisepunkte im gesamten Netz ist.
Des Weiteren steckt noch Entwicklungspotenzial in den fu¨r die Vor-
steuerung verwendeten SLP, wobei diese sich von Netzbetreiber zu Netz-
betreiber unterscheiden ko¨nnen und daher im Einzelfall geschaut werden
muss, wie diese beeinflusst werden ko¨nnen.
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Automated Metering und
Kommunikationstechnologie – Power Line
Communication zur Vernetzung
intelligenter Stromza¨hler
Michael Bauer und Klaus Dostert
Karlsruher Institut fu¨r Technologie, Institut fu¨r Industrielle
Informationstechnik, Hertzstraße 16, 76135 Karlsruhe
Zusammenfassung Die automatische Fernablesung der Za¨h-
lersta¨nde von Energieverbrauchsza¨hlern wird als Automated Me-
tering oder auch Smart Metering bezeichnet und stellt eine we-
sentliche Komponente intelligenter Energieversorgungsnetze, so-
genannter Smart Grids, dar. Das Ru¨ckgrat solcher Anwendungen
bildet die Informations- und Kommunikationstechnologie. Eine
große Rolle spielt fu¨r das Smart Metering insbesondere die Power
Line Communication (PLC). Den derzeit vorgesehenen Anwen-
dungsfa¨llen stehen jedoch Herausforderungen gegenu¨ber, deren
Ursprung auf die physikalischen Eigenschaften des Stromnetzes
zuru¨ckzufu¨hren ist. Diese Eigenschaften werden im U¨berblick
dargelegt mit dem Ziel, eine realistische Einscha¨tzung der Po-
tentiale der PLC-Technologie zu ermo¨glichen.
1 Einleitung
Das Bewusstsein dafu¨r, dass Erzeugung und Verbrauch von Energie effi-
zienter gestaltet werden mu¨ssen, ist in den vergangenen Jahren deutlich
gewachsen. Die Begrenztheit der Ressourcen, welche fu¨r die konventionel-
le Energieerzeugung verwendet werden, wird immer deutlicher spu¨rbar,
ebenso wie die Auswirkungen konventioneller Energieerzeugung und kon-
ventionellen Energieverbrauchs auf die Umwelt. Der vermehrte Einsatz
regenerativer Energiequellen wie Solar- oder Windenergie soll dazu bei-
tragen, die Energieerzeugung umweltfreundlicher zu gestalten. Gleich-
zeitig wird versucht, den Energieverbrauch insgesamt durch effizienzstei-
gernde Maßnahmen zu senken oder zumindest die Endenergieverbraucher
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derart zu beeinflussen, dass fu¨r Spitzenlasten weniger Reserven vorge-
halten werden mu¨ssen. Mit diesen Ansa¨tzen in direktem Zusammenhang
stehen intelligente Energieverteilnetze, sogenannte ”Smart Grids“. Hinter
diesen Begriffen verbirgt sich eine Vielzahl verschiedenster Anwendungen
und Dienste fu¨r unterschiedliche Nutzergruppen, die jedoch zum gro¨ßten
Teil bislang eher als Visionen denn als konkrete Realisierungen existie-
ren. Hauptgrund fu¨r das langsame Voranschreiten der Entwicklung hin zu
intelligenten Energieversorgungsnetzen ist die hohe Komplexita¨t der Ge-
samtsysteme, hauptsa¨chlich bedingt durch die Querabha¨ngigkeiten der
einzelnen Systemkomponenten sowie deren ra¨umliche Trennung. Daher
kommt der Informations- und Kommunikationstechnologie eine u¨beraus
große Bedeutung zu.
Die verschiedenen Dienste fu¨r Smart Grids lassen sich in drei u¨ber-
geordnete Anwendungsbereiche gliedern. Abbildung 7.1 zeigt eine U¨ber-
sicht dieser Bereiche, die englischsprachigen Termini wurden dabei be-
wusst direkt u¨bernommen.
Abbildung 7.1: Struktur der Anwendungen in intelligenten Netzen.
Durch die Dezentralisierung der Energieerzeugung, durch den zuneh-
menden Einsatz kleinerer Energiequellen mit fluktuierender Leistung und
durch den dynamischen Wechsel zwischen den vormals fest verteilten
Rollen als Energieerzeuger und -verbraucher werden die herko¨mmlichen
Ansa¨tze fu¨r die Organisation der Energieverteilung vor neue Herausfor-
derungen gestellt. Ziel bei den Anwendungen im Bereich der Energiever-
teilung (Distribution Management) ist es, diesen Herausforderungen u.a.
durch den Einsatz neuartiger Informations- und Kommunikationstechno-
logie zu begegnen. Auf diese Weise soll die Netzstabilita¨t weiter erhalten
werden sowie die Energieerzeugung flexibel an den aktuellen Energie-
verbrauch angepasst werden ko¨nnen. Mo¨gliche Lo¨sungsansa¨tze werden
aktuell im Rahmen von Modellprojekten des BMWi-Fo¨rderprogramms
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”E-Energy“ [1] untersucht.
Die Haushaltsautomatisierung durch Vernetzung verschiedenster
Gera¨te innerhalb von Geba¨uden zu sogenannten Home Automation Net-
works (HANs) stellt eine weitere Komponente der intelligenten Ener-
gieverteilnetze dar. Die Ideen fu¨r solche Anwendungen sind vielfa¨ltig,
wenngleich sie noch weit von einem fla¨chendeckenden Einsatz entfernt
zu sein scheinen. Voraussetzung fu¨r die Realisierung sind Informationen,
die nur durch die Vernetzung mit anderen Komponenten intelligenter
Energieverteilnetze bereitgestellt werden ko¨nnen.
Das Smart Metering nimmt in Smart Grids eine zentrale Stellung
ein, da es den Informationsaustausch zwischen Endenergieverbraucher
und Energieerzeuger ermo¨glicht. Zusammen mit einer geeigneten Kom-
munikations-Infrastruktur stellen ”intelligente“ Energiemengenza¨hler die
hauptsa¨chlichen Komponenten einer Advanced bzw. Automated Mete-
ring Infrastructure (AMI) dar. Eine u¨bergeordnete Rolle spielt dabei der
Stromza¨hler. Intelligente Za¨hler (Smart Meter) u¨bertragen die jeweili-
gen Za¨hlersta¨nde automatisch an den Messstellenbetreiber (sogenann-
tes Automated Meter Reading, AMR) und ermo¨glichen das Konfigu-
rieren verschiedener Tarife. Dies ermo¨glicht eine im Idealfall lu¨ckenlose
Erfassung aller relevanten Verbrauchswerte in ku¨rzeren Zeitabsta¨nden
als bei der herko¨mmlichen Ablesung von Za¨hlersta¨nden sowie die Schaf-
fung von Anreizen fu¨r Verbraucher durch flexible Tarife. Die reine AMR-
Funktionalita¨t kann durch Funktionen wie beispielsweise Lastmanage-
ment (in Zusammenspiel mit HANs) oder das Bilanzieren von einge-
speister und verbrauchter Energie erweitert werden [2]. Ha¨ufig fu¨hrt dies
zu der Bezeichnung ”Advanced Metering Infrastructure“ (AMI).
Seit dem 01.01.2010 sind in Deutschland die Messstellenbetreiber, so-
fern ”technisch machbar und wirtschaftlich zumutbar“, lt. §21b, Abs. 3a
EnWG verpflichtet, ”Messeinrichtungen einzubauen, die dem jeweiligen
Anschlussnutzer den tatsa¨chlichen Energieverbrauch und die tatsa¨chliche
Nutzungszeit widerspiegeln.“ Der fla¨chendeckende Einsatz intelligenter
Energiemengenza¨hler ru¨ckt somit in greifbare Na¨he. Den gesetzlichen
Forderungen stehen diverse technische Herausforderungen hinsichtlich
der Vernetzung einer großen Anzahl von Za¨hlern mit einer zentralen Da-
tenverwaltung gegenu¨ber. Die aktuellen Bemu¨hungen erstrecken sich von
einer einheitlichen Definition der Dienste und Anwendungen bis hin zur
Schaffung eines einheitlichen, offenen Standards fu¨r die Datenu¨bertra-
gung mittels PLC (vgl. EU-Forschungsprojekt ”OPEN meter“ [3]).
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Im Fokus der folgenden Betrachtungen liegt die Datenu¨bertragung
u¨ber Energieverteilnetze (Power Line Communication, PLC) fu¨r Auto-
mated Metering. Zuna¨chst werden die allgemeine Systemarchitektur so-
wie die zugeho¨rigen Systemkomponenten dargelegt und die Anforderun-
gen an die Kommunikationstechnologie beleuchtet. Im Anschluss daran
werden die speziellen Eigenschaften der Power Line Communication ver-
tieft behandelt. Abschließend werden Mo¨glichkeiten zur Bewertung der
Leistungsfa¨higkeit von PLC-U¨bertragungssystemen aufgezeigt und die
Ergebnisse zusammengefasst.
2 PLC als Kommunikationstechnologie fu¨r Smart Grids
Bei der Power Line Communication [4] werden digitale Daten u¨ber das
Stromnetz u¨bertragen. Da Stromza¨hler direkt mit dem Niederspannungs-
netz verbunden sind und die Verantwortung fu¨r die Netze ohnehin der
Energieversorgungsindustrie obliegt, erscheint PLC fu¨r die digitale Ver-
netzung intelligenter Stromza¨hler mit Datenkonzentratoren u¨ber das Nie-
derspannungsnetz auf den ersten Blick ideal geeignet. Das Niederspan-
nungsnetz ist jedoch urspru¨nglich fu¨r die Energieverteilung ausgelegt und
weist daher im Vergleich zu anderen U¨bertragungsmedien einige Beson-
derheiten auf, die sich auf die Qualita¨t der Datenu¨bertragung auswirken
ko¨nnen. Sie bedu¨rfen daher einer genaueren Betrachtung. Den großen
wirtschaftlichen Vorteilen von PLC steht in erster Linie die Tatsache
gegenu¨ber, dass es sich dabei um eine relativ junge Technologie han-
delt, deren Leistungsfa¨higkeit a priori fu¨r den Endanwender nur schwer
einzuscha¨tzen ist. Die folgenden Abschnitte behandeln die technischen
Besonderheiten von PLC und liefern somit eine Bewertungsgrundlage.
2.1 Systemkomponenten einer Infrastruktur fu¨r intelligente
Stromza¨hler
Abbildung 7.2 zeigt einen Ausschnitt der Systemarchitektur fu¨r AMI in
Anlehnung an [2]. Die Systemarchitektur ist um die in [5] spezifizier-
ten Kommunikationstechnologien erweitert. Wesentliche Systemkompo-
nenten fu¨r die Realisierung der Funktionen sind die Stromza¨hler und
der Datenkonzentrator. Der Stromza¨hler dient dabei als Gateway. Er
fasst die relevanten Informationen, die z. B. von Gas-, Wasser- und
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Abbildung 7.2: AMI-Systemkomponenten und Art der Vernetzung.
Wa¨rmeza¨hlern, aber auch von anderen Gera¨ten stammen ko¨nnen, zu-
sammen und u¨bertra¨gt sie an den Datenkonzentrator. Dieser koordi-
niert die Datenu¨bertragung zwischen Stromza¨hlern und Datenkonzen-
trator und u¨bernimmt daru¨ber hinaus deren Steuerung und Verwal-
tung. Entsprechende Bedeutung kommt der Schnittstelle zwischen Za¨hler
und Datenkonzentrator zu, nicht zuletzt auf Grund der großen Anzahl
an Gera¨ten, die u¨ber diese Schnittstelle bedient werden mu¨ssen. In [5]
sind hierfu¨r mit Kommunikationstechnologien nach IEC 61334-5-1 und
PRIME-Spezifikation [6] ausschließlich PLC-Technologien vorgesehen.
Eine weitere Schnittstelle ermo¨glicht es, einen Za¨hler direkt u¨ber das Mo-
bilfunknetz mit dem zentrale Datenerfassungssystem zu verbinden und
somit den Datenkonzentrator als vermittelnde Instanz zu u¨bergehen. Die-
se ist jedoch nicht prima¨r fu¨r den fla¨chendeckenden Einsatz bestimmt.
2.2 Anforderungen an Kommunikationssysteme
Das Kommunikationssystem muss gewa¨hrleisten, dass die zu u¨bermit-
telnden Informationen auch tatsa¨chlich und korrekt u¨bertragen werden.
Die wichtigsten Anforderungen sind daher Zuverla¨ssigkeit und Verfu¨g-
barkeit. Eine weitere wichtige Anforderung ist die Echtzeitfa¨higkeit. Es
muss gewa¨hrleistet sein, dass Informationen innerhalb einer bestimmten
Zeit von der Informationsquelle zur Informationssenke u¨bertragen wer-
den. Welche maximale Zeitdauer dafu¨r im konkreten Fall zula¨ssig ist,
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ha¨ngt dabei von der jeweiligen Anwendung ab.
Zusa¨tzlich zu Zuverla¨ssigkeit, Verfu¨gbarkeit und Echtzeitfa¨higkeit
muss die Datensicherheit gewa¨hrleistet sein. Bei den zu u¨bertragenden
Informationen handelt es sich ha¨ufig um geldwerte und personenbezogene
Daten oder auch um Daten, welche die Betriebssicherheit bzw. Funkti-
onsfa¨higkeit des Energieversorgungsnetzes betreffen. U¨bertragungssyste-
me mu¨ssen, insbesondere im Zusammenhang mit Energiemengenza¨hlern,
auch eichrechtlichen Anforderungen entsprechen.
Neben den technischen Anforderungen an Kommunikationssysteme
spielen natu¨rlich auch die wirtschaftlichen Anforderungen eine große Rol-
le. Die Transformation der existierenden Energieversorgungsnetze hin zu
intelligenten Energieversorgungsnetzen ist mit erheblichen Kosten ver-
bunden, da beispielsweise der Austausch vorhandener konventioneller
Energiemengenza¨hler durch intelligente Za¨hler notwendig ist.
Um die anfa¨nglichen Investitionskosten so gering wie mo¨glich zu hal-
ten, mu¨ssen daher die Stu¨ckpreise der Za¨hler trotz erweiterter Funktio-
nalita¨t und Kommunikationsfa¨higkeit niedrig sein. Gleiches gilt fu¨r die
laufenden Kosten der Kommunikationssysteme. Wu¨nschenswert ist au-
ßerdem, dass die intelligenten Za¨hler eine vergleichbar hohe Lebensdauer
besitzen und ebenso wartungsarm sind wie herko¨mmliche Za¨hler. Ins-
besondere eine hohe Lebensdauer bei gleichzeitig niedrigem Wartungs-
aufwand sind vor dem Hintergrund, dass noch keinerlei Erfahrungswerte
hinsichtlich der Leistungsfa¨higkeit verschiedener Kommunikationsmodu-
le existieren, schwer zu gewa¨hrleisten. Bezu¨glich der Auswahl einer geeig-
neten Kommunikationstechnologie existieren somit erhebliche Investiti-
onsrisiken, zumal einheitliche leistungsfa¨hige Standards fehlen. In [7] wird
am Beispiel der Situation in Flandern der Versuch unternommen, eine
Entscheidungsgrundlage bezu¨glich der Kommunikationstechnologien zu
erarbeiten. Eine umfassendere Darstellung der Potentiale verschiedener
Kommunikationstechnologien findet sich in [8], ebenso wie die Ergebnisse
einer diesbezu¨glich unter 40 Energieversorgern durchgefu¨hrten Erhebung.
Dieser zufolge ist das Interesse an PLC als Kommunikationstechnologie
mit 65% am ho¨chsten, dicht gefolgt von GSM mit 63%.
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2.3 Unterschiede zwischen Breitband-PLC und Schmalband-PLC
Auf Grund der verschiedenen Wellenla¨ngen und Bandbreiten der
U¨bertragungssignale wird zwischen Breitband-PLC (Broadband Power
Line Communication, BPL) und Schmalband-PLC (Narrowband Power
Line Communication, NPL) unterschieden.
Breitband-PLC
Das U¨bertragungsband fu¨r BPL liegt u¨blicherweise zwischen u¨ber 1 MHz
und maximal 80 MHz.
Auf Grund der Tatsache, dass die Leitungsla¨ngen des Niederspannungs-
netzes im Vergleich zu den Wellenla¨ngen des U¨bertragungssignals um
ein Vielfaches gro¨ßer sind, ko¨nnen die Stromleitungen in diesem Fre-
quenzbereich als Antenne wirken. Dies bedingt auf der einen Seite, dass
U¨bertragungssignale unbeabsichtigt abgestrahlt werden ko¨nnen, und
auf der anderen Seite, dass unbeabsichtigterweise U¨bertragungssignale
von Funkdiensten in die Leitung eingekoppelt werden ko¨nnen. Eine
gegenseitige Sto¨rung von PLC und Funkdiensten ist somit prinzipiell
nicht auszuschließen. Neben der Antennenwirkung der Stromleitungen
kann es zu Reflexionen entlang der Leitungen kommen, wodurch die
U¨bertragungssignale innerhalb schmalbandiger Bereiche (”Notches“) ex-
trem geda¨mpft werden ko¨nnen.
Als Modulationsverfahren kommen ausschließlich Mehrtra¨ger-Modulati-
onsverfahren zum Einsatz, in der Mehrzahl der Fa¨lle OFDM. Lediglich
im Falle von HD-PLC werden Filterba¨nke zur Modulation verwendet.
Die Vorteile von BPL bestehen in – verglichen mit NPL – hohen no-
minellen Datenu¨bertragungsraten in der Gro¨ßenordnung bis zu einigen
Hundert Mbit/s. Nachteilig sind die vergleichsweise geringen Reichweiten
sowie hohe Kosten fu¨r Modems. Insbesondere problematisch ist jedoch
die mo¨gliche Abstrahlung der U¨bertragungssignale durch Stromleitun-
gen. Da in dem fu¨r BPL verwendeten Frequenzbereich auch Funkdienste
angesiedelt sind, ko¨nnen im Falle der Beeintra¨chtigung dieser Dienste
durch BPL rechtliche Probleme auf die Betreiber der Gera¨te zukommen.
Schmalband-PLC
Der fu¨r NPL genutzte Frequenzbereich liegt weit unter dem von BPL
und weist eine deutlich geringere Bandbreite auf. Der innerhalb der EU
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verwendbare Frequenzbereich – festgelegt in CENELEC EN 50065 [9] –
liegt zwischen 9 kHz und 148 kHz, wa¨hrend in den USA und in Japan
Frequenzen bis zu 500 kHz freigegeben sind. Auf Grund der Wellenla¨ngen
des U¨bertragungssignals, die gro¨ßer sind als der u¨berwiegende Anteil der
La¨ngen von Stromleitungen im Niederspannungsnetz, kommt es kaum
zu Signalreflexionen. Ebensowenig ist eine Sto¨rung von Funkdiensten zu
befu¨rchten. Problematisch sind allerdings das Impedanzverhalten der am
Netz angeschlossenen Verbraucher sowie ein hoher Sto¨rsignalpegel.
Als Modulationsverfahren wurden in der Vergangenheit u¨berwiegend
schmalbandige Verfahren wie FSK und Eintra¨germodulation verwendet.
Die derzeit einzige auf einem offenen Standard (IEC 61334-5-1) basie-
rende Technologie verwendet FSK als Modulationsverfahren und erreicht
maximal 2.4 kbit/s. Mit der Nachfrage nach ho¨heren Datenraten kommen
zunehmend OFDM-basierte U¨bertragungssysteme zum Einsatz. Beispie-
le hierfu¨r sind Technologien wie beispielsweise PRIME [6] und G3 [10],
die Datenraten bis nominell maximal 129 kbit/s (PRIME) bzw. 35 kbit/s
(G3) versprechen. Beide Technologien existieren bislang lediglich als tech-
nische Spezifikationen und sind daher nicht standardisiert. In seltenen
Fa¨llen werden auch bandspreizende Modulationsverfahren wie Direct Se-
quencing Spread Spectrum (DSSS) oder Chirp Spreading eingesetzt.
Wesentlicher Vorteil der NPL-Technologien ist die durch die Norm
EN 50065 festgelegte Berechtigung zur Nutzung der Frequenzberei-
che fu¨r PLC, auf die sich die Betreiber von NPL-Gera¨ten beru-
fen ko¨nnen. Nachteilig ist die im Vergleich zu BPL niedrige Brutto-
Datenu¨bertragungsrate, die durch unvorteilhafte Sto¨rszenarien oder ho-
he Signalda¨mpfung unter Umsta¨nden drastisch weiter verringert wer-
den kann. Prinzipiell wird fu¨r AMI-Anwendungen NPL klar gegenu¨ber
BPL bevorzugt. Das Fehlen geeigneter offener Standards fu¨r Kommu-
nikationstechnologie steht jedoch einem fla¨chendeckenden Einsatz von
NPL-Technologie entgegen. Daher werden aktuell Anstrengungen unter-
nommen, geeignete NPL-Technologien auszuwa¨hlen und zu standardisie-
ren [3].
2.4 Eigenschaften des U¨bertragungskanals
Untersuchungen am Energieverteilnetz hinsichtlich seiner Eigenschaften
als U¨bertragungskanal zeigen, dass es sich deutlich anders verha¨lt als kon-
ventionelle U¨bertragungskana¨le. Ein wesentlicher Unterschied ist, dass
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sich die additiven Sto¨rungen nicht als additives weißes Rauschen mo-
dellieren lassen [11], [12]. Das prinzipielle Kanalmodell fu¨r NPL ist in
Abbildung 7.3 dargestellt. Im Folgenden werden, basierend auf den Un-
tersuchungen in [13], [14] und [15], die Auswirkungen der Eigenschaften
des PLC-U¨bertragungskanals auf Sendesignale na¨her beleuchtet.
Abbildung 7.3: Sto¨rszenario des PLC-U¨bertragungskanals.
Die Endstufe des Senders (Tx) wird mit der Netzzugangsimpedanz
Z(f, τ) belastet. Sie ist, ebenso wie die Kanalu¨bertragungsfunktion
H(f, τ) im Wesentlichen zeit- und frequenzvariant und kann sehr klei-
ne Werte von bis zu < 1Ω annehmen. Leistungsversta¨rker mu¨ssen al-
so entsprechend dimensioniert und eine entsprechende Leistungsaufnah-
me im Sendebetrieb einkalkuliert werden. Netzzugangsimpedanz und
Kanalu¨bertragungsfunktion bewirken zusammen, dass die Amplitude
des Sendesignals frequenzselektiv geda¨mpft werden kann, wobei die
Da¨mpfung betragsma¨ßig bis zu −60dB betragen kann [13].
Die additiven Sto¨rungen sind ebenfalls zeit- und frequenzvariant
und lassen sich, wie in Abbildung 7.3 dargestellt, in vier Klassen un-
terteilen. Das Hintergrundrauschen weist ein mit abnehmender Fre-
quenz u¨berproportional zunehmendes Leistungsdichtespektrum auf, wo-
bei −40dBW/kHz selten u¨berschritten [14] werden. Wa¨hrend schmal-
bandige Sto¨rungen bei BPL u¨blicherweise auf eingekoppelte Signa-
le zuru¨ckzufu¨hren sind, sind sie im Falle von NPL u¨blicherweise auf
Sto¨rquellen zuru¨ckzufu¨hren, die direkt mit dem Niederspannungsverteil-
netz verbunden sind. Obwohl die Leistungen einzelner Schmalbandsto¨rer
mit maximal −60dBW [14] jeweils relativ niedrig sind, ko¨nnen in den
betreffenden schmalen Frequenzba¨ndern vergleichsweise hohe Leistungs-
dichten erreicht werden. Impulssto¨rer zeichnen sich durch kurzzeitig auf-
78 M. Bauer und K. Dostert
tretende hohe Amplituden von vereinzelt mehr als 10V aus. Man un-
terscheidet zwischen periodischen Impulssto¨rern, die entweder synchron
oder asynchron zur Netzspannung auftreten ko¨nnen, und aperiodischen
Impulssto¨rern, deren Auftrittszeitpunkte lediglich stochastisch model-
liert werden ko¨nnen [16]. Das Auftreten mehrerer aperiodischer Im-
pulssto¨rer in Folge wird als Burst-Sto¨rer bezeichnet. Im Zeitbereich liegen
die Maximalamplituden von Impulssto¨rern deutlich u¨ber denen des Hin-
tergrundrauschens und der Schmalbandsto¨rer, wobei die Maximalampli-
tuden periodischer oftmals weit unter denen aperiodischer Impulssto¨rer
liegen. Im Frequenzbereich sind Impulssto¨rer auf Grund ihrer kurzen
Zeitdauer breitbandig, wobei hauptsa¨chliche Anteile der Sto¨rleistung in
vielen Fa¨llen in einem oder mehreren breiten Frequenzba¨ndern konzen-
triert sind. Die Auswirkungen der in Abbildung 7.3 allgemein dargestell-
ten Sto¨reinflu¨sse haben zur Folge, dass sich die Leistungsfa¨higkeit von
PLC-U¨bertragungssystemen in der Realita¨t deutlich von der theoretisch
mo¨glichen unterscheidet.
Zur Erla¨uterung wird im folgenden Beispiel davon ausgegangen, dass
das Empfangssignal durch die U¨bertragungsfunktion verschieden stark
geda¨mpft wird und – aus Gru¨nden der besseren Vergleichbarkeit mit
den z. B. in [17] analytisch hergeleiteten Zusammenha¨ngen – mit weißem
Rauschen u¨berlagert. Ebenfalls zur besseren Vergleichbarkeit wird die
Leistungsdichte des Rauschens dabei so angepasst, dass der Signal-
Sto¨rabstand auf das geda¨mpfte Empfangssignal bezogen wird. Das Emp-
fangssignal wird anschließend einer AD-Wandlung mit 12 Bit Auflo¨sung
unterzogen. Im ersten Fall wird OFDM-System mit 512 Tra¨gern bei
koha¨renter 2-PSK-Modulation angenommen. In Abbildung 7.4 (a) ist
deutlich zu erkennen, dass die Verla¨ufe des Bitfehlerha¨ufigkeit u¨ber
dem Signal-Sto¨rabstand pro Bit Eb/N0 sich ab einer Da¨mpfung von
−50dB deutlich vom idealen Verlauf entfernen. Der Grund dafu¨r ist,
dass die Quantisierung der Abtastwerte des Empfangssignals durch den
AD-Wandler mit zunehmender Da¨mpfung nur noch unzureichend ist.
Ab einschließlich −60dB Da¨mpfung ist eine fehlerfreie U¨bertragung be-
reits ausgeschlossen. Grundsa¨tzlich existieren zwei Mo¨glichkeiten, ei-
ne derart drastische Verschlechterung der System-Performance durch
hohe Signalda¨mpfung abzumildern. Einerseits kann eine automatische
Versta¨rkungsregelung eingesetzt werden, die den Spannungspegel des
Empfangssignals so regelt, dass der Wertebereich des AD-Wandlers stets
vollsta¨ndig nutzbar ist. In der Realita¨t kann das Empfangssignal aller-
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(a) U¨bertragung mit 512 Tra¨gern. (b) U¨bertragung mit 32 Tra¨gern.
Abbildung 7.4: Bitfehlerha¨ufigkeit fu¨r verschiedene Signalda¨mpfungen bei
Quantisierung mit 12 Bit Auflo¨sung.
dings kurzzeitig durch Impulssto¨rungen gesto¨rt sein kann, was den Ent-
wurf eines geeigneten Regelungskonzeptes deutlich erschwert. Eine alter-
native Lo¨sung besteht darin, weniger Tra¨ger zur U¨bertragung zu verwen-
den. Dadurch verringert sich das Verha¨ltnis von maximaler zu mittlerer
Amplitude des Empfangssignals (Crest-Faktor bzw. PAPR), wodurch die
Auswirkungen des Quantisierungsfehlers verringert werden, s. Abbildung
7.4 (b). Hier ist eine U¨bertragung bei einer Da¨mpfung von −60dB immer-
hin mo¨glich, allerdings zu Lasten der Datenrate, welche sich im Beispiel
um den Faktor 16 reduziert.
2.5 Methoden zur Bestimmung der Systemperformance
Ha¨ufig sind Anwender aus der Energieversorgungsbranche mit dem Pro-
blem konfrontiert, ein fu¨r Smart Grid bzw. Smart Metering geeigne-
tes PLC-U¨bertragungssystem auszuwa¨hlen. Von fundamentaler Bedeu-
tung fu¨r die Funktionsfa¨higkeit ist dabei die Bitu¨bertragungsschicht. Lei-
der versagen jedoch herko¨mmliche Evaluierungsmethoden, da der PLC-
U¨bertragungskanal nicht mit dem u¨blichen Modell eines AWGN-Kanals
vergleichbar ist. Im Folgenden werden daher Mo¨glichkeiten erla¨utert,
die eine Beurteilung der Leistungsfa¨higkeit der Bitu¨bertragungsschicht
verschiedener PLC-basierter Technologien ermo¨glichen. Zwar existieren
in der Literatur umfangreiche Untersuchungen, die darauf abzielen den
PLC-U¨bertragungskanal im Detail zu analysieren (z. B. [13], [14] und
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[15]). Da dieser jedoch orts-, zeit- und frequenzvariant ist, ist es den-
noch schwierig, ein geschlossenes verallgemeinertes Modell dieses Kanals
zu finden, auf dessen Grundlage die Leistungsfa¨higkeit eines Systems
zuverla¨ssig bewertet werden kann. Gesicherte Erkenntnisse u¨ber eine
U¨bertragungstechnologie setzen daher eine experimentelle Untersuchung
voraus. Das Energieverteilnetz ist hierfu¨r auf Grund der inha¨renten Insta-
tionarita¨t und Varianz der Parameter allerdings denkbar schlecht geeig-
net. Vielmehr mu¨ssen die Erkenntnisse unter reproduzierbaren Randbe-
dingungen zustande kommen. Ein Kanalemulator [18] ist hierfu¨r ideal ge-
eignet, zumal in Kombination mit aus der Realita¨t abgeleiteten Referenz-
Szenarien.
Zusa¨tzlich kann es nu¨tzlich sein, die Eignung eines Systems direkt
am Niederspannungsnetz zu verifizieren, sofern gleichzeitig alle Informa-
tionen wie Sto¨rszenario und U¨bertragungsfunktion u¨ber die betreffen-
de U¨bertragungsstrecke protokolliert werden. In diesem Fall muss al-
so das U¨bertragungssystem um Diagnosefunktionalita¨t erweitert wer-
den. Abbildung 7.5 zeigt ein derartiges System, das neben der Daten-
u¨bertragung direkt auch das Protokollieren zugeho¨riger Empfangssignale
erlaubt. Dadurch ko¨nnen, falls U¨bertragungsfehler auftreten, die Ursa-
chen fu¨r diese Fehler im Detail nachvollzogen werden. Zum Einen ko¨nnen
diese Informationen herangezogen werden, um neue Referenz-Szenarien
fu¨r einen Kanalemulator zu definieren. Zum Anderen kann ein derarti-
ger Aufbau u¨ber die Systemverifikation hinaus auch zur Optimierung der
Systemparameter herangezogen werden.
3 Zusammenfassung
Zwischen den eigentlichen Systemanforderungen fu¨r Anwendungen und
Dienste in Smart Grids und der Realita¨t bezu¨glich geeigneter PLC-
U¨bertragungstechnologie herrscht eine gewisse Diskrepanz. Wa¨hrend auf
der einen Seite durchaus interessante Anwendungsszenarien entstehen,
herrscht auf der anderen Seite noch große Unsicherheit, in welchem Um-
fang PLC fu¨r Smart Grids einsetzbar ist. Zwar wa¨re die Power Li-
ne Communication aus Perspektive der Anwender ideal geeignet, die
Herausforderungen und Fragen bezu¨glich der technischen Umsetzung
sind jedoch noch nicht abschließend beantwortet. Dies scheint den Fort-
schritt bezu¨glich der Realisierung intelligenter Energieverteilnetze aktu-
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Abbildung 7.5: Struktur des Digitalteils eines PLC-Modems.
ell zu hemmen. Um die aktuelle Situation zu verbessern sind dringend
neue Methoden zur Systemverifikation und -validierung notwendig. Zwei
Mo¨glichkeiten wurden aufgezeigt: Mit Hilfe eines Kanalemulators las-
sen sich verschiedene Technologien auf Ebene der Bitu¨bertragungsschicht
unter reproduzierbaren Randbedingungen vergleichen, wodurch eine
Entscheidungsgrundlage zu Gunsten tatsa¨chlich u¨berlegener Techno-
logien geschaffen werden kann. Bezu¨glich der Optimierung der Leis-
tungsfa¨higkeit aktueller Systemansa¨tze wurde die Mo¨glichkeit vorge-
stellt, das eigentliche Kommunikationssystem um Diagnosefunktionen zu
erweitern und somit die Anpassung der Systemparameter an reale Ka-
naleigenschaften zu ermo¨glichen.
In absehbarer Zeit sind sicherlich funktionsfa¨hige und standardisierte
Lo¨sungen zu erwarten, auf deren Basis Dienste fu¨r Smart Grids fla¨chen-
deckend mit Power Line Communication realisiert werden ko¨nnen. Die
Realisierung hoher Datenraten in der Gro¨ßenordnung von 100 kbit/s auf
der Bitu¨bertragungsschicht ist allerdings sehr unwahrscheinlich.
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Auftragsorientierte Videoauswertung zur
sensoru¨bergreifenden Objektverfolgung in
großen verteilten Kamerasystemen
Eduardo Monari
Fraunhofer-Institut fu¨r Optronik, Systemtechnik und Bildauswertung IOSB,
Fraunhoferstr. 1, D-76131 Karlsruhe
Zusammenfassung In diesem Beitrag soll ein Kameranetz-
werk anstatt aus der klassischen Sicht der zentralen/dezentra-
len sensororientierten Informationsauswertung, aus einem alter-
nativen Blickwinkel betrachten werden: aus der Sicht des Ana-
lyseauftrages. Hierbei wird ein sogenanntes auftragsorientiertes
Videoauswertungskonzept vorgestellt, welches durch eine hybri-
de logische Netzwerktopologie die Vorteile zentraler bzw. dezen-
traler Grundsysteme fu¨r eine konkrete Analyseaufgabe kombi-
niert. Exemplarisch, wird der Grundgedanke der auftragsorien-
tierten Videoauswertung am konkreten Beispiel einer videoba-
sierten Multi-Kamera-Personenverfolgungsaufgabe verdeutlicht.
1 Einleitung
In modernen Videou¨berwachungssystemen findet man immer mehr au-
tomatische Videoanalyse zur optimierten Datenaufzeichnung und Auf-
merksamkeitssteuerung des Personals. Dadurch wird das Personal ent-
lastet und die Speicherressourcen geschont, da nur bei Detektion bzw.
Erkennung von Objekten auch die zugeho¨rigen Bilddaten archiviert wer-
den.
Die Prozessstrukturen fu¨r eine automatisierte Videoanalyse unter-
scheiden sich je nach Gro¨ße des Kameranetzwerkes und nach ein-
gesetzten Kommunikationstechnologien bzw. sonstigen Komponenten.
Grundsa¨tzlich findet man bei den heutigen automatisierten Kamerasys-
temen zwei Typen von Prozessstrukturen vor: die sogenannte ”zentrale
Auswertung“ und ”dezentrale Auswertung“ – je nach Lage der Video-
analyseprozesse im System.
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Abbildung 8.1: Klassisches dezentrales sensororientiertes System (links) und
der uftragsorientierte Ansatz (rechts) fu¨r Videou¨berwachu gssysteme.
Unabha¨ngig von der Art der Prozessstruktur (zentral oder dezentral)
haben all diese Systeme und Verfahren Eines gemeins m: Sie sind wer-
ten die Informationen sensororientiert aus. Alle Systeme sind so kon-
zipiert, dass mo¨glichst alle Informationen aus allen v rfu¨gbaren Kame-
ras extrahiert und gesammelt werden ko¨nnen. In der Videou¨berwachung
geht es insbesondere darum alle Objekte (Personen, Fahrzeuge, etc.),
die sich in einem beobachteten Bereich aufhalten, zu erfassen und zu
analysieren. Diese Anforderung, alle Objekte im U¨berwachungsbereich
zu detektieren und zu verfolgen, fu¨hrt unweigerlich dazu, dass auch
alle verfu¨gbaren Sensoren kontinuierlich Informationsgewinnung betrei-
ben mu¨ssen. Der hier vorgestellte Ansatz zur auftragsorientierten Multi-
Kamera-Videoauswertung verfolgt hingegen da Ziel, ausschließlich auf-
tragsbezogene Videodaten ausz werten und extrahierte Informationen
weiter zu verarbeiten. Es wird gezeigt, dass obwohl die Prozessstruktur
mit bereits bekannten Topologien und Systemen vergleichbar ist, sich
die auftragsorientierte Informationsgewinnung und -verarbeit g aller-
dings signifikant vom Informationsfluss in bekannten sensorori ntierten
Systemen unterscheidet.
Fu¨r diese Forschungsarbeit wurde ein Verfahren zur kamerau¨bergrei-
fenden Verfolgung einer Person in einem Kameran tzwerk mit u¨berlap-
penden und nicht-u¨berlappenden Erfassungsbereichen entwickelt, wel-
ches fu¨r den Funktionsnachweis (”Proof of Concept“) fu¨r die erarbeitete
auftragsorientierte Systemarchitektur eingesetzt wurde.
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Abbildung 8.2: Die entworfene Prozessarchitektur, bestehend aus den Auf-
tragsprozessen (PRCs) und den intelligenten Kamera mit integrierter Agen-
tenplattform (SDAs).
2 Auftragsorientierte Prozessstruktur
Die objekt- und auftragsorientierte Organisation st llt ein neues logi-
sches Paradigma basierend auf physikalisch bewa¨hrten Netzwerktopolo-
gien dar. Die Idee hierbei ist, fu¨r jedes relevante Objekt bzw. fu¨r jeden
Analyseauftrag einen autonomen Prozess mit einer dedizierten Auswer-
tungsaufgabe zu versehen und diesen dann als neuen Verarbeitungskno-
ten in die Netzwerkstruktur einzufu¨gen. Daraus ergibt sich auf logischer
Ebene eine dynamische Netzwerkstruktur, in welcher Objekte oder Auf-
tra¨ge als autonome Verarbeitungsknoten auftreten.
Jeder auftragsorientierte Verarbeitungsknoten verfolgt hierbei das Ziel,
die aufgetragene Aufgabe bestmo¨glich zu erfu¨llen. Um dieses Ziel zu er-
reichen, agiert er komplett autonom und strebt durch Auswertung von
vorhandenem A-priori-Wissen und dynamisch gewonnener lokaler Infor-
mationen nach einer zielgerichteten lokalen Organisation zur Informa-
tionsgewinnung. D. h. der auftragsorientierte Verarbeitungsknoten ver-
sucht selbststa¨ndig die Sensoren zu ermitteln, die fu¨r die Erfu¨llung der
aufgetragenen Aufgabe entweder notwendig sind, oder, im Falle einer
Redundanz, sich am besten hierfu¨r eigenen.
Bei der Prozessstruktur unterscheidet man zwischen einer (statischen)
sensororientierten Prozessebene, bestehend aus intelligenten Sensorkno-
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ten (sogenannten Specialized Detection Agencies oder SDAs), und ei-
ner (dynamischen) auftragsorientierten Ebene, bestehend aus autonomen
auftragsorientierten Prozessen (Processing Clusters oder PRCs) (Abb.
8.2).
Die SDAs sind jeweils einem Sensor direkt zugeordnet und sind des-
halb auf die Verarbeitung dieser Sensordaten spezialisiert. Um die An-
forderung nach einer generischen Systemarchitektur zu erfu¨llen, insbe-
sondere bzgl. der Anwendbarkeit des Systems fu¨r unterschiedliche Aus-
werteaufgaben, sind die SDAs als Agentenplattformen konzipiert. Die-
se ermo¨glichen eine dynamische Aktivierung vielfa¨ltiger Analyseagenten,
die fu¨r eine spezielle tempora¨re, Informationsgewinnung eingesetzt wer-
den ko¨nnen (z. B. Gesichtsdetektion, Bewegungsdetektion, Objektklassi-
fikation, usw.). Zur Gewa¨hrleistung der Skalierbarkeit des Systems sind
die SDAs physikalisch als ”intelligente Sensoren“ konzipiert.
Im Gegensatz zu den SDAs sind die PRCs nicht an spezielle Senso-
ren gebunden, sondern sind prinzipiell in der Lage, multi-sensorielle Da-
tenauswertung mit beliebigen Untermengen der vorhandenen Sensoren
durchzufu¨hren. Da sich die Anzahl der Auftra¨ge u¨ber die Zeit a¨ndern
kann (z. B. wenn der Benutzer neue Analyseauftra¨ge startet) und des
Weiteren die Analyseauftra¨ge in der Regel keine Dauerauftra¨ge sind, son-
dern eine endliche Lebenszeit aufweisen, ist auch die Lebenszeit solcher
PRCs begrenzt. Dies fu¨hrt zu einer dynamischen Struktur der Auftrags-
prozessebene und Kommunikationstopologie, d. h. der Sensor-Auftrag-
Zuordnung (Sensor-Task-Assignment).
Die vorgestellte Architektur ist insbesondere durch die fehlende hierar-
chische Verwaltung der Auftragsprozesse gekennzeichnet. Wa¨hrend klas-
sische Architekturen eine ”oberste“ Instanz sowohl zur Initialisierung und
Steuerung der Auswerteprozesse als auch zur Sensor-Auftrag-Zuordnung
vorsehen, ist in diesem Konzept lediglich eine Auftragsinitialisierung
erforderlich. Nach der Instanziierung und Initialisierung des Auftrags-
prozesses (in Form eines PRCs) agiert dieser vo¨llig selbststa¨ndig und
u¨bernimmt somit die komplette Kontrolle u¨ber die Abwicklung des auf-
getragenen Auftrags und selektiert selbststa¨ndig die als auftragsrelevant
ermittelten Sensoren. Eine Kommunikation zwischen Auftragsprozessen
ist prinzipiell mo¨glich, aber nicht zwingend notwendig, da diese komplett
autonom handeln.
Im na¨chsten Abschnitt werden zuna¨chst die einzelnen Systemkompo-
nenten (SDAs und PRCs) fu¨r den Einsatz im Bereich der Multi-Kamera-
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Videou¨berwachung erla¨utert. Weiter wird der Informationsfluss zwischen
diesen Komponenten vorgestellt.
2.1 Specialized Detection Agency
Die Specialized Detection Agencies sind verteilte Software-Plattformen
fu¨r rekonfigurierbare, intelligente Sensoren. Diese ermo¨glichen, unter-
schiedliche Agenten zur Sensordatenauswertung dynamisch zu starten
und zu konfigurieren. Die Agenten werden hierbei als reine sensororien-
tierte (d. h. jeweils direkt einem Sensor zugeordnete) Informationslie-
feranten eingesetzt, die selbst keine Interpretation der Beobachtungen
vornehmen. Sie generieren aus den Sensorrohdaten eine abstrakte Be-
schreibung der Szene (Merkmalsextraktion) und ko¨nnen diese dann in
Form von Metadaten bereitstellen. Aus den Informationen eine Interpre-
tation abzuleiten und Entscheidungen zu treffen, ist allein dem auftrags-
orientierten Prozess (PRC) vorbehalten.
Eine Specialized Detection Agency ist aus drei logischen Einheiten auf-
gebaut:
• ein Sensor-Interface (zur Datenakquise der Sensorrohdaten, z. B.
Videostrom fu¨r eine intelligente Kamera),
• das PRC-Interface (zur Kommunikation und Metadatenaustausch
mit den abonnierten Auftragsprozessen),
• die Agenten Plattform (AP)
Abha¨ngig von der verfu¨gbaren Rechenkapazita¨t des intelligenten Sen-
sors und der speziellen Informationsanfrage durch einen PRC aktiviert
die Agentenplattform einen oder mehrere Analyseagenten zur Sensor-
datenauswertung und Informationsextraktion. Alle aktivierten Agenten
fu¨hren individuell eine Verarbeitung der Sensorrohdaten durch (z. B.
Objektdetektion und -lokalisierung, Merkmalsextraktion zur Beschrei-
bung des Objektes, Objektklassifikation). Wurden erst einmal Informa-
tionen aus den Sensordaten extrahiert, stehen diese allen PRCs zur
Verfu¨gung, die Informationen bei dieser SDA abonniert haben. Durch die
Verfu¨gbarmachung der Beobachtungsinformationen auf Merkmalsebene,
und zusa¨tzlich auch nur auf Anfrage, wird die Netzwerklast sehr stark
reduziert und die Kommunikationsinfrastruktur dementsprechend entlas-
tet.
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2.2 Processing Cluster
Die auftragsorientierten Prozesse (Processing Clusters oder PRCs) sind
die komplexesten Komponenten des Systems. PRCs sind verantwortlich
fu¨r die (multi-sensorielle) auftragsbezogene Informationsverarbeitung.
Wa¨hrend die SDAs als reine Informationslieferanten zur Beschreibung
der Beobachtungen auf Merkmalsebene dienen, sind die PRCs, neben
der evtl. Fusion multi-sensorischer Daten, prima¨r fu¨r die auftragsbezoge-
ne Interpretation der Informationen verantwortlich. Die PRCs bestehen,
neben einer einfachen Initialisierungsschnittstelle (zur Auftragsinitiali-
sierung), hauptsa¨chlich aus zwei Teilmodulen – dem sogenannten dyna-
mischen Sensor Manager und dem Fusionsmodul (Abb. 8.3).
Der dynamische Sensor Manager ist ein unabha¨ngiges Teilmodul zur
dynamischen Selektion der auftragsrelevanten Sensoren (SDAs) fu¨r einen
gegebenen Auftragszustand. Hiermit wird gewa¨hrleistet, dass ein PRC
nicht alle Sensoren im Netzwerk abonnieren und dem zufolge auch alle
Beobachtungsinformationen auswerten muss, sondern sich ausschließlich
auf die auftragsrelevanten Sensoren beschra¨nken kann. Die Untermen-
ge an Sensorknoten des Sensornetzwerkes wird als Sensoren-Cluster be-
zeichnet. Als Eingangsgro¨ße fu¨r den dynamischen Sensor Manager dient
der aktuelle Auftragszustand (z. B. Objektpositin / Trajektorie). Als di-
rektes Ergebnis des integrierten Sensorselektionsalgorithmus werden die
Cluster-Sensoren bzw. SDAs aufgefordert Beobachtungsinformationen zu
u¨bermitteln.
Die Beobachtungsinformationen der Cluster-Sensoren werden von den
Fusionsmodul des PRCs verarbeitet und ggf. interpretiert. Dieser ist so-
mit in der Lage, durch die Interpretation aktueller Beobachtungen den
Auftragszustand zu aktualisieren und den Kreis zur Sensorselektion zu
schließen.
Die Autonomie und Selbstorganisation eines PRCs ist somit in der
Fa¨higkeit begru¨ndet, aus aktuellen Beobachtungen, Beobachtungshisto-
rie und Zuhilfenahme von A-priori-Wissen die auftragsrelevanten Infor-
mationsquellen zu ermitteln und neue Beobachtungen abrufen zu ko¨nnen.
Der Informationskreislauf, bestehend aus Beobachtungen der Cluster-
Sensoren, Datenfusion und Interpretation, Aktualisierung des Zustandes
und schließlich die Selektion neuer Cluster-Sensoren ermo¨glicht eine fort-
laufende und inkrementelle Informationssammlung und -auswertung.
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Abbildung 8.3: Informationsfluss zwischen PRC und SDAs, fu¨r das Multi-
Kamera Personentracking.
3 Realisierung eines auftragsorientierten
Multi-Kamera-Tracking-Systems
Nach Einfu¨hrung des Konzeptes fu¨r die auftragsorientierte Prozessarchi-
tektur wird nun eine spezielle Auspra¨gung dieser zur Realisierung eines
Videou¨berwachungssystems zur Multi-Kamera-Personenverfolgung vor-
gestellt. Hierbei wird das Multi-Kamera-Personentracking als ein spezi-
eller Auftrag (somit als PRC) abgebildet. Die Durchfu¨hrung der Sens-
ordatenanalyse (Personendetektion, Segmentierung, Lokalisierung) und
die Bereitstellung der beno¨tigten Beobachtungsinformationen (Objekt-
position und Merkmalsextraktion zur Objektbeschreibung), obliegen wie
spezifiziert den SDAs als dezentrale intelligente Kameras.
Die Systemkomponenten mu¨ssen somit, obwohl sie in ihrer Grund-
struktur identisch mit der des vorgestellten generischen Ansatzes sind,
mit speziell ausgepra¨gten Teilmodulen bestu¨ckt werden. Fu¨r die SDAs
werden Analyseagenten bereitgestellt, die auf die Detektion von Personen
in Videostro¨men und die Extraktion von Wiedererkennungsmerkmalen
spezialisiert sind.
Der Tracking-PRC wurde mit einem Trackingmodul als spezielle Aus-
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pra¨gung des Fusionsmoduls realisiert. Weiter wurde ein neuartiges wis-
sensbasiertes Kameraselektionsverfahren in den dynamischen Sensor Ma-
nager integriert [1], welcher in der Lage ist, anhand des aktuellen
Trackingzustands, die fu¨r die Objektverfolgung relevanten Kameras zu
bestimmen.
Der Informationsfluss bei der Multi-Kamera-Personenverfolgung
wird ”bottom-up“ oder gema¨ß dem Ausfu¨hrungsprozess beschrieben:
Zuna¨chst besteht das System aus einer beliebigen Menge an intelligenten
Kameras mit integrierten SDAs. Im Grundzustand sind diese alle in Be-
trieb und bei dem auftragsorientierten System registriert. Die jeweilige
initiale Registrierung einer Kamera ist notwendig, um deren Zugriffspara-
meter den Auftragsprozessen (PRCs) bei der Auftragsinitialisierung zur
Verfu¨gung zu stellen, damit diese mit den intelligenten Sensoren kommu-
nizieren ko¨nnen (u. a. um Beobachtungsinformationen zu abonnieren).
Die Verarbeitungskette des Personendetektionsagenten besteht aus ei-
ner klassischen Hintergrundscha¨tzung und Bewegungsdetektion, gefolgt
von einer Klassifikation von bewegten Objekten (formbasiert), Klassi-
fizierungen von Objekten als Person/nicht Person, Positionsscha¨tzung
im globalen Koordinatensystem und Extraktion von Geometrie- und Er-
scheinungsmerkmalen (Objektgro¨ße, Kleidungsfarbe).
Zusa¨tzlich stellen die SDAs Zustandsparameter des Sensors bzw. der
Sensorplattform zur Verfu¨gung. Im Falle der intelligenten Kameras sind
das die Kamera-ID, die Systemzeit, den aktuellen Erfassungsbereich der
Kamera (Field-of-View) und die Verfu¨gbarkeit/Qualita¨t des Sensors. Die-
se Informationen beschreiben somit sowohl die beobachteten Objekte in
der Szene auf Merkmalsebene als auch den aktuellen Kamerazustand.
Ein Trackingauftrag kann prinzipiell auf zwei Wegen gestartet wer-
den: manuell oder automatisch. Bei der manuellen Auftragsinitialisie-
rung startet der Benutzer, mithilfe einer grafischen Schnittstelle (GUI),
einen neuen U¨berwachungsauftrag (hier zur Verfolgung einer Person).
Im automatischen Fall wird dieser von einem bereits laufenden Auftrag
(z. B. Event-Detektionsauftrag) gestartet. Das auftragsorientierte Sys-
tem erzeugt darauf hin einen neuen Auftragsprozess (PRC). Mit der In-
stanziierung bekommt dieser PRC a priori Information und -Parameter
u¨bergeben. Darunter die Auftrags-ID, die Kommunikationsparameter zur
U¨bermittlung von Trackingergebnissen (z. B. an der grafischen Benut-
zerschnittstelle), die Kommunikationsparameter der Kameras im Sen-
sornetzwerk und ein Geba¨ude- oder Liegenschaftsmodell zur Ermittlung
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der relevanten Sensoren.
Als na¨chster Schritt wird eine Auftragsinitialisierung durchgefu¨hrt, die
ebenfalls manuell oder automatisch durchgefu¨hrt werden kann. Hierbei
geht es um die Definition bzw. Selektion des zu u¨berwachenden Objekts.
In der manuellen Variante erfolgt dies u¨ber einen Mausklick in einem
Bildstrom auf die Person die man verfolgen mo¨chte. Im automatischen
Fall wird die Positionsangabe zum Objekt von einem anderen Detekti-
onsauftrag bestimmt. Der zugeho¨rige PRC erha¨lt in beiden Fa¨llen von
der Benutzerschnittstelle die Kamera-ID und die Objektposition als In-
itialisierungsparameter.
Diese Informationen dienen nun im PRC zur Initialisierung des
Trackingmoduls.
Wurde eine Initialisierung erfolgreich durchgefu¨hrt, so kann der Kreis-
lauf zur autonomen Auftragsabwicklung, bestehend aus dynamischer
Selektion von Beobachtungsdaten, Datenfusion und Tracking, begin-
nen. Die initiale Objektposition wird als ”Initialbeobachtung“ interpre-
tiert. Das Trackingmodul stellt diese somit als aktuellen Trackingzu-
stand direkt dem dynamischen Sensor Manager bereit. Der DSM ermit-
telt dann anhand der Positionsinformation die auftragsrelevanten Ka-
meras und abonniert weitere Beobachtungsinformationen. Hierbei gel-
ten alle Kameras als auftragsrelevant, die zur zuku¨nftigen Beobachtung
des Objekts beitragen ko¨nnen. Insbesondere mu¨ssen auch kurz- oder
la¨ngerfristige Verdeckung des Objekts sowie Lu¨cken in der Kameraab-
deckung beru¨cksichtigt werden. Eine detailierte Beschreibung des einge-
setzten Verfahrens ist in [1] zu finden. Die auftragsrelevanten Kameras
(Cluster-Sensoren) versorgen das Trackingmodul mit neuen Objektbeob-
achtungen. Erst dadurch ist der Kreis geschlossen. D. h., es ist essenziell,
dass das zu verfolgende Objekt (auch nach einer Verdeckung) in einer der
Kameras des Clusters beobachtet werden kann. Der Sensorselektionsal-
gorithmus muss deshalb garantieren, stets alle fu¨r die Wiedererkennung
notwendigen Kameras in die Auswertung mit einzubeziehen.
Sind die Cluster-Sensoren erst einmal bestimmt, so u¨bermitteln die-
se kontinuierlich (bis zu einer Abbestellung durch den DSM) alle
durchgefu¨hrten Beobachtungen (detektierte Objekte in der Szene). Das
Trackingmodul puffert die eintreffenden Nachrichten und arbeitet diese
unabha¨ngig von der eigentlichen Informationsquelle sequenziell ab. Fu¨r
jede einzelne Beobachtung, die abha¨ngig von der Anzahl an Personen/-
Objekten im Sichtfeld der Kamera einen oder mehrere Objektkandida-
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ten beinhalten kann, wird nach der besten U¨bereinstimmung mit dem
Objekt des Interesses gesucht. Das eingesetzte Verfahren Datenassotia-
tion wurde in [2] beschrieben. Gibt es eine U¨bereinstimmung zwischen
Objektkandidat und dem zu u¨berwachenden Objekt, so wird eine Da-
tenfusion und eine Aktualisierung des Zustandsscha¨tzers durchgefu¨hrt.
Der aktuelle Zustand wird u.a. dem DSM fu¨r eine Aktualisierung des
Kamera-Clusters zur Verfu¨gung gestellt.
3.1 Exemplarische Realisierung /
”
Proof of Concept“
Im Rahmen des Forschungsprojektes NEST des Fraunhofer-Instituts fu¨r
Optronik, Systemtechnik und Bildauswertung IOSB wurde in den ver-
gangen Jahren ein Experimentalsystem fu¨r automatisierte auftragsori-
entierte Sensorauswertung und Situationsanalyse entwickelt. Das NEST-
System besteht aus einer service-orientierten Softwarearchitektur (SOA),
bei der Teilaufgaben modular als einzelne spezialisierte Software-Dienste
integriert werden ko¨nnen. Ein solches spezialisiertes Teilmodul des
NEST-Demonstrationssystems ist das Person Tracking Service (PTS).
Dieser Service ist zusta¨ndig fu¨r die Verfolgung einer vordefinierten Per-
son in einem Kameranetzwerk. Nach einer Initialisierung der zu verfol-
gende Person, u¨bernimmt der PTS die komplette U¨berwachungsaufgabe
und liefert als Ergebnis die Trajektorie des Objektes zuru¨ck. Die Analy-
se der Situation, anhand der beobachteten Trajektorie, obliegt in NEST
den sogenannten Situationsanalyse-Diensten. Fu¨r die Funktionalita¨t der
restlichen NEST-Dienste sei an dieser Stellen auf die Arbeiten von Bauer
et Al. [3, 4] verwiesen.
Als Sensornetzwerk stehen dem NEST-System 20 kommerziell erha¨lt-
liche IP-Kameras zur Verfu¨gung. Diese sind fest installiert und verteilt
auf 3 Etagen des IOSB.
Als ”Proof of Concept“ zeigt Abbildung 8.3 eine vom Person-Tracking-
Service generierte Trajektorie. Hierbei wurde eine Person u¨ber sie-
ben Kameras mit teilweise nicht-u¨berlappenden Sichtbereichen verfolgt.
Der zusta¨ndige PRC erhielt hierbei nicht die Beobachtungsdaten aller
verfu¨gbaren 20 NEST-Kameras, sondern lediglich einer kleinen Unter-
menge die tempora¨r als relevant eingestuft wurden. Das Diagramm in
Abbildung 8.3 zeigt hierzu die erreichte Bandbreitenreduktion durch Ein-
satz einer auftragsorientierten Sensorselektion. Die Schwankungen der
Bandbreitenreduktion sind durch die unregelma¨ßige Anordnung der Ka-
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Abbildung 8.4: Kamerau¨bergreifendes Tracking einer Person durch einen au-
tonomen Auftragsprozess (links) und die daraus entstandene Bandbreitenre-
duktion (rechts).
meras gegeben, sowie durch die schwankende Anzahl an Personen im
U¨berwachungsbereich.
Im Durchschnitt wurden beim obigen Beispiel Beobachtungsinforma-
tionen von drei Kameras zeitgleich abboniert. D. h. das Fusionsmodul
wurde mit der Filterung und Datananalyse von Beobachtungen aus
durchschnittlich drei Kameras belastet. Es hat sich gezeigt, dass die-
se Auswertung und Datenfusion in Videoechtzeit durchgefu¨hrt werden
konnte. Eine sensororientierte Lo¨sung, die eine Auswertung aller im Netz
verfu¨gbaren Kameras zur Folge hat, fu¨hrte hingegen zur U¨berlastung des
”zentralen“ auftragsorientierten Prozesses und somit zu Performancever-
lusten. Die exemplarische Realisierung des auftragsorientierten Ansatzes
konnte somit das Konzept besta¨tigen.
4 Zusammenfassung
In diesem Artikel wurde eine Prozessarchitektur zur multi-sensoriellen
Daten- und Informationsauswertung vorgestellt, die alle Anforderungen
fu¨r ein auftragsorientiertes System erfu¨llt. Insbesondere in Hinblick auf
ihre Anwendbarkeit in einem Videou¨berwachungssystem, wurden Sys-
temkomponenten konzipiert und die hierfu¨r beno¨tigten Teilmodule vor-
gestellt.
Weiter wurde die vorgestellte Architektur fu¨r die Anwendung der
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Multi-Kamera-Objektverfolgung untersucht. Dabei ist die nahtlose Ver-
folgung eines Individuums als U¨berwachungsauftrag konzipiert worden.
Fu¨r diese Anwendung wurden die SDAs mit Bildanalyse-Agenten zur
Personendetektion, Objektsegmentierung und Merkmalsextraktion ein-
gesetzt. Die Processing Clusters werden wiederum mit einem Tracking-
verfahren als Fusion Module und einem speziellen Kameraselektionsver-
fahren als dynamischen Sensor Manager betrieben. Es wurde insbesonde-
re der Informationsfluss zwischen diesen Komponenten und Teilmodulen
skizziert, welcher ermo¨glicht, dass das Tracking-PRC mit Zuhilfenahme
von a priori Informationen und nach einer einmaligen Objektinitialisie-
rung (Auftragsinitialisierung) die U¨berwachungsaufgabe komplett auto-
nom durchfu¨hren kann.
Dieses Trackingsystem wurde am Fraunhofer IOSB im Rahmen des
Forschungsprojektes NEST exemplarisch realisiert und verifiziert. Es
hat sich gezeigt, dass der auftragsorientierte Ansatz zu einer signifikan-
ten Bandbreitenreduktion und gleichzeigt zu einer Entlastung zentraler
Prozesse fu¨hrt. Dadurch ko¨nnen ”zentrale“ Prozesse zur Multi-Kamera-
Auswertung auch in großen verteilten Kameranetzwerken eingesetzt wer-
den.
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Person Classification in a Multi-Sensor
Security Assistance System
Monika Wieneke and Wolfgang Koch
Fraunhofer FKIE, Neuenahrer Str. 20, D-53343 Wachtberg
Zusammenfassung The timely recognition of threats can be
significantly supported by security assistance systems that work
continuously in time and call the security personnel in case of
anomalies. In this work we describe the concept and the realiza-
tion of an indoor security assistance system for real-time decision
support. Data for the classification of persons are provided by
a new generation of chemical sensors detecting hazardous ma-
terials. Due to their limited spatio-temporal resolution, a single
chemical sensor cannot localize this material and assign it to a
person. We compensate this deficiency by fusing the output of
multiple, distributed chemical sensors with the kinematical da-
ta from laser-range scanners. Both, the tracking and the fusion
of tracks with chemical attributes can be processed within one
single framework called Probabilistic Multi-Hypothesis Tracking
(PMHT). An extension of PMHT for dealing with classification
measurements (PMHT-c) already exists. We show how PMHT-c
can be applied to assign chemical attributes to person tracks.
This affords the localization of threads and a timely notification
of the security personnel.
1 Introduction
Freedom of movement for people as well as freedom of coming together
safely in open public events or utilities is vital for each citizen. The de-
fence of this freedom against ubiquitous threats requires the development
of intelligent security assistance systems that comprise state-of-the-art
surveillance technology and work continuously in time. In our work we
demonstrate core functions of an indoor security assistance system for
real-time decision support that is based on a heterogeneous sensor suite
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and a multi-sensor fusion framework. Basic input data for the classifi-
cation of persons are provided by chemical sensors detecting hazardous
materials, such as explosives. However, due to the fact that these sensors
have a limited spatio-temporal resolution, an individual chemical sensor
is unable to localize hazardous material and to assign it to potentially
threatening persons in the surveillance area. Our system realizes an inte-
grative approach that compensates this deficiency in dynamic scenarios
by fusing the output of several chemical sensors with kinematical data
from laser-range scanners used for multiple person tracking.
The incoming laser measurements can be assigned to successively up-
dated tracks in many ways. Therefore the solution of the assignment
problem is crucial for every multi-target tracking algorithm. Traditional
approaches to multi-hypothesis tracking rely on the complete enumerati-
on of all possible interpretations of a series of measurements and avoid an
exponential growth of the arising hypothesis trees by various approxima-
tions [1,2]. A powerful, alternative approach is given by the Probabilistic
Multi-Hypothesis Tracking (PMHT) [3]. Essentially, PMHT is based on
Expectation-Maximization (EM) [4] for handling assignment conflicts. It
works on a sliding data window and exploits the information of previous
and following scans in every of its kinematic state estimates. Linearity in
the number of targets and measurements is the main motivation for the
further development and extension of this methodology.
The original formulation of PMHT [3] deals with measurements that
are instantaneous observations of the state of a particular model – here:
the kinematical model of a person. The problem of assigning measure-
ments to targets arises because the particular model that caused a mea-
surement is unknown. Thus PMHT forms an estimate of the unknown
model states based on the state observation with uncertain origin. In
practical applications, a sensor may be able to get other information be-
sides the state observations. [5] considers the case where the tracking
filter has an estimate of the class of the target that caused each available
state observation and extended the PMHT for dealing with classification
measurements (PMHT-c). A classification measurement is treated as an
observation of the assignment of the corresponding kinematical measu-
rement. However, in our security scenario there is no fixed association
between a position measurement and a chemical output. We show how
PMHT-c can nevertheless be applied and be used to estimate the alert
levels of the persons in the surveillance area.
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Outline: Section 2 provides notations. Section 3 deals with the incor-
poration of chemical attributes into the PMHT. Section 4 shows experi-
mental results. In section 5 we summarize and describe future work.
2 Notations and Fundamentals
Let S be the number of persons that are moving in the surveillance area
and that are observed by multiple laser-range scanners. The sensors gene-
rate a measurement series Z = Z1:T = {zt}Tt=1 for a time interval [1 : T ]1.
Measurements znt ∈ R2 with n ∈ [1 : Nt] are assumed to be Cartesian
position data. The task of person tracking consists in estimating the ki-
nematic states X = X1:T =
{{
xst}Ss=1
}}T
t=1
of the observed persons. The
states xst ∈ R4 with s ∈ [1 : S] comprise position and velocity. Each
person moves according to the discrete-linear model xst+1 = Fx
s
t + v
s
t .
The measurement model is given by znt = Hx
s
t + w
s
t . Here, the random
sequences vst and w
s
t are assumed to be white, zero-mean, Gaussian,
and mutually independent, with E[vstv
sT
t ] = Q (process noise covarian-
ce) and E[wstw
sT
t ] = R (measurement error covariance) ∀ s, t. F is the
state transition matrix and H is the observation matrix. Note that the
measurement covariance depends on the person extension. Difficulties
arise from unknown assignments A = A1:T = {at}Tt=1 of measurements
to persons. The assignments are modeled as discrete random variables
at = {ant }Ntn=1 that map each measurement n ∈ [1 : Nt] to one of the
persons s ∈ [1 : S] by assigning ant = s. Thus, mathematically expressed,
the optimization problem arg maxX p(X|Z) is to be solved and PMHT is
an efficient method for this task. It works on a sliding data window (al-
so called batch), and exploits the information of previous and following
scans in every of its kinematic state estimates. For each window position,
PMHT applies the method of Expectation-Maximization (EM) [4] to the
underlying data. EM is an iterative method for localizing posterior mo-
des. At each iteration, EM first calculates posterior weights p(A|Z,X (l)).
The posterior weights define an optimal lower bound
Q(X ;X (l)) = log p(X ) +
∑
A
log(p(A,Z,X )) p(A|Z,X (l)) (9.1)
1 [1 : T ] denotes the integral interval from 1 up to T
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of p(X|Z) at the current guess X (l), where l is the iteration index.
Since Q(X ;X (l)) is expressed as an expectation, this first step is cal-
led Expectation-Step (E-Step). In the following Maximization-Step (M-
Step), EM maximizes the bound with respect to the free variable X ,
which leads to improved estimates X (l + 1). The new estimates control
the lower bound of the following E-Step. E-Step and M-Step are repea-
ted until the estimates converge. How the M-Step is done depends on the
application. PMHT is the application of EM to the tracking problem. It
results in estimates xst for each target s ∈ [1 : S] at each time t ∈ [1 : T ].
3 PMHT with Chemical Assignments
The basic PMHT has been extended for dealing with classification mea-
surements by Davey [5] who calls this extension PMHT-c. Here, we des-
cribe how PMHT-c can be applied within our security assistance system.
The core of this algorithm is a standard PMHT (3.1). The extensions
corresponding to [5] make PMHT able to estimate classifications (3.2).
3.1 Multiple Person Tracking
Using the language of EM the unknown associations A of measurements
to targets are the so-called Hidden Variables. For certain associations A,
measurements Z and kinematic state estimates X we obtain
p(Z,X ,A) =
S∏
s=1
p(xs1)
T∏
t=2
S∏
s=1
p(xst |xst−1)
T∏
t=1
Nt∏
n=1
pi
nant
t N (znt ; Hxa
n
t
t ,R
n
t ),
where the expression N (y;µ,Σ) denotes the multivariate Gaussian den-
sity with random variable y, expected value µ and covariance Σ. pinst is
the prior probability p(ant = s). Starting from this, the following iterative
algorithm can be derived [3]:
In the Expectation-Step (E-Step) we calculate posterior probabili-
ties that a measurement n at scan t refers to person s according to
wnst (l) = pi
ns
t (l)N (znt ; Hxst (l),R)
/
S∑
s′=1
pins
′
t (l)N (znt ; Hxs
′
t (l),R) . (9.2)
The weights are calculated for all scans t of the current window position
and for all measurements with respect to all persons. They are based on
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the measurements znt and the current state estimates x
s
t (l). According
to [3] the pi’s can be easily estimated taking the number of measurements
Nt and the weights wnst (l) into account: pi
ns
t (l + 1) =
1
Nt
∑Nt
n=1 w
ns
t (l).
Hereupon, using the assignment weights in (9.2) we form synthetic mea-
surements and corresponding covariances according to
z¯st (l) =
Nt∑
n=1
wnst (l)z
n
t
/
Nt∑
n=1
wnst (l) , R¯
s
t (l) = R
/
Nt∑
n=1
wnst (l) . (9.3)
A synthetic measurement referring to a person s is the suitably weighted
sum of all measurements reported at a certain scan t. Since persons
are extended objects, the significance of a single laser measurement is
dominated by the underlying object extension. Therefore, we set R to
the assumed average body extension of a person.
During the Maximization-Step (M-Step) each person track is upda-
ted by means of a Kalman Smoother that processes the synthetic values.
This leads to new, improved state estimates xs1:T (l + 1).
E-Step and M-Step are repeated until the state estimates do not consi-
derably change anymore (convergence). After convergence, the prediction
xsT+1|T is to be calculated for the following window position. When all
persons have been processed, the window is shifted by one scan and the
iteration process is started for the new window position.
3.2 Incorporating Classification Information
Originally, PMHT-c was designed to take advantage of classification mea-
surements to improve data association [5]. In the considered scenarios the
classification measurements could be used for this, because for each of
the position measurements the corresponding classification output was
known. The author exploits this assignment information and hence deals
with pairs of measurements that consist of a kinematical and a classifi-
cation observation.
In our security scenario the situation is different. There are classifica-
tion measurements provided by the chemical sensors, but we do not have
any information about their assignment to the laser measurements. To
apply PMHT-c we have to consider the scenario in a different way: Also
in the security scenario there are pairs of position information and clas-
sification output available but the position information is not provided
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by a laser-range scanner. In fact it is given by the chemical sensor place-
ment. Thus, referring to the experimental corridor in fig. 9.2 we have 5
measurement pairs at each scan t. Each of them consists of the position
information of the chemical sensor and its classification output.
In an early version of our algorithm we used the installation place
of each chemical sensor as its position information, which leads to the
following effect: The closer a person passes a chemical sensor, the higher is
the influence of the reported sensor output with respect the classification
of this person. This approach should be used if the mathematical model
of the chemical sensor is unknown and further information, e.g. about
the approximative distance of the hazardous material, cannot be derived
from the chemical output. The procedure fails if another person, not
carrying an explosive, stays closer to the sensor than the dangerous one.
A precise mathematical model of a chemical sensor could yield more
useful position information, e.g. an estimated distance of the chemical
source based on the amplitude of the chemical signal. In this case the
position measurement belonging to a certain classification output lies on
a circle whose radius is determined by the value of the concentration
amplitude. That is, a low amplitude corresponds to a big radius (esti-
mated distance from source to sensor) and a high amplitude implies a
small radius, tightly around the sensor. Based on an accurately derived,
precise model, the classification can be significantly improved.
The existence of the above described measurement pairs (position and
classification) affords the derivation of the PMHT-c algorithm as pre-
sented by Davey [5]. In the following we explain how PMHT-c can be
applied to assign the chemical outputs to person tracks.
Let pch,st denote the position information of the chemical sensor with
index ch ∈ [1 : 5]. This can either be the sensor’s installation place which
is independent of s and t or a position on an estimated circle based on the
signal amplitude. In this case the position information is dependent on t
and the estimated position of the currently processed person s. However,
for the sake of simplicity we omit the indices s and t in the following
explanations.
Each chemical sensor has an associated classification measurement at
each scan t. We denote the classification measurement associated with pch
as ocht and let the total measurement vector be the collection of the positi-
on and its associated classification measurement zcht := (p
ch, ocht ). Assume
that ch ∈ [1 : 5] and n /∈ [1 : 5]. We will not deal with laser measurements
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in this part of the paper. The classification measurement is a discrete va-
riable. We assume that it can take a value from 5 different classes denoted
by colors, where green stands for No Alert and yellow, orange, red and dark
red symbolize the alert levels from I up to IV (from low to high). Our pro-
blem can be formalized as follows: Given the estimated kinematic states
X (l) of the S persons we want to estimate their classification. The desi-
red information is provided by the probability mass function p(ocht |acht ),
which is the probability that the classification process will produce the
class output ocht = i when the observation was in fact caused by person
acht = s. The classification estimates can be represented by a matrix. The
rows correspond to the possible classification outputs and the columns
correspond to the persons. Such a matrix is called a confusion matrix.
We denote the confusion matrix as C = {cis}. Since the assignments acht
are unknown, they belong to the Hidden Variables and the EM auxiliary
function (9.1) has to be extended to Q(X ,Π,C;X (l),Π(l),C(l)). Like X
and Π, the classification estimates C are to be iteratively updated for
each window position. The estimation is based on all sensors and refers
to all persons that are observed at the current time. Hence there is one
matrix C per window position. The final estimation result for C of the
current PMHT-c batch yields initial values for the following batch.
The estimates of C are found by iteratively maximizing the Q-function.
This leads to the algorithm called PMHT-c that has been derived
in [5]. To get the PMHT-c, the Expectation-Step (E-Step) and the
Maximization-Step (M-Step) of the basic PMHT have to be extended
by the classification estimation. We explain the significant steps as they
are applied for our purposes.
Calculate Assignment Weights (E-Step)
First we have to calculate the posterior assignment probabilities wch,st (l).
According to the derivation by Davey [5] we use the following update
formula (9.4).
wch,st (l) = σ
ch · pich,st (l) · N (pch; Hxst (l),Cov) · cocht s(l)︸ ︷︷ ︸
to be normalized w.r.t. the persons
, (9.4)
where σch is a factor to normalize the following expression with respect
to the persons. The posterior weights reflect the relevance of a chemical
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output for the classification of a person s in the surveillance area. Since
all outputs have a priori the same relevance we set pich,st (l) to a constant
(∀s, l) which makes them vanish. The relevance weights are governed by
the Gaussian N (pch; Hxst (l),Cov) which is a measure for the distance
between the position information of the chemical sensor with index ch
and the current position estimate of person s. Recall that the position
information can either be the installation place pch of the chemical sensor
or an estimated position pch,s based on a mathematical model that yields
a functional relation between the signal amplitude and the distance of a
chemical source.
Furthermore, if the distance of a person to a chemical sensor is bigger
than the detection radius of the sensor, then the corresponding weight
is set to a constant close to zero. cocht s(l) is the current estimate of the
entry of matrix C that associates the output of sensor ch with person s,
that is the probability that s caused a certain alarm (level IV, III, II, I or
No Alert). The posterior weights wch,st (l) are calculated for each sensor ch
and each person s at each scan of the current PMHT window.
Maximize the Q-Function (M-Step)
During the M-Step the parameter estimates have to be updated. Besides
X (l) and Π(l) for tracking purposes we have to update the entries of the
confusion matrix. Following [5] this means processing formula (9.5). Since
Abbildung 9.1: M-Step of the classification.
PMHT-c works on a sliding data window (batch), not only the relevance
weights of the current scan are available but also the whole history of
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the weights (fig. 9.1).
cis(l+ 1) =
(
T∑
t=1
5∑
ch=1
(δ(ocht − i) ·wch,st (l))
)/
T∑
t=1
5∑
ch=1
wch,st (l) (9.5)
To update the classification entry for a certain alert level, we have to
sum up all weights of sensors that indicate this level. The weights have
to be normalized with respect to the whole window.
4 Experimental Results
In the following we apply PMHT-c to simulated and to real data.
4.1 Simulations
We demonstrate PMHT-c in the following simulated situation: Two per-
sons are walking slightly staggered from the left entry to the right entry
of the main corridor (fig. 9.2). The length of the PMHT window (batch)
Abbildung 9.2: Scenarios: Lower/upper person carries material (left/right).
is set to 6 scans and a constant number of 4 iterations is processed. A
track is extracted when a person passes one of the entrance areas (light
yellow). The two person tracks are extracted at the same time so that
they are having the same batch length at each time. We calculate the
sum of all alert probabilities, i.e.
∑IV
Alert=I cAlert, s for each person s and re-
normalize these sums with respect to the persons. This number is shown
at the head of each person track in fig. 9.2 referring to scan t = 18.
The dangerous person is marked by a rectangle. The chemical sensors
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react according to their Euclidian distance to the source. The output is
symbolized by colors (see section 3.2).
Since we are in a simulated world, the behavior of the five chemical
sensors is well understood. Therefore we could include a sensor model
providing a suitable source distance for every possible chemical output.
In fig. 9.2 a particular source distance is represented by a dashed circle in
Abbildung 9.3: Classification results for both simulations. Left: lower person
carries material, right: upper person carries material.
the color of the corresponding chemical output. It is not surprising that
the position of the dangerous person corresponds to the barycenter of the
intersections of all distance circles in each situation. In the left scenario
the lower person carries the material, in right scenario the upper person.
In both cases the dangerous person is correctly localized and classified.
Fig. 9.3 shows all relevant values from the entering of the persons at
scan 2 up to the finish of the classification procedure at scan 31. The
dashed and solid black lines show the sum of all alert probabilities and
the corresponding renormalized value, respectively. Hence, the solid line
corresponds to the numbers plotted at the head of the tracks in fig. 9.2.
The four colored dashed-dotted lines show the values of the alert entries
in the confusion matrix, i.e. C(i, s) ∀ i for the particular person s.
However, this simulation reflects perfect conditions and the derivation
of a suitable model for real chemical sensors turned out to be hard.
4.2 Real-Time System
The system was used for modeling the chemical sensor response and for
demonstrating the classification concept. The corridor (with a U-turn) is
shown in fig. 9.4 (left). We set up 3 scanners and 5 metal oxide sensors
detecting hydrocarbons like fuels, alcohols or solvents (see [6] for details).
We empirically analyzed the reaction of the chemical sensors. Fig. 9.4
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shows the results in two 3D-plots. The middle plot shows the signal of
a chemical sensor (averaged over all runs), when a person with phenol
passes it at five different distances. The vertical axis corresponds to the
signal amplitude. The horizontal axes show the time when the amplitude
value was reached and the distance between the person trajectory and
the wall where the sensor was installed. To get the complete model we
Abbildung 9.4: Demonstrator (left), sensor model (middle, right).
made an area interpolation with cubic splines (right plot). The plots show
a high delay of about 10 sec at every of the distances. After integrating
an air ventilation system we were able to reduce the delay to approx. 4
sec. However, the reliable determination of the delay and the derivation
of the source distance from a given signal amplitude remained hard in
the real environment. A single amplitude value is influenced by multiple
physical quantities making a correct association to persons difficult.
Abbildung 9.5: Snapshots of our real-time system.
Nevertheless we achieved good results when the persons walked well
separated. In fig. 9.5 the first person carried an open bottle of phenol.
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We processed one classification iteration. The weights were calculated
using the sensor-to-person distance. From the entering of a person we
let the PMHT-c batch grow until their leaving. Since differing batch
lengths can wrongly influence the classification, we only note the sum of
eq. 9.5 without normalization. The chemical output was compared to the
position estimates lying a constant number of scans in the past.
5 Summary and Future Work
We showed how PMHT-c can be applied for combined person tracking
and classification in the context of security assistance. Our simulations
show that PMHT-c can achieve reliable classification results if it works
on the basis of an accurate sensor model. The problem of differing batch
lengths will be easily solved soon. However, regarding real environments,
more experiments are necessary to find a suitable chemical sensor model.
Especially air circulations caused by the persons will play an important
role.
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Tracking and Deghosting Problems for
Passive Air Surveillance Systems
Martina Daun and Wolfgang Koch
Sensor Data and Information Fusion Dept., Fraunhofer FKIE
Neuenahrerstraße 20, 53343 Wachtberg
Zusammenfassung Digital Audio/Video Broadcasting (DAB/
DVB-T) is already available in a large area of Europe. The ad-
vantage of using these signals for passive air surveillance is the
disposability of a large range of illuminators sending an easily
decodeable digital broadcast signal. The main task for target
tracking is to handle ghosts that arise due to problems of asso-
ciation between illuminators, targets and measurements.
As a solution, we present a Multi Hypothesis Tracking (MHT)
filter working on different stages. The first stage includes a pri-
mary tracking directly on the measurements; the second stage
works on 2D-estimates and addresses the association problem;
the final stage yields 3D information. Numerical results will in-
clude performance analysis via Monte-Carlo simulations.
1 Introduction
In bistatic scenarios, e.g., illuminators of opportunity like radio or tele-
vision [1, 2] can be used. Since the illuminators are dislocated from the
receiver, instead of measuring the round trip time (RTT), we measure
the Time Difference of Arrival (TDoA) between the signal received di-
rectly from the sender and delayed copies reflected of potential targets.
In our application, also Doppler shift, i.e. range-rate, is measured, which
gives us information about the velocity.
Using signals emitted by radio and television antennas provide inte-
resting opportunities for passive air surveillance. We consider a network
of television or radio antennas, broadcasting digital signals (DAB/DVB-
T) [3] at the same frequency, a so-called single frequency networks (SFN).
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Thus, even if we consider only one single receiver, we usually obtain mul-
tiple copies, depending on the number of illuminators within range. Ad-
vantages in comparison to active systems are (i) the possibility of covert
air surveillance, (ii) there is no need for frequency allocations, (iii) the
possibility to detect even stealth and low altitude targets [4] and (iv)
a potential saving of costs, since no additional illuminators are needed.
Besides all these perspectives, using non-cooperative illuminators for air
surveillance still holds challenges in the fields of signal processing [5] and
target tracking.
In this work, we point out difficulties concerning target tracking and
present an approach that is adapted to the special requirements of DAB
and DVB-T networks. The main difficulty with respect to target tracking
is that the association between illuminators and measurement is princi-
pally unknown. This leads to challenging association problems.
We base our tracking algorithm on Multi Hypothesis Tracking (MHT)
[6]. To decrease computational complexity we divide it into several
tracking stages: The first tracking stage works directly on the incoming
measurements in bistatic range and range-rate. In the second stage we
generate possible 2D estimates by combining information of two illumi-
nators and solve the association problem (Deghosting). Finding a proba-
ble 2D Cartesian target estimate is based on clustering and depends on
an appropriate description of the probability density [7]. Last, the third
stage delivers a 3D Cartesian state estimate.
We will give numerical results for the different tracking stages via Mon-
te Carlo Runs and discuss the dependencies between them. Estimation
performance will be analyzed in terms of the averaged estimation er-
ror and includes a comparison to the corresponding average trace of the
covariance matrix.
This work has the following structure: In section 2 we will describe the
scenario and give an overview about the challenges with regard to target
tracking. Section 3 will address the derivation of the multi-stage MHT
algorithm, and numerical results via Monte Carlo runs will be given in
section 4. Section 5 summarizes the results.
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2 Multistatic Scenario with Range and Doppler
Measurements using DAB/DVB-T
2.1 Scenario Description
For adequate target localization in position and velocity we need mea-
surements of at least two illuminators (xs,1 and xs,2). If we project this
scenario on a 2D plane, exploiting the range measurements can geome-
trically be interpreted as intersecting two ellipses with foci at the origin
and xs,i, c.f. Fig. 10.1(a). Since in this case the two ellipses share one
focal point, there will be two solutions. To estimate the velocity, we ex-
ploit that the range-rate is linear in velocity. After the position has been
estimated, if we set the speed in z to zero, two Doppler measurements
give us a linear equation system. Of course if the position estimate is off,
this will heavily punch through on the velocity estimate.
Estimation ambiguity adds to already existing ambiguity problems –
not being able to associate measurements to senders – not to speak about
multi-target tracking.
(a) 2D scenario, combining TDoA in-
formation of two illuminators
(b) Association problem: one target,
three illuminators (triangles), one re-
ceiver (circle), three measurements,
one time scan
Abbildung 10.1: Ambiguity problem of tracking in SFN.
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2.2 Problem Statement
To discuss the association problem, we consider the following example
of one target, one observer and three illuminators, which involves up to
three TDoA and Doppler measurements per time stage, see Fig. 10.1(b).
TDoA measurements, associated to different illuminators, are shown with
ellipses in the colour of the respective illuminator; 2D estimates are given
by black dots with corresponding velocity vectors. Mis-association and
ambiguity result in a large number of false estimates (ghosts) that show
similar movements like a target. However, good knowledge of the target
movement may help to unmask some ghosts.
The approach, presented here, is based on a different criterion. We
exploit that target estimates lie close to each other. So, if we regard
measurements of more than two illuminators, this will result in target
clustering. This method avoids fostering ghost tracks and provides a quick
decision criterion. But doing so, target measurements of at least three
illuminators are needed to extract a target track.
Without any error the target would lie in the intersection of all the
ellipses. However, in a real scenario we have to consider noisy measure-
ments and additional error caused by the unknown height of the object,
because the third dimension is neglected in this model. Further, finding
the true target will be impeded by missing detections. Measurements of
at least three illuminators are also a prerequisite for 3D Cartesian state
estimation, which is of course the final aim of target tracking. For su-
re, combining measurements of three illuminators also yields a better
2D estimation performance, since the influence of the unknown height
of the target can be neglected. Nevertheless, considering the number of
possible combinations, justifies working with combinations of only two
illuminators in the Deghosting stage.
3 Tracking Algorithm
In this section we derive the multi-stage tracking algorithm.
3.1 Primary Tracking of the Measured Data
To be able to distinguish between ghosts and targets we need a high pro-
bability of detection. But an increasing number of measurements will lead
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to increasing computational complexity. We use a primary tracking stage
to select measurements of moving objects and to enhance the probability
of detection. Tracking is done by Multihypothesis Tracking (MHT) [6]
assuming a third order motion model. The state vector of the primary
tracking stage is given by z¯ = (r, r˙,˙r˙)T , where r and r˙ are measured
and ˙r˙ is initialized with zero mean. With this assumption we restrict
the movements of potential tracks to reasonable behaviour of range and
corresponding range-rate.
The primary tracking stage is not only important in terms of compu-
tational speed, but is also a prerequisite to decide on association possi-
bilities considering several time stages, since measurements collected in
one track belong to the same target and illuminator.
3.2 Deghosting in Cartesian Coordinates
During the course of the algorithm, we need to destine Cartesian target
state estimates. Tracking will be done again by MHT starting from a pro-
bable target state estimate. Since the request for 3D Cartesian estimates
would make association more difficult, we transform measurements of two
different illuminators into 2D Cartesian estimates with a fixed height. At
the moment we have no knowledge about association and need to con-
sider all possibilities. Enumerating all these possibilities in future stages
would lead into memory overload fast. We therefore want to decide soon
if an estimate belongs to a true target and get rid of additional ballast.
Likelihood Ratio (LR) testing supplies a quick appraisal to find the true
association possibilities.
For a given region G in 2D-Cartesian coordinates of volume |G| we
model the background distribution according to a Poisson distribution.
The probability to observe n false estimates in the region G is given by
pF (n) =
1
n!
(|G|ρF )ne−|G|ρF , (10.1)
with spatial false return density ρF . Certainly, this assumption does not
hold for different time stages. Moreover, since false 2D Cartesian estima-
tes are generated by false association systematically and not randomly,
we will be able to calculate the spatial false estimate density from the
knowledge of observed measurements and number of considered illumi-
nators.
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Finding probable target estimates
Every estimate xˆ = (pˆ, vˆ) is currently given by a position and velocity
vector and a corresponding covariance matrix Pˆ, i.e. x ∼ N (x; xˆ, Pˆ). So,
for example, the true target state is supposed to lie inside the 3σ gate
given by the covariance matrix with probability 0.937 [8].
For every state estimate xˆ we will count for the number of estimates
xˆi lying in its kσ gate, i.e.
n = #{xˆi|(xˆ− xˆi)T Pˆ−1(xˆ− xˆi) < k2}. (10.2)
We calculate a Likelihood Ratio considering the hypotheses H0 the true
target state estimates lie inside this region and H1 there are only fal-
se estimates. Since the setup parameters (probability of detection (PD),
false return density ρF , number of illuminators N) are given in terms of
measurements and not in 2D-Cartesian, we need to reconstruct the num-
ber of associated measurements m from the number of observed estima-
tes n using the relationship n =
(
m
2
)
. Solving for m yields a functional
relationship dependent on n:
mn =
{
0 if n = 0
1
2 +
√
1
4 + 2n otherwise
(10.3)
With this, the probability of finding n estimates, including available
true target estimates, can be approximated by a binomial sum depending
on the probability of detection and the number of illuminators,
p(n|H0) =
n∑
i=0
(
N
mi
)
Pmid (1− Pd)N−mipF (n− i). (10.4)
Here PD is the mean probability of detection of all illuminators involved,
generally it is dependent on the geometry, so using different PDs for dif-
ferent illuminators should be more reasonable in a real scenario.
The LR will be calculated by dividing the probability, that no measure-
ment belongs to a target using the background distribution with volume
vol
L(xˆ) =
p(n|H0)
pF (n)
. (10.5)
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In the four dimensional (2D position and 2D velocity) case the volume
of the kσ area can be calculated by [8]
vol =
k4pi2
2
√
det(Pˆ). (10.6)
In the following we call estimates probable, if L(xˆ) > 1.
In some points this approach is heuristic, but has shown to work quite
well, more details are provided in [7]. To do calculation more exactly we
would need to replace (10.2) by,
n = #{xˆi|(xˆ− xˆi)T (Pˆ + Pˆi)−1(xˆ− xˆi) < k2}. (10.7)
However, computational complexity increases enourmously by inverting
matrices in each single step.
An alternative approach is to look back at the measurements space. For
each estimate and each possible illuminator xs,j we need to destine an
expectation zˆj and covariance Rˆj according to the relationship given by
the measurement equation h. As an advantage the measurement cova-
riance matrix R is fixed, so (10.2) can be replaced by
n = #{zi|(zˆj − zi)T (Rˆj + R)−1(zˆj − zi) < k2}. (10.8)
Both approaches ensure that we take care of the actual uncertainty for
geometrical reasons given by the covariance matrix. Regarding to esti-
mates with big uncertainties we will need to search in a bigger region for
similar estimates, simultaneously the probability to find some estimates
by chance increases. Therefore, it will be important to describe the error
in the covariance matrix well. Since generally the height of the object
is not known in advance, we pick up uncertainties, resulting from the
unknown height, in the covariance matrix [7].
Evaluate association possibilities
The main task of this second tracking stage is to evaluate association
possibilities. In the previous subsection we derived an approach to ne-
glect measurement to illuminator combinations by LR testing. Probable
estimates, describing a possible association between measurements and
illuminators for one time stage, will be used as input data of a second
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MHT to evaluate association. To do this, we use Likelihood Ratio testing
according to the track extraction technique presented in [9].
Let ZT = (zTt=Tm0 ) describe a primary track in measurements up to
time T , where Tm0 is the time of track extraction in measurements and
zt holds all information of the track at time t. If a 2D track Y T belonging
to target i is extracted, we can pursue with LR testing. Considering
H0: ZT belongs to target i and illuminator j and
H1: Zt belongs either not to illuminator j or target i.
we iteratively calculate
p(ZT |xs,j ,H) = p(zT |ZT−1,xs,j ,H)p(ZT−1|xs,j ,H), (10.9)
where p(zT |ZT−1,xs,j ,H0) will be calculated during the filtering update
and p(zT |ZT−1,xs,j ,H1) = |FoV |−1, i.e. false associated measurements
are supposed to be uniformly distributed in the observation area FoV .
A measurement track will be allocated to a given 2D track if the LR
exceeds a given threshold or will it be neglected if it undergoes one.
3.3 3D Tracking
The final stage of the tracking algorithm yields a 3D Cartesian estima-
te by fusing all available information collected in the previous tracking
stages. So, if information of more than two illuminators is available, it
will deliver improved 2D estimates and additional information about the
height of the target.
4 Numerical Analysis
In this section we discuss numerical results for a scenario with four il-
luminators, one receiver and one target flying in a circle, c.f. Fig. 10.2.
Starting with a height of 4km the target climbs slightly to 7.6km. The
constellation is based on true DAB sender localizations in Rheinland-
Pfalz, Germany.
The probability of detection is chosen to be 0.9 for each illuminator-
receiver pair. Measurements are gathered every 10sec. with Gaussian dis-
tributed measurement error of zero mean. The measurement covariance
matrix of the bistatic range and range-rate is given by R = diag
(
σ2r , σ
2
r˙
)
with σr = 65m and σr˙ = 2m/s. The false alarm rate is 20 false measu-
rements per time stage and is uniformly distributed in the measurement
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space. To generate 2D Cartesian estimates we use the following modelling
assumptions on the target height: z ∼ N (5km, 2km).
Abbildung 10.2: Simulated scenario: constellation of observer and illumina-
tors is based on a real DAB network in Rheinland-Pfalz, Germany.
In Fig. 10.3(a) the results of the primary tracking stage are shown.
Four measurement tracks are extracted, one track for each illuminator.
We note that modelling movements in bistatic range and range-rate is
difficult, since movements depend on the unknown target-illuminator-
receiver geometry. For example the track coloured in magenta shows a
hard turn, when the target crosses the associated illuminator.
For a statistical analysis we use 100 Monte Carlo Runs and compare
the root-mean-squared error (RMSE) with the root-mean trace of the
covariance (RMTC), i.e. for the estimates xˆi, truth x and estimated
covariance Pˆi
RMSE(x) =
√√√√ 1
N
N∑
i=1
|xˆi − x|2, RMTC(x) =
√√√√ 1
N
N∑
i=1
trace(Pˆi).
(10.10)
In Fig. 10.3(b) the RMSEs of the strongest hypothesis are plotted for each
illuminator-receiver pair in different colours; for comparison the RMTC
is added in black. Due to manoeuvrings the results are not persistently
consistent, during the critical phases the RMSE increases faster than the
RMTC. Fig. 10.4(a) responds to the second tracking stage, the Deghos-
ting in 2D Cartesian. We compare the RMSE of the x/y position estimate
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(a) Illustration of primary tracking re-
sults: true measurements (without er-
ror) are plotted by blue dots
(b) RMSE is shown by different colors,
RMTC in black
Abbildung 10.3: Primary tracking results: results for different illuminator-
receiver pairs are shown by different colours.
with the corresponding RMTC. The RMSE is slightly increasing whilst
the RMTC has nearly the same level during the whole run. This could
be explained by the target height. The RMSE increases the more the
actual height of the target differs from the expected height (here: 5km).
In contrast, the RMTC does not depend on the actual height but only
on the modelling assumptions. So, if the target height exceeds a certain
value, dependent on the assumed deviation (here: 2km), tracking fails.
The information accumulated in previous tracking stages will next be
transformed into 3D Cartesian estimates. The 3D Tracking depends di-
rectly on the Deghosting stage and the primary tracking and can not be
analyzed separately. In Fig. 10.4(b) the mean number of measurements,
which could be allocated to the track, is plotted against time. The esti-
mation performance in height, delivered by the 3D tracking, is directly
correlated to the number of measurements used; the RMSE is shown
in Fig. 10.4(c). Availability of four instead of only three measurements
results in improved height estimation. Fig. (10.4(d)) shows numerical
results for the 3D tracking performance in x/y. Again, the RMSE in
x/y-position is compared to the RMTC. We observe a better estimation
performance, compared with the 2D tracking stage, if measurements of
three or four illuminators can be fused.
On the other hand the estimation performance is strongly influenced
Tracking and Deghosting Problems 119
0 500 1000 1500 2000 2500 3000 3500
0
500
1000
1500
2000
time in sec.
m
e
a
n
 e
rr
o
r 
in
 m
 
 
trace of covariance
RMSPOS
(a) 2D Cartesian Tracking: RMSE and
RMTC in x/y
0 500 1000 1500 2000 2500 3000 3500 4000
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
time in seconds
m
e
a
n
 n
u
m
be
r o
f m
ea
su
re
m
en
ts
(b) Mean number of measurements
that could be allocated to the 2D track
for each scan.
0 500 1000 1500 2000 2500 3000 3500 4000
0
200
400
600
800
1000
1200
1400
1600
1800
time in seconds
e
rr
o
r 
in
 h
ei
gh
t i
n 
m
 
 
RMSPOS
(c) RMSE of target height for 3D Car-
tesian Tracking
0 500 1000 1500 2000 2500 3000 3500 4000
0
100
200
300
400
500
600
time in seconds
e
rr
o
r 
in
 m
 
 
RMSPOS
trace of covariance
(d) 3D Tracking results: RMSE and
RMTC in x/y
Abbildung 10.4: Cartesian Tracking results.
by the allocation of measurements that is done in the Deghosting stage
and depends therefore on the geometry and on a good appraisal for the
height of the object. At the end of the flight the target exceeds the height
of 7km and association fails.
5 Conclusion
We provided a multi-stage MHT algorithm, adapted to the special re-
quest of using DAB or DVB-T. The key challenge on target tracking in
these single frequency networks is, that the association between illumi-
nator and measurements is unknown. We did illustrate this aspect by
means of simulation and developed a strategy to evaluate association
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possibilities by using sequential LR testing.
We included numerical analysis using one hundred Monte Carlo runs
for all three tracking stages. Especially, improvements in estimation per-
formance by combining multiple measurement information have been
pointed out.
The algorithm is still in development and its potential is not yet exploi-
ted. The strength of the algorithm lies in dividing the whole procedure in
partial stages. Information transfer between these stages has to be hand-
led carefully and needs to be optimized to make the algorithm to work as
good as possible. For example an improved transfer from the 3D-Tracking
to 2D-Tracking should make the algorithm more robust and precise.
Literatur
1. P. Howland, D. Maksimiuk und G. Reitsma,
”
FM radio based bistatic ra-
dar“, Radar, Sonar and Navigation, IEE Proceedings-, Vol. 152, Nr. 3, S.
107–115, Jun. 2005.
2. M. Tobias und A. Lanterman,
”
Probability hypothesis density-based multi-
target tracking with bistatic range and doppler observations“, Radar, Sonar
and Navigation, IEE Proceedings-, Vol. 152, Nr. 3, S. 195–205, Jun. 2005.
3. U. Reimers, Digitale Fernsehtechnik. Springer, 1995.
4. H. Kuschel, J. Heckenbach, S. Mueller und R. Appel,
”
On the potentials of
passive, multistatic, low frequency radars to counter stealth and detect low
flying targets“, in in IEEE Radar Conf., may 2008, S. 1443–1448.
5. N. J. Willis, Bistatic Radar. SciTech Publishing, 2007.
6. W. Koch, J. Koller und M. Ulmke,
”
Ground target tracking and road map
extraction“, ISPRS Journal of Photogrammetry & Remote Sensing, Vol. 61,
S. 197–208, 2006.
7. M. Daun und C. R. Berger,
”
Track initiation in a multistatic DAB/DVB-T
network“, submitted to FUSION Conference, 2008.
8. D. J. Torrieri,
”
Statistical theory of passice location systems“, IEEE Tran-
sactions on Aerospace and Electronic Systems, Vol. AES-20, Nr. 2, S. 183–
198, Mar. 1984.
9. G. van Keuk,
”
Sequential track extraction“, IEEE Transactions on Aero-
space and Electronic Systems, Vol. 34, S. 1135–1148, 1998.
Maße fu¨r Wahrscheinlichkeitsdichten in der
informationstheoretischen
Sensoreinsatzplanung
Daniel Lyons, Achim Hekler, Benjamin Noack und Uwe D. Hanebeck
Lehrstuhl fu¨r Intelligente Sensor-Aktor-Systeme (ISAS),
Institut fu¨r Anthropomatik,
Karlsruher Institut fu¨r Technologie (KIT)
http://isas.uka.de
Zusammenfassung Bei der Beobachtung eines ra¨umlich ver-
teilten Pha¨nomens mit einer Vielzahl von Sensoren ist die in-
telligente Auswahl von Messkonfigurationen aufgrund von be-
schra¨nkten Rechen- und Kommunikationskapazita¨ten entschei-
dend fu¨r die Lebensdauer des Sensornetzes. Mit der Sensor-
einsatzplanung kann die im na¨chsten Zeitschritt anzusteuern-
de Messkonfiguration dynamisch mittels einer stochastischen
modell-pra¨diktiven Planung u¨ber einen endlichen Zeithorizont
bestimmt werden. Dabei wird als Gu¨tekriterium die Maximie-
rung des zu erwartenden Informationsgewinns durch zuku¨nftige
Messungen unter sparsamer Verwendung der Energieressourcen
gewa¨hlt. In diesem Artikel wird ein neues Maß fu¨r kontinuier-
liche Wahrscheinlichkeitsdichten vorgestellt, das sich kanonisch
aus der Konstruktion eines Vektorraums fu¨r Wahrscheinlich-
keitsdichten ergibt. Dieses Maß wird als Gu¨tefunktion in der
vorausschauenden Sensoreinsatzplanung zur Bewertung des in-
formationstheoretischen Einfluß von Messungen auf die aktuelle
Zustandsscha¨tzung verwendet.
1 Einleitung
Mit einem Sensor-Netzwerk werden Daten u¨ber ein verteiltes Pha¨nomen
gewonnen und diese dann in einem oder mehreren lokalen Verarbei-
tungszentren geeignet miteinander fusioniert. Um eine hochqualitative
Zustandsscha¨tzung des Pha¨nomens zu erhalten, wa¨re der Einsatz von
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mo¨glichst vielen Sensoren wu¨nschenswert. Dies ist aber in konkreten An-
wendungen generell nicht realisierbar: einerseits kostet jede Messung ei-
nes Sensors Energie, andererseits entstehen durch die U¨bertragung des
Messwerts u¨ber ein Kommunikationsnetzwerk hohe Energiekosten. Da in
einem Sensor-Netzwerk die Energieressourcen der einzelnen Sensorkno-
ten in der Regel beschra¨nkt sind, ist es ratsam, dass nicht jeder Sensor zu
jedem Zeitpunkt Messungen vornimmt, sondern nur diejenigen Sensoren
fu¨r Messungen ausgewa¨hlt werden, deren Messungen auch einen hohen
Informationsgehalt versprechen.
Diese Auswahl von Sensoren fu¨r zuku¨nftige Messungen u¨bernimmt ein
sogenannter Sensormanager. Dieser muß hierbei auch beru¨cksichtigen,
dass die von dem Sensor erhaltene Information durch Messrauschen be-
einflusst sein wird. Zuna¨chst muss der Sensormanger dafu¨r eine geeignete
Gu¨tefunktion wa¨hlen, die den zuku¨nftigen Informationsgewinn bewertet,
und dann vorausschauend eine optimale Sensorsequenz bestimmen, die
den akkumulierten Informationsgewinn in Abha¨ngigkeit vom aktuellen
Zustand maximiert.
2 Problemformulierung
Das Ziel der Sensoreinsatzplanung ist es, den Zustand des beobachteten
physikalischen Pha¨nomens mit Hilfe eines Sensor-Netzwerks mo¨glichst
pra¨zise unter Verwendung von mo¨glichst wenigen Sensoren zu scha¨tzen.
Im Folgenden nehmen wir an, dass die ra¨umliche und zeitliche Entwick-
lung des Pha¨nomens durch eine zeitdiskrete und wertkontinuierliche Sys-
temfunktion beschrieben wird, die den Zustand des Pha¨nomens zum Zeit-
punkt k auf den Zustand zum Zeitpunkt k + 1 abbildet.
2.1 Sensorauswahl
Bei einem naiven Vorgehen fu¨hrt jeder Sensor zu jedem Zeitpunkt eine
Messung durch, die dann geeignet miteinander funsioniert werden. Als
Ergebnis erha¨lt man zwar eine hochqualitative Zustandsscha¨tzung, die
Lebensdauer des Netzwerks wu¨rde aber aufgrund des dadurch entste-
henden Energieverbrauchs durch Messungen und Kommunikation stark
verku¨rzt werden. Daher ist es sinnvoll, ein Gleichgweicht zwischen einer
guter Scha¨tzqualita¨t und einer Verla¨ngerung der Lebensdauer des Netz-
werks zu finden. Der oben erwa¨hnte Sensormanager versucht den erwarte-
Informationstheoretische Maße in der Sensoreinsatzplanung 123
ten Informationsgewinn E{R(xk, sk)} u¨ber den Zustand xk des Systems
zu maximieren, wobei die Funktion R( · ) den zuku¨nftigen Informations-
gewinn bewertet und sk = [s
1
k, . . . , s
M
k ] eine Sequenz von Sensoren ist, die
fu¨r Messungen ausgewa¨hlt wurde. Dieser erwartete zuku¨nftige Informa-
tionsgewinn soll modell-pra¨diktiv, das heißt unter Beru¨cksichtigung der
zuku¨nftigen Entwicklung des Pha¨nomens, maximiert werden [1]. In Kapi-
tel 5.1 wird der konkrete Formalismus unter Anwendung der dynamischen
Programmierung erla¨utert [2]. Die Lo¨sung dieses Optimierungsproblems
ist eine Sequenz von Sensorkonfigurationen, deren zuku¨nftige Messungen
den erwarteten Informationsgewinn u¨ber einen bestimmten Zeithorizont
maximieren. Die erste Sensorkonfiguration in dieser optimalen Sequenz
wird an das Sensornetzwerk angelegt. Die dadurch erhaltenen Messungen
werden, wie im na¨chsten Kapitel beschrieben, verarbeitet. Im na¨chsten
Zeitschritt erfolgt dann eine erneute Planung durch den Sensormanager.
2.2 System- und Messmodelle
Wir gehen davon aus, dass die Entwicklung des Zustands des zu beob-
achtenden Pha¨nomens durch folgende Modellgleichung gegeben ist
xk+1 = ak(xk,wk) , (11.1)
wobei alle Gro¨ßen skalar oder vektorwertig sein ko¨nnen. Die
mo¨glicherweise zeitvariante Systemfunktion ak( · ) bildet den Zustand
xk zum Zeitpunkt k auf den Zustand xk+1 zum Zeitpunkt k + 1 ab.
Das Systemrauschen wk subsummiert dabei alle auftretenden Sto¨rungen,
wie z.B. exogene Sto¨reinflu¨sse oder Modellierungsfehler, und wird sto-
chastisch modelliert. Im Folgenden repra¨sentieren alle fett geschriebe-
nen Gro¨ßen Zufallsvariablen. Ist fk(xk) die Wahrscheinlichkeitsdichte,
die den aktuellen Zustand xk beschreibt, so kann mit Hilfe des System-
modells (11.1) die Entwicklung des Systems mittels der unterlagernden
Dichte pra¨diziert werden
fpk+1(xk+1) =
∫
Ω
fTk (xk+1|xk)fk(xk) dxk , (11.2)
wobei fT die Transitionsdichte ist und aus dem Modell (11.1) bestimmt
werden kann.
Die pra¨dizierte Zustandsdichte kann dann mit neu erhaltenen Mes-
sungen fusioniert werden. Dafu¨r wird das Messmodell eines Sensors
124 D. Lyons et al.
sk ∈ {1, . . . , L} beno¨tigt, das den Systemzustand mit dem Ausgang ei-
ner Messung in Zusammenhang setzt. Es wird durch eine nichtlineare
Abbildung
zˆsk = hsk(xk,vsk)
beschrieben, wobei zˆsk der konkrete Ausgang der Messung und vsk das
stochastische Messrauschen ist, das fu¨r jeden Sensor verschieden sein
kann. Die pra¨dizierte Dichte fpk wird mit der erhaltenen Meßinformation
nach der Bayes Formel
f esk(xk) =
fLsk(zˆsk |xk)fpk (xk)∫
Ω
fLsk(zˆsk |xk)fpk (xk)dxk
(11.3)
fusioniert, wobei fLsk(zˆsk |xk) die sogenannte Likelihood darstellt.
3 Informationstheoretische Gu¨temaße
Um eine Bewertung des erwarteten Informationsgewinns vorzunehmen,
muss eine Gu¨tefunktion R( · ) definiert werden. Dafu¨r werden wir im Fol-
genden zwei informationstheoretische Gu¨tefunktionen betrachten, die in
der Sensoreinsatzplanung Verwendung finden und ihre jeweiligen Ein-
schra¨nkungen aufzeigen.
3.1 Entropie
Fu¨r diskrete Zufallsvariablen mit BildbereichH ist die Shannon–Entropie
[3, 4] definiert als
H(X) := −
∑
x∈H
p(x) log p(x) .
Fu¨r sie gilt unter anderem, dass ihr Wert nach oben durch die Entropie
der Gleichverteilung auf H beschra¨nkt ist. Es gilt also
H(X) ≤ log |H| ,
wobei |H| die Anzahl der Elemente inH ist. Die Gleichheit gilt hier genau
dann, wenn X gleichverteilt auf H ist [4]. Eine weitere Eigenschaft der
Informationstheoretische Maße in der Sensoreinsatzplanung 125
diskreten Entropie ist ihre Positivita¨t, die direkt aus der Tatsache folgt,
dass die Wahrscheinlichkeiten p(x) immer in dem Interval [0, 1] liegen
und deshalb p(x) log p(x) ≤ 0 ist.
Demgegenu¨ber ist die Entropie einer kontinuierlichen Zufallsvariablen
X ∼ f mit kontinuierlicher Wahrscheinlichkeitsdichte f definiert als
H(X) := EX {− log f(x)} = −
∫
f(x) log f(x)dx .
Diese Erweiterung der Entropie auf kontinuierliche Wahrscheinlichkeits-
dichten ist keine direkte Verallgemeinerung der Shannon-Entropie [4] und
besitzt einige ihrer grundlegenden Eigenschaften nicht. So kann die konti-
nuierliche Entropie zum Beispiel negative Werte annehmen. Ist X gleich-
verteilt auf [0, 1n ], so erha¨lt man fu¨r die kontinuierliche Entropie
H(X) = −
∫ 1
n
0
n · log n dx = − log n ,
was fu¨r n > 1 negativ ist. Neben der Shannon-Entropie und der kon-
tinuierlichen Entropie finden auch aus ihnen abgeleitete Gro¨ßen, wie
die Kullback-Leibler-Divergenz [4, 5] oder die Transinformation [4], An-
wendung in der Sensoreinsatzplanung [6–11]. Die Zielfunktion R( · ) in
der Sensoreinsatzplanung ist dann die erwartete Entropie der posterio-
ren Dichte nach Messungen von Sensoren sk. Diese ist dann u¨ber die
mo¨glichen Messkonfigurationen zu optimieren.
3.2 Fisher-Information
Eine weitere informationstheoretische Gu¨tefunktion, die zum Beispiel
Anwendung in der schritthaltenden Lokalisierung findet [12, 13], ist die
Fisher-Information. Sie ist definiert auf Ra¨umen von Wahrscheinlich-
keitsdichten fξ
B = {fξ = f(x, ξ)|ξ ∈ Λ ⊂ Rn}
mit endlicher Parametrisierung ξ ∈ Λ. Dabei muß gefordert werden, dass
die Abbildung
ξ → fξ
126 D. Lyons et al.
injektiv ist und
ξ → f(x, ξ)
fu¨r jedes x unendlich oft differenzierbar ist [14]. Ein Beispiel fu¨r eine
Parametrisierung sind Gaußdichten, die u¨ber ihren Mittelwert und die
Kovarianzmatrix charakterisiert werden. Fu¨r eine Dichte f(x, ξ) ∈ B ist
dann ein Eintrag gij(ξ) in der Fisher-Informationsmatrix definiert als
gij(ξ) :=
∫
∂ξi log f(x, ξ) · ∂ξj log f(x, ξ) · f(x, ξ)dx .
Die Fisher-Information ist ein Maß fu¨r die Information, die eine Zufalls-
variable X ∼ f(x, ξ) u¨ber den Parameter ξ entha¨lt. Der Nachteil bei
ihrer Verwendung ist, dass eine endliche Parametrisierung der betrach-
teten Wahrscheinlichkeitsdichten vorliegen und dass diese Parametrisie-
rung abgeschlossen unter den Operationen der Zustandsscha¨tzung aus
Kapitel 2.2 sein muß. Dies ist fu¨r nichtlineare Systeme nicht gegeben, da
im nichtlinearen Fall nach der Pra¨diktion oder Filterung beispielsweise
einer Gaußdichte nicht mehr gewa¨hrleistet ist, dass das Ergebnis wieder
eine Gaußdichte darstellt.
4 Log-Ratio-Informationsmaß
In diesem Kapitel wird das Log-Ratio-Informationsmaß fu¨r kontinuierli-
che Wahrscheinlichkeitsdichten vorgestellt. Es hat den Vorteil, dass keine
endliche Parametrisierung der unterlagerten Dichten erforderlich ist und
es eine Norm auf einer bestimmten Klasse von Wahrscheinlichkeitsdich-
ten darstellt. So sind Eigenschaften wie zum Beispiel Positivita¨t intrin-
sisch.
4.1 Motivation
In diesem Ansatz werden Dichten als Elemente eines normierten Vek-
torraums A2 aufgefasst [15] und seine Norm als skalares Maß fu¨r den
Informationsgehalt einer Dichte interpretiert.
In einem allgemeinen Vektorraum bestimmt die Norm die La¨nge eines
Vektors, also wie weit dieser Vektor von dem eindeutig bestimmten Null-
vektor des Raums entfernt ist. Der Nullvektor in A2 ist die Dichte der
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 Bayes‘sche
Fusion
f
g
g
f
⊕ g
Abbildung 11.1: Die Informationsfusion von zwei Sensoren (linke Seite) nach
der Bayes Formel kann als Addition in einem Vektorraum aufgefasst werden
(rechte Seite). Die Log-Ratio-Information der fusionierten Dichte f ⊕ g ist
niemals gro¨ßer als die Log-Ratio-Information der Teildichten f und g.
Gleichverteilung, die diejenige Verteilung ist, die am wenigsten Informa-
tion u¨ber den Ausgang eines Zufallsexperiments bietet, da jeder Ausgang
des Experiments gleich wahrscheinlich ist. Wenn wir also die La¨ngen von
Wahrscheinlichkeitsdichten in A2 messen, bestimmen wir, wie weit eine
Wahrscheinlichkeitsdichte von der Dichte der Gleichverteilung entfernt
ist.
Da das Log-Ratio-Informationsmaß eine Norm ist, wird außerdem ge-
wa¨hrleistet, dass es fu¨r alle Dichten positive Werte annimmt. Zudem ist
eine Form der Dreiecksungleichung unter der Bayesschen Datenfusion
gegeben (s. Abb. 11.1). Diese Dreiecksungleichung ermo¨glicht es, obere
Schranken fu¨r den Informationsgehalt einer fusionierten Dichte anzuge-
ben.
4.2 Definition und Eigenschaften
In diesem Kapitel werden wir das Log-Ratio-Informationsmaß N definie-
ren und seine wichtigsten Eigenschaften nennen.
Definition 1 Sei f : Ω → R eine nicht-negative Funktion und log f ∈
L2(Ω). Die Log-Ratio-Information von f ist durch
N(f) :=
√∫
Ω
∫
Ω
[
log
(
f(x)
f(y)
)]2
dx dy (11.4)
gegeben.
In der Definition wird gefordert, dass der Logarithmus der Dichte f
quadratintegrierbar u¨ber Ω sein muß, um sicher zu gehen, dass alle Inte-
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grale existieren. Ein a¨hnliches Vorgehen wa¨re zu fordern, dass die Inte-
grale in (11.4) wie in der Definition der kontinuierlichen Entropie existie-
ren [4]. Die wesentlichen Eigenschaften des Log-Ratio-Informationsmaßes
werden durch folgendes Theorem beschrieben.
Theorem 1 Das Informationsmaß aus Definition 1 erfu¨llt die folgenden
Eigenschaften fu¨r alle Dichten f und g wie in Definition 1
• N(f) ≥ 0 ,
• N(f) = 0 genau dann, wenn f die Dichte der Gleichverteilung auf
Ω ist und
• N(f · g) ≤ N(f) +N(g) .
Der Beweis folgt aus der Konstruktion des Vektorraums und findet sich
in [15].
Obwohl das Log-Ratio-Informationsmaß durch ein Doppelintegral u¨ber
den Raum Ω definiert ist, gibt es eine Reformulierung mit einfachen
Integralen, die die Berechenbarkeit vereinfacht.
Theorem 2 Sei f eine Funktion gema¨ß Definition 1 und Ω beschra¨nkt,
dann gilt fu¨r N(f)
N(f)2 = 2µ(Ω)
∫
Ω
[log f(x)]2 dx− 2
[∫
Ω
log f(x)dx
]2
,
wobei µ das Maß auf Ω ist.
Wie sich das Log-Ratio-Informationsmaß verha¨lt, zeigen folgende Bei-
spielrechnungen:
1. Sei X1 ∼ f(x) eine exponentiell verteilte Zufallsvariable mit Dichte
f(x) = λe−λx ,
definiert auf der positiven reellen Halbachse [0,∞). Der Logarith-
mus von f ist offensichtlich in L2([0, a]) fu¨r jedes a < ∞. Fu¨r ein
festes a ist
N(f)2 = λ2
∫ a
0
∫ a
0
(y − x)2 dxdy .
Eine Maximierung von N(f)2 fu¨hrt also zu einer Minimierung der
Varianz 1λ2 .
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2. Ist X2 ∼ G(x) eine Zufallsvariable mit Gaußdichte
G(x) =
1√
2piσ
exp
(
−x
2
σ2
)
,
so gilt fu¨r jedes beschra¨nkte Ω = [a, b] ⊂ R, dass der Logarithmus
von G quadratintegrierbar ist,
logG = −x
2
σ2
− log 1√
2piσ
ein Polynom zweiten Grades ist. Die Log-Ratio-Information von G
ist
N(G)2 =
1
σ2
∫ b
a
∫ b
a
(y2 − x2)dxdy ,
und fu¨r festes Intervall [a, b] entspricht eine Maximierung von N(G)
einer Minimierung der Standardabweichung 1σ .
5 Sensoreinsatzplanung
In diesem Kapitel werden wir das Log-Ratio-Informationsmaß auf die
Sensoreinsatzplanung anwenden, indem wir es als eine informationstheo-
retische Gu¨tefunktion auffassen. Aus Gru¨nden der U¨bersichtlichkeit be-
trachten wir nur den Fall, dass zu jedem Zeitschritt k ein Sensor sk fu¨r
Messungen ausgewa¨hlt werden soll. Der Ansatz kann aber ohne Weite-
res auf den Fall einer gesamten Sensorkonfiguration sk = [sk1, . . . , skn]
verallgemeinert werden.
5.1 Auswahl von Sensoren
Die Aufgabe des Sensormanagers ist es, Sensoren fu¨r Messungen aus-
zuwa¨hlen, deren Messungen einen hohen Informationsgehalt u¨ber den
Zustand des Systems haben. Wir bezeichnen mit fk die Dichte, die
die gegenwa¨rtige Zustandsscha¨tzung beschreibt, und mit fpk die Dich-
te, die wir erhalten, nachdem wir die gegenwa¨rtige Scha¨tzung mit dem
Pra¨diktionsschritt (11.2) fortschreiben. Die Dichte f esk bezeichne die pos-
teriore Dichte
f esk(xk|zˆsk) :=
1
ck
fpk (xk) · fLsk(zˆsk |xk) ,
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die erhalten wird, nachdem die priore Dichte fpk mit der Likelihood f
L
sk
des Sensors sk gefiltert wurde.
Den erwarteten Informationsgewinn nach Filterung der aktuellen Zu-
standsscha¨tzung mit Messungen zsk von Sensor sk wird als
Ezsk
{
N(fesk( · | zsk))
}
(11.5)
definiert. Die Schreibweise N(f esk( · | zk)) bedeutet, dass die Log-Ratio-
Information in Abha¨ngigkeit von zk ausgewertet wird. Eine Maximierung
von (11.5) fu¨hrt zu einer Maximierung des erwarteten Informationsge-
winnes im na¨chsten Zeitschritt. Bei einem modell-pra¨diktiven Ansatz zur
Planung u¨ber einen gewissen Horizont wird diese Gu¨tefunktion in die re-
kursive Gleichung zur Bestimmung einer optimalen Lo¨sung eingefu¨gt [2].
Die Lo¨sung nach dem Bellmanschen Optimalita¨tsprinzip fu¨r den maxi-
malen Informationsgewinn u¨ber N Zeitschritte berechnet sich rekursiv
aus
Vk(fk) := max
sk
[
Ezsk
{
N(fesk( · | zsk)) + Vk+1(fesk( · | zsk))
}]
(11.6)
mit terminalem Gewinn
VN (fk) := max
sN
[
EzsN
{
N(fesN( · | zsN))
}]
(11.7)
im letzten Zeitschritt. Durch die vorausschauende Planung fließt das
zuku¨nftige Verhalten des Pha¨nomens unter Beru¨cksichtigung des Sys-
temrauschens bereits bei der Auswahl der Sensoren ein. Das folgende
Beispiel zeigt, dass durch diesen Ansatz eine hohe Scha¨tzqualita¨t unter
Verwendung nur eines Sensors pro Zeitschritt erreicht werden kann, was
zu einer erheblichen Erho¨hung der Lebensdauer des Netzwerks fu¨hrt.
5.2 Beispiel
Wir betrachten ein Beispiel bestehend aus einem Sensornetzwerk mit
drei Winkelsensoren und zwei Abstandssensoren [11]. Die Aufgabe des
Sensormanagers in diesem Beispiel ist es, in jedem Zeitschritt einen Sen-
sor auszuwa¨hlen, um ein Fahrzeug u¨ber zehn Zeitschritte zu lokalisie-
ren. Die quadratische Abweichung der gescha¨tzten zu der wahren Po-
sition des Fahrzeugs wird in Abb. 11.2 als durchgezogene Linie darge-
stellt. Diese Abweichung wird verglichen mit der Qualita¨t der Zustands-
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Abbildung 11.2: Die durchschnittliche quadratische Abweichung (rmse) der
Zustandsscha¨tzung u¨ber 20 Testla¨ufe mit einem in jedem Zeitschritt zufa¨llig
ausgewa¨hlten Sensor (rote gestrichelte Linie mit Kreuzen), der Entropie (blaue
gestrichelte Linie) und der Log-Ratio-Information als Gu¨tefunktion (blaue
durchgezogene Linie).
scha¨tzung, die ein Manager erreicht, der zufa¨llig einen Sensor zum Mes-
sen auswa¨hlt (gestrichelte Linie). Es ist dabei deutlich zu sehen, dass die
Zustandsscha¨tzung fu¨r die Log-Ratio-Information wesentlich genauer ist.
6 Ausblick
Das vorgestellte Log-Ratio-Informationmaß weist Eigenschaften wie Po-
sitivita¨t und die Erfu¨llung der Dreiecksungleichung auf. Diese erlauben
es, sowohl obere als auch untere Schranken fu¨r den optimalen Informa-
tionsgewinn anzugeben. Dadurch wird eine ganze Klasse von neuartigen
Verfahren zur Bestimmung der optimalen Messkonfigurationssequenz er-
schlossen und eine Bewertung der so gefundenen Lo¨sungen ermo¨glicht.
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Zusammenfassung Die Wahrnehmung und aufgabengerechte
Interpretation einer dynamischen Umwelt stellen Schlu¨sselkom-
ponenten ku¨nftiger intelligenter Systeme dar. Die Beherrschung
dieser Fa¨higkeiten erfordert Methoden, die in der Lage sind, aus
Messsignalen relevante Informationen zu extrahieren und diese
ada¨quat miteinander zu verknu¨pfen, um daraus ein semantisch
angereichertes Modell der interessierenden Szene zu konstruie-
ren. Der Beitrag widmet sich zwei wichtigen Teilaspekten dieser
Aufgabenstellung. Einerseits wird eine Methodik vorgestellt, um
aus den verfu¨gbaren Eingangsdaten eine optimale Auswahl zu
treffen. Andererseits wird ein objektorientiertes Umweltmodell
vorgeschlagen, welches eine laufende Fusion vorhandenen Wis-
sens mit neuen Sensorinformationen gestattet und dies mit ei-
nem Geda¨chtnismodell verknu¨pft. Sa¨mtliche Verfahren basieren
auf der Bayes’schen Statistik in einer objektiven
”
Degree of Be-
lief“-Interpretation. Die Einsatzgebiete der Ansa¨tze werden am
Beispiel humanoider Roboter und autonomer Fahrzeuge demons-
triert.
1 Einleitung
Autonome technische Systeme haben in den letzten Jahren viele Doma¨-
nen unseres Alltags erschlossen: Sie sind nicht mehr auf spezielle Umge-
bungen angewiesen, wie etwa bei U¨berwachungsaufgaben, in der Produk-
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tion oder in der Fernerkundung, sondern u¨bernehmen zunehmend Aufga-
ben in den Bereichen der Personenassistenz und -pflege, der Reinigung,
der Bau- und Landwirtschaft, des Transportes und Individualverkehrs, in
Rettungs- und Katastrophenszenarien sowie in der Unterhaltung. Zahl-
reiche weitere Applikationen befinden sich in der Entwicklung.
Vielen Einsatzgebieten gemeinsam sind eine vera¨nderliche und a priori
nur unzureichend bekannte Umgebung sowie die Notwendigkeit, diese
Umgebung zu erfassen und zu ”verstehen“, um mit ihr interagieren zu
ko¨nnen oder um sich innerhalb der Szene sicher zu bewegen.
Man kann erahnen, dass die Umfeldwahrnehmung und -interpretation
eine der gro¨ßten Herausforderungen bei der Lo¨sung derartiger Aufga-
benstellungen darstellt. Um eine Inferenz u¨ber die dreidimensional aus-
gepra¨gte Umwelt zu gestatten, werden gewo¨hnlich mehrere heterogene
Sensoren eingesetzt, die Informationen u. a. in Form von Bildern, akusti-
schen Signalen oder geometrischen Messergebnissen liefern. Es sind daher
Mechanismen erforderlich, um aus den Signalen relevante Merkmale zu
extrahieren und diese zuverla¨ssig zu klassifizieren. Daru¨ber hinaus mu¨s-
sen Relationen zwischen den erkannten Objekten4 erfasst werden und
zu einem Lagebild verschmolzen werden. Im Allgemeinen ist die Umwelt
dynamisch, weshalb erst die Scha¨tzung der Zusta¨nde von Entita¨ten eine
zuverla¨ssige Prognose der Intention der beteiligten Akteure ermo¨glichen
kann.
Der vorliegende Beitrag befasst sich mit Methoden zur multisensori-
ellen Wahrnehmung und Beschreibung einer dynamischen Umwelt fu¨r
technische autonome Systeme. Dabei erfolgt eine Fokussierung auf zwei
wichtige Komponenten der Informationsverarbeitungskette:
• Im folgenden Abschnitt wird davon ausgegangen, dass ein ausrei-
chender Vorrat an Sensoren und Auswerteverfahren verfu¨gbar ist,
aus dem eine Selektion vorgenommen werden muss, um die Ein-
gangsdaten bei den verfu¨gbaren Ressourcen optimal auszuwa¨hlen.
• Abschnitt 3 pra¨sentiert ein szenengerechtes objektorientiertes Um-
weltmodell. Dazu geho¨ren nicht nur Methoden, um Entita¨ten in der
Umwelt samt ihren Attributen und ihren gegenseitigen Relationen
zu beschreiben, sondern ebenfalls Mechanismen, um die Qualita¨t
4 Um eine Unterscheidbarkeit von realen Objekten und Objekten einer objektori-
entierten Modellierung zu gewa¨hrleisten, werden reale Objekte im Folgenden als
”
Entita¨ten“ bezeichnet.
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dieser Beschreibung mit zunehmend verfu¨gbaren Sensorinformatio-
nen graduell zu verfeinern, sowie ein einfaches Geda¨chtnismodell fu¨r
das Lagebild.
Als gemeinsamer theoretischer Unterbau dieser beiden Komponenten
fungiert die Bayes’sche Statistik, mit welcher der Wissensstand u¨ber die
beteiligten Gro¨ßen in einer objektiven ”Degree of Belief“-Interpretation
modelliert wird. In Abschnitt 4 werden exemplarisch zwei Anwendungs-
szenarien der vorgestellten Methodik diskutiert. Fu¨r andere Aspekte der
technischen Kognition, die dieser Beitrag nicht abdecken kann, sei z. B. an
die Forschungsaktivita¨ten im Rahmen der DFG-Exzellenzcluster ”Cogni-
tion for Technical Systems“ in Mu¨nchen [1] sowie ”Cognitive Interaction
Technology“ in Bielefeld [2] verwiesen.
2 Bayes’sche Auswahlmethodik fu¨r Sensorsysteme
Bei der Lo¨sung einer Aufgabe der Informationsgewinnung steht man oft
vor der Problematik, dass aus einer Menge von unterschiedlichen Sen-
sorsystemen und Auswertestrategien (im Folgenden zusammengefasst als
Informationskana¨le bezeichnet) die am besten geeigneten gewa¨hlt werden
mu¨ssen oder eine Kombination erzielt werden muss, um die Fa¨higkeiten
der einzelnen Informationskana¨le und verfu¨gbare Ressourcen optimal
auszuscho¨pfen. Um diese Aufgabenstellung zu lo¨sen, wird im Folgenden
eine Auswahlmethodik dargestellt, die ein Bayes’sches Kalku¨l in einer
Degree-of-Belief-(DoB-)Interpretation verwendet.
Zuna¨chst werden die fu¨r die Aufgabe relevanten Zielgro¨ßen zu einem
Zielgro¨ßenvektor z, dim(z) :=Z zusammengefasst. Das aufgabenbezo-
gene Wissen kann probabilistisch in Form von Wahrscheinlichkeitsver-
teilungen5 p(z) := (p(z1), . . . , p(zZ))
T u¨ber den Zielgro¨ßenra¨umen Zi,
i = 1, . . . ,Z, verko¨rpert werden.
Das aufgabenbezogene Interesse an den Zielgro¨ßen z wird mit Hil-
fe eines Interessensvektors w, dim(w) = dim(z), wi ∈ {0, 1} mo-
delliert. Das Interesse an den Zielgro¨ßen la¨sst sich nun mittels Ver-
teilungen p(w) := (p(w1), . . . , p(wZ))
T verko¨rpern. Sie bilden den Wis-
sensbedarf oder Aufkla¨rungsbedarf fu¨r die Zielgro¨ßen zi ab. Der Wert
5 Das im Folgenden verwendete Symbol p(.) bezeichnet sowohl Wahrscheinlichkeits-
dichtefunktionen fu¨r den Fall, dass das Argument kontinuierlich ist, als auch Wahr-
scheinlichkeitsfunktionen fu¨r den Fall, dass das Argument diskret ist.
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p(wi = 1) = 1 − p(wi = 0) repra¨sentiert dabei als DoB das Interesse an
der entsprechenden Zielgro¨ße zi.
Als na¨chstes werden die Informationskana¨le definiert und ihr Beitrag
zur Bestimmung der Zielgro¨ßen modelliert. Dazu dient der Vektor der In-
formationskana¨le m, dim(m) :=M. Diese Modellierung umfasst die Ge-
winnung der Sensordaten bis zur Auswertung, die eine oder mehrere Ziel-
gro¨ßen zum Ergebnis besitzt. Der Einsatz eines Informationskanals wird
mittels der Verteilungen p(m) := (p(m1), . . . , p(mM))
T, mi ∈ {0, 1}, mo-
delliert. Hierbei bezeichnet der Wert p(mi = 1) = 1 − p(mi = 0)
den Beitrag dieses Informationskanals zur Lo¨sung der Aufgabe, wo-
bei
∑M
i=1 p(mi = 1) = 1. Zuletzt werden nun die Sensordaten als d,
dim(d) = dim(m) definiert.
Auf der Grundlage dieser Modellierung lassen sich folgende Fragestel-
lungen beantworten: (1) Welche optimale Kombination der Informations-
kana¨le popt(m) muss gewa¨hlt werden, um das bestehende Interesse w an
den Zielgro¨ßen z zu stillen? (2) Welche Scha¨tzung der Zielgro¨ßen liegt
vor, wenn diese optimale oder eine daraus abgeleitete Kombination von
Informationskana¨len pbeob(m) gewa¨hlt worden ist? (3) Wie la¨sst sich die
Auswahlmethodik fu¨r den Fall, dass die Zielgro¨ßen iterativ bestimmt wer-
den mu¨ssen (z. B. bei gea¨ndertem Interesse oder bei zeitvera¨nderlichen
Zielgro¨ßen), erweitern?
Auswahl optimaler Informationskana¨le Gesucht wird die optimale
Kombination der Informationskana¨le popt(m), wobei Vorwissen u¨ber
die Zielgro¨ßen in Gestalt von A-priori-Verteilungen p(zi,0) genutzt wer-
den soll und Wissensbedarf an den Zielgro¨ßen p(wi) besteht. In einer
Bayes’schen Formulierung la¨sst sich dieses Problem als Aufgabe der Be-
stimmung der A-posteriori-Verteilungen:
p(mj |wi, zi,0) = p(wi, zi,0|mj) · p(mj)
p(wi, zi,0)
=
p(wi|zi,0,mj) · p(zi,0|mj) · p(mj)
p(wi, zi,0)
(12.1)
mit i = 1, . . . ,Z, j = 1, . . . ,M auffassen.
Dabei modelliert die Verteilung p(wi|zi,0,mj) die Aussage, welcher
Wissensbedarf (wi) besteht, wenn Vorwissen (zi,0) vorhanden ist und
die Informationskana¨le (mj) zum Einsatz kommen. Da der Wissensbe-
darf unabha¨ngig von den genutzten Informationskana¨len ist, kann diese
Informationsfusion zur Umgebungsexploration 137
p2(mj)
1
Kosten, Aufwand
(a) Beru¨cksichtigung des mit
dem Informationskanal verbun-
denen Aufwands.
1
vergangene Zeit
p3(mj)
(b) Beru¨cksichtigung der seit der
letzten Nutzung des Informati-
onskanals vergangenen Zeit.
Abbildung 12.1: Modellierung der Einsetzbarkeit eines Informationskanals.
Verteilung zu p(wi|zi,0,mj) = p(wi|zi,0) vereinfacht werden. Der Wis-
sensbedarf in Abha¨ngigkeit vom vorhandenen Vorwissen kann nun bei-
spielsweise festgelegt werden durch:
p(wi|zi,0) ∝ H(zi,0) · p1(wi) , (12.2)
wobei H(zi,0) die Entropie der Verteilung p(zi,0) ist und somit die vor-
handene Unwissenheit u¨ber zi beschreibt und p1(wi) zur Spezifikation
des a priori vorhandenen Wissensbedarfs an zi dient.
Die Verteilung p(zi,0|mj) verko¨rpert die Information, was ein Informa-
tionskanal (mj) u¨ber eine Zielgro¨ße (zi) aussagt. Da dies eine Eigenschaft
des Informationskanals und nicht des a priori gegebenen Wissensstands
ist, gilt:
p(zi,0|mj) = p(zi|mj) . (12.3)
In dieser Verteilung la¨sst sich modellieren, welche Qualita¨t der Aussage
ein Informationskanal u¨ber eine Zielgro¨ße erzielen kann.
Die Verteilung p(mj) beschreibt Eigenschaften des Informationskanals
mj , die nicht mit der konkreten Aufgabe zusammenha¨ngen, und kann
im Bayes’schen Sinne als A-priori-Verteilung interpretiert werden. Hier
la¨sst sich etwa modellieren, welche Kosten mit dem Einsatz eines Infor-
mationskanals verbunden sind. Eine Modellierung dieser Verteilung wird
etwa durch:
p(mj) ∝ p2(mj) · p3(mj) (12.4)
erzielt, wobei p2(mj) den mit dem Informationskanal verbundenen Auf-
wand und p3(mj) die seit dem letzten Einsatz des Kanals vergangene
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Zeit bewertet. Eine mo¨gliche Wahl beider Verteilungen ist in Abb. 12.1
dargestellt. Dabei verringert der abfallende Verlauf von p2(mj) das Ge-
wicht eines Informationskanals mit steigendem Aufwand fu¨r die Informa-
tionsgewinnung. Der auf niedrigem Wert beginnende und mit der Zeit
anwachsende Verlauf von p3(mj) stellt sicher, dass unterschiedliche In-
formationskana¨le in zeitlicher Abfolge zum Zuge kommen.
Die Auswahl der optimalen Informationskana¨le kann nun durch Sum-
mation u¨ber die Dimension der Zielgro¨ße Z erfolgen:
popt(m) = (popt(m1), . . . , popt(mM))
T mit (12.5)
popt(mj) :=λ
Z∑
i=1
p(mj |wi, zi,0) , (12.6)
wobei unter Vernachla¨ssigung des Nenners von Gl. (12.1) die Wahl ei-
ner geeigneten Konstanten λ sicherstellt, dass die Normierungsbedingung∑M
j=1 popt(mj = 1) = 1 eingehalten wird.
Ko¨nnen z. B. aufgrund begrenzter Ressourcen oder Zeitbeschra¨nkun-
gen nicht alle mo¨glichen Informationskana¨le genutzt werden, la¨sst sich
der Einsatz der Informationskana¨le entsprechend ihrer DoB popt(mj = 1)
priorisieren. Auf diese Weise ist sichergestellt, dass die in Bezug auf die
Aufgabe und das zur Verfu¨gung stehende Vorwissen optimale Auswahl
getroffen wird. Aus der nach abfallendem Wert fu¨r popt(m(k) = 1) sortier-
ten Liste ko¨nnen z. B. die ersten N <M Informationskana¨le verwendet
werden. Man erha¨lt dann die Beitra¨ge der zur Beobachtung genutzten
Informationskana¨le zu:
pbeob(m(k)) :=κ · popt(m(k)) , k = 1, . . . , N , (12.7)
wobei die Konstante κ wiederum die Erfu¨llung der Normierungsbedin-
gung
∑N
k=1 pbeob(m(k) = 1) = 1 gewa¨hrleistet.
Scha¨tzung der Zielgro¨ßen Die interessierenden Zielgro¨ßen lassen sich
nach erfolgter Nutzung der Informationskana¨le durch gewichtete U¨ber-
lagerung der jeweiligen kanal- und zielgro¨ßenspezifischen A-posteriori-
Verteilungen p(zi|dj) gewinnen:
p(zi) :=
N∑
k=1
pbeob(m(k) = 1) · p(zi|d(k)) . (12.8)
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Iterative Vorgehensweise Die dargestellte Methodik zur Auswahl von
Informationskana¨len und zur Bestimmung der Zielgro¨ßen la¨sst sich itera-
tiv umsetzen. Dazu werden die beiden Schritte abwechselnd ausgefu¨hrt.
Im ersten Schritt wird die optimale Kombination von Informations-
kana¨len nach Gl. (12.1) zu:
p(mtj |wti , zt−1i ) =
p(wti |zt−1i ,mtj) · p(zt−1i |mtj) · p(mtj)
p(wti , z
t−1
i )
(12.9)
bestimmt, wobei der Index t ∈ N den Iterationsschritt angibt und zt−1i
das zum vorherigen Zeitschritt erzielte Wissen repra¨sentiert. Nach der
oben darstellten Vorgehensweise werden daraus die Beitra¨ge der Infor-
mationskana¨le mittels pbeob(mt(k)) modelliert. Im zweiten Schritt lassen
sich nach Gl. (12.8) die gesuchten Zielgro¨ßen bestimmen:
p(zti) :=
N∑
k=1
pbeob(mt(k) = 1) · p(zti |dt(k)) . (12.10)
3 Umweltmodellierung
Viele Systeme, die zur Umweltinteraktion Information akquirieren, beno¨-
tigen zusa¨tzlich zu den eigentlichen Sensoren und Informationskana¨len
auch einen Speicher, in dem die gewonnenen Informationen abgelegt und
bei Bedarf wieder abgerufen werden ko¨nnen. Bei solchen Systemen – wie
z. B. autonomen humanoiden Robotern zur Unterstu¨tzung des Menschen
(siehe Abschnitt 4.1) – stellt dieser Speicher ein Geda¨chtnis dar, in dem
ein zeitbezogenes Modell der Umgebung enthalten ist. Damit wird dem
autonomen System die Mo¨glichkeit geboten, zu jeder Zeit einen aufga-
benbezogenen U¨berblick u¨ber das aktuelle Geschehen in seiner relevanten
Umgebung zu gewinnen.
Ein derartiger Speicher kann mittels einer dynamischen objektorien-
tierten Umweltmodellierung erstellt werden. Der Speicher wird dann zu
einer Art digitalem Sandkasten, der virtuelle Stellvertreter realer Objekte
(”Entita¨ten“) der Umwelt entha¨lt. In dieser virtuellen Welt modellieren
Instanzen von Klassen die realen Entita¨ten, die bestimmten Objektarten
zugeordnet werden ko¨nnen, siehe Abb. 12.2.
Attribute und Relationen von Entita¨ten in der realen Welt werden mit-
tels Sensoren erfasst. Die im Umweltmodell als Eigenschaften von Instan-
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Abbildung 12.2: Zusammenhang zwischen realer Welt und Umweltmodell.
zen abgelegten Attribute und Relationen werden im Folgenden zur Ver-
einfachung Informationen genannt und entsprechen den in Abschnitt 2
eingefu¨hrten Zielgro¨ßen.
Das in Abschnitt 3.1 dargestellte Umweltmodell ist der zentrale Kern
der Umweltmodellierung. Zusa¨tzlich werden Mechanismen auf Basis von
Methoden der Bayes’schen Fusion eingefu¨hrt, welche die im Umweltmo-
dell abgelegten Informationen auf der Grundlage sensorieller und anderer
Information vera¨ndern, siehe Abschnitte 3.3 und 3.4.
3.1 Objektorientiertes Umweltmodell
Fu¨r die Umweltmodellierung wird ein objektorientierter Ansatz verfolgt,
bei dem alle im Modell gespeicherten Informationen mit Unsicherheiten
versehen sind. Die gespeicherten Informationen weisen einen Zeitbezug
auf, so dass das Umweltmodell die Umgebung des Systems zu einem
bestimmten Zeitpunkt repra¨sentiert.
Objekte besitzen klassenbezogene Eigenschaften, z. B. Position, Gro¨ße,
Farbe oder andere relevante Gro¨ßen. Klassen, die im Umweltmodell ein-
gesetzt werden, sind kontextabha¨ngig und ko¨nnen entsprechend der ak-
tuellen Aufgabe definiert werden.
Als Basiselement fu¨r das Umweltmodell dient die schlank gehaltene
Klasse der Blanko-Objekte, die zumindest das Attribut Existenz besit-
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zen. Instanzen dieser Klasse dienen als Platzhalter fu¨r Informationen:
Beispielsweise ko¨nnen ra¨umliche Bereiche als belegt gekennzeichnet wer-
den, um Kollisionen zu vermeiden. Dafu¨r ist nur das Attribut Position
zusa¨tzlich zur Existenz notwendig. Instanzen von Blanko-Objekte ko¨nnen
bei Bedarf durch Instanzen anderer Klassen ersetzt werden: Findet eine
Klassifikation statt, wird zusa¨tzlich das Attribut Typ spezifiziert und die
Instanz der entsprechenden Klasse zugeordnet, was wiederum die Spe-
zifizierung klassenspezifischer Attribute bewirkt. Zusa¨tzlich ko¨nnen mit-
tels Blanko-Objekten abstrakte Informationen modelliert werden, z. B.
Gera¨usche, deren Quelle nicht identifiziert werden konnte.
Relationen zwischen Entita¨ten sind wie Attribute unsicherheitsbehaf-
tet und werden im Umweltmodell in a¨hnlicher Weise behandelt.
3.2 Modellierung von Unsicherheiten
Jede Information wird im Umweltmodell zusammen mit einer Unsicher-
heit abgelegt, welche die Qualita¨t der Information quantifiziert. Zwei
Arten von Informationen fließen in das Umweltmodell ein: Sensorielle
Information, die vom System dynamisch akquiriert wird (z. B. durch Ex-
ploration), und A-priori-Information, die dem System als Vorwissen zur
Verfu¨gung steht (z. B. als Plan der Umgebung). Sensorielle Information
wird i. d. R. mittels einer Beobachtungsunsicherheit charakterisiert. A-
priori-Information wird meist mittels externer Sensoren gewonnen oder
kann als Zusatzwissen (z. B. Klassenwissen) eingespeist werden.
Unsicherheiten ko¨nnen auf unterschiedliche Arten angegeben werden:
• Zuna¨chst kann die Information u¨ber eine einzige Gro¨ße (Attribut
oder Relation) parametrisch als wahrscheinlichster Wert mit ei-
nem zugeordneten Streuparameter angegeben werden. Eine derar-
tige Aussage ist etwa: ”Die Entita¨t A hat die wahrscheinlichste
Ho¨he z0 mit einer Varianz von σ2z .“ Der Vorteil einer derartigen
Modellierung liegt in der Sparsamkeit der zu spezifizierenden Pa-
rameter.
• Soll die Unsicherheit einer einzigen Gro¨ße umfassend angegeben
werden, kann dies durch Angabe einer Wahrscheinlichkeitsvertei-
lung u¨ber den Bereich mo¨glicher Werte der jeweiligen Gro¨ße erfol-
gen, z. B. fu¨r das Beispiel der Ho¨henangabe p(z). Aus einer para-
metrischen Angabe von erwartetem Wert und Streuparameter la¨sst
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sich die zugeho¨rige Wahrscheinlichkeitsverteilung mittels des Prin-
zips der maximalen Entropie eindeutig ermitteln [3, 4]. Im obigen
Beispiel erha¨lt man z. B. die Normalverteilung N (z0;σz).
• Werden mehrere Gro¨ßen (Attribute oder Relationen) gemeinsam
betrachtet, kann die Spezifikation ihrer Unsicherheit zuna¨chst un-
abha¨ngig voneinander mittels parametrischer Modellierung (z. B.
bei zwei Positionsattributen N ((x0, y0), (σx, σy)) ) oder zweier
(unabha¨ngig angenommener) Marginalverteilungen (p(x, y) =
p(x) · p(y)) erfolgen.
• Die Unsicherheit mehrerer Gro¨ßen la¨sst sich umfassend mittels Ver-
bundverteilungen (im Beispiel p(x, y) ) angeben. Diese explizite An-
gabe hat den Nachteil, dass sie sehr aufwa¨ndig ist: Fu¨r alle Werte-
kombinationen der beteiligten Gro¨ßen muss die Wahrscheinlichkeit
ermittelt und gespeichert werden.
Die probabilistische Modellierung der Unsicherheit ermo¨glicht neben
der frequentistischen Interpretation in der Statistik die Interpretation
von Wahrscheinlichkeiten als Degree-of-Belief (DoB, Grad des Dafu¨rhal-
tens) im Bayes’schen Sinne [5–7]. Der DoB-Formalismus besitzt folgende
wesentliche Vorteile:
• Unsicherheiten lassen sich einheitlich beschreiben: Alle Mo¨glichkei-
ten zum Ausdruck einer Unsicherheit ko¨nnen mittels des Prinzips
der maximalen Entropie in eine entsprechende DoB-Repra¨sentation
umgewandelt werden.
• Attribute und Relationen, die unterschiedlichen Skalen angeho¨ren,
lassen sich gleichwertig behandeln: U¨ber Attribute und Relationen
aller mo¨glichen Skalen – Nominal-, Ordinal-, Interval-, Verha¨ltnis-
und Absolutskala – ko¨nnen entsprechende Wahrscheinlichkeitsver-
teilungen modelliert werden [6].
• Sowohl objektive als auch subjektive Information lassen sich in glei-
cher Weise quantifizieren [8].
• Bewa¨hrte Bayes’sche Fusionsmechanismen ko¨nnen angewendet
werden [7].
• Inkonsistenzen lassen sich innerhalb des Bayes’schen Formalismus
behandeln. Sich widersprechende Informationen ko¨nnen durch An-
gabe von Unsicherheiten mittels DoB-Verteilungen im Gegensatz
zu anderen strengen Formalismen fusioniert werden.
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Als Beispiel dienen zwei Beobachtungen von zylindrischen Objek-
ten, die sich in einem Abstand von 1 mm befinden und deren Durch-
messer jeweils 10 cm betra¨gt. Ein strenger Formalismus ohne Be-
ru¨cksichtigung von Unsicherheiten mu¨sste die Informationen als wi-
derspru¨chlich einstufen, da sich zwei Objekte nicht durchdringen
ko¨nnen. Beim Einsatz von DoBs ko¨nnte eine Beobachtungsunsi-
cherheit beispielsweise mittels einer Varianz (σx, σy) = (1 cm, 1 cm)
angegeben werden. Somit wird die Interpretation ermo¨glicht, dass
beide Instanzen durch Beobachtungen derselben Entita¨t entstan-
den sind.
3.3 Bayes’sche Propagation
Das Umweltmodell gibt die Umgebung des Systems zu einem bestimmten
Zeitpunkt wieder. Fu¨r die Beru¨cksichtigung von A¨nderungen der Umge-
bung und neu hinzugekommener Information wird das Umweltmodell
u¨ber die Zeit entwickelt. Dafu¨r werden Methoden der Bayes’schen Infor-
mationsfusion eingesetzt, welche die DoB-Verteilungen von einem Zeit-
punkt ti−1 zum na¨chsten Zeitpunkt ti propagieren. Zwei Einflussfaktoren
ko¨nnen dazu das Umweltmodell a¨ndern: Neue Information wird akqui-
riert und in das Modell eingebracht, und schon vorhandene Information
altert. Zur Erla¨uterung werden diese Propagationsmechanismen im Wei-
teren am Beispiel des Attributs Existenz dargestellt. Die Vorgehensweise
ist fu¨r andere Attribute und Relationen analog.
Instanziierung Falls neue Information u¨ber Entita¨ten und deren Attri-
bute und Relationen beobachtet wird, die keine Entsprechung im Um-
weltmodell besitzt (d. h. es existiert keine Instanz der beobachteten En-
tita¨t), wird eine Instanz der entsprechenden Klasse in das Umweltmodell
eingefu¨gt. Die Entscheidung u¨ber die Instanziierung wird anhand einer
A-posteriori-DoB fu¨r die jeweilige Information getroffen. Im Fall des At-
tributs Existenz wird eine Instanz erzeugt. Bei anderen Attributen und
Relationen werden diese bereits bestehenden Instanzen zugeordnet.
Ausgehend von der Existenzwahrscheinlichkeit p(O = o), dass eine
Entita¨t in der realen Welt existiert, und der Wahrscheinlichkeit p(O =
o¯) = 1 − p(O = o), dass die Entita¨t nicht existiert, ko¨nnen folgende
bedingte DoBs definiert werden [9]:
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• Die bedingte Wahrscheinlichkeit p(D = o|O = o) = pE beschreibt
die Wahrscheinlichkeit fu¨r einen Treffer, d. h. die Entita¨t existiert
und wird beobachtet.
• Die bedingte Wahrscheinlichkeit p(D = o¯|O = o) = 1 − pE be-
schreibt die Wahrscheinlichkeit fu¨r einen Fehlschlag, d. h. die En-
tita¨t existiert, wird aber nicht beobachtet.
• Die bedingte Wahrscheinlichkeit p(D = o|O = o¯) = pF gibt die
Wahrscheinlichkeit fu¨r einen falschen Alarm an, d. h. eine Entita¨t
existiert nicht, es findet aber eine Beobachtung statt.
• Die bedingte Wahrscheinlichkeit p(D = o¯|O = o¯) = 1 − pF be-
schreibt die Wahrscheinlichkeit fu¨r eine korrekte Ru¨ckweisung, d. h.
eine Entita¨t existiert nicht und wird auch nicht beobachtet.
Existenz Detektion
p(O = o)
1− p(O = o)
o
o¯
pE
pF
1− pE
1− pF
D = o
D = o¯
Abbildung 12.3: Schematischer Zusammenhang zwischen Existenz und De-
tektion von Entita¨ten.
Die Kombination aus den Wahrscheinlichkeiten der Existenz und der
Beobachtung ergibt vier Mo¨glichkeiten, siehe Abb. 12.3. Falls der A-pos-
teriori-DoB der Existenz einer Entita¨t einen festgelegten Schwellwert der
Initialisierung γi u¨berschreitet, wird eine Instanz bzw. ein Attribut oder
eine Relation entsprechend der Beobachtung erzeugt:
p(O = o|D = o) = p(D = o|O = o) · p(O = o)
p(D = o)
=
1
1 + 1−p(o)p(o)
pF
pE
> γi . (12.11)
Propagation durch Alterung Beim U¨bergang von einem Zeitpunkt ti−1
zum nachfolgenden Zeitpunkt ti (mit ti − ti−1 = ∆t = const.) wird die
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im Umweltmodell enthaltene Information einem Alterungsprozess unter-
zogen. Da durch die Alterung das Wissen u¨ber die Umwelt abnimmt und
somit die vorhandene Unsicherheit erho¨ht wird, muss die Propagation
so definiert werden, dass die Existenzwahrscheinlichkeit u¨ber die Zeit
abnimmt und die Entropie der DoB-Verteilungen von Attributen und
Relationen u¨ber die Zeit erho¨ht wird. Ein konkreter Alterungsmechanis-
mus fu¨r die Existenz kann etwa mittels einer exponentiell abnehmenden
Funktion dargestellt werden:
p−ti(O = o) := β · pti−1(O = o) , (12.12)
wobei 0 < β ≤ 1 eine klassenspezifische Konstante ist und p−ti(O = o)
die Existenzwahrscheinlichkeit nach dem Alterungsschritt bezeichnet.
Schnell vera¨nderliche Information (z. B. die Existenz eines Apfels) wird
durch einen kleinen Wert fu¨r β charakterisiert, so dass diese Informati-
on in kurzer Zeit unsicherer wird. Im Gegensatz dazu wird besta¨ndige
Information (z. B. die Existenz eines Schranks) mit einem ho¨heren Wert
fu¨r β versehen, so dass deren Unsicherheit langsamer ansteigt.
Propagation bei neu akquirierter Information Falls mittels Sensoren
neu akquirierte Information eine Entsprechung im Umweltmodell besitzt,
wird die neue Information zur alten Information unter Beru¨cksichtigung
der jeweiligen Unsicherheiten fusioniert.
Grundlage ist die rekursive Bayes’sche Fusion, bei der eine auf Basis
der i−1 vorhergehenden Beobachtungen Di−1, . . . , D0 erzeugte A-priori-
DoB-Verteilung p(O|Di−1, . . . , D0) mit neu hinzukommender Informati-
on in Form einer Likelihood-Funktion p(Di|O) aktualisiert wird [10,11]:
p(O|Di, . . . , D0) = p(Di, . . . , D0|O) · p(O)
p(Di, . . . , D0)
=
p(Di|O) · p(O|Di−1, . . . , D0)
p(Di|Di−1, . . . , D0) . (12.13)
Dabei repra¨sentiert p(O) das Vorwissen, bevor eine Beobachtung erfolgt
ist. p(Di|Di−1, . . . , D0) ist die Wahrscheinlichkeit, dass die i-te Beobach-
tung gemacht wird und hat die Rolle eines Normalisierungsfaktors.
Zur Propagation wird als A-priori-DoB-Verteilung das Ergebnis des
Alterungsschritts verwendet. Die Beobachtungen Di−1, . . . , D0 erhalten
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einen Zeitbezug zu den Zeitpunkten ti−1, . . . , t0. Die Aktualisierung der
DoB-Verteilung wird somit zu:
pti(O) := pti(O|D) =
p(Di|O) · p−ti(O)
p(Di|Di−1, . . . , D0) . (12.14)
Dabei ist pti(O) die gesuchte A-posteriori-DoB-Verteilung, p(Di|O) be-
schreibt die Beobachtung fu¨r den Zeitpunkt ti und p−ti(O) ist das Er-
gebnis des Alterungsprozesses der DoB-Verteilung nach Gl. (12.12), das
die Rolle einer A-priori-Verteilung bei der Bayes’schen Fusion einnimmt.
Mit D = {D0, . . . , Di} werden die Beobachtungen bis zum Zeitpunkt ti
zusammengefasst.
Findet zum Zeitpunkt ti keine neue Beobachtung statt, wird das Er-
gebnis des Alterungsschrittes unvera¨ndert u¨bernommen:
pti(O) := p
−
ti(O) . (12.15)
Lo¨schen von Informationen Um das Umweltmodell schlank zu halten,
ist es notwendig, veraltete oder zu unsichere Informationen zu lo¨schen.
Fu¨r die Entscheidung, ob die Lo¨schung einer Instanz erfolgen soll, wird
die DoB-Verteilung der Existenz herangezogen. Falls der DoB der Exis-
tenz kleiner ist als ein gegebener Schwellwert, wird die Instanz aus dem
Umweltmodell gelo¨scht:
pti(O) < γe , (12.16)
wobei γe der Schwellwert fu¨r das Lo¨schen ist und γe < γi. Der Wert des
DoBs der Existenz kann unter den Schwellwert γe durch Alterung nach
Gl. (12.12) oder durch Fusion mit neu akquirierter Information, welche
die Existenz der zugeho¨rigen Entita¨t nicht besta¨tigt, nach Gl. (12.14)
sinken.
Die Differenz zwischen γi und γe ist notwendig, um eine Hysterese
sicherzustellen, siehe Abb. 12.4. Eine Instanz soll nicht umittelbar nach
deren Erzeugung wieder gelo¨scht werden.
Ein weiterer Schwellwert γr mit γe < γr < γi kann als Auslo¨ser fu¨r die
Wiederbesta¨tigung der Existenz einer Entita¨t eingefu¨gt werden. Wird ei-
ne Entita¨t nicht zufa¨llig erneut beobachtet, kann damit eine Wiederbesta¨-
tigung seiner Existenz explizit ausgelo¨st werden. Die Differenz zwischen
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Abbildung 12.4: Hysterese fu¨r die Instanziierung und das Lo¨schen von In-
stanzen.
γr und γi erzeugt einen Zeitpuffer, in dem eine Entita¨t auch ohne erneu-
te Beobachtung als existierend angenommen wird. Der Zeitpuffer ist vor
allem bei schnell vera¨nderlichen Informationen von Vorteil, um sta¨ndige
Wiederbesta¨tigungsanforderungen an die Sensorik zu vermeiden.
Abbildung 12.5 zeigt das Beispiel eines Lebenszyklus der Instanz einer
schnell vera¨nderlichen Entita¨t anhand des DoBs seines Attributs Exis-
tenz. Die Strichlinie beschreibt die Propagation des DoBs mittels des Al-
terungsmechanismus nach Gl. (12.12), falls keine erneute Beobachtung
erfolgt. Die durchgezogene Linie stellt den Verlauf des DoBs dar, falls zu
den Zeitpunkten tj und tk die Existenz der Entita¨t durch erneute Beob-
achtungen wiederbesta¨tigt wird. Zuletzt findet keine Wiederbesta¨tigung
der Existenz statt, so dass der DoB zum Zeitpunkt tl den Schwellwert γe
fu¨r das Lo¨schen erreicht. Die Instanz wird dann aus dem Umweltmodell
entfernt.
3.4 Abstraktionsniveaus
Die im Umweltmodell enthaltenen Informationen werden unterschiedli-
chen Abstraktionsniveaus zugeordnet: Eine Instanz, die sehr detailliert
durch ihre Klasse und die jeweiligen Attribute und Relationen beschrie-
ben ist, befindet sich auf einem niedrigen Abstraktionsniveau. Im Ge-
gensatz dazu befinden sich Instanzen, fu¨r die eine geringe Anzahl von
Attributen und Relationen bekannt sind, auf ho¨heren Abstraktionsnive-
aus. Die abstrakteste Information im Umweltmodell wird durch Blanko-
Objekte dargestellt, die nur das Attribut Existenz besitzen.
Das Abstraktionsniveau einer Instanz kann sich mit zunehmender
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Abbildung 12.5: Beispielhafter Lebenszyklus der Instanz einer schnell vera¨n-
derlichen Entita¨t.
Information a¨ndern: Je mehr Attribute und Relationen u¨ber eine In-
stanz bekannt sind, desto niedriger wird ihr Abstraktionsniveau. Abbil-
dung 12.6 stellt die Abstraktionsniveaus als Pyramide dar. An der Spitze
der Pyramide liegt mit den Blanko-Objekten die abstrakteste Informa-
tion. Das unterste Niveau ist mit Instanzen unterschiedlicher Klassen
belegt, deren Attribute und Relationen vollsta¨ndig spezifiziert sind.
Abstraktionsniveaus erfu¨llen fu¨r die Anwendbarkeit des Umweltmo-
dells eine wichtige Voraussetzung: Sie definieren einen Detailliertheits-
grad der Information, der je nach Aufgabe des Systems verwendet werden
kann. Fu¨r die Bahnplanung ist beispielsweise nur Information bezu¨glich
des freien Raums notwendig. Diese Information entspricht einem hohen
Abstraktionsniveau, da fu¨r die Aufgabe nur die Attribute Position und
Ausdehnung relevant sind. Im Gegensatz dazu sind fu¨r eine Greifaufgabe
detaillierte Attribute (z. B. 3D-Gestalt oder Greifmo¨glichkeit) und Rela-
tionen (z. B. steht auf ) der entsprechenden Instanz erforderlich. Solche
Informationen entsprechen einem niedrigeren Abstraktionsniveau.
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Abbildung 12.6: Abstraktionsniveaus im Umweltmodell.
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Abbildung 12.7: Anwendungsbeispiel des Umweltmodells im SFB 588.
4 Anwendungen
4.1 Humanoide Roboter
Ein Beispiel fu¨r Systeme, die eine sta¨ndige Informationsakquisition zur
Interaktion mit ihrer Umgebung beno¨tigen, sind autonom agierende Ro-
boter. Der SFB 588 ”Humanoide Roboter – Lernende und kooperierende
multimodale Roboter“ [12] hat sich als Ziel die Entwicklung eines huma-
noiden Roboters gesetzt, der dem Menschen z. B. im Haushalt zur Hilfe
kommen kann. Fu¨r die Erfu¨llung dieser Aufgabe beno¨tigt der Roboter
einen umfassenden U¨berblick u¨ber das Geschehen in seiner Umgebung.
Um dies zu gewa¨hrleisten, wurden die Bayes’sche Auswahlmethodik fu¨r
Sensorsysteme aus Abschnitt 2 und das in Abschnitt 3 beschriebene Um-
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weltmodell eingesetzt. Details bezu¨glich der Implementierung der Kon-
zepte zur Umweltmodellierung im Kontext der humanoiden Roboter wer-
den in [13] ausfu¨hrlich erkla¨rt.
Das entwickelte Umweltmodell mit seinen Eigenschaften bildet die zen-
trale kognitive Komponente des humanoiden Roboters. Es fungiert als
Informationsdrehscheibe, in welche die von den Sensoren des Roboters
akquirierten Informationen eingebracht, propagiert und gleichzeitig an-
deren kognitiven Prozessen zur Verfu¨gung gestellt werden. Beispielsweise
greifen Inferenzprozesse zur Bahnplanung fu¨r die Exploration oder zur
Entscheidungsfindung auf diese Informationen zuru¨ck, siehe Abb. 12.7.
4.2 Autonome Fahrzeuge
Im Bereich der autonomen Fahrzeuge befasst sich mit dem SFB/Transre-
gio 28 ”Kognitive Automobile“ [14] ein weiterer DFG-Sonderforschungs-
bereich mit Fragestellungen der Umfeldwahrnehmung und Situationsin-
terpretation. Ein wesentliches Ziel des interdisziplina¨r ausgelegten Vorha-
bens ist die Erforschung der maschinellen Kognition fu¨r mobile Systeme
als Grundlage ”intelligenten“ Handelns. Abbildung 12.8 zeigt den dafu¨r
vom Institut fu¨r Mess- und Regelungstechnik des Karlsruher Instituts
fu¨r Technologie entwickelten Versuchstra¨ger ”AnnieWAY“ [15].
Als Informationsdrehscheibe fungiert in diesem Fall die echtzeitfa¨hige
Datenbank KogMo-RTDB [16]. Diese gewa¨hrleistet sa¨mtlichen Softwa-
reprozessen – Sensordatenerfassung, Signalverarbeitung und Umfeld-
wahrnehmung, Situationsbewertung sowie Verhaltensgenerierung – einen
schnellen Zugriff auf die beno¨tigten Eingangsdaten, die allesamt mit Zeit-
stempeln versehen sind, und nimmt anschließend die verarbeiteten Er-
gebnisobjekte entgegen. Aus Performancegru¨nden ist die Datenbank rein
hauptspeicherbasiert.
Zur Bahnplanung bedarf es einer Unterscheidung zwischen Straßen und
unstrukturierten Bereichen. Zur kollisionsfreien Navigation ist daru¨ber
hinaus eine Kenntnis des freien befahrbaren Raums erforderlich, wofu¨r
die Dynamik potentieller Hindernisse zu beru¨cksichtigen ist. Aus diesem
Grund wird fu¨r die verkehrsrelevanten Entita¨ten das Attribut Beweglich-
keit erga¨nzt, um statische und dynamische Entita¨ten zu unterscheiden.
Eine ho¨herer Detaillierungsgrad wird beno¨tigt, um etwa im Falle einer
unvermeidlichen Kollision eine Handlungsentscheidung im Sinne einer
Risiko- oder Schadensminimierung treffen zu ko¨nnen.
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Abbildung 12.8: Versuchstra¨ger AnnieWAY (Quelle: Team AnnieWay [15]).
5 Zusammenfassung
Im Beitrag wurden zwei wichtige Komponenten im Kontext der Wahr-
nehmung und aufgabengerechten Interpretation einer dynamischen Um-
welt vorgestellt. Mittels eines Bayes’schen Ansatzes werden die fu¨r eine
bestimmte Applikation am besten geeigneten Informationskana¨le aus-
gewa¨hlt. Andererseits dient ein objektorientiertes Umweltmodell als In-
formationsdrehscheibe, mit deren Hilfe sa¨mtliche informationsverarbei-
tenden Prozesse das Wissen bezu¨glich der aufgabenrelevanten Entita¨ten
sowie ihrer Relationen ada¨quat repra¨sentieren, teilen und erga¨nzen ko¨n-
nen. Sa¨mtliche Informationen werden in einer Interpretation als Grad des
Dafu¨rhaltens spezifiziert, was den Einsatz Bayes’scher Fusions- und In-
ferenzmethoden ermo¨glicht. Weitere Mechanismen der Datenkonsistenz
und der Qualita¨tssicherung sorgen fu¨r die gute Eignung des Modells zur
Wissensrepra¨sentation in intelligenten autonomen Systemen.
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Sensorfusion zur Unterdru¨ckung von
Sto¨rsignalen mittels der Independent
Component Analyse
Luis Nachtigall, Andreas Sandmair und Fernando Puente Leo´n
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Informationstechnik, Hertzstr. 16, D-76187 Karlsruhe
Zusammenfassung Ein wichtiger Anwendungsbereich der
Sensorfusion ist die Verbesserung sto¨rungsbehafteter Signale.
Hierbei werden mehrere Sensorsignale verknu¨pft, um ihren Nutz-
anteil zu extrahieren. Im vorliegenden Beitrag wird ein rein sta-
tistischer Ansatz zur Sto¨rsignalunterdru¨ckung vorgestellt. Die-
ser stu¨tzt sich auf die Gewinnung geeigneter Basissignale mit-
tels der Independent Component Analyse, die eine Trennung
von Sto¨r- und Nutzanteilen der Signale ermo¨glicht. Auf Grund
der Allgemeinheit der Methode ist die Anwendung des Ansat-
zes in verschiedenen Bereichen der Signalverarbeitung mo¨glich.
Erfolgreiche Ergebnisse werden am Bespiel der automatischen
Sichtpru¨fung und der Sprachsignalverarbeitung gezeigt.
1 Einleitung
Die Independent Component Analyse (ICA) ist ein statistisches Ver-
fahren zur Zerlegung einer Mischung statistisch unabha¨ngiger Zufalls-
variablen in unabha¨ngige Komponenten. Fu¨r die Zerlegung mu¨ssen nur
die Sensorsignale bekannt sein. Dieses Verfahren wird ha¨ufig zur Lo¨sung
des ”Blind Source Separation“-Problems (BSS) bzw. des Problems der
Blinden Quellentrennung verwendet. Unter Nutzung der statistischen Ei-
genschaften der Originalsignale ko¨nnen unter bestimmten Bedingungen
die Signale mit Hilfe der ICA rekonstruiert werden. Das bekannteste
Beispiel im Bereich der Quellentrennung ist das sogenannte ”Cocktail-
Party-Problem“ [1].
Eine weitere Anwendung der ICA ist die Merkmalsextraktion aus Sig-
nalen, wie z. B. Bildern [2]. Ziel ist in diesem Fall, aus beobachteten
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Daten Basisfunktionen zu gewinnen, mit denen sich beliebige Signale
beschreiben lassen. Jede Basisfunktion oder Merkmal weist bestimmte
Eigenschaften auf, die genutzt werden ko¨nnen, um z. B. ein Signal in
Nutz- und Sto¨ranteile aufzutrennen. Mit diesem Verfahren werden u. a.
Defekte in Textilien bei der automatischen Sichtpru¨fung [3] erkannt.
Im vorliegenden Beitrag wird eine Methode zur Unterdru¨ckung des
Hintergrundsignals dargestellt, die auf der Fusion mehrerer Sensorsigna-
le mittels der ICA beruht. Im Folgenden werden als Erstes die ICA und
notwendige Erweiterungen vorgestellt. Anschließend wird der Ansatz zur
Sto¨rungsunterdru¨ckung erla¨utert und dessen Anwendbarkeit exempla-
risch an zwei verschiedenen Beispielen gezeigt: der Defekterkennung auf
texturierten Oberfla¨chen und der Sto¨rsignalunterdru¨ckung bei Sprach-
signalen.
2 Independent Component Analyse im U¨berblick
Im Allgemeinen kann die ICA als eine Methode zur Zerlegung eines oder
mehrerer multivariater Signale in statistisch unabha¨ngige Komponenten
betrachtet werden. Als Basis dafu¨r wird ein stochastisches, generatives
Modell herangezogen.
2.1 ICA-Modell
Folgendes generative Modell sagt aus, dass m beobachtete Zufallsvaria-
blen als eine Linearkombination von n statistisch unabha¨ngigen stochas-
tischen Komponenten ausgedru¨ckt werden ko¨nnen:
x = A · s =
n∑
i=1
ai · si , (13.1)
wobei x den beobachteten Vektor (m × 1), A die Mischmatrix (m × n)
und s den Vektor (n× 1) der unabha¨ngigen Komponenten darstellt. Des
Weiteren werden mit ai die Basisvektoren (m× 1) und mit si die unab-
ha¨ngigen Komponenten (si ∈ R) bezeichnet.
Die ICA wird verwendet, um die unabha¨ngigen Komponenten si eines
Vektors x zu finden:
s = W ·x . (13.2)
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Fu¨r den Fall, dass m = n ist, gilt W = A−1. Hierzu ist es wichtig zu
bemerken, dass die Mischmatrix A nicht a priori bekannt ist. So mu¨ssen
sowohl A bzw. W als auch die unabha¨ngigen Komponenten si allein aus
einer Menge beobachteter Daten gescha¨tzt werden.
Fu¨r die Trennung der Signale werden statistische Eigenschaften und die
statistische Unabha¨ngigkeit der Originalsignale verwendet. Mit Hilfe des
zentralen Grenzwertsatzes (unter bestimmten Bedingungen konvergiert
die Summe unabha¨ngiger Zufallsvariablen gegen eine Gaußverteilung)
kann somit ein Verfahren fu¨r die Bestimmung der unabha¨ngigen Kom-
ponenten definiert werden. Unter der Annahme, dass keines der Original-
signale gaußverteilt ist, ko¨nnen die Komponenten rekonstruiert werden,
indem durch die Rekonstruktion die Abweichung der einzelnen Wahr-
scheinlichkeitsverteilungen von der Normalverteilung maximiert wird [1].
Ein Maß fu¨r die Abweichung von einer Normalverteilung ist die Kur-
tosis:
kurt(X) =
µ4{X}
σ4{X} , (13.3)
wobei µ4{X} das vierte zentrale Moment und σ{X} die Standardabwei-
chung bezeichnet. Durch Minimierung bzw. Maximierung der Kurtosis
ko¨nnen die unabha¨ngigen Komponenten gefunden werden.
2.2 Merkmalsextraktion
Die Berechnung einer unabha¨ngigen Komponente si erfolgt als Innen-
produkt zwischen einem Zeilenvektor wTi der Matrix W und einem be-
obachteten Vektor x:
si = 〈wi,x〉 =
m∑
k=1
w
(k)
i ·x(k) , (13.4)
wobei w(k)i und x
(k) die k-te Komponente der Vektoren wi bzw. x ist.
U¨blicherweise wird wi als Merkmalsdetektor bezeichnet. In diesem Sin-
ne kann si als ein Merkmal von x verstanden werden. Jedoch ist in der
Literatur das Konzept der Merkmale nicht eindeutig definiert: ai wird
auch als Merkmal bezeichnet, wa¨hrend si als die Amplitude des Merk-
mals im Vektor x betrachtet wird. In diesem Beitrag wird das Konzept
der Merkmale fu¨r si und ai abwechselnd gebraucht.
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3 ICA fu¨r Signale in Ra¨umen ho¨herer Dimension
Im vorher beschriebenen ICA-Modell sind die Komponenten x(k) des be-
obachteten Vektors x skalar (z. B. die Aufnahme eines Signales mit meh-
reren Sensoren zu einem Zeitpunkt). Das Modell kann erweitert werden,
um Beobachtungen bzw. Signale in Ra¨umen ho¨herer Dimension x(r),
r ∈ Rl mit l ≥ 1, zu beru¨cksichtigen:
x(r) =
 x
(1)(r)
...
x(B)(r)
 = n∑
i=1

a
(1)
i (r)
...
a
(B)
i (r)
 si = n∑
i=1
ai(r) · si , (13.5)
wobei B die Anzahl der Signale, x(1,...,B)(r) die Komponenten des Sig-
nalvektors x(r) und a(1,...,B)i (r) die Komponenten der Basissignale ai(r)
bezeichnen.
Als Beispiele fu¨r x(r) ko¨nnen zeitliche Folgen akustischer Signale (r ∈
R) oder Bilder (r ∈ R2) genannt werden. Die Menge der Basissignale
ai(r) mit i = 1, . . . , n bildet eine Basis, mit der beliebige Signalvektoren
x(r) generiert werden ko¨nnen.
3.1 Merkmalsextraktion
Die Erweiterung des in Gleichung (13.4) beschriebenen Innenproduktes
zur Merkmalsextraktion aus einem Signalvektor x(r) ergibt:
si = 〈wi(r),x(r)〉 =
B∑
k=1
∫
Rl
w
(k)
i (r) ·x(k)(r) ·dr , (13.6)
wobei wi(r) die zugeho¨rigen Merkmalsdetektoren der Basissignale ai(r)
sind.
3.2 Praktische Betrachtungen
Die Dimension der Eingangsvektoren bestimmt den Aufwand zur Berech-
nung der ICA. Fu¨r eine praktische Anwendung der ICA soll der Eingangs-
vektor nicht zu hochdimensional sein. In vielen Fa¨llen wird die La¨nge des
Vektors zu n = 256 gewa¨hlt. In der Bildverarbeitung ist n von der Wahl
des Bildausschnittes abha¨ngig, der fu¨r Bildserien (4 Bilder) ha¨ufig zu
8 × 8 Pixeln gewa¨hlt wird.
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4 Ansatz zur Sto¨rsignalunterdru¨ckung
Der Ansatz zur Unterdru¨ckung von Sto¨rsignalen basiert auf der Tatsa-
che, dass die Sto¨rung und das Nutzsignal unterschiedliche statistische Ei-
genschaften aufweisen. Im Folgenden werden die einzelnen Schritte zur
Sto¨rsignalunterdru¨ckung vorgestellt. In Abbildung 13.1 ist der Ansatz
nochmals als Blockdiagramm dargestellt.
-
+
Trainingsphase
Störungsunterdrückung
Satz von
Signalen zum 
Training
Lernen von
Basissignalen
Sortierung und
Auswahl der
Basissignale
Ursprüngliche
Signale
Merkmals-
extraktion
Rekonstruktion
des
Störsignals Gefilterte
Signale
Abbildung 13.1: Konzept der vorgestellten Methode zur Unterdru¨ckung von
Sto¨rungen.
4.1 Lernen und Sortierung von Basissignalen
Zuna¨chst mu¨ssen Basissignale aus beobachteten bzw. gemessenen Signal-
vektoren gelernt werden. Dafu¨r verwendet man einen Satz aufgenomme-
ner Signalvektoren als Eingangsdaten des ICA-Algorithmus, welcher die
gesuchten Basissignale ai(r) und Merkmalsdetektoren wi(r) scha¨tzt.
Jedes gelernte Basissignal oder Merkmal stellt verschiedene Aspekte
eines Signalvektors dar. Einige Merkmale enthalten z. B. deutlich mehr
Informationen u¨ber die Sto¨rung als u¨ber das Nutzsignal. Eine Zuordnung
der Basissignale zu Sto¨rung oder Nutzsignal ist somit ein erster Schritt
innerhalb der Sto¨rsignalunterdru¨ckung. Die Aufteilung der Signale er-
folgt mit Hilfe der Kurtosis (siehe Gleichung (13.3)) der gescha¨tzten un-
abha¨ngigen Komponenten. Unter der Annahme, dass das Nutzsignal sel-
tener auftritt als das Sto¨rsignal, haben die Komponenten, die das Nutz-
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signal beschreiben, tendenziell eine sehr schmale Verteilung. Die Ver-
teilungen, die das Sto¨rsignal beschreiben, sind breiter. Sortiert man die
Komponenten nach deren Kurtosis, die ein Maß fu¨r die Breite der Ver-
teilung [2] ist, kann eine einfache Auswahl der Sto¨r- und Nutzsignalkom-
ponenten getroffen werden.
4.2 Rekonstruktion und Unterdru¨ckung des Hintergrundsignals
Ein gescha¨tztes Hintergrundsignal xback(r) wird aus einer Untermenge
der sortierten Basissignale {ai(r) mit i = 1, . . . , k und k < n} rekonstru-
iert:
xback(r) =

x
(1)
back(r)
...
x
(B)
back(r)
 = k∑
i=1

a
(1)
i (r)
...
a
(B)
i (r)
 si = k∑
i=1
ai(r) · si . (13.7)
k wird empirisch bestimmt und liegt normalerweise im Bereich von
0,25n < k < 0,75n. Da nur Merkmale mit einer breiteren Verteilung zur
Generierung von iback(r) verwendet werden, wird das Hintergrundsignal
durch xback(r) gut beschrieben.
Zur Erzeugung eines gefilterten Signals xfilt(r) – gefiltert im Sinne
einer Hintergrundsignalunterdru¨ckung – wird einfach das rekonstruierte
Signal xback(r) von dem urspru¨nglichen Signal x(r) subtrahiert:
xfilt(r) = x(r)− xback(r) . (13.8)
4.3 Anwendungen
Der vorgestellte Ansatz la¨sst sich bei verschiedenen Arten von Signalen
einsetzen. In den na¨chsten Abschnitten werden zwei Anwendungen vor-
gestellt: die Defektdetektion auf lackierten texturierten Oberfla¨chen und
die Sto¨rsignalunterdru¨ckung bei Sprachsignalen.
5 Defekterkennung auf lackierten Holzoberfla¨chen
Bilder ko¨nnen als Grundlage zur automatischen Sichtpru¨fung technischer
Oberfla¨chen herangezogen werden, z. B. zur Erkennung von Defekten in
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Textilien und lackierten Oberfla¨chen [4]. Besonders schwierig zu inspi-
zieren sind die sogenannten ”nichtkooperativen Oberfla¨chen“, bei denen
Defekte unter bestimmten Beobachtungs- und Beleuchtungsrichtungen
unsichtbar werden ko¨nnen [5, 6]. Insbesondere sind Defekte auf Holz-
oberfla¨chen, die mit durchsichtigen Lacken bearbeitet wurden, schwierig
zu erkennen, da die Holztextur einen ”sto¨renden“ Hintergrund darstellt.
5.1 Bildserienaufnahme
Um die beschriebenen Probleme zu bewa¨ltigen, ist der Einsatz von Bild-
serien mit variabler Beleuchtung hilfreich. In Abbildung 13.2 wird ein
Aufbau zur Bildserienaufnahme schematisch dargestellt. In diesem Auf-
bau ist die Kamera in der oberen Position fixiert, wa¨hrend die Lichtquelle
mit festem Elevationswinkel θ und variablem Azimut ϕ positioniert wer-
den kann.
Abbildung 13.2: Schema des Aufbaus zur Aufnahme von Bildserien.
Mit der Betrachtung von Bildserien wird das Problem der automa-
tischen Sichtpru¨fung komplexer, da jetzt nicht nur ein Einzelbild i(r),
sondern sa¨mtliche Bilder aus der Bildserie – d. h. der Bildvektor i(r) –,
welche komplementa¨re Information u¨ber die Szene enthalten, gleichzeitig
verarbeitet werden mu¨ssen. Der Signalraum wird somit um eine dritte Di-
mension erweitert (siehe Abbildung 13.3). Der beschriebene ICA-basierte
Ansatz wird zur Fusion der Bildserie herangezogen.
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Abbildung 13.3: Grafische Darstellung einer Bildserie (M : Breite, N : Ho¨he,
B: Anzahl der Bilder).
5.2 Defekterkennung
Defekte auf lackierten Oberfla¨chen ko¨nnen anhand der Fusion der Bilder
einer Beleuchtungsserie nach dem in Abbildung 13.4 beschriebenen Sche-
ma erkannt werden. Eine ausfu¨hrliche Beschreibung der Methode wird
in [7] dargestellt.
5.3 Ergebnisse
Der Bildvektor besteht aus B = 4 Einzelbildern mit unterschiedlichen
Beleuchtungsrichtungen. Bildausschnitte der Gro¨ße 8 × 8 Pixel wurden
als Komponenten i(1,...,4)(x, y) des Bildvektors i(x, y) betrachtet. In Ab-
bildung 13.5 werden die urspru¨nglichen Bilder i(1,...,4)(x, y) (siehe Bil-
der 13.5(a)–(d)) und die gescha¨tzten Textur- bzw. Hintergrundbilder
i
(1,...,4)
back (x, y) (siehe Bilder 13.5(e)–(h)) gezeigt. Als Eingangsdaten fu¨r
die ICA-Trainingsphase wurden Bildausschnitte der urspru¨nglichen Bil-
der verwendet.
Die gepru¨fte Oberfla¨che entha¨lt zwei Risse, die im oberen und im un-
teren Bereich der urspru¨nglichen Bilder zu sehen sind. Diese sind aber in
den rekonstruierten Texturbildern beinahe nicht zu erkennen.
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Abbildung 13.4: Schema des Segmentierungsverfahrens.
Nach Anwendung des Segmentierungsverfahrens erha¨lt man das Er-
gebnis in Abbildung 13.6. Beide Risse wurden gut erkannt, wie es in
Abbildung 13.6 zu beobachten ist. Zusa¨tzlich erscheinen spa¨rlich verteilt
einige hellblaue Punkte. Diese ergeben sich aus kleineren lokalen Unre-
gelma¨ßigkeiten der Oberfla¨che. Da sie nur spa¨rlich auftreten, werden sie
durch die Methode auch als Defekte erkannt.
6 Sto¨rsignalunterdru¨ckung bei Sprachsignalen
Aufgrund der guten Ergebnisse bei der Scha¨tzung des Hintergrundsignals
im Bereich der zweidimensionalen Signalverarbeitung wird die Methode
zur Unterdru¨ckung von Sto¨rsignalen auch bei Sprachsignalen gepru¨ft.
In Bereich der Sprachsignalverarbeitung soll aus einer additiven U¨ber-
lagerung von Nutzsignal x(t) und Sto¨rsignal rD(t) der relevante Anteil
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(a) ϕ = 0◦. (b) ϕ = 90◦. (c) ϕ = 180◦. (d) ϕ = 270◦.
(e) ϕ = 0◦. (f) ϕ = 90◦. (g) ϕ = 180◦. (h) ϕ = 270◦.
Abbildung 13.5: Bildserien einer gepru¨ften Oberfla¨che. (a)–(d): Urspru¨ng-
liche Bilder. (e)–(h): Rekonstruierte Texturbilder.
Abbildung 13.6: Pru¨fergebnis einer defektbehafteten Holzoberfla¨che. Die
Farbskala deutet die Gewissheit der Defekte an (blau =ˆ kein Defekt; rot =ˆ
Defekt).
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herausgefiltert werden. Vor der Evaluation der Methode mu¨ssen jedoch
die Bedingungen fu¨r die Simulation der Sensorsignale erla¨utert werden.
Im Folgenden werden fu¨r die Ausbreitung der Schallsignale Freifeldbedin-
gungen angenommen. Die einzelne Signale kommen verzo¨gert am Sensor
an. Fu¨r das i-te Sensorsignal si(t) gilt somit
si(t) = x(t−∆x,i) + rD(t−∆r,i) . (13.9)
Die ra¨umliche Trennung der Quellen fu¨hrt zu unterschiedlichen Verzo¨-
gerungen ∆. Bei der Aufnahme der Signale mit mehreren, ra¨umlich ge-
trennten Sensoren ergeben sich definierte Laufzeitunterschiede fu¨r die
einzelnen Quellen. Ein Verfahren, derartige Signale zu trennen, stellen
beispielsweise Methoden zur Quellentrennung auf Basis der ICA dar [8].
Die Trennung der Signale ist fu¨r beliebige Signale mo¨glich und erfolgt im
Frequenzbereich. Im Gegensatz dazu wollen wir ein Verfahren zur reinen
Sto¨rsignalunterdru¨ckung im Zeitbereich pra¨sentieren und die Ergebnisse
gegenu¨berstellen.
Fu¨r die folgenden Betrachtungen werden zwei Sensoren verwendet. Der
Sto¨ranteil ergibt sich zu rD(t) = n r(t), um ein beliebiges Verha¨ltnis von
Nutz- und Sto¨rsignal erzeugen zu ko¨nnen. Das urspru¨ngliche Sto¨rsignal
r(t) und das Nutzsignal x(t) sind in Abbildung 13.7 dargestellt.
0 0,5 1
−0,5
0
0,5
(a) Nutzsignal
0 0,5 1
−0,5
0
0,5
(b) Sto¨rsignal
Abbildung 13.7: Das Nutzsignal x(t) und das Sto¨rsignal r(t) werden zur Er-
zeugung der Sensorsignale verwendet.
Analog zu den Bildsignalen ist die Sto¨rung u¨ber alle Zeiten sehr domi-
nant. Aus diesem Grund ko¨nnen mit Hilfe unseres Verfahrens Basisfunk-
tionen gelernt werden, die den Sto¨ranteil des Signals gut beschreiben.
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(a) Nutzsignal, n = 1
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(b) Nutzsignal, n = 3
Abbildung 13.8: Ergebnisse der Unterdru¨ckung des Sto¨rsignals fu¨r unter-
schiedliche Versta¨rkungen des Sto¨rsignals.
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Abbildung 13.9: Ergebnisse der Unterdru¨ckung des Sto¨rsignals fu¨r unter-
schiedliche Versta¨rkungen des Sto¨rsignals unter Verwendung eines Verfahrens
zur Quellentrennung.
Die Trainingssignale fu¨r die Bestimmung der Basisfunktionen und die
Signale, bei denen die Sto¨rung unterdru¨ckt werden soll, sind identisch.
Nach Anwendung unseres Verfahrens auf zwei unterschiedliche U¨ber-
lagerungen von Nutz- und Sto¨rsignal konnten die in Abbildung 13.8 dar-
gestellten Signale rekonstruiert werden. Die Rekonstruktion liefert bes-
sere Ergebnisse bei einem ho¨heren Sto¨ranteil in den Mischsignalen. Die
Begru¨ndung liegt in der Art der Sto¨rungsscha¨tzung. Ist das Sto¨rsignal
dominanter, werden hauptsa¨chlich Basisvektoren berechnet, welche das
Sto¨rsignal beschreiben. Bei der Rekonstruktion wird die Sto¨rung somit
deutlich genauer gescha¨tzt und das Rekonstruktionsergebnis ist besser.
Sensorfusion zur Unterdru¨ckung von Sto¨rsignalen mittels der ICA 165
Fu¨r einen Vergleich wurde zudem ein Verfahren zur Quellentrennung
auf der Basis von [8] implementiert. Die Ergebnisse fu¨r die Rekonstrukti-
on des Nutzsignals sind in Abbildung 13.9 dargestellt. Fu¨r n = 1 ist der
u¨brige Sto¨ranteil ho¨her als bei unserem Verfahren, die Einhu¨llende wird
jedoch deutlich genauer gescha¨tzt. Der Vorteil des vorgestellten Verfah-
rens zeigt sich vor allem bei ho¨herem Sto¨ranteil. Aufgrund der dominie-
renden Sto¨rung kann keine effiziente Quellentrennung durchgefu¨hrt wer-
den (Abbildung 13.9(b)). Durch die Scha¨tzung des Sto¨ranteils erfolgt eine
deutlich genauere Scha¨tzung des Nutzsignals, wie in Abbildung 13.8(b)
gezeigt wird.
7 Zusammenfassung
Eine Methode zur Unterdru¨ckung von Hintergrundsignalen wurde vorge-
stellt. Diese basiert auf der Fusion von Sensorsignalen, die jeweils U¨ber-
lagerungen von Nutzsignalen und Sto¨rungen beinhalten. Diese Sto¨rung
kann entfernt werden. Mittels der ICA werden Basissignale erzeugt, an-
hand eines statistischen Kriteriums sortiert und anteilig zur Rekonstruk-
tion verwendet. Wird die Untermenge zur Rekonstruktion der Signale
geschickt gewa¨hlt, kann das Hintergrundsignal nahezu fehlerfrei rekon-
struiert werden. Dieses synthetisierte Signal wird zur Unterdru¨ckung der
Sto¨rung verwendet. Exemplarisch wurde der Ansatz zur Defekterkennung
auf lackierten Oberfla¨chen und zur Unterdru¨ckung stationa¨rer Sto¨run-
gen bei Sprachsignalen angewendet. In beiden Fa¨llen konnte die Sto¨rung
deutlich unterdru¨ckt werden.
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Zusammenfassung Die systematische Behandlung von Unsi-
cherheiten stellt eine wesentliche Herausforderung in der Infor-
mationsfusion dar. Einerseits mu¨ssen geeignete Darstellungsfor-
men fu¨r die Unsicherheiten bestimmt werden und andererseits
darauf aufbauend effiziente Scha¨tzverfahren hergeleitet werden.
Im Allgemeinen wird zwischen stochastischen und mengenbasier-
ten Unsicherheitsbeschreibungen unterschieden. Dieser Beitrag
stellt ein Verfahren zur Zustandsscha¨tzung vor, welches simultan
stochastische und mengenbasierte Fehlergro¨ßen beru¨cksichtigen
kann, indem unsichere Gro¨ßen nicht mehr durch eine einzelne
Wahrscheinlichkeitsdichte, sondern durch eine Menge von Dich-
ten repra¨sentiert werden. Besonderes Augenmerk liegt hier auf
den Vorteilen und Anwendungsmo¨glichkeiten dieser Unsicher-
heitsbeschreibung.
1 Einleitung
Ein zentrales Einsatzgebiet verteilter Sensorsysteme ist die U¨berwachung
und Vermessung weitra¨umiger Pha¨nomene, z.B. zur Bestimmung von
Schadstoffverteilungen im Grundwasser, zur U¨berwachung seismischer
Aktivita¨ten oder zur Messung von Temperaturverteilungen. Aus einer
Vielzahl von Messungen, welche im Allgemeinen fehlerbehaftet sind, soll
sich schließlich ein Gesamtbild des Pha¨nomens ergeben. Eine wesent-
liche Herausforderung dabei stellt die Entwicklung effizienter Methoden
zur Informationsfusion unter Beru¨cksichtigung auftretender Unsicherhei-
ten dar. Die stochastische Modellierung unsicherer Gro¨ßen ist eine weit-
168 B. Noack et al.
verbreitete Herangehensweise. Hierfu¨r kommen im Allgemeinen rekursi-
ve bayessche Scha¨tzverfahren, wie das Kalman-Filter [1] oder Partikel-
Filtermethoden [2], zum Einsatz. Allerdings stu¨tzen sich diese Verfah-
ren auf die Voraussetzung, dass die Wahrscheinlichkeitsverteilungen der
Fehlergro¨ßen bekannt sind. Werden hier falsche Annahmen getroffen,
sind inkonsistente Scha¨tzergebnisse zu erwarten. Eine andere Art der Un-
sicherheitsbeschreibung ist die Verwendung von Mengen zur Fehlerein-
grenzung [3,4]. Sie eignet sich fu¨r die Betrachtung amplitudenbegrenzter
Fehler. Der Vorteil dieser Vorgehensweise besteht in der Bestimmung
sicherer Fehlergrenzen. Die Behandlung von Ausreißern gestaltet sich
dadurch jedoch als schwierig.
In dieser Arbeit wird zuna¨chst ein Scha¨tzverfahren zur simulta-
nen Beru¨cksichtigung stochastischer und mengenbasierter Unsicherhei-
ten vorgestellt. Ein solches Verfahren ermo¨glicht eine differenzierte, sys-
tematische Modellierung von Fehlereinflu¨ssen. Das wesentliche Ziel der
Arbeit ist es, die Vorteile und Anwendungsmo¨glichkeiten, die durch den
Einsatz solcher Verfahren entstehen, zu beschreiben. Es werden Fa¨lle
aufgezeigt, in denen Mengen von Wahrscheinlichkeitsdichten besondere
Vorteile bieten, wie bei der Abscha¨tzung von Linearisierungsfehlern oder
der Verarbeitung komplizierter Wahrscheinlichkeitsdichten.
2 Scha¨tzverfahren unter Beru¨cksichtigung stochastischer
und mengenbasierter Unsicherheiten
Methoden zur U¨berwachung und Vermessung ra¨umlich verteilter, dy-
namischer Pha¨nomene – wie sie z.B. in [5] vorgestellt werden – nut-
zen physikalisches Hintergrundwissen u¨ber die ra¨umliche und zeitliche
Entwicklung, um einerseits das Pha¨nomen auch an Nichtmesspunk-
ten zu charakterisieren sowie andererseits den aktuellen Zustand zum
na¨chsten Messzeitpunkt zu pra¨dizieren. Pra¨dizierte Zustandsinformatio-
nen ko¨nnen dann mit Messungen fusioniert werden. Im Allgemeinen la¨sst
sich die Zustandsentwicklung durch ein System partieller Differentialglei-
chungen beschreiben. Dieses kann dann durch eine Orts- und Zeitdiskre-
tisierung in ein Systemmodell
xk+1 = ak(xk, uˆk,wk, dk) (14.1)
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u¨berfu¨hrt werden. Die Funktion ak bildet den Zustand xk zum Zeit-
punkt k auf den Folgezustand xk+1 ab. Stochastische Unsicherheiten
werden hierbei in der Zufallsgro¨ße wk zusammengefasst, welche durch
die Wahrscheinlichkeitsdichte fwk charakterisiert ist. Systematische Unsi-
cherheiten werden durch den unbekannten, aber begrenzten Fehlerterm
dk ∈ Dk ⊂ Rn in die Abbildung einbezogen. Der Vektor uˆk bezeich-
net die konkrete Eingangs- bzw. Stellgro¨ße. Entsprechend werden in dem
Messmodell
yˆ
k
= hk(xk,vk, ek) (14.2)
jedes einzelnen Sensors stochastische Sto¨reinflu¨sse durch vk und unbe-
kannte, aber begrenzte Fehlergro¨ßen durch ek ∈ Ek ⊂ Rn notiert. yˆk ist
dann die konkrete Messgro¨ße.
Stochastische und mengenbasierte Fehlerbeschreibungen sollen si-
multan in einem Verfahren zur Scha¨tzung des Systemzustands xk
beru¨cksichtigt werden. Ein Verfahren, das die kombinierte Behandlung
beider Fehlerarten erlaubt, ist das SSI-Filter (Statistical and Set-theoretic
Information Filter [6]). Dieses Filter wurde speziell dazu entwickelt, um
bei der Informationsfusion Abha¨ngigkeitstrukturen zwischen den men-
genbasierten Unsicherheiten auszunutzen. Da in dieser Arbeit die Gro¨ßen
dk ∈ Dk und ek ∈ Ek Unwissen u¨ber Fehlereinflu¨sse darstellen, ist das
Ausnutzen von Abha¨ngigkeiten, da unbekannt, hier nicht mo¨glich. Fu¨r
diese Situation la¨sst sich mit Hilfe einer Verallgemeinerung klassischer
Wahrscheinlichkeitstheorie das im folgenden Abschnitt beschriebene Ver-
fahren entwickeln.
2.1 Zustandsscha¨tzung mit Mengen von Wahrscheinlichkeitsdichten
Die Beziehung des aktuellen Zustands zum Folgezustand, gegeben durch
das Systemmodell (14.1), la¨sst sich auch durch die Transitionsdichte
fTk (xk+1|xk, uˆk, dk) =
∫
Rn
δ
(
xk+1 − ak(xk, uˆk, wk, dk)
)
fwk (wk)dwk
beschreiben, wobei δ die n-dimensionale Dirac-Delta-Distribution be-
zeichnet. Aufgrund des unbekannten, aber begrenzten Parameters dk ∈
Dk kann der Zustandsu¨bergang nicht durch eine eindeutige Transitions-
dichte charakterisiert werden. Vielmehr parametrisiert dk eine Menge
FTk =
{
fTk (xk+1|xk, uˆk, dk)
∣∣ dk ∈ Dk}
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mo¨glicher Transitionsdichten. Jedes Element dieser Menge kann offen-
sichtlich die ”richtige“ Transitionsdichte darstellen. Folglich wird das
Chapman-Kolmogorow-Integral
fpk+1(xk+1) =
∫
Rn
fTk (xk+1|xk, uˆk, dk)f ek (xk) dxk
zur Berechnung der pra¨dizierten Wahrscheinlichkeitsdichte von xk+1
fu¨r jedes Element in FTk ausgewertet. Dadurch ergibt sich eine Menge
pra¨dizierter Dichten F pk+1 fu¨r den Zustand xk+1.
Entsprechend fu¨hrt die Likelihood
f(yˆ
k
|xk, ek) =
∫
Rn
δ
(
yˆ
k
− hk(xk, vk, ek)
)
fvk (vk) dvk ,
die sich aus der Messgleichung (14.2) ergibt, aufgrund des unbekannten,
begrenzten Fehlers ek zu einer Menge
FLk =
{
f(yˆ
k
| · , ek)
∣∣ ek ∈ Ek}
mo¨glicher Likelihoods. Der bayessche Filterschritt wird dann element-
weise fu¨r die Menge F pk pra¨dizierter bzw. priorer Dichten und die Menge
FLk der Likelihoods durchgefu¨hrt und ergibt die Menge
F ek =
{
f ek
∣∣∣ f ek (xk) = fpk (xk) · fLk (xk)∫
Ω
fpk (x) · fLk (x) dx
fu¨r alle xk ∈ Ω, fLk ∈ FLk , fpk ∈ F pk
}
gescha¨tzter Wahrscheinlichkeitsdichten fu¨r den Zustand xk, wie in
Abb. 14.1 veranschaulicht.
Insgesamt beruht dieses Verfahren auf einem allgemeineren
Versta¨ndnis des Wahrscheinlichkeitsbegriffs. Die Charakterisierung
der stochastischen Gro¨ße xk wird nicht mehr als eindeutig angenommen,
sondern durch eine Menge von Wahrscheinlichkeitsdichten beschrieben.
2.2 Konvexita¨t und Intervallwahrscheinlichkeit
Eine konvexe, abgeschlossene Menge von Wahrscheinlichkeitsverteilun-
gen bzw. -dichten, welche eine Zufallsgro¨ße charakterisiert, heißt Credal
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Abbildung 14.1: Elementweise Verarbeitung der Dichten.
State [7, 8]. In der Theorie der Intervallwahrscheinlichkeit [9, 10] werden
diese Mengen auch Struktur genannt. Die Funktionenmengen im vorigen
Abschnitt sind zwar im Allgemeinen nicht konvex, sie beschreiben jedoch
die gleichen Intervalle von Wahrscheinlichkeiten fu¨r jedes Ereignis wie ihr
konvexer Abschluss. D.h., eine derartige MengeF , auch Vorstruktur oder
erzeugende Menge genannt, und ihr konvexer Abschluss clos{conv{F}}
ergeben die gleiche Wahrscheinlichkeitsbewertung. Genauere Untersu-
chungen zu Scha¨tzverfahren mit Mengen von Wahrscheinlichkeitsdichten
und zur Konvexita¨t sind in [11] dargelegt.
3 Kalman-Filter fu¨r ellipsoidale Mengen
Ein weitbekanntes bayessches Scha¨tzverfahren ist das Kalman-Filter [1],
welches lineare System- und Messmodelle betrachtet. Zudem werden die
Rauschgro¨ßen wk und vk als unabha¨ngig voneinander angenommen. Im
Falle von Normalverteilungen kann die Zustandsscha¨tzung dann eindeu-
tig durch Erwartungswert xˆ ∈ Rn und Kovarianzmatrix C ∈ Rn×n be-
schrieben werden. Um unbekannte, aber begrenzte Unsicherheiten einzu-
beziehen, wird das lineare Systemmodell
xk+1 = Ak xk + Bk (uˆk +wk + dk)
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um die Fehlergro¨ße dk und das Messmodell
yˆ
k
= Hk xk + vk + ek
um ek erweitert, welche sowohl voneinander als auch von wk und vk
unabha¨ngig sind. Folglich beeinflussen die mengenbasierten Fehler nur
den Scha¨tzwert, nicht aber die Berechnung der Kovarianzmatrix. Als
eine besonders geeignete Darstellungsform dieser Fehlergro¨ßen erweisen
sich ellipsoidale Mengen. Jede Gro¨ße kann dann durch eine Menge
E(cˆ,X) := {x ∈ Rn | (x− cˆ)TX−1(x− cˆ) ≤ 1}
mit Mittelpunkt cˆ und nichtnegativ definiter Matrix X repra¨sentiert wer-
den, d.h. dk ∈ E(0,Uk) und ek ∈ E(0,Yk). Ebenso wird der Zustand
durch ein Ellipsoid E(cˆk,Xk) beschrieben. Durch diese Mengendarstel-
lung gestaltet es sich einfach, affine Transformationen
AE(cˆ,X) + b = E(A cˆ+ b,AXAT) (14.3)
zu berechnen. Die Berechnung einer Minkowski-Summe, der element-
weisen Addition zweier Ellipsoide, ergibt im Allgemeinen kein Ellipsoid
mehr, allerdings la¨sst sich durch
E(cˆ1,X1)⊕ E(cˆ2,X2) ⊆ E(cˆ1 + cˆ2,X(p))
mit
X(p) = (1 + p−1)X1 + (1 + p)X2, p > 0 (14.4)
leicht eine a¨ußere Approximation in Form eines Ellipsoids berechnen.
Der Parameter p kann so bestimmt werden, dass das Volumen oder die
La¨nge der Halbachsen der a¨ußeren Approximation minimal ist [4]. Mit-
tels der Gleichungen (14.3) und (14.4) la¨sst sich nun ein verallgemei-
nertes Kalman-Filter fu¨r ellipsoidale Mengen herleiten. Die resultieren-
den Berechnungsschritte sind in Abb. 14.2 zusammengefasst. Die genaue
Herleitung des Verfahrens wird in [12] beschrieben. Offensichtlich las-
sen sich die Mittelpunkte cˆpk und cˆ
e
k im Pra¨diktions- bzw. Filterschritt
durch die bekannten Berechnungsvorschriften bestimmen. Der Unter-
schied dieses neuen Verfahrens zum Standard-Kalman-Filter besteht in
der zusa¨tzlichen Berechnung der Matrizen Xpk bzw. X
e
k. Schließlich wird
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der unbekannte, aber amplitudenbegrenzte Fehlereinfluss also durch Xpk
bzw. Xek und die stochastische Unsicherheit durch C
p
k bzw. C
e
k charak-
terisiert.
Die Menge von Erwartungswerten E(cˆpk,Xpk) bzw. E(cˆek,Xek) mit der
Kovarianzmatriz Cpk bzw. C
e
k beschreibt eine Menge von verschobenen
Gaußdichten. Es handelt sich also um ein Scha¨tzverfahren mit Mengen
von Dichten, wie in Abschnitt 2 dargelegt.
4 Systematische Beschreibung von Unsicherheiten durch
Mengen von Wahrscheinlichkeitsdichten
Mit Hilfe der vorgestellten Verallgemeinerung rein stochastischer
Scha¨tzverfahren ist es mo¨glich, Sto¨reinflu¨sse bei der Systemmodellie-
rung differenzierter zu betrachten. Unsicherheiten, deren Statistik un-
bekannt ist oder die sich gar nicht stochastisch charakterisieren lassen,
ko¨nnen nun systematisch beru¨cksichtigt werden. In diesem Abschnitt sei
ein U¨berblick u¨ber Situationen gegeben, in denen sich eine Unterschei-
dung zwischen stochastischen und mengenbasierten Fehlern als sinnvoll
erweist.
4.1 Beru¨cksichtigung von systematischen Fehlern
Systematische Fehler beschreiben Sto¨rungen und Unsicherheiten, die
nicht durch wiederholte Beobachtung im Mittel verschwinden. Beispie-
le fu¨r solche Fehler sind Fehler im Sensor, wie fehlerhafte Kalibrierung,
Defekte, Fehler des Agenten, wie falsches Ablesen der Messinstrumente,
Fehlinterpretation der Ergebnisse, unbekannte Sto¨rungen oder unvoll-
sta¨ndiges a-priori-Wissen. Diese Fehlereinflu¨sse lassen sich nicht durch
mehrmaliges Messen eliminieren und bleiben somit als Abweichung im
Scha¨tzergebnis bestehen. Es handelt sich also um unbekannte, aber im
Allgemeinen begrenzte Sto¨reinflu¨sse, daher bieten sich Mengen zur Be-
schreibung dieser Fehler an.
Bei Verwendung rein stochastischer Modelle wird jedoch ha¨ufig ver-
sucht, einen solchen Fehler mitzuscha¨tzen. Zum einen bedeutet dies, dass
eine Wahrscheinlichkeitsverteilung fu¨r den systematischen Fehler ange-
nommen werden muss, und zum anderen fu¨hrt dies oft zu einem erheb-
lich ho¨heren Rechenaufwand, da z.B. lineare Modelle nichtlinear werden
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+
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Delay
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e
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T
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T
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e
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w
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T
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• Menge E(cˆek,Xek(p)) von  Scha¨tzwerten:
cˆek = (I−KkHk)cˆpk +Kkyˆk
Xek(p) = (1 + p
−1) (I−KkHk)Xpk(I−KkHk)T + (1 + p)KkYkKTk
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• Berechnung der Kovarianzmatrix Cek durch
Cek = C
p
k −KkHkCpk
mit dem Kalman-Gain Kk = C
p
kH
T
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v
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p
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T
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Abbildung 14.2: Schema des Kalman-Filters fu¨r ellipsoidale Mengen von Er-
wartungswerten.
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ak(xk)
R(xk)
xˆek
Abbildung 14.3: Approximation durch Taylorreihen-Approximation erster
Ordnung am Scha¨tzwert xˆek.
ko¨nnen. Naheliegend ist es daher, im System- und Messmodell zwischen
stochastischen und systematischen Fehlertermen zu unterscheiden. Mit
den in den vorigen Abschnitten beschriebenen Scha¨tzverfahren ko¨nnen
beide Fehlerarten nun simultan behandelt werden.
4.2 Abscha¨tzung von Linearisierungsfehlern
Bei nichtlinearen System- und Messabbildungen wird ha¨ufig das Erwei-
terte Kalman-Filter (EKF) eingesetzt. Hierbei werden das System- und
Messmodell um den pra¨dizierten bzw. gescha¨tzten Zustand linearisiert.
Das EKF verwendet eine Taylorreihen-Entwicklung
xk+1 = ak(xk) + wk = ak(xˆ
e
k) +
∂ak
∂xk
∣∣∣∣
xk=xˆ
e
k
(xk − xˆek) +R(xk) + wk
der Abbildungen, wobei das Restglied R(xk), der gru¨n markierte Bereich
in Abb. 14.3, vernachla¨ssigt wird. Deshalb kann das EKF bei starken
Nichtlinearita¨ten schlechte bzw. inkonsistente Ergebnisse liefern [13]. In
der Regel fu¨hrt dies zu einem Bias der Scha¨tzungen, d.h. zu einem sys-
tematischen Fehler.
Um diesen Linearisierungsfehler zu beru¨cksichtigen, kann eine systema-
tische Abscha¨tzung des Restgliedterms vorgenommen werden. Betrachtet
man einen Konfidenzbereich der Scha¨tzung, z.B. die 3σ-Grenze, so la¨sst
sich das Restglied u¨ber dieser Menge abscha¨tzen. Dadurch la¨sst sich der
Term R(xk) als amplitudenbegrenzter Fehler auffassen und kann durch
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Verallgemeinerung
Abbildung 14.4: Darstellung von Unsicherheiten: (a) Sto¨rung ist als Addition
zweier Zufallsvariablen gegeben. (b) Sto¨rung ist durch eine Kombination einer
Zufallsvariable und einer Menge gegeben.
eine Menge beschrieben werden. Zur Zustandsscha¨tzung kann nun das
Kalman-Filter fu¨r Ellipsoide aus Abschnitt 3 verwendet werden.
4.3 Approximation komplizierter Wahrscheinlichkeitsdichten
Ein ha¨ufiges Problem beim Einsatz eines allgemeinen bayesschen
Scha¨tzers besteht in dem steigenden Aufwand fu¨r die Darstellung und
Berechnung der Dichten. Dieser Aufwand kann durch verschiedene Ap-
proximationen, wie z.B. Linearisierung oder eine Reduktion der Anzahl
der Komponenten von Gaußmischdichten, begrenzt werden.
Anstatt durch eine Approximation Fehler einzufu¨hren, erlaubt die Ver-
wendung von Mengen von Wahrscheinlichkeitsdichten eine konservative
Abscha¨tzung komplizierter Dichten. Unter der Annahme, dass sich die
stochastische Unsicherheit additiv z.B. in einen normalverteilten Term
vk und einen beliebig verteilten, aber amplitudenbegrenzten Sto¨rterm rk
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aufteilen la¨sst, kann rk durch eine mengenbasierte Unsicherheit k ∈ E
verallgemeinert werden. Abbildung 14.4 verdeutlicht diese Vereinfachung.
Die komplizierte Wahrscheinlichkeitsdichte in Teilabbildung (a) setzt sich
aus einer normalverteilten und einer amplitudenbegrenzten Zufallsvaria-
blen zusammmen. In Teilabbildung (b) wird der amplitudenbegrenzte
Anteil durch eine Menge verallgemeinert, so dass sich schließlich eine
Menge von verschobenen einfachen Gaußdichten ergibt. Durch diese Vor-
gehensweise werden Approximationsfehler vermieden. Der einzige Infor-
mationsverlust besteht in der Verteilung des Fehlers rk innerhalb der
Amplitudengrenzen.
5 Schlussfolgerung
In dieser Arbeit wurde ein Scha¨tzer fu¨r Mengen von Wahrscheinlichkeits-
dichten vorgestellt. Neben der allgemeinen Verarbeitung von Mengen von
Dichten wurde ein Filter beschrieben, welches effizient ellipsoidale Men-
gen von Scha¨tzwerten verarbeitet. Da die Formeln hierfu¨r sehr einfach
sind, ist die Verwendung dieses Scha¨tzers direkt mo¨glich.
Die Verarbeitung von Mengen von Wahrscheinlichkeitsdichten
ermo¨glicht nun verschiedene Ansa¨tze, die mit rein stochastischen
Scha¨tzern nur mit großem Aufwand mo¨glich sind. Mengen von Dich-
ten erlauben die Beschreibung sowie die Unterscheidung von systemati-
scher und stochastischer Unsicherheit durch die Kombination von Wahr-
scheinlichkeitsdichten und Mengen zu Mengen von Dichten. Kompli-
zierte Dichten lassen sich mit dem vorgestellten Ansatz durch Mengen
”einfacher“ Dichten darstellen und verarbeiten. Der Verarbeitungsauf-
wand kann hierbei durch entsprechende Abscha¨tzungen des systemati-
schen Fehlers wesentlich geringer sein. Weiterhin ermo¨glichen Mengen
von Dichten eine einfache Beru¨cksichtigung von Linearisierungsfehlern,
wie sie in manchen stochastischen Scha¨tzern, wie dem EKF, auftreten.
Dadurch la¨sst sich die entstandene Modellabweichung durch eine Menge
abscha¨tzen und man erha¨lt eine Menge von Normalverteilungen, wel-
che den Linearisierungsfehler beru¨cksichtigt und die exakte Scha¨tzung
beinhaltet. Insgesamt erlaubt dieses Verfahren eine systematische Be-
handlung stochastischer und mengenbasierter Unsicherheit, kann so den
stochastischen Teil der Zustandsscha¨tzung wesentlich vereinfachen und
die Robustheit des Scha¨tzers erho¨hen.
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Zusammenfassung Ra¨umlich ausgedehnte Pha¨nomene wie
Schadstoffverteilungen in Gewa¨ssern oder Temperaturverteilun-
gen in Ra¨umen werden vielfach durch unbekannte, gegebenen-
falls sich bewegende Quellen erzeugt. Allerdings stehen in vielen
praktisch relevanten Aufgabenstellungen Informationen zur Lo-
kalisierung einer derartigen Quelle nur indirekt durch eine Ver-
messung des induzierten Pha¨nomens zur Verfu¨gung, welche den
Einsatz eines verteilten Messsystems erfordert. Die Messungen
ko¨nnen dabei beispielsweise von einem stationa¨ren Sensornetz
oder von mobilen Sensoren stammen. In diesem Beitrag wer-
den modellbasierte Verfahren zur echtzeitfa¨higen Lokalisierung
und schritthaltenden Verfolgung von Quellen vorgestellt, wel-
che gezielt ra¨umlich und zeitlich verteilte Messungen einsetzen.
Um den Informationsgewinn und somit den Nutzen verteilter
Messungen zu maximieren, spielt bei diesen Verfahren neben
einer mathematischen Modellierung auch eine vorausschauende
Sensoreinsatzplanung eine zentrale Rolle. Das in diesem Beitrag
vorgeschlagene Planungsverfahren ermo¨glicht dabei die effizien-
te und ressourcenschonende Verfolgung beweglicher Quellen bei
gleichzeitig hoher Lokalisierungsgenauigkeit.
1 Einleitung
In der Natur und in der vom Menschen geschaffenen Umgebung treten
ha¨ufig ra¨umlich ausgedehnte Pha¨nomene auf. Beispiele solcher Pha¨nome-
ne sind Verteilungen von Schadstoffen in Luft oder Wasser, wie etwa aus
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Abbildung 15.1: Lokalisierung und Verfolgung von Quellen ra¨umlich ausge-
dehnter Pha¨nomene durch stationa¨re und mobile Sensoren.
Lecks austretende Gase oder O¨lteppiche in Meeren sowie Temperatur-
verteilungen u¨ber ra¨umlich ausgedehnten Gebieten oder in geschlossenen
Ra¨umen. Diese Verteilungen von physikalischen Quantita¨ten sind dabei
alle durch einen kontinuierlichen ra¨umlichen Verlauf u¨ber ihrem Ausbrei-
tungsgebiet sowie durch eine kontinuierliche zeitliche Vera¨nderung dieses
Verlaufs charakterisiert.
Die technische Erfassung und Vermessung von ra¨umlich ausgedehn-
ten Pha¨nomenen ist eine sinnvolle und gewinnbringende Aufgabe, da sie
es beispielsweise ermo¨glicht, das Vorhandensein und die Ausbreitung von
Schadstoffen zu detektieren und zu u¨berwachen. Somit ko¨nnen Belastun-
gen fu¨r Mensch und Umwelt durch derartige Gefahrenstoffe erkannt und
abgewendet werden. Als zusa¨tzlicher Nutzen dieser Erfassung ko¨nnen
weiterhin die Erkenntnisse u¨ber ra¨umlich ausgedehnte Pha¨nomene ver-
gro¨ßert werden, z. B. in Form von verbesserten Ausbreitungsmodellen.
Um ein ra¨umlich ausgedehntes Pha¨nomen durch eine Vermessung aus-
reichend erfassen zu ko¨nnen, sind Messungen an verschiedenen Raum-
positionen und zu verschiedenen Zeitpunkten notwendig. Ein verteiltes
Messsystem wie beispielsweise ein stationa¨res Sensornetz [1] oder eine
Gruppe von mobilen Robotern ist daher ideal fu¨r die Erfassung derarti-
ger Pha¨nomene geeignet. Allerdings liefern diese Messsysteme nur punk-
tuelle Messungen. Zur Darstellung eines kontinuierlichen Pha¨nomens ist
daher eine Rekonstruktion erforderlich. Abschnitt 2 stellt zu dieser Pro-
blematik die modellbasierte Rekonstruktion vor.
Quellenlokalisierung Ein besonders interessantes und zugleich
herausforderndes Gebiet der Erfassung von physikalischen Verteilungen
ist die Lokalisierung der Quelle [2] einer ra¨umlich ausgedehnten Ver-
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unreinigung. Die besondere Schwierigkeit dieser Aufgabe liegt dabei in
der Tatsache, dass zur Lokalisierung einer Quelle keine direkten Mess-
verfahren wie Abstands- oder Winkelmessungen zur Verfu¨gung stehen.
Informationen u¨ber die Quelle ko¨nnen nur indirekt durch eine Erfassung
des von ihr induzierten ra¨umlich ausgedehnten Pha¨nomens gewonnen
werden. Fu¨r bewegte Quellen muss eine Lokalisierung weiterhin schritt-
haltend, d. h. mit fortlaufender Erfassung des Pha¨nomens erfolgen. Die
modellbasierte Lokalisierung einer bewegten Quelle durch ein stationa¨res
Sensornetz, wie in Abb. 15.1(a) illustriert, wird in Abschnitt 3 vorgestellt.
A¨hnliche Aufgabenstellungen werden beispielsweise in [3, 4] behandelt.
Verfolgung Eine Erweiterung der Lokalisierung durch ein stationa¨-
res Sensornetz stellt die Verfolgung einer Quelle durch mobile Sensoren
dar, in welcher die Sensoren schritthaltend an mo¨glichst optimalen Mess-
positionen platziert werden. Dabei ist ein Szenario wie in Abb. 15.1(b)
vorstellbar: Auf einem begrenzten Gebiet, beispielsweise in einer La-
gersta¨tte fu¨r Chemikalien, wurde das Austreten von flu¨chtigen Gefah-
renstoffen bemerkt. Um eine Gefa¨hrdung der menschlichen Gesundheit
zu vermeiden, werden autonome mobile Roboter eingesetzt. Ein Roboter
verfu¨gt dabei u¨ber Sensoren, mit welchen die Konzentration der Gefah-
renstoffe jeweils an der aktuellen Roboterposition gemessen werden kann.
Die Aufgabe der Roboter ist es nun, durch Messungen an verschiedenen
Raumpositionen die Quelle der Kontamination in mo¨glichst kurzer Zeit
zu identifizieren, zu lokalisieren und zu verfolgen.
Um eine derartige Aufgabe erfolgreich lo¨sen zu ko¨nnen, mu¨ssen die
Roboter mit Verfahren zur Pfadplanung ausgestattet sein [5,6]. Ein mo-
dellbasiertes Planungsverfahren zur Quellenverfolgung wird daher in Ab-
schnitt 4 vorgestellt. Abschnitt 5 fasst abschließend die Vorteile dieses
Planungsverfahrens gegenu¨ber anderen Ansa¨tzen zusammen.
2 Modellbasierte Rekonstruktion
Ra¨umlich ausgedehnte Pha¨nomene stellen eine kontinuierliche Verteilung
von physikalischen Gro¨ßen im Raum dar, welche sich kontinuierlich mit
der Zeit a¨ndern. Genauer gesagt lassen sich diese Pha¨nomene mathema-
tisch als eine Funktion p(z, t) beschreiben, wobei z ∈ R3 oder z ∈ R2
eine Raumkoordinate und t ∈ R+ einen Zeitpunkt bezeichnet.
Als Voraussetzung fu¨r eine erfolgreiche Quellenlokalisierung ist eine
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ausreichende Erfassung der induzierten Verteilung notwendig. Ein ver-
teiltes Messsystem liefert dabei punktuelle Messungen wie beispielsweise
Konzentrationswerte und erreicht daher nur eine diskrete Abtastung eines
kontinuierlichen Pha¨nomens in einzelnen Raumpunkten und zu verschie-
denen Zeitpunkten. U¨ber Werte an Punkten in Raum und Zeit, fu¨r welche
keine Messungen vorliegen, lassen sich zuna¨chst keine Aussagen treffen.
Um hohe ra¨umliche und zeitliche Abtastraten zu vermeiden, ko¨nnen
Interpolationstechniken zur Gewinnung von Pha¨nomenwerten fu¨r Nicht-
Messpunkte angewendet werden. In diesem Beitrag wird dazu die Metho-
de der modellbasierten Rekonstruktion [7, 8] genutzt, welche neben einer
Interpolation auch die Synchronisation von zu verschiedenen Zeitpunk-
ten erfassten Messwerten erlaubt. Als Grundlage dieser Berechnungen
dient dabei ein mathematisches Modell des zu erfassenden Pha¨nomens.
Viele ra¨umlich ausgedehnte Pha¨nomene lassen sich mathematisch
durch partielle Differentialgleichungen (PDE) charakterisieren. Dieser
Beitrag konzentriert sich auf die Erfassung von linearen Pha¨nomenen
in der Ebene, wie beispielsweise Diffusions-Advektions- oder Wa¨rmelei-
tungspha¨nomenen, welche durch eine lineare PDE der Form
L
(
p(z, t),
∂p
∂t
, · · · , ∂
ip
∂ti
,
∂p
∂zx
, · · · , ∂
jp
∂zjx
,
∂p
∂zy
, · · · , ∂
kp
∂zky
)
= s(z, t)
beschrieben werden. Der Term s(z, t) bezeichnet dabei die von der Pha¨-
nomenquelle pro Zeit- und Raumpunkt eingebrachte Anregung.
Zur Lo¨sung von linearen PDEs werden in der modellbasierten Rekon-
struktion Diskretisierungsverfahren genutzt. In diesem Beitrag wird die
Raumdiskretisierung durch die Finite Elemente Methode [9] und die Zeit-
diskretisierung durch das Crank-Nicolson-Verfahren erreicht [10].
In der Finite Elemente Methode wird die verteilt-parametrische Be-
schreibung eines Pha¨nomens in Form einer PDE durch Diskretisierung
des Raums in ein konzentriert-parametrisches System in Zustandsraum-
form u¨berfu¨hrt. Dazu wird die das Pha¨nomen beschreibende Lo¨sungs-
funktion p(z, t) als Reihe entwickelt und u¨ber die Summe
p( z, t ) ≈
N∑
i=0
Φi( z ) · xi( t ) (15.1)
approximiert. In dieser Summe werden die Orts- und Zeitabha¨ngigkeit
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getrennt durch die ortsabha¨ngigen Basisfunktionen Φi(z) und die zeit-
abha¨ngigen Skalierungsfaktoren xi(t) dargestellt.
Als Ergebnis dieser Darstellung la¨sst sich die raumdiskretisierte
Lo¨sungsfunktion zu jedem Zeitpunkt t durch den Vektor der Skalierungs-
faktoren x(t) := [x0(t), x1(t), · · · , xN (t)]T beschreiben. Durch Anwen-
dung der Zeitdiskretisierung kann die PDE dann in ein zeitdiskretes Sys-
tem aus gewo¨hnlichen Differentialgleichungen in der Zustandsraumform
xk = A · xk + B · sk (15.2)
u¨berfu¨hrt werden. Die Systemmatrix A charakterisiert dabei das Sys-
tem, die Eingangsmatrix B dient der Einbringung der diskretisierten
Anregung sk. Insgesamt lassen sich mit Hilfe dieser mathematischen Mo-
dellierung die Werte des Pha¨nomens an einem beliebigen Raumpunkt zn
zum Zeitpunkt tk aus dem Zustandsvektor xk nach Gleichung (15.1)
gema¨ß p(zn, tk) = Φ(zn) ·xk interpolieren, wobei Φ := [Φ0,Φ1, . . . ,ΦN ].
Fu¨r die Rekonstruktion eines ra¨umlich ausgedehnten Pha¨nomens muss
somit insgesamt nur sein Zustandsvektor xk aus den erfassten Messwer-
ten bestimmt werden. In der modellbasierten Rekonstruktion wird dieses
Problem durch stochastische Scha¨tzverfahren wie das bekannte Kalman-
Filter gelo¨st. Dazu werden die Gleichungen (15.1) und (15.2) durch In-
terpretation des Zustandsvektors als Zufallsvektor in eine stochastische
Form u¨berfu¨hrt und als Mess- und Systemmodell genutzt.
Abbildung 15.2 zeigt beispielhaft die Ergebnisse der modellbasierten
Rekonstruktion eines eindimensionalen Temperaturverlaufs zu verschie-
denen Zeitpunkten tk. Dabei wird sowohl die Anna¨herung des rekonstru-
ierten Verlaufs (gru¨n) an die vorgegebene Temperatur (blau) als auch die
Reduktion der Scha¨tzunsicherheit (3σ-Grenze, schwarz ) deutlich.
3 Lokalisierung als Scha¨tzproblem
Im Bisherigen wurde eine Pha¨nomenrekonstruktion auf Basis eines li-
nearen Systemmodells und einer bekannten Anregungsfunktion durchge-
fu¨hrt. Um nun eine Lokalisierung von Pha¨nomenquellen zu ermo¨glichen,
muss das Systemmodell auf unbekannte Anregungsfunktionen erweitert
werden. Dazu ko¨nnen parametrische Anregungsfunktionen definiert wer-
den, welche die von einer Quelle erzeugte Anregung in Abha¨ngigkeit der
Quellenposition zQk darstellen.
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Abbildung 15.2: Rekonstruktion (gru¨n) eines 1D-Temperaturverlaufs (blau)
aus Messungen (orange) von Sensoren (rot).
Zur Modellierung von lokalen Quellen mit ra¨umlich begrenzter Anre-
gung werden in diesem Beitrag zwei verschiedene Funktionen genutzt.
Punktfo¨rmige Quellen werden dabei als Dirac-Delta-Impuls dargestellt.
Lokal ausgedehnte Quellen werden dagegen als Gaußfunktionen model-
liert. Die Diskretisierung dieser lokalen parametrischen Anregungsfunk-
tionen in Raum und Zeit liefert dann den Anregungsvektor sk(z
Q
k ), wel-
cher sich als eine nichtlineare Funktion der Quellenposition ergibt.
In der Quellenlokalisierung ist die Position einer Quelle zuna¨chst unbe-
kannt. Fu¨r die Zustandsscha¨tzung in der modellbasierten Rekonstruktion
bedeutet dies, dass nun ein unbekannter Parameter im Systemmodell auf-
tritt, wodurch die Rekonstruktion zugleich zum Parameterscha¨tzproblem
wird. Dabei muss simultan zur Rekonstruktion der Pha¨nomenverteilung
die Position der Quelle gescha¨tzt werden, und zwar wie bisher ausschließ-
lich auf Grundlage der gemessenen Pha¨nomenwerte.
Zustandserweiterung Das Parameterscha¨tzproblem wird in die-
sem Beitrag durch eine Zustandserweiterung gelo¨st, welche die Quel-
lenposition als unbekannte Variable in den erweiterten Systemzustand
x˜k := [xk, z
Q
k ]
T integriert. Diese Anpassung erfolgt analog auch fu¨r das
Systemmodell. Aufgrund der nichtlinearen Abha¨ngigkeit der Anregungs-
funktion vom erweiterten Systemzustand ergibt sich dabei ein nichtlinea-
res Systemmodell. Dies erschwert die Zustandsscha¨tzung, da in stochas-
tischen Scha¨tzverfahren der Systemzustand x˜k als Zufallsvektor durch
eine Dichtefunktion dargestellt wird, welche in jedem Verarbeitungs-
schritt durch Pra¨diktion zeitlich mit anfallenden Messwerten synchro-
nisiert werden muss. Fu¨r nichtlineare Systemmodelle kann dabei die aus
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Nichtlineare
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Abbildung 15.3: Prinzip der Dichteapproximation im Gaußfilter.
einer Pra¨diktion resultierende Zustandsdichte im Allgemeinen nicht ge-
schlossen berechnet werden.
Gaußfilter Eine mo¨gliche Lo¨sung dieser Problematik besteht in
der approximativen Berechnung der pra¨dizierten Zustandsdichte. In die-
sem Beitrag wird dazu das Gaußfilter [11, 12] als eine Erweiterung des
Kalman-Filters genutzt. Das prinzipielle Vorgehen dieses Filters ist in
Abb. 15.3 illustriert. Im Gaußfilter wird eine gegebene Zustandsdichte
nicht direkt verarbeitet, sondern zuna¨chst durch sogenannte Sigmapunk-
te repra¨sentiert. Diese Sigmapunkte werden anschließend anstelle der ei-
gentlichen Dichte durch das nichtlineare Systemmodell transformiert. Als
Ergebnis kann dann die pra¨dizierte Zustandsdichte approximativ aus den
transformierten Sigmapunkten berechnet werden. Die Vorteile des Gauß-
filters liegen dabei in einer effizienten Berechnung der Sigmapunkte und
der Mo¨glichkeit, die nichtlinear zu verarbeitenden Zustandsdimensionen
durch Dekomposition reduzieren zu ko¨nnen. Um beliebige Dichtefunk-
tionen darstellen zu ko¨nnen, kann das Gaußfilter weiterhin ohne großen
Aufwand auf ein Gaußmischdichte-Filter erweitert werden.
Zur Demonstration der entwickelten Verfahren wurde eine simulier-
te Quellenverfolgung durchgefu¨hrt. Wie in Abb. 15.4(a) gezeigt, bewegt
sich hierbei eine Quelle auf einem begrenzten Gebiet, welches von zwei
stationa¨ren Sensornetzen mit jeweils 9 bzw. 25 gleichzeitig aktiven Sen-
sorknoten u¨berwacht wird. Die in Abb. 15.4(b) dargestellten Ergebnisse
der Quellenlokalisierung u¨ber 100 Zeitschritte zeigen, dass eine ho¨here
Anzahl an Sensoren zwar zu einer schnelleren Konvergenz fu¨hrt, lang-
fristig aber beide Sensornetze eine a¨hnliche Lokalisierungsgu¨te erreichen.
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Abbildung 15.4: Modellbasierte schritthaltende Quellenlokalisierung.
4 Verfolgung als Planungsproblem
Nachdem vorausgehend die schritthaltende Lokalisierung von Quellen
vorgestellt wurde, la¨sst sich nun das eingangs beschriebene Szenario der
Verfolgung einer bewegten Quelle durch mobile Sensoren realisieren.
Mobile Sensoren bieten gegenu¨ber einem stationa¨ren Sensornetz den
Vorteil, Messungen an verschiedenen, zur Laufzeit auswa¨hlbaren Raum-
positionen durchfu¨hren zu ko¨nnen. Aufgrund dieser Mobilita¨t la¨sst sich
die Anzahl der zur Messung genutzten Sensoren reduzieren. Eine un-
u¨berlegte Reduktion fu¨hrt dabei allerdings zu einem Abfall der Lokalisie-
rungsgenauigkeit, wie bereits an den Ergebnissen in Abbildung 15.4(b)
erkennbar. Um trotz einer reduzierten Sensoranzahl eine hohe Lokali-
sierungsgenauigkeit zu erreichen, ist daher eine sorgfa¨ltige Auswahl der
Messpositionen notwendig. Dieser Tatsache tra¨gt der vorliegende Beitrag
durch die Nutzung von Verfahren zur Sensoreinsatzplanung Rechnung.
Eine Sensoreinsatzplanung hat dabei die Maximierung der aus Messun-
gen u¨ber ein gegebenes System gewonnenen Information unter Beachtung
von existierenden Nebenbedingungen zum Ziel. Im Falle einer Quellen-
verfolgung bedeutet dies, die Genauigkeit der Quellenlokalisierung unter
Nutzung einer vorgegebenen Anzahl mobiler Sensoren zu maximieren.
Prinzipiell muss dazu fu¨r einen Sensor in jedem Zeitschritt aus einer
(endlichen) Menge der mo¨glichen Messpositionen diejenige Position uSk
ausgewa¨hlt werden, welche zur ho¨chsten Lokalisierungsgenauigkeit fu¨hrt.
Wird eine Quellenverfolgung u¨ber einen la¨ngeren Zeitraum durchge-
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fu¨hrt, so muss die Einsatzplanung pro Sensor eine ganze Sequenz von
optimalen Messpositionen bestimmen. Um dabei verschiedene Messpo-
sitionen quantitativ bezu¨glich ihres Nutzens vergleichen zu ko¨nnen, ist
die Definition eines Gu¨temaßes erforderlich, welches die resultierende Lo-
kalisierungsgenauigkeit mo¨glichst gut vorhersagt. In diesem Beitrag wird
dazu ein kovarianzbasiertes Gu¨temaß genutzt, welches zur Vorhersage der
Lokalisierungsgenauigkeit die Scha¨tzunsicherheit der Quellenposition zQk
in Form der entsprechenden Kovarianzen nutzt, z. B. als die Summe
G(uSk ) := Cov(z
Q
x,k ) + Cov(z
Q
y,k ) .
Nachfolgend wird die Einsatzplanung in der Quellenverfolgung durch
einen mobilen Sensor vorgestellt. Zur Planung u¨ber einen Beobachtungs-
zeitraum von L Zeitschritten wird dabei die quasi-lineare Einsatzplanung
[11] genutzt. Dieses Verfahren stellt eine Erweiterung der linearen Ein-
satzplanung dar, welche sich im Fall von Systemen mit linearen System-
und Messmodellen und gaußverteilten Unsicherheiten anwenden la¨sst.
Die lineare Einsatzplanung zeichnet sich dabei durch den Vorteil aus,
dass sich fu¨r kovarianzbasierte Gu¨temaße die Entwicklung der Gu¨te u¨ber
den Beobachtungszeitraum unabha¨ngig von den tatsa¨chlichen Messwer-
ten und somit bereits im Voraus berechnen la¨sst [13]. Zur Bestimmung
einer optimalen Sequenz von Messpositionen muss daher nur die Gu¨te
aller Messsequenzen der La¨nge L miteinander verglichen werden. Dieser
Vergleich kann dabei als eine Suche im Baum aller mo¨glichen Messse-
quenzen realisiert werden, wie beispielhaft in Abb. 15.5(a) fu¨r zwei mo¨-
gliche Messpositionen uS,1k , u
S,2
k pro Zeitschritt und fu¨r L = 2 dargestellt.
Um diese Suche mo¨glichst effizient zu gestalten, lassen sich Pruning-
Techniken nutzen [14]. Weiterhin werden in diesem Beitrag Techniken der
modell-pra¨diktiven Regelung [15] genutzt, welche eine optimale Messse-
quenz nicht fu¨r den gesamten Beobachtungszeitraum, sondern nur u¨ber
einen verku¨rzten Planungshorizont P < L berechnen. Dieses Vorgehen
stellt dabei einen sinnvollen Kompromiss aus Suchaufwand und Pla-
nungsgu¨te dar und ermo¨glicht eine Planung in Echtzeit.
Fu¨r nichtlineare Systeme gestaltet sich eine Sensoreinsatzplanung je-
doch deutlich komplexer. Dabei la¨sst sich fu¨r derartige Systeme vor allem
die Entwicklung der Gu¨te nicht mehr unabha¨ngig von den tatsa¨chlichen
Messwerten berechnen. Eine Mo¨glichkeit, auch fu¨r nichtlineare Systeme
die Vorteile einer linearen Einsatzplanung nutzen zu ko¨nnen, besteht in
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Abbildung 15.5: Lineare und nichtlineare Einsatzplanung.
der Approximation des Systems durch lineare Modelle. Dieser Ansatz
wird in der quasi-linearen Sensoreinsatzplanung verfolgt. Als Grundi-
dee wird dabei die als statistische Linearisierung bekannte Approxima-
tionstechnik des Gaußfilters fu¨r eine pra¨diktive Einsatzplanung genutzt,
welche nur auf den bereits erfassten (tatsa¨chlichen) Messwerten basiert.
Dies liefert eine effiziente Approximation des nichtlinearen Planungspro-
blems, welche dann durch lineare Verfahren behandelt werden kann. Die
Zustandsscha¨tzung erfolgt jedoch weiterhin auf nichtlineare Weise.
Das prinzipielle Vorgehen der pra¨diktiven statistischen Linearisierung
ist in Abb. 15.5(b) illustriert. Der pra¨dizierte Systemzustand x˜k+j wird
dabei fu¨r alle j im Planungshorizont {1, 2, . . . , P} u¨ber eine sogenannte
Linearisierungstrajektorie von Sigmapunkten berechnet. Ausgehend vom
aktuellen Systemzustand x˜k wird dessen Dichte (1) durch eine Gaußdich-
te approximiert (2) und anschließend durch eine Menge von Sigmapunk-
ten σi,k dargestellt (3). Die gewu¨nschte Linearisierungstrajektorie ergibt
sich dann, indem fu¨r alle j die berechneten Sigmapunkte rekursiv durch
das nichtlineare Systemmodell propagiert werden (4-5). Basierend auf
der Zustandstrajektorie kann anschließend das nichtlineare System- und
Messmodell durch statistische lineare Regression fu¨r jeden Planungszeit-
schritt einzeln linearisiert werden. Das lineare Systemmodell im Zeit-
schritt tk+j wird dabei beispielsweise durch Bestimmung einer linearen
Abbildung zwischen den beiden durch die Sigmapunktmengen {σi,k+j−1}
und {σi,k+j} repra¨sentierten Zufallsvektoren approximiert.
Zum Abschluss dieses Abschnitts werden die Ergebnisse einer simulier-
ten Quellenverfolgung mit einem einzelnen mobilen Sensor pra¨sentiert.
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Abbildung 15.6: Modellbasierte Quellenverfolgung mit einem mobilen Sen-
sor.
Dazu wird das bereits in Abschnitt 3 beschriebene Setup wiederver-
wendet, hier u¨ber 150 Zeitschritte. In Abb. 15.6(a) ist die prozentuale
Lokalisierungsgenauigkeit, bezogen auf die Gro¨ße des u¨berwachten Ge-
biets, fu¨r unterschiedliche Planungshorizonte der La¨nge 1 bis 3 und ei-
ne zufa¨llige Sensorauswahl dargestellt. La¨ngere Horizonte fu¨hren hierbei
zu einer ho¨heren Genauigkeit. Insgesamt erreicht ein einzelner mobiler
Sensor in diesem Szenario a¨hnlich gute Ergebnisse wie ein stationa¨res
Sensornetz mit 25 Knoten. In Abb. 15.6(b) sind weiterhin die Bewe-
gungstrajektorien des mobilen Sensors und der Quelle abgebildet. Dabei
ist zu erkennen, wie der Sensor das zu u¨berwachende Gebiet anfa¨nglich
großra¨umig abfa¨hrt, um dann mit ansteigender Lokalisierungsgu¨te die
Quelle in engen Kreisen zu verfolgen, bedingt durch die gro¨ßere Sensor-
geschwindigkeit.
5 Zusammenfassung
Die in diesem Beitrag vorgestellten Verfahren zur Quellenlokalisierung
und -verfolgung zeichnen sich durch folgende Besonderheiten aus:
• Der modellbasierte Ansatz mit numerischer Lo¨sung ermo¨glicht ein
rekursives Verarbeitungsschema und geringe Messraten.
• Stochastische Filterverfahren erlauben die fortlaufende Quantifizie-
rung der Lokalisierungsgenauigkeit in Form der Scha¨tzunsicherheit.
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• Das Gaußmischfilter ermo¨glicht die effiziente rekursive Lokalisie-
rung bewegter Quellen unter Echtzeitbedingungen.
• Effiziente Einsatzplanungsverfahren erlauben die schritthaltende
Quellenverfolgung durch mobile Sensoren sowie die genaue und res-
sourcenschonende Lokalisierung durch wenige (aktive) Sensoren.
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Sicherung von Messdaten in verteilten
Messsystemen
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Abbestraße 2-12, D-10587 Berlin
Zusammenfassung Fu¨r die Kommunikation in verteilten
Messsystemen werden in zunehmendem Maße offene Netze und
drahtlose Technologien genutzt. Beide Entwicklungen werfen un-
mittelbar Fragen der Informationssicherheit auf, die sich mit
kryptografischen Verfahren lo¨sen lassen. In der Praxis finden sich
verschiedene Lo¨sungsansa¨tze zur Sicherung von Messdaten. Die-
ser Beitrag wird eine Ende-zu-Ende Sicherung vorstellen und
dabei die Verwendung elektronischer Signaturen erla¨utern. Ab-
schließend wird auf Mo¨glichkeiten eingegangen, wie sich krypto-
grafische Sicherheit in Messgera¨te implementieren la¨sst.
1 Einleitung
Durch die ra¨umliche Verteilung von Messstellen, Zusatzeinrichtungen
und Auswertesystemen liegt die Besonderheit verteilter Messsysteme im
Wesentlichen in der Einbeziehung des Kommunikationsnetzes in das Sys-
tem. Trotz der sehr unterschiedlichen Auspra¨gungen, wie z.B. Energie-
messsysteme, Umweltmesseinrichtungen oder drahtlose Sensornetzwerke,
ist das Kommunikationsnetz immer Teil eines solchen Systems. Seit vielen
Jahren ist dabei die Nutzung offener Netze und drahtloser Technologien
unu¨bersehbar, wobei unmittelbar Fragen der Informationssicherheit in
den Fokus ru¨cken. Im Mittelpunkt dieses Beitrags steht die Sicherung
von Messdaten. Fu¨r die Sicherung von Steuerungsdaten lassen sich viele
Aussagen – in umgekehrter Informationsrichtung – u¨bernehmen.
Zur Vereinfachung werden hier verteilte Messsysteme in die Kom-
ponenten Messgera¨t, Kommunikationsnetzwerk und Datenerfassungssys-
tem unterteilt.
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2 Schutzziele fu¨r Messdaten
Im Umfeld verteilter Messsysteme ko¨nnen eine Vielzahl von Akteuren
mit sehr unterschiedlichen Interessen eingebunden sein. Als Beispiel seien
hier Messsysteme zur Messung und Abrechnung im liberalisierten Ener-
giemarkt genannt. Hier sind oft komplexe Systeme u¨ber Unternehmens-
grenzen hinaus, ra¨umlich verteilt und teilweise nicht zuga¨nglich, vorzu-
finden. Die Messdaten werden dabei durch den metrologischen Block mit
den Messwerten, Parametern (wie Energieart, Tarif, Za¨hleridentifikation,
usw.) und Zeitstempel repra¨sentiert.
Fu¨r den Schutz von Messdaten in verteilten Messsystemen lassen sich
die folgenden Schutzziele definieren:
Integrita¨t bezeichnet den Schutz der Daten vor Modifikation.
Authentizita¨t weist die Urheberschaft nach.
Nicht-Bestreitbarkeit beweist die Urheberschaft gegenu¨ber Dritten.
Vertraulichkeit bietet Schutz vor unbefugtem Abho¨ren.
Fu¨r Messdaten sind die Schutzziele Integrita¨t und Authentizita¨t da-
bei prima¨r. Fu¨r viele Messsysteme, auch im gesetzlichen Messwesen, ist
Nicht-Bestreitbarkeit ebenfalls ein prima¨res Schutzziel. Da Vertraulich-
keit vorrangig das Kommunikationsnetz betrifft, wird diese hier als se-
kunda¨r eingestuft.
U¨ber den Schutz von Messdaten hinaus ko¨nnen fu¨r verteilte Mess-
systeme weitere Schutzziele definiert werden. So stellen beispielsweise
Verfu¨gbarkeit oder Zugriff auf das Netzwerk wichtige Schutzziele dar,
die allerdings das Kommunikationsnetz betreffen [1].
In abgeschlossenen, einfachen Systemen sind zur Erreichung der o.g.
Schutzziele auch Verhaltensregeln, Richtlinien o.a¨. denkbar. In komple-
xen, offenen Systemen mit vielen Akteuren sind technische Lo¨sungen aber
unverzichtbar.
Neben den genannten Schutzzielen sind auch andere Randbedingun-
gen nicht zu vernachla¨ssigen. Verteilte Messsysteme sind meist fu¨r einen
langfristigen, reibungslosen Betrieb ausgelegt. Die Messgera¨te sind oft
nicht oder nur mit hohem Aufwand erreichbar. Zusa¨tzlich ko¨nnen die
Messgera¨te der Eichpflicht unterliegen. Ein Schutz von Messdaten muss
daher langfristig sicher und anwendbar sein. Auch erlangt der Aspekt
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Datenschutz zunehmend Bedeutung, besonders im Hinblick auf die Kun-
denakzeptanz.
3 Kryptografie zur Erreichung der Schutzziele
Durch die Nutzung von Kryptografie ko¨nnen alle vier genannten Schutz-
ziele erreicht werden. Um eine hohe Lebensdauer und langfristige Sicher-
heit zu erhalten, sind bewa¨hrte, o¨ffentlich bekannte Algorithmen eine gu-
te Wahl. Dem Kerckhoffs’schen Prinzip folgend basiert hier die Sicherheit
eines Kryptosystems ausschließlich auf der Geheimhaltung der Schlu¨ssel
und nicht auf der Geheimhaltung des Algorithmus. Nachfolgend werden
Verfahren der symmetrischen und asymmetrischen Kryptografie und von
Hashfunktionen vorgestellt.
3.1 Symmetrische Kryptografie
Bei symmetrischer Kryptografie wird fu¨r die Ver- und Entschlu¨sselung
der gleiche Schlu¨ssel verwendet. Der Schlu¨ssel muss von beiden Kommu-
nikationspartnern geheim gehalten werden. Bekannte und ha¨ufig verwen-
dete Verfahren zum Schutz von Vertraulichkeit sind der Data Encrypti-
on Standard (DES bzw. 3DES) und der Advanced Encryption Standard
(AES).
In Message Authentication Codes (MAC) ko¨nnen symmetrische Ver-
fahren auch zur Sicherstellung von Authentizita¨t genutzt werden. Dazu
kann beispielsweise auf beiden Seiten aus einer Nachricht mit einem ge-
meinsamen geheimen Schlu¨ssel ein Ergebnis berechnet werden. Anschlie-
ßend werden die Ergebnisse verglichen und bei U¨bereinstimmung besit-
zen beide den gleichen geheimen Schlu¨ssel und haben sich damit identifi-
ziert. Voraussetzung hierbei ist, dass der gemeinsame geheime Schlu¨ssel
zuvor auf jeden Kommunikationspartner verteilt wurde.
Symmetrische Kryptografie ist typischerweise leicht zu implementieren
und kann auch unter starken Ressourcenbegrenzungen gute Performanz
bieten. Mit symmetrischen Kryptografie lassen sich die Schutzziele Ver-
traulichkeit und Authentizita¨t realisieren.
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3.2 Asymmetrische Kryptografie
Bei asymmetrischen Verfahren besitzt jeder Teilnehmer jeweils einen
o¨ffentlichen und einen privaten Schlu¨ssel. Der Sender verschlu¨sselt Daten
mit Hilfe des o¨ffentlichen Schlu¨ssels des Empfa¨ngers. Nur der Empfa¨nger
kann mit seinem privaten Schlu¨ssel die Nachricht entschlu¨sseln.
Bekannte und ha¨ufig verwendete Verfahren der asymmetrischen Kryp-
tografie sind das Rivest-Shamir-Adleman (RSA) Verfahren und die El-
liptic Curve Cryptography (ECC). Mit diesen asymmetrischen Verfahren
lassen sich die Schutzziele Authentizita¨t und Vertraulichkeit realisieren.
Digitale Signaturen
Digitale Signaturen nutzen asymmetrische Kryptografie und Hashfunk-
tionen, die nachfolgend kurz beschrieben werden. Um Messdaten zu si-
gnieren, wird zuna¨chst u¨ber diese Daten mit einer Hashfunktion ein ein-
deutiger Hashwert berechnet. Aus diesem Hashwert und dem privaten
Schlu¨ssel berechnet der Sender anschließend eine Signatur. Zusa¨tzlich zu
den Messdaten wird diese Signatur dann u¨bertragen. Da es sich nicht
um ein Verschlu¨sselungsverfahren handelt, liegen die Messdaten hier im
Klartext vor. Der Empfa¨nger kann nun wiederum u¨ber die Messdaten
den Hashwert berechnen und zusammen mit dem o¨ffentlichen Schlu¨ssel
des Absenders die Gu¨ltigkeit der Signatur verifizieren.
Gegenu¨ber MAC’s bieten digitale Signaturen den Vorteil, dass die Au-
thentizita¨t auch gegenu¨ber mehreren Empfa¨ngern ohne vorheriges Ver-
teilen gemeinsamer geheimer Schlu¨ssel besta¨tigt werden kann [2].
Mit digitalen Signaturen lassen sich die Schutzziele Integrita¨t und Au-
thentizita¨t sicherstellen. Sofern der private Schlu¨ssel auch fu¨r den Inha-
ber nicht lesbar ist, la¨sst sich zusa¨tzlich die Nicht-Bestreitbarkeit reali-
sieren [3].
3.3 Hashfunktionen
Hashfunktionen sind Einwegfunktionen, die einen eindeutigen “krypto-
grafischen Fingerabdruck” u¨ber eine Datenmenge berechnen. Aus dem
errechneten Hashwert lassen sich die urspru¨nglichen Daten nicht rekon-
struieren. Beispiele hierfu¨r sind Secure Hash Standard SHA-1, SHA-2
oder RIPEMD-160. Mit Hashfunktionen la¨sst sich das Schutzziel Inte-
grita¨t sicherstellen.
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4 Sicherung des U¨bertragungskanals vs. Ende-zu-Ende
Sicherung
4.1 Sicherung des U¨bertragungskanals
Bei der Sicherung eines U¨bertragungskanals wird u¨blicherweise krypto-
grafische Sicherheit auf den unteren Kommunikationsschichten wie Data-
Link-, Network- oder Transport-Schicht implementiert. Meist bietet das
verwendete Kommunikationsprotokoll bereits Mo¨glichkeiten, bestimmte
Algorithmen zu nutzen oder ist fu¨r deren Implementierung vorbereitet.
Bei der Kommunikation u¨ber inhomogene Netze kann ein Tunneln oder
ein Umsetzen der Protokolle vorgenommen werden. Beim Tunneln wird
das urspru¨ngliche Protokoll u¨ber ein anderes geleitet und dann wieder in
die urspru¨ngliche Form zuru¨ck gewandelt. Beim Umsetzen von Protokol-
len wird im Allgemeinen in einem Gateway die Sicherung aufgebrochen
und fu¨r den na¨chsten U¨bertragungskanal neu eingerichtet. Damit liegen
die Daten ungeschu¨tzt vor und auch die Schlu¨ssel fu¨r die zusammenlau-
fenden Kana¨le mu¨ssen im Gateway gehalten werden. Somit bildet das
Gateway einen unmittelbaren Angriffspunkt des Systems.
Ein entscheidender Nachteil der Sicherung des U¨bertragungskanals ist
das Schlu¨sselmanagement. Fu¨r den Schlu¨sselaustausch wird bei sym-
metrischen Verfahren u¨blicherweise ein sicherer Kanal genutzt. So-
fern asymmetrische Verfahren verfu¨gbar sind, la¨sst sich dazu auch ein
Diffie-Hellmann-Schlu¨sselaustausch nutzen. Bei heterogenen Netzwerk-
strukturen mu¨ssen alle Protokolle Sicherungsverfahren unterstu¨tzen. So-
fern hier unterschiedliche Verfahren genutzt werden, erschwert dies das
Schlu¨sselhandling zusa¨tzlich.
4.2 Ende-zu-Ende Sicherung
Eine Ende-zu-Ende Sicherung wird grundsa¨tzlich unabha¨ngig vom ver-
wendeten Kommunikationsnetz durchgefu¨hrt. Um mo¨gliche Angriffsziele
zu verringern, sind die Verfahren zum Erreichen der prima¨ren Schutz-
ziele so weit wie mo¨glich an der Informationsquelle anzuwenden, also
im Messgera¨t bzw. Sensorknoten. Die so geschu¨tzten Messdaten ko¨nnen
u¨ber offene Netze u¨bertragen werden. Da die Sicherung auf Applikations-
ebene direkt von der Informationsquelle zur -senke erfolgt, ist das System
weitgehend unabha¨ngig vom darunterliegenden Kommunikationsnetz.
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Eine Ende-zu-Ende Sicherung von Messdaten kann mit symmetrischen
oder asymmetrischen Verfahren durchgefu¨hrt werden. Speziell digitale
Signaturen sind besonders geeignet, die Schutzziele Integrita¨t, Authen-
tizita¨t und Nicht-Bestreitbarkeit zu erreichen. Die Vertraulichkeit kann
zusa¨tzlich durch ein asymmetrisches oder symmetrisches Verfahren si-
chergestellt werden.
Eine Ende-zu-Ende Sicherung bietet den Vorteil, dass sie un-
abha¨ngig vom Kommunikationsnetz genutzt werden kann. Die gesi-
cherten Daten sind eindeutig auf den Ursprung zuru¨ckfu¨hrbar. Das
Schlu¨sselmanagement wird oft als nachteilig betrachtet, je nach Schutz-
ziel und Verfahren ist eine Public-Key Infrastructure (PKI) mit Zertifi-
katen einsetzbar.
5 Entwurf einer kryptografischen Sicherung von
Messdaten
In diesem Kapitel soll beispielhaft eine Sicherung von Messdaten vor-
gestellt und auf Realisierungsmo¨glichkeiten hin untersucht werden. Die
grundlegenden Aussagen sind dabei aus dem Projekt Sicherer Elektro-
nischer Messdatenaustausch (SELMA1) abgeleitet [4]. Um die im Ab-
schnitt 2 definierten prima¨ren Schutzziele Integrita¨t, Authentizita¨t und
Nicht-Bestreitbarkeit sicherzustellen, ko¨nnen digitale Signaturen genutzt
werden. Dabei soll eine Ende-zu-Ende Sicherung erfolgen. Die Messda-
ten sollen so weit wie mo¨glich an der Informationsquelle gesichert werden.
Im OSI-Refenzmodell fu¨r Kommunikationssysteme bedeutet das, dass die
prima¨ren Schutzziele in der Applikationsschicht erreicht werden sollen.
Das in diesem Beitrag als sekunda¨r eingestufte Schutzziel Vertraulich-
keit kann damit auch in den darunter liegenden Schichten des Kommu-
nikationsnetzwerks gesichert werden. Dafu¨r wird hier eine symmetrische
Verschlu¨sselung vorgeschlagen.
Die vorgeschlagene Sicherung von Messdaten besteht aus folgenden
Komponenten, die nachfolgend na¨her erla¨utert werden:
Digitale Signaturen auf Basis elliptischer Kurven zur Sicherstellung von
Integrita¨t, Authentizita¨t und Nicht-Bestreitbarkeit der Messdaten,
1 http://www.selma.eu/
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Public-Key Infrastructure zur Sicherstellung der Authentizita¨t der
o¨ffentlichen Schlu¨ssel,
Symmetrische Verschlu¨sselung zur Sicherstellung von Vertraulichkeit
der Messdaten im Kommunikationsnetz,
Diffie-Hellmann Schlu¨sselaustausch auf Basis elliptischer Kurven zur
Einrichtung der symmetrischen Verschlu¨sselung.
5.1 Digitale Signaturen mit ECC
Signaturen ko¨nnen mit asymmetrischen Verfahren erstellt werden, bei
denen jedes Messgera¨t ein Schlu¨sselpaar aus privatem und o¨ffentlichen
Schlu¨ssel besitzt. Mit dem privaten Schlu¨ssel werden die Daten signiert
und mit dem o¨ffentlichen Schlu¨ssel ko¨nnen die Signaturen verifiziert wer-
den. Bekannte asymmetrische Verfahren sind RSA und ECC, die auch
fu¨r digitale Signaturen genutzt werden.
Das Sicherheitsniveau von ECC mit 180 bit Schlu¨ssella¨nge wird von
der Bundesnetzagentur in etwa dem Niveau von RSA mit 1536 bit
Schlu¨ssella¨nge gleichgestellt [5]. Dabei bietet ECC nicht nur den Vor-
teil der kurzen Schlu¨ssella¨nge, langfristig ist auch der Anstieg der
Schlu¨ssella¨nge bei ECC geringer als bei RSA.
Elliptic Curve Digital Signature Algorithm (ECDSA) ist ein Signatur-
verfahren mit Nutzung von ECC. Das ECDSA-Verfahren la¨sst sich mit
verschiedenen Kurvenparametern nutzen. Durch das National Institute
for Standards and Technology (NIST) sind beispielsweise das ECDSA-
Verfahren u¨ber endliche Ko¨rper GF (p) und GF (2m) mit entsprechenden
Kurven in FIPS 186 [6] standardisiert. Vielfach wird die Kurve P-192
u¨ber GF (p) mit 192 bit Schlu¨ssella¨nge verwendet, auf die sich nachfol-
gend bezogen wird.
5.2 Public-Key Infrastructure
Eine Public-Key Infrastructure mit Zertifikaten ist eine Mo¨glichkeit, bei
asymmetrischer Kryptografie die Schlu¨sselverwaltung zu implementieren.
Zertifikate sind Datenobjekte, die den o¨ffentlichen Schlu¨ssel des Mess-
gera¨tes, Gu¨ltigkeitsinformationen, usw. und eine Signatur enthalten. Die
Zertifikate werden durch eine zentrale Stelle, der Certification Authority
(CA) signiert und herausgegeben. Die CA sichert so die Authentizita¨t
der o¨ffentlichen Schlu¨ssel.
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Eine Mo¨glichkeit ist die Verwendung von Zertifikaten nach ITU-T
X.509. Da Zertifikate auch mit ECDSA signiert werden ko¨nnen, ist wie-
derum die Nutzung der elliptischen Kurven Kryptografie mo¨glich. Sofern
ECC bereits auf dem Messgera¨t implementiert ist, vereinfacht sich damit
eine Zertifikatsverifikation.
5.3 Symmetrische Verschlu¨sselung
Das hier als sekunda¨r eingestufte Schutzziel Vertraulichkeit kann durch
eine symmetrische Verschlu¨sselung erreicht werden. So sind z.B. die be-
reits unter 3.1 genannten Verfahren 3DES und AES weit verbreitet und
in Hardware oder Software verfu¨gbar.
Viele Kommunikationsprotokolle besitzen Mo¨glichkeiten, diese auf den
unteren Schichten zu nutzen oder sind fu¨r eine Implementierung vorberei-
tet. Aus dem Bereich der Wireless Personal Area Networks (WPAN) sei
hier beispielhaft IEEE 802.15.4 und darauf aufsetzend Wireless HART
herausgegriffen. Der Fokus dieser Technologie liegt im Bereich der in-
dustriellen Kommunikation, speziell der Prozessautomatisierung. IEEE
802.15.4 bietet in der Medium Access Control Schicht die Mo¨glichkeit,
eine 128 bit AES-Verschlu¨sselung zu nutzen. Auch bei Wireless HART
kann diese Verschlu¨sselung genutzt werden. Das Schlu¨sselhandling ist
dem Nutzer u¨berlassen und ko¨nnte wie im na¨chsten Abschnitt beschrie-
ben durchgefu¨hrt werden.
Bei drahtgebundenen Netzwerken ist die zunehmende Nutzung von
Internet-Technologien offensichtlich. Somit ließe sich Vertraulichkeit z.B.
auch durch Virtual Private Networks (VPN) erreichen.
5.4 Schlu¨sselaustausch fu¨r symmetrische Verschlu¨sselung
Das Elliptic Curve Diffie-Hellman (ECDH) Verfahren kann genutzt wer-
den, damit sich zwei Kommunikationspartner u¨ber ungesicherte Kana¨le
auf einen gemeinsamen Schlu¨ssel einigen. Ein gemeinsamer Schlu¨ssel ist
fu¨r die symmetrische Verschlu¨sselung erforderlich. Die zuvor dargestellte
elliptische Kurven Kryptografie zur Signaturerstellung kann hierzu auf
einfache Weise genutzt werden.
Zur Verhinderung von “Man-in-the-middle”-Angriffen mu¨ssen die bei
ECDH gegenseitig ausgetauschten o¨ffentlichen Schlu¨ssel authentisiert
werden. Dies kann z.B. u¨ber Signaturen geschehen, deren o¨ffentliche
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Schlu¨ssel wiederum in Zertifikaten eindeutig einer CA zugeordnet sind.
Es lassen sich also die zuvor genannten Komponenten ECDSA und PKI
fu¨r diesen Schlu¨sselaustausch nutzen.
5.5 Implementierung in Messgera¨te
Dieser Abschnitt gibt eine U¨bersicht zu den wichtigsten Bausteinen, mit
denen die zuvor beispielhaft vorgestellte Sicherung von Messdaten auf
embedded Gera¨ten implementiert werden kann.
Mikrocontroller
Die Verwendung von Standard-Mikrocontrollern ist meist eine kosten-
gu¨nstige Variante, kryptografische Sicherheit in Messgera¨te zu imple-
mentieren. Viele kryptografische Funktionen lassen sich bereits auf 8-
und 16-Bit Mikrocontrollern ohne Coprozessor realisieren. Dazu za¨hlen
insbesondere symmetrische Verfahren wie AES. Asymmetrische Krypto-
grafie bereitet auf diesen ressourcenbeschra¨nkten Systemen dagegen oft
Probleme, so z.B. die Anforderungen von RSA an Rechenzeit und Spei-
cher. ECC bietet hier Lo¨sungsmo¨glichkeiten, die jedoch vom gewa¨hlten
endlichen Ko¨rper und den Kurvenparametern abha¨ngen. So zeigen bei-
spielsweise Gura et al., dass ECC mit P-192 auf einem ATmega128 in
etwa 1,3 s berechnet werden kann [7]. Kumar demonstriert, dass ein
ECDH Schlu¨sselaustausch auf einem 8-Bit 8051 Mikrocontroller in et-
wa 3 s mo¨glich ist [8]. Aktuelle 16-Bit Mikrocontroller sollten genu¨gend
Ressourcen bieten, um ECDSA-Signaturen mit P-192 nach FIPS 186 in
unter einer Sekunde zu erstellen.
Um ECDSA auf einem Mikrocontroller nutzen zu ko¨nnen, ist neben der
ECC-Implementierung ein Zufallszahlengenerator und eine Hashfunktion
no¨tig. Sofern die asymmetrischen Schlu¨ssel nicht in dem Messgera¨t bzw.
auf dem Mikrocontroller generiert werden ko¨nnen, ist zudem eine sichere
Methode zum Aufbringen der Schlu¨ssel notwendig.
Problematisch bei der Realisierung in Mikrocontrollern ist vor allem
das unumga¨ngliche Halten von geheimen Schlu¨sseln auf dem Controller
und die Verarbeitung ungesicherter Daten. Neben den physikalischen At-
tacken ko¨nnen oft auch Seitenkanalangriffe auf Basis von Timing- oder
Stromverbrauchsanalysen diese Systeme erfolgreich angreifen.
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Smart Cards
Smart Cards werden schon lange Zeit in sicherheitskritischen Anwen-
dungen der Banken- und Finanzwelt genutzt. Auch die hohen Anfor-
derungen nach dem Signaturgesetz und hoheitlicher Dokumente (elek-
tronischer Pass und Personalausweis) ko¨nnen mit Smart Cards erfu¨llt
werden. Smart Cards bieten meist eine Reihe von kryptografische Algo-
rithmen, bilden eine geschu¨tzte Umgebung und sind resistent gegenu¨ber
den meisten Seitenkanalattacken. Smart Card Schnittstellen folgen oft
der ISO/IEC 7816, die Standardisierungen fu¨r die physikalische Schicht,
sowie die Sicherungs- und Anwendungsschicht festlegt.
Smart Cards ko¨nnen von einem Trustcenter personalisiert herausge-
ben werden. Die Applikation zur Signaturerstellung sitzt auf der Smart
Card und kann damit auch unabha¨ngig vom Messgera¨tehersteller erstellt
werden. Bei no¨tigen Zertifizierungen, z.B. nach Common Criteria, ist ei-
ne Zertifizierung ausreichend. Die Zertifizierungen umfassen dabei nicht
nur die Hardware, sondern auch Smart Card Betriebssysteme. Sofern eine
vollsta¨ndige Zertifizierung erforderlich ist, mu¨ssen daher nur die eigenen
Applikationen gepru¨ft werden. Auch kann eine Zertifizierung nur einmal
vorgenommen, und in unterschiedlichen Anwendungen genutzt werden.
Die Projekte SELMA und auch INSIKA2 (Integrierte Sicherheit fu¨r
messwertverarbeitende Kassensysteme) nutzen Smart Cards als Krypto-
bausteine. Wie bei vielen anderen Smart Card Projekten ist auch bei
INSIKA die Anwendungsschicht um spezielle Funktionalita¨ten erweitert
worden. So werden die u¨bergebenen Daten ihrem Inhalt nach u¨berpru¨ft
und es wird eine monoton steigende Sequenznummer aus der geschu¨tzten
Umgebung der Smart Card generiert. Damit ist die Erstellung der Signa-
tur unabha¨ngig von Zeitinformationen und verhindert Replay-Attacken.
Andere Kryptobausteine
Secure Microcontroller oder sog. Machine-to-Machine (M2M) Modu-
le entspringen meist der Smart Card Entwicklung und bieten a¨hnliche
Funktionalita¨ten. Da sie jedoch fest mit der Plattform verbunden sind,
vera¨ndert dies das Betriebsmodell. Ko¨nnen die Schlu¨ssel bzw. das
Schlu¨sselpaar nicht auf dem Baustein selbst generiert werden, ist eine
Methode zum sicheren Aufbringen der Schlu¨ssel no¨tig.
2 http://www.insika.de/
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Eine Reihe von Kryptobausteinen stellt von Smart Cards bekannte Ei-
genschaften wie manipulationsgeschu¨tze Umgebung, Resistenz gegenu¨ber
vielen Seitenkanalattacken und Zertifizierung bereit. Bei vielen Anbietern
sind kryptografische Verfahren bereits im Schaltkreis untergebracht, wo-
durch sich die Entwicklungszeiten erheblich verku¨rzen. In den letzten
Jahren sind eine Reihe von Kryptobausteinen herausgebracht worden,
die gute Voraussetzungen fu¨r die Integration in Messgera¨te bieten.
Energieverbrauch einer ECDSA Signaturlo¨sung mit Smart Cards
Besonders fu¨r batteriebetriebene Messgera¨te oder drahtlose Sensorkno-
ten ist der zusa¨tzliche Energieverbrauch fu¨r kryptografische Funktionen
ein entscheidendes Kriterium. Die unter 5.1 beschriebene Signaturlo¨sung
mit ECDSA nach FIPS 186 mit den Parametern P-192 wird im Projekt
INSIKA auf einer Smart Card durchgefu¨hrt, die nicht explizit fu¨r Batte-
riebetrieb optimiert ist. Daher sollen die hier vorgestellte Messergebnisse
eine grobe Vorstellung der Gro¨ßenordnungen ermo¨glichen.
In einer Transaktion werden etwa 70 byte u¨bergebene Nutzdaten ih-
rem Inhalt nach plausibilisert und anschließend Summen im manipula-
tionsgeschu¨tzten Speicher der Smart Card aktualisiert. Zusa¨tzlich wird
eine monoton steigenden Sequenznummer aus der Smart Card heraus
generiert. Bei 4,8 MHz Takt ist eine vollsta¨ndige Befehlskette aus Reset,
Auswahl der Smart Card Applikation und einer Transaktion nach 360 ms
abgearbeitet. Die no¨tigen Datenu¨bertragungen sind hierbei bereits ein-
geschlossen. Bei einer Betriebsspannung von 5 V nimmt die Smart Card
in dieser Befehlskette eine Energie von 11,4 mJ auf. Der Stromverbrauch
der Smart Card reduziert sich bei 3 V weiter. Eine Standard 3 V Lithium-
Batterie mit 1200 mAh bietet eine Energie von fast 13 kJ und damit rein
theoretisch bereits genug fu¨r u¨ber 1 Mio. Signaturen. Allerdings wurden
hierbei der no¨tige Mikrocontroller zur Ansteuerung und Kommunikation
und der evtl. no¨tige Interface-Schaltkreis fu¨r die Smart Card noch nicht
beru¨cksichtigt.
6 Bewertung in Bezug auf die Anforderungen im
gesetzlichen Messwesen
Die Sicherheit von Messdaten ist Bestandteil von Anforderungsdoku-
menten im gesetzlichen Messwesen, die im letzten Jahrzehnt auf allen
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Ebenen entstanden sind. Dazu za¨hlt das OIML-Dokument D 31 [9], die
europa¨ische Messera¨tedirektive MID [10] mit dem untersetzenden WEL-
MEC Leitfaden 7.2 [11] sowie die PTB-Anforderungen A 50.7 [12] auf na-
tionaler Ebene. Alle genannten Anforderungsdokumente behandeln vom
Grundsatz her auch den Schutz von Messdaten bei verteilten Messsys-
temen, beim OIML- und beim WELMEC-Dokument mit differenzierten
Schutzniveaus fu¨r unterschiedliche Messgera¨teklassen.
Das in dieser Arbeit skizzierte Konzept der Ende-zu-Ende Sicherheit
von Messdaten fu¨r verteilte Systeme unter Verwendung elektronischer Si-
gnaturen erfu¨llt die in allen Anforderungsdokumenten enthaltenen Siche-
rungsanforderungen auf dem jeweils ho¨chsten Schutzniveau. Es ist damit
nicht nur fu¨r alle Messgera¨tearten hinsichtlich der Erfu¨llung der Sicher-
heitsanforderungen geeignet, sondern es ist auch hinreichend zukunftssi-
cher, denn die Risikobeurteilung fu¨r Messgera¨te kann sich vera¨ndern und
zur Einstufung in ein ho¨heres Schutzniveau fu¨hren.
7 Zusammenfassung
Der Schutz von Messdaten in verteilten Messsystemen la¨sst sich durch
kryptografische Verfahren sicherstellen. In diesem Beitrag wurde gezeigt,
dass die als prima¨r eingestuften Schutzziele Integrita¨t, Authentizita¨t
und Nicht-Bestreitbarkeit mit Hilfe digitaler Signaturen erreicht wer-
den ko¨nnen. Vorgeschlagen wird dafu¨r eine Ende-zu-Ende Sicherung und
somit der Schutz der Messdaten direkt von der Informationsquelle zur
-senke. Der Schutz von Vertraulichkeit wird dem Kommunikationsnetz-
werk zugeordnet. Oft ist dies bereits in Form einer symmetrischen Ver-
schlu¨sselung vorgesehen.
Durch geschickte Kombination ko¨nnen elliptische Kurven in Mess-
gera¨ten fu¨r die Erstellung digitaler Signaturen, fu¨r den Schlu¨sselaus-
tausch und fu¨r die Zertifikatsverifikation einer Public-Key Infrastructure
genutzt werden. Zur Integration in Messgera¨te stehen mittlerweile eine
Reihe verschiedener Bausteine zur Verfu¨gung.
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Zusammenfassung In Service Orientierten Architekturen
(SOA) wird Softwarefunktionalita¨t in Diensten gekapselt und ist
u¨ber standardisierte Schnittstellen ansprechbar. In sensordaten-
verarbeitenden SOAs ko¨nnen Dienste in zwei Klassen aufgeteilt
werden, high-level Dienste und low-level Dienste. Letztere bieten
Schnittstellen fu¨r (intelligente) Sensoren, erstere kapseln Algo-
rithmen und Auswertungsfunktionen auf hohem Abstraktionsni-
veau. Die Mehrfachverwendung (Instanziierung) von high-level
Dienste in verschiedenen Prozessen fu¨hrt zu Sicherheitsproble-
men. Klassische Zugriffskontrollmodelle (z. B. RBAC) greifen fu¨r
ein dynamisches Umfeld zu kurz oder sind (z. B. TBAC) nicht
praxistauglich. Diese Arbeit stellt einen neuen Ansatz – instan-
zorientierte Zugriffskontrolle – vor.
1 Einleitung
SOA basierte Systeme haben den Sprung von der Forschung in die Praxis
geschafft. In einer SOA wird Funktionalita¨t in Diensten zur Verfu¨gung
gestellt. Ein Dienst kapselt dabei (Gescha¨fts-)Logik und bietet eine de-
finierte Schnittstelle nach außen an. Um eine bestimmte Aufgabe zu
erfu¨llen, werden die einzelnen Dienste u¨ber einen Worklow orchestriert,
d. h. der Workflow gibt eine Logik vor nach der die Dienste ausgefu¨hrt
werden, dabei werden typische Konstrukte, wie Schleifen oder if-then-else
Anweisungen verwenden. Ein Workflow wird von einer Workflowengine
ausgefu¨hrt, welche die einzelnen Dienste startet. Zudem rufen sich Diens-
te gegenseitig auf um beno¨tigte Informationen zu erhalten.
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Die Funktionalita¨t von Sensoren, la¨sst sich u¨ber Dienste kapseln und
kann u¨ber spezifizierte Schnittstellen angesprochen werden, d. h. die ge-
wonnen Sensordaten ko¨nnen abgerufen werden. Es ist auch mo¨glich das
mehrere Sensoren zu einem Dienst zusammen geschaltet werden, der die
einzige Sensorschnittstelle darstellt, z. B. mehrere Kameras, zu einem
Multi-Kamera-Tracker. So ko¨nnen Sensoren durch Dienstfunktionalita¨t
und eine entsprechende Schnittstelle zu intelligenten Sensoren werden.
Durch die Kapselung kann zudem eine ho¨here Datenabstraktion erreicht
werden, die es vereinfacht Sensordaten zu verarbeiten. So ko¨nnen auswer-
tende Dienste direkt auf die relevanten Informationen zugreifen und In-
formationen, die aus Sensoren verschiedener Modalita¨ten gewonnen wer-
den, ko¨nnen so miteinander kombiniert werden. Der SOA Ansatz bie-
tet sich ebenfalls fu¨r die Auswertung von Sensorinformationen an, da
Analyse- und Auswertungsmodule, die u¨ber Services gekapselt sind, fle-
xibel mit einander kombiniert werden ko¨nnen. Es wird ein hohes Maß an
Wiederverwertbarkeit, Flexibilita¨t und Erweiterbarkeit erreicht.
Generell liegen in sensordatenverarbeitenden SOAs die gleichen Sicher-
heitsprobleme vor wie in anderen verteilten Architekturen. V Von beson-
derer Bedeutung in verteilten Systemen sind Zugriffskontrollen (Authen-
tizita¨t und Autorisierung), die den verteilten Zugriff, potentiell wechseln-
der Teilnehmer, absichern. In dieser Arbeit wird der Ansatz der instan-
zorientierten Zugriffskontrolle vorgestellt, der sicheren und praxistaug-
lichen Zugriff in einem auftragsorientierten sensordatenverarbeitenden
System ermo¨glicht.
Im folgenden, wird dargestellt wie Sensordaten-verarbeitende auftrags-
orientierte SOA Systeme aufgebaut sind. Anschließend werden die Sicher-
heitsanforderungen an Zugriffskontrollen in solche Systemen beschrieben
und existierende Lo¨sungen erla¨utert. Ausgehend von den Schwachstellen
vorhandener Ansa¨tze wird das Prinzip der instanzbasierten Zugriffskon-
trolle vorgestellt. Abschließend wird auf Ansatzpunkte fu¨r weitere Arbei-
ten hingewiesen.
2 Auftragsorientierte sensordatenverarbeitende Systeme
Um die Sicherheitsanforderungen fu¨r Zugriffskontrollen nachvollziehen
zu ko¨nnen, ist es notwendig die grundlegenden Prinzipien einer solchen
System Architektur zu kennen.
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Abbildung 17.1: Architektur eines auftragsorientierten Sensorsystems.
2.1 Schematische Darstellung von auftragsorientierten
sensordatenverarbeitenden Systemen
Bevor die eigentliche Architektur beschrieben werden kann, muss das
Prinzip der Auftragsorientiertheit in sensordatenverarbeiten Systemen
erkla¨rt werden.
Auftragsorientiertheit in Sensorsystemen
Heutige datenerfassende Architekturen sind meistens sensororientiert,
d. h. alle Sensoren sammeln zuerst die maximale Menge an Daten. Erst
in einem nach gelagertem Schritt werden die Daten dann ausgewertet und
verarbeitet. Ein Großteil der Daten wird dabei fu¨r Erfu¨llung des eigentli-
chen Zwecks nicht gebraucht, so dass fu¨r die Erhebung und Verarbeitung
unno¨tig viele Ressourcen verbraucht werden. Ein auftragsorientierter An-
satz bietet sich folglich an. Dabei werden nicht mehr alle Daten gesam-
melt, sonder nur noch gezielt Daten erfasst, die fu¨r die Zweckerfu¨llung
notwendig sind. Somit ergeben sich Effizienzvorteile, da nur noch Daten
fu¨r auftragsrelevante Objekte verarbeitet werden mu¨ssen. Zudem erge-
ben sich Vorteile fu¨r den Datenschutz, da fu¨r jedes Objekt gespeichert
kann, zu welchem Auftrag welche Daten gesammelt wurden [1]. Durch
die Verwendung von Diensten zur Durchfu¨hrung von Aufgaben (s. u.),
wird zudem eine hohe Flexibilita¨t erreicht, da Aufgaben leicht angepasst
und vera¨ndert werden ko¨nnen.
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Architektur
Der serviceorientierte Ansatz bietet sich an um auftragsorientierte Sen-
sorsysteme umzusetzen. Die Aufgabe eines Systems wird dabei u¨ber einen
Workflow beschrieben, er besteht aus einer Orchestration von Diens-
ten, die zur Durchfu¨hrung der Aufgabe beno¨tigt werden. Dabei ko¨nnen
high-level und low-level Dienste unterschieden werden. High-level Diens-
te kapseln Analyse- und Auswertungsfunktionen, die zum Erreichen einer
Aufgabe no¨tig sind. Sie stellen die Bausteine fu¨r die Aufgabenbeschrei-
bung dar. Low-level Dienste kapseln einen oder mehrere Sensoren um sie
ansprechbar zu machen. Die aus den low-level Diensten gewonnen Sen-
sorinformationen mu¨ssen den high-level Diensten zur Verfu¨gung gestellt
werden. Da oft mehrere Dienste die gleichen Daten beno¨tigen, wird zu-
dem ein zentraler Informationszwischenspeicher beno¨tigt. Damit ergibt
sich eine Gesamtarchitektur, wie sie in Abbildung 17.1 zu sehen ist. Be-
nutzer ko¨nnen dabei Tasks, d. h. Aufgaben fu¨r das Sensorsystem starten.
Dabei ist es mo¨glich das ein Nutzer mehrere Tasks inne hat, ein Task setzt
sich dann aus verschiedenen high-level Diensten zusammen. T1 besteht
aus den drei Diensten t1-t3. Dienste ko¨nnen dabei von einer Worklowen-
gine aufgerufen, bzw. gesteuert, werden oder sich gegenseitig aufrufen.
Schnittstelle zwischen high- und low-level Seite ist der Informationszwi-
schenspeicher, der in diesem Fall noch einen Privacy Controller bein-
haltet, der Datenschutz konformen Zugriff auf die Daten gewa¨hrleistet
(fu¨r Details siehe [2]). Auf der low-level Seite steuert der Low-Level-
Koordinator den Einsatz von Diensten (S1-S3), er soll z. B. verhindern
das fu¨r die Datenerhebung zu ein Objekt mehrere Dienste vom gleichen
Typ instanziiert werden. die Low-level Dienste kommunizieren mit den
Sensoren (SS1 und SS2). Dabei kann ein Dienst auch mehrere Sensoren
verwalten. Datenschutz und Sensorplanung stehen nicht im Fokus dieser
Arbeit und werden hier nicht weiter behandelt.
Von jedem high-level Diensttyp ko¨nnen mehrere Instanzen existie-
ren, da im System jeder Auftragstyp beliebig oft gestartet werden kann
und dann fu¨r jeden Auftrag eigene Instanzen der High-Level-Dienste zur
Durchfu¨hrung gestartet werden. Abbildung 17.2 beschreibt die Interakti-
on verschiedener high-level Dienste. Die hellgrauen high-level Dienste ar-
beiten im Auftrag des U¨berwachungsauftrags T1, die dunkelgrauen high-
level Dienste im Auftrag des U¨berwachungsauftrags T2. Die Form der
high-level Dienste stellt ihren Typ dar. So sind z. B. t1 und t5 Dienste des
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Abbildung 17.2: High-level Dienste.
gleichen Typs, jedoch unterschiedlicher Instanzen. Beno¨tigen High-Level
Dienste Informationen von Sensoren, so ko¨nnen sie auf den Informati-
onszwischenspeicher zugreifen. Jegliche Informationen, die von Sensoren
gesammelt wurden, sind dort gespeichert. Existieren die beno¨tigten In-
formationen im Informationszwischenspeicher nicht, so bleibt den high-
Level Diensten nur die Mo¨glichkeit zu warten, bis die angefragten In-
formationen existieren. Ein direkter Zugriff auf low-level Dienste oder
Sensoren ist nicht mo¨glich. Diese Einschra¨nkung des Zugriffs sorgt Si-
cherheit und Robustheit. Der Informationsspeicher kann den Einsatz von
low-level Services u¨ber den Low-Level Koordinator veranlassen.
2.2 Schutzziele in auftragsorientierten Sensorsystemen
Im Allgemeinen mu¨ssen die gleichen Schutzziele [3] erreicht werden, wie
in anderen Systemen: Authentizita¨t, Vertraulichkeit, Integrita¨t und “Da-
ta Freshness”. Letztere soll sicherstellen, das die verwendetet Informa-
tionen aktuell sind. Die Schutzziele lassen sich auf die die authentische,
vertrauliche und integere U¨bermittlung von Nachrichten reduzieren. Die
durch etablierte Standardverfahren der asymmetrischen Kryptographie
und Public Key Infrastrukturen sichergestellt werden ko¨nnen [3].
Von besonderem Interesse ist die Zugriffskontrolle, die sich nicht tri-
vial lo¨sen la¨sst. Die Anforderungen an die Zugriffskontrolle sind fu¨r die
einzelnen Teilbereiche der Architektur (Abbildung 17.1) unterschiedlich
und mu¨ssen gesondert betrachtet werden.
Benutzer – Tasks: Es muss gewa¨hrleistet sein, das nur autorisierte
Nutzer Auftra¨ge starten, a¨ndern und beenden du¨rfen.
High-level Dienste: Generell soll der Zugriff nach dem Prinzip der mi-
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nimalen Rechte erfolgen, d. h. der Zugriff auf Dienste soll so weit wie
mo¨glich eingeschra¨nkt werden, wa¨hrend die Durchfu¨hrung des Tasks
noch mo¨glich ist [4]. Es ist vor der Ausfu¨hrung eines Auftrags festzu-
legen, welche Dienste beteiligt sind und welche Zugriffe sie potentiell
ta¨tigen mu¨ssen. Die Beschreibung wird implizit u¨ber den Workflow ge-
geben. Der Zugriff auf high-level Dienste ist nur durch andere high-level
Dienste, den Informationsspeicher und den Auftrag, d. h. die Workflowen-
gine, im Kontext des Auftrags gestattet. Vor allem ist zu beru¨cksichtigen,
das Dienste fu¨r unterschiedliche Auftra¨ge instanziiert werden ko¨nnen. Be-
rechtigungen mu¨ssen entsprechend fu¨r die Instanzen vergeben werden.
High-level Dienste – Informationszwischenspeicher: Es muss eindeu-
tig festgelegt sein welche Dienste auf den Informationszwischenspeicher
zugreifen du¨rfen, da er sehr sensible Informationen enthalten kann. Nur
durch einen Auftrag berechtigte Instanzen von high- und low-level Ser-
vices und die Workflowenginge du¨rfen auf den Speicher zugreifen.
Low-Level Dienste und Koordinator: Da low-level Dienste unter ein-
ander kommunizieren ko¨nnen um ho¨herwertige Dienste zu bilden, ist der
Zugriff untereinander prinzipiell gestattet, muss aber explizit festgelegt
werden. Entsprechend du¨rfen nur low-level Dienste und der Koordinator
auf low-level Dienste zugreifen.
Ein Modell fu¨r die instanzorientierte Zugriffskontrolle, das die Schutz-
ziele erfu¨llt wird in Kapitel 4 vorgestellt.
3 Zugriffskontrollen
Es existieren verschiedene Zugriffskontrollmodelle. So gibt es benutzerbe-
stimmbare Zugriffskontrollstrategien (DAC), bei denen der Eigentu¨mer
eines Objects, die Zugriffsrechte selbst festlegt. Es existieren nur objekt-
bezogene Sicherheitseigenschaften, keine systemu¨bergreifenden. Im Ge-
gensatz dazu stehen systembestimmte zwingende Zugriffsrechte (MAC),
die systemu¨bergreifend Berechtigungen festlegen, die nicht nur der aud
der Identita¨t von Subjekten und Objekten beruhen und zusa¨tzliche In-
formationen einbeziehen ko¨nnen.
Eine Zugriffskontrolle ist generell eine Menge von Berechtigungen, die
u¨ber dir Relation P ⊆ S×O×A beschrieben wird. Dabei ist S die Menge
der Subjekte, O die Menge der Objekte und A die Menge der mo¨glichen
Aktionen.
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Im Kontext der verteilten Systeme sind vor allem Rollenbasierte Zu-
griffskontrolle (RBAC) [5] relevant, bei denen die durchzufu¨hrenden Auf-
gaben im Mittelpunkt stehen und nicht die Subjekte. Zudem relevant
sind auftragsbasierte Zugriffskontrollen (engl. task-based access control,
TBAC) [6], die fu¨r Rechtevergaben in Workflows entwickelt wurden.
3.1 Rollenbasierte Zugriffskontrollen
Ein rollenbasiertes Sicherheitsmodell la¨sst sich nach [5] durch ein Tupel
in der Form RBAC = (S,O,R, P, sr, pr, session) beschreiben. Wobei
S Benutzer, R Rollen, P Berechtigungen sind und sr, pr und session
Relationen darstellen. Dabei beschreibt sr : S → 2R die Rollenmitglied-
schaften eins Subjekts s ∈ S. Entsprechend werden einer Rolle r ∈ R mit
pr : R→ 2P alle gestatteten Rollenaktivita¨ten zugeordnet. Die Relation
session ⊆ S × 2R beschreibt Paare (s,Rs), die als Sitzungen bezeichnet
werden, wobei Rs ⊆ sr(s). S hat dann fu¨r die Dauer der Sitzung die
Berechtigungen aller Rollen r ∈ Rs, s kann also in mehreren Rollen ak-
tiv sein. Nach dem Prinzip der minimalen Rechte sollte s immer mit der
kleinstmo¨glichen Rechtemenge aktiv sein. Rollenbasierter Zugriff kann
als DAC- oder MAC-Verfahren umgesetzt werden.
Es existieren drei wesentliche Erweiterungen des Models: Hierarchien,
Constraints und Symmetric RBAC. Im NIST Standard [7] bauen die
Erweiterungen aufeinander auf, im Allgemeinen ko¨nnen sie jedoch als
unabha¨ngig voneinander betrachtet werden.
3.2 Auftragsbasierte Zugriffskontrollen
TBAC [6] stellt ein aktives Zugriffsmodell dar, bei dem Auftra¨ge (Tasks)
im Mittelpunkt stehen. Im Gegensatz zu passiven Zugriffsmodellen
sind Zugriffe auf Ressourcen geda¨chtnisbehaftet. Auch vergangene Ak-
tivita¨ten ko¨nnen Einfluss auf eine erneute Berechtigung haben oder ein
Zugriff kann nur ein einziges Mal gewa¨hrt werden.
TBAC gewa¨hrt Zugriffsrechte, u¨berwacht deren Benutzung und ent-
zieht sie wieder automatisch je nach Fortschritt eines Auftrags. Um mi-
nimale Rechte zu gewa¨hrleisten werden an jeder Stelle in der Abarbeitung
des Auftrags, nur die zu genau diesem Zeitpunkt notwendigen Rechte er-
teilt. Rechte, die zuvor beno¨tigt wurden, werden wieder entzogen und
Rechte, die erst im weiteren Verlauf der Abarbeitung beno¨tigt werden,
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werden erst dann zeitnah erteilt.
Eine Menge von Zugriffsberechtigungen P , hat dann die Form P ⊆
S×O×A×U×AS. Es werden zwei neue Elemente eingefu¨hrt, die Anzahl
der Benutzungen und die Gu¨ltigkeitsdauer U und der Authorisierungs-
schritt AS. Der Authorisierungsschritt AS legt fest, zu welchen Zeit-
punkten im Ablauf eines Auftrags welche Rechte ausgestellt werden (wie
ein workflow der Berechtigungen). Es existieren zwei Erweiterungen zu
TBAC: zusammengesetzte Autorisierungsschritte und Einschra¨nkungen
(Constraints).
Probleme in auftragsorientierten Systemen
In verteilten Architekturen werden oft rollenbasierte Zugriffskontrolle
verwendet, da sie verha¨ltnisma¨ßig leicht umzusetzen ist, auch wenn Nut-
zer oft mit zu vielen Rechten agieren. Im Fall eines auftragsbasierten
sensordatenverarbeitenden Systems werden, einer Rolle Auftra¨ge zuge-
wiesen, die von ihr ausgefu¨hrt werden ko¨nnen. Die zu den Auftra¨gen
geho¨rigen Dienste erben dann die Rechte zur Ausfu¨hrung aller beteilig-
ten Dienste und den Zugriff auf alle Objekte. Zwar ist die Durchsetzung
einfach, aber sie folgt nicht anna¨hernd dem Prinzip der minimalen Rech-
te. Kritisch ist ebenfalls die Mehrfachinstanziierung von Auftra¨gen. Hier
muss unterbunden werden, das Dienste vom gleichen Typ in verschiede-
nen Instanzen von Auftra¨gen aktiv sein ko¨nnen.
Auftragsbasierte Kontrollen, ko¨nnen die Zugriffe innerhalb eines Work-
flows sehr genau beschra¨nken und stellen rein theoretisch betrachtet eine
sehr gut Lo¨sung dar. Die praktische Durchsetzung ist allerdings nahezu
unmo¨glich. Der dynamische Wechsel der Zugriffskontrollen abha¨ngig von
einem Autorisierungsschritt AS ist ebenso aufwendig, wie die Bestim-
mung des aktuellen Schritts in einem verteilten System.
4 Instanzorientierte Zugriffskontrolle
Um eine sichere und praxistaugliche Zugangskontrolle zu ermo¨glichen,
mu¨ssen rollenbasierte Zugriffskontrollen fu¨r den Einsatz in auftragsori-
entierten Systemen erweitert und mit der Idee der auftragsbasierten Kon-
trolle kombiniert werden. Dabei stehen weder Objekte noch Zugriffe im
Mittelpunkt, sondern die Auftra¨ge und zwar in ihrer konkreten Instan-
ziierung.
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Abbildung 17.3: Auftra¨ge in Sensordatenverarbeitenden Systemen.
In 17.3(a) sieht man alle wichtige Elemente, die fu¨r die Rechtevergabe
auf der high-level Seite betrachtet werden mu¨ssen. Die Benutzer (u1, u2),
Auftra¨ge (T1-T3) und Zugriffe auf Diense (a-f), wobei hier nur Zugriffe
auf den Informationsspeicher dargestellt sind. Benutzer ko¨nnen mehrere
Auftra¨ge haben und es ko¨nnen mehrere Instanzen eines Auftrags vom
gleiche Typ (gleicher Worklfow) existieren. Auch Zugriffe von Auftra¨gen,
die dem gleichen Benutzer geho¨ren, sind von einander zu isolieren. In
17.3(b) ist ein Auftrag detaillierter aufgezeigt.
Die Dienst im Beispielworkflow (a-h) rufen sich gegenseitig auf. Nach
dem TBAC Prinzip, mu¨sste sich mit jeder Dienstausfu¨hrung die Menge
der Berechtigungen P a¨ndern. In diesem Fall sollte fu¨r die sequentielle
Abfolge immer nur die jeweils beno¨tigte Berechtigung aktiv sein. Die-
ser Aufwand ist in der Praxis oft nicht durchsetzbar. Es sollte allerdings
gewa¨hrleistet sein, dass Dienste nur die im Workflow genehmigten Zu-
griffe machen ko¨nnen, beispielsweise kann der Zugriff c auf 3 nur von
2 ausgefu¨hrt werden. Die zeitliche Abfolge wird vernachla¨ssigt. Die Be-
schra¨nkung ist aus Datenschutz Aspekten wichtig, die ebenfalls nach dem
Prinzip der Minimalen Rechte umgesetzt werden sollen. So la¨sst sich der
Workflow in Abbildung 17.3(b) in zwei Teile partitionieren. Der linke
Teil verarbeitet kritische Daten, z. B. kann b eine Anfrage zu einer Per-
son sein und personenbezogene Daten zuru¨ck liefert. Diese Daten werden
von 3 weiterverarbeitet und ein Teil ohne Personenbezug wird bei d an
5 weitergegeben. 4 kann zwar ebenfalls auf den Informationsspeicher zu-
greifen erha¨lt aber eine unkritische Antwort (z. B. durch Gruppenbildung
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von Objekten anonymisierte Daten durch den Privacy Controller). Die
Daten werden kombiniert und weiter verarbeitet. So wird unterbunden
das alle Dienste im rechten Unter-Workflow, Informationen erhalten, die
sie nicht beno¨tigen.
4.1 Instanzorientiertes Zugriffskontrollmodel
Das instanzbasierte Zugriffskontrollmodel wird durch ein Tupel der Form
AC = (S,U , T ,DTi ,OTi , su, ut, aoTi , DjTi ,A
j
Ti
,AjTi , ao
j
Ti
,
DTi(low),OTi(low), aoTi(low), DlTi(low),AlTi(low),AlTi(low), aolTi(low))
definiert mit i, j, l ∈ {1, . . . ,m}, wobei
• S die Menge der Benutzer,
• U die Menge der Rollen im Sensorsystem,
• T die Menge der festgelegten Auftra¨ge,
• DTi die Mengen der Dienste zu allen Auftra¨gen Ti,
• OTi die Mengen der schu¨tzenswerten Objekte,
• ATi die Mengen der zugreifenden Subjekte in allen Ti.
• su, ut, aoTi , aoTi(low)... sind Relationen.
Die Abbildung su modelliert die Rollenmitgliedschaft eines Benut-
zers s ∈ S. su : S → 2U . Wenn su(s) = {U1, . . . , Un}, dann ist s
berechtigt die Rollen U1, . . . , Un im Sensorsystem einzunehmen.
U¨ber die Abbildung ut : U → 2T wird mit jeder Rolle U ∈ U
eine Menge von Auftra¨gen, die vom Inhaber der Rolle ausgefu¨hrt
werden ko¨nnen, verknu¨pft.
Fu¨r alle Auftra¨ge Ti definiert eine Relation aoTi ⊆ ATi × OTi die
erlaubten Zugriffe innerhalb eines Auftrags. Dabei ist ATi ⊆ DTi ∩
{TM}, wobei TM eine vertrauenswu¨rdige Workflowengine ist. Des
weiteren sind die k Zugriffe auf den Informationszwischenspeicher
IZM vom Task Ti, dIZMk(Ti) ∈ DTi , so ist OTi ⊆ DTi . Durch die
j unterschiedlichen Zugriffsschnittstellen, wird Zugriff auf Objekte
von IZM Seite aus kontrolliert.
Die Relation aoTi beschreibt die Zugriffskontrollen fu¨r einen Auf-
trag, allerdings noch nicht fu¨r eine konkrete Instanziierung. Um
eine Separation zwischen den Auftra¨gen zu erreichen, muss beim
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Start eines Auftrags, fu¨r jeden beteiligten Dienst eine neue Instanz
erzeugt werden. Entsprechend werden fu¨r j Instanzen vom Auftrag
Ti entsprechende Zugriffskontrollen fu¨r die tatsa¨chlich verwendeten
schu¨tzenswerten Dienste DjTi , Objekte A
j
Ti
, AjTi und gewa¨hrende
Zugriffsrelationen aojTi erzeugt. Sobald ein Auftrag beendet ist,
ko¨nnen die Dienste gestoppt, die Objekte und die Zugriffskontrol-
len entfernt werden.
Nicht fu¨r jeden Auftrag mu¨ssen zwangsla¨ufig neue low-level Ser-
vices gestartet werden, da Informationen u¨ber Objekte schon vor-
handen sein ko¨nnen und u¨ber entsprechenden dIZMk(Ti)j abgerufen
werden. Entsprechend werden die Zugriffsrechte nach dem gleichen
Prinzip erstellt, aber in gesonderten Mengen verwaltet. Immer ge-
stattet ist der Zugriff zwischen IZM und low-level Koordinator
LLK. Fu¨r jeden Auftrag Ti gibt es die Menge aller verwendbaren
low-level Dienste DTi(low), die Menge aller schu¨tzenswerten Objek-
te OTi(low),also der IZM und alle low-level Dienste auf die zuge-
griffen wird. Zuletzt gibt es noch die ATi(low), bestehend aus allen
low-level Diensten, die auf andere low-level Dienste zugreifen und
dem LLK. Die Relationen aoTi(low) mu¨ssen ebenfalls bei der Auf-
tragsdefinition festgelegt werden. Sobald Informationen fu¨r einen
Auftrag beno¨tigt werden, und low-level Dienste instanziiert wer-
den, mu¨ssen nach diesem Vorgehen alle Kontrollen fu¨r einen Auf-
trag aktiviert werden. Bei j Auftra¨gen mu¨ssen aber gegebenenfalls
nur l Regelsa¨tze instanziiert werden.
2
5 Zusammenfassung und Ausblick
In der Arbeit wurde ein auftragsorientierter Ansatz zum Aufbau von
Sensorsystemen vorgestellt und es wurden die Schutzziele fu¨r eine dar-
auf aufbauende Architektur identifiziert. Von besonderem Interesse ist
dabei Zugriffskontrollen. Der Ansatz der instanzorientierten Zugriffskon-
trolle wurde erla¨utert, der die Anforderungen an die Zugriffskontrolle in
auftragsorientierten Systemen erfu¨llt. Er bietet eine ho¨hrers Maß an Si-
cherheit als rein rollenbasierte Kontrolle und erfordert weniger Aufwand
in der Umsetzung als auftragsorientierte Kontrollen, folgt aber dafu¨r im
Gegenzug weniger konsequent dem Prinzip der minimalen Rechte.
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In zuku¨nftigen Arbeiten, soll der Ansatz von der Testimplementie-
rung in den Demonstrator des NEST (Network Enabled Surveillance and
Tracking) [8] System u¨bertragen werden. Insbesondere die Zugriffskon-
trollen fu¨r die low-level Services bieten noch Forschungspotential und
sollten besser ausgestaltet werden.
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Echtzeitfa¨higes und sensorunabha¨ngiges
Multisensorfusionssystem zur
Fahrzeugumfelderfassung
Michael Munz und Klaus Dietmayer
Universita¨t Ulm, Institut fu¨r Mess-, Regel- u. Mikrotechnik,
Albert-Einstein-Allee 41, D-89081 Ulm
Zusammenfassung In diesem Beitrag wird eine generische
Sensorfusionsarchitektur vorgestellt, welche ein heuristikfreies
und sensorunabha¨ngiges Fusionsmodul realisiert. Dies wird mit
Hilfe einer durchga¨ngigen probabilistischen Modellierung von
Objektzustand und Objektexistenz erreicht.
Fu¨r die Realisierung des Systems ist es wichtig, harte Echtzeit-
bedingungen einhalten zu ko¨nnen. Zwei hierfu¨r entwickelte echt-
zeitfa¨hige Approximation des Verfahrens werden vorgestellt und
verglichen. Die Realisierbarkeit und Echtzeitfa¨higkeit des Ver-
fahrens wird mit einer Auswertung anhand von Realdaten eines
ausgewa¨hlten Sensor-Setups in Verkehrs-Szenarien gezeigt.
1 Einleitung
Moderne Fahrerassistenzsysteme beno¨tigen eine pra¨zise Beschreibung der
Umgebung des Fahrzeuges um Komfort- und Sicherheitsfunktionen rea-
lisieren zu ko¨nnen. Die Robustheit und Genauigkeit des Systems kann
verbessert werden, indem die Daten unterschiedlicher Sensoren fusio-
niert werden. Bestehende Fusionssysteme sind jedoch auf ein bestimmtes
Sensor-Setup oder eine spezielle Anwendung hin optimiert. Diese starken
Applikations- und Sensorabha¨ngigkeiten der gesamten Verarbeitungsket-
te fu¨hren bei einem gea¨nderten Sensor-Setup oder anderen Anwendungs-
anforderungen zu hohen Kosten fu¨r die Adaption des Gesamtsystems
sowie zu Fehlerrisiken, die aufwa¨ndige Validierungsphasen erfordern.
Das Ziel des hier vorgestellten generischen Fusionsansatzes ist es, ein
sensorunabha¨ngiges System zu realisieren, welches den Austausch von
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Sensorhardware maximal unterstu¨tzt.
In diesem generischen Fusionsmodul soll die Information u¨ber sensorspe-
zifische Eigenschaften weiterhin nutzbar sein und muss daher abstrahiert
zur Verfu¨gung gestellt werden. Eine Mo¨glichkeit hierfu¨r bieten probabi-
listische Beschreibungen der Sensoreigenschaften. Dies wird im Folgen-
den als probabilistisches Sensormodell (PSM) bezeichnet. Daru¨ber hin-
aus muss auch die Sicherheit, dass der Track ein real vorhandenes und
relevantes Objekt repra¨sentiert in Abha¨ngigkeit der Sensoreigenschaften
berechnet werden. Hierfu¨r eignet sich die Verwendung eines Wahrschein-
lichkeitsmaßes, der Existenzwahrscheinlichkeit p(∃x).
Die Fusion der Daten aus den PSM wird mit Hilfe eines Extended
Kalman-Filters basierend auf dem Joint Integrated Probabilistic Data
Association (JIPDA) Algorithmus [1] realisiert. Dieser wurde gewa¨hlt,
da er die Mo¨glichkeit bietet, die PSM-Information direkt in der Fusi-
onsalgorithmik zu beru¨cksichtigen und auf dieser Basis gleichzeitig die
Existenzwahrscheinlichkeit eines Objektes u¨ber die Zeit mitzuscha¨tzen.
Fu¨r das im Rahmen dieser Arbeit realisierte Gesamtsystem wurden Er-
weiterungen des JIPDA erarbeitet, die es ermo¨glichen, sensorische Exis-
tenzmessungen einzubringen [2], explizite Geburtsmodelle zu nutzen [3]
und mehrere Messungen, welche von demselben Objekt stammen, zu ver-
arbeiten (JIPDA-MA) [3].
2 Experimentelles Sensor-Setup
Das Fusionssystem wurde in einem Versuchsfahrzeug, welches mit ei-
ner CMOS-Kamera und einem Laserscanner ausgestattet ist, prototy-
pisch implementiert und in verschiedenen Straßenszenarien getestet (s.
Abb. 18.1). Jeder Sensor besitzt eine eigene Vorverarbeitungsstufe. Die
Laserscanner-Rohdaten werden mit Hilfe eines Linien-Fit-Algorithmus in
geradlinige Fragmente aufgeteilt [3]. Im Kamerabild werden mit Hilfe ei-
nes Viola-Jones Kaskadenklassifikators Fahrzeugru¨ckfronten erkannt [4].
Dabei werden die Pixelkoordinaten des gemessenen Fußpunktes (i, j)
und die Breite bI in Pixeln der umschreibenden Box als Messvektor
z = (i, j, bI) verwendet. Um die Videodetektion zu beschleunigen, wird
eine Aufmerksamkeitssteuerung verwendet. Mit Hilfe der Transformation
bereits bestehender Tracks in den Video-Messraum ko¨nnen so Suchbe-
reiche (engl. Region Of Interest, ROI) generiert werden, ohne Sensor-
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Abbildung 18.1: Trackingansicht Verkehrsszenario. Oben links: Videodetek-
tionen und transformierte Laserscan-Segmente. Oben rechts: Vogelperspekti-
ve der Laserscanner Rohdaten. Unten links: In das Videobild transformiertes
Trackingergebnis. Unten rechts: Vogelperspektive des Umgebungsmodells.
Schnittstellen mit expliziten Sensorabha¨ngigkeiten zu erhalten.
Das vorgestellte Sensor-Setup wurde gewa¨hlt, um das Verfahren
in innersta¨dtischen Applikationen einzusetzen. Dabei wird der große
Erfassungsbereich des Laserscanners genutzt, um Verkehrsteilnehmer
fru¨hzeitig erkennen zu ko¨nnen. Die Kamera verbessert die laterale Scha¨t-
zung und tra¨gt mit Hilfe der in [4] vorgestellten Existenz-Ru¨ckschluss-
wahrscheinlichkeiten zur Diskriminierung irrelevanter Objekte bei.
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Abbildung 18.2: U¨bersicht Fusionssystem.
3 Systemu¨berblick Fusionsframework
Das sensorunabha¨ngige Fusionsframework basiert auf einem generischen
Fusionskern, der von mehreren Sensoren asynchron oder synchron Mess-
daten erha¨lt (s. Abb. 18.2). Um ein genaues zeitliches Alignment sicher-
zustellen, werden die Zeitstempel der Sensordaten mit Hilfe eines Mikro-
controllers zum Messzeitpunkt erzeugt. Jedes Sensormodul besitzt ein
PSM als einheitliche probabilistische Schnittstelle, welche die sensorspe-
zifischen Informationen kapselt. Neben dem Messvektor z und den zuge-
ho¨rigen Messunsicherheiten R(z) beinhaltet eine PSM-Messung folgende
Informationen:
• Ru¨ckschlusswahrscheinlichkeit fu¨r einen Falschalarm basierend auf
den Merkmalen der aktuellen Messung z: pfp(z) = p (∃x|z)
• Detektionswahrscheinlichkeit gegeben die aktuelle Zustandsscha¨t-
zung x: pD(x) = p (∃z|∃x)
Die ra¨umliche Aufenthaltswahrscheinlichkeit eines Tracks wird analog
zu gewo¨hnlichen Kalman-Filtern durch eine Gaußverteilung mit Erwar-
tungswert xˆ und Kovarianzmatrix P im Zustandsraum repra¨sentiert.
Zusa¨tzlich besitzt jeder Track eine Existenzwahrscheinlichkeit p(∃x), wel-
che ebenfalls u¨ber die Zeit gescha¨tzt wird.
Die Basis des Fusionskerns bildet der JIPDA-Algorithmus. Anstatt
fester Zuordnungen von Messungen zu Tracks werden Zuordnungswahr-
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Abbildung 18.3: Ausschnitt aus einem exemplarischen JIPDA Hypothesen-
baum mit zugeho¨rigen Szeneninterpretationen.
scheinlichkeiten βi,j berechnet und dabei Falschalarme und ausbleibende
Messungen beru¨cksichtigt. Fu¨r die Aktualisierung der Zustandsscha¨tzung
wird eine Einzelinnovation vKij fu¨r jeden Track und jede Messung berech-
net:
vKij = xˆ
i
k−1|k +Kijγij , (18.1)
wobei Kij der Kalman-Gain und γij das Residuum zwischen Trackpra¨-
diktion i und Messung j ist. Die Zustandsinnovation erfolgt schließlich ge-
wichtet mit den Zuordnungswahrscheinlichkeiten u¨ber alle Messungen [1]:
xˆik|k =
m∑
j=0
βijv
K
ij . (18.2)
Analog hierzu wird die zugeho¨rige Kovarianzmatrix aktualisiert [1]:
Pˆ ik|k =
m∑
j=0
βij [Pˆ ik−1|k−KijSijKTij + (vKij − xˆik|k)(vKij − xˆik|k)T] (18.3)
Dabei ist und Sij die Kovarianzmatrix des Innovations-Residuums γij .
3.1 JIPDA-Implementierung
Fu¨r die Zuordnung von Messungen Z = {z1, ..., zM} zu den Tracks T =
{x1, ..., xN} existieren verschiedene konkurrierende Alternativen auf-
grund der Unwissenheit, welche Messung von welchem Objekt stammt.
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Zusa¨tzlich ergeben sich mehrere Alternativen auf der Existenz-Ebene,
da der Track eventuell nicht existiert, aber auch die Messung von ei-
nem nicht existierenden Objekt stammen kann (Falschalarm). Außer-
dem kann eine Messung von einem existierenden Objekt auch ausbleiben
(Fehlmessung). Alle Alternativen werden im JIPDA-Verfahren gleichzei-
tig betrachtet. Die Grundlagen fu¨r die auf Hypothesenba¨umen (s. Abb.
18.3) basierende Implementierungsmo¨glichkeit aus [2], [3] sind im Fol-
genden kurz zusammengefasst.
Hierfu¨r wird die Menge der Track-Symbole T˜ definiert, welche alle
Tracks aus T und zusa¨tzlich eine Quelle fu¨r mo¨gliche Falschalarme c©
und das Symbol b fu¨r ein noch nicht beobachtetes neues Objekt umfasst.
Es ergibt sich also T˜ = {x1, ..., xN , c©, b}.
Die Messungen werden ebenfalls durch eine Menge von Mess-Symbolen
Z˜ = {z1, ..., zM ,@,} repra¨sentiert, welche die Menge aller Messungen
Z, das Symbol  fu¨r eine Fehlmessung und @ fu¨r die Hypothese, dass ein
Track nicht existiert, entha¨lt.
Jeder Knoten e im Baum repra¨sentiert die Zuordnung eines Track-
Symbols aus T˜ zu einem Messsymbol aus Z˜. Die Berechnung der Wahr-
scheinlichkeit dieses Einzelzuordnung p(e) basiert ausschließlich auf den
PSM-Informationen des Sensors und der Zustands- und Existenzinfor-
mation der Tracks.
In einer Zuordnungshypothese ist jedem Track-Symbol aus T˜ genau
ein Messsymbol aus Z˜ zugeordnet. Dies wird im Hypothesenbaum durch
einen Pfad vom Wurzelknoten zu einem Blattknoten repra¨sentiert. Der
Algorithmus berechnet nun die Wahrscheinlichkeiten fu¨r alle mo¨glichen
Zuordnungshypothesen mit Hilfe einer Tiefensuche im Baum. Auf Basis
dieser Hypothesenwahrscheinlichkeiten werden die Assoziationsgewichte
zwischen Track xi und Messung zj berechnet und damit die Zustand-
sinnovation und die a posteriori Existenzwahrscheinlichkeit berechnet (s.
Gl. 18.2 und 18.3). Zur detailierteren Beschreibung der Implementierung
von JIPDA in einem generischen Sensorfusionsmodul sei auf [3] und [5]
verwiesen. Damit ist das vorgestellte Fusionssystem in der Lage, die Da-
tenassoziation vollsta¨ndig heuristikfreu basierend auf der Information aus
der probabilistischen Track-Beschreibung und des PSMs zu berechnen.
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3.2 Generisches Track-Management
Die Aufgaben des Track-Managements ko¨nnen ebenso wie die Datenas-
soziation generisch implementiert werden. Durch die Integration des ex-
pliziten Geburtsmodells in den JIPDA-Hypothesenbaum kann auch das
Aufsetzen neuer Tracks sensorunabha¨ngig realisiert werden. Alle Mes-
sungen j, deren Assoziationsgewichte βb,j zum Symbol b gro¨ßer ist als
die Summe
∑
βi,j aller Gewichte zu existierenden Tracks, sind Kandi-
daten fu¨r die Erzeugung neuer Tracks. Diese werden durch das jeweilige
Sensormodell im Zustandsraum initialisiert.
Anhand einer sehr geringen Existenzwahrscheinlichkeit kann auf einen
fa¨lschlicherweise aufgesetzten Track geschlossen werden. Daher ko¨nnen
Tracks aus der Trackliste entfernt werden, sobald deren Existenzwahr-
scheinlichkeit eine bestimmte Schwelle unterschreitet. Die vordefinierte
Schwelle ist abha¨ngig von der zur Verfu¨gung stehenden Rechenkapazita¨t
und der gewu¨nschten Detektionsrate zu wa¨hlen.
4 Laufzeit-Approximationen
Die Komplexita¨t des Assoziationsverfahrens ha¨ngt von der Anzahl der
Pfade im Hypothesenbaum ab, welche exponentiell in der Anzahl der
Messungen M bzw. der Tracks N steigt. Die Anzahl an Iterationsschrit-
ten des JIPDA-Verfahrens bei der Traversierung des Hypothesenbaums
ist direkt proportional mit der Anzahl der Knoten im Baum. Hieraus
ergibt sich prinzipiell eine asymptotische Laufzeit von O(NM ). Bei ho-
her Anzahl an Tracks und Messungen mu¨ssen daher Approximationen
eingefu¨hrt werden, um die Anzahl der zu berechnenden Hypothesen zu
reduzieren.
4.1 Hypothesenreduktion
Zuna¨chst wird ein sogenanntes Gating durchgefu¨hrt. Alle Zuordnungshy-
pothesen, welche Messungen enthalten, die aufgrund ihres statistischen
Abstandes mit hoher Wahrscheinlichkeit nicht von dem zugeordneten
Objekt stammen, ko¨nnen vernachla¨ssigt werden. Hierfu¨r nutzt man die
Mahalanobis-Distanz zwischen pra¨dizierter Messung zˆi des Tracks xi und
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der realen Messung zj :
D(xi, zj) =
√
(zj − zˆi)TS−1ij (zj − zˆi), (18.4)
wobei S−1ij die Inverse der Innovationskovarianzmatrix ist. Fu¨r die An-
nahme gaußverteilter Gro¨ßen ist das Quadrat der Mahalanobis-Distanz
χ2-verteilt. Daher kann dieses Kriterium auf einem festgelegten Konfi-
denzniveau getestet werden. Zuordnungshypothesen zwischen Tracks und
Messungen mit D2(xi, zj) > k ko¨nnen ausgeschlossen werden, wobei k
mit Hilfe der χ2-Verteilung fu¨r eine festgelegte Gating-Wahrscheinlichkeit
pw bestimmt wird.
Vor der Berechnung des Hypothesenbaumes wird dieses Gating zur
Aufteilung von Tracks in Cluster angewandt. Hierbei sind zwei Tracks k
und l im selben Cluster, wenn es mindestens eine Messung gibt, welche
in beiden Tracks durch das Gating nicht ausgeschlossen werden konn-
te. Diese Relation ist transitiv. Die Tracks k und l werden im Folgen-
den konkurrierende Tracks genannt. Nach der Clusterbildung wird der
JIPDA-Algorithmus auf die einzelnen Cluster separat angewendet, was
die Baumbreite und -tiefe enorm reduziert. Jedoch bleibt der Rechenauf-
wand in der Komplexita¨tsklasse O(NM ).
4.2 Adaptives Gating
Um das Verfahren echtzeitfa¨hig auf einem Steuergera¨t implementieren
zu ko¨nnen, muss fu¨r das Verfahren eine maximale Laufzeit garantiert
werden ko¨nnen. Aus diesem Grund wurde ein adaptives Gatingverfah-
ren entwickelt, welches zu einer Terminierung des JIPDA Algorithmus
nach Berechnung einer vorgegebenen Anzahl an Baumknoten Nmaxe
fu¨hrt. Dabei werden nur noch die wahrscheinlichsten Assoziationshypo-
thesen berechnet. Dies la¨sst sich durch adaptive Anpassung der Gating-
Wahrscheinlichkeiten erreichen.
Als Grundlage fu¨r das Verfahren muss die Anzahl der Knoten im
JIPDA-Baum bzw. Iterationsschritte des JIPDA-Verfahrens im Vor-
aus berechnet werden ko¨nnen. Hierbei vernachla¨ssigen wir zuna¨chst die
Mehrfach-Assoziationen des JIPDA-MA-Verfahrens. Fu¨r diesen Fall kann
jedoch eine Berechnungsvorschrift analog hergeleitet werden.
Im Folgenden bezeichne Nc(k) die Anzahl der Tracks, Mc(k) die An-
zahl der Messungen und g(t) die Anzahl der durch das Gating von
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Track t ausgeschlossenen Messungen im Cluster c bei gegebener Gating-
Distanz k. Fu¨r die aktuelle Aufteilung in Cluster C = {c1, ..., cv} la¨sst
sich die zur Berechnung erforderliche Anzahl an Iterationsschritten pro
Cluster Nec(k) durch eine rekursive Vorschrift berechnen. Initial sei
Nec(k) = Ne(Nc(k),Mc(k), 1). Fu¨r jede Ebene t im Baum gilt:
Ne(n,m, t) = (m−g(t))(Ne(n−1,m−1, t+1)+1)+2(Ne(n−1,m)+1)
(18.5)
Dies la¨sst sich folgendermaßen zeigen: Jedes der m− g(t) in der Ebene t
verfu¨gbaren Messsymbole erzeugt m−1 Nachfolgeknoten, in denen n−1
Tracksymbole und m−1 Messsymbole weiter zur Verfu¨gung stehen. Zwei
zusa¨tzliche Nachfolgeknoten werden durch die Elemente @ und  erzeugt,
in denen dann m weitere Messsymbole verwendet werden ko¨nnen. Der
Rekursionsabbruch ist erreicht, wenn entweder keine Tracks oder keine
Messungen mehr vorhanden sind oder beides:
Ne(0, 0, t) = 0 (18.6)
Ne(0,m, t) = m2 +m (18.7)
Ne(n, 0, t) = 2n+1 − 2 (18.8)
Im Fall n = m = 0 (Gl. 18.6) kommen keine weiteren Knoten hinzu.
Falls n = 0,m > 0 (Gl. 18.7) stehen noch Messungen zur Verfu¨gung, die
alle den Sondersymbolen fu¨r Clutter oder Geburt zugeschlagen werden.
Der Fall n > 0,m = 0 (Gl. 18.8) erfordert die Zuordnung der restlichen
Tracks zu den Sondersymbolen fu¨r Nicht-Existenz und Fehlmessung und
daher einen vollsta¨ndigen Bina¨rbaum der Tiefe n (ohne Wurzelknoten).
Basierend auf dieser Rechenvorschrift wird die Gesamtzahl der
beno¨tigen Rechenschritte fu¨r das aktuelle Clustering berechnet. Der Be-
rechnungsaufwand hierfu¨r ist proportional zur Anzahl der Knoten im Hy-
pothesenbaum. Fu¨r alle Tracks wird eine Verteilung der zur Verfu¨gung
stehenden Berechnungsschritte festgelegt.
Prinzipiell bieten sich nun fu¨r das Clusterverfahren zwei Ansa¨tze an:
agglomerativ oder divisiv. Das divisive Verfahren wird mit einer sehr ho-
hen initialen Gatingwahrscheinlichkeit gestartet. Fu¨r jeden Cluster wird
nun die beno¨tigte durchschnittliche Rechenzeit pro Track NˆeT u¨berpru¨ft.
Falls NˆeT u¨berschritten wird, so wird dieser Cluster rekursiv mit einer
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geringeren Gating-Distanz k˜ < k neu berechnet und das gesamte Ver-
fahren wiederholt. Da Nec(k) eine monotone Funktion in k ist, kann die
optimale Gating-Distanz kopt mittels bina¨rer Suche ermittelt werden.
Dabei sollten optimalerweise nur Werte benutzt werden, die als Maha-
lanobisdistanzen zwischen Messungen und Tracks auch real vorkommen.
Bei der Suche der optimalen Gating-Schwelle ko¨nnen eventuell auch Clus-
ter entstehen, welche eine geringere Laufzeit erfordern. Daher kann die
verbleibende Rechenkapazita¨t auf andere Cluster verteilt werden.
Das agglomerative Verfahren startet mit einer initialen Clusterauftei-
lung, in der jeder Cluster aus genau einem Track besteht. In jedem Inter-
ationsschritt wird jedem Cluster nacheinander eine Messung zugeordnet.
Falls es hierzu einen konkurrierenden Track gibt, werden die entsprechen-
den Cluster vereint, falls die beno¨tigte maximale Rechenzeit NˆeT fu¨r den
entstehenden Cluster nicht u¨berschritten wird. Falls einem Cluster keine
weitere Messung mehr zugeordnet werden kann wird die verbleibende Re-
chenkapazita¨t Nc(k) · NˆeT −Nec(k) auf alle anderen Tracks gleichma¨ßig
verteilt.
Mit den adaptiven Clusterverfahren wird erreicht, dass in Berei-
chen mit hoher Ziel- und Messdichte weniger Assoziationsalternati-
ven beru¨cksichtigt werden. Hiermit kann eine obere Schranke fu¨r die
Laufzeit sichergestellt werden. Im Extremfall degeneriert das JIPDA-
Verfahren so zu einem IPDA-Verfahren mit einer lokalen Na¨chste-
Nachbarn-Zuordnung. Durch die Wahl der Verteilung der Rechenschritte
auf die Tracks kann z. B. der Rechenaufwand auf na¨her vor dem Fahr-
zeug liegende Tracks fokussiert werden. Das Verfahren basiert nicht auf
der Worst-Case-Laufzeit, sondern auf der fu¨r die aktuelle Konstellation
aus Messdaten und Tracks beno¨tigte Laufzeit und nutzt daher die zur
Verfu¨gung stehende Rechenkapazita¨t anna¨hernd optimal aus.
5 Auswertung
Das vorgestellte agglomerative Verfahren wurde fu¨r ein komplexes in-
nersta¨dtisches Szenario ausgewertet. Die Verteilung der Rechenzeit auf
die Tracks wurde uniform gewa¨hlt, d. h. NˆeT =
Nmaxe
N , die initiale Gating-
wahrscheinlichkeit pw = 0.999. Die maximale Anzahl an JIPDA-Knoten
wurde mit Nmaxe = 2000 relativ niedrig gewa¨hlt, um die sich ergebenden
Effekte gut beobachten zu ko¨nnen.
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Abbildung 18.4: Links: Rechenaufwand fu¨r den JIPDA Algorithmus ohne
(schwarz) und mit adaptivem Gating (rot). Rechts: Relative Differenz der Un-
sicherheit der a posteriori Zustandskovarianz aller Objekte ohne und mit ad-
aptivem Gating (s. Gl. 18.9).
In Diagramm 18.4 links ist die Summe der Anzahl an JIPDA-Berech-
nungen fu¨r alle Cluster aufgetragen. Das Diagramm zeigt die Anzahl mit
normalem 99,9%-Gating (schwarz) und mittels agglomerativem Gating-
verfahren (rot). Ab 4000 Knoten wurden die Ergebnisse abgeschnitten.
Es ist ersichtlich, dass bei dem Gatingverfahren die maximale Zahl an
Iterationen stets eingehalten wird.
Um die Auswirkungen des adaptiven Gatings auf die Zustandsscha¨t-
zung zu untersuchen, vergleichen wir die Unsicherheit der Objektscha¨t-
zung P mit der Unsicherheit Padapt, die sich nach Anwendung des adap-
tiven Gatingverfahren ergibt. Hierzu verwenden wir das folgende skalare
Maß rσ, welches aus der Eigenwertzerlegung P = V EV T der Kovarianz-
matrix P bzw. Padapt = VsEadaptV Ts der Kovarianzmatrix Padapt herge-
leitet wird:
rσ(P, Padapt) =
∑dim(P )
i=1
√
E(i, i)−∑dim(P )i=1 √Eadapt(i, i)∑dim(P )
i=1
√
E(i, i)
(18.9)
Diagramm 18.4 rechts zeigt das u¨ber alle Objekte gemittelte Maß r¯σ
nach der Innovation fu¨r das Verfahren mit und ohne adaptivem Track-
Clustering fu¨r die Iterationen, in denen Nmaxe ohne das adaptive Gating-
verfahren u¨berschritten worden wa¨re. Es ist ersichtlich, dass die echt-
zeitfa¨hige Variante die Zustandsunsicherheit zwar beeinflusst, die Ab-
weichungen jedoch marginal sind. Der Gesamteinfluss ist von der vorge-
gebenen maximalen Anzahl an Rechenschritten Nmaxe abha¨ngig.
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6 Zusammenfassung
Das vorgestellte System realisiert ein auf probabilisitischen Beschreibun-
gen basierendes sensorunabha¨ngiges Sensorfusionsmodul. Anpassungen
und Optimierungen fu¨r ein spezielles Sensor-Setup oder eine bestimmte
Applikation erfolgen ausschließlich in den probabilistischen Sensormo-
dellen und den Existenzmodellen, ohne dass hierfu¨r andere Module des
Systems adaptiert werden mu¨ssen.
Die echtzeitfa¨hige Approximation mit dynamisch adaptierten Gating-
schwellen erlaubt die Implementierung des Verfahrens mit harten Echt-
zeitanforderungen. Hierbei kann das Verfahren situationsbedingt die
Komplexita¨t bei der Lo¨sung des Datenassoziationsproblems auf eine ma-
ximale Komplexita¨t reduzieren.
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Verteilte Multiobjekt-Multisensorfusion mit
dem PHD-Filter
Marco Kruse und Fernando Puente Leo´n
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Institut fu¨r Industrielle Informationstechnik,
Hertzstraße 16, D-76187 Karlsruhe
Zusammenfassung Da Fahrerassistenzsysteme in Zukunft
voraussichtlich versta¨rkt auf Kommunikation zwischen Fahrzeu-
gen zuru¨ckgreifen ko¨nnen, wird in diesem Beitrag der Grundstein
fu¨r ein Sensorfusionsframework fu¨r diese Anwendung gelegt. Fu¨r
die Fusion auf Objektebene wurden Multiobjekt-Verfolgungsfil-
ter als geeignetes Werkzeug gewa¨hlt, wobei zuna¨chst das Proba-
bility-Hypothesis-Density-Filter aufgrund seiner gezielten Ausle-
gung fu¨r die Verfolgung mehrerer Objekte betrachtet wird. Die-
ses Filter wird fu¨r den Einsatz mit multiplen Sensoren, die sich
auch an zu verfolgenden Objekten befinden ko¨nnen, erweitert.
Erste Simulationen werden vorgestellt und daraus notwendige
A¨nderungen abgeleitet.
1 Einleitung
Die Motivation fu¨r die Kombination mehrerer Informationsquellen durch
Sensorfusion sind u. a. die Verringerung der Messunsicherheit durch
zusa¨tzliche, statistisch unabha¨ngige Messungen, die Gewinnung qualita-
tiv neuer Information aus gleichartigen Sensoren (z. B. Tiefendaten aus
zwei Kameras) oder die Kompensation der Schwa¨chen einzelner Sensor-
prinzipien durch weitere heterogene Sensoren.
In modernen Fahrerassistenzsystemen werden bereits oftmals die Da-
ten verschiedener Sensoren (v. a. Kameras/Radar) miteinander fusio-
niert, um die Schwa¨chen der einzelnen Sensoren bezu¨glich Auflo¨sung
oder Zuverla¨ssigkeit zu vermindern. Jedoch kann auch diese kombinierte
Information in komplexen Szenarien unzureichend sein, wenn der be-
schra¨nkende Faktor das Sichtfeld des Verkehrsteilnehmers ist. Dann ist
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es no¨tig, auch die Daten von anderen Verkehrsteilnehmern in die Um-
feldwahrnehmung miteinzubeziehen.
Wa¨hrend innerhalb eines Fahrzeugs die Sensoren, aufgrund der hohen
erreichbaren Datenraten bei kabelgebundener Kommunikation, direkt auf
Sensordatenebene fusioniert werden ko¨nnen, ist anzunehmen, dass die er-
zielbaren Datenraten bei einem Austausch zwischen Verkehrsteilnehmern
auf absehbare Zeit keine U¨bertragung von Sensor-Rohdaten zulassen wer-
den und damit nur eine Fusion von Objekthypothesen mo¨glich sein wird.
Ein gut erforschtes Werkzeug zur Sensorfusion auf Objektebene stellen
Mulitobjekt-Verfolgungsfilter dar. Die drei Hauptansa¨tze hierbei sind
• Einzelobjekt-Verfolgungsfilter mit einem Datenassoziationsschema,
• Multi-Hypothesen-Tracking und
• auf der Statistik zufa¨lliger endlicher Mengen basierende Filter.
Der vorliegende Beitrag beschreibt das Grundgeru¨st eines auf der Sta-
tistik zufa¨lliger endlicher Mengen beruhenden Mulitobjekt-Verfolgungs-
filters, welches in der Lage ist, Daten von verschiedenen Sensoren, welche
an Fahrzeugen angebracht oder fest installiert sein ko¨nnen, zu einem Ge-
samtlagebild zu fusionieren. Den Kern des Verfahrens bildet zur Zeit das
Probability-Hypothesis-Density-Filter (PHD-Filter) [1].
Der Beitrag gliedert sich wie folgt: Das PHD-Filter und seine Varian-
ten werden in Abschnitt 2 kurz vorgestellt. Die Verallgemeinerung auf
mehrere Sensoren beschreibt Abschnitt 3. Die durchgefu¨hrten Simulatio-
nen und deren Ergebnisse finden sich in Abschnitt 4, wa¨hrend Abschnitt
5 mit einer Zusammenfassung und einem Ausblick auf Erweiterungen
abschließt.
2 PHD-Rekursion
Bei der Erweiterung der Einzel- auf die Multiobjekt-Verfolgung voll-
zieht man den U¨bergang von der Betrachtung zufa¨lliger Vektoren zur
Betrachtung zufa¨lliger endlicher Mengen. Eines der ersten technisch rea-
lisierbaren Filter auf Basis der Statistik zufa¨lliger endlicher Mengen war
das Probability-Hypothesis-Density-Filter, welches Mahler 2003 vorstell-
te [1]. Anstelle der Multiobjekt-Dichte f(X) wird deren erstes Moment,
also die Intensita¨t oder Probability-Hypothesis-Density v(x), verfolgt. Sie
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ist durch folgende Gleichung definiert:
E {|S |} =
∫
|X ∩ S | f(X) δX =
∫
S
v(x) dx , (19.1)
wobei E den Erwartungswertoperator, S eine beliebiege Untermenge des
Zustandsraumes eines einzelnen Objektes und |A| die Kardinalita¨t der
Menge A bezeichnen.
Wie man sieht, ist die Intensita¨t auf dem Raum eines einzelnen Ob-
jektes definiert und kann unter der Annahme, dass die vorkommenden
zufa¨lligen endlichen Mengen durch Poisson-Prozesse beschrieben werden
ko¨nnen, na¨herungsweise durch folgende Gleichungen propagiert werden:
• Pra¨diktion:
vk|k−1(xk) = b(xk) +
∫
pS(xk−1)f(xk|xk−1)vk−1|k−1(xk−1) dxk−1
(19.2)
• Korrektur:
vk|k(xk) ≈ vk|k−1(xk) × (19.3)(
(1− pD(xk)) +
∑
z∈Z
pD(xk)f(z|xk)
c(z) +
∫
pD(xk)f(z|xk)vk|k−1(xk) dxk
)
.
Dabei bezeichnen pS(x) und pD(x) die zustandsabha¨ngigen U¨berlebens-
bzw. Detektionswahrscheinlichkeiten sowie b(x) und c(z) die Intensita¨ten
der neu erscheinenden Objekte bzw. der Fehldetektionen (Clutter). Ohne
weitere Annahmen an die einzelnen Gro¨ßen ist auch diese Rekursion bis-
her nur durch Partikelrepra¨sentationen verfolgbar (vgl. z. B. [2–4]). Unter
a¨hnlichen Annahmen wie beim klassischen Kalman-Filter (u. a. lineares
Bewegungs- und Beobachtungsmodell, konstantes pS und pD) lassen sich
aber auch hier analytische Lo¨sungen finden wie z. B. in [5]. Diese ko¨nnen
dann auch analog zu Extendend- und Unscented-Kalman-Filter erweitert
werden, um schwache Nichtlinearita¨ten zu handhaben.
Im Rahmen dieses Beitrags wurde ein Unscented-Kalman-PHD-Filter
eingesetzt, d. h. die PHD v(x) wird durch eine Summe von gewichteten
Normalverteilungen beschrieben. Die Nichtlinearita¨ten der verwendeten
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Bewegungs- und Beobachtungsmodelle werden durch die Verwendung der
Unscented-Transformation [6] approximiert. Die U¨berlebens- und Detek-
tionswahrscheinlichkeiten werden als konstant ∀x angenommen.
Als Objekthypothesen des aktuellen Zeitschritts werden die Mittel-
werte derjenigen Summanden der PHD genommen, deren Gewicht > 0,5
ist.
3 Erweiterung auf verteilte Sensoren
Um das Verfahren auf verteilte Sensoren zu erweitern, sollte zuna¨chst
gekla¨rt werden, welche Annahmen getroffen werden. Sensoren werden in
drei Kategorien unterteilt:
• Stationa¨re Sensoren, welche die Umgebung erfassen (z. B. Kameras
an unu¨bersichtlichen Kreuzungen o. a¨.),
• Sensoren an Fahrzeugen, welche die Umgebung erfassen (Kameras,
Radar, Lidar etc.),
• Sensoren an Fahrzeugen, welche interne Daten erfassen um den
Zustand des Fahrzeugs zu bestimmen (Inertialsensoren, GPS etc.).
Es wird angenommen, dass jedes Fahrzeug, welches seine erstellten
Objekthypothesen an andere kommuniziert, auch u¨ber Sensorik verfu¨gt,
die es ihm ermo¨glicht, die eigene Position fortlaufend zu scha¨tzen, und
dass diese Scha¨tzung mit hoher Pra¨zision erfolgt. Da alle von Sensoren
gelieferten Objekthypothesen kommuniziert werden, kann die eigentliche
Fusion zentral gelo¨st werden, da alle Fahrzeuge auf die gleiche Datenbasis
zuru¨ckgreifen.
Die Verarbeitung einer neuen (mengenwertigen) Messung Z k eines Sen-
sors erfolgt wie in Abbildung 19.1 gezeigt, wobei die einzelnen Blo¨cke im
Folgenden na¨her beschrieben werden.
3.1 UK-Schritt
Die einzelnen Fahrzeuge scha¨tzen ihren eigenen Zustand fortwa¨hrend mit.
Dies geschieht aufgrund des gewa¨hlten, nichtlinearen Bewegungsmodells
(s. Abschnitt 4.1) mit Hilfe eines dedizierten Unscented-Kalman-Filters
pro Sensorfahrzeug.
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Art des Sensors
UK-Schritt Sensorposition
schätzen
PHD-Prädiktion
T > 0
PHD-Geburten-Prozess
PHD-Korrektur
Interner Sensor
Umgebungs-
sensor,
stationär
Umgebungssensor,
mobil
Abbildung 19.1: Verarbeitung einer neuen Messung.
3.2 Sensorposition scha¨tzen
Liefert der Sensor eines Fahrzeugs neue Objekthypothesen, sollen die-
se u¨ber einen PHD-Filterschritt mit dem bisherigen Lagebild fusioniert
werden. Da die Messungen z relativ zum Fahrzeug erfolgen, beeinflussen
die Position und Orientierung des Sensorfahrzeugs die Likelihood f(z|x)
und mu¨ssen daher zuna¨chst bestimmt werden. Bei der Berechnung der
Likelihood wird fu¨r die Egoposition xego des Fahrzeugs die Scha¨tzung
des zugeho¨rigen UK-Filters (siehe vorigen Unterabschnitt) herangezo-
gen. Eine Scha¨tzung, welche außerdem die aktuelle Messung Z k und
die pra¨dizierte PHD vk|k−1(xk) zum Messzeitpunkt beru¨cksichtigt, sollte
aber in Zukunft erarbeitet werden.
Da momentan die Detektionswahrscheinlichkeiten der Sensoren als
konstant angenommen werden, kann das Sichtfeld der Sensoren nicht mit
modelliert werden. Der Messung Z k muss daher noch die Pseudomessung
xego hinzugefu¨gt werden, damit die Information u¨ber die Existenz und
Position des Sensorfahrzeugs nicht verloren geht, d. h. Z k
′
= Z k ∪ xego.
Beim enstprechenden Summanden in Gleichung (19.4) mu¨ssen dann auch
einige Anpassungen vorgenomen werden. So wird die Likelihood des Sen-
sors durch eine Normalverteilung mit den Parametern xego als Mittelwert
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und der zugeho¨rigen, vom UK-Filter gescha¨tzten, Kovarianz ersetzt. Die
Werte pD bzw. c(z) werden zu eins bzw. null gesetzt, da die Egoscha¨tzung
weder ausfallende Messungen noch Fehldetektionen hat.
Bei ortsfesten Sensoren wird angenommen, dass ihre Position vorab
sehr genau bestimmt wurde. Da sie nicht an Objekten befestigt sind,
deren Zustand ebenfalls mitgescha¨tzt werden soll, ist es in diesem Fall
nicht no¨tig, eine Pseudomessung und einen Pseudosensor zu erzeugen.
3.3 PHD-Pra¨diktion
Je nachdem, ob seit dem letzten Eingang von Sensordaten Zeit vergangen
ist oder nicht, wird die letzte PHD mit Hilfe von Gleichung (19.2) bis
zum aktuellen Zeitpunkt pra¨diziert, wobei die Intensita¨t der neu hinzu-
kommenden Objekte b(xk) im na¨chsten Teilabschnitt gesondert gescha¨tzt
wird.
3.4 PHD-Geburten-Prozess
Es wird angenommen, dass neue Objekte in der Na¨he von vergangenen
Messungen entstehen. Daher wird die Intensita¨t der neu hinzukommen-
den Objekte b(xk) in Abha¨ngigkeit von der letzten Messung Z k−1 be-
stimmt.
3.5 PHD-Korrektur
Als Ausgangsdichte fu¨r den Korrekturschritt nach Gleichung (19.4) wird
die Summe vk|k−1(xk) aus pra¨dizierter PHD und gescha¨tzter PHD neuer
Objekte benutzt. Die gesonderte Behandlung der Pseudomessung aus
Abschnitt 3.2 ist zu beachten.
4 Experimente
Um die Funktionsfa¨higkeit des vorgeschlagenen Verfahrens zu u¨ber-
pru¨fen, wurden in Simulationen zufa¨llig verrauschte Messdaten erzeugt
und diese dann gefiltert. Eine Bewertung der Filterergebnisse erfolgt da-
bei mit der OSPA-Metrik [7] als Abstandsmaß zwischen der Menge der
gescha¨tzten und der tatsa¨chlich vorhandenen Objekte. Dabei wird die
MOMS Fusion mit PHD-Filter 237
OSPA-Metrik in den Lokalisations- und den Kardinalita¨tsterm aufge-
trennt. Als Abstandsmaß wird die gewichtete euklidische Distanz mit
dem Gewichtungsvektor
[
2
3
2
3
6
pi
2
3
18
pi 3, 6
]T verwendet, um den Einfluss
der Gro¨ßen des Zustandsvektors (vgl. Abschnitt 4.1) anzugleichen. Die
Parameter der Metrik werden zu p = 2 und c = 50 gewa¨hlt.
4.1 Bewegungsmodell
Fu¨r die Simulation wurde ein zweidimensionales Bewegungsmodell mit
konstanter Beschleunigung und Gierrate verwendet, d. h. der Zustands-
vektor eines Objektes x = [x y θ v ω a]T setzt sich aus der absoluten
Position in kartesischen Koordinaten x, y, der Geschwindigkeit in polarer
Darstellung θ, v sowie der Gierrate ω und der Beschleunigung a entlang
der Bewegungsrichtung zusammen. Die Dynamik la¨sst sich somit u¨ber
[
x˙, y˙, θ˙, v˙, ω˙, a˙
]T
= [v · cos(θ), v · sin(θ), ω, a, 0, 0]T (19.4)
beschreiben.
4.2 Sensormodelle
Die fu¨r die Simulationen verwendeten Sensormodelle sollen kurz vorge-
stellt werden.
Ego-Sensorik
Sa¨mtliche Sensoren zur Bestimmung der eigenen Position werden zu ei-
nem Pseudosensor abstrahiert, dessen Beobachtungsraum identisch mit
dem Zustandsraum der Objekte ist:
z = x + n (19.5)
mit n ∼ N (0; diag[σ2x , σ2y , σ2θ , σ2v , σ2ω, σ2a ]). Die Parameter wurden
dabei wie folgt gewa¨hlt: σx = σy = 0,05 m, σθ = 0,1◦, σv = 1 km/h,
σω = 0,1◦/s und σa = 0,1 km/h/s.
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Lidar
Ein Lidar liefert den Winkel β eines Objektes relativ zur Sensororientie-
rung und dessen Abstand r zum Sensor:
z = [β r]T =
[
arctan
(y
x
)
,
√
x2 + y2
]T
+ n (19.6)
mit n ∼ N (0; diag[σ2β , σ2r ]). In den Simulationen wurden σβ = 0,25◦ und
σr = 0,1 m gesetzt.
Radar
Das Radar liefert, wie beim Lidar, eine Positionsscha¨tzung in Polarkoor-
dinaten – und zusa¨tzlich noch die radiale Geschwindigkeitskomponente
des Objektes:
z = [β r vr]
T =
[
arctan
(y
x
)
,
√
x2 + y2, v · cos(θ − β)
]T
+ n
(19.7)
mit n ∼ N (0; diag[σ2β , σ2r , σ2vr ]), wobei σβ = 0,5◦, σr = 0,5 m und
σvr = 0,25 km/h gewa¨hlt wurden.
Stereo-Kamera
Als Messgro¨ßen der Stereo-Kamera werden die Pixelpositionen des Ob-
jektes in beiden Kameras angenommen:
z = [kl kr]
T =
[
yl
xl
· f
∆y
− 1
2
,
yr
xr
· f
∆y
− 1
2
]T
+ n . (19.8)
Die Koordinaten xl, yl und xr, yr sind die Koordinaten des Objektes re-
lativ zur linken bzw. rechten Kamera. Der Kameraparameter f∆y wird
durch die Brennweite f der Kamera und den Abstand ∆y zweier Pixel
auf der Sensorfla¨che bestimmt und durch Kalibration als bekannt voraus-
gesetzt ( f∆y ≈ 439, 75 in den Simulationen, entspricht einer Kamera mit
640 Pixeln pro Zeile und 36◦ O¨ffnungswinkel). Das Messrauschen wird
durch n ∼ N (0; [σ2k , −0,99σ2k ; −0,99σ2k , σ2k ]) mit σk = 110 charakteri-
siert. Durch die hohe negative Korrelation der beiden Pixelfehler wird
eine verrauschte Disparita¨t simuliert.
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4.3 Szenario
Abbildung 19.2: Simulierte Kreuzungsszene (◦ markiert den Anfang und ×
das Ende einer Trajektorie).
Als Simulationsszenario wurde eine Kreuzungsszene gewa¨hlt. Die Tra-
jektorien der Objekte sind in Abbildung 19.2 zu sehen. Im Wesentli-
chen fahren die Autos horizontal mit konstanter Geschwindigkeit (ca.
50 km/h) u¨ber die Kreuzung, wa¨hrend das Fahrzeug A auf die Kreuzung
zufa¨hrt und bremst. Die Fahrzeuge erscheinen/verschwinden immer ca.
50 m von der Kreuzung entfernt. Fu¨r die Simulationen wurden folgende
Sensoren verwendet:
• ein Radar an A,
• eine Stereo-Kamera an A,
• eine Stereo-Kamera, die fest an der linken oberen Ecke der Kreu-
zung steht und zur Kreuzungsmitte ausgerichtet ist,
• ein Lidar an einem der Fahrzeuge, die von rechts kommen.
Die Detektionswahrscheinlichkeiten pD der Sensoren wurden einheit-
lich zu 1 gesetzt, d. h. es fallen keine Messungen aus. Die Abtastzeiten
der Sensoren wurden alle zu T = 0,2 s gesetzt, wobei die Werte um 0,05 s
versetzt geliefert werden. Das Szenario wurde jeweils mit jedem Sensor
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einzeln simuliert und anschließend unter Verwendung aller Sensoren. Die
Ergebnisse sind in den Abbildungen 19.3 und 19.4 gezeigt.
Es fa¨llt auf, dass in der Zeit, in der neue Objekte erscheinen (bis 3 s),
der Kardinalita¨tsfehler nach Kamera-Updates durch Fusion stark ab-
sinkt. Es ist zu erwa¨hnen, dass das Filter nach einiger Zeit stets in der
Lage ist, den Zustand – bis auf kurze Kardinalita¨tsschwankungen – gut
zu scha¨tzen.
(a) (b)
(c) (d)
Abbildung 19.3: OSPA-Werte nach Radar- und Lidar-Updates bei Verwen-
dung eines einzigen Sensors (a), (b) oder aller Sensoren (c), (d).
5 Zusammenfassung und Ausblick
Die Simulationen haben gezeigt, dass Sensorfusion mit dem PHD-Filter
mo¨glich ist. Weitere Versuche mit ausfallenden Messwerten haben aber
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(a) (b)
(c) (d)
Abbildung 19.4: OSPA-Werte nach Updates der Kameras an Fahrzeug A
bzw. an der Kreuzung bei Verwendung eines einzigen Sensors (a), (b) oder
aller Sensoren (c), (d).
gezeigt, dass sich das Filter sehr stark auf die Korrekturterme in Glei-
chung (19.4) verla¨sst, wodurch ein ausbleibender oder sehr schlechter
Messwert das Fusionsergebnis verschlechtern kann.
Um die vorliegenden Ergebnisse zu verbessern, sind mehrere Maßnah-
men angedacht. Zum Einen soll das PHD-Filter als Grundlage der Fusion
durch das CBMeMBer-Filter [8] ersetzt werden. Dieses nimmt den men-
genwertigen Systemzustand nicht als Poisson-Prozess an und verfolgt
dessen Intensita¨t wie das PHD-Filter, sondern verwendet einen Multi-
Bernoulli-Prozess und verfolgt dessen Wahrscheinlichkeitsdichte. Um so-
wohl das Sichtfeld der Sensoren als auch nicht-normalverteiltes Sensor-
rauschen realistisch zu modellieren, sollen Partikelrepra¨sentationen ge-
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nauer untersucht werden. Insbesondere deterministische Partikelappro-
ximationen wie z. B. in [9] sollen hierbei in Betracht gezogen werden, da
sie mit deutlich weniger Partikeln als herko¨mmliche Partikelfilter aus-
kommen.
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Zusammenfassung Die Kommunikation zwischen Fahrzeugen
ist eine Schlu¨sseltechnologie zur Verbesserung des Straßenver-
kehrs der Zukunft. Fahrzeuge ko¨nnen sich untereinander vor
Gefahrensituationen warnen, den aktuellen Verkehrsfluss austau-
schen oder dem Fahrer und den Passagieren erweiterte Assistenz-
funktionen bieten. Durch die beschra¨nkt zur Verfu¨gung stehende
Bandbreite sind der Menge der u¨bertragenen Informationen al-
lerdings Grenzen gesetzt. Fu¨r bestimmte Anwendungen wie die
Sammlung von Stauinformationen ko¨nnen zur Verbesserung der
Skalierbarkeit Aggregationsverfahren eingesetzt werden. Hierbei
muss allerdings gewa¨hrleistet werden, dass die Kommunikation
nicht manipuliert, gesto¨rt oder missbraucht werden kann. In die-
ser Arbeit stellen wir Aggregationsverfahren sowie deren Impli-
kation auf Sicherheit und Datenschutz vor.
1 Einleitung
Fahrzeug-Fahrzeug Kommunikation (oft abgeku¨rzt als Car-2-X oder C2X
Kommunikation) ist ein wesentliches Element unserer Anstrengungen,
den Straßenverkehr in der Zukunft noch sicherer, effizienter, und kom-
fortabler zu machen. Die Basis bildet eine einfache Idee: man stattet
Fahrzeuge mit digitalen Funksystemen aus, so dass sie Nachrichten mit
anderen Fahrzeugen oder auch mit Infrastrukturkomponenten am Stra-
ßenrand austauschen ko¨nnen. Darauf aufbauend lassen sich eine Vielzahl
von Anwendungen realisieren. So ko¨nnten z.B. Fahrer auch bei schlechter
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Sicht oder ungu¨nstigen Straßenverha¨ltnissen vor Gefahrenpunkten wie
einem Stauende gewarnt werden. Oder die Fahrzeuge melden sta¨ndig ih-
re momentane Verkehrssituation an eine Verkehrszentrale, die auf Basis
dieser sehr detaillierten Informationslage dann gezielt individuelle Um-
leitungsempfehlungen an einzelne Fahrzeuge verteilen kann.
Weltweit laufen umfangreiche Forschungsvorhaben, um diese Visio-
nen Realita¨t werden zu lassen. Beispiele fu¨r bedeutende europa¨ische
und deutsche Forschungsprojekte zu Fahrzeug-Fahrzeug-Kommunikation
sind Fleetnet, Network-on-Wheels, CVIS, Safespot, Coopers. Aufbauend
auf bisherigen Ergebnissen wird in Gremien wie der ISO, ETSI, oder
dem Car-2-Car Communication Consortium bereits an der Standardisie-
rung entsprechender Technologien gearbeitet. Parallel finden Feldversu-
che statt, deren gro¨ßter Vertreter in Deutschland momentan simTD ist.
Hier sollen die erarbeiteten Konzepte erstmals in gro¨ßeren Maßstab mit
bis zu 600 Fahrzeugen getestet werden.
Ein wesentliches Problem bei der Realisierung von C2X ist die Sicher-
heit der resultierenden Systeme. Kein Fahrzeughersteller kann es sich
heute leisten, Systeme auf den Markt zu bringen, bei denen Angreifer
Daten fa¨lschen oder das System komplett lahmlegen ko¨nnen. Die Ab-
sicherung von C2X hat sich beispielsweise das Projekt ”Secure Vehic-
le Communication“ (SeVeCom) zum Ziel gesetzt. Das Ergebnis ist eine
umfassende Sicherheitsarchitektur, bei der mit Hilfe einer Public-Key-
Infrastruktur unberechtigte Angreifer von echten Fahrzeugen unterschie-
den werden ko¨nnen [1].
Einem weiteren Problem widmet sich das PRECIOSA Projekt. Nie-
mand wu¨rde ein C2X System in seinem Fahrzeug einsetzen wollen,
wenn dadurch die Privatspha¨re des Fahrers verletzt wu¨rde und sa¨mtliche
Fahrten aus Aufzeichnungen der Kommunikation detailliert rekonstru-
iert werden ko¨nnten. PRECIOSA treibt die Entwicklung entsprechender,
Privacy-freundlicher Technologien voran [2] und empfiehlt die Verwen-
dung von anonymen oder pseudonymen Kommunikationsidentifikatoren.
1.1 Charakteristika
Ein wesentliches Problem der C2X Kommunikation ist die Skalierbarkeit
der Kommunikationsprotokolle. Bei sehr hohen Fahrzeugdichten, wie zu
Berufsverkehrszeiten oder in Autobahnstaus, ko¨nnen sich einige hundert
Fahrzeuge in gegenseitiger Reichweite befinden. Bei hohen Paketsendera-
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ten (1 Hz und ho¨her) treten zunehmend Kollisionen auf, eine zuverla¨ssige
Kommunikation ist nicht mehr mo¨glich. Erschwerend kommt hinzu, dass
manche Anwendungen Informationen u¨ber gro¨ßere Entfernungen als die
Empfangsreichweite transportieren mu¨ssen. Dann greift man auf so ge-
nanntes Multi-Hop-Forwarding zuru¨ck, bei dem Fahrzeuge empfange-
ne Nachrichten erneut aussenden, um sie weiter entfernten Fahrzeugen
zuga¨nglich zu machen.
Einfaches Flooding, wie es oben beschrieben ist, skaliert allerdings sehr
schlecht und tra¨gt weiter zum Kollisionsproblem bei. Deshalb kommen
zur Nachrichtenverteilung in einem bestimmten geographischen Gebiet
(dem so genannten Geocast) oft angepasste Weiterleitungsverfahren wie
Gossiping zum Einsatz [3], bei denen nicht mehr jedes Fahrzeug alle
empfangenen Nachrichten weiterleitet und trotzdem eine stabile Infor-
mationsverteilung erreicht wird. Fu¨r manche Anwendungen la¨sst sich
eine noch bessere Skalierung durch Verwendung von Datenaggregati-
on erreichen. Hierbei werden Daten von den weiterleitenden Fahrzeu-
gen nicht mehr unvera¨ndert ausgesendet. Vielmehr werden Daten unter
Umsta¨nden zusammengefasst und komprimiert.
2 Aggregation
Ein Beispiel, welches das Potential von Aggregationsmechanismen ver-
deutlicht, ist eine Anwendung zur Verbreitung von Stauinformatio-
nen. Bei einer einfachen Implementierung mittels Fahrzeug-Fahrzeug-
Kommunikation wu¨rde jedes einzelne Fahrzeug periodisch seine aktuelle
Position, die aktuelle Zeit sowie die gefahrene Geschwindigkeit Multi-
Hop verbreiten. Dies ermo¨glicht die Planung von Alternativrouten zur
Stauumfahrung, allerdings entsteht so eine hohe Anzahl von Nachrich-
ten die schnell die zur Verfu¨gung stehende Bandbreite erscho¨pft. Fu¨r die
Erkennung von Stausituationen sind Informationen von einzelnen Fahr-
zeugen jedoch nicht notwendig. Es reicht aus, den Mittelwert der gefahre-
nen Geschwindigkeiten u¨ber bestimmte Abschnitte zu betrachten. Hierzu
ist zuna¨chst wieder die periodische Verbreitung von Einzelinformationen
durch jedes Fahrzeug notwendig. Diese werden jedoch nicht Multi-Hop
verbreitet, sondern jedes empfangende Fahrzeug vergleicht neue Infor-
mationen mit seiner vorhandenen Wissensbasis. Dann wird entschieden,
ob neue Informationen mit bekannten aggregiert werden ko¨nnen oder
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einzeln weiter verbreitet werden mu¨ssen. Unabha¨ngig von der La¨nge des
Staus reicht so eine einzelne Nachricht von konstanter Gro¨ße aus, um die
Stauinformation zu verbreiten.
2.1 Verwandte Forschung
Vergleichbare Protokolle wurden im Forschungsbereich der mobilen Sen-
sornetze entwickelt. Mobile Sensornetze bestehen aus einer Vielzahl von
so genannten Motes, die etwa Umgebungstemperaturen in Geba¨uden
u¨berwachen. Charakteristisch sind der geringe Formfaktor der Motes,
geringe oder keine Mobilita¨t, geringe Rechenleistung sowie geringe Ener-
gieressourcen. Die Knoten kommunizieren untereinander, Ziel ist aber
ha¨ufig, die erhobenen Daten zu einer Senke zu leiten und dort zu ver-
arbeiten. Aggregation wird hier vor allem verwendet, um durch weniger
Sendeoperationen Energie zu sparen. Aggregationsverfahren fu¨r Sensor-
netze basieren ha¨ufig auf einer hierarchischen Baumstruktur, die initial
aufgebaut wird und anhand deren Kanten die Informationen weiter ge-
leitet und aggregiert werden. Aufgrund der hohen Knotenmobilita¨t in
Fahrzeug-Fahrzeug-Netzen lassen sich Aggregationsverfahren fu¨r Sensor-
netze nicht u¨bertragen. Baumstrukturen ko¨nnen nicht effizient aufgebaut
und verwaltet werden. Weiterhin existieren keine klar definierten Sen-
ken. Im Gegenteil sind aggregierte Informationen in Fahrzeug-Fahrzeug-
Netzen in der Regel fu¨r alle Knoten relevant.
Daher mu¨ssen fu¨r Fahrzeug-Fahrzeug-Netze neue Aggregations-
Protokolle entwickelt werden. Einfache Aggregationsprotokolle basieren
auf einer Segmentierung der Straße in Abschnitte gleicher Gro¨ße (etwa
SOTIS [4]). Innerhalb der Segmente werden die von Fahrzeugen gemelde-
ten Geschwindigkeiten gemittelt und nur diese Mittelwerte werden wei-
ter verbreitet. Diese feste Segmentierung hat jedoch den Nachteil, dass
sie nicht dynamisch auf die aktuelle Verkehrssituation reagieren kann.
Wa¨hrend fu¨r la¨ngere Stauabschnitte unno¨tig viele Segmente verwendet
werden mu¨ssen, werden Ereignisse, die kleiner als die Segmentgro¨ße sind,
durch die Mittelung verfa¨lscht. Auch TrafficView [5] basiert auf der Seg-
mentierung der Straße in Abschnitte. Allerdings wird die Entscheidung
wie stark aggregiert wird abha¨ngig von der Entfernung der betroffenen
Einzelinformationen zum eigenen Fahrzeug getroffen. Im Gegensatz zu
SOTIS aggregiert TrafficView fahrzeugorientiert und nicht segmentori-
entiert. Das heißt es werden Positionen sowie Geschwindigkeiten von
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Fahrzeugen gemittelt, allerdings die IDs der beteiligten Fahrzeuge als Lis-
te beibehalten. Zur Darstellung der aktuellen Verkehrssituation mu¨ssen
diese Informationen dann erneut verarbeitet und zusammen gefasst wer-
den. Lochert et al. [6] zeigen ein Verfahren zur intelligenten Fusion bei
der Aggregation. Durch die Verwendung von erweiterten Flajolet-Martin
Sketches werden Duplikate, die durch die Multi-Hop-Verbreitung von
Aggregaten entstehen ko¨nnen, eliminiert.
2.2 Datenzentrische Aggregation mittels Fuzzy Logic
Es hat sich gezeigt, dass Systeme mit festen Segmenten nicht ausreichend
skalieren und sogar die Straßensituation unter Umsta¨nden nicht korrekt
abbilden. Je dynamischer die Segmentgro¨ße jedoch gewa¨hlt wird, desto
wichtiger ist es, auf einen guten Kompromiss zwischen erzielter Bandbrei-
tenreduktion und dem damit verbundenen Informationsverlust zu achten.
Wir entwickelten daher ein System, das allein aufgrund von qualitativen
Parametern aggregiert [7].
Lokale
Sensoren
Paket-
Generator
Knoten
Externe
Pakete Aggregator
Aggregat
Aggregat
Weltbild
Abbildung 20.1: Systemmodell des Aggregationsverfahrens.
Abbildung 20.1 zeigt das System im U¨berblick. Quelle von Paketen
sind sowohl lokale Sensoren als von anderen Knoten empfangene Pa-
kete. Die Aggregationskomponente vergleicht die neuen Pakete mit be-
reits im lokalen Weltbild vorhandenen. Es wird dann entschieden, ob die
A¨hnlichkeit zu bereits vorhandenen Informationen groß genug ist um zu
aggregieren oder ob neue Pakete einzeln dem Weltbild hinzugefu¨gt wer-
den. Zur Weiterverbreitung werden periodisch die relevantesten Pakete
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im Weltbild (z. B. die neuesten Informationen der na¨heren Umgebung)
ausgewa¨hlt und in Nachrichten fixer Gro¨ße per Broadcast an die Fahr-
zeuge in Funkreichweite verteilt. Dort werden sie als externe Informatio-
nen empfangen und weiter verarbeitet, sodass eine indirekte Multi-Hop-
Verbreitung entsteht.
Um die Entscheidung zu treffen, welche Pakete a¨hnlich genug sind,
um zusammengefasst zu werden zu einem neuen Paket, wird Fuzzy Re-
asoning verwendet. Fuzzy Reasoning ermo¨glicht es, die Bedingungen fu¨r
die Zusammenfassung flexibel zu beschreiben und dabei alle Informa-
tionen zu beru¨cksichtigen, die in den Paketen enthalten sind. Fu¨r ein
Verkehrsinformationssystem sind in den Paketen die aktuelle Geschwin-
digkeit, Position sowie ein Zeitstempel enthalten. All diese Informatio-
nen ko¨nnen relevant sein, um eine Aggregationsentscheidung zu treffen.
So sollen beispielsweise Pakete nur zusammen gefasst werden, wenn die
Geschwindigkeit a¨hnlich ist und die Positionen der betreffenden Pakete
nicht zu weit auseinander liegen. Diese Aussage kann mittels Fuzzy Logic
folgendermaßen abgebildet werden. Jeder Einflussfaktor entspricht einer
Mitgliedschaftsvariable (MSV). Jeder MSV werden eine Reihe von Mit-
gliedschaftsfunktionen (MSF) zugeordnet, die den reellwertigen Eingaben
ein Adjektiv zuordnen. Zum Beispiel kann die MSV SPEED_DIFFERENCE
durch die MSF LOW, MEDIUM und HIGH beschrieben werden; analog kann
fu¨r die MSV POSITION_DIFFERENCE verfahren werden. Die verschiede-
nen Mitgliedschaftsfunktionen ko¨nnen graduell ineinander u¨bergehen, da
sie mittels Fuzzy Sets beschrieben sind. Die oben genannte Beispielregel
kann dann wie folgt ausgedru¨ckt werden:
if SPEED_DIFFERENCE is LOW and POSITION_DIFFERENCE is LOW
then DECISION is AGGREGATE
Auch die Aggregationsentscheidung ist als MSV modelliert. Sie wird
jedoch nicht durch Eingabeinformationen belegt, sondern erst durch
die Evaluation der Fuzzy Logic Regeln belegt. Abbildung 20.2 zeigt,
dass fu¨r die Eingabewerte 6.0 fu¨r SPEED_DIFFERENCE sowie 8.0 fu¨r
POSITION_DIFFERENCE die Mitgliedschaftsfunktionen AGGREGATE von
DECISION mit 0.4 belegt wird. Das logische and der Regel wird durch die
Fuzzy Logic als min(a, b) interpretiert. Genauso ko¨nnen weitere Regeln
existieren, die zu einer positiven oder negativen Aggregationsentschei-
dung fu¨hren. Nach Auswertung aller Regeln wird diejenige Entscheidung
getroffen, deren MSF am meisten zugewiesen wurde.
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MSF
DECISION
6.0
0.9
0.4
8.0
1
LOW LOW AGGREGATE
Abbildung 20.2: Fuzzy Logic Mitgliedschaftsvariablen und ihre Auswertung.
Sollen zwei Pakete aggregiert werden, wird fu¨r jede enthaltene Informa-
tion eine Aggregationsfunktion ausgefu¨hrt. So wird die Geschwindigkeit
gemittelt; als Positionsinformation des resultierenden Aggregats wird der
Intervall zwischen den Positionen der Einzelpakete angenommen. Ge-
nauso ko¨nnen Zeitintervalle gebildet werden. Analog dazu ko¨nnen die
Aggregationsfunktionen auch fu¨r das Zusammenfassen bereits existie-
render Aggregate definiert werden, was eine hierarchische Aggregation
ermo¨glicht. So ko¨nnen die Aggregate kollaborativ durch die einzelnen
Fahrzeuge gebildet werden. Bei zunehmender Verbreitung der Informa-
tionen konvergieren die verbreiteten Aggregate und die daraus entstehen-
de lokale Wissensbasis der Fahrzeuge zu einer gemeinsamen Sichtweise
der Verkehrssituation. Die Definition von flexiblen, qualitativen Entschei-
dungsregeln ermo¨glicht es, dass diese Sichtweise so feingranular wie not-
wendig, aber gleichzeitig so grob wie ohne gro¨ßeren Informationsverlust
mo¨glich ist.
3 Sicherheit und Datenschutz
Eine grundsa¨tzliche U¨berlegung bei Fahrzeug-Fahrzeug-Netzen ist, dass
Vertraulichkeit fu¨r viele Anwendungen eine untergeordnete Rolle spielt –
gerade fahrsicherheitsrelevante Informationen sollen mo¨glichst ohne Ver-
schlu¨sselung allen Verkehrsteilnehmern zur Verfu¨gung stehen –, Inte-
grita¨t aber wichtig und schu¨tzenswert ist. Integrita¨t bedeutet in die-
sem Kontext, dass ein Angreifer nicht in der Lage sein sollte, belie-
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bige gefa¨lschte Informationen im Netz zu verbreiten. Je nach Anwen-
dung ko¨nnte dies Fehlentscheidungen von Navigationssystemen bedeu-
ten oder schlimmstenfalls Unfa¨lle verursachen, wenn Fahrer etwa auf-
grund gefa¨lschter Warnmeldungen stark abbremsen. Ein erster Schritt
zur Integrita¨tssicherung ist der Einsatz von kryptographischen Signatu-
ren. Durch Zertifizierung der o¨ffentlichen Schlu¨ssel durch eine vertrau-
enswu¨rdige Instanz wird verhindert, dass Angreifer mittels selbst ins Netz
eingebrachter Gera¨te gefa¨lschte Nachrichten mit einer Vielzahl fiktiver
Absender erzeugen ko¨nnen, um so ihren Einfluss zu erho¨hen [1]. Verbrei-
tete Informationen mu¨ssen also von Fahrzeugen erzeugt worden sein und
werden wa¨hrend dem Broadcast durch die kryptographische Signatur vor
Vera¨nderungen geschu¨tzt.
Dieses Vorgehen la¨sst sich jedoch nicht fu¨r Aggregationsverfahren ver-
wenden. Sobald ein Fahrzeug zwei Pakete zu einem Aggregat zusam-
menfasst, geht die Verifizierbarkeit der Signaturen der einzelnen Pakete
verloren. Das aggregierende Fahrzeug kann zwar das entstehende Aggre-
gat signieren, dies weist aber nicht mehr die korrekte Entstehung des
Aggregats nach. Ein Angreifer ko¨nnte also gefa¨lschte Pakete erzeugen,
die u¨ber eine große Fla¨che und eine hohe Anzahl beteiligter Fahrzeuge
Auskunft zu geben scheinen und so trotz kryptographischer Signaturen
einen hohen Einfluss gewinnen. Ein empfangendes Fahrzeug kann dann
nicht verifizieren, ob diese Informationen gefa¨lscht oder korrekt sind, da
die notwendigen Signaturen nur fu¨r die Einzelpakete vorlagen, die inhalt-
lich zu einem Aggregat verschmolzen wurden. Die Verbindung zwischen
den einem Angreifer zur Verfu¨gung stehenden Ressourcen, also Fahr-
zeugen, und dem erzielbaren Einfluss der gefa¨lschten Pakete wird also
aufgehoben. Es ist also wichtig, gerade die Integrita¨t von Aggregaten zu
schu¨tzen, da sie oft semantisch ho¨herwertige Informationen als einzelne
Informationen enthalten.
Andererseits stellen bereits einzelne Signaturen, die periodischen Be-
acons hinzugefu¨gt werden, einen erheblichen Anteil an der Gesamtgro¨ße
der versendeten Nachrichten dar. Fu¨gt man aggregierten Informationen
kryptographische Signaturen hinzu, besteht die Gefahr, dass hierdurch
der Bandbreitenvorteil der Aggregation wieder aufgehoben wird. Ein hy-
pothetisches sicheres Aggregationsprotokoll soll dieses Problem verdeut-
lichen. Angenommen, jedes neue Paket das durch das Auslesen lokaler
Sensoren entsteht, wird kryptographisch signiert. Weiterhin angenom-
men, bei jedem Aggregationsschritt werden dem neu erzeugten Aggregat
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alle darin eingegangenen Pakete angeha¨ngt inklusive ihrer Signaturen.
Dann ko¨nnen empfangende Fahrzeuge jederzeit den kompletten Aggrega-
tionsprozess nachvollziehen indem sie zuna¨chst die Signaturen der einzel-
nen Pakete pru¨fen und anschließend die Fusionsfunktionen selbst anwen-
den und mit dem vorgegebenen Resultat vergleichen. Dieses Verfahren
erreicht denselben Grad an Sicherheit wie bei der Verbreitung von Ein-
zelpaketen ohne Aggregation. Allerdings gibt es so keinen Bandbreiten-
vorteil durch die Aggregation. Es gilt also, einen Kompromiss zwischen
erreichter Sicherheit und beno¨tigter zusa¨tzlicher Bandbreite zu finden.
Existierende Forschung zu sicherer Aggregation verwendet beispiels-
weise konkatenierte Signaturen, um Aggregate u¨ber feste Straßenseg-
mente abzusichern. Dies setzt allerdings ein entsprechendes Aggregati-
onsverfahren voraus. Weiterhin geht man hier davon aus, dass Fahrzeuge
im gleichen Segment miteinander eine gemeinsame aggregierte Sichtweise
aushandeln ko¨nnen. Aufgrund von unterschiedlichen und Geschwindig-
keiten ist dies Annahme jedoch nur bedingt realistisch.
3.1 Selektive Attestierung von Aggregaten
Wir verwenden daher flexible Sicherheitsmechanismen, die nicht auf be-
stimmte Aggregationsverfahren angewiesen sind und auch zusammen mit
dynamisch segmentierenden Verfahren wie in Abschnitt 2.2 besprochen
zusammen arbeiten [8]. Abbildung 20.3 zeigt das Verfahren aufbauend
auf dem in Abbildung 20.1 gezeigten Aggregationsverfahren. Wie dort be-
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Abbildung 20.3: Systemmodell der sicheren Aggregation.
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sprochen, gehen wir davon aus, dass Informationen sowohl von Lokalen
Sensoren gelesen werden, als auch von anderen Fahrzeugen empfangen
werden. Wa¨hrend lokal entstandene Informationen aus vertrauenswu¨rdig
betrachtet werden, mu¨ssen u¨ber das Fahrzeug-Fahrzeug-Netz empfange-
ne Informationen u¨berpru¨ft werden. Hierzu werden sowohl kryptogra-
phisch signierte, zusa¨tzliche Einzelpakete verwendet – so genannte At-
testierungsinformationen –, als auch eine heuristische U¨berpru¨fung der
vorgegebenen Werte im Aggregat. All diese Einflu¨sse werden wiederum
mittels Fuzzy Reasoning zu einem Vertrauenswert zusammen gefasst. Lo-
kal werden die Aggregate dann lediglich anhand ihres Vertrauenswertes
verarbeitet. Verlassen Aggregate bei der Weiterverbreitung wieder den
lokalen Bereich, so verliert der Vertrauenswert seine Bedeutung und es
werden erneut Attestierungsinformationen hinzugefu¨gt. Die Fusion ver-
schiedener Einflussfaktoren zu einem einzelnen Prozentwert ermo¨glicht
es, die zugrunde liegenden Sicherheitsmechanismen mit nur geringen
A¨nderungen in das verwendete Aggregationsverfahren zu integrieren. So
werden nur solche Informationen zur Weiterverbreitung ausgewa¨hlt, die
einen hinreichenden Vertrauenswert aufweisen.
Fu¨r die Auswahl von Attestierungsinformationen gibt es zwei Anforde-
rungen. Erstens sollen etwa zur Aggregation von Verkehrsinformationen
Aggregate gebildet werden u¨ber Streckenabschnitte in denen a¨hnliche Ge-
schwindigkeiten gefahren werden. Um zu verhindern, dass ein Aggregat
erzeugt wird, das etwa einen nicht existierenden Stau vorgibt, sollten da-
her diejenigen signierten Einzelpakete, die Auskunft u¨ber den Rand der
vom Aggregat abgedeckten Fla¨che geben, hinzugefu¨gt werden. Diese sind
eindeutig identifizierbar und ihre Anzahl ist konstant in Abha¨ngigkeit
von der Anzahl der Aggregationsdimensionen. Um zusa¨tzlich zu verhin-
dern, dass ein Angreifer eine existierende Situation verdeckt, also et-
wa einen Stau, der sich zwischen Abschnitten normalen Verkehrsflusses
befindet, verdeckt, werden weitere Attestierungsinformationen beno¨tigt.
Diese werden mo¨glichst gleichverteilt u¨ber die Aggregationsdimensionen
ausgewa¨hlt. Je mehr signierte Einzelpakete so hinzugefu¨gt werden, de-
sto schwieriger ist ein Angriff, aber desto gro¨ßer ist der Bandbreitenver-
brauch der Aggregate. Die Granularita¨t der hinzugefu¨gten Informationen
muss daher je nach Sicherheitsbedarf der konkreten Anwendung gewa¨hlt
werden.
Durch dieses Verfahren ist eine Absicherung von Aggregationsverfah-
ren mo¨glich ohne deren Bandbreitenvorteil zu eliminieren. Durch die fle-
Sicherheit und Datenschutz bei verteilter Datenaggregation 253
xible Kombination verschiedener Einflussfaktoren und deren Fusion in
einen einzelnen Vertrauenswert pro Aggregat lassen sich die Sicherheits-
mechanismen fu¨r eine Vielzahl von existierenden Aggregationsprotokol-
len anwenden.
3.2 Datenschutzaspekte
Informationen, die u¨ber Fahrzeug-Fahrzeug-Netze verbreitet werden, ent-
halten oft personenbezogene Daten, die mit den richtigen Kontextinfor-
mationen versehen kompromittierende Informationen ergeben ko¨nnen.
Gelingt es etwa einem Angreifer, durch eine eindeutige Identifikations-
nummer mehrere Beacons eines Fahrzeugs zu verbinden, die Positions-
informationen enthalten, so kann ein Bewegungsprofil der betreffenden
Person angefertigt werden. Eine Mo¨glichkeit zur Verhinderung solcher
Missbrauchsszenarien ist das Prinzip der Datenminimierung. Wie bereits
argumentiert, reicht etwa fu¨r eine Verkehrsinformationsanwendung die
mittlere Geschwindigkeit auf bestimmten Straßenabschnitten aus. Exak-
te Informationen von einzelnen Fahrzeugen sind nicht notwendig. Im-
plementiert man ein solches Verfahren ohne Aggregation, werden solche
Einzelinformationen erst bei der Aufbereitung der Informationen fu¨r die
Benutzer ausgefiltert und gemittelt. Das heißt aber, dass die Informa-
tionen bei allen Verkehrsteilnehmern verfu¨gbar sind und potentiell ge-
sammelt und fu¨r das Sammeln von personenbezogenen Daten verwendet
werden ko¨nnen.
Setzt man dagegen ein Aggregationsprotokoll ein, so werden Infor-
mationen nur lokal – also in direkter Sendereichweite – verbreitet. In
gro¨ßeren Regionen werden sie nur aggregiert mit weiteren Informationen
verbreitet. Dadurch ist das Sammeln einer Vielzahl von personenbezoge-
nen Daten erschwert. Trotzdem werden allerdings zuna¨chst einzelne In-
formationen von identifizierbaren Fahrzeugen beno¨tigt, um daraus dann
Aggregate zusammen zu fassen. Mit ho¨herem Aufwand ist also immer
noch mo¨glich, Bewegungsprofile zu erzeugen.
4 Zusammenfassung
Aggregation ist ein wichtiger Baustein zur Adressierung der Skalier-
barkeitsproblematik der Informationsverbreitung in Fahrzeug-Fahrzeug-
Netzen. Mit der Fuzzy Logic-basierten Fusion von Informationen haben
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wir ein System vorgeschlagen, das der Dynamik in solchen Netzen ge-
recht wird und die optimale Granularita¨t der Information erreicht. Auch
die Datensicherheit kann durch gezieltes Anha¨ngen signierter Einzelwerte
probabilistisch erzielt werden. Dies zeigt gleichzeitig auch, dass probabi-
listische Sicherheitsmechanismen zwar keine absolute Sicherheit garan-
tieren ko¨nnen, aber sehr effizient ein hohes Maß an Sicherheit erzeugen.
In Bezug auf den Datenschutz bleiben noch einige Fragen offen. Wir
arbeiten derzeit an Protokollen, die auch diese Probleme beseitigen.
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