Supplementary Appendix

Cross-validation method
A common method of cross-validation is to split the study data into a training and validation samples. In this approach, a statistical model is developed on the training sample and its performance is then assessed against the validation sample.
One limitation of this approach is that only a subset of the data is used for model building, and when sample size is limited (as is often the case) this can lead to models that are more unstable than they would have been had the whole sample been used to generate them.
Various alternative methods have been proposed to address this problem, including K-fold cross-validation, leave-one-out cross-validation, and bootstrapping methods that adjust for optimism. [1, 2] We chose the latter approach because it is relatively simple to implement using standard statistical software and because it has been in other studies that have developed similar kinds of risk scores (see, for example, Cook at al [3] ).
Cross-validating a model using bootstrapping methods that adjust for optimism involves three main steps. First, a statistical model is developed using the entire dataset (typically using logistic or linear regression analyses). A measure of fit is estimated for this model (e.g. R-squared or c-statistic), which may be called "the overall fit statistic". Second, samples are drawn with replacement from the entire dataset ("bootstrap samples") and the model developed in the previous step is re-estimated for each of these samples, with fit statistics calculated for each one ("bootstrap fit statistics"). Importantly, the coefficient values estimated from each bootstrap sample are also applied to the entire dataset and overall fit statistic is re-calculated ("population fit statistics"). The average of the difference between the population fit statistics and the bootstrap fit statistics represents the "optimism" that biases the overall fit statistic. Therefore, the final step is to subtract the value of the optimism statistic from the value of the overall fit statistic. This value is reported as the measure of model fit, "adjusted for optimism".
Applying this methodology to our analysis, we considered three main multivariable logistic regression models as candidates for the predictive model on which to base our risk score. What follows is a specific description of the crossvalidation of Model 1 (see Table 2 in the main paper); the same approach was used for the other two models. 
Using clinical care complaints only
In the paper we report the results of multivariate logistic regression using all complaints. Here we report the results using just those complaints that related to clinical care. The three models correspond to the three models described in the method and results section. Performance of PRONE score Figure S1 : Receiver-operating characteristic curves showing the performance of the logistic regression model and the 22-point Complaint PRONE score in predicting risk of complaint within 2 years
