Introduction .
Optimization of functions derived from the modeling and simulation of some physical process constitutes an important class of problems in many engineering and scientific applications. Typically, the computer simulation entails the solution of a system of nonlinear partial differential equations (PDE) in two or three dimensions. Other applications include particle dynamics simulations or problems in chemical kinetics. The main characteristic of these types of problems is that the function evaluation is computationally expensive and dominates the total cost of the optimization problem. Depending on the nature of the application and the solution method employed, there can also be noise associated with the evaluation of the objective function. This noise can usually be reduced, but only at the cost of making the computation time even greater. In many of these applications, derivative information is also not available or must be computed using finite differences, thereby generating noisy gradients. Fortunately, the dimension of the optimization problem in many of these optimal design problems is small to medium (usually on the order of tens of parameters). In this study, we will concentrate on the development of parallel unconstrained optimization algorithms for the solution of these types of problems on small to medium scale shared memory processors (SMP'S), where the number of available processors is comparable to the number of optimization parameters. The rationale for this decision is that although massively parallel computers are available, the majority of computational power in most industrial or scientific settings consists of small to medium scale clusters of SMP'S or networks of workstations (NOW'S) that can be used in a similar capacity.
There have been many attempts at parallelizing nonlinear optimization methods. In the area of Newton methods, one of the earliest attempts at parallelization was the work of Straeter [17] , who developed a parallel rank-one updating formula for the Hessian approximations used in variable metric methods. This formula was later extended by Laarhoven [12] to more general updating formulas. Byrd, Schnabel and Shultz [2] also proposed parallel QuasiNewton methods based on speculative gradient and Hessian evaluations. Schnabel [16] gave an excellent review of the challenges and limitations in parallel optimization. In that review, Schnabel identified three major levels for introducing parallelism: 1) parallelize the function, gradient, and constraint evaluations, 2) parallelize the linear algebra, and 3) parallelize the optimization algorithm at a high level.
In this study, we choose to focus on the third option due to the characteristics of the problems mentioned above. In particular, the first option is not typically available to us because for many situations we do not have access to the source code for the function or the constraints. In addition, the dimension of the optimization problems of interest is usually small, and therefore parallelizing the linear algebra would not yield any benefits.
The third option, that of parallelizing optimization at a high level, has recently "received more attention. Some attempts that fit into this category include methods such as parallel direct search methods [7] , genetic algorithms [11] , and simulated annealing [10] . These methods are inherently parallel and extremely popular in engineering optimization. Although direct search methods can be a powerful tool, they suffer from slow convergence and thus may require many function evaluations. In a setting where each function evaluation may take several CPU hours to compute this is highly undesirable. Newton-based methods, on the other hand, have good convergence properties, but there are few options for parallelizing a typical Newton method at a high level. For the purposes of this paper, we will assume that the gradient of the objective function is not available and that finite differences are used to compute any necessary derivative information. Since this calculation is easily parallelized, we will not consider this option. Another approach to parallelization is the work by Phua and Zeng [15] in which they use a multiple line search, multiple direction algorithm to introduce parallelism into a Newton method. However, it is not clear how robust a line search method would be in a situation where the function and gradient are noisy. Carter [3] has addressed the issue of inexact gradients for another class of algorithms known as trust-region methods and has given conditions under which these algorithms will converge. In a separate paper, Carter presented various numerical results [4] for this class of algorithms.
In this paper, we consider a new class of methods that combines the parallel direct search method and the trust-region method to produce a new class of algorithms that takes advantage of the best properties of both algorithms. In particular, we will show that the rapid convergence rates typical of Newton type methods is preserved while gaining the advantage of parallelism inherent in the parallel direct search methods. In section 2, we describe the new class of algorithms and consider their convergence properties in section 3. In section 4, we give numerical results from a set of test problems and an application in optimal design. We conclude in section 5 with a summary and a brief discussion of future research directions.
The Trust-Region PDS Algorithm
Before describing the new class of algorithms, we first give a brief overview of the standard trust-region method and the parallel direct search (PDS) method due to Dennis and Torczon [7] . In each iteration of a trust-region method, a quadratic model of the objective function, f, is formed, and a region in which the model is trusted to approximate the actual function accurately is determined. A trial step is then computed by solving the following subproblem:
where XCis the current point, s is the step, g(xC), is the gradient of f at the current point, H. is the current Hessian approximation, and & is the size of the trust region. We will refer to this as the trust-region subproblem. In a typical implementation, the step s will be in the steepest descent direction, the Newton direction, or some convex combination two, The trust-region method is illustrated in Figure 1. a step of the The parallel direct search algorithm belongs to a class of optimization methods that do not compute derivatives. The PDS algorithm can be briefly described as follows. Starting from an initial simplex SO, the function value at each of the vertices in SOis computed and the vertex corresponding to the lowest function value, Vo,is determined. Using an underlying grid structure, So is reflected about V. and the function values at the vertices of this rotation simplex, ST, are compared against the function value at Vo. If one of the vertices in ST has a function value less than the function value corresponding to Vo, then an expansion step to form a new simplex, S., is attempted in which the size of S. is expanded by some multiple, usually 2. The function values at the vertices of Se are compared against the lowest function value found in ST, If a lower function value is encountered, then Se is accepted as the starting simplex for the next iteration; otherwise ST is accepted for the next iteration. If no function value lower than the one corresponding to V. is found in ST, then a contraction simplex is created by reducing the size of So by some multiple, usually 1/2, and is accepted for the next iteration.
Because PDS only uses function comparisons, it is easy to implement and use. Since the rotation, expansion, and contraction steps are all well determined, it is possible to precompute a set of grid points corresponding to the vertices of the simplices constructed from various combinations of rotations, expansions, and contractions. Given this set of grid points, called a search scheme, the PDS algorithm can compute the function values at all of these vertices in parallel and determine the vertex corresponding to the lowest function value. The number of points used in the search scheme is referred to as the search scheme size and it usually is adjusted to be at least equal to the number of processors available. Figure 2 demonstrates a typical PDS iteration.
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Figure 2: PDS method
Both methods have advantages and disadvantages, as described in Section 1, In order to combine the strengths of these methods, we propose a new class of algorithms which uses the PDS method within a trust-region framework. This type of algorithm, which we will refer to as TRPDS, is illustrated in Figure 3 and is described below. The controlling framework is the same as that for standard trust-region algorithms, but the method of computing the new step is different. Rather than solving the trust-region subproblem, the TRPDS method solves min~(xC +s) s. t.
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We will refer to this as the PDS subproblem. There area few important points to note. The first is that the actual objective function is being minimized as opposed to a quadratic model of the objective function. Also, this subproblem is not solved to optimality; only a small amount of decrease is required from PDS. Finally, the step length is allowed to be twice the size of the trust region. This is to allow for the possibility of taking twice the Newton step, as is sometimes done in the Newton framework. Here we use the notation, g~= g(x~), and Hk = H(Xk).
There are several points to consider within this framework. The initial simplex formed in Step 2 needs to be chosen carefully. While there is a lot of freedom in the choice of the initial simplex, it will have an impact on the solution to (2) and on the performance of the algorithm. There is also a question as to how accurately we should solve (2). In many applications it may be reasonable to ask for only a small fraction of decrease in the function since each function evaluation is so expensive. This also has a bearing on the decision to accept or reject the new step. Finally, the updating of the trust region must be addressed within the context of this framework. In the following sections, we address each one of these issues.
2.1
Choosing the initial simplex
In
Step 2 of the TRPDS algorithm we require the formation of an initial simplex. The choice of this simplex is important to the performance of the PDS algorithm and deserves careful consideration. There are three points that must be included in the simplex: the current point, the Cauchy point, and the Newton point. The Cauchy point is defined to be the minimizer of the quadratic model along the steepest descent direction. Likewisej we define the Newton point, sN, to be the minimizer of the quadratic model along the Newton direction. The current point must be in the simplex so that PDS can determine whether or not it has found a descent direction. The Cauchy point is required to ensure convergence of the algorithm. Finally, the Newton point is necessary to allow for the possibility of rapid convergence in the limit. In practice, all three of these points are not always included, but instead related points are used. A discussion of these substitutions follows.
Recall that in the standard trust-region algorithm, the step length is limited by the trust region. When the Cauchy point or the Newton point falls outside of the trust region, it is projected onto the trust region. As we are seeking to preserve as much of the trust-region framework as possible, the construction of the initial simplex includes similar features. There are three different scenarios that must be addressed.
1.
2.
3. For a problem of dimension n, PDS requires the initial simplex to have n+ 1 vertices. We have described the selection of only three. The question of how to pick the remaining n -2 vertices remains. While there are many logical ways to choose these points, the only real restriction on them is that they be chosen such that the initial simplex is not degenerate. Our current implementation uses n -2 vertices from a right angle simplex. This simplex can be generated by defining the remaining vertices to be a fixed distance in each of the n coordinate directions from the Newton point (or its projection). The distance from each of these vertices to the Newton point is the same as the radius of the trust region.
Both the Cauchy point and the
By constructing the simplex in the manner described here, there are two situations in which it may be degenerate. One case can arise in the first iteration of the trust-region method. If the initial Hessian is a multiple of the identity, then the Newton direction and the Cauchy direction will be the same, so the simplex needs to be constructed in a slightly different manner in the first iteration. We use the current point, the Newton point, and n -1 of the vertices from the right angle simplex around the Newton point. The distance between the Newton point and the remaining points is the same as the radius of the trust region. The other case of degeneracy arises if the edges of the simplex are badly scaled. This is easily corrected by re-scaling all of the edges to be the same length as the Newton edge. Note that this allows longer steps than if all edges were re-scaled to be the same length as the Cauchy edge. --7=,,, .,. ... < ,:.-w.,,.,
Solving the PDS subproblem
One way to think about the TRPDS algorithm is to imagine using an optimization algorithm within an optimization algorithm. As such, the PDS method needs algorithmic parameters in order to solve the PDS subproblem. The initial simplex just described is only one of these parameters. The PDS method evaluates the function at a set of pre-determined reflection, contraction, and expansion points in order to determine a trial step. Recall, that the search scheme for the PDS method can be determined ahead of time and need only be generated once. However, during the optimization phase, the PDS method must determine how many points in the search scheme to evaluate at each iteration. One possible choice in a parallel setting, is to set this number equal to the number of processors that are available. PDS also needs to know the size of the trust region, as that constrains the size of the step. In practice, we relax the trust-region constraint in order to allow for the possibility of taking twice the Newton step. Another constraint is that the step taken must satisfy a fraction of Cauchy decrease condition according to some model; the implications of using various models are considered in section 3. Since the PDS subproblem is not solved to optimality, we use three criteria to determine when to return a new step. The first is a simple decrease requirement. If a point with a function value that is less than some large fraction of the function value at the current point is found, then PDS returns the associated step. If such a step is not found, then PDS returns when it has exceeded either the maximum number of function evaluations or the maximum number of iterations allowed. In our implementation, we set the maximum number of function evaluations to be the same as the search scheme size. This usually limits PDS to one iteration. However, vertices of the simplex that are outside of the trust region are not evaluated (because they are infeasible); thefore PDS may require additional iterations to reach the maximum number of function evaluations so we also limit the number of iterations. Currently, we use an upper bound of 1-3 iterations, though we find that this bound is not usually needed in practice.
2.3
Acceptance/Rejection of step Once a step has been computed, it is necessary to determine whether or not it is acceptable. This is handled by the trust-region framework. If there is sufficient decrease, then the step will be accepted. Otherwise, the step is rejected. In a standard trust-region method, sufficient decrease is determined by computing p~as given in Step 4 of the algorithm and comparing it to some tolerance that depends on the computational expense of the function. If it is greater than the tolerance, then the decrease is sufficient. There that arise in the TRPDS algorithm that require minor modifications to are two situations this scheme. It is possible that PDS will find no decrease, and thus return a step of zero length. In this case, p~is not computed, and the step is rejected immediately. Because PDS minimizes the actual function and not the quadratic model, it may compute a step for which the model predicts increase. Again, p~is not computed, but the step is accepted since there is reduction in the actual function.
Updating the trust region
The procedure for updating the trust region is based on the value of p and on the length of the computed step. At each iteration, the trust region is updated as follows:
Here E is the longest edge of the final PDS simplex, and ql, qz, qa c (0, 1). Notice that when the trust-region size is reduced, the radius of the new trust region may not be any larger than E, thus eliminating the possibility of rechecking points that are already known to be unacceptable. In our algorithm, we also impose a mtium trust region that is allowed at any iteration.
Convergence Results
Since our new algorithm can be viewed as a special case of a trust region algorithm the standard convergence results can be applied. However, it is interesting to note that Algorithm 1 can be viewed as a specific instance of the more general framework for approximation models described in [1] . Within that framework the PDS subproblem (2) is a subcase of the approximation models proposed in that report. As such, if we make the standard assumptions used for the classical trust-region algorithms and the approximation model satisfies two additional conditions described in [1], then convergence for the new algorithm is easy to prove.
In particular, we must assume that the sequence of iterates satisfies a condition commonly known as fraction of Cauchy decrease. That is, there exist constants,~>0 and C >0, independent of k, for which the step sk taken at iteration k satisfies where a~denotes the model being used to approximate the objective function. In addition, the approximation model, a~, used within the trust-region framework must also satisfy the following two conditions:
Va~(x~) = Vf(x~). In our particular case, the approximation model is exactly the objective function that we are seeking to minimize. Using the terminology in [I] this would correspond to a secondorder model. Note that we are only using function information to solve the PDS subproblem and hence we do not take advantage of any first or second order information inherent in the model. However, this information is used outside the subproblem to compute the initial Newton step and Cauchy point. Thus, this method has characteristics of both zero-order and second-order methods.
In fact, since Algorithm 1 uses widely accepted criteria for updating the steps within the trust-region framework, it is easy to show that the stronger condition holds. This is satisfying, in that the new class of algorithms inherits all of the good theoretical convergence properties of the classical trust region methods while incorporating all of the practical advantages of PDS for typical engineering optimization problems.
Numerical Results
In order to evaluate the performance of the TRPDS algorithm in practice, we chose a set of test problems from the literature. These problems were obtained from papers by Mor6, Garbow, and Hillstrom [14] , Byrd, Schnabel, and Shultz [2] , and Corm, Gould, and Toint [5] . Some of these problems are also used by Phua and Zeng [15] . For comparison purposes, we also solved these problems using a standard BFGS trust-region algorithm. Maximum Fcn Eval = 1,000,000
Step Tolerance = 1.49012 " 10-8
Function Tolerance = 1.49012 " 10-8
Gradient Tolerance = 10-6
Thestep tolerance, thefunctiontolerancej andthe gradienttolerance areusedasstopping criteria for the optimization algorithms. At the end ofeach iteration the step length relative to the size of the current point, the change inthefunction relative to the current function value, and the size of the gradient relative to the current function value are determined. When one of these falls below the associated tolerance, the algorithm has converged.
The results of the experiments appear in Tables 1-3 . While reporting the number of iterations taken may be useful in some settings, we believe that it is not useful here. In our applications, the most important measure of performance is the total time to solution of the problem. Since the computational cost of the function evaluations dominates the cost of the algorithm, we base our comparison of TRPDS with BFGS on the number of function evaluations. Since the TRPDS algorithm is run in parallel and the trust-region method is serial, comparing the total number of function evaluations required for each is not a fair method of comparison.
Instead, we compare the number of concurrent function evaluations defined as follows.
Suppose that p processors are available, where p 21. If p independent function evaluations are required, then each processor can be tasked to perform one of them. This means that all function evaluations can be done simultaneously. Thus, we define a concurrent function evaluation to be one instance of p function evaluations being performed simultaneously.
Comparing the number of concurrent function evaluations is therefore roughly equivalent to comparing total wall clock time. The numbers that appear in Tables 1-3 number of concurrent function evaluations taken by the serial trust region method. Each table corresponds to a different dimension for the problem set (represented by n). Ratios less than one indicate that the TRPDS algorithm will take less overall time.
The tests were run on a 64-processor SGI Origin 2000 with the IRIX 6.4 operating system. For the TRPDS algorithm, the ideal situation is to have the same number of search scheme points as processors so that each processor evaluates the function at one search scheme point per iteration. However, with limitations on the available resources, this was not always possible. In particular, in the 16-dimensional problems with a search scheme size of 128, each processor evaluated two search scheme points per iteration. Theresults shown in Tables l-3allow ustomake some general observations about the effect of the search scheme size and the dimension of the problem. For a given problem, the size of the search scheme has very little, if any, effect on the performance of the algorithm in comparison to the standard trust region algorithm. The dimension of the problem appears to have an effect in some cases, but there is no clear trend.
Schnabel [16] presents an argument for the merits of a line search algorithm with speculative gradient evaluation. This entails using extra processors to compute the components of a finite difference gradient at the current point while the function is being evaluated at that point. In essence, he argues that it is difficult to develop a parallel line search algorithm that will perform better than a speculative gradient algorithm, particularly when the dimension of the problem is not much larger than the number of available processors. We present a theoretical comparison between our algorithm and a speculative gradient algorithm based on the analysis presented by Schnabel. The number of concurrent function evaluations required by the speculative gradient algorithm is given by
where n is the dimension of the problem, p is the number of processors, and Its is the number of iterations. So (~1 is the number of concurrent function evaluations required to compute the function and the gradient at a successful trial point. The variable~~denotes the average number of unsuccessful trial points per iteration. Note that rejecting 75 points. per iteration corresponds to performing y. concurrent function evaluations per iteration. For the TRPDS algorithm, each iteration requires (;1 concurrent function evaluations for the gradient, (:1 for the initial simplex, and (%1 for the search scheme points, where SSS is the search scheme size. Therefore, the total number of concurrent function evaluations is given by Note that we are assuming that the PDS algorithm takes one iteration. Also, it is necessary to add 2 *~@.. This is because rejecting one step in the TRPDS algorithm corresponds to performing two additional concurrent function evaluations, one for the initial simplex and one for the search scheme. In order for the TRPDS algorithm to beat the speculative gradient algorithm, it must take fewer concurrent function evaluations, and thus the following must be true:
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(6) 2*~@.+2* Tables 4-6 show the ratios of the number of iterations taken by the TRPDS algorithm to the number taken by the standard trust-region method. The contours in Figures 4-6 represent break-even points, as given by the right-hand side of 6, for various values of p and SSS. For the purpose of the figures, 75 =~np's = O.By using the tables and figures together, it is possible to determine for which tests the TRPDS algorithm will be competitive with speculative gradieiit. For example, consider problem vardim with n = 4. When SSS = 5, Table 4 shows that the TRPDS algorithm took 38% of the iterations required for the standard trust-region method. Now turning our attention to Figure 4 , we can compare this number to various break-even points. When p = 5, the break-even point is 33%, so a speculative gradient algorithm would be faster than TRPDS. However when p = 4, the break-even point is 50Y0, and thus the TRPDS algorithm would be faster than speculative gradients, in that case. .'
--A . . . i. . Based on these results, we can draw several conclusions. Again, we notice that the size of the search scheme has little effect on the performance of the TRPDS algorithm. There are several factors that may be contributing to this effect. The first is that we have biased the search directions towards the Newton point through our method for constructing the initial simplex. The second factor is the order in which the search scheme points are chosen and evaluated. In the standard PDS algorithm, the reflection points are evaluated first, followed by the contraction points and the expansion points. Since the Newton point is often a good trial point we would not expect nearby points to have a lower function value and that we need to take a large step before finding a better point. Due to the construction of the search pattern this requires a large search scheme before we start to evaluate the expansion points.
In a situation where we are far away from the solution or the function or gradient is noisy, the Newton point might not be a good trial point. In this case, the reflection and contractions points may yield better trial points than the Newton point the search scheme size might improve the performance of the algorithm.
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and thus increasing This is a point that will require further investigation. It would also be interesting to try different methods for creating the initial simplex to determine the effect on the algorithm's efficiency.
Figures 4-6 indicate that our algorithm is within striking distance of the speculative gradient algorithm when the number of processors is equal to the dimension of the problem and when the search scheme size is less than or equal to the number of processors. Another point to note is that when the number of processors is twice the dimension, a speculative gradient technique could be implemented within the TRPDS algorithm. To summarize, the TRPDS algorithm can be competitive with the speculative gradient algorithm in two cases: l. SSS<p=n,
2.p>2
*n.
Furnace design test problem
As another test case, we chose an optimization problem derived from a design problem of a vertical, multi-wafer furnace. Vertical furnaces can process up to 200 silicon wafers in a single batch and have been used for thin film deposition, oxidation, and other thermal process steps. The evolution of vertical furnaces has been driven by the need for process uniformity (that is, wafer-to-wafer and within-wafer uniformity) and thighwafer throughput. A recent variation of the multiwafer reactor design is the small-batch, fast-ramp (SBFR) furnace. The SBFR is designed to heat-up and cool-down quickly, thus reducing cycle time and thermal budget. The SBFR consists of a stack of eight-inch diameter silicon wafers enclosed in a vacuum-bearing quartz jar. The stack is radiatively heated by resistive coil heaters contained in an insulated canister. The heating coils can be individually controlled or ganged together in zones to vary the emitted power along the length of the reactor; a seven-zone configuration is shown in Figure 7 . There are six control zones (each containing several heating coils) along the length of the furnace and one heater zone in the base. The zones near the ends of the furnace are usually run hotter than the middle zones to make up for heat loss. The thermal design optimization problem can be described as follows. Given a set number of fixed heating coils, how can the coils be grouped in the fewest number of control zones such that the temperature deviation about a fixed set-point is minimized. For this example, we concentrate on finding the optimal power settings and related temperature uniformity for a fixed zone configuration. The objective function, F, is defined by a least-squares fit of the N discrete wafer temperatures, T!,i, to a prescribed profile, Ts,i, 
Control Zones
The en&eering heat transfer model used in this example was developed by Houf [9] specifically for the analysis of vertical furnaces (the actual simulation code used in our experiments is called TWAFER). Given a set of powers, pj) each call to TWAFER produces a set of temperatures for the entire furnace from which the wafer temperatures are extracted. The heat transfer formulation is simplified by using mass lumping and one-dimensional approximations. The nonlinear transport equations are solved using the TWOPNT solver [8] , which uses a Newton method with a time evolution feature that computes the steady state solution. By varying the tolerances for the TWOPNT solver it is possible to increase the accuracy of the steady-state solution at the cost of increasing the computational time. In particular, we have chosen to vary a parameter that determines the relative convergence tolerance, RTOL, for the steady-state solution of the underlying PDE.
There are many different parameter combinations that have been considered in previous studies of the TWAFER code [13] . For this particular example we used only one configuration, namely a design problem with 7 heater zones: one bottom heater and six equally-sized side heaters. Each simulation used a model that contained 100 wafers with ten discretization points per wafer. Our initial guess for the powers was: p. = {100, 200,300,2700,100,400, 2000}. Table 7 contains the total number of iterations as well as the total wall clock time by each method to compute a solution. With respect to the total wall clock time, the new method is competitive with the standard BFGS method in almost all cases. In addition, the new method is more robust for the larger values of RTOL. These values correspond to a very loose convergence tolerance for the PDE solver in the TWAFER modeling code. In these cases, the standard BFGS method did not converge to a solution while the new method still manages to proceed. In these cases, the algorithm terminated with the trust region shrinking below its minimum allowed size. This failure to converge is probably due to large inaccuracies in the gradient evaluations due to the loose tolerances in the PDE solutions. The resulting power values were then given to the TWAFER simulation using a value of RTOL = 10-12. Figures 8-9 show the wafer temperatures that result with the computed powers. The interesting point here is that even with relatively large values of the parameter RTOL the resulting temperatures are still quite reasonable. As we have already noted, for these same values of RTOL the BFGS algorithm did not converge. 
Summary
We have described a new class of algorithms for parallel optimization. The general framework consists of a trust-region model where the standard subproblem is solved using a parallel direct search method that takes advantage of parallelism to solve the problem more efficiently on multiprocessors. This new algorithm can be shown to have the same convergence properties as trust-region methods. In addition, the practical properties of the parallel direct search methods can be used to solve engineering optimization problems that are noisy, or lack analytic derivatives. This new class of algorithms was tested on a standard set of test problems where it performed favorably against the traditional BFGS method. We also tested this new algorithm on a test case derived from an optimal design problem for a chemical vapor deposition furnace. The results indicate that the new method is competitive with the traditional BFGS method. In addition, the new method is more robust in the presence of noise that is generated bytheuse oflessaccurate PDEsolvers. Thisisan important feature since manyusers would prefer to useless accurate PDE solvers in order to reduce the total computational time.
There are many new options to explore. In particular, it would be usefulto develop strategies for bound constrained andgeneral inequality constrained problems. We also need to address some issues related to the distribution of function evaluations in order to improve the efficiency of the algorithm. It would also be interesting to explore more general approximation models within this new framework. -,wy,yy.-.-~.ysy=~, .;!.>.,., . -,.. . -. 
