Random walks on bounded degree expander graphs have numerous applications, both in theoretical and practical computational problems. A key property of these walks is that they converge rapidly to their stationary distribution.
Introduction
Expander graphs play a fundamental role in computer science, mathematics, physics and more (see e.g. [8] and [12] ). In particular, random walks on bounded degree expander graphs have been proven very useful for many applications. A key property of these walks is that they converge rapidly to their stationary distribution. This property allows one to efficiently sample points from some huge space while investing only a few random bits, which is necessary in many theoretical and practical computational problems.
In recent years a generalization of expander graphs to higher dimensions has emerged. The high dimensional analogue of a graph is called a simplicial complex. It can be viewed as a hypergraph with a closure property, namely, for any hyperedge in the hypergraph all of its subsets are also in the hypergraph. An hyperedge of size i is called an (i − 1)-face of the complex. Thus, the vertices of the complex are the 0-faces, the edges are the 1-faces, the triangles are the 2-faces, etc. A complex is termed bounded degree if the number of faces of any dimension which are incident to any vertex is bounded by a constant, independent of the number of vertices in the complex.
On high dimensional expanders. The study of high dimensional expanders gains a lot of interest recently. They were proven to be a bridge between deep questions in topology (such as topological overlapping, see [6] ) and important questions in theoretical computer science (such as property testing and error-correcting codes, see [10] ). The interested reader is referred to [13] for a recent survey on high dimensional expanders. The general hope is that high dimensional expanders could be used in places where expander graphs were not good enough.
Expander graphs have had an enormous effect on computer science. However, there are some striking applications in which expanders yield good results but not good enough. For example, by the celebrated result of Sipser and Spielman [19] , expanders imply good errorcorrecting codes. However, the codes obtained by [19] are not locally testable, namely, the very desired property of local testability (which in fact was the motivating goal in the construction of error-correcting codes from expanders, as discussed in Spielman's thesis [20] ) is not known to be achieved by codes based on expanders.
Another canonical example where we have seen the limit of expanders is the new proof of the PCP theorem obtained by Dinur [2] . Dinur's proof builds on properties of expanders to yield a simpler proof of the celebrated PCP theorem. However, the PCP obtained by expanders is not strong enough to yield good inapproximation results.
The thesis we try to pursue here is that high dimensional expanders could potentially be used in applications as above, where (one-dimensional) expanders were not strong enough. We expect high dimensional expanders to yield better results than the well studied (one-dimensional) expanders since they are stronger objects: They expand at all dimensions, i.e., with respect to vertices, edges, triangles, etc., and not just with respect to vertices as expander graphs.
Dinur's proof of the PCP theorem builds heavily on random walks on expander graphs. In the following we study high dimensional analogues of random walks in high dimensional simplicial complexes.
On high dimensional random walks. In this paper we define high order random walks on simplicial complexes. Our definition generalizes the notion of random walks on graphs to high dimensional simplicial complexes.
For a d-dimensional simplicial complex, we define the high order random walk on it for any dimension 0 ≤ i < d. This walk moves at random between neighboring i-faces (e.g., edges) of the complex, where two i-faces are considered neighbors if they share a common (i + 1)-face (e.g., a triangle).
The question we address in this paper is the following.
Question. Are there bounded degree high dimensional simplicial complexes in which all of the high order random walks converge rapidly to their stationary distribution.
In a nutshell, our answer is the following. We provide a local criterion on a complex which implies the rapid convergence of all high order random walks on it. Moreover, we show an explicit family of bounded degree complexes which satisfy that criterion, and hence are bounded degree high dimensional simplicial complexes in which all of the high order random walks converge rapidly to their stationary distribution.
The convergence rate of random walks on graphs is known to be deduced from the spectrum of the graph's adjacency matrix (for more about random walks on graphs see [11] ). Similarly, for a d-dimensional simplicial complex and any 0 ≤ i < d we define the matrix A i to be the adjacency matrix of dimension i of the complex. This matrix is indexed by the i-faces of the complex, where A i (σ, τ ) indicate if σ and τ are neighbors. The question we address here is how one could construct a bounded degree d-dimensional simplicial complex (for any d ∈ N) whose all adjacency matrices A i , 0 ≤ i < d, have a concentrated spectrum, and thus its associated high order random walks (on any of its dimensions) converge rapidly to their stationary distribution.
Bounded versus unbounded. It is easy to obtain an unbounded degree graph in which the random walk will converge rapidly to its stationary distribution. This case is less useful as in most applications it is crucial to have a constant bound on the number of neighbors of any vertex in the graph. In a same way, the case of having an unbounded degree complex so the high order random walks on it will converge rapidly to their stationary distribution is less interesting. The complete high dimensional analogue of the most useful random walks on expander graphs are bounded degree high dimensional simplicial complexes in which all of the high order random walks converge rapidly to their stationary distribution.
Better than random. In the case of graphs, a random walk on a random bounded degree graph is known to converge rapidly to its stationary distribution. The constructions of explicit expander graphs seem to try and simulate the behavior of these random objects as much as possible, i.e., the philosophy is that a random graph is the best one can get and with explicit constructions we try to get as close as we can to random graphs. In the case of high dimensional simplicial complexes, a high order random walk on a random bounded degree complex does not converge rapidly to its stationary distribution. Thus, this phenomenon we study here is very special as it is something we cannot achieve with a random object.
Colorful expansion. Our method in asserting the rapid convergence of the high order random walks is as follows. We introduce a new notion of high order combinatorial expansion of complexes which we term colorful expansion. A d-dimensional simplicial complex is said to be a colorful expander if for any 0 ≤ i < d and any subset S of i-faces there is a large set of expanding (i + 1)-faces, i.e., faces which are hit by S but are not fully covered by S. The term colorful expansion comes from the fact that if we color the faces in S with one color and the faces not in S with another color, then we get many colorful (i + 1)-faces. This notion is of an independent interest as it is a natural generalization of combinatorial expansion of graphs to higher dimensions, which is not implied by previously studied notions such as coboundary or cosystolic expansion (see [4] ). We show that colorful expansion of a complex implies that all of its adjacency matrices A i , 0 ≤ i < d, have a concentrated spectrum, and hence all of the high order random walks on it converge rapidly to their stationary distribution.
We provide a local-to-global criterion on a complex which implies colorful expansion. For any face σ in the complex, its link is the local view of σ, which is obtained by taking all the faces containing σ and removing σ from all of them. We prove that if the 1-dimensional skeleton (i.e., the underlying graph) of every link in the complex is a spectral expander graph, then the entire complex is a colorful expander.
We conclude by showing that Ramanujan complexes satisfy this criterion, and hence are colorful expanders. We then use the explicit construction of Ramanujan complexes from [14] in order to achieve an explicit family of bounded degree complexes in which all of the high order random walks converge rapidly to their stationary distribution.
Expander graphs and random walks
Let G = (V, E) be an undirected graph. Denote by A the adjacency matrix of G, where A(u, v) equals the number of edges between u and v (we allow multiple edges). The degree of a vertex is the number of edges containing it. Throughout this section assume for simplicity that G is k-regular, i.e., the degree of any vertex is k (we deal with the non-regular case at Section 1.5). The Cheeger constant of G is defined as
where E(S,S) is the set of edges with one endpoint in S and one endpoint inS. If h(G) ≥ ǫ for some constant ǫ > 0, then G is said to be an ǫ-combinatorial expander. A family of graphs {G i } i∈N is called a family of ǫ-combinatorial expanders if there exists a constant ǫ > 0 such that h(G i ) ≥ ǫ for every i ∈ N. Intuitively it means that the graph is very well connected, and hence the random walk on it is not likely to "get stuck" in a small subset of vertices.
A random walk on G can be described by the following process. We start at a random vertex v 0 ∈ V . Then, if after t steps we are at vertex v t , we choose one of the edges containing v t uniformly at random and move to its other endpoint. Thus, for any u, v ∈ V
Denote by π 0 ∈ R V the probability distribution from which v 0 is chosen. Then the random walk on G yields a sequence of probability distributions π 0 , π 1 , . . . ∈ R V . The transition from π t to π t+1 is given by π t+1 = π t A, where A = ( 1 / k )A is the normalized adjacency matrix of G. Note that A(u, v) is the probability to move from u to v in a single step, and A t (u, v) is the probability that a walk starting at u will be at v after t steps. It follows that for any t ∈ N, π t = π 0 A t .
Denote by u = ( 1 / |V | , . . . , 1 / |V | ) the uniform distribution on the vertices. If G is connected and non-bipartite, then π 0 A t → u as t → ∞ for any initial probability distribution π 0 ∈ R V . The random walk on G is said to be µ-rapidly mixing, 0 < µ < 1, if for any initial probability distribution π 0 ∈ R V and any t ∈ N π t − u 2 ≤ µ t .
The common way to deduce the mixing rate of a random walk is by the spectrum of the normalized adjacency matrix of G. Denote by 1 = λ 1 ≥ λ 2 ≥ · · · ≥ λ |V | ≥ −1 the eigenvalues of A. Then the random walk on G is µ-rapidly mixing for µ ≤ max{|λ 2 |, |λ |V | |}. (A proof for this assertion can be found in many places, see [8] for instance.)
Here comes the relation between expanders and rapid mixing of random walks. Since combinatorial expanders are very strongly connected, we expect that random walks on them would mix rapidly. This is indeed true and it is given formally by Cheeger's inequality [1] which states that
Thus, it suffices to show that a graph is an ǫ-combinatorial expander for some constant ǫ > 0 in order to deduce that the random walk on it converges rapidly to the uniform distribution.
Remark 1.1. The cautious reader would note that combinatorial expansion gives us a bound only on λ 2 , but for rapid mixing we need to bound λ |V | as well. This is not a problem since λ |V | = −1 if and only if the graph is bipartite. Thus, in most applications it is possible just to add self-loops at each vertex which "destroys the bipartiteness" of the graph and does not slow down the convergence rate too much. Nevertheless, we show at section 1.6 that when dealing with high order random walks the smallest eigenvalue of the normalized adjacency matrix is bounded away from −1. In any case, combinatorial expansion is the crucial condition for rapid mixing of random walks.
High dimensional simplicial complexes
A simplicial complex X with a set of vertices V is a collection of subsets of V with a closure property, namely, for any subset σ ∈ X, all of its subsets τ ⊂ σ are also in X. Each such subset is called a face of the complex. The dimension of a face σ ∈ X is one less than the number of vertices in it, i.e., dim(σ) = |σ| − 1. We also define the empty set as a face of the complex, which is the unique face of dimension −1. The dimension of the entire complex is defined as the maximal dimension of a face in it. The complex is said to be pure if for any face σ ∈ X with dim(σ) < dim(X) there is a face of maximal dimension τ ∈ X, dim(τ ) = dim(X), such that σ ⊂ τ . We only deal with pure simplicial complexes. We denote by X(i) the faces of the complex of dimension i, which are called in short the i-faces of the complex. In the terminology of simplicial complexes, an i-cochain is a function W : X(i) → {0, 1}. For us it is convenient to view an i-cochain as defining a subset of i-faces, where σ ∈ W ⇔ W (σ) = 1. The space of all the i-cochains is denoted by C i (X).
The degree of a face σ ∈ X is the number of faces of maximal dimension which contain σ. Again, we assume for simplicity that the complex is regular, i.e., for any 0 ≤ i < d and any two i-faces σ, τ ∈ X(i) it holds that deg(σ) = deg(τ ) (we deal with non-regularity at Section 1.5). For any i-cochain W ∈ C i (X) we define its norm to be the fraction of i-faces which are in W (this definition will be refined at Section 1.5), i.e.,
The link of a face σ ∈ X, denoted by X σ , is the complex obtained by taking all the faces which contain σ, and removing σ from all of them. Intuitively, it is the local view of X "from the eyes of σ". Formally it is given by X σ = {τ \ σ | τ ∈ X, τ ⊇ σ}. If X is of dimension d, then X σ is a complex of dimension d − |σ|. We denote by · σ the norm associated with the link of σ.
Let us demonstrate the above definitions with a simple example. Example 1.2. Let X be a 2-dimensional simplicial complex. The complex contains faces of dimensions 0, 1 and 2, which can be viewed as vertices, edges and triangles. X(0) denotes the vertices, X(1) the edges, and X(2) the triangles. The degree of any vertex u ∈ X(0) is the number of triangles containing it, i.e., deg(u) = |{t ∈ X(2) | u ∈ t}|. The link of a vertex u ∈ X(0) is a 1-dimensional simplicial complex defined as follows. Any edge of the form {u, v} ∈ X(1) becomes a vertex in the link, i.e., v ∈ X u (0), and any triangle of the form {u, v, w} ∈ X(2) becomes an edge in the link, i.e., {v, w} ∈ X u (1). Thus, the link of u contains vertices and edges, which correspond to edges and triangles of the complex, respectively.
Our contribution
In this work we introduce a new notion of random walks on high dimensional simplicial complexes. Our main result is a local criterion on a complex which implies the rapid mixing of all of its associated high order random walks. In order to assert their rapid mixing we introduce a new definition for combinatorial expansion of high dimensional simplicial complexes, which we term colorful expansion. We prove that this local criterion on a complex implies colorful expansion, which in turn implies the rapid convergence of all of the high order random walks on it. We then show an explicit construction of bounded degree complexes which satisfy this criterion, and hence are bounded degree complexes in which the high order random walks converge rapidly to their stationary distribution.
High order random walks
Let X be a d-dimensional simplicial complex. We generalize the notion of random walks on graphs to higher dimensions by letting the walk to move on any dimension of the complex. For any 0 ≤ i < d we define the walk on dimension i of the complex as follows. We start from an initial i-face σ 0 ∈ X(i). Then, if after t steps we are at σ t , the process of choosing σ t+1 can be described by the following two steps:
Choose an (i + 1)-face τ ⊃ σ t uniformly at random.
2. Choose an i-face σ t+1 ⊂ τ , σ t+1 = σ t , uniformly at random and move to it.
We say that σ, σ ′ ∈ X(i) are neighbors, denoted by σ ∼ σ ′ , if they share a common (i + 1)-face, i.e., σ ∪ σ ′ ∈ X(i + 1). In order to analyze this walk, we define the following auxiliary graphs.
• The vertices of G i are the i-faces of X, i.e., V i = X(i).
• For any two i-faces σ, σ ′ ∈ X(i) such that σ ∼ σ ′ , there is an edge between the corre-
Denote by π 0 ∈ R X(i) the probability distribution from which σ 0 is chosen. As in graphs, the random walk on dimension i of X yields a sequence of probability distributions π 0 , π 1 , . . . , ∈ R X(i) . Note that the transition from π t to π t+1 is given by π t+1 = π t A i , where A i is the normalized adjacency matrix of G i . In other words, the random walk on dimension i of the complex is equivalent to a random walk on the i-graph as above. Thus, our goal is to construct a complex X such that the random walks on all of its induced i-graphs, 0 ≤ i < d, will converge rapidly to the uniform distribution.
Rapid mixing criterion
Recall that the link of any face σ ∈ X is a smaller complex which corresponds to the local view of σ. We essentially show that if every link is expanding in some sense, then all of the high order random walks on X converge rapidly to their stationary distribution.
For any face σ ∈ X the 1-dimensional skeleton of X σ is defined as X σ (0) ∪ X σ (1), i.e., the underlying graph of X σ . We say that X is a skeleton expander if the 1-dimensional skeleton of every link behaves pseudorandomly.
Definition 1.4 (Skeleton expansion)
. Let X be a d-dimensional simplicial complex. X is called an α-skeleton expander, α > 0, if for any face σ ∈ X (including σ = ∅) and any subset of vertices
where E(S) ⊆ X σ (1) denotes the set of edges with both endpoints in S.
We note that in the above definition we can replace the requirement of α-skeleton expansion for σ = ∅ with the weaker requirement that the complex is connected. This could be done since by [16] if the complex is connected, then the α-skeleton expansion of σ = ∅ follows from the α-skeleton expansion of all σ ∈ X, σ = ∅.
For some intuition regrading the above definition, consider a random graph G = (V, E) whose edges are distributed uniformly. Let S ⊆ V be any subset of vertices of size γ|V |. Then the probability for any edge to have both endpoints in S is γ 2 , and hence the expected size of E(S) is γ 2 |E|. From this point of view, the α-skeleton expansion property means that the underlying graph of every link "looks like" a random graph, up to an error of α.
The main result of this paper is the following theorem.
Theorem 1.5 (Rapid mixing criterion, informal, for formal see Theorem 3.2). If a complex is an α-skeleton expander for small enough α, then all of the high order random walks on it converge rapidly to their stationary distribution.
Colorful expansion
Our new definition for combinatorial expansion of high dimensional simplicial complexes is the main building block in the rapid mixing proof. For an i-cochain W ∈ C i (X), we say that an (i + 1)-face is expanding if it hits W but not fully covered by W .
Definition 1.6 (Expanding faces)
. Let X be a d-dimensional simplicial complex. For any i-cochain W ∈ C i (X), 0 ≤ i < d, the expanding faces of W are defined as
Then we define colorful expansion as follows.
Our main result is then a corollary of the following two theorems. 
1).
If a complex is a colorful expander, then all of the high order random walks on it converge rapidly to their stationary distribution.
Since Theorem 1.8 is the main technical part of this paper, we provide here a short overview of the proof.
Informal overview of the proof of Theorem 1.8. We need to show that for any dimension i and any non-empty i-cochain with norm up to 1/2 there are many expanding faces.
Consider an arbitrary i-cochain W . From a very high level point of view, the proof can be divided into three steps:
2. Find a "good" dimension j ≤ i.
3. "Climb up" from dimension j to deduce many expanding faces in dimension i + 1.
In more details, we start by marking all of the i-faces which are in W . Then we mark (i− 1)-faces, where the rule for marking a face is if many (above some threshold) of the i-faces which contain it are marked. We continue this way down to the lowest dimension of the complex, where each dimension is marked with regard to one dimension above. We term these marked faces as fat faces since each marked face contains in its link many i-faces which are in W .
The next step is to look for the highest dimension j ≤ i with the property that many fat j-faces contain many non-fat (j − 1)-faces. By setting a large enough threshold for marking faces we can make sure that the empty set is never fat, which implies that such dimension must exist (Proposition 2.6).
The last step is to deduce from the links of the non-fat (j − 1)-faces that there exist many expanding (i + 1)-faces. We already know, by the existence of many fat j-faces in these links, that a large part of W is seen in them (Proposition 2.7). It is left to show that many of the (i + 1)-faces in these links contain at least one i-face which is not in W (Proposition 2.8).
For that we define full faces for any dimension of the complex, where a k-face is full if it contains only fat (k − 1)-faces. By this definition it follows that a full k-face is seen in the link of any (k − 2)-face as an edge between two fat vertices. So when considering the link of a non-fat (k − 2)-face, which by definition contains only a few fat vertices, by the skeleton expansion it contains only a few full k-faces. Thus, the number of the full (j + 1)-faces in the links of the non-fat (j − 1)-faces is very small. Then again, by the skeleton expansion and the maximality of j we can deduce that for any k > j + 1 most of the full k-faces contain only full (k − 1)-faces. This implies that the fraction of full (i + 1)-faces is about the same as the fraction of the full (j + 1)-faces. This actually finishes the proof, since we get many (i + 1)-faces that are not full, i.e., contain at least one i-face which is not in W .
Explicit construction
As proven in [4] , Ramanujan complexes are excellent skeleton expanders. Since our definition of skeleton expansion is slightly different than the one appearing in [4] , we modify their proof so the requirement of our definition follows. We show that Ramanujan complexes with thickness large enough are α-skeleton expanders with α as small as we want. Then by the explicit construction of Ramanujan complexes from [14] we achieve the following theorem. Theorem 1.10 (Explicit construction, informal, for formal see Theorem 4.1). There exists an explicit family of bounded degree high dimensional simplicial complexes in which all of the high order random walks converge rapidly to their stationary distribution.
Related work
In a recent work Oppenheim [16] has shown that if all the links of a d-dimensional simplicial complex are good spectral expanders and the complex is connected, then the 1-dimensional skeleton of the complex is an expander graph, or in other words, that the graph G 0 is a spectral expander. In this paper we show that the spectral expansion of the links, including the spectral expansion of the 1-dimensional skeleton of the complex, imply the spectral expansion of G i for all 0 < i < d.
Parzanchevski and Rosenthal in [17] study a different notion of high order random walk. The high order random walk of [17] is designed to expose the topological properties of the complex. Parzanchevski and Rosenthal define a variant of the stationary distribution of the random walk and show its relation to the spectrum of the high order laplacian on the space that is orthogonal to the coboundaries. In our work, the stationary distribution of the random walks is already known. Moreover, it is already known that the convergence rate is controlled by the spectrum of the high order normalized adjacency matrices on the space that is orthogonal to the constant functions. We show that the expansion of the links implies the concentration of the spectrum of the high order normalized adjacency matrices, a thing that can not be deduced in any way from [17] .
We study the spectrum of the high order normalized adjacency matrices of the complex and derive some good bounds on it from the spectrum of the links. Garland in a seminal work [5] has studied the spectrum of high order laplacians associated with a d-dimensional simplicial complex. Garland has shown that if all the links of a complex are good spectral expanders, then the eigenspace of the weighted oriented laplacian that is orthogonal to the coboundaries has a concentrated spectrum. This is somewhat in the spirit of what we get here. However, Garland could only obtain bounds on the eigenspace orthogonal to the coboundaries, while here we want to get a bound on all the eigenvalues besides the first trivial one corresponding to the constant functions. There is no known way to obtain our result from Garland's argument. See also [7] for more discussion on Garland's work and the fact that it does not imply the required spectrum bound for the eigenvalues on the space that is orthogonal to the constant functions.
In a recent work of the first coauthor and Evra [4] a different notion of high order expansion has been studied, which is called cosystolic expansion. It was shown in [4] that if all the links of a d-dimensional simplicial complex are good spectral expanders and good coboundary expanders, then the (d − 1)-skeleton of the complex is a cosystolic expander. Though the spirit of the proof there might resemble at first glance the method of the proof that we use here, the obstacles and the solutions are different. They could only show cosystolic expansion of small sets. Then they use a reduction of [9] showing that cosystolic expansion of small sets implies cosystolic expansion of the (d − 1)-skeleton of a given d-dimensional simplicial complex. In our work it is crucial for us to obtain expansion of large sets, whose norm is up to 1/2, and the reduction of [9] could not work here since it does not imply colorful expansion. Thus, the expansion here is achieved in a method which is different than the one used in [4] .
Dealing with non-regularity
Up to now we assumed that the complexes are regular. In this section we describe the necessary modifications for the general case, where we are not guaranteed to have regularity. We start with non-regular graphs (for more about random walks on non-regular graphs see [18] ).
Let G = (V, E) be an undirected graph. Instead of using the Cheeger constant we use the conductance, which is its generalized version. For any subset of vertices S ⊆ V , its volume is defined as vol(S) = v∈S deg(v). Then the conductance of any subset of vertices S ⊆ V is defined as
and the conductance of the graph is defined as
When considering a random walk on G, then for any u, v ∈ V and any t ∈ N
So the transition from π t to π t+1 is given by π t+1 = π t (DA), where D is the diagonal matrix defined by
The stationary distribution of the walk is the probability distribution π ∈ R V for which π(DA) = π. When G is connected and non-bipartite, then for any
, and for any initial probability distribution π 0 ∈ R V it holds that π 0 (DA) t → π as t → ∞. The random walk is said to be µ-rapidly mixing, 0 < µ < 1, if for any initial probability distribution π 0 ∈ R V and any t ∈ N
where d max = max v∈V {deg(v)} and d min = min v∈V {deg(v)}. The mixing rate of the random walk on G can be deduced from the spectrum of its normalized adjacency matrix, which is defined in the general case as A = D 1 / 2 AD 1 / 2 . The largest eigenvalue of A satisfies λ 1 = 1 (with corresponding eigenvector π(v) v∈V ) and the smallest eigenvalue satisfies λ |V | ≥ −1. Similar to the regular case, the random walk on G is µ-rapidly mixing for µ ≤ max{|λ 2 |, |λ |V | |}. (We prove this assertion in the appendix.)
The following lemma of Sinclair and Jerrum [18] generalizes Cheeger's inequality to nonregular graphs. Lemma 1.11. Let G = (V, E) be an undirected graph where multiple edges are allowed, A its normalized adjacency matrix and λ 1 ≥ λ 2 ≥ · · · ≥ λ |V | the eigenvalues of A. Then
We describe now the modifications required for non-regular complexes. Let X be a ddimensional simplicial complex. For any i-cochain W ∈ C i (X) we refine the definition of the norm to the general case as
.
An alternative view of this norm, which is very useful for further calculations, is the following. Let P d ∈ X(d) be a uniformly random d-face of the complex. For any i = d − 1, . . . , −1, let P i ∈ X(i) be a random i-face which is obtained by removing a uniformly random vertex from P i+1 . Then we get a sequence of random variables
Now when considering a random walk on dimension i of X, we take into consideration the degrees of the faces. Assuming the walk is now at σ t , then the process of choosing σ t+1 is given as follows:
1. Choose an (i + 1)-face τ ⊃ σ t with probability proportional to its degree.
2.
Choose an i-face σ t+1 ⊂ τ , σ t+1 = σ t , uniformly at random and move to it.
So the exact probability for moving from σ to σ ′ , where σ ∼ σ ′ , is given by
The last generalization required is for the auxiliary graphs G i , 0 ≤ i < d. For any two i-faces σ, σ ′ ∈ X(i) such that σ ∼ σ ′ , instead of having one edge between the corresponding vertices in G i , we put deg(σ ∪ σ ′ ) edges between them. Now the random walk on G i is equivalent to the random walk on dimension i of X, i.e., for any t ∈ N it holds that π t+1 = π t (D i A i ), where π t is the probability distribution after t steps of the random walk on dimension i of X, and D i , A i are the diagonal and adjacency matrices of G i , respectively.
Bounding the smallest eigenvalue
The last technical issue, mentioned in remark 1.1, is to make sure that λ |V | is bounded away from −1. For random walks on dimension i ≥ 1 we can do that by another combinatorial measure of the graph, which we describe in this section.
Let G = (V, E) be an undirected graph. A bipartite component in G is a non-empty subset of vertices ∅ = S ⊆ V and a partition of S into two disjoint subsets S 1 · ∪ S 2 = S such that |E(S,S)| = |E(S 1 )| = |E(S 2 )| = 0. (E(S i ) denotes the set of edges with both endpoints in S i .) It is known that λ |V | = −1 if and only if the graph has a bipartite component. Trevisan [21] has proven that when the graph is "far" from having a bipartite component, then λ |V | is bounded away from −1.
For any tuple (S, S 1 , S 2 ), ∅ = S ⊆ V , S 1 · ∪ S 2 = S, the bipartiteness ratio of (S, S 1 , S 2 ) is defined as
and the bipartiteness ratio of the graph is defined as
It is easy to see that β(G) = 0 if and only if G has a bipartite component. Moreover, when β(G) is close to 0, then G has a component which is "almost" bipartite. As β(G) is bounded away from 0, G is further away from having a bipartite component. The following lemma of Trevisan [21] formalizes it. Lemma 1.12. Let G = (V, E) be an undirected graph where multiple edges are allowed, A its normalized adjacency matrix and λ 1 ≥ λ 2 ≥ · · · ≥ λ |V | the eigenvalues of A. Then
When dealing with a random walk dimension 0, i.e., the vertices of the complex, we cannot guarantee that the graph is far from being bipartite. In this case we add deg(v) self-loops to any vertex v ∈ V 0 . Then we get a lazy random walk on the vertices of the complex, where at each step we stay put with probability 1/2. It turns out that this technique cancels the negative eigenvalues of the complex. The following proposition follows from elementary linear algebra and can also be found at [18] . Proposition 1.13. Let G = (V, E) be an undirected graph where multiple edges are allowed, A its normalized adjacency matrix and λ 1 ≥ λ 2 ≥ · · · ≥ λ |V | the eigenvalues of A. Denote by G ′ = (V, E ′ ) the modified graph after adding deg(v) self-loops to any vertex v ∈ V . Then the eigenvalues λ ′ 2 and λ ′ |V | of the modified normalized adjacency matrix A ′ satisfy λ ′ 2 = (1 + λ 2 )/2 and λ ′ |V | ≥ 0.
Organization of this paper
The paper is organized as follows. In Section 2 we prove that the expansion of the links imply colorful expansion (Theorem 1.8). In Section 3 we prove the rapid mixing criterion for the high order random walks (Theorems 1.9 and 1.5). In Section 4 we show that Ramanujan complexes satisfy this criterion and hence form an explicit family of bounded degree high dimensional complexes in which all of the high order random walks mix rapidly (Theorem 1.10).
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Colorful expansion
In this section we prove that the expansion of all the links of a complex imply its colorful expansion. The following is the formal version of Theorem 1.8 from the introduction.
Theorem 2.1 (Colorful expansion criterion). Let
This section is organized as follows. In Section 2.1 we define the required ingredients of the proof in a formal way. In Section 2.2 we just state the three propositions which are the main building blocks in the proof of the theorem. In Section 2.3 we prove the theorem assuming these propositions hold, and then in Section 2.4 we prove the main propositions which we stated earlier.
Definitions
Since we prove a global expansion property from the local expansion of the links, it is useful for us to relate cochains in the complex to their local views in the links.
Definition 2.2 (Localization)
. Let X be a d-dimensional simplicial complex. For any i-cochain W ∈ C i (X), 0 ≤ i ≤ d, and any j-face σ ∈ X(j), j < i, the localization of W to the link of σ is defined as
Recall that for any i-cochain W ∈ C i (X) it holds that W = Pr[P i ∈ W ]. When considering the localization of W to a link of some j-face σ ∈ X(j) (j < i) we have
This holds because the condition P j = σ implies that P d is uniformly distributed on the d-faces containing σ, which are the maximal faces in the link of σ.
For any i-cochain W ∈ C i (X) and any dimension j ≤ i we define the j-cochain of fat faces. These faces are defined recursively such that any i-face in W is fat, and any j-face, j < i, is fat if many of the (j + 1)-faces which contain it are fat.
Definition 2.3 (Fat faces). Let
an arbitrary i-cochain and 0 < η < 1 a fatness constant. The i-cochain of fat faces is defined as S i (W ) = W , and for any −1 ≤ j < i
Recall that the expanding faces of any i-cochain W ∈ C i (X) are the (i + 1)-faces which contain at least one face in W and one face not in W . For a simple representation of the expanding faces we define the following cochains.
Definition 2.4 (Container). Let
Definition 2.5 (Full faces). Let X be a d-dimensional simplicial complex. For any i-cochain W ∈ C i (X), 0 ≤ i < d, the full faces of dimension j, 0 ≤ j ≤ i + 1, are defined as
In words, the container of W is the (i + 1)-cochain of faces which contain at least one i-face in W . The full faces are defined for any dimension j ≤ i + 1 and they are the j-faces which all of their (j − 1)-faces are fat. Then we get
Main propositions
The first proposition ensures that, with the right parameters, there exists some dimension j ≤ i in which many fat j-faces contain many non-fat (j − 1)-faces.
Proposition 2.6 (Existence of dimension in which many fat faces contain many non-fat faces).
Let X be a d-dimensional simplicial complex, 0 ≤ i < d, 0 < η < 1 a fatness constant. Then for any i-cochain W ∈ C i (X), W < η 2 i+1 −1 , and any c ≤ 1/2 there exists 0 ≤ j ≤ i such that
We relate to these non-fat (j − 1)-faces as faces with a large "potential" since they have many fat j-faces in their links. We show that this potential can be "lifted" up to dimension i + 1 in order to deduce that many faces of W contain these non-fat (j − 1)-faces. Proposition 2.7 (Large norm of fat faces implies large norm of the container of W ). Let X be a d-dimensional simplicial complex, 0 ≤ i < d, 0 < η < 1 a fatness constant. Then for any i-cochain W ∈ C i (X) and any 0 ≤ j ≤ i
The last proposition shows that, in a skeleton expander complex, the non-fat (j − 1)-faces can be "lifted" up to dimension i + 1 in order to deduce that many of the (i + 1)-faces, which contain these non-fat (j − 1)-faces, are not full.
Proposition 2.8 (Large norm of non-fat faces implies large norm of non-full faces). Let X be an α-skeleton expander, 0 ≤ i < d, 0 < η < 1 a fatness constant. Then for any i-cochain W ∈ C i (X) and any 0 ≤ j ≤ i
Proof of Theorem 2.1
Recall that for colorful expansion we need that any i-cochain with norm up to 1/2 (of any dimension i < d) will have many expanding faces. Let W ∈ C i (X), 0 ≤ i < d, be an arbitrary i-cochain with W ≤ 1/2. Set η = 2 i+1 1/2 and
By Proposition 2.6 there exists a dimension 0 ≤ j ≤ i in which many fat j-faces contain many non-fat (j − 1)-faces, i.e.,
Let j be the maximal which satisfies (2.1), so for any k ∈ {j + 1, . . . , i}
We are going to show that the non-fat (j − 1)-faces imply many expanding (i + 1)-faces. By definition we have
where both of the inequalities follow from laws of probability. The meaning of this is that the expanding faces of W are at least the difference between the container of W and the full (i + 1)-faces, when both are restricted to the non-fat (j − 1)-faces. By the existence of many fat j-faces in the links of the non-fat (j − 1)-faces we know that a large part of W is seen in these links, or in other words, we can "lift" the fat j-faces in order to deduce a lower bound on the container of W . This lower bound is given formally by Proposition 2.7:
By the skeleton expansion of X we can "lift" the non-fat (j − 1)-faces in order to deduce an upper bound on the full (i + 1)-faces. So by Proposition 2.8 we have
Substituting (2.4) and (2.5) in (2.3) yields
Now by substituting (2.1) and (2.2) in (2.6) we get
where the second inequality holds because
and hence the function is decreasing and gets its maximum at x = 0, which yields η 2 i−k + α < 1 for any k ≥ 1. The last inequality holds trivially for j = i, and for j < i it holds since
for ǫ as in the theorem.
Proofs of the main propositions
For ease of notation, in this section we use the following shortcuts.
• When the cochain W is clear from the context we write just S j instead of S j (W ) to denote the fat j-faces, as well as F j and Γ instead of F j (W ) and Γ(W ), respectively.
• We relate to each cochain as the event that the matching random variable is in the cochain. For instance, instead of writing Pr[P j ∈ S j ] and Pr[P j / ∈ S j ] we write just Pr[S j ] and Pr[S j ], respectively.
Proof of Proposition 2.6
Our aim is to show that there exists a dimension j ≤ i in which many fat j-faces contain many non-fat (j − 1)-faces. We first show that a large norm of fat faces of any dimension imply a large norm of W .
Lemma 2.9 (Large norm of fat faces implies large norm of W
Proof. Fix an i-cochain W ∈ C i (X) and some −1 ≤ j ≤ i. By laws of probability, for any k ≤ i
where the last inequality follows from the definition of fat faces. Applying (2.7) iteratively for k = i, i − 1, . . . , j + 1 yields
Now we show that for any dimension j ≤ i the norm of W is bounded by the norm of the fat j-faces (which represent fat i-faces on fat (i − 1)-faces on fat (i − 2)-faces and all the way down to fat j-faces) plus the norm of fat k-faces which contain non-fat (k − 1)-faces for all k ∈ {j + 1, . . . , i}.
Lemma 2.10 (Norm of W as fat faces on fat faces plus fat faces on non-fat faces). Let X be a d-dimensional simplicial complex, 0 ≤ i < d. Then for any i-cochain W ∈ C i (X) and any
Applying (2.8) iteratively for k = i, i − 1, . . . , j + 1 finishes the proof. Now we use the above two lemmas in order to prove the proposition.
Proof of Proposition 2.6. Fix an i-cochain W ∈ C i (X), W < η 2 i+1 −1 . First we show that the empty set is not fat. By Lemma 2.9 it holds that
Since W < η 2 i+1 −1 it follows that S −1 < 1, which implies that S −1 = 0 because there is only one (−1)-face (the empty set). Now, if for any 0 ≤ j ≤ i
then by Lemma 2.10
which leads to a contradiction.
Proof of Proposition 2.7
Fix an i-cochain W ∈ C i (X) and some 0 ≤ j ≤ i. By laws of probability it follows that
where the last equality holds since Pr[Γ | W ] = 1. By an argument similar to Lemma 2.9 (just add the event S j−1 to each step) we get that
Combining (2.9) and (2.10) finishes the proof.
Proof of Proposition 2.8
We want to show that many of the (i + 1)-faces, which contain non-fat (j − 1)-faces, are not full. First we count the full (i + 1)-faces by two terms: Full (i + 1)-faces which contain only full faces, and full (i + 1)-faces which contain a non-full k-face for some k ∈ {j, . . . , i}.
Lemma 2.11 (Full (i + 1)-faces as full faces on full faces plus full faces on non-full faces). Let
Proof. Fix an i-cochain W ∈ C i (X) and some 0 ≤ j < i. By laws of probability, for any k > j
Applying (2.11) iteratively for k = i + 1, i, . . . , j + 2 finishes the proof. Now we want to bound the second term of Lemma 2.11, so we relate the norm of full kfaces which contain a non-full (k − 1)-face to the norm of full k-faces which contain a non-fat (k − 2)-face.
Lemma 2.12 (Full k-faces with a non-full (k − 1)-face related to full k-faces with a non-fat (k − 2)-face). Let X be a d-dimensional simplicial complex, 0 ≤ i < d, 0 < η < 1 a fatness constant. Then for any i-cochain W ∈ C i (X) and any
Proof. Fix an i-cochain W ∈ C i (X) and some 1 ≤ k ≤ i + 1. Note that if a (k − 1)-face σ ∈ X(k − 1) is not full, then by definition it contains a non-
Since each (k − 1)-face contains k vertices, by removing one vertex from σ uniformly at random there is a probability of 1/k to hit τ . It follows that 12) where the first equality holds since if P k−2 ∈ S k−2 , then by definition P k−1 must have been not full, the second and third equalities follow from laws of probability and the inequality follows from the explanation above.
The next lemma is the only place where we use the skeleton expansion of the complex. We use it in order to bound the norm of full k-faces which contain a non-fat (k − 2)-face with relation to the norm of fat (k − 1)-faces which contain a non-fat (k − 2)-face. 
Proof. Fix an i-cochain W ∈ C i (X) and some 1 ≤ k ≤ i + 1. Recall that a k-face is full if all of its (k − 1)-faces are fat. Thus, at the link of any (k − 2)-face, a full k-face seems as an edge between two fat vertices. It follows that for any non-
where the second inequality follows from the skeleton expansion of X and that σ is not fat. Then by the law of total probability
Now the proposition follows as an immediate corollary of the above lemmas.
Proof of Proposition 2.8. Fix an i-cochain W ∈ C i (X) and some 0 ≤ j ≤ i. Then by the above lemmas
where the inequalities follow from Lemma 2.11, Lemma 2.12 and Lemma 2.13, in that order.
Rapid mixing of high order random walks
In this section we prove the following two theorems.
Theorem 3.1 (Colorful expansion implies rapid mixing
Then all of the high order random walks on X are µ-rapidly mixing for
, then all of the high order random walks on X are µ-rapidly mixing for
We note that by following the steps of the proof carefully we actually get a stronger theorem, which we state here without proving it. Theorem 3.3 (Stronger rapid mixing). Let X be a d-dimensional α-skeleton expander, d > 1. Then for any 0 ≤ i < d such that α < ( 2 i+1 √ 2 − 1)/ √ 2 the high order random walk on dimension i of X is µ-rapidly mixing for
Recall that the mixing rate of a random walk is deduced from the spectrum of its normalized adjacency matrix. We show in the following lemmas that all of the induced i-graphs, 0 ≤ i < d, have a large conductance and a large bipartiteness ratio, which imply the concentration of the spectrum of the normalized adjacency matrices A i for all 0 ≤ i < d. 
Proof. Fix 0 ≤ i < d and denote by G i = (V i , E i ) the induced i-graph of X. For any i-face σ ∈ X(i) and its corresponding vertex v ∈ V i it holds that
where the first equality holds since each d-face which contains σ contains d − i (i + 1)-faces τ ⊃ σ, and hence is counted d − i times. And the second equality holds since each (i + 1)-face which contains σ contains i + 1 neighbors of σ.
, be an arbitrary subset of vertices in G i and denote by W ∈ C i (X) the corresponding i-cochain in X. By (3.1) it follows that
and thus by the ǫ-colorful expansion of X we get that
We claim that any expanding face τ ∈ ψ(W ) contributes at least (i+1) deg(τ ) edges between S andS. In order to see this, consider an expanding face τ ∈ ψ(W ) and let j = |{σ ⊂ τ | σ ∈ W }| denote the number of i-faces of τ which are in W . Since the total number of i-faces in τ is i + 2, then τ has (i + 2 − j) i-faces which are not in W . It follows that there are j(i + 2 − j) pairs of i-faces σ, σ ′ ⊂ τ such that σ ∈ W , σ ′ / ∈ W . Recall that for each such pair, there are deg(τ ) edges between the corresponding vertices in G i , so τ contributes j(i + 2 − j) deg(τ ) edges between S andS. The last thing to note is that τ is an expanding face so 1 ≤ j ≤ i + 1, which yields that j(i + 2 − j) ≥ i + 1. Therefore,
It follows that
where the second equality holds since
and the inequality holds by (3.1) and (3.3). Combining (3.2) and (3.4) finishes the proof.
Lemma 3.5. Let X be a d-dimensional simplicial complex. Then for any 1 ≤ i < d the bipartiteness ratio of G i (X) satisfies
Proof. Fix 1 ≤ i < d and denote by G i = (V i , E i ) the induced i-graph of X. Let S, S 1 , S 2 ⊆ V i be arbitrary subsets of vertices such that S 1 · ∪ S 2 = S and denote by W, W 1 , W 2 ∈ C i (X) the corresponding i-cochains in X.
For any (i + 1)-face τ ∈ Γ(W ) denote by j 1 (τ ) = |{σ ⊂ τ | σ ∈ W 1 }| the number of i-faces of τ which are in W 1 . Similarly denote by j 2 (τ ) the number of i-faces of τ which are in W 2 . Since the total number i-faces in τ is i + 2, then τ contains (i + 2 − j 1 (τ ) − j 2 (τ )) i-faces which are not in W . It follows that 5) and for any k = 1, 2
Combining (3.5) and (3.6) yields
Consider an arbitrary (i + 1)-face τ ∈ Γ(W ). If j 1 (τ ) = 0 or j 2 (τ ) = 0, then
Otherwise,
where the first inequality holds since j 1 (τ )j 2 (τ ) ≤ ((j 1 (τ )+j 2 (τ ))/2) 2 , and the second inequality holds since 2 ≤ j 1 (τ ) + j 2 (τ ) ≤ i + 2. Substituting (3.8) and (3.9) in (3.7) yields
It also holds that
Combining (3.10) and (3.11) yields
Since S, S 1 , S 2 were arbitrary it follows that
which finishes the proof.
Proof of Theorem 3.1. The proof follows from the previous lemmas. For any 0 ≤ i < d the combination of Lemma 1.11 and Lemma 3.4 yield
(3.12)
For 1 ≤ i < d the combination of Lemma 1.12 and Lemma 3.5 yield 13) where the last inequality holds since ǫ < 1. For i = 0 denote by G ′ 0 the graph achieved by adding deg(v) self-loops to any vertex v ∈ V 0 . Then by Proposition 1.13 14) where the first and second inequalities follow from Lemma 1.11 and Lemma 3.4 respectively, and the last inequality holds since d > 1. By the same proposition it also holds that λ |V 0 | ( A ′ 0 ) ≥ 0. By (3.12), (3.13) and (3.14) it follows that for any 0 ≤ i < d the high order random walk on dimension i of X is µ-rapidly mixing for
Proof of Theorem 3.2. The proof follows immediately as a corollary of Theorem 2.1 and Theorem 3.1.
Explicit construction
Ramanujan complexes were first defined in [15] and were explicitly constructed in [14] . For details on Ramanujan complexes we refer the readers to [13] .
In this section we prove the following theorem. As been proven in [4] , Ramanujan complexes are excellent skeleton expanders. Though, we need a stronger claim for the mixing of their 1-dimensional skeletons than the one appears in [4] . We can get a better bound since we need a good mixing behavior only inside a subset of vertices and not between every two subsets. We start by defining a special type of complexes. • For any d-dimensional face σ ∈ X(d) it holds that σ ∈ V 0 × V 1 × · · · × V d .
• For any I ⊂ J ⊂ {0, 1, . . . , d} there exists k J I ∈ N such that any face σ ∈ X ∩ i∈I V i is contained in k J I faces from X ∩ j∈J V j .
For a partite regular complex X, denote by X (i,j) = (V i · ∪ V j , X(1) ∩ (V i × V j )) the induced graph by partitions i and j. Note that by the regularity of the complex, X (i,j) is a bipartite biregular graph, i.e., there exists k j i , k i j ∈ N, such that any vertex v ∈ V i is contained in k j i edges and any vertex u ∈ V j is contained in k i j edges. It is known that λ 1 (X (i,j) ) = (k j i k i j ) 1 / 2 , where λ 1 (X (i,j) ) is the largest eigenvalue of the graph's adjacency matrix (see [3, Lemma 3 .1] for a proof). Denote by λ 2 (X (i,j) ) = λ 2 (X (i,j) )/(k j i k i j ) 1 / 2 the normalized second largest eigenvalue. The following mixing lemma for bipartite biregular graphs is proven in [3] . We use this lemma in order to prove the following proposition. which finishes the proof. Now, as been proven in [4] , all of the links of a Ramanujan complex are partite regular and the normalized second largest eigenvalue of every induced bipartite biregular graph approaches 0 as a function of the dimension and the thickness of the complex. So we state the following lemma which is proven in [4] . We are now ready to prove the theorem of this section.
Proof of Theorem 4.1. Let d ∈ N be any dimension we want. Let C = C(d) be the constant from Lemma 4.5 and set
Now if X is a d-dimensional q-thick Ramanujan complex with q > q 0 , then by Proposition 4.4 and Lemma 4.5 X is an α-skeleton expander for
Then applying Theorem 3.2 finishes the proof.
where the last equality and the last inequality follow from the orthonormality of the eigenvectors. Now let π 0 ∈ R V be any initial probability distribution on the vertices. We can write π 0 as a convex combination π 0 = v∈V α v 1 v , where v∈V α v = 1. Similarly, the stationary distribution can be written as π = v∈V α v π. Then by the triangle inequality we get
