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The discovery of a “weakly-turbulent” instability of anti-de Sitter spacetime supports the idea that
confined fluctuations eventually collapse to black holes and suggests that similar phenomena might
be possible in asymptotically-flat spacetime, for example in the context of spherically symmetric
oscillations of stars or nonradial pulsations of ultracompact objects. Here we present a detailed study
of the evolution of the Einstein-Klein-Gordon system in a cavity, with different types of deformations
of the spectrum, including a mass term for the scalar and Neumann conditions at the boundary. We
provide numerical evidence that gravitational collapse always occurs, at least for amplitudes that
are three orders of magnitude smaller than Choptuik’s critical value and corresponding to more than
105 reflections before collapse. The collapse time scales as the inverse square of the initial amplitude
in the small-amplitude limit. In addition, we find that fields with nonresonant spectrum collapse
earlier than in the fully-resonant case, a result that is at odds with the current understanding of
the process. Energy is transferred through a direct cascade to high frequencies when the spectrum
is resonant, but we observe both direct- and inverse-cascade effects for nonresonant spectra. Our
results indicate that a fully-resonant spectrum might not be a crucial ingredient of the conjectured
turbulent instability and that other mechanisms might be relevant. We discuss how a definitive
answer to this problem is essentially impossible within the present framework.
PACS numbers: 04.25.dc, 04.20.Ex, 04.70.-s.
I. INTRODUCTION
Gravity has a complex and very rich nonlinear regime,
as illustrated in Choptuik’s classical study [1]. Chop-
tuik conducted a series of numerical experiments to
understand how black holes (BHs) form from an ini-
tial pulse of a massless, minimally coupled scalar field.
Large enough concentrations of matter collapse promptly,
whereas sufficiently “small” fluctuations eventually dis-
perse to infinity in agreement with the nonlinear stability
of Minkowski spacetime [2]. For initial data described by
an arbitrary parameter p, close to the threshold of BH
formation the BH mass is described by [1]
M ∝ (p− p∗)γ , (1)
where γ is a universal constant, independent on which
parameter p is used to describe the initial data, and p∗
is a critical value of p.
The nonlinear stability of Minkowski spacetime is ulti-
mately due to the ability of small fluctuations to disperse;
what happens if such dissipation is instead negligible?
For instance, in the assumption of vanishing viscosity,
small spherical fluctuations of a star cannot be dissipated
by gravitational waves due to Birkhoff’s theorem, and are
confined within the object. Likewise, any fluctuation of
a sufficiently compact object cannot be damped by grav-
itational waves and is trapped between the center of the
object and its unstable light ring [3, 4]. A pertinent ques-
tion is then what happens when Choptuik’s experiment
is repeated in confined geometries?
A possible answer to this question was given by Bi-
zon and Rostworowski, who investigated the collapse of
scalar fields in asymptotically anti-de Sitter (AdS) space-
time [5]. Their study revealed that small enough fluctua-
tions – which would disperse to infinity in asymptotically-
flat spacetime – bounce back and get (“weakly turbu-
lent”) blueshifted upon gravitational interaction. In a de-
tailed analysis, they argued that except for special sets of
initial data, the evolution of a massless, spherically sym-
metric scalar field always results in collapse to a BH. It
has subsequently been suggested – with strong numerical
and analytic evidence to support it – that not all initial
conditions lead to collapse [6, 7] (but see also [8]) but
generic families of initial data remain that do collapse
for arbitrarily small initial amplitudes1.
A. Open questions & executive summary
The results in AdS geometries raise the exciting – if
troublesome – possibility that analogous effects might
play a role in our universe. Indeed, stripping the pro-
cess to its bare bones, Maliborski [9] showed that the
cosmological constant seems not be crucial: the evolu-
tion of a scalar field in a cavity leads to similar results
1 In this context by “amplitudes” we mean some parameter p de-
scribing the initial data. In this work, we always refer to the
amplitude A of the initial wavepacket as defined in (24a) below.
2as those found in Ref. [5], i.e, some families of initial
data collapse at arbitrarily small amplitudes. Neverthe-
less many – and perhaps the most urgent – questions
remain unanswered. A fundamental limitation on our
knowledge is due to the numerical nature of these stud-
ies, making it hard to decide on the trend of the process
at very small amplitudes: lack of collapse for some finite
initial amplitude doesn’t necessarily mean that there is a
threshold amplitude (because numerical simulations run
for a finite time); likewise, collapse at small but finite
amplitudes doesn’t mean that the spacetime is necessar-
ily nonlinearly unstable at arbitrarily small amplitudes.
In this context some of the open questions are related to:
I. The (dynamical) approach to collapse. This question
has been surfaced by estimating how higher frequencies
are excited, but no really solid picture of horizon forma-
tion has been attempted2. This work provides no further
insight on this issue.
II. The relevance of a fully-resonant spectrum. By using a
perturbative expansion of the field equations, the original
study [5] suggested that a fully-resonant – or commensu-
rable – spectrum is a necessary condition for collapse at
arbitrarily small amplitudes. We remind that commensu-
rability is a condition on the proper eigenfrequencies of
the background spacetime, i.e. there exist combinations
of i, j, k ∈ Z such that the corresponding modes satisfy
ωk = ωj − ωi , k > j > i . (2)
In a nutshell, the relation above implies the existence of
secular terms that drive arbitrarily-small initial pulses
away from the perturbative regime [5].
Dias et al. [10] have analyzed the full perturbative ex-
pansion and concluded that a resonant spectrum is in-
deed a necessary condition for collapse to occur at ar-
bitrarily small amplitudes. Going beyond the perturba-
tive level, some evidence exists that a nonresonant spec-
trum does halt collapse [6, 11]. Nevertheless, we believe
that the existing numerical evidence is circumstantial and
wish to present a thorough analysis of this problem. For
instance, in Ref. [11] only two points in parameter space
are discussed. As we remarked previously, numerical sim-
ulations run for a finite amount of time and “no collapse”
may simply mean that more run time is necessary. In
other words, we believe that trends of collapse time ver-
sus wavepacket amplitude are necessary in order to make
reliable statements. Such study is made in Ref. [6] (see
e.g. Fig. 12), but again only for a limited region in param-
eter space. Finally, it is possible that such noncollapsing
configurations are special, for example they might corre-
spond to some “island of stability” [6, 12], which might
not exclude the possibility that some other family of ini-
tial data collapses for arbitrarily small amplitudes.
2 For example, which frequency distribution at the threshold of
BH formation is guaranteed to give rise to a horizon?
Generically, compact geometries that can trap matter
do not give rise to a fully-resonant spectrum. Thus, un-
derstanding whether commensurability is necessary for
weak gravitational turbulence is mandatory. Here we
show evidence that the fully nonlinear dynamics is much
richer than what commensurability of the linearized per-
turbations would suggest. In particular, by studying the
evolution of a massive scalar in a cavity (which mimics in
a simplistic way spherically symmetric perturbations of a
star), we find evidence that collapse occurs at very small
amplitudes with the collapse time scaling as the inverse
of the square of the initial perturbation. We do not find
evidence for a threshold amplitude, in contrast with the
perturbative analysis of Ref. [10]. We thus leave open the
question of how small the initial amplitude needs to be
for collapse to be prevented, or whether novel nonlinear
mechanisms that cannot be captured by a perturbative
analysis are responsible for collapse in nonresonant con-
figurations (cf. Sec. III D below for a detailed discussion).
III. Why nonresonant configurations collapse earlier. In-
terestingly – although not explicitly discussed in previ-
ous work – numerical simulations indicate that even for
initial data that do not collapse at sufficiently small am-
plitude, the time for collapse at intermediate amplitudes
is of the same order of magnitude (or shorter) than those
with fully-resonant spectrum (see Fig. 12 of Ref. [6]).
Clearly, if collapse were driven by resonant excitations
of higher frequencies, the trend should be the opposite.
Similar results can be inferred from the simulations re-
ported in Ref. [9], where the time scales for resonant and
nonresonant configurations are at least of the same order
of magnitude throughout the amplitudes shown. Our re-
sults agree with and extend these findings, giving another
indication for the existence of some other mechanism(s)
driving collapse.
IV. Weak turbulence versus inverse cascade. In parallel
with the perturbative analysis [5, 10, 13], recent simu-
lations have identified an inverse-cascade effect as the
responsible for halting the collapse and leading to dy-
namical, nondispersive solutions [7] (but see [8]). Large
families of initial data exist whose late-time evolution
is characterized by energy transfer to lower frequencies,
thus being competitive to weak turbulence3. Interest-
ingly, in the case of a nonresonant configuration we also
observe inverse-cascade effects, but the latter do not seem
to prevent BH formation in all cases under consideration.
V. How small is the threshold amplitude. An equally
relevant question concerns the threshold amplitude at
which weakly-turbulent collapse is possibly halted. In
fact, whether or not collapse happens at arbitrarily small
amplitudes is for some purposes an academic question, as
most physically interesting systems would be described
by finite-sized perturbations. It is now established that
3 An attempt to explain such behavior in terms of the existence of
a stochasticity threshold has been recently proposed [14].
3weak-turbulence causes collapse at amplitudes signifi-
cantly lower than the Choptuik critical value. How much
lower? Our results show that in a confined geometry the
critical amplitude for BH formation (if it exists) is at
least three orders of magnitude smaller than Choptuik’s
critical amplitude for prompt collapse.
VI. Different matter, realistic configurations. Finally, the
original simulations were performed solely for minimally
coupled massless scalars in spherical symmetry [5, 9] (a
notable exception is the analysis of Ref. [13] dealing with
nonspherical gravitational perturbations of AdS). If the
process is to have any bearing at all on realistic configura-
tions it is necessary to understand how these results gen-
eralize to other forms of matter. It is also not clear how
nonlinearities will drive the system in generic asymmetric
configurations or in the presence of dissipation. We par-
tially address this issue by considering massive scalars in
our study, although retaining the assumption of spher-
ical symmetry. (The role of dissipation in a partially-
confining geometry has been investigated in Ref. [15]).
II. SETUP
Our setup is similar to, but more general than, the one
studied by other authors [9]. We consider the Einstein-
Klein-Gordon system for a massive scalar field Φ, evolv-
ing in a spherically symmetric “cavity”. The field is con-
fined by an infinitely thin shell, the properties of which
are determined a posteriori (see below), but which sat-
isfy the dominant (and therefore the weak and the null)
energy conditions. Outside the shell, the spacetime is
asymptotically flat and vacuum. Because the system is
spherically symmetric and the scalar is confined (in a way
to be made precise below), the spacetime outside the shell
belongs to the Schwarzschild family.
With these preliminaries, we consider the Einstein-
Klein-Gordon action (henceforth we use G = c = ~ = 1
units)
S =
∫
d4x
√−g
(
R
16π
− 1
2
∇µΦ∇µΦ− 1
2
µ2Φ2
)
. (3)
We focus on spherically symmetric spacetimes and our
setup is the same as the one presented in Ref. [15] and
briefly summarized here. In the Arnowitt-Deser-Misner
decomposition, the geometry is described by
ds2 =− α2dt2 + ψ4ηijdxidxj , (4a)
Kij =
1
3
ψ4ηijK , (4b)
where ηij is the Minkowski 3-metric in spherical coordi-
nates and Kij is the extrinsic curvature of the confor-
mally flat metric γij = ψ
4ηij .
Variation of the action (3) gives the evolution equa-
tions
ψ˙ =− 1
6
αψK ,
K˙ =− 1
ψ4
△α− 2
ψ5
ψ′α′ +
1
3
αK2 + 4πα
(
2Π2 − µ2Φ2) ,
Φ˙ =− αΠ ,
Π˙ =αΠK − α
ψ4
△Φ− 1
ψ4
α′Φ′ − 2α
ψ5
ψ′Φ′ + αµ2Φ , (5)
where Π is the conjugate momentum of Φ, a dot and a
prime denote derivative with respect to t and r, respec-
tively, and △ is the flat Laplacian operator. In addition,
the Hamiltonian and momentum constraints read
ψ−5 △ψ − K
2
12
+ π
[
Π2 + ψ−4Φ′2 + µ2Φ2
]
= 0 , (6)
2
3
K ′ + 8πΠΦ′ = 0 , (7)
where the kinetic term △ψ can be computed by the
so-called CARTOON method [16] described in the Ap-
pendix A. The evolution system is closed by prescribing a
gauge condition for the lapse function and we use the so-
called “1+log” slicing condition, α˙ = −2αK. The latter
equation, together with Eqs. (5) can be solved by im-
plementing a free evolution scheme. We note that such
scheme might drive the evolution away from the true so-
lution of the initial value problem, even when standard
convergence criteria are met. This behavior can be pre-
vented by introducing a fictitious damping term. To ex-
clude this issue, we have instead checked a posteriori that
our solutions do solve the constraints (7) and the evolu-
tion equations at all times, especially for long evolutions.
A. Boundary conditions
Regularity at the origin r = 0 is guaranteed by impos-
ing Neumann conditions for all variables α, ψ,K,Φ,Π.
On the other hand, imposing physically-motivated
boundary conditions at the surface of the cavity, r = R,
is a nontrivial task in a fully nonlinear evolution. Gener-
ically, the boundary of the cavity contributes to the dy-
namics with its own stress-energy tensor, it can oscillate
and resonate with the perturbations, etc. Here, we will
deal with the boundary by immersing it in a vacuum,
asymptotically-flat spacetime, and take the boundary to
be composed of an infinitely thin shell of some material
which obeys some relevant energy conditions.
1. Dirichlet and Neumann boundary conditions
First of all, it is useful to define a “mass function”
m(r, t) for the spacetime through ψ(r, t) = 1+m(r, t)/2r.
Although m(r, t) has no particular meaning, if one em-
beds the cavity in an asymptotically-flat spacetime and
confines the scalar within the cavity, Birkoff’s theorem
4guarantees that the exterior spacetime has to be de-
scribed by the Schwarzschild metric with m(r, t) = MS
for r > R. As we discuss in a moment, the properties of
the cavity surface are related to the discontinuity of the
metric functions. Therefore, it is natural to impose that
m(r, t) be constant in time as r → R in order to guaran-
tee that the intrinsic properties of the shell remain also
constant.
From the evolution equations we get
m˙ = 2rψ˙ = −1
3
rαψK , (8)
and therefore (discarding singular situations where α or
ψ are zero at r = R) the mass M ≡ m(R, t) is constant
if and only if K(R, t) = 0. In the following we impose
the latter condition to ensure that m(R, t) is a conserved
quantity and we shall check a posteriori that this condi-
tion is enough to guarantee that the shell’s properties do
not change in time.
In order to characterize the behavior near the bound-
ary, we expand each variable (collectively denoted as X)
near r = R as
X(r, t) =
N∑
i=0
Xi(t)
(
1− r
R
)i
. (9)
Finally, we impose two sets of boundary conditions:
Dirichlet : Φ0(t) = Π0(t) = K0(t) = 0 , (10)
Neumann : Φ1(t) = Π1(t) = K0(t) = 0. (11)
both supplemented by the gauge condition α0(t) = 1 near
the boundary.
By virtue of the field equations, both sets of boundary
conditions imply that the metric coefficients are constant
at the boundary. Indeed, by imposing Dirichlet bound-
ary conditions (10) and by using the field equations, we
obtain
K1(t) = Π1(t) = 0 , α1(t) = α1 , ψ0(t) = ψ0 , ψ1(t) = ψ1 ,
where α1, ψ0 ≡ 1 +M/(2R) and ψ1 are constants fixed
by the initial data. All the remaining functions Xi can
be written in terms of these constants by solving the field
equations iteratively near the boundary.
Likewise, Neumann boundary conditions (11) imply
K1(t) = Π0(t) = 0 ,
α1(t) = α1 , ψ0(t) = ψ0 , ψ1(t) = ψ1 ,Φ0(t) = Φ0 ,
where Φ0 is also constant by virtue of the field equations.
2. The spectrum of perturbations
To first order, the scalar field satisfies a massive Klein-
Gordon wave equation propagating on a Minkowski back-
ground, 0Φ1 = µ
2Φ1, whose solution can be decom-
posed in normal modes:
Φ1(r, t) =
∑
i
ai cos(ωit+ bi)ei(r) (12)
where ai and bi are constants and the orthonormal eigen-
functions that are regular at the center read
ei(r) = Bi
√
2
R
sin(kir)
r
. (13)
Here we have defined the norm 〈ei, ej〉 ≡
∫ R
0
drr2ejei,
and Bi = 1, sin
−1(kiR) for Dirichlet and Neumann con-
ditions, respectively. The dispersion relation for a mas-
sive wave is simply ω2i = k
2
i + µ
2. For a massive scalar
field enclosed in a spherical cavity, the spectrum reads
ωj =
√
µ2 + (jπ/R)2 , Dirichlet (14)
ωj =
√
µ2 + kˆ2j , Neumann (15)
for Dirichlet and Neumann boundary conditions at r =
R, respectively, and where kˆj (j = 0, 1, 2, ...) are the roots
of tan(kR) = kR. Therefore, the modes of the linearized
problem are commensurable only in the massless case
when Dirichlet conditions are imposed at the boundary.
3. Junction conditions
With the boundary conditions at hand, we can use
Israel’s junction conditions [17] across r = R to compute
the properties of the cavity surface. Because the metric
coefficients are constant at r = R, the line element (4a)
can be written in Schwarzschild-like form near r = R as
ds2 = −α2
(
1− 2MS
yR
)
dT 2+
dy2
F 2
+y2(dϑ2+sin2 ϑdϕ2) ,
(16)
where y = rψ2, yR = y(R), t = T (1 − 2MS/yR), F =
1 + 2rψ′/ψ and MS is the Arnowitt-Deser-Misner mass
of the asymptotically-flat spacetime in which the cavity
is embedded. This solution has to be matched with the
standard Schwarzschild solution with massMS across the
cavity surface S at r = R. Regularity of the intrinsic
three-metric requires [[gAB]] = 0, where [[X ]] = X+−X−
is the jump across the surface of a given quantity X and
the indices A,B run over the coordinates T , ϑ and ϕ
that parametrize curves tangential to S. The condition
[[gAB]] = 0 is automatically satisfied in the coordinates
(T, y, ϑ, ϕ). The remaining junction conditions stem from
Einstein’s equations and read
[[KAB]] = 8π(SAB − γABS/2) , (17)
where KAB is the extrinsic curvature of S, γAB is the
induced three-metric on S and SAB = (Σ − Θ)uAuB −
ΘγAB is the surface-energy tensor, with Σ and Θ being
the surface energy and the surface tension of the cavity,
respectively, and uA being the fluid 3-velocity vector. In
our spherically symmetric case Σ and Θ are related to
the jump of the extrinsic curvature through
Σ = − [[K
ϑ
ϑ]]
4π
, Θ = −Σ
2
+
[[Ktt]]
8π
. (18)
5where [[KAB ]] = [[√gyygAB,y/2]] (cf. e.g. [18]). It is now
clear that having the metric and its derivatives constant
at r = R simply translates in the fact that Σ and Θ
are constant in time. In general, Σ and Θ depend on the
values of α1, ψ0 ≡ 1+M/(2R),MS and ψ1. Equivalently,
once the initial data and the shell’s surface energy Σ are
prescribed, the junction conditions allow to determine
the total massMS and the shell’s equation of state, Θ(Σ).
In the following we shall consider initial data corre-
sponding to α1 = 0, ψ0 = 1 +O(ǫ2), ψ1 = O(ǫ2), where
ǫ is related to the amplitude of the initial data. In this
case we obtain
Σ ∼
1−
√
1− 2MSR
4πR
, Θ ∼ −Σ
2
R−MS
R− 2MS , (19)
in the small-ǫ limit, for both Dirichlet (Φ0 = 0) and Neu-
mann boundary conditions. As it can be checked, the
shell’s surface satisfies the dominant energy condition for
R > 3MS , and it violates the strong energy condition for
any R > 2MS.
B. Diagnostics
We will make extensive use of two diagnostic tools.
The first diagnostic is a proxy for BH formation via iden-
tification of an apparent horizon, a condition for which
is that [19]
∂r(r
2ψ4) =
2
3
r2ψ6K . (20)
The second diagnostic, identifying strong curvature
regions, consists on evaluating the following Ricci and
Kretschmann scalars at the origin, where a small BH and
regions of large curvature are expected to form,
gµνRµν = 8π
(−Π2 + 2µ2Φ2) , (21)
RαβγδR
αβγδ =
2
27
[
K4 − 24πK2 (Π2 + µ2Φ2)]+ 8(α′′)2
3α2ψ8
+
8
3
[
4π2
(
11Π4 − 2µ2Π2Φ2 + 5µ4Φ4)] .(22)
In our formulation, Φ and Π remain generically bounded
and regular at the origin and as a consequence so does
the Ricci scalar. However, the first two terms in the
Kretschmann, respectively proportional to K4 and K2,
will be seen to cause an ultra-exponential growth in the
scalar curvature at the center4.
4 Using the metric ansatz of Ref. [9], the Kretschmann scalar at the
origin reads RαβγδR
αβγδ
∝ (gµνRµν)2. In this case the Ricci
curvature (and therefore the Kretschmann scalar) grows ultra-
exponentially at the origin when an apparent horizon is formed.
Although the Ricci curvature is an invariant, this behavior is
not necessarily in contrast with the fact that our Ricci scalar
is bounded at r = 0. We suspect that the difference is due
C. Initial data
We consider two sets of initial data that solve the
constraints (7): (i) numerical initial data similar to the
ones of Ref. [9] and (ii) the same analytic initial data as
those described in Ref. [15]. In both cases, we assume
K = 0 = Φ at t = 0, so that the momentum constraint
in Eq. (7) is trivially satisfied. Then, for a given profile
Π(0, r), the conformal factor ψ ≡ 1 + u is determined by
the Hamiltonian constraint,
△u = −πΠ2ψ5 , (23)
which we solve with boundary conditions ∂r(ru) = 0 at
r = R and ∂ru = 0 at r = 0. In this work we consider
the following profiles for Π:
Π(0, r) =A exp
{−r2/w2} , (24a)
Π(0, r) =A exp
{−(r −R/2)2/w2}ψ−5/2, (24b)
where A and w denote the amplitude, width and location
of the Gaussian wave packet. In the first case Eq. (23)
is solved numerically by discretization and implementing
an iterative method,
uj =
1
2
(uj+1 + uj−1) + 2 (u˜j − uj) + 1
2
πΠ2j (1 + uj)
5dr2,
where u˜j is obtained by the CARTOON method in or-
der to avoid large numerical errors near the center, see
Appendix A. We also use the Multi-Grid method to effi-
ciently reduce the numerical error during the iteration.
On the other hand, by using Eq. (24b), a regular solu-
tion for the Hamiltonian constraint (23) can be found in
closed form. We refer to Refs. [15, 20] for details on the
analytic initial data.
In the left panel of Fig. 1 we show an example of nu-
merical solution for the initial profile (24a), whereas in
the right panel of Fig. 1 we compare the analytical initial
data for the initial profile (24b) used in Ref. [20] with the
numerical initial data for the same profile.
III. RESULTS
We performed various simulations for different values
of the scalar-field mass, different boundary conditions
and various types of initial data; for each of these simu-
lations we computed the time of apparent horizon forma-
tion for different initial pulse amplitudes, and we followed
the growth of the scalar curvature (22) at the center. The
to the different slicing and coordinate patches used in the two
cases (note that in our coordinate r = 0 does not necessarily
correspond to the origin of the coordinates used in Ref. [9] and
that even for the Schwarzschild solution gµνRµν = 0 at the origin
whereas the Kretschmann is singular). Modulo this difference,
the endstate of the evolution is consistent in the two cases, as
discussed in the rest.
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FIG. 1. Left panels: Example of numerical initial data. The initial profile is given by Eq. (24a) with AR = 0.125 and
w = 0.125R. The left top panel shows the source Π and the conformal factor as computed numerically with resolution
dr = R/1000. The left bottom panel shows the normalized error of the Hamiltonian constraint at t = 0. Right panels:
Comparison between analytic and numerical initial data. In the right top panel we compare the numerical and analytic
solution for a source described in Eq. (24b) with AR = 0.1 and w = 0.125R. The bottom right panel shows the source profile
including the conformal factor.
results are discussed in the following and summarized in
Figs. 2-8. All quantities are normalized by the cavity size
R. The convergence properties of our results are detailed
in Appendix B and are consistent with the adopted nu-
merical procedure.
When the initial amplitude is larger than a critical
value A∗, BH formation occurs promptly as in the pre-
vious mentioned Choptuik’s study [1] in asymptotically-
flat space (which we have recently investigated in detail
for massive fields [15]). Here, we are particularly inter-
ested in the behavior of the system for amplitudes much
smaller than Choptuik’s critical value, for which it takes
a large number of reflections at the cavity boundary be-
fore horizon formation.
A. Dirichlet boundary
As we already mentioned, Dirichlet boundary condi-
tions yield a fully-resonant spectrum for massless pertur-
bations but not for generic massive fields. As a first ex-
ploration of the impact of a commensurable spectrum, we
have therefore evolved massive fields subjected to Dirich-
let conditions (10) at r = R. Results for the collapse time
tBH are shown in Fig. 2 as a function of the initial am-
plitude for various masses µ.
For massless fields, µ = 0, we confirm the results of
Ref. [9], which found evidence for a weakly-turbulent
instability for generic initial data, similar to the AdS
case [5] and in agreement with the fact that the spec-
trum of linear perturbations is fully resonant. In this
case the collapse time tBH ∼ 1/A2 at small amplitudes
and for different initial data, in agreement with previous
studies [5, 9].
As shown in Eq. (14), commensurability of the mode
101
102
103
104
105
10-2 10-1 100 101
t B
H
/R
AR
µR=  0.0
µR=  0.5
µR=  2.0
µR=  6.0
µR=10.0
FIG. 2. Collapse time as a function of initial amplitude A
with Dirichlet boundary conditions imposed at r = R, pulse
width w = 0.125R and various scalar field masses. For this
initial data (24b), Choptuik’s critical amplitude for prompt
collapse corresponds to AR ∼ 8.
spectrum in the Dirichlet case is broken for any nonvan-
ishing mass. Should a fully-resonant spectrum be a nec-
essary condition for BH formation starting from arbitrar-
ily small initial data, one would expect the appearance
of a critical amplitude in the function tBH(A). In other
words, Fig. 2 should display a qualitatively different be-
havior for the massive case relative to the massless case,
with tBH → ∞ as the critical amplitude is approached
(cf. e.g. Figs. 7 and 8 in Ref. [6]). However, Fig. 2
does not indicate any qualitatively different behavior for
0 ≤ µR ≤ 10. Choptuik’s critical amplitude for the case
shown in Fig. 2 corresponds to A∗R ∼ 8 and, therefore,
our simulations show that collapse still occurs for ampli-
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FIG. 3. Collapse time vs ratio of Compton wavelength to the
width of initial pulse (µw) for Dirichlet boundary. Initial data
are described in (24a) with dr = R/2000.
tudes that are three orders of magnitude smaller than A∗.
This corresponds to roughly 105 reflections from the cav-
ity boundary before the formation of an apparent hori-
zon. In the region under consideration our results are still
compatible with a power-law dependence, tBH(A) ∼ A−2
at small amplitudes and for any mass.
Even more interestingly, the collapse time for µR .
1 is always of the same order of magnitude or shorter
than the collapse time in the massless case for the same
initial data (i.e., fixing the amplitude and width of the
initial pulse). This result is counter-intuitive in terms of
perturbation theory, because one would expect that the
fully-resonant spectrum of the massless case is the most
favorable situation to trigger nonlinear effects and lead
to BH formation.
When the Compton wavelength of the scalar field is
considerably smaller than any other lengthscale in the
problem (µR , µw ≫ 1), the coefficient of tBH(A) ∼ A−2
is a nonmonotonic function of µ and, indeed, the collapse
time for µR = 10 is longer than in the massless case for
the same amplitude, although it does not show deviations
from the power-law behavior at small amplitudes.
A study of the collapse time for different mass param-
eter µw is shown in Fig. 3 and shows three important
features: (i) the collapse time tBH does scale like the in-
verse of the square amplitude for basically all parameters
we studied, but (ii) there is a transition in the coeffi-
cient of proportionality at the point where the Comp-
ton wavelength becomes of the order of the wavepacket
width. Furthermore, (iii) the collapse time increases as
the width w decreases. This is exactly the opposite as
for the case of prompt collapse [1]. We shall come back
to this point later.
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Fitting t/R=(AR)-2.0
FIG. 4. Collapse time as a function of initial amplitude with
Neumann boundary conditions and compared with Dirich-
let boundary conditions for a massless scalar field. Initial
data are the same in both cases: we considered the initial
pulse (24b) with two choices of the width, namely w = 0.125R
and w = 0.15R.
B. Neumann versus Dirichlet boundary
As another relevant example in which the mode spec-
trum is dispersive, we considered Neumann boundary
conditions (11), which correspond to the nonresonant
spectrum (15) at the linearized level. As shown in Fig. 4,
also in this case we observe an approximate power-law
behavior of the collapse time as a function of the initial
amplitude, and our simulations do not show deviations
from this behavior in a range of amplitudes that covers
almost three orders of magnitude.
It is also interesting to compare the Neumann and the
Dirichlet cases. Again, the absence of a fully-resonant
spectrum in the former would suggest that the collapse
time should be longer than the corresponding collapse
time obtained evolving the same initial data with Dirich-
let boundary conditions. On the contrary, Fig. 4 shows
that the time of BH formation in the Neumann case is
always of the same order of magnitude or shorter for
a given initial amplitude, similarly to the massive case
(with µR . 1) discussed above. Similar results for Neu-
mann conditions can be extracted from the simulations
of Ref. [9].
The formation of an apparent horizon in our simula-
tions is associated with regions of large curvature, in-
dicating the formation of a small BH. This is clearly
seen in Fig. 5, where we show the Kretschmann scalar
at the origin (c.f. Eq. (22)) as a function of time in
three cases: (i) massless case with Dirichlet boundary,
(ii) massless case with Neumann boundary and (iii) mas-
sive case (µR = 4) with Dirichlet boundary. The curves
are truncated at the time of formation of an apparent
horizon. In all cases under consideration the evolution
is characterized by an ultra-exponential growth of the
Kretschmann scalar near BH formation. This signals the
8FIG. 5. The evolution of the Kretschmann scalar for three
representative cases with resolution dr = R/3200: a mass-
less scalar field with Dirichlet boundary (top panel) and with
Neumann boundary (middle panel) and a massive scalar field
with µR = 4 and Dirichlet boundary. In all cases initial data
are prescribed through Eq. (24a), AR = 0.04 and w = 0.125R.
The curves are truncated at the time of formation of an ap-
parent horizon. Note that the case corresponding to a fully-
resonant spectrum is the one for which collapse takes longer.
Our results show that the Kretschmann scalar at the origin
scales with the fourth-power of the initial amplitude, A4, at
least for small amplitudes and well before horizon formation.
formation of a large curvature region, consistent with the
previous finding of formation of a small BH. This is sim-
ilar to the divergence of the Ricci curvature of the geom-
etry shown in Refs. [5, 9]. These particular plots refer
to the same initial wavepacket amplitude and width, and
therefore strengthen the statement that some mechanism
other than mode resonance is at play: fields with Neu-
mann conditions or with a mass term collapse earlier and
the ultra-exponential growth in the curvature also hap-
pens earlier than for (massless, Dirichlet) fields with a
resonant spectrum.
C. Direct- and inverse-cascade effects
Since the pioneering work on the nonlinear instability
of AdS [5], BH formation in confined geometries is associ-
ated with a weakly-turbulent instability: during the evo-
lution the energy is shifted to higher and higher frequen-
cies thus probing smaller and smaller scales and eventu-
ally forming an apparent horizon [5]. To investigate this
phenomenon, we have taken 11 samples Πj , j = 1, ..., 11
of the conjugate momentum at equispaced time intervals,
with each sample containing 10 reflections (or in other
words each of these 10 intervals lasts for 20R); the re-
sults are not qualitatively dependent on the size of these
samples, as long as they are much smaller than the to-
tal simulations time. We then Fourier-transformed the
time series to obtain Π˜j ; the results are summarized in
Figs. 6-7.
In Fig. 6 we show the Fourier transform of the con-
jugate momentum, Π˜j for j = 1, 7, 11. The Fourier-
transformed quantities show a clear excitation of the
modes 14 and 15. For a massless Dirichlet field (top pan-
els of Fig. 6), initially only the first modes are excited
and the dominant frequency is ωR ∼ 15, whereas imme-
diately before BH formation the frequency content seems
to be approximately the same for all high-frequency bins
satisfying ωR ≤ 50, i.e., all high frequencies are excited
to roughly the same amplitude (cf. top right panel), thus
suggesting that weak turbulence is at work in this case.
On the other hand, different boundary conditions and
the absence of a fully-resonant spectrum seem to change
this behavior qualitatively, as shown in the central and
bottom panels of Fig. 6 for massless Neumann and mas-
sive Dirichlet fields, respectively. In all cases, the peaks
of the Fourier transform correspond to the eigenfrequen-
cies (14) and (15), and in the case of massive fields the
field is suppressed when ω < µ, as expected.
The transfer to higher frequencies is manifest in Fig. 7,
which shows the difference ∆Π˜j,j−1 ≡ Π˜j − Π˜j−1 in the
Fourier transform of Π between two consecutive and equi-
spaced time intervals. Focusing on the high-frequency re-
gion, 40 ≤ ωR ≤ 100, we consider the difference at three
time intervals (from left to right) before the formation of
an apparent horizon. In the massless Dirichlet case (top
panels) the difference is always positive and the eigen-
modes are clearly visible, signaling a clear direct cascade
effect where the frequency content of the field is shifted
to higher and higher frequencies. On the other hand, the
Neumann case (central panels) and the massive Dirichlet
case (bottom panels) show a nontrivial pattern, where
the eigenmodes are not noticeable. In some time inter-
vals a direct cascade mechanism is at work, but the latter
can be also followed by an inverse cascade which shifts
the field content to lower frequencies. Furthermore, in
the case of a nonresonant spectrum the frequency trans-
fer for a given time interval is also frequency dependent,
as shown by the change of sign of ∆Π˜ as a function of ω
in some of the central and bottom panels of Fig. 7.
A similar inverse cascade effect has been recently
shown to halt collapse for a large family of initial data
in AdS because it is competitive to weak turbulence [7]
(but see also [8]). However, our initial data are generic
and do not necessarily belong to the class discussed in
Ref. [7], which leads to dynamical, nondispersive solu-
tions. In our case even when weak turbulence does not
seem to be effective the end point of the simulations is the
formation of an apparent horizon, suggesting that some
other nonlinear mechanism (different from mode cascade
triggered by a fully-resonant spectrum) might play a role
in the gravitational collapses.
Our analysis is based on a Fourier transform of a time
data series extracted at the origin. This approach seems
to be more natural than a decomposition in Minkowski
modes (cf. e.g. Ref. [9]) to analyze the full nonlinear evo-
lution and the approach to BH formation. When using
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FIG. 6. Fourier-transform Π˜j of the conjugate momentum Π
at the origin for different time intervals. We consider three
intervals corresponding to the first 10 reflections (j = 1, black
curves, left panels), last 10 reflections before the collapse
(j = 11, blue curves, right panels), and for 10 reflections
roughly centered at t = tBH/2 (j = 7, red curves, middle
panels). The top, central and bottom panels show the case
of massless fields with Dirichlet boundary, massless field with
Neumann boundary and massive field with Dirichlet bound-
ary, respectively. All cases refer to initial data (24a) with
AR = 0.04 and w = 0.125R.
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FIG. 7. Direct and inverse cascade effects. The difference
∆Π˜j,j−1 ≡ Π˜j − Π˜j−1 at the center between two consec-
utive time intervals is shown in the high-frequency region
40 ≤ ωR ≤ 100. Left, middle and right panels correspond to
different time intervals close to the formation of the apparent
horizon (from left to right, j = 9, 10, 11). The top, mid-
dle and bottom panels show the case of massless fields with
Dirichlet boundary, massless field with Neumann boundary
and massive field with Dirichlet boundary, respectively. In
the massless Dirichlet case the difference is always positive
and the eigenmodes are clearly excited, confirming a direct-
cascade effect. In the Neumann and Dirichlet massive cases
we observe both direct and inverse cascade. All cases refer to
initial data (24a) with AR = 0.04 and w = 0.125R.
a decomposition in Minkowski modes, we recover results
similar to the ones reported in Ref. [9].
D. Relation with previous results in the literature
There appears to be some tension between our results
and previous analysis identifying the commensurability of
the spectrum of linear perturbations as a necessary con-
dition for the nonlinear instability of AdS [5, 10, 13] and
of other confining geometries [11]. In a nutshell, the argu-
ment relies on the fact that BH formation is a nonlinear
process which requires a breakdown of the perturbative
analysis. Thus, BH formation for arbitrarily small initial
data requires a breakdown of the perturbative analysis
even for arbitrarily small amplitudes. This can be ac-
complished if secular terms appear in the expansion, as
when the spectrum is fully resonant [5, 10].
On the other hand, although strong arguments can be
made supporting that the perturbative series has a finite
radius of convergence [10], it is not a priori guaranteed
that the full nonlinear dynamics of the problem is cap-
tured by a perturbative analysis. In other words, some
nonlinear interactions might not be described perturba-
tively. In fact, recent work even questions the validity
of the standard perturbative expansions, which breaks
down at late time [7]. Thus, even if the perturbative
analysis is well-behaved order by order, the nonlinear
evolution might still lead to BH formation. This seems to
be the case in the systems considered in this work, whose
spectrum is not fully resonant and yet, gravitational col-
lapse ensues for (arbitrarily?) small initial data.
Clearly, such tension would be resolved by assum-
ing that a critical amplitude exists but is smaller than
the minimum amplitude considered in our simulations.
While this might always be the case – even in a fully-
resonant situation – we note here that: (i) to the best
of our knowledge, no argument can currently explain the
behavior shown in Figs. 2 and 4, namely why a disper-
sive spectrum (either Dirichlet boundary in the massive
case or Neumann boundary in the massless case) facili-
tates the collapse relative to the case of a fully-resonant
spectrum with the same initial data; (ii) even if a criti-
cal amplitude turns out to exist, the question about the
universality of the nonlinear instability might become an
academic one: as shown in Figs. 2 and 4, gravitational
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collapse can occur for amplitudes which are orders of
magnitude smaller than the critical amplitude for prompt
collapse and it occurs after more than 105 reflections, i.e.
on extremely long time scales. Also this phenomenon
does not entirely fit in the current understanding of the
process.
To date the only simulations of a totally confining ge-
ometry (i.e. with no horizon and with no dissipation at
infinity) and whose linearized spectrum is dispersive are
those performed in flat spacetime [9, 11] or in a portion
of AdS [6]. While the results of Ref. [9] are consistent
with ours – in the sense that Neumann boundary condi-
tions were reported to yield qualitatively similar results
to its Dirichlet counterpart – Ref. [11] recently reported
some simulations which do not lead to gravitational col-
lapse after ∼ 4 × 103 reflections. This fact has lead the
authors of Ref. [11] to conclude that, when the spectrum
of linear perturbations is dispersive, there exists a criti-
cal amplitude below which the collapse is halted. Aside
from the different choice of coordinates and formulation,
another obvious difference between our simulations and
that of Refs. [9, 11] are the different initial data. Even
in AdS, there exist some classes of initial data which are
nonlinearly stable and do not lead to BH formation for
arbitrarily small initial amplitude [6, 12] (see also Ref. [7],
where a large family of such initial data has been con-
structed). Therefore, it is possible that our choice of ini-
tial data does not pass through any “islands of stability”
when the amplitude is decreased, whereas the initial data
used in Refs. [9, 11] might do so. However, to test this
hypothesis, we have studied two different sets of initial
data, namely Eqs. (24a) and (24b), and we have consid-
ered different pulse parameters for each set. As previ-
ously discussed, we did not observe any qualitatively dif-
ferent feature depending on the initial data, even if the
choice (24a) is (only qualitatively) similar to the choice
made in Refs. [9, 11]. Nevertheless, these results are all
pointing towards faster collapse in the presence of dis-
persive spectrum, which is consistent with the results we
report here and not favored by the current picture of
weakly-turbulent collapse triggered by a fully-resonant
spectrum.
Another possibility is that, as discussed above, even in
our case there exists a critical amplitude which is smaller
than the range considered here. Nonetheless, if this is
the case, it would be interesting to understand why in
our simulations the putative critical amplitude is so much
smaller than in the case considered in Refs. [9, 11]. On
the other hand, it is also possible that no critical ampli-
tude exists even in the case studied in Refs. [9, 11] and
that the evolutions shown in Ref. [11] would eventually
collapse on time scales which are longer than the one
considered in that work.
We stress here that it is essentially impossible to ar-
gue in favor of or against collapse with a few isolated
simulations with different amplitudes: in the absence of
a quantitative prediction to test, those simulations that
do not collapse could always do so on longer time scales,
whereas one could always argue that for those simulations
that do bring to BH formation an even smaller amplitude
would halt the collapse. In this view, we note that, by
extrapolating a fit of the form tBH ∼ A−2 from the data
shown in Ref. [9], one would predict that the collapse
time for the amplitude ǫ = 1/2 considered in Ref. [11]
is roughly tBH & 10
4R, which is much longer than the
time interval shown in Fig. 1 of the same paper. This is
particularly relevant in light of our Fig. 5 which shows
that at early times (t . 103) the growth of the curvature
invariants is very mild or even absent.
In summary, it is possible that for very small ampli-
tudes even simulations that seem to approach a stable
bouncing configuration after thousands of reflections can
in fact still grow unbound and collapse on even longer
time scales5.
Finally, the above picture is made even more compli-
cated by the nontrivial behavior of the collapse time as
a function of the amplitude. Figure 8 shows that, for
moderately large amplitudes that are nonetheless smaller
than Choptuik’s critical value, the function tBH(A) dis-
plays an upward-stairway behavior before drifting to the
power-law growth shown in Fig. 2 at smaller amplitudes
(see also Ref. [6] for a similar behavior in AdS). Thus,
if one incidentally explores one of the plateau regions
shown in Fig. 8, one would be tempted to conclude that
the collapse time saturates. This is another motivation
to span a large range in amplitude as the one shown in
Figs. 2 and 4.
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FIG. 8. Example of the time of apparent horizon formation as
a function of the amplitude in the range of moderately large
amplitudes with initial profile (24b). The function displays
an upward-stairway behavior for decreasing amplitudes which
is connected to the power-law behavior shown in Fig. 2 at
smaller amplitudes.
5 In this context, it is relevant to point out that the collapse time
can be strongly delayed even in asymptotically-flat spacetime.
For example, a scalar self-potential can confine low-frequency
modes and lead to metastable “oscillaton” configurations that
collapse only after several reflections off the potential barrier [15].
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IV. DO WE UNDERSTAND THE NONLINEAR
INSTABILITY OF CONFINED GEOMETRIES?
Even within the highly-simplifying assumption of
spherical symmetry, the final state of the evolution of
small perturbations in a confined geometry within full
General Relativity is an extremely challenging problem.
Due to finite time and computational resources, any ap-
proach based on numerical simulations is doomed to pro-
vide only partial answers or at most compelling evidence
for/against the collapse. In particular, performing single
simulations for some (seemingly) small initial amplitude
is likely not to provide any answer, as even smaller am-
plitudes could in principle contradict the result of the
previous simulations.
We stress here the importance of extracting the behav-
ior of the collapse time as a function of the amplitude in
a large domain, as shown in Figs. 2 and 4 (cf. also Figs. 7
and 8 in Ref. [6]). Obviously – in the absence of a solid
analytical understanding of the process – even in this case
an extrapolation to even smaller amplitudes is neverthe-
less required. In particular, it might be possible that a
critical amplitude exists for some of the curves shown in
Figs. 2 and 4, but that such amplitude is smaller than the
range we considered. We note that this possibility is not
ruled out even for the case of fully-resonant spectrum, for
which only numerical simulations at finite amplitude are
available (see, however, the recent perturbative approach
developed in Ref. [7]).
Our results support the idea that some families of ini-
tial data exist for which gravitational collapse for arbi-
trarily small initial amplitude occurs generically, and not
only for those systems that correspond to a fully-resonant
spectrum of linear perturbations. However, for nonres-
onant configurations, a novel mechanism seems to exist
that drives the system towards BH formation, and which
is qualitatively different from weak turbulence driven by
a fully-resonant spectrum. These claims are supported
by four main findings:
1. For small amplitudes the collapse time is well ap-
proximated by tBH ∼ A−2 and we did not observe
deviations from this power-law behavior6 in any of
our simulations.
2. Whether or not a critical amplitude exists for non-
resonant configurations, we found that in the mass-
less Neumann case and in the massive Dirichlet
6 A power-law behavior as the one discussed above allows to esti-
mate the collapse time for small amplitudes, thus allowing future
simulations to test this prediction and also helping to understand
which initial data are expected to collapse within a given evo-
lution time. For example, our results suggest that to disprove
the power-law behavior shown in Fig. 4 using AR ∼ 10−4 (i.e.
after decreasing by two orders of magnitude the smallest am-
plitude we considered), one should necessarily perform precise
evolutions including more than 109 reflections.
case the collapse time is always shorter than in the
massless Dirichlet case for the same initial data (cf.
Figs. 2 and 4), a result which is at odds with the
current understanding of the phenomenon in terms
of weak turbulence driven by a resonant spectrum,
because the two former cases are associated with a
dispersive spectrum.
3. While for fully-resonant configurations the col-
lapse is driven by direct cascading of energy to
higher frequencies, for nonresonant configurations
we observed both direct-cascade effects and inverse-
cascading of energy to lower frequencies (cf. Fig. 7).
The latter effect can quench turbulent instability
for some configurations [7] (but see [8]). However,
our results leave open the possibility that even in-
verse cascade is not enough to prevent collapse at
very late times for generic families of initial data.
Furthermore, in the fully-resonant case the collapse
is mode-driven, whereas no imprint of the linearized
spectrum is observed for nonresonant configura-
tions before BH formation.
4. Finally, in a large region of the initial-data param-
eter space the collapse time is well approximated
by tBH ∼ RA2w2 (cf. Fig. 3). This shows that, for
a fixed small amplitude, initial pulses with narrow
profiles take longer to collapse. This behavior is the
opposite as what observed in a prompt collapse [1],
and suggests that in a confined geometry the main
responsible for the delayed collapse after several re-
flections is the nonlinear late-time dynamics, rather
than the initial mode/energy content.
Admittedly, our results raise more questions than an-
swers, and suggest that the nonlinear instability of con-
fined geometries is still an open problem. We hope our
work will stimulate further studies on this fascinating and
fundamental topic.
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Appendix A: CARTOON method
Evaluating numerically the Laplacian operator △ in
spherical symmetry might lead to large numerical errors
near the origin due to the presence of 1/r terms. How-
ever, as discussed in Ref. [16], in spherical symmetry the
flat Laplacian in Cartesian coordinates can easily be com-
puted with sufficient accuracy by using variables only on
the x-axis. In terms of finite differences, the Laplacian
operator reads
△ u = u′′ + 2u
′
r
= ∂2xu+ ∂
2
yu+ ∂
2
zu
=
u(x+∆h, y, z) + u(x−∆h, y, z)− 2u(x, y, z)
∆h2
+
u(x, y +∆h, z) + u(x, y −∆h, z)− 2u(x, y, z)
∆h2
+
u(x, y, z +∆h) + u(x, y, z −∆h)− 2u(x, y, z)
∆h2
=
u(x+∆h, y, z) + u(x−∆h, y, z)− 2u(x, y, z)
∆h2
+
4
∆h2
[
u(
√
x2 +∆h2, y, z)− u(x, y, z)
]
,
=
uj+1 + uj−1 − 2uj
∆h2
+
4
∆h2
[u˜j − uj ] , (A1)
where u˜j is determined by the 2nd order Lagrange inter-
polation as u(
√
x2 +∆h2, y, z).
Appendix B: Code tests
Our results are convergent and consistent with the dis-
cretization order used. In the first three plots of Fig. 9
we show the convergence analysis for the initial data cor-
responding to the pulse (24a) with different boundary
conditions. For each plot, the upper and middle panels
display the comparison with different resolutions, show-
ing second-order convergence. The lower panels show the
normalized Hamiltonian constraint as a function of the
coordinate r at different times.
Finally, in the bottom right plot of Fig. 9 we also show
the actual convergence factor extracted from the L2-norm
|ΠN1,N2(tn, 0)| ≡

(n+2)R∑
t=nR
(ΠN1(t, 0)−ΠN2(t, 0))2


1
2
,
(B1)
for the quantity Π at the center and at different time in-
tervals over one period T ∼ 2R and where Ni indicates
the number of grid points, Ni ≡ R/dri (cf. Fig. 2 in
Ref. [8] for a similar convergence test). This definition
allows the highly-oscillatory behavior of Π at the center
(as shown in the first three plots of Fig. 9) to be re-
moved. Horizontal dashed lines in the bottom right plot
of Fig. 9 denote the theoretically expected convergence
factors computed by
ρ =
drγN1 − dr
γ
N2
drγN2 − dr
γ
N3
, (B2)
where γ denotes the expected order of convergence and
therefore γ = 2 in our case. The upper and lower panels
of this plot refer to two different resolutions, confirm-
ing that the expected convergence factor is achieved at
sufficiently-high resolutions.
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FIG. 9. Code tests with different boundary conditions and different mass terms. The top left plots, the top right plots and
the bottom left plot correspond to Dirichlet boundary conditions with µR = 0, Neumann boundary conditions with µR = 0
and Dirichlet boundary conditions with µR = 4, respectively. Initial data corresponds to Eq. (24a). For each plot, the
upper and middle panels show the convergence test for Π at the center as a function of time, using different resolutions:
dr = R/1600, R/2000, R/2600 and R/3200. Our results show second-order convergence as expected by the initial data solver.
For each plot, the lower panel shows the Hamiltonian constraint as a function of coordinate r on different time slices with
dr = R/3200 and normalized by the sum of the absolute value of each term in the Hamiltonian constraint. Bottom right plot:
convergence factor computed through Eq. (B1). The upper panel shows the convergence factor |Π2000,2600 |/|Π2600,3200 | using
number of grid points N = 2000, 2600 and 3200, while lower panel shows |Π2600,2800 |/|Π2800,3200 | using N = 2600, 2800 and
3200. All the plots refer to initial data set by Eq. (24a) with AR = 0.04 and w = 0.125R.
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