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1. Introduction
The solubility of the Diophantine equation
a
n
= 1
x1
+ 1
x2
+ · · · + 1
xk
, (1.1)
in positive integers x1, x2, . . . , xk has a long history. See, for example, Guy [2] for a detailed survey on
this topic and a more extensive bibliography. When k  3 it is still an open question as to whether
the equation is always soluble provided that n > n0(a,k). When k = 3 the strongest result in this
direction is Vaughan [8,9] (see also Shan [6], and Viola [10] for a related equation). In this memoir
we are concerned with the case k = 2. In that case it is known that for any given a > 2 there are
inﬁnitely many n for which the equation is insoluble. For example, the criterion enunciated in the
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has such a representation. However the number
R(n;a) = card
{
(x, y) ∈ N2: a
n
= 1
x
+ 1
y
}
(1.2)
of representations has an interesting and complicated multiplicative structure and can be studied in
a number of ways. Here we consider various averages
S(N;a) =
∑
nN
(n,a)=1
R(n;a),
T (N;a) =
∑
nN
R(n;a) (1.3)
and
U (N) =
∑
a
S(N;a).
Croot et al. [1] have shown that
U (N) = 1
4
CN(logN)3 + O
(
N(logN)3
log logN
)
,
and in Theorem 2 below we obtain a signiﬁcant strengthening. However, in the main result of this
paper, Theorem 1, below, we show that it is possible to obtain a strong asymptotic formula without
the necessity of averaging over a.
Theorem 1.
S(N;a) = 3
π2a
(∏
p|a
p − 1
p + 1
)
N
(
(logN)2 + c1(a) logN + c0(a)
)+ (N;a)
where
c1(a) = 6γ − 4ζ
′(2)
ζ(2)
− 2+
∑
p|a
6p + 2
p2 − 1 log p
and
c0(a) = −2(loga)2 − 4(loga)
∑
p|a
log p
p − 1 + O
(
aφ(a)−1 loga
)
,
and
(N;a)  N 12 (log(N))5 a
φ(a)
∏
p|a
(
1− p−1/2)−1
uniformly for N  4 and a ∈ N.
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T (N;a) =
∑
d|a
S
(
N
d
; a
d
)
it is a straightforward exercise to obtain the corresponding asymptotic expansion for T .
The main novelty in this paper is the employment, for the ﬁrst time in this area, of complex
analytic techniques from multiplicative number theory. In view of this the referee has speculated on
the utility of assuming the Generalized Riemann Hypothesis (GRH) in possibly improving the error
term here signiﬁcantly. This is unlikely with the proof in its present form, since the main theoretical
input from Dirichlet L-functions is via Lemma 5 below and the bounds there are at least as strong as
can be established on GRH apart possibly from the power of the logarithm. However, in view of the
aforementioned criterion in Section 2, the underlying problem has some aﬃnity with the generalized
divisor problem in the case of d3(n) and it is conceivable that, by pursuing methods related to that
problem, an error bound of the form
O
(
Nθ
)
can be obtained with
1
3
< θ <
1
2
.
Theorem 2.We have
U (N) = 1
4
CN(logN)3 + O (N(logN)2),
where C =∏p(1− 3p−2 + 2p−3).
The referee has drawn our attention to the Zentralblatt review of [1] where the reviewer adum-
brates a proof of a result somewhat weaker than Theorem 2.
This paper is organized as follows. In Section 2, we state several lemmas which are needed in
the proof of Theorem 1. In Section 3, we present an analytic proof of Theorem 1 based on Dirich-
let L-functions. And in Section 4, an essentially elementary proof of Theorem 2 is given. Finally, in
Section 5, we list some open questions in this area.
2. Preliminary lemmas
We state several lemmas before embarking on the proof of Theorem 1. The content of Lemma 1
can be found, for example, in Corollary 1.17 and Theorem 6.7 of Montgomery and Vaughan [5], and
Lemma 2 can be deduced from Theorem 4.15 of Titchmarsh [7] with x = y = (|t|/2π)1/2.
Lemma 1.When σ  1 and |t| 2, we have
1
log |t|  ζ(σ + it)  log |t|.
Lemma 2.When 0 σ  1 and |t| 2, we have
ζ(σ + it)  |t| 1−σ2 log(|t|).
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L(s,χ)  log(a(2+ |t|)), when σ  1
and
L(s,χ)  (a|t|) 1−σ2 +ε, when 1
2
 σ  1.
Proof. The ﬁrst part follows from Lemma 10.15 of Montgomery and Vaughan [5]. Now suppose that
χ is primitive. Then by Corollary 10.10 of Montgomery and Vaughan [5],
L(s,χ)  (a|t|) 12−σ log(a(2+ |t|))
when σ  0. Then by the convexity principle for Dirichlet series, for example as described in Titch-
marsh [7] (cf. Exercise 10.1.19 of Montgomery and Vaughan [5]),
L(s,χ)  (a|t|) 1−σ2 +ε
when 0 σ  1. The proof is completed by observing that if 12  σ  1 and χ modulo a is induced
by the primitive character χ∗ with conductor q, then
L(s,χ) = L(s,χ∗)∏
p|a
pq
(
1− χ∗(p)p−s) ∣∣L(s,χ∗)∣∣2ω(a). 
Lemma 4. Let T  2, then we have
T∫
−T
∣∣∣∣ζ
(
1
2
+ it
)∣∣∣∣
4
dt ∼ 1
π2
T log4 T
and
∑∗
χ
mod a
T∫
−T
∣∣∣∣L
(
1
2
+ it,χ
)∣∣∣∣
4
dt  φ(a)T (log(aT ))4,
where
∑∗ indicates that the sum is over the primitive characters modulo a.
The ﬁrst formula here is due to Ingham [3] and the second is Theorem 10.1 of Montgomery [4].
Lemma 5. Let T  2, then
∑
χ
mod a
T∫
−T
∣∣∣∣L
(
1
2
+ it,χ
)∣∣∣∣
4
dt  aT (log(aT ))4.
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tor q. Then the L-function in the integrand in modulus is
∣∣∣∣L
(
1
2
+ it,χ∗
) ∏
p|a,pq
(
1− χ∗(p)p−1/2−it)∣∣∣∣
∣∣∣∣L
(
1
2
+ it,χ∗
)∣∣∣∣ ∏
p|a/q
(
1+ p−1/2).
Hence by the previous lemma
∑
χ
mod a
T∫
−T
∣∣∣∣L
(
1
2
+ it,χ
)∣∣∣∣
4
dt  T (log(aT ))4∑
q|a
φ(q)
∏
p|a/q
(
1+ p−1/2)4.
The sum here is
∑
q|a
φ(q)
∏
p|a/q
(
1+ p− 12 )4 = ∏
pk‖a
((
1+ p− 12 )4 + k−1∑
h=1
φ
(
ph
)(
1+ p− 12 )4 + φ(pk)
)
= a
∏
p|a
(
1+ p−1((1+ p−1/2)4 − 1)) a. 
3. Proof of Theorem 1
Without loss of generality, we can assume a  2N , since R(n;a) = 0 whenever a > 2n. Now we
rewrite the equation an = 1x + 1y in the form
(ax− n)(ay − n) = n2.
After the change of variables u = ax − n and v = ay − n, it follows that R(n;a) is the number of
ordered pairs of natural numbers u, v such that uv = n2 and u ≡ v ≡ −n (mod a).
Under the assumption that (n,a) = 1, R(n;a) can be further reduced to counting the number of
divisors u of n2 with u ≡ −n (mod a). Now the residue class u ≡ −n (mod a) is readily isolated via
the orthogonality of the Dirichlet characters χ modulo a. Thus we have
S(N;a) =
∑
nN
(n,a)=1
R(n;a)
=
∑
nN
(n,a)=1
1
φ(a)
∑
χ
mod a
χ¯ (−n)
∑
u|n2
χ(u)
= 1
φ(a)
∑
χ
mod a
χ¯ (−1)
∑
nN
χ¯ (n)
∑
u|n2
χ(u),
where the condition (n,a) = 1 is taken care of by the character χ¯ (n).
Let
an(χ) = χ¯ (n)
∑
u|n2
χ(u). (3.1)
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S(N;a) = 1
φ(a)
∑
χ
mod a
χ¯ (−1)
∑
nN
an(χ).
We analyze this expression through the properties of the Dirichlet series
fχ (s) =
∞∑
n=1
an(χ)
ns
.
The condition u|n2 can be rewritten uniquely as u = n1n22 and n = n1n2n3 with n1 square-free.
Hence, for σ > 1 we have
fχ (s) =
∞∑
n=1
χ¯ (n)
ns
∑
u|n2
χ(u)
=
∞∑
n1,n2,n3=1
μ(n1)
2 χ¯ (n1n2n3)χ(n1n
2
2)
ns1n
s
2n
s
3
=
∞∑
n1=1
μ(n1)2χ0(n1)
ns1
∞∑
n2=1
χ(n2)
ns2
∞∑
n3=1
χ¯ (n3)
ns3
and so
fχ (s) = L(s,χ0)
L(2s,χ0)
L(s,χ)L(s, χ¯ ), (3.2)
where χ0 is the principal character modulo a, and this affords an analytic continuation of fχ to the
whole of C.
By a quantitative version of Perron’s formula, as in Theorem 5.2 of Montgomery and Vaughan [5]
for example, we obtain
∑′
nN
an(χ) = 1
2π i
σ0+iT∫
σ0−iT
fχ (s)
Ns
s
ds + R(χ),
where σ0 > 1 and
R(χ) 
∑
N
2 <n<2N
n 
=N
∣∣an(χ)∣∣min
(
1,
N
T |n − N|
)
+ 4
σ0 + Nσ0
T
∞∑
n=1
|an(χ)|
nσ0
.
Here
∑′ means that when N is an integer, the term aN (χ) is counted with weight 12 .
Let σ0 = 1+ 1logN . By (3.1) we have |an(χ)| d(n2). Thus
∞∑ |an(χ)|
nσ0
 ζ(σ0)3  (logN)3
n=1
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∑
nN
an(χ) = 1
2π i
σ0+iT∫
σ0−iT
fχ (s)
Ns
s
ds + O
((
N
T
+ 1
)
N
)
.
The error term here is
 Nε
provided that
T  N.
The integrand is a meromorphic function in the complex plane and is analytic for all s with s  12
except for a pole of ﬁnite order at s = 1. Suppose that T  4. By the residue theorem
1
2π i
σ0+iT∫
σ0−iT
fχ (s)
Ns
s
ds = Ress=1
(
fχ (s)
Ns
s
)
+ 1
2π i
( 12−iT∫
σ0−iT
+
1
2+iT∫
1
2−iT
+
σ0+iT∫
1
2+iT
)
L(s,χ0)L(s,χ)L(s, χ¯ )Ns
L(2s,χ0)s
ds.
We have L(s,χ0) = ζ(s)∏p|a(1 − p−s). Hence, by Lemmas 1, 2 and 3 and the fact that ∏p|a(1 −
p−s)  log loga when σ  1, the contribution from the horizontal paths is
 (logaT )2(log T )(log loga)NT−1 + T−1(aT )ε
1∫
1/2
(aT )
3(1−σ )
2 Nσ dσ
 T−1(aT )εN + T−1(aT )3/4+εN1/2
and provided that a 2N and T  N10 this is
 N−1.
On the other hand, by Lemma 1 the contribution from the vertical path on the right is bounded
by
N
1
2
(∏
p|a
(
1− p− 12 )−1)(log T ) ∑
2kT
2−k I(k,χ)
where
I(k,χ) =
2k+1∫
k+1
∣∣∣∣ζ
(
1
2
+ it
)
L
(
1
2
+ it,χ
)
L(
1
2
+ it, χ¯ )
∣∣∣∣dt.
−2
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∑
χ
mod a
1
2π i
1
2+iT∫
1
2−iT
L(s,χ0)L(s,χ)L(s, χ¯ )Ns
L(2s,χ0)s
ds  N 12
(∏
p|a
(
1− p− 12 )−1)(log T ) ∑
2kT
a(k + loga)3
 N 12
(∏
p|a
(
1− p− 12 )−1)a(logN)5
on taking
T = N10.
Thus we have shown that
S(N;a) = 1
φ(a)
∑
χ
mod a
χ¯ (−1)Ress=1
(
fχ (s)
Ns
s
)
+ (N;a)
where
(N;a)  N 12 (logN)5 a
φ(a)
∏
p|a
(
1− p−1/2)−1.
It remains to compute the residue at s = 1.
By (3.2) there are naturally two cases, namely, χ 
= χ0 and χ = χ0. When χ 
= χ0 the integrand
has a simple pole at s = 1 and the residue is
Ress=1
(
L(s,χ0)L(s,χ)L(s, χ¯ )Ns
L(2s,χ0)s
)
= 6N
π2
(∏
p|a
p
p + 1
)∣∣L(1,χ)∣∣2.
It is useful to have some understanding of the behavior of
1
φ(a)
∑
χ 
=χ0
mod a
χ¯ (−1)∣∣L(1,χ)∣∣2.
Let x = a3. Then for non-principal characters χ modulo a, by Abel summation
L(1,χ) =
∑
nx
χ(n)
n
+ O (a−2).
Hence
1
φ(a)
∑
χ 
=χ0
χ¯ (−1)∣∣L(1,χ)∣∣2 = 1
φ(a)
∑
χ 
=χ0
χ¯ (−1)
∣∣∣∣∑
nx
χ(n)
n
∣∣∣∣
2
+ O (a−1).
mod a mod a
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1
φ(a)
∑
χ
mod a
χ¯ (−1)
∣∣∣∣∑
nx
χ(n)
n
∣∣∣∣
2
− 1
φ(a)
( ∑
nx
(n,a)=1
1
n
)2
.
We have
∑
nx
(n,a)=1
1
n
=
∑
m|a
μ(m)
m
∑
nx/m
1
n
=
∑
m|a
μ(m)
m
(
log(x/m) + γ + O (m/x))
= φ(a)
a
(
log x+ γ +
∑
p|a
log p
p − 1
)
+ O (d(a)/x).
Hence the second term above is
−φ(a)
a2
(
log x+ γ +
∑
p|a
log p
p − 1
)2
+ O (1/a).
The ﬁrst term above is
∑
m,nx
(mn,a)=1
a|m+n
1
mn
.
The terms with m = n contribute
∑
mx
(m,a)=1
a|2m
1
m2
 a−2
and this can be collected in the error term. The remaining terms are collected together so that m+n =
ak, m 
= n and k  2xa . If necessary by interchanging m and n we can suppose that m < n. Thus the
above is
∑
1k2x/a
∑
mx
0<ak−mx
m<ak/2
(m,a)=1
2
m(ak −m) .
On interchanging the order of summation this becomes
∑
mx
(m,a)=1
2
m
∑
2m/a<k(x+m)/a
1
ak −m .
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can be written as the Stieltjes integral
(x+m)/a+∫
(2m/a)+
dα
aα −m =
(x+m)/a
x
− 2m/a
m
+
(x+m)/a∫
2m/a
aα
(aα −m)2 dα.
Since m x the ﬁrst term is  1/a, and the second term is 0 unless m a2 , in which case it is  1/a.
Thus these terms contribute  (loga)/a in total. The integral here is
(x+m)/a∫
2m/a
aα −m − a(α − α) +m
(aα −m)2 dα = a
−1 log(x/m) + O (1/a).
Thus the contribution to our sum is
a−1
∑
a/2<mx
(m,a)=1
2
m
log(x/m) + O ((loga)a−1).
When m a/2 the sum over k becomes instead
(x+m)/a+∫
1−
dα
aα −m =
(x+m)/a
x
+
(x+m)/a∫
1
aα
(aα −m)2 dα.
The ﬁrst term is  1/a and the integral is
(x+m)/a∫
1
aα −m− a(α − α) +m
(aα −m)2 dα = a
−1 log
(
x/(a −m))+ O (1/a).
Thus we have shown that
1
φ(a)
∑
χ 
=χ0
mod a
χ¯ (−1)∣∣L(1,χ)∣∣2 = a−1 ∑
mx
(m,a)=1
2
m
log
x
m
− a−1
∑
ma/2
(m,a)=1
2
m
log
a −m
m
− φ(a)
a2
(
log x+ γ +
∑
p|a
log p
p − 1
)2
+ O ((loga)a−1).
The ﬁrst sum on the right is
2a−1
∑
k|a
μ(k)
k
∑
nx/k
n−1 log(x/kn)
and this is readily seen to be
a−1
∑
k|a
μ(k)
k
((
log(x/k)
)2 + 2γ log(x/k) + C)+ O (d(a)/(ax))
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φ(a)
a2
((
log x+ γ +
∑
p|a
log p
p − 1
)2
+ O ((log log(3a))2)).
Hence, we have
1
φ(a)
∑
χ 
=χ0
mod a
χ¯ (−1)∣∣L(1,χ)∣∣2 = −a−1 ∑
ma/2
(m,a)=1
2
m
log
a −m
m
+ O (a−1 log2a).
The sum over m is
∑
ma/2
(m,a)=1
2
m
log
a/2
m
+ O (log2a) = φ(a)
a
((
log(a/2)
)2 + 2(log(a/2))∑
p|a
log p
p − 1
)
+ O (log2a).
When χ = χ0, we have
fχ (s) = L
3(s,χ0)
L(2s,χ0)
= ζ
3(s)
∏
p|a(1− 1ps )3
ζ(2s)
∏
p|a(1− 1p2s )
= ζ
3(s)
ζ(2s)
∏
p|a
(ps − 1)2
ps(ps + 1) .
Let
F (s) = ((s − 1)ζ(s))3ζ(2s)−1s−1,
G(s) =
∏
p|a
(ps − 1)2
ps(ps + 1)
and
H(s) = F (s)G(s).
Then H has a removable singularity at s = 1 and we are concerned with the residue of
(s − 1)−3NsH(s)
at s = 1. This is
1
N(logN)2H(1) + N(logN)H ′(1) + 1NH ′′(1)2 2
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NH(1)
(
1
2
(logN)2 + (logN)H
′(1)
H(1)
+ H
′′(1)
2H(1)
)
.
Now
H ′(1)
H(1)
= F
′(1)
F (1)
+ G
′(1)
G(1)
and
H ′′(1)
H(1)
= F
′′(1)
F (1)
+ 2 F
′(1)G ′(1)
F (1)G(1)
+ G
′′(1)
G(1)
and F ′(1)/F (1) and F ′′(1)/F (1) can be evaluated in terms of Euler’s and Stieltje’s constants and ζ(2)
and its derivatives. In particular
F ′(1)
F (1)
= 3γ − 2ζ
′(2)
ζ(2)
− 1.
The function G is more interesting. We have
G ′(1)
G(1)
=
∑
p|a
3p + 1
p2 − 1 log p
and
G ′′(1)
G(1)
=
(
G ′(1)
G(1)
)2
−
∑
p|a
3p3 + 2p2 + 3p
(p2 − 1)2 (log p)
2.
Thus
G ′(1)
G(1)
 log log(3a)
and
G ′′(1)
G(1)
 (log log(3a))2. 
4. Proof of Theorem 2
By the same argument in the beginning of Section 3, R(n;a) can be reduced to counting the
number of divisors u of n2 with u+n ≡ 0 (mod a). Now the condition u|n2 can be rewritten uniquely
as u = n1n22 and n = n1n2n3 with n1 being square-free. Thus we have
R(n;a) =
∑
u|n2
a|u+n
1
=
∑
n1n2n3=n
a|n +n
μ2(n1)2 3
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U (N) =
∑
n1N
μ2(n1)
( ∑
n2n3N/n1
∑
a|n2+n3
(a,n1n2n3)=1
1
)
.
The inner double sum is symmetric in n2 and n3, so writing M = N/n1 and using Dirichlet’s
method of the hyperbola it is
∑
n2
√
M
∑
an2+M/n2
(a,n1n2)=1
∑
n3M/n2
n3≡−n2 (mod a)
2−
∑
n2
√
M
∑
an2+
√
M
(a,n1n2)=1
∑
n3
√
M
n3≡−n2 (mod a)
1.
The second triple sum here is  ∑n2√M∑an2+√M
√
M
a  M logM , leading to a contribution
 N(logN)2 in the original sum. The ﬁrst triple sum is
∑
n2
√
M
∑
an2+M/n2
(a,n1n2)=1
2M
an2
with an error  M logM . The a in the range (M/n2,n2 + M/n2] are of order of magnitude M/n2 and
there are at most n2 of them, so the total contribution from this part of the sum is  M , and the
contribution from this to the original sum is  N logN . Thus we are left with
∑
n2
√
M
∑
aM/n2
(a,n1n2)=1
2M
an2
.
Now using the Möbius function to pick out the condition (a,n1n2) = 1, the inner sum over a can
be written as
∑
k|n1n2
μ(k)
k
∑
bM/(n2k)
2M
bn2
.
Put k1 = (k,n1), k2 = k/k1, n′1 = n1/k1, so that k2|n2, (k2,n′1) = 1, and let n′2 = n2/k2. Observe also
that for μ(n1) = μ(n′1k1) = μ(n′1)μ(k1) 
= 0 it is necessary that (n′1,k1) = 1. Thus substituting in the
original sum gives
∑
k1N
∑
k2N
μ(k1k2)
k21k
2
2
∑
n′1N/k1
(n′1,k1k2)=1
μ2(n′1)
n′1
∑
n′2k−12
√
N/(n′1k1)
∑
bN/(n′1n′2k21k22)
2N
bn′2
and there are various implications for a non-zero contribution. Thus
n′1n′2k21k22  N
and this is a more stringent condition on n′2 than n′2  k
−1
2
√
N/(n′1k1) when n′2  k1. Also n′1 
N/(k21k
2
2) and k1k2 
√
N . The sum over b is
log
(
N/
(
n′1n′2k21k22
))+ O (1).
1654 J. Huang, R.C. Vaughan / Journal of Number Theory 131 (2011) 1641–1656Consider the error term here. The sum over n′1 and n′2 contributes
 N(logN)2.
Thus one is left to consider
∑
k1,k2
k1k2
√
N
μ(k1k2)
k21k
2
2
∑
n′1N/(k21k22)
(n′1,k1k2)=1
μ2(n′1)
n′1
∑
n′2k−12
√
N/(n′1k1)
n′2N/(n′1k21k22)
2N
n′2
log
(
N
n′1n′2k21k22
)
.
The n′2 with n′22 k22n′1k1  N < n′2n′1k21k22 satisfy n′2  k1 so they would contribute  N(logk1) logN
to the innermost sum and hence give a total contribution of  N(logN)2. Thus we can ignore the
condition n′2  N/(n′1k21k22).
Now the summation over n′2 can be performed and this gives
2N
(
1
2
L21 + L1L2
)
where
L1 = log
√
N
k2
√
n′1k1
and
L2 = log
√
N
k1k2
√
n′1k1
with an error  N logN and a total error  N(logN)2. Now let
L = log N
k21k
2
2n
′
1
,
then the above expression is easily seen to be a quadratic polynomial in L, i.e.
2
(
1
2
L21 + L1L2
)
= 1
2
(
1
2
(L + logk1)2 + (L + logk1)(L − logk1)
)
= 1
4
(
3L2 + 2(logk1)L − (logk1)2
)
.
Observe that the major contribution comes from the quadratic term in L here, and the other terms
contribute  N(logN)2 in the original sum. So one is left to deal with
3
4
∑
k1
√
N
∑
k2
√
N/k1
μ(k1k2)
k21k
2
2
∑
n′1N/(k21k22)
(n′ ,k1k2)=1
μ2(n′1)
n′1
N
(
log
N
k21k
2
2n
′
1
)21
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4
∑
k
√
N
μ(k)d(k)
k2
∑
nN/k2
(n,k)=1
μ2(n)
n
N
(
log
N
k2n
)2
.
When θ > 0 it follows by absolute convergence that the above sum is
3
4π i
θ+i∞∫
θ−i∞
ζ(1+ s)D(1+ s)N
s+1
s3
ds
where
D(s) =
∏
p
(
1− 3
p2s
+ 2
p3s
)
.
The Euler product D(s) converges locally uniformly for s > 12 + δ for any δ > 0. Hence, by standard
estimates for the Riemann zeta function the vertical path may be moved to the vertical path s = ψ
where − 12 < ψ < 0, picking up the residue of the pole of order 4 at s = 0. It follows that
3
4
∑
k
√
N
μ(k)d(k)
k2
∑
nN/k2
(n,k)=1
μ2(n)
n
N
(
log
N
k2n
)2
= 3
2
N
(logN)3
6
D(1) + O (N log2 N).
This establishes the theorem. 
5. Further comments
The corresponding questions for Eq. (1.1) when k 3 are still open. Indeed, whilst it follows from
the criterion in the second paragraph of Section 3 that
R(n;a)  nε,
and generally one could conjecture that Rk(n;a), the number of solutions of (1.1) in positive integers,
satisﬁes the concomitant bound
Rk(n;a)  nε,
this is far from what has been established. Indeed, if we deﬁne Sk(N;a) for general k by
Sk(N;a) =
∑
nN
(n,a)=1
Rk(n;a)
when k 3 it has not even been established that
Sk(N;a)  N1+ε.
1656 J. Huang, R.C. Vaughan / Journal of Number Theory 131 (2011) 1641–1656It seems likely that
Sk(N;a) ∼ CN(logN)α,
for some positive constants C and α which only depend on k and, in the case of C , on a. One can
also make similar conjectures for the corresponding Tk(N;a) and Uk(N).
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