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1 Objetivos
En este proyecto estudiamos las diferentes alternativas para la visualizacio´n de mapas comple-
jos y sistemas dina´micos discretos en el campo complejo. En particular, se resen˜a la experiencia
de implementacio´n y uso de un sistema para la visualizacio´n de transformaciones conformes
basado en la deformacio´n de ima´genes de entrada. Uno de los puntos importantes de la im-
plementacio´n, entonces, es la construccio´n de un parser de ecuaciones complejas que permita
dotar a la herramienta tanto de versatilidad e interactividad, como de eficiencia a la hora de
ejecutar las transformaciones.
El sistema implementado es de utilidad para ejemplificar visualmente muchos de los concep-
tos formales relativos a las funciones de variable compleja, como polos y ceros, multiplicidad,
etc. Para ello, adema´s de ima´genes de entrada, es importante dotarlo de la capacidad de
realizar la transformacio´n de paletas bivariadas [2, 5, 6], espec´ıficamente construidas para vi-
sualizar con facilidad por ejemplo la existencia, posicio´n y multiplicidad de los polos de la
transformacio´n.
Adema´s, la herramienta permite, por su interactividad y versatilidad, ejemplificar la exis-
tencia y comprender visualmente la topolog´ıa de los puntos fijos en la iteracio´n de mapas
complejos. Esto es as´ı porque su interfase gra´fica permite realizar fa´cilmente iteraciones de
las transformaciones, por lo que determinados teoremas y propiedades de los mapeos com-
plejos, como por ejemplo en los conjuntos de Julia´ [3, 4] y otros to´picos de la teor´ıa de los
conjuntos fractales y los sistemas cao´ticos, son representados visualmente de manera clara y
precisa. Al mismo tiempo, la aplicacio´n como herramienta para el procesamiento de ima´genes
es interesante de explorar, como se presentara´ en algunos ejemplos llamativos.
2 Visualizacio´n de Funciones Complejas
Un nu´mero complejo (C) es aquel que se puede escribir de la forma z = x + iy, donde x
y y son nu´meros reales (R) e i es la llamada unidad imaginaria cuya existencia se postula
tal que i2 = −1. Las cantidades reales x y y son denominadas componente real de z y
componente imaginaria de z respectivamente. Uno de los problemas para comprender el
comportamiento de las funciones de variable compleja es el de su dif´ıcil representacio´n gra´fica.
En efecto, las funciones reales del tipo y = f(x) se pueden representar fa´cilmente mediante una
Figura 1: La funcio´n w = z
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z−i representada como mapa vectorial, como mapa croma´tico y
como preimagen distorsionada.
curva (subconjunto de un espacio bidimensional). Si la funcio´n es de la forma z = f(x, y) se
representara´ mediante una superficie en un espacio tridimensional. En el dominio complejo, las
relaciones funcionales del tipo w = f(z), se pueden escribir como, u+ iv = f(x+ iy). En este
caso intervienen cuatro variables, por lo que se necesitar´ıa un espacio de cuatro dimensiones
para representar gra´ficamente el mapa w = f(z).
De todas maneras existen diversas alternativas para representar gra´ficamente una funcio´n
compleja. Una de ellas consiste en realizar un gra´fico R2 → R considerado alguna propiedad
real del valor que entrega la funcio´n, por ejemplo: _(w), 4(w), |w| y arg(w). Con estos datos
se puede realizar un gra´fico 3D sobre los ejes x, y, z. Otra posibilidad es visualizar al mapeo
w = f(z) como un campo vectorial. Esta alternativa es interesante ya que toda la literatura
existente en visualizacio´n de sistemas dina´micos es directamente aplicable. Este enfoque, sin
embargo, no permite visualizar exactamente las propiedades del mapa complejo que pueden
resultar de intere´s. Otra alternativa, propuesta en la Visualizacio´n Cient´ıfica, se basa en
representar mapas multidimensionales y/o multivariados por medio de paletas multivariadas.
En nuestro caso, podr´ıamos representar el dominio complejo en un plano, y pintar cada punto
de dicho dominio con un color que dependa del valor real e imaginario del mapeo en ese
punto. Esta alternativa es de mayor utilidad que la anterior, siendo efectiva para visualizar
las propiedades de la funcio´n compleja bajo estudio.
Para este trabajo investigamos una alternativa diferente para representar estos mapeos, la
cual consiste en tomar una imagen de entrada, asociar cada punto de la misma a un valor
del dominio (preimagen) de la funcio´n compleja, y generar una imagen nueva, en la cual cada
punto esta´ pintado con el color correspondiente al punto en su preimagen. Esto establece
cierta similaridad entre este trabajo y otros sistemas de visualizacio´n del comportamiento de
sistemas dina´micos basados en ima´genes de entrada, como el Line Integral Convolution (LIC)
[1]. Esta forma de trabajar, utilizando ima´genes de entrada adecuadas, es equivalente a la
te´cnica anterior, aunque, como veremos ma´s abajo, es mucho ma´s versatil. Si elegimos por
ejemplo visualizar la funcio´n asociando su mo´dulo a la luminancia y su fase a la crominancia
(algo adecuado para visualizar polos y ceros), con nuestra te´cnica ser´ıa posible encontrar
exactamente la misma visualizacio´n que realizando el mapa inverso sobre una imagen en
la cual la luminancia disminuye radialmente, y la crominancia cicla angularmente (paleta
identidad). En la Fig. 1 mostramos una misma funcio´n w = z
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z−i representada con las tres
te´cnicas mencionadas.
Figura 2: A´rboles empleados en el reconocedor sinta´ctico y evaluador de ecuaciones complejas.
w = z + sin(3 ∗ c+ z) (a) A´rbol auxiliar (b) A´rbol final empleado por el evaluador.
3 Evaluacio´n de Expresiones Complejas
Uno de los elementos indispensables para lograr un sistema interactivo con el usuario, es que
el mismo pueda introducir y experimentar con ecuaciones de una manera sencilla y directa.
Este objetivo plantea algunas dificultades iniciales que fue necesario resolver. Si bien es po-
sible implementar un sistema que interprete ecuaciones simbo´licas en el campo complejo por
medio de software matema´tico (Matlab, Mathematica, Maple), este software, por su misma
naturaleza, es inadecuado para producir las visualizaciones en tiempos razonables. La otra
alternativa, adoptada en este trabajo, es utilizar un lenguaje de propo´sito general de adecuada
eficiencia, e implementar un reconocedor sinta´ctico y evaluador para ecuaciones complejas.
El evaluador desarrollado reconoce un conjunto muy variado de funciones (exponenciales,
trigonome´tricas, hiperbo´licas, _(), 4(), mo´dulo, argumento), la constante imaginaria i (usada
como prefijo o como sufijo), dos variables (Z y C) y constantes nume´ricas. El proceso de
reconocimiento consta de varias etapas. La primera de ellas es verificar si la ecuacio´n ingresada
por el usuario es sinta´cticamente correcta. A continuacio´n se la manipula transformando las
restas en sumas de valores negativos, por lo tanto el signo menos so´lo sera´ un operador monario
y, de esta forma, tambie´n se evita el chequeo de la precedencia en la resta.
El siguiente paso consiste en crear un a´rbol binario auxiliar que al ser recorrido en modo
in-order se obtenga el equivalente en notacio´n polaca de la ecuacio´n original. Para ello se
disen˜o´ una funcio´n recursiva que analiza cada token de la ecuacio´n y que genera una nueva
instancia de s´ı misma cada vez que encuentra un pare´ntesis izquierdo ”( ”. Cada nodo del
a´rbol creado debe cumplir con las siguientes reglas:
• el nodo ubicado a su izquierda so´lo puede contener un operador (+, *, /)
• el nodo ubicado a su derecha so´lo puede contener una funcio´n, una constante nume´rica
o una variable (z, c, x, y)
• los nodos que contienen operadores so´lo pueden apuntar a otro operador, es decir, no
deben tener nodos a derecha.
En la u´ltima etapa, se contruye un nuevo a´rbol binario a partir de la ecuacio´n en notacio´n
polaca obtenida desde el a´rbol auxiliar. E´ste nuevo a´rbol es el que utilizaremos para evaluar
la ecuacio´n. En la Fig. 2 se muestran a modo de ejemplo los a´rboles que se obtienen a partir
de la ecuacio´n w = z + sin(3 ∗ c+ z).
A la hora de evaluar la ecuacio´n se realiza una recorrida posorden del a´rbol con un proce-
dimiento recursivo que ba´sicamente actu´a de la siguiente forma:
Figura 3: Funciones (a) w = z2, (b) w = exp(−iz), y (c) w = sen((1 + i)z), representadas
como distorsio´n de una paleta bivariada.
Figura 4: Mapeos de una imagen de entrada.
• Se evalu´a el contenido de la rama izquierda del nodo.
• Se evalu´a el contenido de la rama derecha del nodo.
• Se aplica la funcio´n u operador sobre el resultado obtenido en los paso anteriores.
4 Algunos Ejemplos
En la Fig. 3 mostramos algunos ejemplos de visualizacio´n de ecuaciones complejas. Estos
resultados son directamente aplicables al procesamiento de ima´genes. En efecto, basta sola-
mente con tomar ima´genes de entrada arbitrarias (pero adecuadas para nuestro propo´sito)
para producir ima´genes de salida que ilustren de una manera inolvidable el resultado de
las transformaciones. En la Fig. 4, por ejemplo, mostramos los resultados de las funciones
w = z2, w = exp(−iz) y w = sen((1 = i)z) a una imagen reconocible (un reloj), de manera de
entender adecuadamente el comportamiento de la funcio´n.
Como ya menciona´ramos, el sistema permite iterar los mapeos, de manera de poder
ra´pidamente generar conjuntos fractales a partir de ima´genes de entrada (ver Fig. 5). Tam-
Figura 5: Algunas iteraciones de un mapeo complejo, produciendo un punto fijo (conjunto de
Julia´).
bie´n se incluye la posibilidad de modificar las ecuaciones a partir de para´metros, con lo cual
se generan animaciones, las cuales son de una notable utilidad para ilustrar la ocurrencia de
bifurcaciones y otro tipo de feno´menos.
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