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Abstract
We consider the problem of the observability of positively expansive
maps by the time series associated to continuous real functions. For this
purpose we prove a general result on the generic observability of a locally
injective map of a compact metric space of finite topological dimension,
extending earlier work by Gutman [6]. We apply this result to partially
solve the problem of finding the minimal number of functions needed to
observe a positively expansive map. We prove that two functions are
necessary and sufficient for positively expansive maps on tori.
1 Introduction
Suppose that the states of a natural system are modeled by a compact metric
space (X,dist). If we consider discrete time then the evolution of the model
may be given by a continuous map T : X → X, where if x ∈ X is an initial
state then Tx ∈ X represents the state of the system after a certain fixed time
interval has elapsed. We say that a continuous function f : X → R observes T
if x 6= y implies f(Tnx) 6= f(Tny) for some n ≥ 0. The function f represents
a measurement of the system and is called an observable [6] or output function
[12]. A classical result on this topic, proved by Aeyels [2] and Takens [14], essen-
tially says that a generic C2-function f : X → R observes a C2-diffeomorphism
T : X → X of a smooth manifold X.
Several authors considered this problem from a topological viewpoint, for
a continuous map T on a finite dimensional compact metric space. Jaworski
[4, Theorem 8.3.1] proved that every homeomorphism T without periodic points
is observed by a generic f . In [12, Theorem 4.1] Nerurkar showed an analogous
result but allowing finitely many points of each period. Recently, Gutman [6]
proved that an injective map T satisfying fewer hypothesis on periodic points
(explained in Theorem 2.4) is generically observed.
In this paper we consider this problem for non-injective maps. In our main
result, Theorem 2.3, we extend Gutman’s Theorem for locally injective maps.
The main difficulty for the observability of a non-injective map is simple to
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state: there may not be enough time to observe a pair of collapsing points, i.e.,
two points x 6= y such that Tnx = Tny for some n ≥ 1. In Theorem 2.3 we
prove a generic observability criterion, but some pairs of collapsing points must
be excluded. It is easy to see that for Tz = z2 on the unit complex circle it
is impossible to observe every pair of collapsing points. See Lemma 3.6 for a
generalization. In Proposition 2.5 we show that for a non-injective map T of a
compact manifold the set of functions that observes T is not dense, in particular,
for these maps observability is not generic. The problem presented by collapsing
points motivates to consider more observations, i.e., a function f : X → Rm. In
Corollary 2.6 we show that if a function f : X → Rm observes every pair of
collapsing points then a small perturbation of f observes every pair of distinct
points.
In §3 we show that there are strong connections between the topics of observ-
ability and expansivity. We say that T is positively expansive if there is δ > 0
such that if x 6= y then dist(Tnx, Tny) > δ for some n ≥ 0. These maps have
several important properties that will be exploited in this paper. For example,
they cannot be injective [5] (see also [1]) and if a compact metric space ad-
mits a positively expansive map then the space has finite topological dimension
[3, 10, 11]. Also, if the space is a compact manifold then every positively ex-
pansive map is conjugate to an infra-nilmanifold expanding endomorphism, see
[8, 13]. In particular, positively expansive maps on tori are conjugate to linear
expanding endomorphisms. For our purposes, it is remarkable that positively
expansive maps satisfy the hypothesis of Theorem 2.3, see Proposition 3.1.
Given a map T : X → X we introduce the observability number of T , defined
as the minimal natural number m for which there is a function f : X → Rm that
observes T . The observability number will be denoted as Obs(T ). In Theorem
3.7 we show that if T : Td → Td is a hyperbolic toral endomorphism then:
Obs(T ) = 1 if T is invertible and Obs(T ) = 2 if T is non-invertible. As a
consequence, in Corollary 3.9 we deduce that for every positively expansive
map T on a torus it holds that Obs(T ) = 2.
We also introduce the concept of strict observability, motivated as follows.
Given that measurements in reality always have an error, say ε > 0, it is nat-
ural to consider observations as different when the evaluations of the function
f : X → Rm are away from the fixed precision ε. That is, we will require that
‖f(Tnx) − f(Tny)‖ > ε for some n ≥ 0, whenever x 6= y, and in this case we
say that f strictly observes T . In Proposition 3.1 we show that for positively
expansive maps observability is equivalent to strict observability.
The authors thank Damia´n Ferraro for useful conversations in the initial
stage of the present research and acknowledge his idea of linking expansivity with
a strong form of observability, the one we call strict observability. In Proposition
3.3 we show that positive expansivity is equivalent to strict observability. This
supports the statement: we can only observe expansive systems.
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2 Observability
In this section we state Theorem 2.3 and derive some consequences. Let (X,dist)
be a compact metric space. Denote by C(X,Rm) the set of continuous functions
f : X → Rm endowed with the usual compact-open topology. For m = 1 set
C(X) = C(X,R).
In this paper we will consider the topological dimension as defined in [9]. It
will be denoted as dimX. We will recall a special result for our purposes, which
also characterizes the topological dimension. Suppose f ∈ C(X,Rm). A point
y ∈ f(X) is called an unstable value of f if for all δ > 0 there is g ∈ C(X,Rm)
such that ‖f(x) − g(x)‖ < δ for every x ∈ X and y /∈ g(X). Other points of
f(X) are called stable values.
Theorem 2.1 ([9, Theorems VI.1 and VI.2 on pp. 75 – 77]). For X a compact
metric space the following statements are equivalent:
1. dimX ≤ d,
2. all the values of f are unstable, for all f ∈ C(X,Rd+1).
Remark 2.2. The concept of topological dimension has several different equiv-
alent definitions. In light of Theorem 2.1, dimX = d if and only if d is the min-
imal number for which all the values of f are unstable, for all f ∈ C(X,Rd+1).
We note that the (equivalent) definition used by Man˜e´ and Kato [10, 11] for
the study of expansive dynamics and by Gutman [7] is the one called covering
dimension [9].
Let T : X → X be a continuous map. We say that T is locally injective if
for all x ∈ X there is ε > 0 such that the restriction of T to the ball Bε(x) is
injective. For a function f ∈ C(X,Rm) and n ∈ N we define fn0 : X → Rm(n+1)
as
fn0 (x) =
(
f(x), f(Tx), . . . , f(Tnx)
)
.
The function fn0 represents a sequence of n+ 1 observations, usually called time
series.
Definition 2.1. Given a set W ⊆ X×X and n ∈ N, we say that f ∈ C(X,Rm)
observes T on W in n steps if fn0 (x) 6= fn0 (y) for all (x, y) ∈ W . For the case
W = X ×X \∆, where ∆ = {(x, x) : x ∈ X}, we simply say that f observes T
in n steps.
This definition represents the idea that the time series distinguishes pairs of
points of W in a bounded time interval. Given n ∈ N define the following sets
∆n(T ) =
{
(x, y) ∈ X ×X : Tnx = Tny},
and for n ≥ 1
Pern(T ) = {x ∈ X : T jx = x for some 1 ≤ j ≤ n}.
Now we can state our main result.
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Theorem 2.3. Let T : X → X be a locally injective continuous map on a
compact metric space X of dimX ≤ d such that dim Pern(T ) < n/2 for n =
1, . . . , 2d. Then the set
Ω =
{
f ∈ C(X) : f observes T on X ×X \∆2d(T ) in 2d steps
}
is residual.
When a property holds in a residual set we say that the property is generic.
Therefore, Theorem 2.3 means that a generic function of C(X) observes a map
T on X ×X \∆2d(T ) in 2d steps. The proof of Theorem 2.3 is given in §4. The
next result says that Theorem 2.3 is an extension of [6, Theorem 1.1].
Theorem 2.4 (Gutman’s Theorem). Let T : X → X be an injective continuous
map on a compact metric space X of dimX ≤ d such that dim Pern(T ) < n/2
for n = 1, . . . , 2d. Then the set
Ω = {f ∈ C(X) : f observes T in 2d steps}
is residual.
Proof. For an injective map T it holds that ∆n(T ) = ∆ = {(x, x) : x ∈ X} for
all n ∈ N. Then, the result follows by Theorem 2.3.
We proceed to explain what can happen if T is not injective and to derive
some consequences of Theorem 2.3.
Definition 2.2. We say that f observes T if for all x 6= y there is n ≥ 0 such
that f(Tnx) 6= f(Tny).
The next result shows that for a non-injective map in the hypothesis of
Theorem 2.3 it could happen that the set of functions f ∈ C(X) that observes
T is not residual. Moreover, we show that the set of functions f ∈ C(X,Rd) that
observes T is not even dense, when X is a compact manifold of dimX = d ≥ 1.
Proposition 2.5. Let X be a compact d-dimensional manifold, d ≥ 1. If
T : X → X is a non-injective, locally injective continuous map then there exists
an open set U ⊆ C(X,Rd) such that no f ∈ U observes T .
Proof. Take x1, x2 ∈ X such that x1 6= x2 and Tx1 = Tx2 = y. Consider two
disjoint compact neighborhoods Ai of xi, i = 1, 2, and B of y such that each
T |Ai : Ai → B is a homeomorphism. Let h : A1 → A2 be the homeomorphism
h = T |−1A2 ◦ T . Since X is a d-dimensional manifold we have dimA1 = d, and
then, by Theorem 2.1, there exists a continuous function g : A1 → Rd such that
0 is a stable value of g. Take f ∈ C(X,Rd) such that g(x) = f(x)− f(h(x)) for
x ∈ A1 (for example choose f = g on A1, f = 0 on A2 and extend using Tietze’s
extension theorem). Then any sufficiently small perturbation of f gives rise to
a small perturbation of g which takes 0 as a value. Thus the perturbations f¯
of f will take the same value at some a ∈ A1 and b = h(a) ∈ A2, and we have
Ta = Tb by the definition of h. This proves that no f¯ in a neighborhood of f
observes T .
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There are functions that observe but do not observe in any bounded number
of steps. Let us give an example.
Example 2.1. On the circle S1 = {z ∈ C : |z| = 1} consider the map T : S1 →
S1 defined as Tz = z2. Let h : [0, 2pi] → [0, 2pi] be such that h(0) = h(ε) = 0,
h(2pi) = 2pi and extended linearly, and define f : S1 → C by f(eθi) = eh(θ)i. It
is easy to see that if ε is small then f observes T . Since f is constant in an arc
containing the fixed point z = 1, it does not observe in any bounded number of
steps.
The next corollary is important since it reduces the problem of finding an
observing function f for a given system to the problem of finding a function f
distinguishing collapsing points. For this purpose, given n ≥ 1, we define
∆∗n(T ) =
{
(x, y) ∈ X ×X : x 6= y, . . . , Tn−1x 6= Tn−1y and Tnx = Tny}.
Note that for f ∈ C(X,Rm) the condition that f observes T on ∆∗1(T ) means
that f(x) 6= f(y) if x 6= y and Tx = Ty.
Corollary 2.6. Let T : X → X be a locally injective continuous map on a
compact metric space X of dimX ≤ d such that dim Pern(T ) < n/2 for n =
1, . . . , 2d. Then, if there exists f ∈ C(X,Rm) observing T on ∆∗1(T ) then there
exists a perturbation f¯ ∈ C(X,Rm) of f observing T in 2d steps.
Proof. Suppose that f ∈ (X,Rm) observes T on ∆∗1(T ). Then, it is clear that
f observes T on ∆∗1(T ) in 0 steps and on ∆
∗
n(T ) in n − 1 steps for all n ≥
1. Therefore f observes T on ∆2d(T ) \ ∆ =
⋃2d
n=1 ∆
∗
n(T ) in 2d − 1 steps.
Since T is locally injective, we have that ∆∗1(T ) is compact and therefore any
sufficiently small perturbation f¯ ∈ C(X,Rm) of f will observe T on ∆∗1(T ) and
on ∆2d(T ) \∆ in 2d− 1 steps. Now applying Theorem 2.3 we see that we can
choose a perturbation f¯ ∈ C(X,Rm) of f which simultaneously observes T on
∆2d(T )\∆ in 2d−1 steps and on X×X \∆2d(T ) in 2d steps. Then we conclude
that f¯ observes T in 2d steps.
In the next section we give more applications of these results in the study of
expansive maps.
3 Strict observability and expansive maps
In this section we introduce the concept of strict observability for the study of
positively expansive maps. It is remarkable that positive expansivity is equiv-
alent to strict observability. We also prove that the observability number of a
positively expansive map on a torus equals 2.
Let T : X → X be a continuous map of a compact metric space (X,dist).
Definition 3.1. We say that T is positively expansive if there is δ > 0 such that
if x 6= y then dist(Tnx, Tny) > δ for some n ≥ 0. Such δ is called an expansivity
constant.
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It is known that if a compact metric space admits a positively expansive
map then dimX <∞. The proof is analogous to the case of expansive homeo-
morphisms, see [11] (also [3, 10]).
Definition 3.2. We say that f ∈ C(X,Rm) strictly observes the map T if there
exists ε > 0 such that for all x 6= y there exists n ≥ 0 such that ‖f(Tnx) −
f(Tny)‖ > ε. In this case we say that ε is a precision of the observation.
Proposition 3.1. Let T : X → X be a positively expansive map on a compact
metric space X of dimX ≤ d and m ≥ 1. Then:
1. a generic function in C(X,Rm) observes T on X ×X \∆2d(T ),
2. if f ∈ C(X,Rm) observes T then f strictly observes T .
Proof. The first part follows by Theorem 2.3 since for every positively expansive
map it is easy to see that T is locally injective and Pern(T ) is a finite set for all
n ≥ 1.
To prove the second part, we argue by contradiction. Suppose that f ∈
C(X,Rm) observes T but for each n ≥ 1 there are xn, yn ∈ X such that xn 6= yn
and ‖f(T kxn) − f(T kyn)‖ < 1/n for all k ≥ 0. Let δ > 0 be an expansivity
constant of T and take mn ≥ 0 such that dist(Tmnxn, Tmnyn) > δ for all n ≥ 1.
Since X is compact (taking a subsequence) we can assume that Tmnxn → x
and Tmnyn → y. Then dist(x, y) ≥ δ and x 6= y. But f(T kx) = f(T ky) for all
k ≥ 0. Since f observes T we have a contradiction and the proof ends.
For future reference we state the following classical result.
Theorem 3.2 ([9, Theorem V 2, p. 56]). If X is a compact metric space with
dimX ≤ d then a generic function f ∈ C(X,R2d+1) is an embedding.
Proposition 3.3. For a continuous map T : X → X of a compact metric space
of dimX ≤ d, the following statements are equivalent:
1. T is positively expansive,
2. a generic function f ∈ C(X,R2d+1) strictly observes T ,
3. there is f ∈ C(X,Rm) that strictly observes T , for some m ≥ 1.
Proof. (1→ 2) From Theorem 3.2 we know that a generic map f ∈ C(X,R2d+1)
is injective. In particular, such f observes T and by Proposition 3.1, f strictly
observes T . (2→ 3) It is obvious. (3→ 1) Suppose that f ∈ C(X,Rm) strictly
observes T with precision ε. Since X is compact and f is continuous there
is δ > 0 such that if dist(x, y) < δ then ‖f(x) − f(y)‖ < ε. Then, δ is an
expansivity constant.
Definition 3.3. The observability number of T is the minimal m ≥ 1 for which
there is f ∈ C(X,Rm) that observes T . This number will be denoted as Obs(T ).
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Remark 3.4. A general bound of the observability number is
Obs(T ) ≤ 2 dimX + 1.
This bound follows by Theorem 3.2. In particular, if dimX = 0 then Obs(T ) = 1
for every map T : X → X.
We will calculate the observability number of some classes of dynamical
systems. We start with the case of homeomorphisms. Recall that a continuum
is a compact connected set.
Definition 3.4. A homeomorphism T : X → X is expansive if there is δ > 0
such that if x 6= y then dist(Tnx, Tny) > δ for some n ∈ Z. We say that the
homeomorphism T is cw-expansive if there is δ > 0 such that if C ⊂ X is a non
trivial continuum then diam(TnC) > δ for some n ∈ Z.
It is clear that every cw-expansive homeomorphism is an expansive homeo-
morphism. The concept of expansivity is well known in the context of hyperbolic
diffeomorphisms, as for example basic sets of Smale’s Axiom A diffeomorphisms
and Anosov diffeomorphisms. The idea of cw-expansivity was introduced by
Kato [10]. His deep understanding of Man˜e´’s arguments in [11] allowed him to
extend, with simpler proofs, some results for expansive homeomorphisms to cw-
expansivity. For our purposes, it is remarkable that if a compact metric space
admits a cw-expansive homeomorphism then the space has finite topological
dimension [10, Theorem 5.2].
Proposition 3.5. If T is a cw-expansive homeomorphism of a compact metric
space X then Obs(T ) = 1. Moreover, a generic function f ∈ C(X) observes T .
Proof. It is known [10] that if a compact metric space admits a cw-expansive
homeomorphism then dimX < ∞. It is easy to see that for a cw-expansive
homeomorphism it holds that dim Perk(T ) = 0 for all k ≥ 1. Then, the result
follows by Gutman’s Theorem.
Now we give a general estimate that generalizes the example of z 7→ z2 in
the unit complex circle given in the introduction.
Lemma 3.6. Let G be a compact connected topological group and consider a
continuous endomorphism T : G→ G. If T is non-injective then Obs(T ) ≥ 2.
Proof. Let f ∈ C(G). Since T is non-injective there is x 6= e, where e denotes
the identity of G, such that Tx = e. Since
∫
G
f(y) − f(xy) dµ(y) = 0, where
dµ(y) denotes the right invariant Haar measure of G, we have f(y)− f(xy) = 0
for some y ∈ G by the continuity and connectedness assumptions. Then y 6= xy,
f(y) = f(xy) and Tx = Txy.
Let Td = Rd/Zd be the d-dimensional torus. Given an invertible matrix
A ∈ Md(Z) we say that the endomorphism T : Td → Td given by Tx = Ax is
hyperbolic if A has no eigenvalues of modulus one. The class of hyperbolic toral
endomorphisms includes:
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1. Anosov diffeomorphisms, when |det(A)| = 1,
2. Expanding endomorphisms, if all the eigenvalues ofA have modulus greater
than one,
3. Anosov endomorphisms, if it is not invertible and A presents expanding
and contracting eigenvalues.
The following matrices represents each of these classes in the two-dimensional
torus: (
2 1
1 1
)
,
(
2 0
0 2
)
,
(
3 1
1 1
)
respectively. See [3] for more on this topic.
Theorem 3.7. If T is a hyperbolic toral endomorphism then:
1. Obs(T ) = 1 if T is invertible (Anosov diffeomorphism) and
2. Obs(T ) = 2 if T is non-invertible (expanding or Anosov endomorphism).
Proof. As we said, if T is invertible then it is an Anosov diffeomorphism. In
particular, it is expansive and Proposition 3.5 implies that Obs(T ) = 1.
Assume that T is non-invertible. Then by Lemma 3.6 Obs(T ) ≥ 2. To obtain
the reverse inequality we will show that T satisfies the hypothesis of Corollary
2.6 for a certain function f : Td → R2. Firstly, note that as A is invertible, T is
locally injective. Given that T is hyperbolic, 1 is not an eigenvalue of Ak and
therefore Perk(T ) is finite (and zero-dimensional) for all k ≥ 1.
Finally, we now define a function f : Td → C observing T on ∆∗1(T ). To
this end view Td = S1 × · · · × S1 as a multiplicative group, where we consider
S1 ⊂ C. Note that as T is locally injective, the set D = kerT is finite. Let
m1, . . . ,md > 0 be such that if a = (a1, . . . , ad) ∈ D \ {(1, . . . , 1)} and ai is the
last coordinate not equal to 1 then |1 − ai| > mi. Let ρ1, . . . , ρd > 0 defined
inductively as {
ρ1 = 1,
ρimi = 1 + 2
∑i−1
k=1 ρk, i = 2, . . . , d.
Note that by definition we have: 2
∑i−1
k=1 ρk < ρimi for i = 1, . . . , d.
Define f : Td → C as
f(x1, . . . , xd) =
n∑
k=1
ρkxk for (x1, . . . , xd) ∈ Td.
To see that f observes T on ∆∗1(T ), consider (x, y) ∈ ∆∗1(T ), that is x =
(x1, . . . , xd) and y = (y1, . . . , yd) such that x 6= y and Tx = Ty. Note that
the element a = xy−1 satisfies a ∈ D and a 6= (1, . . . , 1). Let ai be the last
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coordinate of a not equal to 1. By definition of m1, . . . ,md we have |1−ai| > mi.
Now we estimate
|f(y)− f(x)| =
∣∣∣ n∑
k=1
ρkyk −
n∑
k=1
ρkxk
∣∣∣ = ∣∣∣ n∑
k=1
ρk(yk − xk)
∣∣∣ = ∣∣∣ i∑
k=1
ρk(yk − xk)
∣∣∣
≥ ρi|yi − xi| −
i−1∑
k=1
ρk|yk − xk| ≥ ρi|1− ai||yi| − 2
i−1∑
k=1
ρk
> ρimi − 2
i−1∑
k=1
ρk > 0.
Therefore f(x) 6= f(y), and then f observes T on ∆∗1(T ). As we had verified all
the hypothesis of Corollary 2.6 we conclude that a perturbation of the given f
observes T , thus Obs(T ) ≤ 2.
Remark 3.8. In the proof of the second assertion of the previous lemma, we
only use that 1 is not an eigenvalue of Ak for k = 1, . . . , 2d. Then, it can be
generalized for such invertible matrices. For example
A =
(
0 1
−1 1
)
.
Corollary 3.9. If T : Td → Td is a positively expansive map then Obs(T ) = 2.
Proof. From [8,13] we know that T is conjugate to an expanding endomorphism.
Then, the result follows by Theorem 3.7.
Question 3.1. Is it true that Obs(T ) = 2 for every positively expansive map of
a compact metric space X with dimX ≥ 1?
To end this section we make some remarks about the observability of ex-
pansive homeomorphisms and positively cw-expansive maps. The proofs are
analogous to our previous arguments and are therefore omitted.
Observability of expansive homeomorphisms
Let T : X → X be an expansive homeomorphism of the compact metric space
(X,dist). If f ∈ C(X,Rm) strictly observes T then T is positively expansive,
recall Proposition 3.3. Applying [5] we conclude that X is a finite set. Then,
it is natural to introduce the following definition. We say that f ∈ C(X,Rm)
strictly bilaterally observes T if there is ε > 0 such that if x 6= y then ‖f(Tnx)−
f(Tny)‖ > ε for some n ∈ Z. Analogous to Propositions 3.1, 3.3 and 3.5 we
have:
Proposition 3.10. Let T : X → X be an expansive homeomorphism of a com-
pact metric space X. Then, if f ∈ C(X,Rm) observes T then f strictly bilater-
ally observes T .
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Proposition 3.11. For a homeomorphism T : X → X of a compact metric
space and m ≥ 1 the following statements are equivalent:
1. T is expansive,
2. a generic function f ∈ C(X,Rm) strictly bilaterally observes T .
3. there exists f ∈ C(X,Rm) that strictly bilaterally observes T .
Observability of positively cw-expansive maps
A map T : X → X is positively cw-expansive [10] if there is δ > 0 such that
if C ⊂ X is a non-trivial continuum then diam(TnC) > δ for some n ≥ 0. If
T : X → X is a positively cw-expansive map then: dim Perk(T ) = 0 for all k ≥ 1
and dimX <∞. We deduce the following result.
Proposition 3.12. Let X be a compact metric space with dimX ≤ d and
T : X → X a positively cw-expansive map. If T is locally injective then a generic
function in C(X) observes T on X ×X \∆2d(T ).
We give an example showing that a positively cw-expansive map may not
be locally injective.
Example 3.1. Consider the circles X1 = {z ∈ C : |z| = 1} and X2 = {z ∈ C :
|z − 2| = 1}. Define X = X1 ∪X2 and T : X → X by
Tz =
{
z2 if z ∈ X1,
2− z if z ∈ X2.
Note that TX2 = X1 and that T is positively cw-expansive on X1. Also, we
have that T is not locally injective at z = 1.
4 Proof of Theorem 2.3
This section is devoted to the proof of Theorem 2.3. As we said, it extends
Gutman’s Theorem weakening the injectivity assumption on the map T to local
injectivity.
For the reader familiar with the techniques of [6, 7] let us remark some
differences with our approach that gives a shorter proof. On one hand, we do
not partitioned X ×X \∆ into product subspaces. Instead we consider other
subspaces, not necessarily disjoint, and glue them together using Lemma 4.8.
For example we consider the subspaces Gk,l, roughly speaking the graph of
T k (see Definition 4.1). On the other hand, to simplify some arguments, we
consider the definition of topological dimension based on unstable values (recall
Remark 2.2). For example, we use this definition in the proof of Lemma 4.6.
We apply this lemma to manage the cases of pairs of points that after some
iterates are in a common positive orbit. In order to distinguish a periodic (or
preperiodic) and a non-periodic point we introduce Lemma 4.7, whose proof is
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based on Proposition 4.2 which is again a result inspired by the ideas around the
definition of topological dimension based on unstable values. Finally, Lemma
4.5 takes care of the simplest case: two non-periodic points not in the same
orbit. With these lemmas we solve all the cases arising in the proof of Theorem
2.3.
We start with a generalization of the direct part of Theorem 2.1.
Lemma 4.1. Let U be a compact metric space of dimU ≤ r and H1, . . . ,Hn ⊆
Rr+s+1 affine subspaces such that dimHi ≤ s, i = 1, . . . , n. Then the set
Ω = {F ∈ C(U,Rr+s+1) : F (U) ∩Hi = ∅ for all i = 1, . . . , n}
is open and dense.
Proof. Clearly, it suffices to consider the case n = 1. Let H = H1. As H
is closed and U is compact we have that Ω is open. Performing a translation
of coordinates if necessary we may suppose that H is a linear subspace. Let
H⊥ be the orthogonal complement of H. Given a function F ∈ C(U,Rr+s+1)
decompose F = FH + FH⊥ , where FH : U → H and FH⊥ : U → H⊥ are the
compositions of F with the orthogonal projections on H and H⊥ respectively.
Since dimH ≤ s we have dimH⊥ ≥ r + 1. Then, given that dimU ≤ r,
by Theorem 2.1 we can perturb FH⊥ to get F˜H⊥ ∈ C(U,H⊥) so that 0 /∈
F˜H⊥(U). Then taking F˜ = FH + F˜H⊥ we have that F˜ is a perturbation of F
and F˜ (U) ∩H = ∅. This proves that Ω is dense.
The next result implies that two finite dimensional metric spaces immersed
in Rn are generically disjoint if n is big enough.
Proposition 4.2. Let U, V be compact metric spaces with dimU + dimV ≤ n
and S ⊂ Rn+1 a convex set. Then the set
Ω = {(F,G) ∈ C(U,Rn+1)× C(V, S) : F (U) ∩G(V ) = ∅}
is open and dense in C(U,Rn+1)× C(V, S).
Proof. As U and V are compact, we have that Ω is open. To prove that it is
dense, let r = dimU and s = dimV . Take (F,G) ∈ C(U,Rn+1) × C(V, S). As
dimV = s we can perturb G to get G˜ as in the proof of [9, (C) on pp. 57-59]
taking a finite cover β of V of ord(β) ≤ s consisting of small open balls, for
each W ∈ β a point pW ∈ G(W ) ⊆ S and letting G˜(y) =
∑
W∈β ωW (y)pW for
y ∈ V , where {ωW : W ∈ β} is a partition of the unity subordinate to β. Note
that as pW ∈ S for W ∈ β and S is convex we have G˜(V ) ⊆ S, because G(y)
is a convex linear combination of the points pW for each y ∈ V . Moreover, as
ord(β) ≤ s, each G˜(y) is the convex linear combination of at most r + 1 points
pW . Then each G˜(y) lies in one of the affine subspaces of dimension less o equal
to s generated by s + 1 points pW . That is, G˜(V ) ⊆
⋃
iHi, for a finite family
{Hi} of affine subspaces with dimHi ≤ s. Then, as dimU = r and r + s ≤ n,
by Lemma 4.1 we can perturb F to get F˜ so that F˜ (U) does not meet
⋃
iHi,
and consequently F˜ (U) ∩ G˜(V ) = ∅. This proves that Ω is dense.
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Remark 4.3. For the case dimU = n, V = {p} and S = {0}, Proposition 4.2
becomes equivalent to [9, Theorem VI.1 on p. 75].
A proof of the following lemma can be found in [7, Lemma A.5].
Lemma 4.4. Let X be a normal topological space, f : X → R a bounded con-
tinuous function, A ⊆ X a closed subset and g0 : A → R a bounded continuous
function such that d(f |A, g0) < ε, where ε > 0. Then there exists a continuous
and bounded extension g : X → R of g0 such that d(f, g) < ε.
The following result is generalization of [4, Lemma 8.3.4].
Lemma 4.5. Let X be a compact metric space and T : X → X a continuous
map. Let U, V ⊆ X be compact subsets with dimU ≤ n/2, dimV ≤ n/2,
U, . . . , TnU, V, . . . , TnV pairwise disjoint and such that T is injective on the
sets U, . . . , Tn−1U, V, . . . , Tn−1V . Then the set
Ω = {f ∈ C(X) : f observes T on U × V in n steps}
is open and dense.
Proof. Firstly note that, as U × V is compact, Ω is open. To prove that Ω is
dense, consider a function f ∈ C(X). Let W = U ∪ V and F : W → Rn+1,
F = fn0 |W . As dimW ≤ n/2, by Theorem 3.2, we can perturb F to get
an embedding F˜ ∈ C(W,Rn+1). Let f˜ : Wn0 → R such that f˜(T ix) = F˜i(x)
if x ∈ W and i = 0, . . . , n, where we write F˜ = (F˜0, . . . , F˜n). Then f˜ is a
perturbation of f |Wn0 and by Lemma 4.4 we can extend f˜ to a perturbation
f¯ ∈ C(X) of f . We have that f¯n0 |W = F˜ , therefore, as F˜ is injective, f¯ observes
T on W ×W \∆ in n steps, and in particular on U × V , that is f¯ ∈ Ω. This
proves that Ω is dense.
Definition 4.1. Given a map T : X → X and k, l ≥ 0 we define
Gk = {(x, T kx) ∈ X ×X : x, . . . , T kx are distinct} and
Gk,l = {p ∈ X ×X : T lp ∈ Gk and T l−1p /∈ Gk},
where we denote Tp = (Tx, Ty) if p = (x, y).
For a map T : X → X, a subset U ⊆ X and n ≥ 0 we define
Un0 = U ∪ TU ∪ · · · ∪ TnU.
Lemma 4.6. Let X be a compact metric space and T : X → X a continuous
map. Let U, V ⊆ X be compact subsets with dimU ≤ n such that T l+kU = T lV
and U, . . . , T l+k−1U, V, . . . , TnV are pairwise disjoint, where 0 ≤ l < l + k ≤ n.
Suppose also that T is injective on the sets U, . . . , T l+k−1U, V, . . . , Tn−1V . Then
the set
Ω = {f ∈ C(X) : f observes T on U × V ∩Gk,l in n steps}
is open and dense.
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Proof. Note that by the injectivity assumptions T restricts to homeomorphisms
T iW → T i+1W for i = 0, . . . , n − 1 and W = U, V . Thus, as U and V are
compact we have that U × V ∩Gk,l is compact, and therefore Ω is open.
Consider the homeomorphisms ti : T
iU → T iV , i = 0, . . . , n, given by
ti =
 T iU T
l+k−i
−→ T l+kU = T lV T
i−l
−→ T iV if i < l,
T iU
Tk−→ T iV if i ≥ l,
and let W = Un0 ∪V n0 . In Figure 1 we illustrate this definition. Given a function
f ∈ C(X) define δ = (δ0, . . . , δn) ∈ C(U,Rn+1) as δi(x) = f(tiT ix)−f(T ix) for
x ∈ U and i = 0, . . . , n. We call δ the δ-function associated to f |W (only the
values at W are involved). It is not difficult to see that the requirement that f
Figure 1
observes T on U × V ∩Gk,l in n steps is equivalent to the condition 0 /∈ δ(U).
If the later is not the case, as dimU ≤ n, we can apply Theorem 2.1 to get a
perturbation δ˜ ∈ C(U,Rn+1) of δ such that 0 /∈ δ˜(U). Define f˜ ∈ C(W ) as
f˜ |T iU = f |T iU , for i = 0, . . . , l + k − 1,
f˜ |T iV (tiT ix) = f |T iU (T ix) + δ˜i(x), for x ∈ U and i = 0, . . . , l,
and on V nl+1 = T
l+1V ∪ · · · ∪ TnV = T k+l+1U ∪ · · · ∪ T k+nU inductively as
f˜ |T iV (T k+ix) = f˜ |T iU (T ix) + δ˜i(x), for x ∈ U and i = l + 1, . . . , n.
One can check that f˜ is a perturbation of f |W and that the δ-function associated
to f˜ is precisely δ˜. Then, by Lemma 4.4, we can extend f˜ to a perturbation
f¯ ∈ C(X) of f , which will observe T on U×V ∩Gk,l in n steps because 0 /∈ δ˜(U).
This proves that Ω is dense.
Definition 4.2. Given a map T : X → X and n, k ∈ N we define
Hn = {x ∈ X : x = Tnx and x, . . . , Tn−1x are distinct},
Hn,k = {x ∈ X : T kx ∈ Hn and T k−1x /∈ Hn}.
The points x ∈ Hn,k will be called preperiodic points of period n.
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Lemma 4.7. Let X be a compact metric space and T : X → X a continuous
map. Let U ⊆ X and V ⊆ Hm,k be compact subsets with dimU+dimV ≤ n such
that U, . . . , TnU, V, . . . , Tm+k−1V are pairwise disjoint, where 0 ≤ k ≤ m+ k ≤
n. Suppose also that T is injective on the sets U, . . . , Tn−1U, V, . . . , T k−1V .
Then the set
Ω = {f ∈ C(X) : f observes T on U × V in n steps}
is open and dense.
Proof. Note that as V ⊆ Hm,k then T kV ⊆ Hm. Therefore T is injective on
the sets T kV, . . . , Tm+k−1V . This together with the injectivity assumptions on
T imply that T restricts to homeomorphisms T iU → T i+1U for i = 0, . . . , n− 1
and T iV → T i+1V for i = 0, . . . ,m+ k − 1.
Given f ∈ C(X) let F ∈ C(U,Rn+1) and G ∈ C(V,Rn+1) be given by
F = fn0 |U and G = fn0 |V . As V ⊆ Hm,k we have
G(V ) ⊆ S = {(x0, . . . , xn) ∈ Rn+1 : xi = xj if i = j (mod m) and i, j ≥ k}
and then G ∈ C(V, S). As dimU+dimV ≤ n, by Proposition 4.2 we can perturb
F and G to get F˜ ∈ C(U,Rn+1) and G˜ ∈ C(V, S) so that F˜ (U) ∩ G˜(V ) = ∅.
Define f˜ ∈ C(Un0 ∪ V m+k−10 ) by f˜(T ix) = F˜i(x) if x ∈ U and i = 0, . . . , n,
and f˜(T iy) = G˜i(y) if y ∈ V and i = 0, . . . ,m + k − 1, where we write F˜ =
(F˜0, . . . , F˜n) and G˜ = (G˜0, . . . , G˜n). We have that f˜ is a perturbation of f |W ,
where W = Un0 ∪ V m+k−10 . Extend f˜ , applying Lemma 4.4, to a perturbation
f¯ ∈ C(X) of f . Then f¯n0 |U = F˜ and, as G˜(V ) ⊆ S, f¯n0 |V = G˜. Thus f¯ observes
T on U×V in n steps, because F˜ (U)∩G˜(V ) = ∅. We conclude that Ω is dense.
Finally, as U × V is compact Ω is open.
Lemma 4.8. Let M be a second-countable space and {Mi}i∈I a countable col-
lection of subspaces of M . Suppose that for every p ∈M there exists ip ∈ I and
a relative neighborhood Wp ⊆ Mip of p. Then there exists a countable subcover
of W = {Wp : p ∈M}.
Proof. For i ∈ I let M∗i = {p ∈ M : ip = i} ⊆ Mi and note that {M∗i }i∈I is
a countable cover of M . Let Wi = {Wp : p ∈ M∗i }. Then Wi is a cover of
M∗i containing a neighborhood (in Mi) of every p ∈ M∗i . As M∗i is Lindelo¨f,
there exists a countable subcover W◦i ⊆ Wi of M∗i . Then W◦ =
⋃
i∈IW◦i is a
countable subcover of W.
Proof of Theorem 2.3. The general strategy of the proof is as follows. Let M =
X×X\∆2d(T ). For each p ∈M we will find a setW ⊆M , relative neighborhood
of p in a subspaceMi ⊆M chosen from a fixed finite collection {Mi} of subspaces
of M , satisfying that
Ω(W ) = {f ∈ C(X) : f observes T on W in 2d steps}
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is open an dense. Then, by Lemma 4.8, we can cover M with countable many
sets W , say with {Wk}k∈N . Therefore, as Ω =
⋂
k∈N Ω(Wk), we conclude that
Ω is a residual set.
Note that if for p = (x, y) ∈M there exists a relative neighborhood W ⊆Mi
as explained before then W t = {(b, a) : (a, b) ∈W} is a relative neighborhood in
M ti of p
t = (y, x) satisfying the desired properties and vice versa. Then for each
p ∈ M we need to take care only of one of the two points p or pt, by adjoining
subspaces M ti to {Mi} if necessary. That is, we can interchange x and y freely
along the proof if needed.
For z ∈ X, we denote with
zk0 = {z, . . . , T kz}
the k-step orbit of z and call length of zk0 the number
len(zk0 ) = card(z
k
0 )− 1 ≤ k.
Given (x, y) ∈M we distinguish six cases according to whether x2d0 and y2d0
meet or not, and to whether their lengths are equal or less than 2d.
We enumerate the cases as in the following table. The remaining cases,
corresponding to len(y2d0 ) = 2d > len(x
2d
0 ) and 2d > len(y
2d
0 ) ≥ len(x2d0 ), are
reduced to the cases in the last two rows interchanging x and y.
x2d0 ∩ y2d0 = ∅ x2d0 ∩ y2d0 6= ∅
len(x2d0 ) = len(y
2d
0 ) = 2d Case 1 Case 2
len(x2d0 ) = 2d > len(y
2d
0 ) Case 3 Case 4
2d > len(x2d0 ) ≥ len(y2d0 ) Case 5 Case 6
Case 1: As in this case the 2d-step orbits are disjoint, both of length 2d,
and T is locally injective we can find compact neighborhoods U and V of x and
y respectively, such that U, . . . , T 2dU, V, . . . , T 2dV are pairwise disjoint and T is
injective when restricted to U, . . . , T 2d−1U, V, . . . , T 2d−1V . Then, as dimU ≤ d
and dimV ≤ d, we can apply Lemma 4.5 (with n = 2d) to conclude that
W = U × V is a neighborhood of p (in the subspace M1 = M) for which Ω(W )
is open an dense.
Case 2: In this case both 2d-step orbits has length 2d and meet. As p ∈M
we have p /∈ ∆2d(T ), then x and y do not collapse in the same iterate, so we
may suppose that T l+kx = T ly are the first iterates of x and y that match, with
0 ≤ l < l + k ≤ 2d. Then we are in the situation of Figure 2 with n = 2d.
Figure 2
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As T is a locally injective map there exist compact neighborhoods U0 and V0
of x and y respectively, such that U0, . . . , T
l+k−1U0, V0, . . . , T 2dV0 are pairwise
disjoint with T injective on these sets. Let O = T l+kU0∩T lV0, U = U0∩T−l−kO
and V = V0 ∩ T−lO. We have that U and V are compact, T l+kU = T lV (= O),
U, . . . , T l+k−1U, V, . . . , T 2dV are pairwise disjoint and T is injective on these
sets. Then, as dimU ≤ dimX = d ≤ 2d, we can apply Lemma 4.6 (with
n = 2d) to conclude that W = U × V ∩Gk.l = U0× V0 ∩Gk.l is a neighborhood
of p (in the subspace M2 = Gk,l) for which Ω(W ) is open and dense. Finally,
note that only finitely many subspaces M2 = Gk,l are involved here because of
the restrictions 0 ≤ l < l + k ≤ 2d.
Case 3: In this case the 2d-step orbits are disjoint, len(x2d0 ) = 2d and
len(y2d0 ) < 2d. The last condition implies that y ∈ Hm,k with 0 ≤ k < m+ k <
2d. As T is a locally injective map we can take compact neighborhoods U and V0
of x and y respectively, such that U, . . . , T 2dU, V0, . . . , T
m+k−1V0 are pairwise
disjoint and T is injective on these sets. Let V = V0 ∩ Hm,k and note that V
is compact. It is easily checked that the sets U and V are in the hypothesis
of Lemma 4.7 (with n = 2d), being dimU + dimV ≤ 2d because U, V ⊂ X
and dimX ≤ d. Thus, W = U × V is a neighborhood of p (in the subspace
M3 = X ×Hm,k \∆2d(T )) for which Ω(W ) is open and dense. Finally, observe
that only finitely many subspaces M3 = X ×Hm,k \∆2d(T ) are involved in this
case because of the restrictions 0 ≤ k < m+ k < 2d.
Cases 4 and 6: These cases are similar to Case 2. In these cases the
2d-step orbits meet, len(y2d0 ) ≤ len(x2d0 ) ≤ 2d and len(y2d0 ) < 2d. As in the
previous case, len(y2d0 ) < 2d implies that y is a preperiodic point, y ∈ Hm,s
with 0 ≤ s < m + s < 2d. In addition, as the 2d-step orbits meet, x is also
a preperiodic point of the same period, x ∈ Hm,r with 0 ≤ r < m + r ≤ 2d.
Thus both points x and y reach a common periodic orbit of period m in r and
s steps, respectively.
We discuss the subcases: (A) T rx = T sy; (B) T rx 6= T sy.
Subcase A: In this subcase both orbits meet before they take a step in the
common periodic orbit they reach. As in this case T rx = T sy we have that
r 6= s because x and y do not collapse ((x, y) /∈ ∆2d(T )). We may suppose that
r > s interchanging x and y if necessary. Let l ≥ 0 and k > 0 (k = r − s) such
that T k+lx = T ly are the first iterates of x and y that match. From this point,
say z, there are t ≥ 0 steps to reach the periodic orbit (t = s − l = r − l − k)
at a point that we call z′ (z′ = T rx = T sy), and then m− 1 steps ahead along
the periodic orbit until it closes (see Figure 3 (left)). Figure 3 (right) shows the
Figure 3
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situation we arrive after deleting the last step before the periodic orbit closes
at z′ (compare with Figure 2).
As T is a locally injective map there exist compact neighborhoods U0 and V0
of x and y respectively, such that U0, . . . , T
l+k−1U0, V0, . . . , T s+m−1V0 (s = l+t)
are pairwise disjoint with T injective on these sets. Let O = T l+kU0 ∩ T lV0,
U = Hm,r ∩ U0 ∩ T−l−kO and V = Hm,s ∩ V0 ∩ T−lO. We have that U and
V are compact, T l+kU = T lV , U, . . . , T l+k−1U, V, . . . , T s+m−1V are pairwise
disjoint and T is injective on these sets. Then, as dimU ≤ m− 1 (because U is
homeomorphic to T rU ⊆ Hm and dimHm < m2 ) we can apply Lemma 4.6 (with
n = s+m−1) and conclude that W = U×V ∩Gk,l = U0×V0∩Gk,l∩Hm,r×Hm,s
is a neighborhood of p (in the subspace M4 = Hm,r × Hm,s ∩ Gk,l) for which
Ω(W ) is open and dense (s+m− 1 ≤ 2d).
Subcase B: In this subcase the orbits of x and y reach the common periodic
orbit at different points x′ = T rx and y′ = T sy, respectively (Figure 4 (left)).
Figure 4
Let m1 > 0 be the number of steps along the periodic orbit form x
′ to y′
and m2 > 0 number of steps from y
′ to x′ (m1 +m2 = m). We have m1 ≥ m/2
or m2 ≥ m/2. Interchanging x and y if necessary we can suppose that we are
in the second case. Deleting the step in which the periodic orbit closes at x′ we
arrive to the situation pictured in Figure 4 (right). Comparing r + m1 with s
we have two cases: r+m1 > s or r+m1 < s (x and y do not collapse). Suppose
we have r + m1 > s (the other case follows analogously). Let l ≥ 0 and k > 0
such that l = s and r +m1 = k + l.
As T is a locally injective map there exist compact neighborhoods U0 and
V0 of x and y respectively, such that U0, . . . , T
l+k−1U0, V0, . . . , T s+m2−1V0 are
pairwise disjoint with T injective on these sets. Let O = T l+kU0 ∩ T lV0, U =
Hm,r ∩ U0 ∩ T−l−kO and V = Hm,s ∩ V0 ∩ T−lO. We have that U and V
are compact, T l+kU = T lV , U, . . . , T l+k−1U, V, . . . , T s+m2−1V are pairwise
disjoint and T is injective on these sets. As dimU ≤ [m−12 ] ≤ m2 − 1 we can
apply Lemma 4.6 (with n = s + m2 − 1]) and conclude that W = U × V ∩
Gk,l = U0 × V0 ∩ Hr,m × Hs,m ∩ Gk,l is a neighborhood of p (in the subspace
M4 = Hm,r×Hm,s∩Gk,l) for which Ω(W ) is open and dense (s+m2−1 ≤ 2d).
Finally, observe that in both subcases only finitely many subspaces M4 are
involved because of the restrictions 0 ≤ r ≤ m + r < 2d, 0 ≤ s ≤ m + s ≤ 2d
and 0 ≤ l < l + k ≤ 2d.
Case 5: This case is similar to Case 3. In this case the 2d-step orbits are
disjoint and len(y2d0 ) ≤ len(x2d0 ) < 2d. The last condition implies that x ∈ Hr,l
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and y ∈ Hm,k with 0 ≤ l ≤ r + l < 2d, 0 ≤ k ≤ m+ k < 2d and k +m ≤ r + l.
As T is locally injective there exist compact neighborhoods U0 and V0 of x
and y respectively, such that U0, . . . , T
r+l−1U0, V0, . . . , Tm+k−1V0 are pairwise
disjoint with T injective on these sets. Let U = U0 ∩ Hr,l, V = V0 ∩ Hm,k
and note that U and V are compact, with dimU ≤ dimHr ≤ r−12 ≤ r+l−12
and similarly dimV ≤ m+k−12 ≤ r+l−12 . Then we can apply Lemma 4.7 (with
n = r+ l− 1) to conclude that Ω(W ) is open and dense. Note that W = U ×V
is a neighborhood of p in the subspace M5 = Hr,l ×Hm,k. Again in this case,
only finitely many subspaces M5 are involved due to the restrictions on r, l,m
and k.
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