An approach to depth migration, based on an integral representation of seismic data, that is, wavefields recorded on the boundary, is presented in terms of Poincaré wavelets. Each wavelet is taken as a boundary datum for a high-frequency asymptotic solution of the wave equation. This solution, which we call the quasiphoton or the Gaussian wave packet, decreases in a Gaussian manner away from a point running along a ray that is launched from the surface. The deformation of the propagating packet is taken into account in the migration algorithm. A numerical example of zero-offset migration with synthetic seismograms calculated for the 2-D SEG/EAGE salt model is presented. The result, which uses only 3.9 per cent of the total number of coefficients, is a satisfactory image, with a threshold of 0.75 per cent.
a good result everywhere. We find that this situation arises when the asymptotics of the elementary solution applied by us does not work, but it still gives better results than the Kirchhoff method.
S TAT E M E N T O F T H E P RO B L E M
The physical problem solved by the depth migration process can be described as follows. There is a source at known position. The waves from the source are known or can be calculated. Here we consider point sources, located near the surface. In addition, there are receivers or geophones located near the same surface. The waves from the source propagate, reflect and refract, and then arrive at the receivers. The receiver measures pressure at a fixed point as a time series. The whole set of these time series is called a seismic data set, and each time record is called a seismogram. The problem is to restore the reflection boundaries if one knows the source(s) parameters, the seismogram, and the background smooth velocity model of the medium. Here, we consider an acoustic medium with constant density and assume that the wavefield U (t, r ), r = (x, z) satisfies the wave equation
where c(x, z) is a wave propagation velocity. The seismic boundary, where geophones and sources are located, lies in the plane z = 0, where z > 0 is depth. We will denote the seismogram recorded on it by U| z = 0 = f (t, x) . The algorithm performing migration imaging (in general) consists of three steps:
(1) To calculate the direct field u (t, x, z) if the parameters of the sources are known, that is, to solve the initial boundary-value problem u − 1 c 2 (x, z) u tt = δ( r − r 0 )g(t), (2) To calculate the backward propagated wavefield of receivers v ( − t, x, z) , t ≥ 0, one uses the equation
f (t, x) | t≤0,t≥T = 0, T > 0, f (t, x) | x>|xmax| = 0;
We reiterate that f(t, x) is a seismic data set, that is, the wavefield measured near the surface. M(x, z, t 0 ) = u (t, x, z) * v(−t, x, z) 
where * denotes convolution by time t, and the maxima of M(x, z, t 0 ) correspond to reflecting boundaries.
For seismic migration, we apply the imaging condition by adopting the value of M(x, z, t 0 ) at t 0 = 0:
For zero-offset migration, we can use the exploding reflector model (Claerbout 1985) . This approach requires the calculation of the backward propagated wavefield of receivers only in the case of the smooth velocity c/2. Therefore, migration implies that one should represent a large amount of boundary data and solve the initial boundary-value problem for the wave equation with such data. Both problems are solved by the representation of the field in terms of elementary localized solutions found in the high-frequency approximations.
Known methods including decompositions of backward fields in localized solutions are based on the Kirchhoff formula and representations of the Green's function in GBs. We present an alternative approach.
T H E O R E T I C A L A P P ROA C H T O T H E B A C K WA R D F I E L D C A L C U L AT I O N
In this section, we discuss some known approaches to the IBVP for the backward field (3) based on asymptotics and present a method suggested by us. Our method contains the decomposition of the field in terms of asymptotic solutions, named the quasiphotons or the GWPs. An analogous method is based on the summation of the GBs. We compare these methods theoretically. 
Kirchhoff integral based methods
The GB summation method and the Kirchhoff method are based on the Kirchhoff integral. For the solution of the problem (3), this integral is
where f(t s , x s ) is a known field on the Earth surface, G(t, x, z; x s , z s ) is a point-source field, that is, the Green's function, which satisfies the following problem:
Eq. (6) is a consequence of the Green's formula and the method of mirror images, see Popov et al. (2010) . In the general case, the Green's function should be found by a purely numerical method such as the finite-difference method. Another approach is based on the high-frequency approximation. The Green's function is represented as the Fourier integral
After that, an asymptotic expansion ofĜ based on the classical ray theory (Babich & Buldyrev 1991) can be applied. This is the Kirchhoff method. This method has drawbacks caused by problems of caustics. The representation, which is free from the caustic problem, is the representation based on the GBs, see (Popov et al. 2010) , with which our results will be compared. According to the GB representation, one writeŝ
where GB (x, z, x s , z s ; θ , ω) is the field of a GB, (x s , z s ) is its excitation coefficient, which actually does not depend on ω and the angle θ. After approximation of the derivative of the GBs and its substitution into eq. (6), we obtain a formula for the summation of GBs (Popov et al. 2010) :
which may be rewritten as follows:
This formula contains four integrals. We compare it later with our results.
Introduction to the wavelet-based methods
The representation of the solution obtained by the GBs summation method and the representation in terms of quasiphotons, which we introduce in the present paper, can be written in the form:
where ν is a set of parameters, ν (t, r ) is a family parametrized by ν solutions of sourceless wave equation and μ(ν) is a measure. The excitation coefficient for the particular elementary solution F(ν) must be dependent on the boundary data f (t, x) . The function ν (t, r ) | z=0 is called the trace of the solution ν (t, r ) on the boundary and is denoted in the following way:
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The boundary condition is fulfilled if
The initial data should also be satisfied. In the case of the GB summation method, the set of parameters ν is defined as follows: ν = (t s , x s , θ, ω), dμ(ν) = dt s dx s dωω dθcos θ . The excitation coefficient F depends only on t s and x s , and the family of solutions read
To explain the idea of our method, we proceed with the application of the Fourier analysis for solution of the initial-boundary value problem with a constant coefficient. If we know the Fourier transform F(ω, k x ) of any function f (t, x) ∈ L 2 , we always may reconstruct the function by the inverse Fourier integral
If one consider the IBVP in the case of constant wave speed, that is, c(x, z) = c 0 = const, then the solution representation in terms of plane waves can be easily obtained:
where Formula (18) can be written in the form (12), where ν = (ω, k x ), and ω is the frequency, dμ(ν) = dω dk x , the solutions parametrized by ν are taken as follows:
Formula (18) represents a solution, because ν (t, r ) is a solution of the homogenous wave equation. Among these plane waves there are waves propagating away from the boundary k > k x and waves, which decrease exponentially away from the boundary. It is important that for z = 0, the wave field representation (18) is reduced to the boundary data representation (16).
Formalism of the affine Poincaré continuous wavelet analysis
We assume that the speed of wave propagation is constant on the boundary and denote it by c 0 ≡ c(x s , 0). It may be if z = 0 is a sea surface. The formula (18) . We split the full frequency space (ω, k x ) (domain of integration in eq. 17) into four domains:
Such splitting leads to the following splitting of the boundary data:
We neglect from the very beginning the parts f 3 (t, x) and f 4 (t, x). The formula for the inverse Fourier transform (18) shows that neglecting f 3 (t, x) and f 4 (t, x) we do not take into account waves decreasing away from the boundary. In other words, we assume that f(t, x) = f 1 (t, x) + f 2 (t, x). Taking into account that f(t, x) is real, we put
We are going to obtain formulae of the form (12), where solutions ν (t, r ) are quasiphotons. Our approach is based on the affine Poincaré continuous wavelet analysis (APCWA, see Antoine et al. 2004) . Instead of the Fourier transform and its inverse, for the decomposition of the boundary data f(t, x) we apply the Poincaré wavelet transform and the reconstruction formula. 
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To introduce the formulae of the APCWA, we should choose two functions ψ(t, x) and ζ (t, x), which will be named the mother wavelets. These functions must be square integrable and must satisfy the admissibility condition, that is, the integral in the following definition of C ζ ψ converge:
whereζ (ω, k x ) is the Fourier transform of ζ (t, x). The function ζ (t, x) may coincide with ψ(t, x) if the condition (22) is satisfied. The condition C ζ ψ < ∞ is crucial for the formulae (27) and (28) validity.
We construct a family of wavelets ψ θa (t, x) in the following way:
where the parameter c 0 ≡ c(x s , 0) is the wave velocity on the surface, we reiterate that it is assumed to be constant. The matrix φ determines the Lorentz transformations for the parameter φ. We introduce formally an angle θ, its meaning will be discussed later. The family ζ θa (t, x) is constructed in a similar way. The Poincaré wavelet transform is defined as follows:
The properties of the wavelet transform for the case φ = 0 are well investigated (see, e.g. Antoine et al. 2004 ). For small a, it detects singularities and discontinuities of the function f 1 (x, t). The definition (26) does not demand the admissibility condition for the wavelet ζ (t, x). The key formula for our considerations is the reconstruction formula (Antoine et al. 2004) . This formula reads
This formula is obtained by changing in the formula by Antoine et al. (2004) the variable φ by the variable θ by means of eq. (25). The affine Poincaré wavelet transform can be regarded as an excitation coefficient of wavelets ψ θa (t − t s , x − x s ). A wavelet ζ should be chosen adapted to the signal emitted by the source signal for better sparsity of excitation coefficients. There is the only restriction that the admissibility condition (22) should be fulfilled. The formula (27) follows from the relation, which is an analogue of the Plancherel relation in the Fourier transform theory, which reads
This relation is valid for functions f 1 (t, x) ∈ L 2 . The admissibility condition for mother wavelets (22) is crucial for its derivation, which can be found in Antoine et al. (2004) and also in our notation in the paper by . The relation (28) is the basis for the proof of the convergence of the integral (27) in L 2 sense.
Decomposition of the field in quasiphotons
We obtain now the main theoretical result, which we use for the calculation of the backward field. To formulate it, we should find a family of solutions θa (t − t s , x s , x, z), which have on the Earth surface z = 0 the trace ψ θa (t − t s , x − x s ), that is, solutions of the problem
The solution of eq. (29) is not unique, and we need an additional condition to obtain solutions separating from the boundary when time advances. We pose an initial condition, that is, we assume that
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Replacing wavelets ψ for solutions in the reconstruction formula (27), we obtain a representation of the propagating part of solution of the IBVP as a multiple integral:
We note that the formula (30) is of the form (12), where
It is convenient to imagine that the solution (t, 0, x, z) is localized in time and in space at the initial instant t = 0 near the point x = 0, z = 0. Then the parameters ν have a clear interpretation: t s is a time when a solution is emitted from the boundary, x s is an x coordinate of the point of the boundary from which the solution is emitted. The variable a is a scale parameter. Changing the scale, we change the central frequency of the packet. There is also the parameter θ, which is formally calculated by the formula (25) through the parameter φ of Lorentz transformations. For quasiphotons, discussed in the next section, this parameter has a meaning of the outgoing angle. Now we summarize the approximations, which we perform deriving the main formula (30). We neglect waves decreasing away from the boundary, assuming (21). Our main theoretical formula (30) was obtained in . We did not give a detail discussion of convergence in that paper, but we believe that the integral converges in L 2 and satisfies the wave equation in the sense of distributions. We expect that this can be shown by analogy with Perel & Sidorenko (2009) . We think that the convergence at every point can be studied by analogy with the theorem in Daubechies (1992) , 2.4. Therefore if θa (t − t s , x s , x, z) is a family of exact solutions of eq. (29), formula (30) gives exact solutions with neglecting waves decreasing from the boundary. However we use asymptotic solutions, and this produces additional errors. Asymptotic solutions can be applied only in the high frequency case, when a medium does not change on the 'size' of a solution (see the discussion in Section 5). We shall see below that in the numerical realization, we do not calculate integrals over the scale a, and the calculations for a particular scale give satisfactory results. We use also thresholds in calculating other integrals, as described in Section 5.
We compare now the obtained formula for the backward field (30) with the GB summation method (10). Instead of a, we introduce a new variable ω in such a way that ω = 1/(acos θ). Then we get an integral, which differs from beam-based formula (10) only by an integrand. The result in the form convenient for the comparison with eq. (10) reads (see Popov et al. 2010) 
a = 1/(ωcos θ). The comparison of the expression above with eq. (10) shows that both methods require the calculation of the fourfold integrals. The coefficient of the excitation of quasiphotons in our case is the affine Poincaré wavelet transform, which provides the processing of boundary data. The freedom in the choice of ζ wavelet opens further opportunities to make the representation (30) sparse if we can take ζ similar to the emitted signal. The numerical examples below show that integration over an angle variable becomes sparse for an appropriate choice of ζ . The excitation coefficients of beams in the beam-based decomposition of solution (10) contain as a coefficient a seismogram, they do not have an angle selectivity. The excitation coefficients in the beam-based formula were obtained by the comparison of the source field and its asymptotic representation based on rays. It contains also assumptions concerning derivatives of the Green's function. If one consider a homogeneous medium and take an exact solution behaving as the GB, one do not obtain an exact field result even if the function f(t, x) is smooth by means of eq. (10). Our formulae will give an exact solution in a homogeneous medium if elementary solutions are exact particle-like solutions of eq. (29) and the function f(t, x) is smooth. The beam-based method does not take into account the surface waves corresponding to f 3 and f 4 , but we can take these waves into account as we have done in .
E L E M E N TA RY S O L U T I O N S F O R D E P T H M I G R AT I O N
We discussed the choice of elementary localized solutions for the decomposition of the field in a homogeneous medium in . In this paper, we describe formulae for elementary solutions, which are employed by us to the depth migration. The medium is inhomogeneous. We apply asymptotic solutions of the wave equation in an inhomogeneous medium discovered by Babich & Danilov (1969) and Babich & Ulin (1981) and independently by Ralston (1983) ; for a more detailed discussion, see book (Babich et al. 1998) , and for applications of these solutions, seeČervený et al. (2007) . The solution has the Gaussian localization near a point running along geometric-optical rays. It is named the quasiphoton or the GWP. Let (x s , 0) be coordinates of a point on the boundary z = 0. To emit a ray from this point, we should specify its direction by the unit vector l = (sin θ, cos θ ), where θ is the angle with the z-axis. To find the ray r (t), we should solve the initial problem for the system of Hamilton's 
where the Hamiltonian is
and τ is named an eikonal, c 0 = c(x s , 0) and is assumed constant. We denote the solution of eq. (32) r =˚ r (t), p =˚ p(t). Taking the running point˚ r (t) as an origin and introducing the vector η = r −˚ r (t), we write a formula for the GWP from Kachalov (1984) and Babich (2007) as follows:
where ω * is a central frequency of the packet, and the momentum˚ p is taken from solution of eq. (32). The localization of the solution is ruled by a symmetric matrix . This matrix is complex-valued and positive definite, that is, ( η, η) > ε| η| 2 for some ε and for any η. The shape of the packet governed by changes, when propagating, in accordance with the formula
where the matrices P(t) and Q(t) satisfy a system of linear differential equations:
here B stands for the matrix transpose to B, r 1 ≡ x, r 2 ≡ z. It is important to note that the property of the matrix determined by eq. (34) to be symmetric and positive definite depends on the initial data. If the initial data for P and Q provide the symmetry and positive definiteness of the matrix , then these properties are preserved for any time. We choose the initial data according to Babich (2007) :
where and are symmetric matrices, has positive eigenvalues, and then det Q = 0 for all t and ( η, η) > 0 for all t. We will use ≡ 0. Now we focus on the practical choice of the initial data (36). We assume that the mother solution is a GWP with a central frequency ω * = ω 0 ≡ c 0 k 0 propagating vertically downward, θ = 0, p 1 = 0, p 2 = 1/c 0 . We put
and the meaning of σ ⊥ and σ will be specified later. We assume that over the whole width of the packet, the medium does not change. In this case, system (35) may be solved analytically and, using eqs (34) and (33), we obtain an asymptotic mother solution:
For t small enough, that is, c 0 t k 0 σ 2 ⊥ , we have
We see that σ and σ ⊥ are the 'length' and 'width' of a solution, respectively. The trace of the mother solution on the boundary at z = 0 yields a mother wavelet ψ(t, x) = (t, x, 0). It is the well-known Morlet wavelet:
Upon applying the Lorentz transformations and scaling to the mother wavelet (40), we construct a family of wavelets (23). These wavelets are the boundary data for elementary solutions, which can be found from the problem (29). The initial condition means that the solution vanished before some instant of time. It is satisfied approximately because the exponent with a large negative argument vanishes numerically.
We solve the boundary value problem (29) asymptotically. First, we investigate the solution (39) after the Lorentz transformations and scaling. An important observation is the fact that these transformations convert the mother solution GWP into elementary solution that is the GWP again but has other parameters. The obtained GWP runs in the direction making an angle θ with the vertical, which is linked with the at University of California, Santa Cruz on February 25, 2016 http://gji.oxfordjournals.org/ Downloaded from parameter φ of the Lorentz transform by the formula (25). The solution is represented in the orthogonal coordinate system (x,z), where the axisz coincides with the new propagation direction
We mark parameters and k 0 of the new wavelet with the symbol tilde. The elementary solutions θa (t, 0, x, z) for small times read 41). We see that the applied transformation causes changes both in the direction of propagation and in the shape of the GWP, the terms˜ 12 =˜ 21 are not zero. The frequency of the packetω 0 also depends on a and θ. To obtain an elementary solution θa (t, x s , x, z) emitted from the point (x s , 0) for small time near the boundary, we should substitute x − x s for x into the formula (42). We found the matrix˜ for the obtained GWP, but it was obtained in a rotated coordinate system. To find in the initial coordinate system, we should calculate M θ˜ M θ , where the rotation matrix M θ is determined by eq. (41) and by the relations˜ η = M θ η,˜ η = (x,z) .
Summarizing we conclude that to obtain a family of elementary solutions we should choose the frequency ω 0 and parameters σ and σ ⊥ of the trace of a solution on the boundary (40). Then we emit the ray from the boundary from the point˚ r (0) = (x s , 0) by means of eq. (32) putting in the initial conditions l = (sin θ, cos θ ). After that, we should solve the system (35) with initial data
where˜ and M θ are determined by eqs (43) and (41), respectively. We note that initial data (44) depend on the parameters a and θ. Now we calculate by means of eq. (34), the frequency ω * =ω 0 and find the solution θa (t, x s , x, z) with (33).
A N U M E R I C A L E X A M P L E
To verify that our method is suitable for seismic imaging, we apply the theory to the depth migration problem in the simplest case: zero-offset imaging when the source and receiver are at the same point. In this case, the imaging condition can be written as eq. (5), and we need only the backward field v (30). We have enhanced a computer program, which takes as an input the seismograms f(t, x), the smooth background velocity model c (x, z) , and optional source parameters, used for mother wavelet tuning. The implemented algorithm in our code has the structure shown in Algorithm 1.
Algorithm 1 Zero-offset migration algorithm employing Poincaré wavelets and GWPs
(i) We have a grid of times t s and surface points x s (t si , x s j ) specified by the seismogram, and choose the discretization of desired scales a k and outgoing angles θ l . The mother wavelet is a Morlet wavelet. Wavelet parameters are chosen in such a way that the mother wavelet shape as a function of time matches the emitting signal. We consider f (t si , x s j ) and compute the excitation coefficients F θ l a k (t si , x s j ) by calculating a wavelet transform (26). As for any fixed scale a and any angle θ, the wavelet transform is a convolution; it is convenient to use a 2D FFT. The complexity of this step is O (N a N θ N x N t log(N x N t ) ), and it performs very fast. Here, N a , N θ , N x , N t are the number of used scales a, angles θ , x s , and t s respectively.
(ii) Set the threshold of the wavelet transform at the desired level. Set the coefficients below the threshold equal to zero.
(iii) For all a k and θ l do the following:
(a) Calculate the initial parameters for the Gaussian packet by relations (43), (44).
(b) For all x s , calculate the rays outgoing at angles θ l by solving the system (32). It is convenient to solve the ray system and to find the fundamental solution of the system (35), (36) simultaneously in the ray-centered coordinates, that is, to perform dynamic ray tracing (for details, seeČervený 2005;Červený et al. 2007) .
(c) For all non-zero F θ l a k (t si , x s j ), sum the contributions of the Gaussian packets at imaging points (x m , z m ) concentrated near the ray starting from (x s j , 0) and launched at time t si . This is the zero-offset image. Details of these steps can be found in Algorithm 2.
at University of California, Santa Cruz on February 25, 2016 http://gji.oxfordjournals.org/ Downloaded from Algorithm 2 GWPs sum up algorithm (i) We have a ray starting at point x s j at angle θ l calculated previously by solving system (32). Calculate the initial parameters of the GWP, that is, matrices P | t=0 , Q | t=0 , by using relations (43). We should calculate the contributions of the GWPs propagating along the given ray with the given coefficient at imaging points (x m , z m ). Here the coefficients correspond to the simple 1-D array obtained from the entire wavelet transform F θ l a k (t si , x s j ), since the parameters θ l , a k , x s j are fixed at these steps. The ray at this step is an array of the 2D (x(t si ),z(t si )) points and of the fundamental solutions of the (35).
(ii) For all t si do (a) If the excitation coefficient is less than the threshold, then continue, that is, do nothing. (b) By using the previously calculated fundamental solution of eqs (35) and (32), calculate the matrix (t si ) and Q(t si ).
(c) For points (x m , z m ) sufficiently close to the central point of the GWP (x(t si ),z(t si )), calculate the value of the GWP and add this value to the point of the image.
We apply the program to the well-known SEG/EAGE 2-D salt velocity model. The smoothed model is found by using the Seismic Unix (Cohen & Stockwell 2013) program 'smooth2,' which uses the damped least-squares method. The synthetic zero-offset seismograms are generated by finite differences of the 8th order; for parameters, see Fig. 1 . The numbers of discretization points t si and x sj are denoted by N t and N x , respectively, dt and dx stand for discretization steps of t si and x sj . The parameters for the smoothing are chosen as described below. We calculate the variable σ r (x, z) = | ∇c(x,z) c (x,z) σ ⊥ |. This variable characterizes the medium inhomogeneity relative to the packet size; as we choose σ ⊥ σ , we take σ ⊥ as the packet size quantity. The target quantity of the variable is the fraction of model points for which σ r > 0.3. If this fraction is less than 5 per cent, then the model has been smoothed sufficiently. For the chosen packet parameters and model, the following values are achieved: max(σ r ) = 1.25, the average over all model points is σ r = 0.07 and the relation σ r > 0.3 is true for less than 4.98 per cent of all model points. For comparison, Fig. 2 shows the imaging result using a one-way equation based LCB migration method (Wu et al. 2008a ). To calculate this result an exact velocity model is used, and all structures are well imaged except one 30
• fault under the salt body, which is hardly imaged in all one-way equation based migration methods but can be imaged by the full wave equation based method, such as the RTM. The results of calculations by formulae (5) and (30) are shown in Fig. 4 , and an example of the used GWPs is shown in Fig. 3 . It can be seen that using smaller threshold Fig. 4(a) , our method can image most of the important structures, such as salt body's boundary, steep faults, as well as the most part of the subsalt structures. However, when larger threshold is used (see Fig. 4b ), the boundary of the salt body can still be well imaged, while subsalt structures are missing in the result.
Here we use only one scale, a = 1, to calculate the image with different wavelet coefficient thresholds, 0.75 per cent and 2.5 per cent, from the maxima of the modulus of the wavelet transform. The coefficients below the threshold are not involved in calculations of the image, and we discard them. There are 121 rays launched from every point in the sector 113
• . The width of the sector is obtained by the trial and error method: there are no significant coefficients outside the sector. The number of rays is calculated in such a manner that the neighbouring Gaussian packets should intersect at a level of ≥ 1/ √ 2 times its modulus. The map of coefficients used is shown in Fig. 5 . It is easy to see that for the threshold equal to 2.5 per cent, only a few coefficients, <1.1 per cent, were used and main reflectors are still observable. Our method at the threshold of 0.75 per cent utilizes only 3.9 per cent of the coefficients and yields a good image. For comparison, Fig. 6 shows the imaging result obtained by using a one-way equation based Kirchhoff migration. To calculate this result, the same smoothed model as for our method is used. The calculations was performed by using the Seismic Unix (Cohen & Stockwell 2013) program 'sukdmig2d,' there are 121 rays launched in the sector width 121
• . The image quality is similar to ours except that our method gives much more less artefacts. To achieve optimal computation cost one can use the following strategy. Calculate the wavelet coefficients, that is, perform fast step (i) of the algorithm for the given seismograms, and set a relatively large coefficient threshold. After this, perform other steps of the algorithm only with a subset of the thresholded coefficients; for example, take only every j = 5 from x sj and only every l = 5 from θ l and obtain an image, although it may be poor. If the image quality is poor, then one should include in the computation additional coefficients or choose a lower threshold. The strategy concludes if an admissible acceptable image quality is achieved, or if all of the x sj and θ l values are used and reducing the threshold does not provide a better image. The evolution of the image quality for different values of x sj and θ l is shown in Fig. 7 and in Fig. 8 for thresholds equal to 2.5 per cent and 0.75 per cent, respectively. The final images are in Fig. 4 . The above strategy can be improved, since the Algorithm 1 is actually the algorithm of the calculation of the reverse wavelet transform (27) with accumulation. Therefore, to estimate the image quality, one can calculate the reverse wavelet transform with the threshold-limited and resampled coefficients. Restored seismograms corresponding to images shown in Figs 4, 7, and 8, are shown in Fig. 9 , where only a part of the image is presented to provide a more detailed view. The quality of the restored seismograms corresponds to the quality of the images. But this is not always true; for example, the seismogram can be restored with very high quality, but the seismic image could be poor because of a lack of solution propagation. We can see this in the case of the more complicated Marmousi model (Versteeg 1994 ); see Fig. 10 , where we apply our algorithm. For that model, there are poorly imaged domains, which are marked by a rectangular frame in Fig. 10(a) . This area is poorly imaged since, after passing the domain marked by the arrow in Fig. 10(a) , the GWP becomes an inapplicable asymptotic solution, that is, the sum of the GWP with the chosen parameters is not the asymptotic expansion of the field inside the medium. This is demonstrated in Fig. 11 , where it is easy to see that the radius of the phase front curvature becomes the same as the packet size. Therefore, such packets cannot be used for the asymptotic expansion of the field in the selected domain.
However the suggested method does not require precise use of the GWP. Therefore, this issue can be resolved by choosing a more suitable elementary solution for the selected domain. Another possible way to resolve the issue is to use different (adaptive) smoothing. But work on this issue is left for the future.
Meanwhile the conventional Kirchhoff migration method gives a much more poor quality image for the Marmousi model (see Fig. 12 ). Therefore we can conclude that in case of a complex medium our method gives better image. Here we have considered only zero-offset migration as the simplest approach. The authors believe that the proposed method can be expanded for more complicated approaches such as pre-stack migration. The pre-stack migration requires the calculation of the crosscorrelation between each source field and the back-propagated field. The back-propagated wave field can be calculated by using our proposed algorithm directly without any modification. The source field could be calculated by using any suitable approach or in terms of the GWPs, as described byŽáček (2006), or by decomposing the point-source field trace on some line near the surface in terms of the Poincaré wavelet transform and by using our proposed algorithm. Nevertheless, we believe that this direct approach cannot provide good calculation performance. We decompose the source and back-propagated fields as sums of the GWPs. Then the field cross-correlation will be expressed in terms of the cross-correlation of the GWPs. We believe that these terms can be calculated analytically and expressed via the ray parameters and the matrices P, Q. We also leave this for future work.
C O N C L U S I O N S
We propose a new approach to the depth migration problem based on the summation of GWPs or quasiphotons, which are formed by the decomposition of seismic data with affine Poincaré wavelets. The GWPs or quasiphotons thus obtained are asymptotic solutions to the wave equation, with centres following geometric-optical rays in a smoothly inhomogeneous medium. After propagation, these solutions deform and decay in all directions from their centres in a Gaussian manner. The central point of our research is the formula giving the decomposition of the subsurface wavefield with known boundary data in terms of such solutions. This formula is obtained by methods of affine Poincaré wavelet analysis. The boundary data (their traces in our terminology) for the GWP running vertically downward are suggested to be mother wavelets. The boundary data for other elementary solutions are obtained from a mother wavelet by Lorentz transformations, scalings, and shifts. Elementary solutions are reconstructed from known boundary data. We show that they are also GWPs, but with different values of parameters and propagating at various angles to the vertical.
The method presented in the paper is based on the asymptotic solution, quasiphoton, and thus we compared it with the one-way equation based LCB method and the Kirchhoff method. Kirchhoff uses the ray solution, so the images of salt bottom and subsalt are bad compared with the LCB; but the left salt flank (close to the bottom) is better than LCB, because the ray can bend to have better illumination of that part. The method in this paper or other beam-based methods are something in between. So some parts are less accurate than the one-way wave method, but some parts can be better owing to the bending ray illumination (of course, one-way methods such as LCB have other way to improve the illumination). We showed that a widely used method such as GB summation method has formal similarities to ours [see formulae (10) and (31)]. Meanwhile, a detailed comparison with GB summation method is beyond the scope of the paper.
Our approach has some advantages. As it is based on the wavelet decomposition of the boundary data, it contains built-in filtering ability and selectivity for valuable, or the most interesting, portions of the seismograms. In particular, one can eliminate unnecessary angles and space-time shifts from the calculations. As a result, it represents data in a sparse way.
The algorithm based on our method is realized as a computer code for the simplest case of depth migration -the zero-offset migration. We reconstruct the image for the 2-D SEG/EAGE salt model and discuss the influence of the wavelet transform threshold on the accuracy of the results. Although the zero-offset method is not appropriate for many examples of the background smooth velocity model, we show that our method works and provides a sound basis for further pre-stack calculations.
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