Most discussions of ordinal variables in the sociological literature debate the suitability of linear regression and structural equation methods when some variables are ordinal. Largely ignored in these discussions are methods for ordinal variables that are natural extensions of probit and logit models for dichotomous variables. If ordinal variables are discrete realizations of unmeasured continuous variables, these methods allow one to include ordinal dependent and independent variables into structural equation models in a way that (I) explicitly recognizes their ordinality, (2) avoids arbitrary assumptions about their scale, and (3) allows for analysis of continuous, dichotomous, and ordinal variables within a common statistical framework. These models rely on assumed probability distributions of the continuous variables that underly the observed ordinal variables, but these assumptions are testable. The models can be estimated using a number of commonly used statistical programs. As is illustrated by an empirical example, ordered probit and logit models, like their dichotomous counterparts, take account of the ceiling andfloor restrictions on models that include ordinal variables, whereas the linear regression model does not. Although the literature on ordinal variables in sociology is vast, its practical implications have been few. Most researchers apply regression, MIMIC, LISREL, and other multivariate models for continuous variables to ordinal variables, sometimes claiming support from studies that find little bias from assuming interval measurement for ordinal variables. Yet these studies as well as the ones that they criticize provide no solid guidance because they are typically atheoretical simulations of limited scope. Somp researchers apply recently developed techniques for categorical-data analysis that take account of the ordering of the categories of variables in cross-classifications (e.g.,
A common view of ordinal variables, which is adopted here, is that they are nonstrict monotonic transformations of interval variables (e.g., O'Brien, 1981) . That is, one or more values of an interval-level variable are mapped into the same value of a transformed, ordinal variable. For example, a Likert scale may place individuals in one of a number of ranked categories, such as, "strongly agree," "somewhat agree," "neither agree nor disagree," "somewhat disagree," or " strongly disagree" with a statement. An underlying, continuous variable denoting individuals' degrees of agreement is mapped into categories that are ordered but are separated by unknown distances. I This view of ordinal variables can also apply to variables that are often treated as continuous but might be better viewed as ordinal. Counted variables, such as grades of school completed, number of children ever born, or number of voluntary-association memberships, may be regarded as ordinal realizations of underlying continuous variables. Grades of school, for example, should be viewed as an ordinal measure of an underlying variable, "educational attainment," when one wishes to acknowledge that each grade is not equally easy to attain (e.g., Mare, 1980) I A less common type of ordinal variable, not discussed further ini this article, may result from a strict monotonic transformation of an interval variable. That is, observations (e.g., of cities, persons, occupations, etc.) may be ranked according to some unmeasured criterion (e.g., population size, wealth, rate of pay, etc.). A regression model with a ranked dependent variable requires that the nonlinear mapping between the unmeasured continuous ranking variable and the ranks themselves be specified. Given the mapping, the model can be estimated by nonlinear least squares (e.g., Gallant, 1975) . 2 The ordinal-variable model can be extended to take account of measurement error. That is, an ordinal variable is a transformation of a continuous variable, but some observations may be misclassified (O'Brien, 1981; Johnson and Creech, 1983) . Although this article does not discuss this complication, it is a logical extension of the models presented here. Muthen (1979) , Avery and Hotz (1982) , and Winship and Mare (1983) discuss this extension for dichotomous variables; Muthen (1983, 1984) discusses it for ordinal variables. 
where 4 is the standardized normal probability density function and 1 is the cumulative standardized normal density function (Johnson and Kotz, 1970) .
MODELS WITH ORDINAL DEPENDENT VARIABLES

Model Specification
Given the measurement model for ordinal variables, it is possible to model the effects of independent variables on an ordinal dependent variable. The following discussion assumes a single independent variable, although equations with several independent variables are an obvious extension. For the iPh observation, let Yi be the unobserved continuous dependent variable Y (i = 1, . . ., N), Xi be an observed independent variable (which may be either continuous or dichotomous), Ei be a randomly distributed error that is uncorrelated with X, and l3 be a slope parameter to be esti- 
To specify the model fully, it is necessary to select a probability distribution for Y, or equivalently for E. If the probability that Y* takes on successively higher values rises (or falls) slowly at small values of X, more rapidly for intermediate values of X, and more slowly again at large values of X, then either the normal or logistic distribution is appropriate for E. The former distribution yields the ordered probit model; the latter the ordered logit model.3 In contrast, a linear model, in which the unobserved variable Yi is replaced by the observed ordinal variable Y* in the regression model, assumes that the probability that Y* takes successively higher values rises (falls) a constant amount over the entire range of X.
When Y* takes on only two values, then (3) reduces to a model for a dichotomous dependent variable and the alternative assumptions of normal or logistic distributions yield binary probit and logit models respectively. Replacing the unobserved Yi with the observed binary variable yields a linear probability model. As is well known, the probit or logit specifications are usually preferable to the linear model because the former take account of the ceiling and floor effects on the dependent variable whereas the linear model does not (e.g., Hanushek and Jackson, 1977). When Y* is ordinal and takes on more than two values, the ordered probit and logit models have a similar advantage over the linear regression model. Whereas the former take account of ceiling and floor restrictions on the probabilities, the linear model does not. This advantage of the ordered probit and logit over the linear model is strongest when Y* is highly skewed or when two or more groups with widely varying skewness in Y* are compared (see example below). The assumption that E follows a normal or logistic distribution, however, while often plausible, may be false. As discussed below, one can test this assumption and, in principle, modify the model to take account of departures from the assumed distribution.
Estimation
In practice, one seeks to estimate the slope parameter(s) /3 and the threshold parameters a1, -. , aj-1. The former denotes the effect of a unit change in the independent variable X on the unobserved variable Y. The latter provide information about the distribution of the ordered dependent variable such as whether the categories of the variable are equally spaced in the probit or logit scale. Because the ordered probit and logit models are nonlinear, exact algebraic expressions for their parameters do not exist. Instead, to compute the parameters, iterative estimation methods are required. This section summarizes the logic of maximum likelihood estimation for these models as well as a useful non-maximum likelihood approach. A better alternative is to estimate the J-1 binary logits or probits simultaneously to obtain estimates of the J-1 thresholds and a common slope parameter ,3. To do this, replicate the data matrix J-1 times, once for each of the J-1 splits between adjacent categories of Y*, to get a data set with (J-l)N observations. Each of the J-1 data matrices has a different coding of the dependent variable to denote that an observation is above or below the threshold that matrix estimates, and J-1 additional columns are added to the matrix for J-1 dummy variables, denoting which threshold is estimated in each of the J-1 data sets. This method is illustrated in Figure 2 , which presents a hypothetical data matrix for a dependent variable having 4 ordered categories. The total matrix has 3N observations. The maximum likelihood procedure estimates (7) and (9) 
MODELS WITH ORDINAL INDEPENDENT VARIABLES
TESTS FOR DISTRIBUTIONAL MISSPECIFICAT1ON
Ordered probit and logit models for ordered dependent variables rely on the assumptions of normal and logistic distributed errors respectively. Unlike the linear model, where the normality assumption for the errors affects the validity of significance tests but not the unbiasedness of parameter estimates, for the ordinal models both the parameters and the test statistics are distorted when distributional assumptions are false. This section summarizes methods for testing the validity of the distributional assumptions.
If a model such as (3) above is specified to have the correct probability distribution for the errors (or the latent continuous variable), then the estimated parameters) /3 should be invariant except for sampling variability through the full range of both the independent variable(s) X and the dependent variable Y. Conversely, significant variation in estimated 13's among different segments of the range of X or Y, or among weightings of the observations that give different emphasis to different parts of the distributions of X or Y, is evidence that the model is misspecified.
Test Based on the Independent Variable
A test based on an independent variable is to partition the observations into k mutually exclusive segments defined by X and to create k -1 dummy variables denoting into which segment each observation falls. For example, a dummy variable could be formed that takes the value 1 if an observation is above the mean (or median) of X and zero otherwise, or three dummy variables could be formed that indexed whether or not each observation was in the first, second, or third quartile. Augment schooling (less then 8, 8-11, 12, 13+ grades) ; color white, nonwhite); and son's schooling (less than 8, 8-11, 12, 13+ grades) . Although the published table reports population frequencies, the analyses presented here are based on 18,345 sample observations for which data are present on the three variables.
Measurement
Suppose one wishes to assess the effect of father's schooling and color on son's schooling and to see whether the effect differs between whites and nonwhites. The effect of father's schooling may be stronger for whites than nonwhites in the cohorts represented in these data because nonwhite sons of highly educated fathers experience economic and discriminatory barriers to higher education that are less severe for elementary and secondary schooling.
In this analysis both son's and father's schooling are ordered variables with four categories. Grades of schooling is typically treated as a continuous dependent variable and analyzed using a linear model. This may seem compelling when separate observations are available for each individual, and it may even seem appropriate in the present case, where one can assign scores to the midpoints of the categories. Although estimates based on both the linear and ordered probit models are presented below, there is nonetheless considerable reason to prefer the latter to the former. As noted above, grades may not be equally spaced either in the difficulty with which they are acquired or in their rewards. Moreover, in samples with highly skewed schooling distributions or in cross-sample comparisons where degrees of skewness differ, it is better to use a model such as the ordered probit which takes ceiling and floor effects into account. In the present case, where schooling is grouped into four broad categories and the schooling distributions of whites and nonwhites differ greatly, the ordered probit model may be more appropriate. IO 
where Eyi is a random disturbance, 0 is a parameter to be estimated, and all other notation is as defined above. This equation predicts the ordered variable, father's schooling, from color and provides a means of estimating the covariances between the two unobserved variables Y and Z and between color and the unobserved variable Y, which are needed to estimate (10)."I 10 Alternative nonlinear models that are potentially useful for studying schooling are binary probit or logit models that treat schooling as a sequence of "continuation decisions" (e.g., Fienberg 1980; Mare 1980 Mare , 1981 . Although these models avoid assigning a metric to an ordered variable, take floor and ceiling effects into account, and are always mathematically feasible, they are best suited to measures that accumulate over time (e.g., grades, children, jobs, marriages, etc.). The ordered probit model, in contrast, is potentially applicable to all ordered variables without regard to the process by which their values come about.
1I Equation (10) can also be estimated with a simpler specification of (11), namely, that Y is affected
Estimnation
The results reported below are obtained through simultaneous estimation of (10) and (11) by maximum likelihood under the assumptions that El. and E, are uncorrelated and each follows a normal distribution. This procedure is an extension of methods discussed above for a single, ordinal independent variable. That is, ( 11) is estimated along with the reduced form of (10) + 8:3E,7Xl. In addition, two disturbance correlations are estimated, say pi and P2, for nonwhites and whites respectively. In terms of the parameters of (10) and (11), p = [32 and P2 = /32 + 3:30. The maximum likelihood procedures described in the Appendix are used to obtain the reduced-form parameters 0, 8, pi, and P2, and from these are derived the structural parameters 0, 1i 132, and 1:3. Table 1 presents ordered probit and linear regression estimates for the effect of father's schooling and color on son's schooling for models with and without terms for interaction of father's schooling and color. The first and third columns of ihe table show that both the ordered probit and linear models indicate much higher levels of schooling for whites and for sons of more highly educated fathers. The probit and linear coefficients are not directly comparable inasmuch as the former are measured in the scale of z-scores (inverse of the cumulative normal distribution), whereas the latter are measured in grades of school completed. Nonetheless the two models yield much the same results about the effects of the independent variables. To see this, note that one can rescale the probit coefficients for color and father's schooling to the same units as the linear regression coefficients. Given the category midpoints assumed in the regression analysis, the standard deviations of son's and father's schooling are 2.802 and 3.194 respectively. As reported in Table 1 of the probit model, the ordered schooling variable is a realization of a latent, normally distributed variable. As shown in Figure 1 , a change in an independent variable induces a larger shift in the ordered dependent variable for observations concentrated in the middle of the distribution than for those concentrated at either end. If the effect of father's schooling on son's schooling is stronger for whites than for nonwhites, but the former are concentrated at one extreme of the schooling distribution whereas the latter are concentrated in the middle, then the effects of father's schooling as estimated by a linear model may be approximately equal despite the underlying difference between the two groups.
Results
This distortion is illustrated in Figure 3 , which presents the hypothetical relationship between father's and son's schooling by color under the ordered probit and linear models. To highlight the point, the race difference in the distribution of son's schooling is exaggerated. The figure, therefore, is not drawn to the scale dictated by the results in 
APPENDIX Maximum Likelihood Estimation of Two-Equation Models with Ordinal Variables
As for single equations, maximum likelihood estimation for multiple equation models consists of specifying the probability of obtaining each observation as a function of the unknown parameters, forming the likelihood as the joint probability of obtaining all observations, and searching for parameter values that maximize the likelihood. Consider the twoequation model given by (6) and (7) above, but for simplicity assume again that 32 = 0. Then the reduced form of the model is given by (7) 
Statistical Programs for Ordered Probit and Logit
Single equations with ordinal dependent variables can be estimated with "user-defined" functions in a number of commonly used statistical programs. In most of these programs, the user supplies the formula for the appropriate likelihood function and initial values for the estimated parameters. Initial values can be obtained using the dichotomous-variable approach discussed in this article or by ordinary least squares.
GLIM (Baker and Nelder, 1978) , BMDP (Dixon, 1983) , SAS (SAS Institute Inc., 1982), SPSSX (SPSS Inc., 1983), LIMDEP (Greene, n.d.), and HOTZTRAN (Avery and Hotz, 1983) permit the user to specify the ordered logit or probit likelihood functions and to estimate these models by maximum likelihood or its equivalent. LIMDEP and HOTZTRAN can also estimate ordered probit models directly without user specification of the likelihood function. Routines for estimating ordered probit models in BMDP or through a FORTRAN program that can be run on an IBM personal computer are available from the authors.'3 HOTZTRAN can also estimate models with multiple equations, ordered independent variables, latent variables with several ordinal indicators, and structural equation models with mixtures of continuous, discrete, ordinal, and truncated variables.'4
