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The Agricultural Conservation Planning Framework (ACPF) is a framework for 
watershed analysis that is supported by a unique land management database. 
Implementing the ACPF Framework comprises several steps. One of the most important 
steps in this framework is manually editing the United States Department of Agriculture 
(USDA) Farm Service Agency (FSA) Common Land Unit (CLU) boundaries to match 
cropping patterns per USDA National Agricultural Statistics Service (NASS) Cropland 
Data Layer (CDL) and National Agricultural Imagery Program (NAIP) aerial imagery. 
This step uses lot of man-hours and is highly susceptible to human errors. The use of 
latest deep-learning techniques will help alleviate some of these issues. In this project, 
various Machine learning techniques have been implemented to assist in this particular 
step of ACPF and the correctness of those techniques have been analyzed in detail.  The 
ACPF Database also facilitates data for the Daily Erosion Project (DEP), a daily 
estimator of sheet and rill erosion across the western US Corn Belt [1]. In this report, we 
will detail field boundary digitization for the ACPF which can then be applied to DEP as 
well. 
We calculate the accuracy of the machine learning models by comparing their output 
produced with the manually edited boundaries. The accuracy is quantized using Kappa 
Coefficient. The machine learning techniques used for this process include, Maximum 
likelihood Classification, Random Trees Classification, and Support Vector Machine 
Classification.  Our last experiment is to create a Convolutional Neural Network (CNN) 
model to classify the crop type present in each field area.  We use a small set of image 
chips of fields for training the CNN, and then apply it to the remaining images, and 
display the correctness of the Neural network model. Sample results from counties in 




CHAPTER 1.       OVERVIEW  
 
1.1 Introduction to Machine Learning 
Machine learning is the field of study that enables a machine to learn on its own without 
human intervention. Per [2],  
“The field of Machine Learning seeks to answer the question “How can we build 
computer systems that automatically improve with experience, and what are the 
fundamental laws that govern all learning processes?” 
 
In this fast-growing technological world, there are various types of machine learning 
algorithms being introduced on a daily basis. In this project, we seek to find the best 
algorithm suited to do the job that we have in hand. Applying machine learning 
techniques for land cover classification is one of the most challenging topics in the field 
of Remote Sensing Image processing. Machine learning techniques have been 
incorporated with the Field of Remote Sensing as early as 1997. Huang and Jensen [3] in 
their paper have talked about how a knowledge database for image analysis was built 
without any intervention from Humans. These knowledge-based systems are used to 
perform image analysis, many of which incorporate other GIS data. Rules for the 
decision-making process was inferred from the decision trees created by expert human 
knowledge. The conclusion in this research paper, portrays how the machine learning 
system was of good quality for GIS data image analysis. In this project, we try to 
compare and contrast a few major machine learning algorithms being applied to manual 
boundary editing process in Agricultural Conservation Planning Framework (ACPF) and 
Daily Erosion Project (DEP). The complete process would be explained in detail in the 







1.2 Automated delineate boundary management 
 
The aim of this project is to delineate field management boundaries to reduce costs and 
provide better data for the ACPF and DEP projects. There have been previous research 
works that tries to achieve similar aims as well. We will look into a few of them in this 
sub-chapter. In 2008, Gelder et al. [4], tried to assign crop rotation value on delineated 
common land unit boundaries via the USDA National Agricultural Statistical Service 
Cropland Data Layer (CDL) map with mixed results. The CDL [5] is a remotely sensed 
map of each year’s crop cover that helps understand crop rotation patterns. The Figure 
1.1 given below shows the Cropland Data Layer which was used to assign crop rotation 
values in the research paper. 
 




At the start of our research, we tried to use the CDL as [4], to automate the field 
boundary extraction, but it did not yield in good results as the CDL was conflicting with 
the NAIP data used to predict the crop boundaries. It also started producing a lot of 
overlapping boundaries due to the pixel misclassifications in each year’s CDL.  
Another research work to be talked about here would be “A machine learning approach 
for agricultural parcel delineation through agglomerative segmentation” [6]. In this paper, 
the research was conducted in the Chilean central valley. This research worked by taking 
a multispectral image that was then subject to superpixel processing followed by 
characterization of the superpixels in the image by using a reference parcel map. This 
dataset is used to train a classifier.  A superpixel is one where a group of similar pixels 
are grouped together and then made as a single unit, which is similar to the image object 
in an object-based classification. This method produced good results. They were able to 
achieve an accuracy of around 83%. The major difference is that we carry out pixel-based 
processing instead of being superpixel (object-based) classification.   
The paper [7], similar to [6], strives to accurately and timely classify crop types based on 
remote sensing data. They have both achieved very impressive accuracy for Corn and 
Soybean crop types when compared to the USDA’s Cropland Data Layer [5]. Although 
the output in this model was impressive, we wanted to achieve better accuracy required 
for ACPF. In the paper “Parcels versus pixels: modeling agricultural land use across 
broad geographic regions using parcel-based field boundaries” [8], a modified version of 
forecasting scenarios of land use model has been presented in a parcel based, i.e., object-
based manner. This paper also similar to the one discussed earlier [6] is along the lines of 
object-based classification instead of our pixel-based classification. This method was not 
compatible enough to be used with the dataset in hand. Another example of research 
similar to our case would be OneSoil [9], an organization that creates an interactive map 
that provides information on fields from Europe and USA. Per [9], “The interactive map 
runs on machine learning algorithms and satellite imagery. It contains information on 60 




is provided for three years”. Although the scale and extent of the data output is 
impressive, it is not of the accuracy required for the ACPF database. Alternatively, the 
tech giant Microsoft is working with Chesapeake Conservancy, a not for profit 
organization who use technology to enhance the pace and quality of conservation. Per 
[10], In 2016, Chesapeake Conservancy took months to complete a digital map of the 
Chesapeake Bay, allowing conservation groups to more precisely measure change. Now 
the group is working with Microsoft's deep-learning technology to be faster and more 
accurate. The Precision mapping of the Chesapeake Bay will help give public and 
private organizations a better idea of what is located in every square meter of land 
around the bay to help with conservation efforts. This work by Microsoft also 
involves Land cover mapping which will help in conservation planning. 
1.3 Agricultural Conservation Planning Framework 
(ACPF) 
  
     
Figure 1.2   Conservation Pyramid [11] 
The ACPF’s website [12] says that “The Agricultural Conservation Planning Framework 




data and an ArcGIS toolbox, which are used to identify site-specific opportunities to 
install conservation practices across small watersheds”. This framework, in addition to 
the knowledge of local water and soil concerns, will help provide a better outlook on 
implementing a watershed conservation plan.  
One outcome of the ACPF is to develop a database that facilitates farmers with better 
information on watershed planning. Currently, the ACPF database has land, crop 
information for around 11,574 watersheds in the midwestern region comprising all of 
Iowa, Wisconsin, Illinois, Nebraska and parts of Kansas, Indiana and Ohio. The ACPF is 
roughly based on the Conservation Pyramid denoted above. The concept of this 
Conservation Pyramid has been explained in detail by Tomer el al [14]. 
 
 








1.3.1    USDA FSA Data Development Process 
 
 
Figure 1.4   Flowchart summarizing steps involved in database preparation of ACPF 
[14] 
The whole of the ACPF preparation framework consists of several steps as shown in the 
Figure 1.4. Field boundaries generated by the USDA Farm Service Agency (FSA) are the 
initial dataset, known as Common Land Unit (CLU) boundaries. Adjacent USDA 
Common Land Unit boundary county files are assembled for geographic continuity. The 
next step involves selecting candidate CLU boundaries for manual editing; these CLUs 




manually editing boundaries to match cropping patterns, is the most important step in our 
project and will contain examples in the next section. This research project will try to 
replicate the output of this step through modern machine learning techniques. The next 
step in ACPF database preparation is to assemble all field boundaries within or touching 
a watershed boundary dataset by HUC12 (Hydrologic Unit Code level 12) watersheds. 
The last step in this process is to populate land use and soil use attributes tables. 
 
Figure 1.5   Post-processed ACPF Database uploaded for public use 
1.3.2 Manual Boundary Editing  
 
This step is one of the most important steps in the ACPF database generation process, and 
involves lot of human effort and accuracy, i.e., The standard of the whole framework 
hinges on the work of human which is error-prone. This step is discussed in detail below. 
For a clearer explanation, refer [14]. 
The data required for this step include County CLU feature class (generated from 




(National Agriculture Imagery Program (NAIP imagery)) for a given reference year, and 
the Cropland Data Layer. 
The first step in this process involves creation of a Fishnet, i.e., a net of rectangular cells, 
over the County feature class to serve as a reference for the county. Then, a definition 
query is applied to the County feature class (CLU). This definition query will narrow 
down the number of boundaries that needs to be edited.  
 
Figure 1.6   Edits made through ArcMap Software 
The Definition Query will select the best polygon candidates for splitting, i.e., those 
CLUs that might have mixed Crops, in the county CLU that are greater than or equal to 
40 acres, between 25% and 75% crop type per the CDL[5], and in the ‘isAg’ = 1 filter 
category in the attribute table. 
 









1.4 ArcGIS Software 
ArcGIS’s ArcMap is one of the most important tools that we use throughout our process. 
The description of the tools will be provided wherever used in this report. ArcMap is 
used to primarily manipulate the USDA FSA field boundaries (County feature class) 
dataset which would be the origin data for the whole process. ArcMap [15] (64-bit GUI 
version is called ArcGIS Pro) is the main tool suite in ESRI’s ArcGIS software suite. It 
contains a large number of tools that will be used throughout this project. File extensions 
for the files used in this project with ArcMap are explained in the table given below. 
Table 1.1 ArcMap Extensions and File types 
Extension File Type File Functions 
.shp Shape File Polygon, polyline, point feature class 
files 
.sid, .tif Raster Files Raster Image files from NAIP 
.ecd Esri Classifier 
definition File 
The .ecd file is generated after the 
raster is trained with training samples 
 
 
1.5 Report Organization 
 
The main objective of this creative component research is to provide an alternative 
approach to the manual boundary editing process via machine learning techniques. We 
thus want to evaluate the performance of traditional machine learning techniques and the 
modern convolutional neural network for delineating crop boundary management. The 
algorithms will be tested in Brown County, Kansas and Saunders County, Nebraska. The 




“Rishikumar Suresh kumar Creative component” at  
https://iastate.box.com/s/4h4q2k6ay80k243bbd750akjfnri9ztq .  
The report is structured as follows: 
• Chapter 1 introduces the concepts of Machine Learning, ACPF, ArcGIS Software 
which are the foundations of this creative component. 
• Chapter 2 discusses the data pre-processing needed for this project. The 
information on how the data is prepared for the machine learning algorithm is 
explained in detail in this chapter. 
• Chapter 3 gives an overview of the machine learning algorithm that will be used in 
the creative component and devises the way in which the machine learning 
algorithm explained earlier would be implemented in our area of interest. The 
inference from the models are also described in this part. 
• Chapter 4 introduces a new and improved machine learning model - The 
Convolutional Neural Network. The structure of the model and, application to our 
project are discussed in this chapter. 
• Chapter 5 concludes the report by consolidating the results for all the machine 
learning algorithms and some observations from the experiments. Future scope for 









CHAPTER 2.       DATA PRE-PROCESSING FOR 
MACHINE LEARNING 
 
2.1 Data Preparation 
 
The first and foremost step in any machine learning project is the preparation of data 
required for the algorithm. It is very necessary to check the quality and structure of data 
we feed into the algorithms as this plays a huge role in developing a successful analytical 
model. Data becomes a precious resource only if it is cleansed, well-labeled, annotated, 
and prepared. Luckily, in our case, ArcMap has great tools that help us in preparing the 
well-labeled, annotated data. The data that we would be using for our machine learning 
model is the same as the one that would be used for manual editing process.  
 
 






                                 
                             
        
 






Figure 2.3   Attribute table for CLU data after pre-processing 
The original data obtained from the USDA FSA is a polygon shapefile feature class of 
field boundaries administered by each county FSA office. Each shapefile comes with an 
attribute table which will eventually contain the crop rotation values. This shapefile will 
have its boundaries edited for each watershed. Figure 2.2 and 2.3 shows the CLU data 
after pre-processing into all the boundaries within a specific county and the attribute table 
that comes with it. 
 
The attribute table plays a very important role in our project. We make use of the 
attribute table to label the dataset and classify the raster datasets using the labeled data.  
Like every machine learning technique, our model also has two major steps, training and 
testing the validity of the model. In this chapter, we will look in detail on how to prepare 
the training dataset as per the requirement of the model. 
For preparing the training dataset, we take a fully manually edited county CLU as 
training data for our model. These edited boundaries were obtained after processing by 
the ISU DEP techs who have worked hard to get a very accurate manually edited 
boundaries.  
In our project, classifications for only the two major crop types, corn and soybean were 
made to simplify and speed the process. This can be extended to other common crop 




do not need to classify non-agricultural land use classes. Therefore, the final predicted 
raster would have all the areas in the raster classified as either corn or soybean. The 
flowchart (Figure 2.2) given below details the steps for data preparation for our project. 
 
 
Figure 2.4   Flowchart for data preparation 
 
As indicated in the flowchart above, there are three major steps involved in the data 
preparation step of this project. They are, making layer selection based on the crop type, 
creating a layer based on the selection, and then finally creating labels for the classifier. 
The first step involves selecting features in the Edited CLU that has the crop types Corn 
and Soybean. This is achieved by using “Select Layer by Attribute” tool in ArcMap. This 
tool adds, updates, or removes a selection based on an attribute query. The query that we 
give to the tool will also filter out fields of crop types other than corn and soybean. The 
next step is to create a layer (Feature class) completely out of the selection made earlier. 
This would allow us to use the entire feature class as the training data. The last step is to 
create labels that can be read by the classifier. The labels are created in the attribute table 






2.2 Training Dataset 
 
 
Figure 2.5   Attribute table of an example Training dataset 
The feature class (Polygon Shape file) obtained after labelling is the training dataset that 
is used for the purpose of classification. The above-mentioned tools are all executed 
using ArcGIS Python modules. The whole process of this project exists in a Python code 
that can be easily executed to get desired results. An example of a training dataset’s 
attribute table is given in Figure 2.3. This image shows that the labels have been created 











CHAPTER 3.     MACHINE LEARNING 
ALGORITHMS OVERVIEW AND 
IMPLEMENTATION 
This project will use four main machine learning algorithms, three of these, Maximum 
likelihood classification, Random trees classification, Support vector machine 
classification, are represented here and the CNN will be presented in the next chapter. 
These algorithms have been chosen in order to test out from the basic fundamental 
machine learning algorithms. In this chapter, we will investigate each of those in detail. 
3.1 Maximum likelihood Classification 
The Maximum likelihood classification considers each and every class to be normally 
distributed. During classification, each pixel of the image will be classified based on the 
highest probability that the image belongs to a particular class. If there is a certainty 
threshold defined, the pixel will remain unclassified if the probability is smaller than the 
threshold defined. In our case, the classification is based on the maximum probability for 
a crop to be present in a particular area in the raster, based on the training data. 
 




The maximum likelihood estimation requires one to maximize the likelihood function, 
this can be done by taking the logarithm of the function because log is a monotonic 
increasing function. Therefore, likelihood function which forms the basis of the 
classification is given by the equation [17], 
l(θ) = log L(θ) = log ∏ 𝐟(𝐗𝐢 |𝛉)𝒏𝒊=𝟏  =  ∑ 𝒍𝒐𝒈 𝒇(𝑿𝒊 |𝜽)
𝒏
𝒊=𝟏  
where, θ is the unknown parameter 
              Xi is the random variable 
3.2 Random Trees Classification 
The Random trees classification is one of the most powerful classification techniques for 
image classification as it is resistant to overfitting. Random Trees are a group of decision 
trees where each tree is created from different sub-divisions of training dataset. The idea 
behind calling these decision trees is that for every pixel that is classified, all the 
decisions are made in a ranked manner based on the importance [18]. 
 





Some of the biggest advantages of using this classification methods are that it produces a 
very accurate classifier and it can run seamlessly on very large databases. It can also 
handle thousands of input variables. One of the most glaring disadvantages in this 
technique is that, random trees classification is biased in favor of those attributes with 







where, x is the training sample 
 Tn are the trees in the random forest 
 
3.3 Support vector machine classification 
Support Vector Machine is machine learning algorithm that works based on graphical 
separation of classes in an n-dimensional space. In this algorithm, each data element is 
plotted in an n-dimensional space with the value of each feature being value of a 
particular co-ordinate. Then, we classify the features by finding a clear separating plane 
in-between the classes. 
 






In SVM, it is easy to have a linear hyper-plane for a linear separation problem like the 
one that is shown in Figure 3.3. For non-linear cases, kernel method can be used. The 
kernel methods are a class of algorithms used for pattern analysis. The task of this 
method is to find general types of relations such as clusters, rankings, correlations in the 
datasets. The use of this kernel method will convert a non-separable problem into a 
separable one. The usage of this kernel method is very useful in non-linear problems. In 
SVM, we want to find the maximum possible margin between the two classes. 
The total margin is given as, 
1
||𝑤||












→  is the weight vector. 
Minimizing this weight vector will result in increase in the margin between the two 
classes. The most important advantages of this technique are that they are memory 
efficient and is effective where number of dimensions is greater than the number of 
samples. 
Although it has a lot of advantages, it comes with its own disadvantages as well. SVM is 
not suitable for large data sets. They also do not perform well if the data has more noise 
or overlapping classes. 
3.4  Implementation Details 
In this section, the implementation details of our project are discussed. Example figures 
from Saunders County Nebraska will be provided throughout the chapter. Accuracy 
measurement details would be provided in the Inference sub-chapter.  
Though we have implemented our project in three different machine learning algorithms 
for this project, the output figures from only the Maximum likelihood classifier have been 









The results for all the algorithms are tabulated in the results and discussion chapter. The 
flowchart for the complete execution of the project is given in Figure 4.7. The full 
process given in the flowchart is explained in a step-by-step fashion here. For more 
information on the tools explained in this sub-chapter, refer to Appendix A. 
The process starts off from using the data prepared as described in Chapter 2, the labelled 
county feature class (CLU), to train the classifier. This data is given to a classifier along 
with the NAIP raster of the same county. The output will be a classifier definition file 
(.ecd), which can then be used to classify any raster. The classifier definition file is a 
JSON format file that has all the classification details in it. This is the part in our model 
where we specify which algorithm that we would like to use to obtain a classifier 
definition file. The first step after obtaining the classifier definition file is to classify any 
raster in the same state as the training dataset. The classified raster will have all the 
regions of raster classified as either Corn or Soybean. The next major step after obtaining 
a classified raster is to convert it into a polygon shapefile, however this should only be 
done after cleaning the raster.  
The raster obtained after classification is shown in Figure 3.5 
    




In the Figure 3.5, light green represents Soybean crop type and dark green represents 
Corn crop type. The first step of clean-up process is using the majority filter. The kernel 
of the filter will be the eight nearest neighbors (a three-by-three window) to the present 
cell. The majority filter tool as explained in Appendix will replace the cells in a region 
with majority of its contiguous neighboring cells. This step will make the raster slightly 
better suited for conversion to polygon.  
 The next step is the boundary clean tool that smoothens the boundaries which will work 
by expanding and shrinking boundaries.  In our project, we sort zones in descending 
order by size. Zones with bigger total areas have higher priority to expand into zones with 
smaller areas. Therefore, in Figure 3.6, the transition from classified raster to boundary 
clean stage is depicted. 
    
Figure 3.6   Classified raster after boundary clean stage  
The next tool used is region group. This tool, as mentioned earlier will group each 
connected region of cells in the output raster and assign them a unique number. We use 
eight as the number of neighbors in this tool, which would create connection with any of 
the eight nearest neighbors having same value. This output along with the output from 




The Set null sets null value to cells coming under the criteria set by an input SQL query. 
We use this tool so as to set null value to those regions that have very small number of 
pixels grouped. The next tool is Nibble. This tool replaces the pixels corresponding to the 
mask created. We use the output from the Set null tool as the mask for this tool.  
 
    
Figure 3.7   Boundary clean stage to Nibble tool output 
  
    





The last step in our project is to convert the raster to polygon shapefile which converts 
raster data to the same vector data format as the output produced from manually editing 
boundaries. Sample output from Saunders County in Nebraska is shown in Figure 3.8. 
3.5 Accuracy measurement 
In every machine learning project, it is very important to calculate the accuracy of the 
model. In our project, we calculate the confusion matrix to find the correctness of the 
result produced by our models. We compute the Kappa co-efficient through this process. 
The Kappa co-efficient is a metric that compares expected accuracy with that of the 
observed one. 
 It is given by the expression shown below, 




Where Po = Observed Accuracy, Pe = Expected Accuracy 
The flow chart of the process carried out to measure accuracy is given below in Figure 
3.9 
 




The first step in this process is to create random points throughout the polygon shapefile 
obtained from the predicted model. These points will have values from the trained model. 
Then, this point is updated with the values from manually edited boundaries. This will 
then be used to compute a confusion matrix. A sample confusion matrix obtained during 
our project is tabulated below in Table 3.1. 
In Figures 3.10, 3.11, and 3.12, we can see some samples of how the machine learning 
algorithm performs and that performance is compared with the manually edited regions.  
 
In the Figures,  
(a) is the image that is obtained during the manual edit process. The green lines are 
the lines added by the GIS techs during manual boundary editing process. 
(b) is the classified polygon obtained after Maximum likelihood classification (MLC).  
(c) is the classified polygon obtained after Random Trees classification (RT). 


















    
(a) Manual Edit                           (b) MLC classification 
    
                           (c)  RT classification                       (d) SVM classification 




    
(a) Manual Edit                           (b) MLC classification 
    
(c)  RT classification                       (d) SVM classification 





    
(a) Manual Edit                           (b) MLC classification 
    
(c)  RT classification                       (d) SVM classification 




Some of the important terminologies in the confusion matrix are User’s accuracy, 
Producer’s accuracy and Kappa. The User’s accuracy gives an estimate of the number of 
false positives, where the image has been classified as the trained class when they were to 
be classified as some other class. The Producer’s accuracy gives an estimate of the 
number of False negative, where image is classified as some unknown class when it 
should have been classified as a known class. 
The Kappa gives an estimate for the overall accuracy of the classification model. 
 
Table 3.1 Sample Confusion matrix from Brown County in Kansas 
Class 
Name 
Corn Soybean Total User’s 
Accuracy 
Kappa 
Corn 208 42 250 0.832 0 
Soybean 39 211 250 0.844 0 
Total 247 253 500 0 0 
Producer’s 
Accuracy 
0.842 0.833 0 0.838 0 
Kappa 0 0 0 0 0.676 
 
The Accuracy from the Kappa can be inferred as, 
• Poor accuracy = Lower than 0.20 
• Decent accuracy = 0.21 to 0.41 
• Moderate accuracy = 0.41 to 0.60 
• Good accuracy = 0.61 to 0.80 






CHAPTER 4.  CONVOLUTIONAL NEURAL 
NETWORK 
4.1  Overview 
Image classification is the process of classifying an input image to any particular class 
that was defined during classification. Image classification is thus my main aim in this 
project. We will try to classify the NAIP raster into two major crop classes - Corn and 
Soybean. Image recognition is one of the first neural skills that is learnt by every human 
being. Neural networks are designed to mimic this process and are essentially 
mathematical models that solve any optimization problem. Every neural network is made 
up of neurons, the basic computational unit of neural networks. We will see more about 
the convolutional neural network in this chapter.  
When the algorithm sees a 3-band image input, it converts it into an array of values. This 
will be an array of pixel intensity values. To be more precise, it will see an array of 
32x32x3 numbers. 
 
Figure 4.1   Image as recognized by the algorithm 
The basis of a Convolutional neural network is to classify an image based on features. It 




features. This is the general overview of a Convolutional neural network model. A 
sample convolutional neural network is given below in Figure 4.2. 
4.2 CNN Model 
 Figure 4.2   Sample structure of a CNN [20] 
The First layer in our CNN model would be a convolutional layer. Now, in this layer, we 
will have a filter of some size that would be comprised of some random weights and bias.  
 
Figure 4.3   Activation map from input 
This filter will go through the input and will produce another array of numbers called 
activation map. This activation map is produced as a result of multiplication of the input 




the correct weights so as to get the correct prediction. We will see more on this in a short 
while.  The next layer would be another convolutional layer. This will be similar to that 
of the first layer but the inputs for this layer will be the output from the previous 
convolutional layer.  
Each convolutional layer is typically a feature identifier. For example, the first filter may 
be a straight edge detector, the second layer might be a curve detector, and so on. An 
activation layer is used to give more non-linearity to the neural network. One of the most 
commonly used activation functions is ReLU (Rectified linear unit). This function takes a 
real-valued input and thresholds it at zero. In our project, we use ReLU as the activation 
function. 
 
Figure 4.4   ReLU Activation Function 
The layer next to convolutional layers is the pooling layer. This layer is used to reduce 
the spatial size, which would reduce the number of parameters, hence computation 
required is reduced. The most common pooling layer used is Max Pooling. In Max 
pooling, we take a filter of size AxA and apply the maximum operation over the AxA 




The most commonly used filter size is 2x2, as this will essentially reduce the size of the 
input by half. At the end, we use fully connected layers. The fully connected layer is one 
in which all the neurons in a layer receives input from all the neurons in the previous 
layer. The fully connected layer will take a look at the previous layer and determines the 
features that might belong to a particular class. This concludes the structure of a common 
convolutional neural network. 
The next thing that we need to know about is the way a convolutional neural network is 
able to predict images. This is done by estimating the correct value for weights in filters. 
This is done by a process called back-propagation.  
The back-propagation process comprises four main stages. They are forward propagation, 
cost function, backward pass and the filter weight update. The forward propagation is the 
normal pass through the neural network with initially assigned random weight values for 
the filter. This will produce a random output prediction for the given image. This random 
prediction should be adjusted to predict the correct value. This is done using cost function 
or loss function (Figure 4.5). 
 
Figure 4.5   Loss Function 








The loss function we use in our project is the mean squared error. The next step is the 
backward pass. The backward pass will try to change the values of weights in the 
direction shown in Figure 4.5 such that the loss function reduces, i.e., estimation error 
reduces. The change of weight value is the next step, the weight update step. The learning 
rate can be chosen. If the learning rate is very high, it may take lesser time to converge to 
the correct values. Although, it also increases the probability of not getting to accurate 
result due to the learning rate being too high. 
4.3 Implementation details 
The structure of the convolutional neural network used in our project is very similar to 
the one that is shown in Figure 4.2. The model used in this project is a basic CNN 
application to predict the crop land cover in a particular region. To train any deep 
learning algorithm, data is very important. In this project, we use image chips of size 256-
pixel rows by 256-pixel columns from the CLU that is manually edited by DEP techs at 
Iowa State University. We export these image chips using the ArcGIS tool “Export 
training data for deep learning”.  
 
Figure 4.6   Structure of the CNN model 
The CNN network model that we used as part of this project is a simple one. This is 




followed by fully connected layers. We use TensorFlow to carry out the creation of this 
model. We also use OpenCV to read and interpret images. We used 3,999 images of corn 
and soybean image chips from Brown County in Kansas to train the convolutional neural 
network model.  
We separate 20% of the training data to be validation data, which will be tested during 
training for accurateness. The model was trained for 28 iterations. After the 18th iteration, 
the model started to overfit. The Final accuracy achieved is given in the table below. 
Table 4.1   Accuracy assessment 
Training Epoch Training Accuracy Validation Accuracy Validation loss 
1-5 31.2 % 31.8 % 0.992 
5-10 56.2 % 62.5 % 0.674 
10-15 65.6 % 71.9 % 0.553 
18 75.0 % 81.2 % 0.395 
19-25 75.0 % 68.8 % 0.519 
25-27 84.4 % 75.0 % 0.538 
28(Final) 84.4 % 78.1 % 0.484 
The validation accuracy is used to evaluate the performance of the model. The training 
accuracy is the accuracy achieved from the image that the model has already 
encountered. The validation accuracy is the accuracy from the images that the model has 
not yet encountered. From the table given above, we can clearly infer that the model has 
been starting to fit noise and is beginning to overfit. When we run our model on test 
dataset after the final iteration, we achieve the results which have been tabulated below. 




Table 4.2   Test Dataset 






































Table 4.2 Test Dataset (Continued) 







































As seen in Table 4.2, we have achieved good results predicting majority of the data 
barring a few setbacks. The model seems to predict well even in image chip areas with 
low crop coverage, thus asserting that the model is able to recognize the crop lands even 
with a lot of noise surrounding it. The next chapter concludes our report and details all 




















CHAPTER 5.       RESULTS AND DISCUSSION 
 
5.1 Results 
Our project covers two different deep-learning subdivisions. The Conventional machine 
learning methodologies are covered in Chapter - 3 and the modern convolutional neural 
network algorithm is covered in Chapter - 4. Both methods resulted in good accuracy. All 
algorithms were applied to both Saunders County, Nebraska and Brown County, Kansas. 
The accuracy measure and Kappa co-efficient obtained have been tabulated in Table 5.1 
and have been presented graphically in Figures 5.1 and 5.2.  
 
Table 5.1   Results 
County Algorithm Accuracy Kappa 
Saunders, Nebraska ML classification 76% 0.52 
Saunders, Nebraska RT classification 80.8% 0.61 
Saunders, Nebraska SVM classification 76% 0.51 
Saunders, Nebraska CNN classification 71.9% * 
Brown, Kansas ML classification 83.8% 0.676 
Brown, Kansas RT classification 83.6% 0.672 
Brown, Kansas SVM classification 74.6% 0.49 
Brown, Kansas CNN classification 78.6% * 
 
 





Figure 5.1   Brown county Accuracy and Kappa measure 
 




As we can observe from the graphs and tables above, we can see that the maximum 
likelihood and random trees classifications seem to do well in our project, the latter 
performing very well in both counties. But the support vector machine classification does 
not perform well in this project. I believe this can be mainly attributed to the fact that an 
SVM will try to find a separating plane between two classes and classify them 
accordingly, whereas the random trees classification is based on a group of decision trees 
where each and every pixel would be a branch in the tree created. Therefore, the SVM 
tries to find an accurate boundary but fails to do so since there is a lot of really similar 
looking crop lands in the raster image, thus leading to the poorer classification when 
compared to the other algorithms. As we can infer from the Table 5.1, there is not a lot of 
difference between the accuracies of Brown County and Saunders County.  Although, 
deviations are expected between different seasons within and across years.  
 
Table 5.2 Quantitative analysis of number of CLU boundaries 
Class Name Brown County Saunders County 
Total CLUs 12802 15886 
Mixed CLUs 893 1144 
Field boundaries from mixed CLUs 1985 3653 
Field boundary polygons from MLC 4119 5186 
Field boundary polygons from RT 5214 7257 
Field boundary polygons from SVM 4186 5739 
 
In Table 5.2 we can see that the number of polygons produced by the machine learning 
techniques are very large in number when compared to the boundaries created from 
manual editing. This is mainly due to the fact that relatively smaller pixel groupings are 




As for the convolutional neural network classification as seen in Table 5.1, this method 
results in a decent accuracy percentage, although not as good as the random trees 
classification method. This might be mainly due to the simplicity of the convolutional 
neural network model used in this project. Also, the model was trained with 3,999 images 
from the two different classes. The common notion for a convolutional neural network 
model is that the accuracy obtained is directly proportional to the amount of data fed into 
the classifier during the model training process. One possible step in getting the accuracy 
measure higher may be to add more computational layers. 
Some of the major issues in the conventional classification method are high data 
processing time, overlapping boundaries and boundaries incorrectly classified due to 
same crop-types existing next to each other. The high data processing time is mainly due 
to a large NAIP raster data image. This can be reduced by splitting the raster 
symmetrically and then classifying the raster.  
 
 
Table 5.3   Average number of fields generated per CLU 
Layer  Brown County Saunders County 
From Mixed CLUs 2.22 3.19 
From MLC 4.67 4.55 
From RT 5.88 6.37 
From SVM 5.12 5.17 
    
 
The Table 5.3 gives the average number of fields generated per CLU. This number 
reiterates with the detail provided in the Table 5.2, as we can see that the RT 






Table 5.4   Mean isoperimetric quotient 
Layer Brown County Saunders County 
From Mixed CLUs 0.0338 0.0355 
From MLC 0.0234 0.0246 
From RT 0.0255 0.0292 
From SVM 0.0236 0.0238 
 
Table 5.4 tabulates the mean isoperimetric inequality for the field boundaries. An 
isoperimetric quotient gives the geometric resemblance between polygons involving the 
perimeter and volume of the polygons. From the Tables 5.3 and 5.4, we can infer that the 
Maximum Likelihood classification gives better average number of field boundaries 
produced, whereas, the mean isoperimetric quotient is better in SVM classifier when 
compared to the other classifiers.  
The isoperimetric quotient is given by, 





Where, Q = isoperimetric quotient 
  A = Area of the polygon 
  L = Perimeter of the polygon 
 
Although, convolutional neural network model was developed to predict the crop type in 
an image chip based on a model which was trained, it was not integrated with ArcGIS to 
produce automated crop boundary estimation. This issue can be mainly attributed to the 
fact the ArcGIS software which is used to create polygon shapefiles, i.e., crop boundaries 
for the conventional machine learning models has not been optimized well enough to 
handle the convolutional neural network model that does not follow any templates 




the right direction for an alternative to the manual boundary editing process which will 




This project, as mentioned earlier was to be integrated with the Agricultural Conservation 
Planning Framework (ACPF) to avoid or reduce the amount of manual boundary editing 
process required. The conventional method provided in chapter 3 has already achieved 
that aim with good amount of accuracy, with the best algorithm being Maximum 
Likelihood classification which yields very good accuracy combined with decent 
boundary shape resemblance. One of the most important future scope would be to 
integrate the modern convolutional neural network model with the field boundary editing 
process in ESRI’s ArcGIS software to replicate the same process in ACPF and DEP. This 
was one of the biggest challenges that was faced in this project and was not overcome.   
The steps that were tried to overcome this issue included creating a Freeze graph of the 
model that was created to train the machine learning model and using this graph to create 
a schema in ArcGIS. Unfortunately, this method failed due to incompatibility between 
the convolutional neural network model that was created and the ArcGIS software. In 
future, other potential solutions may be, using a ML framework that is supported by the 
ArcGIS software or this can also be resolved by taking a deeper dive and modifying the 
model inference function to get the result needed.  
The next main need would be to classify more different types of crops. The machine 
learning models should be trained better to recognize a greater number of unique crop 
types. Also, the CNN model may be improved to better recognize each crop type by 
adding few more convolutional layers. After achieving this, the model may effectively 








[1] Cruse, R., Flanagan, D., Frankenberger, J., Gelder, B., Herzmann, D., James, D., 
Krajewski, W., Kraszewski, M., Laflen, J. Opsomer, J., and Todey, D. 2006. Daily 
estimates of rainfall, water runoff, and soil erosion in Iowa.  J. Soil Water Conserv., 61, 
191–199. 
[2] Mitchell, Tom. 2006. The Discipline of Machine Learning. CMU-ML,06-108. 
[3] Huang, X., and Jensen, J. R. 1997. A machine-learning approach to automated 
knowledge-base building for remote sensing image analysis with GIS data.  
Photogrammetric engineering and remote sensing., 63,1185-1194. 
[4] Gelder, B., Cruse, R., and Kaleita, A. 2008. Automated determination of management 
units for precision conservation.  Journal of Soil and Water Conservation., 63. 273-279.  
[5] Johnson, D. 2019. Using the Landsat archive to map crop cover history across the 
United States. Remote Sensing of Environment., 232, 111286(1-13). 
[6] García-Pedrero, A., Gonzalo-Martín, C., and Lillo-Saavedra, M. 2017. A machine 
learning approach for agricultural parcel delineation through agglomerative 
segmentation. International Journal of Remote Sensing., 38, 1809 - 1819. 
[7] Cai, Y., Guan, K., Jian Peng, J., Wang, S., Seifert, C., Wardlow, B., and Li, Z. 2018. 
A high-performance and in-season classification system of field-level crop types using 
time-series Landsat data and a machine learning approach. Remote Sensing of 
Environment., 210, 35-47. 
[8] Terry, S., Jordan, D., Steve, W., Kristi, S., and Rob, Q. 2017. Parcels versus Pixels: 
Modeling agricultural land use across broad geographic regions using parcel-based field 
boundaries. Journal of Land Use Science., 12, 197-217.  
[9] OneSoil.ai, URL: https://blog.onesoil.ai/en/onesoil-map, accessed on 9th March 2019. 
[10] How AI for Earth can be a force multiplier for sustainability solutions, URL: 
https://news.microsoft.com/on-the-issues/2018/01/26/ai-earth-aims-powerful-technology-





[11] About ACPF, URL: https://acpf4watersheds.org/about-acpf/, accessed on 15th 
March 2019. 
[12] Tomer, M., Porter, S., James, D., Boomer, K., Kostel, J., and McLellan, E. 2013. 
Combining Precision Conservation Technologies into a Flexible Framework to Facilitate 
Agricultural Watershed Planning. Journal of Soil and Water Conservation., 68, 113A-
120A.  
[13] ACPF extent map, URL: https://benson.gis.iastate.edu/ACPF/dwnldACPF.html 
accessed on 3rd June 2019. 
[14] Tomer, M., James, D., Sandoval-Green, C. 2017. Agricultural Conservation 
Planning Framework: 3. Land Use and Field Boundary Database Development and 
Structure. Journal of Environment Quality., 46, 676-686. 
[15] ArcMap, URL:https://en.wikipedia.org/wiki/ArcMap  accessed on 2nd Feb’ 2019. 
[16] Remote Sensing Notes edited by Japan Association of Remote Sensing, JARS 1999. 
URL: http://sar.kangwon.ac.kr/etc/rs_note/rsnote/cp11/cp11-7.htm  accessed on 10th 
April 2019. 
[17] Maximum likelihood estimation, Math 541 lecture at Missouri state, URL: 
https://people.missouristate.edu/songfengzheng/Teaching/MTH541/Lecture20notes/MLE.
pdf  accessed on 15th July 2019. 
[18] Random trees classifier, URL: 
https://desktop.arcgis.com/en/arcmap/latest/tools/spatial-analyst-toolbox/train-random-
trees-classifier.htm  accessed on 8th July 2019. 
[19] Support Vector Machine classification, URL: 
https://towardsdatascience.com/support-vector-machine-introduction-to-machine-
learning-algorithms-934a444fca47  accessed on 9th Oct 2019. 
[20] Introduction to Convolutional Neural Networks, 
URL:https://web.stanford.edu/class/cs231a/lectures/intro_cnn.pdf accessed on  16th Oct 
2019. 
[21] Tools, URL: https://desktop.arcgis.com/en/arcmap/10.3/tools/spatial-analyst-toolbox 




APPENDIX A: Tools Used for Post-processing 
A.1   Tools Used 
Throughout this project implementation, we have made use of various tools from ESRI’s 
ArcGIS software. A brief explanation of the functions that are utilized would be 
explained in this part. The raster is classified based on the ESRI classifier definition file 
(.ecd) created from the accurate manually edited CLU (training dataset). The raster after 
classification looks very vague and will need a complete cleanup process to get rid of 
small pixels in the classified image. This is carried out using an array of tools. 
The ESRI tools that are used in our project are:  
• Majority Filter 
• Boundary Clean 




A.1.1   Majority Filter  
 
Figure A.1   Majority Filter [21] 
The Majority Filter tool will replace the cells in a raster based on their neighboring cells. 




few odd pixels would be replaced with the value of the large group. This has been 
explained in the Figure A.1. For this tool to work, the number of cells that are nearby 
having same values should be large enough. There is a threshold value called replacement 
threshold, which determines the threshold to change the values in cells. If this value is set 
to HALF, no replacement will be done if there are equal number of cells that has different 
values.  
 
A.1.2   Boundary Clean 
 
 
Figure A.2   Boundary Clean [21] 
 
The next tool that we will be looking at is the boundary clean tool. This tool is used to 
smooth the boundaries in the raster by expanding and shrinking it. This tool is almost 
similar to the majority filter.  In this tool, all regions of less than 3-cells in any x or y 
direction are changed. As seen in the Figure A.2, the cells having no data will have the 






A.1.3   Region Group 
 
Figure A.3   Region Group [21] 
In Region group, as the name suggests, all the cells will be scanned and each and every 
unique region of pixels are grouped with a value. This value is a unique number that is 
assigned to every group.  
There is a mask feature in this tool, which when applied, the cells having the mask will 
receive a NoData on the output raster. Cells containing excluded value will receive a zero 
on the output. Figure A.3 describes this tool pictorially.  
 
A.1.4   Set Null 
 




As the name suggests, this tool sets value ‘NULL’ to the cells that are specified in the 
SQL query condition. In Figure A.4, the query is “Value = 4”, therefore cells with the 
specified condition will have value ‘NULL’ assigned to them. In our project, we will use 
this tool to set null value to regions that have small pixels and those regions will be 
eliminated. The maximum length of the expression that can be given as a part of this tool 
is 4,096 characters. 
 
A.1.5   Nibble 
 
Figure A.5   Nibble [21] 
This tool is used to replace the cells of an input raster based on a mask raster, i.e., the 
values from the mask raster is assigned to the input raster. We use this tool in our project 
as a final smoothening step. Figure A.5 elaborates the tool. 
A.1.6   RasterToPolygon 
 




The Figure A.6 clearly explains what this tool from ArcGIS would do. This tool converts 
the raster file into a polygon shape file, which is the final step in the prediction process in 
our project. This final output is expected to replicate the output from the manual editing 
process. 
 
