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1 Introduction
Chronic pains aﬀect the quality of life of a large number of people in today’s
society. To help these patients and oﬀer optimal treatment, it is important
to understand the underlying cause, the pathogenesis, of the pain. One group
of patients suﬀering from chronic pain is patients with Chiari I. The Chiari I
malformation is a neurological condition in which parts of the cerebellum are
displaced into the spinal column (see Figure 1.1). Once Chiari I was thought of
as a rare disease, but with the advent of Magnetic Resonance Imaging (MRI)
an increasing number of patients have been diagnosed, and it has become clear
that not all individuals who have Chiari I are symptomatic. This means that
if a Chiari I patient is referred to a physician due to severe headaches, the
physician still needs to determine whether the headache is related to the Chiari
malformation or caused by another mechanism e.g. migraine. In association
with Chiari I about 2/3 of the patients develop ﬂuid ﬁlled cavities, syrinxes,
within the spinal cord tissue (Figure 1.1). These Chiari patients are usually
treated by a decompression surgery with the goal of creating more space around
the cerebellum. After a decompression surgery the syrinx often resolves. Clin-
icians, scientists, and engineers have proposed numerous explanations for the
pathogenesis of syringomyelia. However, the exact relation between the two
conditions remains unknown. This thesis addresses the relation between Chiari
I and syringomyelia from a biomechanical perspective, and investigates alter-
native measures that can help clinicians distinguish Chiari patients who have
symptoms related to their malformation.
Biomechanics is the study of mechanical principles in living organisms. To-
day this is an emerging ﬁeld in which computer simulations play an important
role. Computational mechanics have given new insight to blood ﬂow, heart
disease, and bone strength to mention a few. In the near future, it is likely
to play an important role also in clinical medicine. In this thesis, we apply
computational mechanics to study spinal cord tissue and pulsatile ﬂow of cere-
brospinal ﬂuid (CSF). This requires interdisiplinary work; we need knowledge
about anatomy and physiology, MR imaging, computer science, ﬂuid and solid
mechanics. Reﬂecting this, we aim at publishing papers both in clinical and
mechanical journals.
The thesis consists of an introduction and a collection of papers. The in-
troduction ﬁrst provides a medical background and a brief introduction to MRI
(Section 2 and 3). In Section 4 we deﬁne Chiari I and syringomyelia, before
a literature review on the topic with emphasis on mechanical models is given
in Section 5. In Section 6 the equations used to model the spinal cord tissue
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Figure 1.1: Schematic drawing of the spinal cord, cerebellum, and CSF space in (a)
a healthy subject and (b) a Chiari I patient.
and CSF ﬂow are introduced, followed by a note on computationally expensive
simulations (Section 7). There are several limitations to the simulations in this
study, and in Section 8 we propose future work to improve the current models.
Finally, a summary of the papers included in the thesis is given (Section 9).
1.1 A note on Paper I
Before continuing it should be noted that Paper I has a diﬀerent focus than the
remaining papers. It considers Convection-Enhanced Delivery (CED), which is a
technique where a therapeutic agent is infused under positive pressure directly
into the brain tissue. CED is a promising method for treatment of patients
with brain tumors. To predict the concentration distribution computational
mechanics has proven to be useful. The paper is included because it uses the
same mathematical model as used later in Paper II and Paper IV and because
it forms the foundation for the subsequent studies.
2
1.2 Thesis objectives
The objectives of this thesis are to:
  Simulate CSF ﬂow in healthy subjects and Chiari patients under subject
speciﬁc anatomy and ﬂow conditions.
  Simulate wave propagation and ﬂuid movement through the spinal cord.
  Relate results from the simulations to syrinx formation and suggest alter-
native measures for abnormal CSF ﬂow.
1.3 Main results
  Obstructions of the CSF space, as seen in Chiari patients, causes increased
pressure gradients and decreased phase lag between velocity and pressure.
A signiﬁcant increase in the pressure drop across the foramen magnum
may be used to distinguish a moderate from a severe obstruction (Paper
III and V).
  By including parts of the cranial CSF space we reproduced complex ﬂow
patterns seen in vivo in Chiari patients [17] (Paper V)
  An open segment of the central canal and/or a stiﬀ and thick pia mater
causes increased pressure gradients and enhance ﬂuid ﬂow in the central
canal of the spinal cord (Paper II and IV).
2 Anatomy and physiology of the central ner-
vous system
The central nervous system (CNS) includes the brain and the spinal cord,
whereas all nerves outside the CNS are part of the peripheral nervous sys-
tem. Nerve tissue is composed mainly of neurons, glial cells and vasculature.
The glial cells support and nourish the nerve cells. Between the neuron and
glial cells there is a thin, ﬂuid ﬁlled space referred to as the interstitial space
(ISF). Within the nerve tissue we distinguish between white matter and gray
matter, which are diﬀerent both in structure and functioning. White matter
mainly consist of long axon ﬁbers, while gray matter has a high density of cell
bodies. Processing of information requires cell function in the gray matter and
communication between gray matter regions through white matter tracts.
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The brain can be divided into diﬀerent regions: Brain stem, cerebellum,
cerebral hemisphere and diencephalon [61]. Every part can be subdivided into
numerous smaller areas all controlling diﬀerent body functions, both conscious
and unconscious. The outer part of the cerebral hemisphere, the cortex, consists
of grey matter, while the inner part mainly consists of white matter. Also the
cerebellum (from Latin; the little brain) can be divided into white and grey
matter in a similar way. Within the brain there are four interconnected ﬂuid
ﬁlled cavities, known as the ventricular system.
In the spinal cord the gray matter has an H or a butterﬂy shape and is
surrounded by white matter (Figure 2.1). On the anterior surface of the spinal
cord there is a narrow crevice called the anterior median ﬁssure. The anterior
median ﬁssure is about 3 mm deep and covered by the pia. In the center of the
gray matter we ﬁnd the central canal; a channel running longitudinally along
the spinal cord. Generally the central canal occludes with aging, but larger or
smaller ﬂuid-ﬁlled segments may remain open [63].
The brain is protected by the rigid skull and the spinal cord by the spine.
The spine can be divided into four main regions: cervical, thoracic, lumbar
and sacral (Figure 2.2). The spinal cord starts immediately below the brain
and extends to the lumbar region. At the base of the skull there is a wide
opening, foramen magnum, through which the spinal cord enters and exits the
skull. The peripheral and central nervous system is connected through the nerve
roots, which origins in the gray matter of the spinal cord. At the level of each
vertebra one pair of nerves exits the spinal cord and connects to diﬀerent parts
of the body.
Covering the brain and spinal cord there are three meningeal layers. The
outermost is the dura mater, the middle layer is called the arachnoid mater,
and innermost the pia mater is situated. The pia is adherent to the brain and
spinal cord (Figure 2.1). Between the arachnoid and the pia mater there is a
space called the sub-arachnoid space (SAS), which is ﬁlled with cerebrospinal
ﬂuid (CSF). CSF has similar properties as water [15] and does also occupy the
ventricular system of the brain.
The SAS is penetrated by the spinal nerve roots, blood vessels, dental liga-
ments, and the arachnoid trabeculae [61]. Dental ligaments consist of 21 pairs
of thin sheets that connect the pia to the arachnoid mater. The trabeculae
consists of a large number of ﬁlaments that form a cobweb like structure and
becomes a part of the pial membrane.
The SAS and the central canal is hydraulically connected through the in-
terstitial space and perivascular spaces. Perivascular spaces are ﬂuid ﬁlled gaps
surrounding blood vessels for a short distance as they enter the spinal cord tis-
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Figure 2.1: Schematic drawing of a segment of the spinal cord displaying the nerves
and meningeal layers. In between the arachnoid and pia mater the SAS is located.
Gray matter is given a darker shade than white matter. In the center of the grey
matter the central canal is indicated. Note that the pia folds into the anterior median
ﬁssure.
sue. Elliott [23] estimated that there are about 225 major perivascular spaces
along the length of the spinal cord.
CSF is produced in the ventricles by the choroid plexus. The choroid plexus
consists of capillaries covered with ephethelial cells through which ﬂuid is se-
creted. The tight junctions between the endothelial cells prevent the majority
of substances from leaving the blood and therefore CSF is a water like ﬂuid
where the composition is governed by active transport. Every day about 500
ml CSF is produced and the total volume of the CSF space is about 125 ml,
thus the CSF is totally replaced about 4 times each day [46]. This implies that
there is a bulk ﬂow from the production sites within the ventricles to the ab-
sorption site. Formerly, it was believed that CSF is absorbed exclusively by the
arachnoid granulations located in the dura just above the brain. More recently
alternative routes have been discovered along the spinal nerves and through the
SAS surrounding the cranial nerves entering the nose and eyes [46]. It is also
likely that CSF is absorbed by capillaries [31].
In addition to the bulk ﬂow from production to absorption sites there is
an oscillatory ﬂow related to the cardiac cycle. With every heartbeat between
0.3 and 1.0 ml CSF is displaced from the cranial SAS towards the spinal SAS
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[6, 33, 34]. This oscillatory CSF ﬂow is generated by temporal increase in the
blood volume in the CNS during the cardiac cycle. In systole when the heart
contracts, CSF leaves the cranial SAS and in diastole when the heart relaxes,
CSF returns to the cranium. There are two sources of the CSF pulsations. First,
the intracranial pressure generates pressure waves that travel down the spinal
canal. Second, there is a direct transfer of the oscillatory pressure in the spinal
arteries [42].
The spinal cord is supplied with blood mainly by the anterior spinal artery
and the right and left posterior spinal arteries running caudally along the spinal
cord. In addition, arteries enter the spinal canal through the same channels as
the nerve roots. Below the cervical spine these arteries provide the main blood
supply to the spinal canal.
Figure 2.2: Anatomy of the spine indicating the vertebraes. The cervical, thoracic,
lumbar, and sacral spine are indicated in red, purple, yellow, and green respectively.
(Illustration from www.wikipidia.org)
3 Magnetic Resonance Imaging (MRI)
MRI produces high quality medical images of the body and has revolutioned
diagnostics in medicine since it was introduced in clinical use in the 1980’s. For
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an introduction to the basics of MRI the reader is referred to Hashemi et al.
[37].
MRI takes advantage of the fact that our body mainly consists of fat and
water. Fat and water have an abundance of hydrogen atoms, which act as tiny
magnets. The MR scanner sets up a strong magnetic ﬁeld and a fraction of the
protons in the body align with this ﬁeld. Then radio frequency waves are applied
to excite the protons. After the radio frequency pulse is turned oﬀ, the atoms
eventually return to their initial state, i.e., they align with the magnetic ﬁeld set
up by the scanner, and a signal can be detected by a receiver coil. These signals
are decoded through Fourier transformations and turned into spatial images.
The contrast in the image can be weighted, dependent on which anatomical
structures or pathologies that are of interest. This is possible because the time
it takes from the application of a radiofrequency pulse to recovery of baseline
magnetization depends on the tissue type. This recovery time can be divided
into two separate processes, referred to as T1 and T2 relaxation. T1 relaxation
characterizes the rate at which the magnitude of the magnetization recovers
after the radio frequency pulse is applied, while T2 relaxation characterizes the
rate at which the transverse component of the magnetization decreases. As
mentioned the relaxation time depends on the tissue type. In a T1 weighted
MR image water has a low signal; solid tissue an intermediate signal; and fat
has a high signal intensity. In a T2 weighted image water has a high signal;
solid tissue has an intermediate signal and fat has a low signal intensity. In
other words, CSF appears dark on a T1 image and bright on a T2 image, while
white matter is brighter than grey matter on a T1 image due to its fatty myelin
sheets, in T2 images it is the opposite (see Figure 3.1).
There are numerous MRI modalities used in clinics and for research today.
Two of these techniques, to which we will refer later in this thesis, are phase
contrast MR (PC MR) and diﬀusion tensor imaging (DTI). PCMR detects the
magnetization’s phase shift of hydrogen atoms moving through magnetic ﬁeld
gradients with respect to static hydrogen atom. Based on the phase shift the
velocity can be computed [6]. Usually, in 2D imaging only a gradient perpendic-
ular to the chosen slice is encoded, but with three directions encoded the entire
velocity vector can be described (Figure 3.2).
In DTI the self diﬀusion of water within the tissue is measured. Diﬀusion
along a magnetic gradient decreases the signal, i.e, in regions with high diﬀusion
we get low signal intensity. For a heterogeneous and anisotropic medium, such
as white matter, the diﬀusion coeﬃcient takes the form of a full tensor and
must be estimated for every voxel. To obtain a full diﬀusion tensor image the
diﬀusion gradients are therefore applied in at least seven non-parallel directions
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(a) (b)
Figure 3.1: (a) T1 weighted image, where white matter appears white and ﬂuid ﬁlled
cavities black. (b) T2 weighted image, where white matter appears darker than grey
matter and ﬂuid ﬁlled cavities appears white.
(a) (b)
Figure 3.2: (a) DTI color map (from Wikipidia). (b) T2 weighted image of a Chiari
patient with corresponding ﬂow ﬁeld obtained with 4D PCMR (Courtesy of Bunck
et al. [16])
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[65]. This enables visualization of how the nerve ﬁbers in the white matter are
connected (Figure 3.2), and possible damages can eﬀectively be diagnosed.
4 Chiari I and Syringomyelia
4.1 Chiari I Malformation
Chiari malformations were ﬁrst described by the pathologist Hans Chiari in
the 19th century and were graded from 1 to 4 after their severity. In this
thesis we do only consider Chiari I, which is a condition were parts of the
cerebellar tonsils are displaced into the spinal canal. Figure 1.1 displays a
schematic representation and Figure 2.1 displays MR images of the cerebellum
and spinal cord in a healthy subject and a Chiari I patient. Displaced tonsils
compress the cerebellum, partially obstruct the SAS at the level of foramen
magnum and disturb the pulsatile CSF ﬂow. Today a Chiari malformation
can be diagnosed with MRI, as a consequence more patients are diagnosed and
what was previously thought of as a rare condition is today estimated to aﬀect
approximately 1 in 1000 [48].
Chiari patients may experience a wide range of symptoms. The most com-
mon symptom is severe headaches located at the back of the skull. The headache
usually occurs after coughing, sneezing, or straining. Other symptoms include
sleep apnea, hearing or visual disturbances, coordination disorders and muscle
weakness. Yet, many patients do not have any symptoms at all and there are
no direct correlation between symptoms in Chiari patients and extent to which
the cerebellar tonsils are displaced. In addition to pain medication, the most
common treatment for symptomatic Chiari I patients is surgery. The procedure
is called posterior fossa decompression, in which the surgeon removes part of
posterior fossa and the lamina (back of the vertebra) of C1 to give more space
to the cerebellum and restore the CSF ﬂow. Often the dura is opened and en-
larged to improve the result. How much of the skull that is removed depends
on the judgement of the surgeon. In most cases the surgery reduces symptoms
and stops the progression of pathologic changes, but it will not reverse damage
that already occurred.
When Hans Chiari ﬁrst discovered the Chiari I malformation in 1891 it was
described as a deformation of the cerebellar tonsils in hydrocephalus patients.
Later MRI revealed that most Chiari patients do not have hydrocephalus and
that it is not the cerebellum itself that is abnormal, but rather the skull. Marin-
Padilla and Marin-Padilla [56] measured the size of the posterior fossa in Chiari
9
(a) (b)
Figure 4.1: (a) MR image of the cerebellum and spinal cord in a healthy individual.
In all pictures white and grey regions indicate ﬂuid and tissue, respectively. (b) Patient
with both Chiari I malformation and syringomyelia. The Chiari malformation can
clearly be seen by noting how thight the SAS around C1 is. Syringomyelia is identiﬁed
as the white cavities of CSF within the grey spinal cord from C4 to T4. Notice that
the SAS is tight all the way from C1 to T4 in the Chiari patient.
patients and controls and found that Chiari patients have a smaller posterior
fossa. A more recent study found that 6 months after a decompression surgery
the cerebellar tonsils had close to normal shape [40].
4.2 Syringomyelia
Syringomyelia is a neurological condition characterized by ﬂuid ﬁlled cavities
(syrinxes) within the spinal cord tissue that may grow over time. Syringomyelia
often develops secondary to a Chiari malformation (Figure 1.1). In other cases
syrinxes develops after a trauma, after a hemorrhage, in association with a tu-
mor, or in patients with arachnoiditis (inﬂammation of the arachnoid mater)
[49]. Finally, in some cases the cause is unknown and these are categorized
as idiopathic. The syrinxes compress tissue, lead to ischemia and cause neu-
rological symptoms. Dependent on the location and size of the syrinx patients
experience a variety of symptoms including progressive muscle weakness, chronic
severe pain, headache, loss of bladder control and loss of ability to feel hot and
cold sensations. In Chiari patients, syrinxes usually form in the cervical spinal
cord, otherwise it forms in the vicinity of the damaged region of the spinal
10
cord. In this thesis the main focus is on the relation between Chiari I and
syringomyelia.
In Chiari patients the syrinx may resolve at least partially after decompres-
sion surgery. Additional treatments are enlargement of the dura mater and
drainage or shunting of the syrinx. Even though the treatments usually stop
further detoriation, regeneration of damaged nerve tissue is limited. Therefore
it is important to treat patients at an early stage.
5 Literature review
The poor prognosis for untreated syringomyelia has motivated many neurosur-
geons, neuroradiologies, engineers, and scientists to study the pathogenesis of
the disease. However, despite many proposed theories, the mechanism behind
syringomyelia remains unknown. Here we will not try to review all these theo-
ries, but rather give a brief introduction to some aspects. For complete reviews
of the literature we refer to Klekamp [47], Levine [49], Shaﬀer et al. [72] and
Elliott et al. [25].
5.1 Overview of theories
A common feature of more recent theories is that an abnormal pressure envi-
ronment results in syrinx formation. Existing theories presume either decreased
or increased CSF pressures.
Hyphotetically diminished CSF pressure results in distention and ﬂuid accu-
mulation in the cord. Both the theory by Gardner [29] and the one by Williams
[79] are based on transient reduction of the CSF pressure in the spinal SAS.
These theories require communication between the fourth ventricle and central
canal. Post mortem studies show that in almost all individuals, this passage is
occluded and therefore these theories have been rejected. However, more recent
theories [31, 32, 47, 49] assume that the CSF pressure is reduced, but they sug-
gest a diﬀerent origin of the ﬂuid ﬁlling the cyst. Transient reduction in CSF
pressures results in stress on the spinal cord and, according to these theories,
increased ﬂuid ﬂux from the intravascular to the extravascular space and/or
decreased absorption of interstitial ﬂuid. The accumulation of ﬂuid results in
the development of a syrinx.
Other theories assume increased pressure in the spinal ﬂuid. Increased pres-
sures in the subarachnoid space can arise from a piston action of the cerebellar
tonsils, or from coughing, or from the Valsalva maneuver. Hypothetically, ele-
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vated pressure in the SAS forces CSF into the spinal cord along the perivascular
spaces displacing the tissue in the spinal cord and, eventually, forming a syrinx
[7, 39, 66]. The pressure increase may have a short duration or may have a phase
shift with respect to the arterial pressure wave within the cord [14]. The theories
implicating elevated CSF pressures suggest mechanisms for the accumulation of
ﬂuid in the cord. However, these theories do not explain the elevated pressures
in the syrinx or expansion of the syrinx in face of larger pressures external to
it [32]. To explain this, a valve mechanism based on phase shifts between the
arterial and CSF pressure waves has been proposed [14].
In Chiari patients the syrinx is usually situated in the cervical region, but
away from the obstructed foramen magnum. To explain these distant syrinxes,
Williams [81] proposed the so called slosh eﬀect. Increased pulse pressure in
the SAS is transmitted to the ﬂuid in the syrinx generating waves in the walls.
The syrinx grows by compressing the upper part of the syrinx which leads to
a distension (displacement) of the lower part. This ’slosh’ theory has persisted
for more than 30 years after it was proposed.
5.2 Velocity measurements
Phase contrast MR is used to quantify CSF ﬂow and velocity. Typically, the ac-
quisition is done at the sagittal mid-line or transversely at the foramen magnum,
but recently also volume studies have been published [16, 17]. In healthy sub-
jects the ﬂow is found to be relatively non-uniform in the transverse plane and
found to increase from C1 to C4 due to decreased cross-sectional area [74]. In
Chiari patients the CSF ﬂow pattern is more complex, has higher local peak ve-
locities, ﬂow jets, and synchronous bidirectional ﬂow [5, 13, 26, 32, 45, 67, 68, 74].
Recent 4D PCMR studies by Bunck et al. [16, 17] also revealed vortex formation
in Chiari patients and peak velocities of 15.5± 11.3 cm/s compared to 4.7± 0.7
in controls. Other studies have observed phase diﬀerences between the arte-
rial and CSF systole [26] and a change in duration of systole in Chiari patients
compared to controls [5, 13, 67].
Flow measurements before and after decompression surgery contain conﬂict-
ing results. Some studies report increased peak velocities after surgery [5, 13],
while others report decreased peak velocities [21] and a normalization of the
averall ﬂow patterns [45].
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5.3 Pressure
Since ﬂuid motion is dependent on pressure gradients, velocity obtained from
PCMR can be used to obtain an estimate of the corresponding pressures [4].
However, more accurate pressure measurements are invasive and the pressure
is measured only at one or a few locations. Williams [79–82] did several ex-
periments measuring pressure in vivo and observed that during coughing and
Valsalva maneuver a transient pressure gradient from the head to the spinal cord
was present. Measurements show equal [39] or elevated syrinx [35, 63] pressures
relative to the SAS.
5.4 Tissue displacement and movement of the cord
The brain expands during systole and contracts during diastole, the same de-
formation pattern applies to the spinal cord tissue and is often measured as
compliance (C). Compliance is deﬁned as the ratio of volume (V ) change to
pressure (P ) change
C =
ΔV
ΔP
,
which means that in a system with high compliance an increase in the vol-
ume only causes a small change in pressure. Chiari patients often have lower
compliance than controls, but this may improve after a decompression surgery
[4, 39, 76].
Apart from deforming, the entire spinal cord and cerebellar tonsils moves
during the cardiac cycle. According to Cousins and Haughton [20] the motion
in the sagittal direction is about 1mm in both patients and healthy subjects.
However, much larger movement has been observed during surgery when the
dura is opened [39, 66].
Movement in the anterior/posterior direction and from left to right has also
been observed [27, 44, 62]. Hofmann et al. [44] found that in syringomyelia pa-
tients the cord moved to a larger extent than in other Chiari patients, potentially
causing higher levels of stress within the cord. Note that both displacement of
the tissue and movement of the spinal cord aﬀects the CSF velocities and vice
versa.
5.5 Interaction between CSF, interstitial ﬂuid and the
vasculature
Stoodley et al. [77] investigated the ﬂow of CSF in the spinal cord post-trauma
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in rats and sheep using tracer and showed that the tracer spread into the tissue,
which implies that there is a ﬂuid exchange between the SAS and spinal cord
tissue. From MR imaging it has been found that on T2 images the syrinx
appears larger than on a T1 weighted image. According to Fischbein et al.
[28], Akiyama et al. [3] and Goh et al. [30] this suggests increased amounts
of interstitial ﬂuid in these regions, or edema, because T1 images lacks the
discrete cavitations and low signal intensity of CSF that is typical of a syrinx.
Based on this observation the three aforementioned studies all suggested that
syringomyelia starts as an edema or a presyrinx, but they disagree on the origin
of the ﬂuid. Fischbein et al. [28] assume that CSF enters the spinal cord through
the perivascular spaces, while Akiyama et al. [3] and Goh et al. [30] argue that
interstitial ﬂuid accumulates in the tissue or in the central canal forming a cyst.
Decompression surgery is eﬃcient in patients with a pre-syrinx since a pre-syrinx
is reversible, which implies that treatment at an early stage is important.
The origin of the syrinx ﬂuid may also be explained by disturbance of aqua-
porins. Aquaporins are proteins that govern water channels in cell membranes,
which conduct water molecules selectively. The presence of aquaporins can in-
crease the permeability of the cell membrane by a factor 10 to 100 and the ﬂow
through the membrane is controlled by an osmotic gradient. There exist at
least 10-15 diﬀerent aquaporins and in the brain aqp-4 and aqp-9 are the most
prevalent. Aquaporins play a crucial role in controlling the water balance in
the central nervous system, but their role in syringomyelia is unclear. In recent
clinical studies on rats, in which syrinxes are induced experimentally, the aqp4
levels have been measured. One study showed that aqp4 most likely do not
play a role in syrinx formation [1], while two other studies suggest that it might
[41, 84].
5.6 Mechanical Models
All the aforementioned studies have provided invaluable information, but do
not provide a complete picture of the CSF pressures and velocities, nor the
tissue displacement. To get better insight to the mechanics of CSF ﬂow and the
spinal cord both physical, mathematical, and numerical models are required.
Over the last decades the numbers of papers on the topic have grown rapidly
and in the following we review existing studies on CSF mechanics. Here we
divide the studies into four categories; pressure wave models, ﬂuid structure
interaction (FSI) models, computational ﬂuid dynamics (CFD) models, and
models including interstitial ﬂuid ﬂow.
To study the pressure wave propagation in the CSF space co-axial tube
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models with analytical solutions have been developed [8, 18, 53], where the
outer tube represents the dura and the inner tube the spinal cord.
Lockey et al. [53] modeled the spinal cord as a rigid cylinder and the dura as a
thin walled tube. The dura was assumed to behave as an isotropic linear elastic
medium, where the radial displacement was dependent on the CSF pressure.
The CSF was assumed to be an inviscid incompressible ﬂuid such that the
CSF pressure was given by the wave equation and the velocity by the Euler
equation. The equations were solved using radial coordinates assuming long
wavelength. They investigated speed of the pressure waves in the CSF and the
associated longitudinal dura wave speed. Finally, they looked at attenuation
of the pressure wave in presence of an obstruction which was introduced by
increasing the diameter of the spinal cord. The dura wave speed decreased with
increasing blockage of the SAS and increased with increasing dura thickness.
While Lockey et al. [53] assumed a rigid spinal cord and an elastic dura,
Berkouk et al. [8] and Carpenter et al. [18] modeled the dura as a rigid tube
and the spinal cord as a thin elastic tube. Both the CSF and the spinal cord
were assumed to behave as an inviscid, incompressible ﬂuid seperated by a thin
elastic membrane (pia). The model was reduced to 1D by assuming that the
tube area is a function of a pressure diﬀerence across the tube wall. Thus, as a
pressure pulse travels along the co-axial tubes the pressure diﬀerence causes the
inner tube to bulge out and the front of the pressure wave to generate an elastic
jump. If there is a block in the outer tube they hypothesized that the pressure
wave would be reﬂected, which could lead to damaging pressure gradients across
the tube wall/pia and might cause syrinx formation. However, the wave length
and amplitudes found in reality makes this hypothesis unlikely Elliott [22].
Cirovic [19] included both an elastic spinal cord and elastic dura. The ge-
ometry consisted of an outer tube and an inner co-axial tube. The center of the
inner co-axial tube represents the central canal and the space between the outer
and inner tube represents the SAS, both ﬁlled with CSF which is assumed to be
inviscid. The outer tube representing the dura and the inner tube representing
the spinal cord have a ﬁnite thickness and are modeled as an isotropic linear
elastic medium. To be able to derive an analytical solution the problem was
reduced to a 1D dispersion equation and from this characteristic equation, four
diﬀerent wave modes where calculated. The lowest speed was assigned to the
dura and the highest speed to the spinal cord. The lowest speed was found to
be mainly responsible for generating CSF ﬂow. As the thickness of the spinal
cord decreased the lowest speed also decreased, suggesting that low pressure
wave speed is found in the presence of a cyst.
Bertram et al. [11] developed a 2D axisymmetrical ﬂuid-structure interaction
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(FSI) model where they studied the interaction between CSF ﬂow and pressure
distribution in the SAS and stress and deformation in the dura and spinal cord.
The CSF was modeled as a viscous incompressible ﬂuid governed by the Navier-
Stokes equation. The dura and spinal cord was modeled as an isotropic linear
elastic material. In particular they looked at the pressure wave traveling along
the spinal cord. The model was further developed to include viscoelasticity, to
investigate the eﬀect of a syrinx and obstruction of the SAS [9, 10, 12]. Under
certain circumstances,e.g., arachnoiditis, they found increased tensile stress, but
the magnitudes were too small to cause tearing of the tissue.
Martin et al. [57, 58] studied pressure in an in vitro model of the spinal
canal, estimated the wave speed, found a distinct pressure drop at the level of
an obstructed SAS, and found evidence for the slosh mechanism proposed by
Williams.
CFD models represents another type of models found in the literature. CFD
models assume both the dura and spinal cord to be rigid and simulate CSF
ﬂow and pressure by solving the Navier-Stokes equations in idealized [43, 50–
52, 55, 78] or patient speciﬁc geometries of the SAS [34, 60, 69, 70, 73, 83].
These models give a detailed picture of the ﬂow velocities and pressures under
both normal and pathologic conditions. Based on CFD studies it has become
clear that viscous and inertial forces are important in CSF ﬂow. Moreover,
ﬂow resistance [72] and impedance [60, 73] have been suggested as alternative
measures for the severity of a ﬂow obstruction.
All studies mentioned so far assumed the pia mater and/or the spinal cord
tissue to be impermeable, but as mentioned the SAS and central canal are
hydraulically connected [77].
Bilston et al. [14] studied ﬂow in the perivascular spaces using a co-axial
tube model. The outer tube representing the pia was assumed to be rigid, while
the inner tube representing the artery wall was assumed to conform to linear
elasticity. The annular tube was ﬁlled with viscid CSF and the ﬂow governed
by the Navier-Stokes equations. At one end of the geometry a pulsatile CSF
pressure was applied and along the artery wall a periodic traveling wave of
deformation was assigned, simulating the arterial pressure pulse. They found
that a phase-shift between the SAS pressure pulse and arterial deformation pulse
allow a net inﬂow to the spinal cord tissue through the perivascular spaces [14].
Martin et al. [59] developed a coupled model of the cardiovascular and CSF
system, in which they investigated the correlation of spinal cord blood ﬂow
and CSF pulsations along the spinal SAS. A 1D cardiovascular tree model was
coupled to a 1D tube model of the spinal canal, i.e., lumping the spinal cord and
SAS into one compartment. The coupling was done through a transfer function
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based on in vivo measurements of CSF and blood ﬂow. The results showed
that the phase shift between blood and CSF ﬂow varied along the spinal canal
depending on compliance and vascular anatomy. They also estimated ﬂow in
perivascular spaces, which increased with decreased compliance especially in the
lumbar region with the highest ﬂow rate.
Another approach was taken by Elliott et al. [24], who developed at lumped
parameter model representing the spinal cord, SAS, venous bed and arterial
pressure. CSF and blood are mechanically coupled through elasticity of the
tissue and vasculature. The venous bed acts as a volume storage space and
the vascular pressure as an excitation source. The diﬀerent compartments are
coupled through ﬂow conductance and wall compliance and the model concept
based on conservation of mass. Compartment models are zero dimensional so
we arrive at a system of ordinary diﬀerential equations given on the form:
C
∂p(t)
∂t
+ Zp(t) = s(t) (5.1)
where the components of p are the CSF compartment pressures and C and Z
are coeﬃcient matrices, C represents the ﬂow conductance and Z wall com-
pliance assigned to the boundary between the respective compartments. The
conductance between the spinal cord and SAS compartments (the pia mater) is
varied periodically with a phase lag with respect to the arterial pressure. The
results supports Bilston’s theory, but only if the venous system have an intrinsic
storage capacity.
The same author [23] followed up with a 1D analytical model including the
longitudinal wave as well as the ﬂux through the pia and spinal cord tissue.
This is achieved by coupling a co-axial tube model, as already described, with
Darcy’s law and deriving a damped wave equation. They found that the ﬂux
across the pia damped the wave by alleviating hoop stress in the pia. The ﬂux
across the pia increased for dilated perivascular spaces, ﬂow obstructions and/or
thicker pia mater.
To our knowledge only two studies of syringomyelia using porous media or
poroelastic theory have appeared in the literature. Elliott [22] simulated wave
propagation in a 1D inﬁnite poroelastic medium. He calculated non-dimensional
wave speed and attenuation coeﬃcients for the shear and dilatational wave.
Note that in a poroelastic medium there are two dilational waves: one fast and
one slow. He concluded that physiologic wave frequencies were too low to have
an impact on soft tissue. However, Elliott also noted that a 3D poroelastic
model is required to simulate syrinx formation, since a solid spinal cord cannot
accumulate ﬂuid.
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The second study [36] was a 2D model based on porous media theory with
and without a syrinx that evaluated stress in the center of the axisymmetrical
spinal cord geometry as a function of time. At the wall of the geometry they
applied a constant pressure pulse lasting 4 seconds and then returning to zero.
In summary, all the models mentioned above are simpliﬁed and highlight
various aspects of the complex dynamics in the CNS. That is, all the inves-
tigations have their strengths and weaknesses. Assuming both the dura and
spinal cord to be rigid we cannot study the eﬀects of abnormal pressures on the
spinal cord or wave propagation. To our knowledge, all the models studying
CSF wave propagation have been one or two dimensional. The co-axial models
assume an inviscid CSF and both the co-axial tube (apart from [23]) and FSI
models assume a solid spinal cord and can thus not accumulate ﬂuid to form
a syrinx. In the lumped compartment model we lose spatial information and
the perivascular model only investigates one perivascular space and needs to be
upscaled.
Mechanical models assume that syringomyelia can be explained by mechan-
ical factors. Mechanics are likely to be part of the answer, but none of the
existing studies can explain syrinx formation. The answer might be found if we
combine mechanical with biological processes.
6 Mathematical and numerical modeling
Throughout this thesis we will look at mechanical factors relating Chiari I mal-
formations to syringomyelia and measures that can help clinicians distinguish
patients that will beneﬁt from treatment from those that will not. Pulsatile
ﬂow in the CNS is clearly a ﬂuid-structure interaction (FSI) problem. CSF ﬂow
is driven by expansion of the arteries in the brain and there is a continuous
exchange of ﬂuid between the vasculature and the tissue and between the tissue
and the SAS. In this work we have chosen to model the CSF ﬂow in the SAS
assuming rigid impermeable walls, while the spinal cord is modelled separately
and treated as poroelastic medium. Moreover, we have not considered the vas-
culature explicitly. By not including FSI and vasculature we simplify the system
to a great extent, resulting in tractable models where the mechanisms of interest
can be studied in detail.
In the following we will introduce the equations considered in this thesis.
First, we introduce and derive the poroelastic equations used and give the weak
form. Second, we introduce the Navier-Stokes equations and describe the split-
ting scheme used in this thesis to solve the equations. For CSF ﬂow the choice
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of model is clear therefore the focus is on the solution scheme. In poroelastic
modeling the choice of model is dependent on the process of interest and needs
justiﬁcation.
All simulations (apart from in Paper I) were performed using FEniCS [54],
a ﬁnite element framework for solving partial diﬀerential equations in an auto-
matic manner.
6.1 Poro-elastic modeling of the spinal cord
Based on mechanical testing, the spinal cord has been found to be a soft, non-
linearly viscoelastic material. The choice of mechanical model is dependent on
the process of interest. Syrinx formation is a slow process involving displace-
ment of interstitial ﬂuid. Therefore, we use a porous media approach, where the
neurons, glial cells and vasculature make up the solid phase saturated by inter-
stitial ﬂuid. The interstitial space is highly tortuous and the pore sizes are of
nanoscale. Nevertheless, it makes up 20% of the total volume of the spinal cord,
in comparison to the vasculature which only occupies 3% [64]. Thus, the spinal
cord can be treated as a porous medium with a porosity of 0.2. Figure 6.1 shows
a schematic representation of the porous medium approach. As mentioned, the
elastic properties of the spinal cord are non-linear, but for small displacements
the assumption of linear elasticity is plausible.
Figure 6.1: Representation of the spinal cord tissue as a porous medium. To the
left a schematic drawing of the spinal cord tissue is displayed consisting of cells and
capillaries separated by interstitial ﬂuid. The ﬁgure to the right displays how the
tissue is represented as a porous medium, where the cells and vasculature makes up
the solid phase and the interstitial ﬂuid the ﬂuid phase.
In the following we will derive the poroelastic equations from ﬁrst principles
based on Hassanizadeh and Gray [38] and Schanz and Diebels [71].
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6.1.1 Momentum balance
To set up a balance of forces in a porous medium, both the ﬂuid and the solid
phase have to be considered. To distinguish between the ﬂuid and solid compo-
nents the subscript f and s are used respectively. For the ﬂuid phase we have
the momentum balance equation
∫
V
φρf
Dvf
Dt
dV =
∫
V
φρfgdV +
∫
S
n · (φTf )dS +
∫
V
FfsdV (6.1)
and for the solid phase∫
V
(1−φ)ρsDvs
Dt
dV =
∫
V
(1−φ)ρsgdV −
∫
S
n·((1− φ)Ts) dS+
∫
V
FsfdV. (6.2)
with v as velocities, ρ partial densities, φ porosity, and T the stress tensors. The
operator DDt denotes the material time derivative following either a ﬂuid or solid
particle (depending on the equation). The gravity force is given by g term, but
will be neglected in the following. The friction force between the ﬂuid and solid
phase are represented by Fsf and Ffs and according to Newton’s 3rd law these
forces cancel each other out. The porosity φ enters the integrals since we are to
integrate over the ﬂuid or the solid, and the ﬂuid occupies a fraction φ of the
volume or surface, while the solid occupies the remaining fraction 1− φ. From
the integral balance equations above we apply Gauss’ theorem to the surface
integrals and derive the corresponding partial diﬀerential equations
φρf
Dvf
Dt
= φρfg +∇ · (φTf ) + Ffs (6.3)
(1− φ)ρsDvs
Dt
= (1− φ)ρsg −∇ · ((1− φ)Ts) + Fsf (6.4)
Adding equations (6.4) and (6.3), neglecting acceleration of the ﬂuid and
gravity forces result in the momentum balance for the ﬂuid-solid mixture
(1− φ)ρsDvs
Dt
= −∇ · ((1− φ)Ts + φTf ) . (6.5)
For the ﬂuid phase the stress tensor is governed by the hydrostatic pressure and
reduces to Tf = −pI. That is, the extra stress σEf due to viscous forces are
negligible in the divergence term, but the friction between the ﬂuid and solid
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because of viscous eﬀects is substantial. However, this eﬀect must be averaged
and is modeled by the exchange terms Fsf and Ffs. For the solid phase we
need to take the internal stresses σEs into account and set Ts = σE − pI. Now
the total stress tensor is given by
TT = (1− φ)Ts + φTf = (1− φ)(σEs − pI)− φpI ≈ σ − pI. (6.6)
For linear elasticity the displacement vector u can be related to the strain
tensor
 =
1
2
(∇u+∇Tu). (6.7)
Assuming an isotropic, linear elastic medium, it can be shown that the following
linear stress-strain relation holds:
σ = 2μ+ λ(tr)I (6.8)
where μ and λ represent Lame´ parameters.
For small deformations,
Dvs
Dt
≈ ∂
2u
∂2t
.
Substituting (6.8) and (6.7) into (6.5) and rearranging yields
(1− φ)ρs ∂
2u
∂2t
= ∇ · (μ(∇u+∇Tu) + λ(∇ · u)I)−∇p. (6.9)
It is common to neglect the acceleration term on the left-hand side when we do
not want to include fast sound waves in the model. From now on we therefore
omit this term.
The Lame´ parameters are used to characterize the elasticity of a medium
and are related to the Poisson ratio ν and Young’s modulus E as follows:
λ =
Eν
(1 + ν)(1− 2ν) , μ =
E
2(1 + ν)
(6.10)
High values of μ and λ implies a stiﬀ material.
6.1.2 Volume balance
Assuming the density of the solid and the ﬂuid phase to be constant, the mass
balance can be transformed to a volume balance: For the solid phase we have
∂(1− φ)
∂t
+∇ · ((1− φ) · vs) = 0 (6.11)
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and for the ﬂuid phase we have
∂φ
∂t
+∇ · (φvf )± ΩF (x, t) = 0, (6.12)
where ΩF is a sink/source term for the ﬂuid phase. Adding (6.11) and (6.12)
yields
∇ · (φvf + (1− φ)vs)± ΩF (x, t) = 0. (6.13)
In the case of inﬁnitesimal deformation,
vs =
∂u
∂t
. (6.14)
The ﬂuid velocity vf can be derived from the momentum balance of the ﬂuid
(6.4), and again by neglecting acceleration of the ﬂuid we obtain
−∇ · (φpI) + Ffs = 0. (6.15)
As mentioned, Fsf represents the friction forces between the solid and ﬂuid
phases, which is modeled by the linear relation
Fsf = p∇φ−R(vf − vs), (6.16)
whereR is a second order tensor arising from the linearization of Fsf . Replacing
Fsf in Equation (6.15) yields
−∇ · (φpI) + p∇φ−R(vf − vs) = 0 (6.17)
vf = −φR−1∇p+ vs. (6.18)
Finally, R can be related to the conductivity of the porous medium [38]
R−1 :=
K
μw
. (6.19)
Substituting (6.14) and (6.18) in (6.13) and rearranging yields the ﬁnal form
of the ﬂuid-solid mixture volume balance
∇ ·
(
∂u
∂t
− K
μw
∇p
)
= ΩF (x, t). (6.20)
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6.1.3 Weak Formulation
We start by restating the equations in its strong form; for a domain Ω ⊂ Rd
ﬁnd u and p satisfying
∇ ·
(
∂u
∂t
− K
μw
∇p
)
= ΩF (x, t) in Ω (6.21)
∇ (·μ∇u) +∇ ((λ+ μ)∇ · u)−∇p = 0 in Ω. (6.22)
In (6.22) we used the following relation:
∇ · ∇Tu = ∇ · (∇ · u)I = ∇(∇ · u). (6.23)
We introduce a mixed variational formulation where the pressure and dis-
placement are approximated simultaneously. First, we multiply (6.21) and
(6.22) by test functions q and w and integrate the divergence terms by parts.
This gives us the variational problem: ﬁnd u ∈ W and p ∈ Q such that∫
Ω
[
∇ ·
(
∂u
∂t
)
q +
K
μw
∇p · ∇q
]
dx =
∫
Ω
ΩF (x, t)qdx+
∫
ΓN
fnqds (6.24)
∫
Ω
[−μ∇u : ∇w − (λ+ μ) (∇ · u)(∇ ·w) + (∇ ·w)p] dx =
∫
ΓN
Tn ·wds
(6.25)
holds for all w ∈ W and q ∈ Q. Here, Tn represents the normal stress and fn
the normal ﬂux along the Neuman boundary, ΓN , of the domain Ω.
In the current study we use continuous piecewise linear elements for both
pressure and displacement, which saves computational time but are known to
cause unphysical pressure oscillations in regions with high pressure gradients.
To avoid such pressure oscillations we add the following stabilization term to
(6.24) from [2]:
β
∫
Ω
∇
(
∂p
∂t
)
· ∇q dx, (6.26)
where β = h
2
4(λ+2μ) . To discretize in time, we employ a backward Euler dis-
cretization, and after adding the perturbation term, the variational form be-
comes: ﬁnd u ∈ W and p ∈ Q such that
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∫
Ω
[
(∇ · u)q +Δt K
μw
∇p · ∇q +∇p · ∇ q
]
dx
=
∫
Ω
[
ΔtΩF (x, t)q + (∇ · uk−1)q +∇ pk−1 · ∇q
]
dx+
∫
ΓN
fnds (6.27)
∫
Ω
[−μ∇u : ∇w − (λ+ μ) (∇ · u)(∇ ·w) + (∇ ·w)p] dx =
∫
ΓN
Tn ·wds
(6.28)
holds for all u ∈ W and p ∈ Q.The superscript k − 1 labels quantities at the
previous time step.
6.2 Modeling CSF ﬂow in the SAS
The SAS is, as mentioned, penetrated by spinal nerves, dental ligaments and
the trabeculae. The boundaries of the SAS represents the dura mater and the
pia mater lining the spinal cord. Both the spinal cord and the dura mater are
elastic and the spinal cord is permeable. In this work we neglected ﬁne structures
and assumed rigid walls. Under these assumptions, the ﬂuid dynamics can be
described by the Navier-Stokes equations. These models are often referred to
as computational ﬂuid dynamics (CFD).
6.2.1 Navier-Stokes Equations
To simulate pulsatile CSF ﬂow through the spinal SAS, we applied the Navier-
Stokes equations for an incompressible Newtonian ﬂuid
∂u
∂t
+ u · ∇u−∇ · σ(u, p) = g, in Ω, (6.29)
∇ · u = 0, in Ω. (6.30)
Here, σ is the Cauchy stress tensor, which is dependent on the strain tensor 
and for a Newtonian ﬂuid σ is given by
σ(u, p) = 2ν(u)− pI, (6.31)
(u) =
1
2
(∇u+∇Tu) . (6.32)
The primary variables u and p describe the unknown CSF velocity and pressure,
respectively, ν = μρ is the kinematic viscosity, which is dependent on the ﬂuid
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density ρ and the dynamic viscosity μ, and g denotes the gravity. CSF is, as
mentioned, a water-like ﬂuid and behaves as a Newtonian ﬂuid with ρ and μ
similar to water at body temperature [15]. The gravity term in equation 6.29
can be neglected under the assumption that g is balanced by the hydrostatic
pressure. To calculate the correct physical pressure, static pressure resulting
from body forces has to be added to the dynamic pressure calculated.
6.2.2 Incremental Pressure Correction Scheme (IPCS)
To solve the Navier–Stokes equation we applied a semi–implicit incremental
pressure correction scheme (IPCS). The ﬁrst step in this scheme is to com-
pute a tentative velocity, u∗, using the pressure from the previous time step in
equation (6.29):
u∗ − un−1
Δt
+
(
3
2u
n−1 − 12un−2
) · ∇u∗ −∇ · σ (un− 12 , pn−1) = g, in Ω.
(6.33)
Note that a backward Euler time discretization was used, apart from in the
advection term where we used the velocity from the previous time steps, un−1
and un−2 , which resulted in a semi-implicit scheme in time. The weighting in
the advection term should make the scheme more stable [75].
In the next step the velocity is projected into the space of divergence free
vector ﬁelds. Hence, the continuity equation must be satisﬁed. This projection
results in an equation similar to Darcy’s law:
un − u∗
Δt
+∇ (pn − pn−1) = 0 (6.34)
∇ · un = 0 (6.35)
To solve these equations we need the corrected pressure, pn, which can be ob-
tained by taking the divergence of (6.34) and using relation (6.35):
∇2pn = ∇2pn−1 + ∇ · u
∗
Δt
(6.36)
Finally, un can be found by rearranging (6.34),
un = u∗ −Δt∇ (pn − pn−1) (6.37)
Thus, ﬁrst the problem is discretized in time and an operator splitting is
performed. Then, each of the equations (6.33) to (6.37) need to be written in
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the weak form and discretized in space by the ﬁnite element method. We start
with writing Equation (6.33) on weak form: ﬁnd u∗ ∈ V such that
∫
Ω
(
u∗ − un−1
Δt
v + un−1 · ∇u∗ v + σ(un− 12 , pn−1)
)
dx
+
∫
∂Ω
(
pn−1nv − νn ·
(
∇un− 12
)T)
ds =
∫
Ω
g v dx. (6.38)
Then we do the same for Equation (6.37): ﬁnd pn ∈ Q such that∫
Ω
∇pn · ∇q dx =
∫
Ω
(
∇pn−1 · ∇q − 1
Δt
(∇ · u∗) q
)
dx. (6.39)
Finally, we compute the velocity at the new time step: ﬁnd un ∈ V such that∫
Ω
un v dx =
∫
Ω
(
u∗ v −Δt (∇pn −∇pn−1) v) dx. (6.40)
This set of equations is implemented in the FEniCS [54] application cbc.flow.
To speed up the computations we used ﬁrst order elements for both pressure
and velocity.
The Poisson equation resulting from the projection scheme requires an addi-
tional boundary condition for the pressure. In this study we used homogenous
Neumann boundary condition for the pressure on all boundaries. For the ve-
locity Dirichlet conditions are employed. At the inﬂow and outﬂow boundaries
time dependendent velocity conditions are enforced, while along the rigid walls
a no-slip boundary condition is used.
7 Computationally Expensive Simulations
Subject-speciﬁc models have complex geometries, which result in computational
meshes consisting of several millions cells. In Paper IV the meshes used had
between 1 and 3 million cells and the poroelastic equations were solved for
about 700 time steps. The meshes in Paper V had between 8 and 18 million
cells and in this study we solved the Navier-Stokes equations for about 20 000
time steps. To solve the Navier-Stokes equations or poro-elastic equations is
computationally expensive and requires parallelization for such large meshes.
This would not have been possible without having access to a powerful computer
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cluster. For Paper IV and V we used approximately 300 000 CPU hours on Abel,
the computer cluster at the University of Oslo.
After running the simulation you face the challenge of a large data set and
postprocessing requires a lot of memory and becomes a signiﬁcant part of the
work1.
To speed up the simulations and limit the size of the output there is clearly a
need for improved numerical methods, faster algorithms, and eﬃcient strategies
for saving only relevant output.
8 Limitations and Future Work
As mentioned, we have modeled the spinal cord and SAS separately and thereby
neglected FSI eﬀects. In Paper IV, considering wave propagation through a
poroelastic model of the spinal cord, we estimated the CSF pressure wave ve-
locity and prescribed it in the boundary condition applied to the pia mater.
In Paper III and V, where we simulated pulsatile CSF ﬂow, we assumed rigid
walls and thereby eliminated a dampening eﬀect on pressure gradients, neglected
pressure waves and ignored volume changes or compliance. In the future, CSF
ﬂow in the SAS should be coupled to the poroelastic model in the SAS.
In Paper III and V we also assumed laminar ﬂow and neglected ﬁne anatomi-
cal structures that may explain discrepancies between CFD studies and PCMR.
Fine structures should be included in future studies and the assumption of lam-
inar ﬂow needs to be tested, especially, in the case of severe obstructions in the
SAS.
For the poro-elastic model most of the material parameters cannot be spec-
iﬁed exactly, because the parameters are usually obtained experimentally from
animal cadavers. Moreover, the assumption of linear elasticity might be too
simplistic and viscoelastic eﬀects should be investigated.
Finally, the subject-speciﬁc modeling in this thesis is dependent on MRI
data and pressure measurements, which has two major challenges. First, there
are uncertainties in the measurements. Anatomical MR data has limited spatial
resolution, which inﬂuences the accuracy of geometric models. PCMR has in
addition limited temporal resolution and for the low velocities found in CSF,
the signal to noise ratio is low. Since we use PCMR data as boundary conditons
1We tried using an alternative cluster, but since the server was situated in the US the
transfer speed was low and it took days or even weeks to download the simulation results.
In the end they sent me an external hard disk with approximately 1 TB of data by ordinary
mail.
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uncertainties in the PCMR data lead to uncertainties in the simulation results.
Pressure measurements are, as mentioned, only obtained at one or a few lo-
cations and the accuracy is dependent on calibration of the sensors. Second,
we need access to large data bases of multimodal data, preferably consisting of
anatomical MR images, PCMR data from several planes through the SAS, and
pressure measurements.
Optimally, the results in Paper V, where we used velocity boundary con-
ditions based on PCMR data, should be compared with results using subject
speciﬁc pressure boundary conditions. However, this was not possible since we
did not have MRI data and pressure measurements from the same patients. A
main goal for future studies is to obtain high quality multimodal data that can
be used to validate the computational models.
9 Summary of papers
The papers are listed in chronological order, which reﬂects the path towards 3D
subject-speciﬁc models of CSF ﬂow in the SAS (Paper V) and wave propagation
in the spinal cord (Paper IV). Paper I laid the foundation for us to treat the
spinal cord tissue as a porous medium in Paper II. However, Paper II considers
the eﬀect of a static pressure gradient, which is unrealistic given that pressure
gradients in the CSF are related to the cardiac cycle or extreme events such
as coughing or the Valsalva maneuver. In Paper IV we, therefore, simulated
pressure wave propagation through the spinal cord using pressure measurements
of the cardiac cycle. In Paper III we used idealized geometries representing the
SAS and simulated CSF ﬂow varying as sine function in time. In Paper V
we simulated CSF ﬂow under more realistic conditions using subject speciﬁc
anatomy and ﬂow conditions.
9.1 Paper I
Convection-Enhanced drug Delivery (CED) is a technique where a therapeu-
tic agent is infused under positive pressure directly into the brain tissue. For
predicting the ﬁnal concentration distribution and optimizing infusion rate and
catheter placement, numerical models can be of great help. However, despite
advances in modeling this process, often the infused agent does not reach the
targeted region prescribed in the modeling phase. In this study, patient-speciﬁc
brain structure and parameters, obtained from Diﬀusion Tensor Imaging (DTI),
were implemented in a numerical model which described the ﬂow and trans-
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port in an elastic deformable matrix. To our knowledge this is the ﬁrst time
that information from DTI is used in a numerical model which includes both
transport of a therapeutic agent and tissue deformation. Our results showed
that preferential ﬂow occurs in the direction of the white matter ﬁber tracts.
The current model assumes linear deformation, corresponding to small porosity
changes. But, because large porosity changes occur that may adversely aﬀect
drug transport, non-linear deformations should be included in the future.
9.2 Paper II
The purpose of this study was to analyze the role of CSF pressure in the patho-
genesis of syringomyelia, with computational models. The spinal cord was mod-
eled as a cylindrical poro-elastic structure with homogenous and isotropic per-
meability. The permeability was then made heterogeneous and anisotropic to
represent the diﬀerent properties of the central canal, gray and white matter.
Fluid with a deﬁned pressure was prescribed in the SAS. Simulations were per-
formed to quantify deformations and ﬂuid movement within the cord.
Pressure gradients in the SAS produce movement of ﬂuid in the spinal cord.
Assuming diﬀerent relative permeability in gray matter, white matter and the
central spinal canal, abnormal CSF gradients lead to accumulation of ﬂuid
within and adjacent to the spinal cord central canal.
9.3 Paper III
Obstruction of CSF ﬂow, according to some theories, produces a pressure drop in
the subarachnoid space in accordance with the Bernoulli theorem, that explains
the development of syringomyelia below the obstruction. However, Bernoulli’s
principle applies to inviscid stationary ﬂow unlike CSF ﬂow. Therefore, we
perform a series of computational experiments to investigate the relationship
between pressure drop, ﬂow velocities, and obstructions under physiologic con-
ditions.
We created geometric models with dimensions approximating the spinal sub-
arachnoid space with varying degrees of obstruction. Pressures and velocities for
constant and oscillatory ﬂow of a viscid ﬂuid were calculated with the Navier-
Stokes equations.
The results demonstrated that inertia and viscosity which are not factored
into the Bernoulli equation aﬀect CSF ﬂow. Obstruction of CSF ﬂow in the
cervical spinal canal increases pressure gradients and velocities and decreases
the phase lag between pressure and velocity.
29
9.4 Paper IV
In this paper we modeled the spinal cord tissue as a poro-elastic medium and
simulated the propagation of pressure waves through an anatomically realistic
3D geometry, with boundary conditions based on in vivo CSF pressure mea-
surements.
The results showed that an open segment of the central canal and a stiﬀ and
thick pia mater, both typical for arachnoiditis patients, increase the radial pres-
sure gradients and enhance interstitial ﬂuid ﬂow in the central canal. Together
with an obstruction of the CSF space these factors may theoretically lead to
syrinx formation.
9.5 Paper V
In the last paper included in this study, we used computational ﬂuid dynamics
(CFD) to simulate CSF ﬂow and pressure in the cervical SAS, cranial SAS,
and 4th ventricle in two Chiari patients and one control under subject-speciﬁc
anatomy and ﬂow conditions.
By incorporating a larger portion of subject-speciﬁc anatomy, the study
aimed at bridging the gap formely seen between CFD models and 4D PCMR
measurements. This study reproduced ﬂow jets and vortices seen in 4D PCMR.
However, our simulations did not explain preferential CSF ﬂow in the posterior
cervical SAS.
The obstruction at the level of FM caused a phase shift of the pressure rel-
ative to the velocity in one patient. Peak systolic velocities and ﬂow resistance
distinguished the Chiari patients from the patient with normal ﬂow conditions,
while peak pressure drop distinguished the patient with the most severe ob-
struction from the patient with a moderate obstruction. A conclusion is that
resistance and peak velocities are useful measures to identify an obstruction
caused by the cerebellar tonsil herniation, while increased pressure drops across
FM indicate the severity of the obstruction.
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Abstract
Convection-Enhanced drug Delivery (CED) is a technique where a
therapeutic agent is infused under positive pressure directly into the brain
tissue. For predicting the ﬁnal concentration distribution and optimizing
infusion rate and catheter placement, numerical models can be of great
help. However, despite advances in modeling this process, often the in-
fused agent does not reach the targeted region prescribed in the modeling
phase. In this study, patient-speciﬁc brain structure and parameters, ob-
tained from Diﬀusion Tensor Imaging (DTI), are implemented in a numer-
ical model which describes the ﬂow and transport in an elastic deformable
matrix. To our knowledge this is the ﬁrst time that information from DTI
is used in a numerical model which includes both transport of a therapeu-
tic agent and tissue deformation. Fractional anisotropy (FA) is used to
distinguish between grey and white matter and tortuosity to diﬀerentiate
between inside and outside the brain tissue. One voxel in the DT-image
is represented by one element of the numerical grid. The DT-images were
in addition used to determine the orientation of the white matter ﬁber
tracts and calibrate permeability and diﬀusion coeﬃcients found in the
literature. Values chosen for the porosity and Lame´ parameters are also
based on those found in the literature. Given realistic literature values,
the calibration of the permeability and diﬀusion tensors are shown to be
successful. Our result show that preferential ﬂow occur in direction of
the white matter ﬁber tracts. The current model assumes linear deforma-
tion, corresponding to small porosity changes. But, because large porosity
changes occur that may adversely aﬀect drug transport, non-linear defor-
mations should be included in the future.
1
1 Introduction
1.1 Motivation
Parkinson, Alzheimer, epilepsy and malignant brain tumors are all diseases af-
fecting the Central Nervous System (CNS). In most cases, these diseases have
severe consequences for the patients and the need for eﬀective treatment is ur-
gent. Although there often exist agents capable of curing these diseases, most
therapeutic agents have proven ineﬃcient when given orally or intravascularly.
This is mainly because of two diﬀerent eﬀects. First, when one injects a thera-
peutic agent intravascularly it gets diluted. Thus, one needs a high dose to get
the required concentration in the targeted region. But, the dose is limited by
the drug concentration that the body as a whole can stand without severe conse-
quences. Second, the blood-brain barrier (BBB) prevents many macromolecules
from entering the interstitial space, which means that the drugs never reach the
targeted region [20].
Thus, after ﬁnding an eﬀective therapeutic agent, the challenge is to get
the agent in the right concentration to the targeted region. To overcome the
problems associated with the BBB and systemic toxicity, therapeutic agents can
be introduced directly into the brain tissue. This can be done by continuously
infusing the agent into the brain tissue via catheters, such that a pressure gradi-
ent arises. This technique is called Convection-Enhanced drug Delivery (CED)
since the spreading is dependent on the infusion pressure and not diﬀusion only
[36]. The pressure gradient induces ﬂow and results in a higher concentration of
the drug farther away than in the case of only diﬀusion-driven delivery [36, 43]
CED is still on an experimental level and many questions are left open. In
particular, it is diﬃcult to predict spatial distribution and local concentration
variations [20, 43]. One reason is that the distribution of the agent is heav-
ily dependent on factors such as heterogeneities in the brain tissue and local
diﬀerences in interstitial pressure due to edema.
Several models describing CED have already been developed and can be di-
vided into two main categories, based on whether the CNS is described as a
rigid or an elastic porous medium.
Rigid Models: CED was ﬁrst proposed in the beginning of the 1990’s and
one of the ﬁrst mathematical models was developed by Morrison et al. [36].
This model describes the transport of macromolecules, assuming isotropic and
homogeneous brain tissue for the case of high-ﬂow and low-ﬂow infusion. In the
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latter case, they only considered diﬀusion. The model was based on a model
by Baxter and Jain [6] applied for low-ﬂow infusion. Both of these models
were based on analytical solutions. Later, numerical solutions were obtained for
more realistic cases. For example, Raghavan et al. [43], Linninger et al. [33],
and Linninger et al. [32] all modeled CED into a human brain, while Kim et al.
[28], Sarntinoranont et al. [44, 45] and Kim et al. [29] modeled CED into the
spinal cord and corpus callosum of a rat. These models all used a rigid geometry
based on MR-images and both anisotropy and heterogeneities were taken into
account.
Elastic Models: The assumption of rigidity is actually not applicable to brain
tissue. So, some models use the poro-elastic theory developed by Biot [8] to
describe ﬂuid transport in the interstitial space. Several models treating the
brain as an elastic porous medium can be found in the literature. Basser [2],
Netti et al. [38], Chen et al. [12] and Smith and Humphrey [48] all used a poro-
elastic consolidation model and derived analytical solutions for the pressure ﬁeld
and velocity distribution during infusion into the center of a spherical tumor.
Netti et al. [37], Kalyanasundaram et al. [26], Gillies et al. [19] and Chen and
Sarntinoranont [11] used a similar poro-elastic consolidation model, but instead
of deriving analytical solutions, the equations were solved numerically.
The mechanical properties of the brain and spinal cord are known to be non-
linear and strain-rate dependent [13, 35]. To account for this, Smith and Garcia
[49] and Smith and Garcia [47] recently developed a hyperelastic model. They
considered two diﬀerent cases: a constant pressure infusion [18] and a constant
infusion rate [49]. Later, they included transport of a dissolved therapeutic
agent in the model [47]. This hyperelastic model assumes a homogeneous and
isotropic spherical geometry. Hyperelastic and viscoelastic models with realistic
geometries have been developed to study e.g. the pathogenesis of hydrocephalus
[16, 50], but to our knowledge none of these models describe mass transport or
include heterogeneities and anisotropy of the brain tissue.
In order to ﬁnd a compromise between describing the complex structure of
the brain tissue and taking into account the relevant physical processes, this
study shows a workﬂow from MRI measurements to a computational model
with realistic parameters.
1.2 Outline
The aim of this study is to combine patient-speciﬁc parameters and brain struc-
ture with a poro-elastic model. Information about the structures of the tissue is
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obtained from DTI and the eﬀect of heterogeneities and anisotropy on the ﬁnal
concentration distribution. To our knowledge this is the ﬁrst numerical model
using information from DTI which includes both transport of a therapeutic
agent and tissue deformation.
In Sec. 3 CED-induced ﬂow and transport processes are described. Then,
the mathematical model is presented. In Sec. 4, the determination of eﬀective
model parameters on the basis of a MRI-data set is described. Parameters that
cannot be obtained from MRI are taken from the literature. Next simulations
are done for the isotropic and homogeneous case and a comparison between rigid
and poro-elastic models is conducted. Finally, the patient-speciﬁc parameters
and brain structure are implemented and the eﬀect of the location of the infusion
is investigated. The paper is closed with a summary and a conclusion.
2 The Brain Tissue
Together with the spinal cord, the brain makes up the central nervous system
(CNS). Although this is an extremely complicated system, the tissue mainly
consists of two cell types; neurons and glial cells.
One can distinguish two diﬀerent types of brain tissues, namely, white matter
and grey matter. Grey matter has a high density of tightly packed neuron cell
bodies, whereas white matter mainly consists of long axons that form ﬁber
tracts. The outer part of the brain tissue consists of grey matter, while the
inner parts mainly consist of white matter. Furthermore, the brain is covered
by meningeal layers, which separates the brain tissue from the Cerebrospinal
Fluid (CSF). CSF ﬁlls up both the empty space between the brain and the
skull, and the cavities within the brain, called the ventricles.
The ﬂuid-ﬁlled spaces inbetween the cells in the tissue are referred to as the
interstitial space. The brain tissue is also penetrated by numerous blood vessels,
called the vasculature. The vasculature may act as sink for the therapeutic
agent. However, that is neglected in the present study, and only spreading
of the therapeutic agent in the interstitial space is considered. The eﬀect of
vascular uptake have been studied by, e.g., [48] and [1].
The therapeutic agent can also undergo degradation and adsorption to the
cells. These processes will obviously hinder the spreading of the drug. Morrison
et al. [36] included linear metabolism and adsorption. These processes were
also included, among others, by Linninger et al. [33], but are not considered in
the current study, as we focus on the eﬀects deformations, heterogeneities and
anisotropy have on the concentration distribution.
4
3 Model
3.1 Conceptual Model
A porous medium can be deﬁned as a solid or a structure with interconnected
voids, through which ﬂuids can ﬂow. Although the human body is a highly
sophisticated system, the porous medium assumptions can be used to describe
relevant features and processes in the interstitial space accurately [39]. Thus,
one may consider the brain as a heterogeneous porous medium where the neu-
rons and glial cells make up the solid phase ﬁlled by the interstitial ﬂuid [19].
The interstitial space is highly tortuous and the pore sizes are of nanoscale. Nev-
ertheless, it makes up 20% of the total volume of the brain [39]. Blood vessels,
ventricle walls, and meningeal layers all contribute to the brain’s heterogeneous
structure. Moreover, diﬀerent properties of the grey and white matter lead to
both heterogeneity and anisotropy. Grey matter has a low permeability, but is
relatively homogeneous and isotropic. On the other hand, white matter has a
higher permeability, but is anisotropic. This anisotropy arises from the ﬁbers
formed by the axons in the white matter. Heterogeneities and anisotropy are
important factors for transport processes in the tissue, and should be taken into
account.
3.2 Mathematical Model
In this study, a poro-elastic model with patient-speciﬁc parameters and brain
structure obtained from MRI is developed. The model is based on a 1D model
developed by Gillies et al. [19] and is here extended to 3D. Only the interstitial
space and CED-induced transport processes are considered. For the mathemat-
ical model, the following assumptions were made:
• The therapeutic agent is completely soluble in the interstitial ﬂuid.
• The ﬂuid phase and the solid matter are both regarded as incompressible.
• The solid matrix is assumed to behave as an isotropic linear elastic mate-
rial (small deformations)
• Changes in density and viscosity of the ﬂuid phase as a result of dissolution
of the therapeutic agent are neglected.
• The temperature is assumed to be constant.
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• Chemical reactions, absorption and adsorption of infused agents are ne-
glected.
• Gravity force is neglected
Thus, an equation for isothermal single-phase ﬂow within an elastic matrix is
solved for the ﬂuid phase. To develop the ﬂow equations, the solid matrix is
taken into account as a second phase. The primary variables are the pressure
(p) and the displacement (u), and, in the transport equation, the molar con-
centration of therapeutic agent (c).
3.2.1 Flow Equations
Both ﬂuid and solid phases are materially incompressible. However, the solid
matrix is assumed to be deformable; that is, the void space can change as a
result of change in ﬂuid pressure. Assuming the density of the solid and the
liquid phase to be constant the mass balance can be transformed to a volume
balance (see e.g. Helmig [23]):
Solid phase:
∂(1− φ)
∂t
+∇ · ((1− φ) · vs) = 0 (3.1)
Fluid phase:
∂φ
∂t
+∇ · (φvl)± ΩF (x, t) = 0 (3.2)
Here vs and vl represent the velocities of the solid and ﬂuid phases, respectively.
φ is porosity and ΩF (x, t) denotes source/sink terms of the ﬂuid phase. Adding
equation 3.1 and 3.2 yields:
∇ · (φvl + (1− φ)vs)± ΩF (x, t) = 0 (3.3)
In the case of inﬁnitesimal deformation, the velocity of the solid phase (vs) can
be represented by the partial time derivative of the displacement vector (u):
vs =
Du
Dt
=
∂u
∂t
(3.4)
where DDt denotes the material time derivative with respect to the solid phase
velocity, which is approximated by the partial time derivative.
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To describe the ﬂuid ﬂow in porous media on the continuum scale, generally
the Darcy equation is applied. The Darcy equation represents a simpliﬁed mo-
mentum balance of the ﬂuid phase [22]. It is valid in the case of creeping ﬂow
(Reynolds number < 1) which can be assumed for brain tissue because of the
small pores and ﬂow velocities. Moreover, Reynolds number < 1 implies that
inertial forces can be assumed negligible [23]. For the poro-elastic case, there is
an additional transport component since the displacement of the solid matrix
contributes to movement of ﬂuid within its pores. Thus, the transport velocity
is:
vl = − K
φμw
(∇p− ρlg) + ∂u
∂t
(3.5)
Here K represents the intrinsic permeability tensor, ρl is the ﬂuid mass density,
and μw is the viscosity of water which is assumed equal to the viscosity of
interstitial ﬂuid (ISF). Since the ﬂuid source is applied as a point source, the
pressure gradient is steep and more important than gravity. Thus, gravity is
assumed to be negligible. Substituting equation (3.5) in equation (3.3) and
rearranging yields the ﬁnal form of the ﬂuid-solid mixture volume balance:
∇ ·
(
∂u
∂t
− K
μw
∇p
)
= ΩF (x, t) (3.6)
To set up a balance of forces in a porous medium, both the ﬂuid and the solid
phase have to be considered. As already mentioned, inertial forces and gravity
are neglected. Thus, the only remaining forces are caused by the ﬂuid pressure
and by the stresses in the solid matrix.
∇ (σ − pI) = 0 (3.7)
Further, the displacement vector (u) can be related to the deformation or strain
tensor ﬁeld:
e =
1
2
(∇u+∇Tu) (3.8)
Assuming an isotropic, linear elastic medium, it can be shown that the following
linear stress-strain relation holds [22] :
σ = 2μe+ λ(tre)I (3.9)
where μ and λ represent Lame´ parameters. Substituting (3.9) and (3.8) into (3.7)
and rearranging yields:
∇ · (μ(∇u+∇Tu) + λ(∇ · u)I)−∇p = 0 (3.10)
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Note that u and p are time-dependent due to Eq. 3.6. The Lame´ parameters are
used to characterize the elasticity of a medium and are related to the Poisson
ratio (ν) and Young’s modulus (E) as follows:
λ =
Eν
(1 + ν)(1− 2ν) , μ =
E
2(1 + ν)
(3.11)
For small values of μ and λ, deformation may occur even at low infusion pressure.
While high values imply that the medium can be regarded as rigid.
3.2.2 Transport equation
The transport equation can be derived from the mass balance of the infused
therapeutic agent and results in the following equation:
∂(cφ)
∂t
+∇ · (φvlc −Dpm∇c) = ΩT (x, t) (3.12)
where c [mol/L3] represents the concentration of the therapeutic agent and Dpm
is the eﬀective diﬀusion tensor of the porous medium which in general is smaller
than the diﬀusion coeﬃcient of the agent in free water. ΩT (x, t) [mol/sL
3] is a
source/sink term for the therapeutic agent.
3.3 Eﬀective Parameters
In an elastic medium, the structure of the solid phase is time dependent. This
should be taken into account in the model by relating medium properties to
deformation.
3.3.1 Porosity
Even though both ﬂuid and solid phases are regarded as incompressible, their
volume fractions can change due to local displacement. For small deformations
the following relation between ∇ · u and the porosity (φ) have been used [38]:
φ =
φ0 +∇ · u
1 +∇ · u (3.13)
This equation is employed in most poro-elastic models that include porosity
changes [11, 12, 19]. However, an expression for the eﬀective porosity can also
be derived from the volume balance of the solid phase (Eq. 3.1) employing the
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Figure 3.1: The porosity is plotted versus displacement for an initial porosity of
0.2. For small deformations it can be seen that the diﬀerent formulas do not make a
diﬀerence, while for increasing divergence Eq. 3.14 results in lower porosity changes
than the equation found in the literature.
approximation given in Eq. 3.4 for small deformation and the initial conditions
φ = φ0 and ∇ · u = 0. The result is:
φ = 1− (1− φ0)e−∇·u (3.14)
In Figure 3.1, porosity is plotted against the divergence of displacement for
equations (3.13) and (3.14). As long as the divergence of displacement (∇ · u)
is small the two formulas yield similar results. Small ∇ · u is a result of gentle
pressure gradients or high values of the Lame´ parameters. When the divergence
is large, the diﬀerence between equation (3.13) and (3.14) increases. However, in
the range were the linear elasticity theory holds, the two relations yield similar
results and in the current study equation (3.14) has been used.
3.3.2 Permeability
Zhang et al. [53] showed that, during intra-tumoral infusion, an increase of
the infusion pressure leads to signiﬁcant changes in the permeability of the
tissue. This is related to the deformation, which causes changes in size and
connectivity between pores in the tissue. Tissue expansion may increase the
conductivity and, thus, the permeability of the tissue in the vicinity of the
injection point, whereas compression farther away closes the paths and may
reduce permeability of the tissue [34]. Lai and Mow [31] proposed the following
exponential relationship between the deformation and permeability:
K = K0e
β∇·u (3.15)
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Table 3.1: Governing equations and boundary conditions
Volume balance ∇ ·
(
∂u
∂t − Kμw · ∇p
)
= ΩF (x, t)
Displacement ∇ · (μ(∇u+∇Tu) + λ(∇ · u)I− pI) = 0
Transport equation ∂(cφ)∂t +∇ ·
([
c
(
− Kμw · ∇p + φ∂u∂t
)
−Dpm∇c
])
= ΩT (x, t)
Porosity φ = 1− (1− φ0)e−∇·u
Permeability K = K0e
β∇·u
Diﬀusion J = −Dpm∇c
Boundary conditions u = 0 cm on ∂Ω
p = 400 Pa on ∂Ω
c = 0 on ∂Ω
HereK0 is the initial permeability tensor and β is a material constant. McGuire
et al. [34] ﬁtted this parameter to results obtained from an experiment performed
on both rodent and human tumor models. A sensitivity analysis was carried out
and β was found to vary between 0 and 5. Equation 3.15 was later employed in
a poro-elastic model by Chen and Sarntinoranont [11].
3.3.3 Diﬀusion
The last part of the second term in equation 3.12 represents diﬀusive ﬂux.
Diﬀusive ﬂux is molecular transport caused by concentration gradients and can
be described by Fick’s 1st law [39]:
J = −Dpm∇c where Dpm = φτD∗ (3.16)
Dpm is the eﬀective diﬀusion tensor in a porous medium. Dpm is lower than the
anisotropic aqueous diﬀusion tensor D∗ obtained from diﬀusion tensor imaging,
since the diﬀusion of therapeutic agent is limited to the porespace and since the
connections between pores do not form straight channels. This is represented in
Eq. 3.16 by the porosity (φ) and the tortuosity (τ). φ is time-dependent as given
in Eq. 3.14, while τ is kept constant, a reasonable assumption for a convection
dominated problem, since the diﬀusion is of less importance.The method of
determination of the diﬀusion tensor (D∗) and τ are explained in Sec. 4.2 and
Sec.4.2.3, respectively.
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3.4 Numerical Implementation
The full set of governing equations are presented in Table 3.1. The equations
are discretized and then implemented in a fully coupled ﬂow and transport
model based on a ﬁrst-order Euler time discretization in combination with a
BOX-discretization in space [23]. The BOX-discretization is a vertex-centered
ﬁnite volume scheme, which is constructed on a ﬁnite element mesh. It allows
the application of unstructured grids by evaluating the gradients using ﬁnite
element shape functions. The scheme is locally and, thus, globally mass conser-
vative, since the BOX-discretization is based on ﬁnite volumes. The discretized
equations were then implemented in the DuMux framework [17].
4 Determination of Parameters
To apply the model described above to realistic cases, information about the
properties of the tissue is needed. Since every human is unique, patient-speciﬁc
parameters must be found in vivo. In this paper, information from Magnetic
Resonance Imaging (MRI) of a patient is interpreted to determine eﬀective
model parameters. From Diﬀusion Tensor Imaging (DTI), we use the self-
diﬀusion tensor of water in brain tissue (Ds−d) to characterize the degree of
heterogeneity and anisotropy. Furthermore, information from the DTI data are
used to delineate geometrical boundaries. For an overview of diﬀusion-weighted
MRI, we refer to Hagmann et al. [21].
4.1 Parameters from literature
In the future, all patient-speciﬁc parameters should be obtained non-invasively.
Currently, literature values are needed for initial porosity (φ0), the Lame´ param-
eters (μ and λ), and for the calibration of K and D described below. Bender and
Klose [7] proposed a method for determining porosity from MRI that showed
promising results. For the elasticity parameters, more research is still needed,
but we believe that elastography will be a useful tool in the future (see e.g.
Klatt et al. [30] or Cheng et al. [14]). However, in the scope of this study, the
parameters are based on average values found in the literature (see Smith and
Humphrey [48] for a review). In general these values have been measured using
animal models, and are not human brain data.
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4.2 Diﬀusion Tensor Imaging (DTI)
In this study, Diﬀusion Tensor Images (DTI) are obtained from a patient at
OVGU-Magdeburg University Hospital, Germany. Each 3D image represents
one of the components of the self-diﬀusion tensor of water in the brain tissue
(Ds−d) and consists of 128 · 128 · 65 voxels with a resolution of 2 mm. All
calculations performed in the following are based on this data–set.
Basser et al. [5] showed how Ds−d in human tissues can be estimated from
spin-echo experiments using multiple regressions. Later, Basser et al. [4] also
veriﬁed how this technique can be used to determine the orientation of white
matter ﬁber tracts; the eigenvector corresponding to the largest eigenvalue of
Ds−d deﬁnes the tissue’s ﬁber tracts axis (z − axis), while the two remaining
perpendicular eigenvectors deﬁne the x− and y − axis. Then, after prepro-
cessing the raw data, Ds−d can be represented voxel wise as a positive deﬁnite
symmetric tensor.
A general macroscale transport tensor, e.g. electrical conductivity or diﬀu-
sion tensor, can be related to the microstructures of the medium through its
statistical moments [10, 46]. Tuch et al. [51] demonstrated how this principle can
be used to link Ds−d to the electrical conductivity of biological tissue. Further,
they proposed that the same principle can be used to estimate the diﬀusion of
macromolecules (D∗) within the tissue and the permeability (K0) of the tissue.
The mathematical model used in this study assumes anisotropic permeability
and diﬀusion tensors, whereas the elastic properties are assumed to be isotropic.
Even though the ﬁber structure of the white matter suggests anisotropic elas-
tic properties, this issue is still under debate [14]. Odgaard et al. [41] and
Odgaard [40] showed that mechanical anisotropy directions are aligned with the
directions of the ﬁber structure in cancellous bone. More recently, Cowin and
Cardoso [15] developed a poro-elastic model that takes anisotropic elasticity
into account, with application to cancellous bone. However, it is still an open
question whether the elastic properties of brain tissue align with the ﬁber tracts
[14]. Therefore, we have chosen to model the brain tissue as an isotropic elastic
material.
Sarntinoranont et al. [45] calculated K and D* tensors for the spinal cord of
a rat and Linninger et al. [32] obtained the same parameters for a human brain.
The main assumption behind this principle is, as Basser et al. [5] and Tuch et al.
[51] proposed, that Ds−d, K and D* share the same set of eigenvectors. In the
paper by Sarntinoranont et al. [45], the eigenvalues in the white matter regions
are assumed to be equal in x- and y- direction, while a signiﬁcantly higher value
is assumed in the z-direction. This is a reasonable assumption for the spinal cord,
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where the orientation of most of the ﬁber tracts is in the z-direction. In the brain
tissue, the orientation of the ﬁber tracts is heavily dependent on the location.
But the eigenvalues can be calibrated to the eigenvalues of the self-diﬀusion
tensor following a three-step calibration procedure proposed by Linninger et al.
[32]. Below we describe the calibration of the initial permeability ﬁeld (K0);
exactly the same principle is used to obtain D*.
4.2.1 Initial Permeability, K0
In the ﬁrst step, the diﬀusion tensor (Ds−d), obtained from DTI, is decomposed
into eigenvectors (ξ) and eigenvalues (λiw) for each voxel:
Ds−d = ξ ·Λ · ξT where Λ =
⎡
⎣ λ1w 0 00 λ2w 0
0 0 λ3w
⎤
⎦ . (4.1)
In the second step, the mean of the eigenvalues (λ¯w) is found and then the
eigenvalues are scaled by λ¯w. The result is multiplied by a typical value of the
permeability (K) obtained from the literature, in order to obtain eigenvalues of
the initial permeability ﬁeld:
λ¯w =
1
3
Σ3i=1λiw and λiK = K
(
λiw
λ¯w
)
(4.2)
Finally, in step 3 the initial permeability tensor (K0) is calculated:
K0 = ξ ·ΛK · ξT where ΛK =
⎡
⎣ λ1K 0 00 λ2K 0
0 0 λ3K
⎤
⎦ . (4.3)
As mentioned above, the initial permeability tensor is assumed to have the same
eigenvectors as the diﬀusion tensor. In Figure 4.1, results of the calibration for
K0/K are presented to show the anisotropy of the brain tissue.
The method proposed by Linninger et al. [32] requires a reference value
for the permeability (K ). Based on pressure ﬁelds measured during CED in
clinical trials [9, 42], an average permeability value of K = 1.82 · 10−15 m2 was
calculated by Smith and Humphrey [48]. In this study K = 1.82 · 10−15 m2
is applied unless otherwise is stated. However, a wide range of permeability
values can be found in the literature; see e.g. Basser [2], Kaczmarek et al. [25].
Moreover, the permeability in white matter is often assumed to be signiﬁcantly
higher than in grey matter (see Sec. 5).
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Figure 4.1: A cross-section of the six components of the DTI-dataset after performing
the calibration proposed by Linninger et al. [32]. Note that the plots represents K0/K
and, thus, the anisotropic features of the tissue. The left column shows the components
of the main diagonal of the normalized tensor, while the right represents the oﬀ-
diagonals of the symmetric tensor. In the most anisotropic regions Kxx ≈ 7Kyy
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4.2.2 Diﬀusion Tensor, D∗
The diﬀusion tensor (D∗) is obtained in the same manner as the eﬀectiv perme-
ability (K0). The only diﬀerence is that now the calibration of the eigenvalues
is given as:
λiD = D
(
λiw
λ¯w
)
(4.4)
Note that D is the free diﬀusion coeﬃcient of the contrast agent Gd-DTPA in
water, which is equal to D = 3.8 · 10−10m2/s [27]. Finally, D∗ becomes:
D∗ = ξ ·ΛD · ξT where ΛD =
⎡
⎣ λ1D 0 00 λ2D 0
0 0 λ3D
⎤
⎦ . (4.5)
4.2.3 Tortuosity (τ)
The calibration of D∗ takes the anisotropy into account, but not the tortuosity
(τ). τ is calculated from DTI-data deﬁning tortuosity as the square root of
eﬀective diﬀusion measured in DTI [52] divided by the free self-diﬀusion coeﬃ-
cient of water (Dw). Dw is here taken to be 3.22 · 10−9 m2/s which holds for
water at 40   [24]. The tortuosity is kept constant and its value is based on
the trace of Ds−d in the DTI-data;
τ =
√
1
3 (Dxx +Dyy +Dzz)
Dw
(4.6)
The diﬀusion of water in the tissue cannot exclusively be assigned to the
extracellular space. Since water can diﬀuse through the cells, the diﬀusion
tensor obtained from DTI overestimates the tortuosity of the medium [52].
4.3 Geometry
From MRI, the anatomy of the brain can be reconstructed. Obviously, this
is important since diﬀerent brain structures have diﬀerent transport properties.
This reconstruction should delineate white matter and grey matter regions, ven-
tricles and meningeal layers. All these structures play an important role when
modeling the ﬂow and transport processes in the brain. Reconstruction can
be done applying algorithms such as noise ﬁltering, contrast enhancement, and
edge detection to MR-images. From this, a domain corresponding to the shape
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Figure 4.2: (left) Cross-section of the tortuosity calculated using Eq 4.6. (right)
Fractional Anisotropy (FA) calculated using Eq 4.7
of the brain is created. These are rather time consuming methods. Therefore,
in this study a voxel-based approach was used. This was also done in a study
by Kim et al. [28] and Kim et al. [29]. In this approach, a dimensionless index,
called Fractional Anisotropy (FA), is used to distinguish between white and grey
matter. FA is calculated based on the eigenvalues obtained from DT-images:
FA =
√√√√3
2
·
(
λ1w − λ¯
)2
+
(
λ2w − λ¯
)2
+
(
λ3w − λ¯
)2
λ21w + λ
2
2w
+ λ23w
(4.7)
where λ¯ is the mean of the eigenvalues deﬁned in Eq. 4.2. This index was
proposed by Basser and Pierpaoli [3] and is a measure of the fraction of Ds−d
which can be assigned to anisotropic diﬀusion. For an isotropic medium, FA is
0, while for an axisymmetric anisotropic medium FA = 1. Since brain tissue
is neither axisymmetric nor isotropic, the FA values lie somewhere between 0
and 1. In this study, voxels with FA > 0.4 are deﬁned as white matter (Table
4.1). This is done based on the FA values shown in Figure 4.2. Distinguishing
between grey matter and white matter is important since the infused agents
spread over larger volumes in white than in grey matter. For low-resolution
MR-images, the probability that the signal from one voxel only represents one
tissue type is pretty low. This leads to another uncertainty in this parameter.
But, in the future, higher resolution images will solve this problem.
To delineate ventricles, meningeal layers, and bones from the parenchyma,
the tortuosity ﬁeld (see Sect. 4.2.2) is used. The threshold values applied are
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Table 4.1: Based on threshold values, it is distinguished between diﬀerent regions
and tissue types in the brain.
FA τ
Grey matter 0-0.4 0.24-0.54
White matter >0.4 0.24-0.54
Ventricle/meninges - <0.24 or >0.54
given in Table 4.1. This approach works well for the ventricles, but again the
resolution is too low to successfully delineate the meningeal layers.
5 Results and Discussion
5.1 Simulations for the Homogenous and Isotropic Case
To test the capability of the model, 3D simulations were performed on a ho-
mogenous and isotropic domain. Dirichlet boundary conditions were imposed,
i.e., displacement (u) and concentration (c) were set to zero and pressure (p)
to 400 Pa at the outer boundaries. The modeled domain was 4 · 4 · 4 cm3 and
the gridspacing was 2 mm using a regular cubic grid. The simulations were
performed for 2 hours with an initial timestep size of 5 seconds. A source term
representing a constant infusion rate of 0.3 ml/hr (5 μl/min) was assigned to one
node in the center of the domain. This ﬁlls up one ﬁnite volume box, which can
be interpreted as a catheter with a diameter equal to the grid spacing. Similar
infusion rates were used in the models by Linninger et al. [33] (4 μl/min) and
Smith and Garcia [47] (6 μl/min). The concentration of the therapeutic agent
in the infused ﬂuid was set to 10−7 mole of Gd-DTPA per mole water. The pres-
sure was time dependent (see Eq. 3.6), but after approximately 1 hr it reached
steady state. Due to mixing of the infused ﬂuid and the ISF it took a few min-
utes before the concentration in the interstitial space equaled the concentration
in the infused ﬂuid.
The current model was compared to the linear elastic model by Chen and
Sarntinoranont [11] and the hyperelastic model by Smith and Garcia [47], with
the same parameter values as they used in their studies. The current model
yields similar results for pressure and deformation as the model by Chen and
Sarntinoranont [11], but due to diﬀerent boundary conditions (assignment of
source), the concentration distribution is diﬀerent. Compared to the model by
17
Table 5.1: Literature values used in the simulations [11, 27, 34, 39, 48]
Parameter Symbol Value Unit
Permeability K0 1.82 · 10−15 [m2]
Viscosity of water μw 9.11 · 10−4 [Pa s]
Molar density of water ρmol 55500 [mol/m
3]
Diﬀusion coeﬃcient Gd-DTPA D 3.8 · 10−10 [m2/s]
Porosity φ0 0.2 [-]
Tortuosity τ 0.4 [-]
Young’s Modulus E 5000 [Pa]
Poisson ratio ν 0.4 [-]
Material constant β 2 [-]
Smith and Garcia [47] the concentration distribution in the interstitial space
is similar, but the displacement and pressures are diﬀerent, since they used a
non-linear elastic model.
In the following, a grid convergence test is presented. Then, the initial
permeability, Young’s modulus and Poisson ratio are varied, this can give an
indication of sensitivity in our results to the range of realistic parameter values
(Sec.5.1.2). Finally, the poro-elastic model used in this study is compared to
the rigid assumption case, to see whether including elasticity yields signiﬁcantly
diﬀerent results (Sec.5.1.3).
5.1.1 Grid convergence
To check whether the mesh is suﬃciently reﬁned a grid convergence test was
performed with three diﬀerent gridspacings; 2 mm, 23 mm and
2
9mm. The
parameters given in Table 5.1 were used and the source term was assigned to
a volume of 8 mm3 for all cases. The results can be seen in Figure 5.1. Since
the source term was distributed over more nodes when the mesh was reﬁned, a
signiﬁcantly lower peak pressure in the middle can be seen. However, the peak
pressure values converged with increasing grid resolution, as can be seen in
Fig. 5.1. With respect to the displacement, the maximum values are highest for
the lowest resolution. For the two cases with the ﬁner meshes, the displacement
becomes more distributed and converges to the same result. Nevertheless, the
concentration distribution, which was of major interest in this study, was similar
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Figure 5.1: Results from the grid convergence simulations.
for all cases.In all of the following simulations the gridspacing was 2mm and one
should have this in mind interpreting the results.
5.1.2 Choice of K-values and elastic properties
Even though permeability values for brain tissue can be found in the literature,
there is still a large uncertainty in this parameter. In clinical trials, signiﬁcantly
less spreading of the infused agent has been observed in grey matter than in
white matter [9, 42]. To take this into account, Kaczmarek et al. [25] assumed
the permeability of white matter to be 100 times larger than that of grey matter.
Based on this, both Linninger et al. [32] and Sarntinoranont et al. [44, 45] used
Kwm = 100Kgm in their studies.
We performed simulations for three diﬀerent K-values, K = 1.82 · 10−15m2,
1.3 ·10−16m2 and 1.3 ·10−14m2 and the eﬀects on the pressure ﬁeld, the porosity
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Figure 5.2: Results from simulations with diﬀerent K-values.
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ﬁeld and the concentration distribution was investigated. Note that according
to Eq. 3.6 the permeability was divided by the viscosity. The results can be
seen in Figure 5.2 where the three diﬀerent permeability values are compared.
The time to steady state is signiﬁcantly larger for low permeability values than
for high values, since low permeability leads to steeper pressure gradient, higher
deformation and a longer consolidation period. However, after 2 hours, steady
state is reached even for the low permeability case.
As already mentioned, the value found by Smith and Humphrey [48] was
used as the reference value for the permeability. This value is based on measured
pressure increases, relative to the intracranial pressure, during CED into white
matter of a cat brain [9] and into grey matter of a rat brain [42]. In the study
by Bobo et al. [9], the observed pressure increase is approximately 2.4 kPa for
an infusion rate of 0.07 ml/h. Employing permeability values of 1.82 · 10−15m2,
yields maximum pressures that agree with this; an infusion rate of 0.1 ml/hr
resulted in a pressure increase of 2.6 kPa (results not shown). The two other
permeability values employed, 1.3·10−16m2 and 1.3·10−14m2, are also within the
range of the values employed in other numerical models (see Sec.4.2). However,
the lowest permeability value lead to a pressure increase of about 30 kPa in the
infusion center. On the other hand, the highest permeability causes a pressure
increase of only about 1 kPa. Therefore, with the current Young’s moduli values
the permeability value calculated by Smith and Humphrey [48] seems most
realistic. However, since the brain tissue is heterogeneous, we can expect similar
pressure increases in regions with low permeability if the low permeability zone is
small. Similarly, high pressure increases can occur in high permeability regions if
the surroundings have a signiﬁcantly lower permeability. Thus, a homogeneous
and isotropic model domain is inadequate to describe the pressure ﬁelds observed
in clinical trials.
In this study, linear elasticity is assumed and elastic parameters based on
Smith and Humphrey [48] and Chen and Sarntinoranont [11] are used. However,
in recent nonlinear elastic models [16, 47, 49] signiﬁcantly lower Young’s moduli
(E) based on a study by Miller and Chinzei [35] have been used. To see how this
aﬀects the results, simulations were conducted with E = 421 [35] and ν = 0.35.
In Figure 5.3 the results from using both set of parameters are compared. The
pressure values are signiﬁcantly lower using the values from Miller and Chinzei
[35] than the ones from Smith and Humphrey [48]. This is because the dis-
placement are larger, which according to Eq. 3.14 and 3.15 leads to increased
porosity and permeability changes, respectively. Note that E = 421 Pa results
in such large porosity changes that the choice of relation between displacement
and porosity becomes more important (see Eq. 3.14). Finally, the drug spreads
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Figure 5.3: Comparison of the Young’s modulus (E) and Poisson ratio (ν) used in
this study and the values from Miller and Chinzei [35]
to a smaller extent due to larger storage as a result of the increased porosity.
Additionally, the porosity and permeability decreases farther away from the in-
fusion site and hinders ﬂow.
5.1.3 Rigid vs Elastic model
As discussed in Sec. 1.1, often the assumption has been employed that in models
describing ﬂow and transport during CED, brain tissue deformation is negligible.
To test this assumption, the from the elastic model were compared to the result
from a rigid model using the same parameters, grid spacing, and domain size,
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Figure 5.4: Comparison of pressure and concentration distribution for a rigid and
an elastic model. In the elastic model lower pressure increases and less spreading of
the therapeutic agent are observed.
as in the previous section. Again, the simulations were performed for two hours
and the results can be seen in Figure 5.4. Comparing the results of the rigid and
the elastic model for K = 1.82 · 10−15m2 a diﬀerence in pressures is observed;
this is due to changes in the permeability. However, with a Young’s modulus of
5000 Pa, there is no signiﬁcant diﬀerence between the resulting concentration
distributions. Only for the lowest permeability value, K = 1.3 · 10−16m2, a
diﬀerence in the distribution could be seen, but this created unreasliticly high
pressure increases. In Figure 5.4, the pressure and concentration distribution
after 15 min and 2hr are shown for K = 1.3 · 10−16m2. Due to permeability
changes, the elastic model produces a signiﬁcantly lower pressure than the rigid
model and, as expected, less spreading of the therapeutic agent is observed.
Note that using the Young’s modulus from Miller and Chinzei [35], the diﬀer-
ence would be signiﬁcant also for the permeability value of 1.82 · 10−15m2 (see
Figure 5.3). Therefore, we conclude that it is important to take deformations
into account in numerical models describing CED.
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Figure 5.5: T2 weighted MR-image of the same patient as the DT-images described
in Sec.4.2. The cross section that can be seen to the right is through the line that can
be seen from the left image. The diﬀerent compartments are shown. Note that white
matter appears darker than grey matter.
5.2 Implementation of Patient-Speciﬁc Parameters and
Brain Structure
One of the main aims of this study was to investigate eﬀects of anisotropy and
heterogeneities on the ﬁnal concentration distribution of therapeutic agents in
brain tissue. As explained in Sec.4.3, Fractional Anisotropy (FA) was used
to distinguish between grey and white matter and the tortuosity was used to
delineate the ventricles, meningeal layers, and bones from the brain tissue (see
Figure 5.5). Since the resolution of the DTI is quite low and only the transport
within the parenchyma was considered, the meningeal layer, ventricles and bones
were lumped together. Thus, we only distinguished between inside and outside
the brain tissue and a low permeability was assigned to elements outside the
parenchyma to mimic a no-ﬂow boundary condition. The calibrated diﬀusion
tensor and permeability tensors were used to account for heterogeneities and
anisotropy of the tissue. These parameters were all read from a ﬁle and assigned
element wise, where the voxel size in the DT-images equaled the size of the grid
cells, i.e. 2 · 2 · 2mm3. The parameter values taken from the literature were the
same as given in Table 5.1, unless otherwise speciﬁed. Due to computational
limits, simulation of the whole brain was not possible; instead a smaller volume
of interest were studied. All simulations were performed for 12 hours with
an infusion rate of 0.3 ml/hr, and the infusion concentration was, as in the
previous section, set to 10−7 mole of Gd-DTPA per mole water. In the plots,
the normalized concentration is displayed; i.e. the actual concentration divided
by the concentration of the agent in the infused ﬂuid.
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As in Sec.5.1, we employ Dirichlet boundary conditions (see Table 3.1).
Which means that the displacement is forced to zero at the boundary of the
VOI. Moreover, we cannot run long simulations since the drug will reach the
boundary of the domain after a certain period of time.
The permeability value needed in the calibration procedure of Linninger et al.
[32] for white matter was set to 1.82 · 10−15m2 [48]. To capture the resistance
to the ﬂow in grey matter regions, a reference K of one order of magnitude
lower was assigned to it. Finally, outside the brain tissue, a K-value of three
orders of magnitude lower than for grey matter was assigned. Darcy’s law is not
applicable for these regions since they represent free ﬂow regions. However, since
the meningeal layers and the boundaries to the ventricles are not resolved and
it is assumed that the therapeutic agent cannot freely pass these boundaries, a
low permeability was assigned to the entire region and Darcy’s law was applied.
For the porosity, it was also distinguished between grey- and white matter and
inside and outside the brain tissue.
5.2.1 Spreading in 3D
A volume of interest (VOI) was chosen as shown in Figure 5.6 (1). The size of
the domain was 6.0 · 9.6 · 5.4cm3, with 38 840 nodes. The results can be seen
in Figure 5.6. Note that the porosity ﬁeld is shown in the background and that
white matter appears black since it has lowest porosity. The isolines show the
pressure ﬁeld, divergence of the displacement and the normalized concentration
distribution, in Figure 5.6 (2), (3), and (4) respectively. The divergence of the
displacement is shown since both the porosity changes and the permeability
changes will follow the same distribution pattern. Comparing the results with
the isotropic case, the magnitudes of the primary variables are similar, but the
distributions are signiﬁcantly diﬀerent. The results clearly show preferential
ﬂow in the white matter regions and it follows the pattern of the ﬁber tracts
(see Sec. 4.2). Moreover, the location of the infusion is chosen in a region where
the diﬀusion component in z-direction is large. This can clearly be seen as the
agent spreads most in z-direction.
5.2.2 Eﬀect of Diﬀerent Permeability Fields
For the simulations described here, a diﬀerent VOI was chosen to investigate
how the location of the infusion aﬀects the concentration distribution. This VOI
represented the whole cross-section in the xy-plane and 1.6 cm in z-direction,
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Figure 5.6: Plots showing the results after 12 hours of infusion at a rate of 3
ml/hr based on the the DTI data set from OVGU-Magdeburg University Hospital.
1) Cross sections showing the modelled domain. 2) Pressure ﬁelds. 3) Divergence of
the displacement, which is shown since both the porosity changes and the permeabil-
ity changes will follow the same distribution pattern. 4) Concentration distribution.
Note, that agent spreads most in z-direction.
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Figure 5.7: Distribution of normalized concentration for the four diﬀerent cases:
Case 1) Isotropic. Case 2) K0 equal for both grey and white matter. Case 3) K0 10
times higher in the white matter regions than in the grey matter regions. Case 4) A
high permeability is assigned to the areas outside the brain tissue.
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Table 5.2: Diﬀerent permeability values assigned to the diﬀerent regions.
Permeability [m2]
Calibration Outside Grey Matter White Matter
Case 1 No 1.3 · 10−19 1.82 · 10−15 1.82 · 10−15
Case 2 Yes 1.3 · 10−19 1.82 · 10−15 1.82 · 10−15
Case 3 Yes 1.3 · 10−19 1.3 · 10−16 1.82 · 10−15
Case 4 Yes 1.3 · 10−13 1.3 · 10−16 1.82 · 10−15
which translates to a domain of 14 · 16.2 · 1.6cm3 with 45 360 nodes. In the
following, four diﬀerent cases with diﬀerent permeability ﬁelds (given in Ta-
ble 5.2) are compared. The source term, i.e. the location of the infusion, was
set at three diﬀerent locations in the xy-plane (see Figure 5.7). In Case 1, all
parameters were initially kept constant, apart from a lower permeability value
assigned to the regions deﬁned to be outside the brain tissue. As no calibra-
tion of the permeability and diﬀusion coeﬃcient was done, the brain tissue was
assumed to be homogeneous and isotropic. In Case 2, the calibration was per-
formed, but K was set to be equal for grey and white matter. In the two latter
cases Kwm = 10Kgm. Thus, case 3 was identical with the simulation done in
the previous section, while in Case 4 the permeability outside the brain tissue
was set to be three orders of magnitude higher than for the grey matter.
As can be seen in Figure 5.7, the results of Case 1 show that the agent spreads
spherically from the injection point apart from in the vicinity of the ventricles.
For Case 2, the eﬀect of the anisotropy and heterogeneities as a result of the cali-
bration procedure can be seen. However, in Case 3, the preferential patterns are
more evident since K of white matter is one order of magnitude higher than that
of grey matter. If results from clinical trials, which indicate similar permeability
for grey and white matter, are valid, then the question arises whether Case 2 is
suﬃcient to describe the ﬂow pattern seen during CED. The reason for the resis-
tance to the ﬂow in grey matter is still an open question, but may be related to
diﬀerence in elastic properties of the media. It could be that there are stronger
permeability changes in grey matter than in white matter. If grey matter has a
signiﬁcantly lower Young’s modulus than white matter lower pressures and less
spreading could be explained by larger deformations in grey matter. Another
explanation could be that the coeﬃcient β needed in non-linear equation for
the permeability change (eq. 3.15) is signiﬁcantly diﬀerent for grey and white
matter. Implementing this, the model may reproduce similar pressure elevation
28
in both regions, even though the permeability and Lame´ parameters are in the
same order of magnitude. But, this does not explain the physical reason for the
observed ﬂow resistance.
In Case 4 the assumption that macromolecules are hindered from entering
the CSF was tested. If macromolecules are free to pass the meningeal layers a
much larger leakage to CSF will be observed. This is done by assigning a high
permeability to the regions deﬁned outside the brain and shows a signiﬁcant
leakage to CSF if the injection was done in the vicinity of the ventricles.
6 Summary and Conclusion
The purpose of this study was to show the workﬂow from MRI measurements
to a computational model with realistic parameters. Patient-speciﬁc anatomy
and parameters were implemented in a numerical model, which describes ﬂow
and transport in an elastic deformable matrix. Information about the anatomy,
heterogeneities, and anisotropy of the tissue was obtained from DTI. Fractional
anisotropy (FA) was used to distinguish between grey and white matter and
tortuosity to diﬀerentiate between inside and outside the brain tissue. More-
over, the DT-images were used to determine the orientation of the white matter
ﬁber tracts and calibrate the permeability and diﬀusion tensors. The resolution
of the DT-images used here was 2 mm. This is too low to resolve the meningeal
layers. To be able to successfully delineate these geometrical boundaries, DT-
images with higher resolution will be needed. As can be seen in Section 5.1.1,
the resolution of the mesh aﬀects all results and a mesh with a ﬁner resolution
would yield a better estimation of both pressure and displacement. However,
the current results are qualitatively valuable and demonstrates that, for the
concentration distribution to be aﬀected by deformation, the Lame´ parameters
and/or the permeability must be low. Comparing a rigid model to the poro-
elastic model showed the importance of including elasticity in numerical models
describing ﬂow and transport during CED. Furthermore, it demonstrated the
importance of reliable parameter values. Finally, the parameters obtained from
the DT-images were implemented and the eﬀects of anisotropy and heterogene-
ity were studied. The calibration was shown to be successful and resulted in
preferential ﬂow in the direction of the white matter ﬁber tracts. The next step
will be to include non-linear deformation [47] and perform simulations with a
ﬁner mesh based on DTI data with higher resolution.
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Abstract
Introduction: Phase contrast MR in patients with the Chiari I mal-
formation demonstrates abnormal CSF ﬂow in the foramen magnum and
upper cervical spinal canal, related to abnormal pressure gradients. The
purpose of this study was to analyze the role of CSF pressure in the
pathogenesis of syringomyelia, with computational models.
Methods: The spinal cord was modeled as a cylindrical poro-elastic
structure with homogenous and isotropic permeability. The permeability
was then made heterogeneous and anisotropic to represent the diﬀerent
properties of the central canal, gray and white matter. Fluid with a de-
ﬁned pressure, varying both in time and space, was prescribed in the SAS.
Simulations were performed to quantify deformations and ﬂuid movement
within the cord.
Results: In the simulations with uniform permeability ﬂuid moved
into the cord in regions of higher pressure and out of the cord in regions
of lower pressure. With permeability diﬀerences simulating gray and white
matter the pattern was more complex, but similar. Adding the central
spinal canal, ﬂuid moved into the cord as in the previous case. However,
preferential ﬂow along the central canal hindered ﬂuid from ﬂowing back
into the SAS.
Conclusions: Pressure gradients in the SAS produce movement of
ﬂuid in the spinal cord. Assuming diﬀerent relative permeability in gray
matter, white matter and the central spinal canal, abnormal CSF gradi-
ents lead to accumulation of ﬂuid within and adjacent to the spinal cord
central canal.
1 Introduction
Oscillatory CSF ﬂow in the Subarachnoid Space (SAS) is coupled to the cardiac
cycle. In systole the arteries in the brain expands and since the skull is rigid CSF
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is forced to ﬂow out of the cranial vault into the spinal SAS. During diastole the
ﬂow is reversed and CSF ﬂows back into the cranial SAS. In Chiari I patients
increased ﬂow velocities are observed with PC MR [1, 2, 5, 7, 9, 13, 14, 16]. Yet,
with the present criteria, PC MR does not eﬀectively diﬀerentiate symptomatic
Chiari malformations from asymptomatic ones. To gain a better insight of
cyclic CSF ﬂow and how it aﬀects the spinal cord tissue, mathematical and
computational models are potentially powerful tools. In the spinal subarachnoid
space, if the inlet and outlet velocities are known, the pressure and velocity
ﬁelds can be determined at every point in the anatomy for any period of time.
Linge et al. [11] studied CSF velocity and pressure in spatio-temporal detail in
an idealized geometry and found greater velocities anterior than posterior to
the cord and greater velocities below than at the foramen magnum. Moreover,
jets and bidirectional ﬂow, i.e. synchronous cephalad and caudad ﬂow, were
evident. The advantage of an idealized geometry is that anatomic features can
be changed one at the time to mimic both normal and pathologic conditions.
For instance, Hentschel et al. [8] visualized how decreasing the cross-sectional
area of the SAS results in increased CSF velocities in an idealized geometry.
Roldan et al. [15] created patient-speciﬁc geometries of the cervical SAS in
a normal volunteer and in a Chiari patient. Velocity proﬁles obtained from
PC MR were used as inlet and outlet velocities. Roldan et al. found, as did
Linge, that peak velocities and pressure gradients increased in the Chiari patient
compared to the healthy volunteer. Thus, both the study by Linge et al. [11] and
Roldan et al. [15] concluded that CSF ﬂow is characterized by jets, synchronous
bidirectional ﬂow and greater velocities anterior than posterior to the cord both
in normals and Chiari patients. The diﬀerence is that in Chiari patients all these
phenomena are increased. In terms of CSF pressure, Chiari patients have larger
and steeper pressure gradients in the SAS than normal subjects (see Figure 1.1).
PC MR studies have been used to validate the velocity proﬁles calculated by
computational models. This was done for a cross-section at the level of foramen
magnum [14, 15] and at multiple cross-sections in a study by Shah et al. [16].
The comparison from Roldan et al. [15] is shown in Figure 1.2. As mentioned,
Chiari patients have steeper pressure gradients in the regions where the SAS is
narrowed. In the following, the eﬀect of abnormal CSF pressures on the spinal
cord will be studied.
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Figure 1.1: Pressure distribution at the inlet and along the outer spinal canal surface
for the normal (left) and Chiari I (right) models during peak systole. A 1-5-fold higher
pressure gradient was found in the Chiari I model. (from Roldan et al. [15])
Figure 1.2: Comparison of PC-MR recorded velocity proﬁles (top) and results from
simulations (bottom) in the Chiari I model during diastole (left) and systole (right).
Reasonable qualitative agreement is evident by inspection (from Roldan et al. [15])
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2 Methods
2.1 Computational Fluid Dynamics
Computational models are widely used by scientists and engineers in numerous
ﬁelds from the oil industry to biomechanics. In the following, computational
models are used to describe pressure and velocity in the SAS and investigate
how CSF pressure gradients aﬀect the spinal cord. Flow through the SAS and
the interstitial space of the spinal cord is described by Newtons 2nd law, conser-
vation of mass and material parameters. These physical laws are expressed in
terms of mathematical equations, discretized and implemented with the ﬁnite
element method in the FEniCS project [12].
2.2 Quantifying ﬂuid ﬂow and deformations
in the spinal cord tissue The mathematical model is based on the consolidation
theory for an elastic porous medium developed by Biot [3]. The spinal cord is
modeled as a porous structure with voids, through which ﬂuids can ﬂow. A
linear-elastic porous medium has the additional property of being deformable
under a given load, returning to the initial state when the load is removed. In
the model, the spinal cord is treated as a linear-elastic porous medium where
the neurons, glial cells and vasculature make up the solid matrix through which
extracellular ﬂuid moves [6, 10]. We used Youngs modulus and Poisson ratio to
describe the elastic properties of the cord tissue, and permeability to represents
the resistance to ﬂow in a porous medium. Values for these material parameters
were obtained from Smith and Humphrey [17] and Cheng et al. [4]. The Youngs
modulus and Poisson ratio were assumed to be uniform, while the permeability
was assumed to be heterogeneous, with gray matter having a lower permeability
than white matter. Furthermore, the ﬁber structure in the white matter was
assumed to cause anisotropic ﬂow resistance with lower resistance in the direc-
tion of the ﬁbers than transversely. Gray matter, was assumed to have isotropic
resistance. To mimic the central canal a higher permeability was assigned to
the central canal of the spinal cord model. Fluid with a deﬁned pressure, based
on the pressure proﬁle shown in Figure 1.1 Roldan et al. [15], was prescribed in
the SAS. The longitudinal pressure gradient was assigned to the boundary of
the model. To represent the partial obstruction of the SAS in Chiari patients
a steeper pressure gradient was applied at the level of the tonsils. Below this
level, a less steep gradient was applied. Simulations were performed to quantify
deformations and ﬂuid movement within the interstitial space of the spinal cord
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under diﬀerent conditions. First with a uniform permeability, then with het-
erogeneous and anisotropic permeability representing the diﬀerent properties of
gray and white matter and ﬁnally with a central canal in which a low value for
resistance was assumed.
3 Results
In the simulations with uniform permeability in the cord ﬂuid moved into the
cord in regions of higher pressure and out of the cord in regions of lower pressure.
In the model with permeability diﬀerences simulating gray and white matter,
the pattern was more complex, but similar. With the addition of the central
spinal canal (see Figure 3.1), ﬂuid moved into the cord as in the previous case.
However, preferential ﬂow along the central canal and diminished ﬂow back into
the SAS was observed. In regions of high pressure (see Figure 3.1 (middle)) the
cord undergoes compression and the interstitial space in the cord diminishes in
size. In regions of lower pressure the tissue expands and the interstitial space
becomes larger, producing the appearance of edema and the presyrinx state.
With a uniform permeability the contraction and expansion are concentrated in
the region with the steepest pressure gradient. With the inclusion of the central
canal the expansion and contraction appears in a diﬀerent level in the model.
Thus, ﬂuid accumulates in the central spinal canal below the ﬂuid accumulating
in the cord.
4 Conclusions
Computational modeling has proven to be a powerful technique for character-
izing oscillatory CSF ﬂow and pressure. It provides full 3D proﬁles with higher
spatial and temporal resolution than PC MR. The results from computational
models predicts increased jets, bidirectional ﬂow and regions with steeper pres-
sure gradients in Chiari I compared to healthy volunteers. Computer simula-
tions conﬁrm the eﬀect of tonsilar herniation on CSF ﬂow, and show that the
alterations in ﬂow can explain the presyrinx state and the development of sy-
ringomyelia. Pressure gradients in the SAS produce movement of the interstitial
ﬂuid in the spinal cord. Assuming diﬀerent relative permeability in gray matter,
white matter and the central spinal canal, abnormal pressure gradients lead to
accumulation of ﬂuid within the cord below the steepest pressure gradient and
ﬂuid in the spinal cord central canal below the region where interstitial ﬂuid
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Figure 3.1: MR image of a patient with syringomyelia, where a ROI is indicated
to show the modeled region. (middle) The pressure ﬁeld obtained assuming diﬀerent
permeability of the central canal, grey and white matter. (right) The velocity proﬁle
shown for the region with steepest pressure gradient. The colors indicate the mag-
nitude and the arrows the direction of the ﬂow of the interstitial/extracellular ﬂuid.
Fluid enters the spinal cord in regions of high pressures. Furthermore, preferential
ﬂow along the central canal and diminished ﬂow back into the SAS was observed.
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accumulations.
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Abstract
Obstruction of CSF ﬂow, according to some theories, produces a pres-
sure drop in the subarachnoid space in accordance with the Bernoulli
theorem, that explains the development of syringomyelia below the ob-
struction. However, Bernoulli’s principle applies to inviscid stationary
ﬂow unlike CSF ﬂow. Therefore, we perform a series of computational
experiments to investigate the relationship between pressure drop, ﬂow
velocities, and obstructions under physiologic conditions.
We created geometric models with dimensions approximating the spinal
subarachnoid space with varying degrees of obstruction. Pressures and ve-
locities for constant and oscillatory ﬂow of a viscid ﬂuid were calculated
with the Navier-Stokes equations. Pressure and velocity along the length
of the models were also calculated by the Bernoulli equation and compared
with the results from the Navier-Stokes equations.
In the models, ﬂuid velocities and pressure gradients were approxi-
mately inversely proportional to the percent of the channel that remained
open. Pressure gradients increased minimally with 35% obstruction and
with a factor 1.4, 2.2 and 5.0 respectively with 60, 75 and 85% obstruc-
tion. Bernoullis law underestimated pressure changes by at least a factor
2 and predicted a pressure increase downstream of the obstruction, which
does not occur. For oscillatory ﬂow the phase diﬀerence between pressure
maxima and velocity maxima changed with the degree of obstruction.
Inertia and viscosity which are not factored into the Bernoulli equation
aﬀect CSF ﬂow. Obstruction of CSF ﬂow in the cervical spinal canal
increases pressure gradients and velocities and decreases the phase lag
between pressure and velocity.
1 Introduction
An obstruction of the subarachnoid space, such ectopic position of the cerebellar
tonsils in the Chiari I malformation, increases pressure gradients and velocities
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in the CSF during the cardiac cycle [1, 6, 29, 36]. These changes have yet not
been adequately quantiﬁed because of deﬁciencies in measurement techniques
and because of the confounding eﬀect of inter-individual variations. The role of
ﬂow obstruction in Chiari and syringomyelia has not been adequately evaluated
[34].
Previous studies do not clarify whether viscous and inertial forces must be
considered in the analysis of CSF ﬂow. In one theory of syringomyelia pathogen-
esis, CSF pressure and velocity have an inverse relationship as predicted by the
Bernoulli equation, that lacks terms for inertia and viscosity [12, 13]. Other lit-
erature suggests that viscous and inertial forces have a signiﬁcant eﬀect on CSF
dynamics [25]. In a physical model of obstruction in the spinal subarachnoid
space, pressure diminishes gradually with distance along unobstructed portions
of the model and more steeply in regions of obstruction without an increase in
pressure downstream from the obstruction, predicted in the absence of viscous
forces [26]. Studies of CSF pressure and velocity performed with computa-
tional ﬂuid dynamic (CFD) show phase diﬀerences between peak CSF pressure
and peak velocity, an indication that viscous and inertial eﬀects have a role in
CSF ﬂow [7, 22, 23]. Recent theories suggest that the timing of the velocity
and pressure pulsations aﬀects the CSF ﬂow in the perivascular spaces [4], and
obstructions disturb the phase-shift between these pulsations [7]. A systematic
study of the nonlinear relation between velocity, pressure and obstruction under
reasonable physiological conditions has not been performed.
CFD in patient-speciﬁc geometries has been used and validated in the evalu-
ation of CSF ﬂow [15, 31, 32]. Utilizing idealized geometries in place of patient-
speciﬁc models in CFD permits selected variables to be studied in isolation
[18, 22, 23, 25]. We created a simpliﬁed model of obstruction and used realistic
parameters for CSF viscosity and oscillation. We calculated pressure and veloc-
ity with the Navier-Stokes equations which have terms for viscosity and inertia.
We compared these results with calculations from the Bernoulli equation, in
which viscous and inertial forces are neglected.
2 Methods
2.1 Geometric models
Idealized models of the cervical spinal subarachnoid space with a 1.5 cm diame-
ter outer cylinder and a 1.0 cm diameter inner cylinder both 10 cm length were
made in NETGEN [33]. The walls of the models were assumed to be imper-
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meable and rigid. In one model the ﬂuid space had the same cross-sectional
area from the top to the bottom. In the other models, we placed an ellipti-
cal enlargement of the inner cylinder of 1.2, 1.33, 1.4 or 1.44 cm diameter at
the midpoint of the model. The enlargement was 2 cm in length in each case.
We converted the models into tetrahedral computational meshes consisting of
interconnected nodes in the same program. The meshes consisted of approxi-
mately 4 million cells, with some variation related to the volume of the ﬂuid
space. The minimum distance between nodes was 0.2 mm and the maximum
2 mm. The ﬁnest resolutions were applied in the obstructed region. A layered
mesh structure with higher resolution was used next to walls. The adequacy of
the spatial resolution was tested by running the simulations with a coarser and
a ﬁner mesh. We calculated the average pressure diﬀerence from the time of
maximum to the time of minimum pressure at the diﬀerent mesh resolutions.
2.2 Simulations
We simulated constant and oscillatory ﬂow through the models by solving the
Navier-Stokes equations. The Navier-Stokes solver was implemented with the
ﬁnite element library FEniCS [24] using a semi-implicit pressure correction
scheme [8] and linear elements for both velocity and pressure. At the inﬂow
and outﬂow boundaries, i.e., top and bottom of the geometric models, we de-
ﬁned a plug shaped velocity proﬁle, constant in time or varying sinusoidally.
The inﬂow velocity for constant ﬂow was set to 3.5 cm/sec. The period of the
sinusoidal inﬂow proﬁle was set equal to 0.85 sec to simulate a typical heart
rate and the stroke volume was set to 0.85 ml/per heartbeat to achieve a peak
velocity at the inlet and outlet of 3.5 cm/sec. At the walls of the ﬂuid space we
assumed no-slip boundary condition. The ﬂuid was prescribed as water at body
temperature with density ρ = 1.0g/cm3 and viscosity μ = 7 · 10−3gsec/cm.
Gravity was neglected under the assumption that it is balanced by hydrostatic
pressures. Flow was calculated at 0.25 milliseconds intervals for the sinusoidal
ﬂow proﬁle and at 10 millisecond intervals for the constant proﬁle, starting from
resting conditions. For each time step, the Navier-Stokes equations were solved
at every node in the computational mesh. For the constant inﬂow and outﬂow
proﬁle, the simulations were run until the pressure and velocity reached steady
state. For the sinusoidal inﬂow and outﬂow rate, simulations were performed
for four cycles. Snapshots of velocity and pressure were taken in Paraview [17]
and were displayed as contour plots by means of Matplotlib in Python [20].
Flow patterns for 0.5 cm at each end of the models, where ﬂow proﬁles had
incompletely developed, were disregarded.
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2.3 Quantitative comparison of velocities and pressure
Peak velocities at the midpoint of the model and maximal pressure diﬀerences
between top and bottom were plotted for each model against the percent ob-
struction. A curve was ﬁt to the points using scipy.optimize.leastsq() [21].
The pressures along the longitudinal axis were tabulated in Paraview for
the constant ﬂow rate and at t = 0.28 sec, t = 0.43, and t = 0.64 sec for the
sinusoidal ﬂow, with the module Matplotlib in Python [20].
Pressure drops at the level of the obstruction were also calculated from
Bernoulli’s Law
(
1
2ρ
(
u21 − u22
))
based on peak velocities in the straight part
(u2) and obstructed part (u2) of the channel. For constant inﬂow rate we
plotted 12ρu
2 + p along the model (ρ = density; u = velocity; p = pressure)
using the computed velocities and pressures at the center of the ﬂuid channel.
We calculated local maximal Womersley numbers (W )
W = L
√
2πρ
Tsμ
(2.1)
which describe the ratio of the local ﬂuid acceleration to the viscous forces acting
on it. The characteristic length (L) was deﬁned as L =
√
A
π , where A represents
the cross-sectional area at the midpoint of the model, and Ts the duration of
systole, which was set to 0.43 sec.
We calculated local maximal Reynolds number, the ratio of inertial to viscous
forces, as
Re =
ρumaxL
μ
, (2.2)
where umax is the peak velocity.
3 Results
3.1 Geometric model
The model had cross sectional areas of the ﬂuid space reduced by 35%, 60%,
75%, and 85% respectively for diameters of 1.2, 1.33, 1.4 and 1.44 cm. The
models had a smooth transition from unobstructed to obstructed regions. For
simulations at 3 mesh resolutions the average pressures diﬀered with 0.002,
0.02, 0.02, 0.03, and 0.09 cmH2O for 0%, 35%, 60%, 75%, and 85% obstruction
respectively. Peak velocities varied by up to 10%. Varying the resolution did
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not aﬀect the timing of peak velocities and pressures or the qualitative behavior
of the solution.
3.2 Simulations
With ﬂow started from rest, pressure and velocity stabilized by 3 seconds in the
constant ﬂow simulations. For the sinusoidal ﬂow simulations, in all models,
the velocity and pressure plots over time from the ﬁrst to the fourth cycle were
indistinguishable. The mean volume ﬂux, that is the integral of the normal ve-
locity over the cross sectional area, was constant along the length of the models,
showing that volume (mass) conservation was fulﬁlled in the simulations. Axial
images showed that velocity varied with distance from the walls, while pressure
did not.
3.2.1 Unobstructed model
For the constant inﬂow and outﬂow rate the velocity had an unchanging proﬁle
along the length of the model. In the axial plane the velocity peaked in the
center of the channel and progressively decreased towards the walls. For a
sinusoidal inﬂow and outﬂow rate, velocity varied both with location in the
channel and phase of the cycle. During times of high velocity, velocities varied
from zero at the wall to maximal in the center of the channel (Figure 3.1). When
ﬂow reversed, ﬂow in the center of the channel maintained the direction of ﬂow
during the last half cycle as ﬂow near the wall began to move in the opposite
direction; resulting in synchronous bidirectional ﬂow.
For constant inﬂow, pressure changed linearly from top to bottom along the
length of the model. With sinusoidal inﬂow and outﬂow, the pressure gradient
oscillated continuously with peaks at t = 0.03 sec and t = 0.46 sec and zero
gradient at t = 0.24 sec and t = 0.66 sec.
3.2.2 Obstructed models
In the obstructed models, the velocity proﬁles in the obstructed regions dif-
fered from those in the unobstructed model while in the regions away from the
obstruction they did not diﬀer visibly from those in the unobstructed model
(Figure 3.1). With constant inﬂow and outﬂow rate, larger peak velocities were
present in the narrowed region of the ﬂuid space than in the regions upstream
and downstream to the obstruction. For sinusoidal inﬂow and outﬂow con-
ditions, velocities were greater in the region of obstruction than upstream or
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Figure 3.1: Color display of velocities in the midline plane at maximal ﬂow (a, b)
and ﬂow reversal (c, d) in the 0% (left) and 75% obstructed (right) models. At the
time of maximal ﬂow, the velocities in the ﬂuid space have a maximum in the center of
the channel and near zero ﬂow at the edge of the channel. In the unobstructed model,
velocities increased from zero at the edge to its maximum in the center of the channel.
In the unobstructed model, velocities remain constant along the length of the model.
In the obstructed model, ﬂuid ﬂows with greater velocity at the level of the obstruction.
Above and below the obstruction, ﬂow has the same velocities and velocity proﬁle as
in the unobstructed model. Mean ﬂux, the integral over the cross sectional area is
constant along the length of the model. At the time of ﬂow reversal, velocities are
positive in direction near the wall of the ﬂuid chamber and negative in the center of
the ﬂuid space, indicating bidirectional ﬂow. When ﬂow reverses direction again, the
negative and positive velocities occur again, with their locations with respect to the
wall reversed. The mean velocity is zero at this time. In the obstructed model at the
time of ﬂow reversal, velocities at the level of obstruction are negative only. Above and
below the obstruction, both positive and negative velocities are present (bidirectional
ﬂow)
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(a) (b) (c) (d)
Figure 3.2: Color display of pressures in the midline at the time of peak ﬂow (left)
and ﬂow reversal (right) in the 0% and 75% obstructed models. In the unobstructed
model pressure decreases progressively along the length of the model at the time of
peak ﬂow. In the obstructed model at peak ﬂow, the pressure gradient is steeper at the
level of obstruction than above and below the obstruction. At the time of ﬂow reversal,
pressure gradients in the unobstructed model are larger than at the time of peak ﬂow.
In the obstructed model the pressure decreases less steeply over the obstruction.
downstream to the obstruction, except during the phases of the cycle with least
ﬂow volumes. Peak velocities increased at the level of obstruction as the degree
of obstruction increased. As in the unobstructed model, the velocity peaked in
the center of the channel and decreased towards the wall, where it was zero. At
the time when ﬂow direction reversed, bidirectional ﬂow was evident upstream
and downstream to the obstruction and at the obstruction in models with less
than 75% obstruction (Figure 3.1). Away from the obstruction, velocity proﬁles
did not change along the long axis of the model.
For the constant ﬂow condition, pressure varied along the length of the
obstructed models nonlinearly, with greater decrease per unit length in regions
of obstruction. The pressure decrease in the obstructed region varied with the
degree of obstruction. For oscillatory inﬂow and outﬂow rate, the pressure
varied with time and with position along the long axis of the model. As with
the constant inﬂow rate, the pressure decreased more rapidly at the level of
the obstruction than downstream or upstream to the obstruction during most
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Figure 3.3: a) Plot of pressure in cmH20 during constant ﬂow along the unobstructed
and obstructed models. Pressure decreases steeply at the level of obstruction (4-6 cm
from the top of the model) and diminishes less steeply along the unobstructed portions
of the models. Pressure is assumed to be 0 at the bottom end of the model. b) In the
Bernoulli equation, 1
2
ρu2 + p, is assumed constant along a streamline. The deviation
of this quantity from its value at the outlet shows the error in Bernoullis law as a
function of the distance from the outlet. In unobstructed regions the deviations are
relatively small, e.g., for the unobstructed model the deviation reaches a factor 3.5 at
the top of the model. At the obstruction (4-6 cm from the top) the deviations are
large, e.g. the deviation reaches a factor 60 at the level of an 85% obstruction.
of the cycle (Figure 3.2). The pressure proﬁle along the length of the model
varied with the phase of the cycle, having less steep gradients at the level of
obstruction when the ﬂow diminished and reversed (Figure 3.1). At times in
the cycle, the pressure gradient was biphasic, that is it varied in one direction
between the top and the bottom of the model and varied in a diﬀerent direction
over the obstruction (Figure 3.7).
3.3 Quantitative comparison of velocities and pressure
3.3.1 Constant ﬂow
Velocity for the constant inﬂow condition, in the unobstructed model ranged
from 0 at the wall to 5.3 cm/sec, in the center of the channel anywhere along
the length of the model. In obstructed models, peak velocities in the obstructed
regions were 7.9, 13.7, 23.1, and 34.0 cm/sec with 35, 60, 75 and 85% obstruction
respectively.
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Pressure diﬀerences for constant ﬂow were 0.04 cmH2O in the unobstructed
model and 0.06, 0.14, 0.43, 1.17 cmH2O with a 35%, 60%, 75% and 85% ob-
struction respectively Figure 3.3(a).
By the Bernoulli equation
(
1
2ρu
2 + p = constant
)
the pressure diﬀerence
was 0.04, 0.08, 0.2 and 0.3 cmH2O with a 35%, 60%, 75% and 85% obstruc-
tion respectively, considerably lower than the pressure diﬀerences calculated for
constant ﬂow with the Navier-Stokes equations. Using the computed velocities
and pressures, the term 12ρu
2 + p, which is assumed invariable in the Bernoulli
equation deviated from the value at the inﬂow by a factor of 3.5 to 80 in the
obstruction models Figure 3.3(b).
3.3.2 Oscillatory ﬂow
For oscillating inﬂow, peak velocity in the unobstructed model was 5.2 cm/sec,
near the center of the channel anywhere along the length of the model. When
ﬂow reversed, velocities of 1 cm/sec were present one direction with a velocity
of 0.7 cm/sec in the opposite direction. In obstructed models, peak velocities
were 7.7, 13.8, 23.4, and 35 cm/sec respectively (Figure 3.4). The velocity was
inversely proportional to the percent of cross sectional area remaining. The
obstructed models had bidirectional ﬂow upstream and downstream to the ob-
struction of similar magnitude as in the unobstructed model. In the obstructed
region, bidirectional ﬂow was apparent in models with up to 60% obstruction.
Pressure diﬀerences reached 0.3, 0.4, 0.6, and 1.3 cmH2O for the 35, 60, 75
and 85% obstruction respectively compared to 0.26 cmH2O in the unobstructed
model (Figure 3.5).
The timing of the maximal pressure diﬀerential varied with degree of ob-
struction. For the 0% obstruction the pressure gradient peaked at t = 0.46
sec, a 75 degree phase shift compared to velocity (Figure 3.6). With increas-
ing obstruction, the phase diﬀerence changed to 72, 59, 35 and 10 degrees for
the 35%, 60%, 75% and 85% obstruction respectively. Concordantly, pressure
diﬀerences at peak velocity changed as the degree of obstruction changed. At
peak ﬂow, the pressure diﬀerence over the obstacle increased from 0.03, 0.1, 0.4
to 1.2 cmH2O respectively for the 35%, 60%, 75% and 85% obstruction mod-
els (Figure 3.6). The change in pressure gradient at the level of obstruction
had a diﬀerent temporal pattern than it had upstream and downstream to the
obstruction (Figure 3.7(b)).
Deviations of the term 12ρu
2+p in the Bernoulli equation at locations along
the model from inﬂow were greater for oscillatory ﬂow than for constant ﬂow.
Womersley numbers ranged from 7 at the level of 85% obstruction to 18 at
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Figure 3.4: Plot of peak velocities as a function of obstruction of the ﬂuid space. The
dots represent the computed peak velocities and the solid line the ﬁtted curve. The
velocity increases at 35and continues to increase inverse proportionally to the percent
of channel that remains open.
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Figure 3.5: Plot of pressure diﬀerence between top and bottom of the models as
a function of percent of obstruction of the ﬂuid space. Pressure diﬀerences increase
slowly for obstruction of 60% or less and steeply and more steeply for obstructions of
75 and 85%. The curve shows that the pressure is nearly inverse proportional to the
percent of the channel that remains open.
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Figure 3.6: Plot of pressure diﬀerence between top and bottom of the models as a
function of time in the cycle. As the level of obstruction increases, the magnitude of
pressure diﬀerence increases. As the degree of obstruction increases the time of the
maximal pressure processes to a later time in the cycle. In the unobstructed model
the pressure gradient peaks at 0.46 sec; in the most obstructed model it peaks at 0.61
sec, a change of 65 degrees in the cardiac cycle.
unobstructed levels. For Womersley numbers less than 10, pressure and velocity
were nearly in phase. For Womersley numbers greater than 10, pressure gradient
and velocity diﬀered in phase by as much as 75 degrees. Bidirectional ﬂow
occurred in a model only when the Womersley number exceeded 10. The local
Reynolds numbers ranged from about 350 to 1050 at peak velocity. Reynolds
numbers increased as obstruction increased.
4 Discussion
Obstruction of the subarachnoid space in the model produced non-linear in-
creases in velocities and pressures. It reduced synchronous bidirectional ﬂow in
the vicinity of the obstruction, caused larger and multiphasic pressure gradients
and changed the phase diﬀerence between velocity and pressure oscillations. It
changed pressures and velocities diﬀerently for oscillatory than for constant ﬂow,
due to inertial forces. Pressures and velocities did not accord with Bernoullis
law, which neglects inertial and viscous forces in eﬀect in CSF. Speciﬁcally pres-
sure did not increase downstream of an obstruction as the Bernoulli law predicts
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Figure 3.7: Plots of pressure along the length of the unobstructed and obstructed
models to illustrate diﬀerent pressure ﬁelds during oscillatory ﬂow. One pattern (a) has
pressure diminishing with distance along the model more steeply near the obstruction
than at a distance from the obstruction. This pattern occurs at peak inﬂow (t = 0.21).
At another time in the cycle (b), pressure has a bimodal ﬂuctuation along the models,
with pressure decreasing with distance near the obstruction. This occurs when ﬂow is
in the process of reversing (t = 0.28 sec). It reﬂects the fact that the pressure wave has
a later phase near the obstruction than away from it. Another pattern (c) has pressure
increasing along the models, more steeply near the obstruction than at a distance from
it. This plot illustrates pressures at t = 0.43 sec.
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for non-viscous ﬂuids.
To isolate the eﬀect of obstruction of the ﬂuid space, the models were sim-
pliﬁed in geometry and in ﬂow patterns, although physiologically correct ﬂuid
viscosity and rate of ﬂow oscillation were retained. The dimensions of the mod-
els and the length of the cycle accorded with normal human physiologic CSF
ﬂow metrics [14, 25]. In all simulations the stroke volume was kept constant.
When the ﬁner mesh was employed, peak inﬂow velocity decreased, because the
boundary layer was better resolved. The maximum velocity diﬀerence of 10%
does not impact the qualitative results or the conclusions. We have assumed
rigid walls in the model since deformations of the spinal have a minor impact
on the ﬂow ﬁeld during the cardiac cycle [11]. However, with this assumption
we eliminated a dampening eﬀect on pressure gradients, neglected possible pres-
sure wave phenomena and ignored volume changes or compliance [1], which are
second order eﬀects for velocities and pressure. By eliminating permeability of
the walls, we omit the ﬂuid exchange between the spinal cord and CSF, which
occurs normally [4, 35]. The amount of ﬂuid exchange is currently impossible
to measure, although it factors in several theories on the pathogenesis of sy-
ringomyelia [3, 4, 16, 27]. Using idealized geometric models and constant or
sinusoidal ﬂow as inﬂow and outﬂow boundary conditions, we oversimpliﬁed
CSF ﬂow, probably with the eﬀect of overestimating maximum pressures and
velocities in diastole and of underestimating maximum pressures and velocities
in systole. The plug shape of the inﬂow and outﬂow proﬁle created unphysio-
logic ﬂow patterns for about 0.5 cm from both ends of the model and therefore
these regions were disregarded.
Fluid velocities and pressures in the model are in physiologic ranges. The
ﬂuid velocities we observed in the unobstructed model, 5 cm/sec, agree with CSF
velocities in normal human subjects [10, 19, 29]. With the highest degrees of
obstruction, velocities in the simulations are higher than some published values
for CSF [2, 10, 19, 28, 29], but concordant with recent 4D PCMR measurements
[5, 6]. The calculated pressures and velocities in the models qualitatively agree
with results in a physical model of oscillatory ﬂow in the subarachnoid space
[26]. In that model, pressure downstream from an obstruction continued to
decrease, as in our study but in disagreement with predictions from Bernoulli’s
law. The maximal pressure diﬀerences we observed are in the range pressure
calculated from PCMR measurements [1] or for idealized Chiari I subarachnoid
space geometries [22, 23]. In our model, obstruction of 30 or 60% produced
velocities from 8 to 14 cm/sec, in the range of velocities found in vivo in the
Chiari I malformation [19, 29]. The pressure diﬀerentials in our models were
substantially lower than what Martin et al. [26] reported although their results
13
are in qualitative agreement with ours. The phase diﬀerence between velocity
and pressure oscillation diminished with increasing obstruction, accords with
PC MR studies in which Chiari I patients have peak velocities at a diﬀerent
time in the cardiac cycle compared to controls Armonda et al. [2], Pinna et al.
[28]. Our results are in agreement with the abnormal phase diﬀerence between
arterial pulse pressure and CSF pressure in Chiari patients [4]. Synchronous
bidirectional ﬂow did not occur at the level of the obstruction in our models but
did occur elsewhere. Bidirectional ﬂow increases with increasing Womersley
number, i.e, where the ﬂow channel widens. Obstruction of the subarachnoid
space has complex eﬀects on CSF pressures, velocities and phase diﬀerences
between the two. These data indicate that the complexity in CSF dynamics, like
the complexity of some blood ﬂow dynamics [9, 30] is not accurately predicted
by Bernoulli’s law which neglects inertial and viscous forces.
5 Conclusion
Obstruction of CSF ﬂow in the cervical spinal canal increases pressure gradients
and velocities and decreases the phase between pressure and velocity. Inertia and
viscous forces aﬀect CSF ﬂow. Bernoullis law underestimates the magnitude of
the pressure gradients at the obstruction and fails to display temporal diﬀerences
between velocity and pressure. While inertial and viscous forces have been
disregarded in some discussions of CSF ﬂow, this study shows their eﬀects must
be factored into future discussions of CSF ﬂow. The Bernoulli equation does
not adequately explain CSF ﬂow, despite its application in some theories.
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Abstract
Abnormal cerebrospinal ﬂuid (CSF) dynamics is associated with neu-
rological disorders such as the Chiari I malformation, in which parts of
the cerebellum is displaced into the spinal canal. Currently there is no
criterion that can distinguish symptomatic Chiari patients from asymp-
tomatic or give an indicator for the optimal treatment of a given patient.
Moreover, 4D phase contrast MR (PCMR) studies report more complex
ﬂow patterns than both computational ﬂuid dynamics (CFD) and 2D
PCMR. Therefore, there is a need for an improved understanding of the
CSF dynamics.
In this study, we used CFD to simulate CSF ﬂow and pressure in the
cervical subarachnoid space (SAS), cerebellomedullary cistern, pontine
cistern, and 4th ventricle in two Chiari patients and one control under
subject-speciﬁc anatomy and ﬂow conditions.
The results demonstrated substantial diﬀerences in ﬂow velocities,
pressure drop and ﬂow resistance between the control and the Chiari
patients and also between the two Chiari patients. Maximum pressure
drop occurred at diﬀerent times during the cardiac cycle in the diﬀerent
models.
This study reproduced ﬂow jets and vortices seen in 4D PCMR, but
did not explain preferential CSF ﬂow observed in the posterior cervical
SAS. This indicates that inclusion of at least parts of the cranial SAS is
important to reproduce ﬂow patterns seen in vivo.
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1 List of Abbreviations
CSF Cerebrospinal Fluid
SAS Subarachnoid space
CS Cervical SAS
C1 First cervical vertebrae
T1 First thoracic vertebrae
FM Foramen Magnum
Aq Aqueduct
Vol1 Patient with normal anatomy and ﬂow
P2 Chiari patient 2
P4 Chiari patient 4
PCMR Phase Contrast Magnetic Resonance imaging
Venc Velocity encoding
2 Introduction
The Chiari I malformation is a medical condition characterized by the displace-
ment of the cerebellar tonsils through the foramen magnum (FM) into the spinal
column (see Figure 2.1). The displaced cerebellar tonsils partially obstruct the
subarachnoid space (SAS) at the level of the FM and compress the cerebellum.
Symptoms range from severe headache to sleep apnea and muscle weakness.
Secondary to a Chiari malformation many patients develop ﬂuid ﬁlled cavities
within the spinal cord tissue, a condition called syringomyelia. The exact re-
lation between Chiari and syringomyelia remains unclear, but both conditions
have been associated with abnormal cerebrospinal ﬂuid (CSF) ﬂow caused by
the obstruction of the SAS.
Usually Chiari I is diagnosed from MR images by measuring the distance
from the FM to the tip of the cerebellar tonsils. Unfortunately, there is no
direct correlation between symptoms in Chiari patients and to which extent
the cerebellar tonsils are displaced. Moreover, there is no criterion that can
distinguishes symptomatic Chiari patients from asymptomatic ones or give an
indicator for the optimal treatment of a given patient. Therefore, alternative
measures are needed.
As mentioned, Chiari I is associated with abnormal CSF ﬂow. Phase contrast
MR (PCMR) imaging in patients with the Chiari I malformation demonstrates
abnormal ﬂow in the foramen magnum and upper spinal canal [3, 9, 10, 12, 28].
The abnormal ﬂow is characterized by increased peak velocities, bidirectional
ﬂow, and ﬂow jets. Further, phase diﬀerences between peak velocity in healthy
2
(a) (b)
Figure 2.1: (a) MR image of the cerebellum and spinal cord in a healthy individual.
In all pictures white and grey regions indicate ﬂuid and tissue, respectively. (b) Patient
with both Chiari I malformation and syringomyelia. The Chiari malformation can
clearly be seen by noting how thight the SAS around C1 is. Syringomyelia is identiﬁed
as the white cavities of CSF within the grey spinal cord from C4 to T4. Notice that
the SAS is tight all the way from C1 to T4 in the Chiari patient.
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subjects and Chiari patients have been observed [10]. PCMR has become an
increasingly popular tool. However, there is no agreement about which velocity
features that indicate severity of the malformation [30].
Abnormal CSF velocities implicate abnormal pressure gradients. Measuring
pressue is more involved than measuring velocity. Whether PCMR data can be
used to obtain reliable pressure estimate is debatable, and pressure measure-
ments are usually done invasively at one or a few locations [11, 35].
Computational ﬂuid dynamics (CFD) provides both pressure and velocity
with high temporal and spatial resolution, and has consequently become a pop-
ular tool. Both patient speciﬁc [14, 29, 37] and idealized geometries [18, 22, 24]
have been used in CFD studies. Flow resistance and ﬂow impedance potentially
provide more precise measures of the severity of the SAS obstruction and may
be quantiﬁed accurately by CFD [25, 30, 31].
CFD models have clearly improved our understanding of CSF hydrodynam-
ics. However, 4D PCMR studies have shown [9, 10] more complex ﬂow patterns
and higher CSF velocities than found in both CFD and 2D PCMR. A recent
study by Yiallourou et al. [37] compared 4D PCMR with CFD simulations, and
found large discrepancies between the two approaches. Yiallourou et al. [37]
suggested ﬁne anatomical structures as one of the main reasons for the discrep-
ancies. This hypothesis is also supported by a recent study by Mortensen et al.
[26].
The aim of the present paper is to propose an alternative explanation of
the discrepancies between 4D PCMR measurements and CFD, namely that the
complex anatomy of the cranio-cervical junction in Chiari patients and phase-
diﬀerences between CSF ﬂow in the aqueduct and SAS need to be included
for accurate ﬂow calculations. Most CFD studies cut the geometry at or just
above FM to reduce the complexity of the anatomy in the computer model. In
fact, to the authors knowledge, only the model by Gupta et al. [14] includes the
cerebellomedullary cistern, pontine cistern, and the 4th ventricle. However, they
only considered ﬂow down to the level of C1 in the normal SAS. In the present
paper, we include both the cisterns and the 4th ventricle, and the geometry
is cut just above the aqueduct in the rostral end and at the level of C4 in the
caudal end. To investigate how the velocity patterns, the pressure drop, and the
ﬂow resistance across FM vary with the anatomy, we compare CFD simulations
in two Chiari patients and one control subject with normal anatomy. The
present paper represents a comprehensive and detailed computational study
for understanding how cranial and cervical CSF ﬂow is inﬂuenced by complex
geometric features of the anatomy.
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(a) (b)
Figure 2.2: Anatomy of the ventricles and SAS in the brain and cervical spine.
Figure (a) shows (1) the lateral ventricles, (2) the 3rd ventricle, and (3) the aqueduct.
Figure (b) shows (3) the lower part of the aqueduct, (4) the pontine cistern, (5) the
cervical SAS, (6) cerebellomedullary cistern, (7) the 4th ventricle, (8) foramen luschka,
and (9) foramen magendie.
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3 Medical Background
3.1 Subarachnoid space (SAS) and ventricular system
The SAS is a ﬂuid-ﬁlled space situated between the two innermost meningeal
layers covering the brain and spinal cord, i.e., the arachnoid mater and the pia
mater. The SAS is penetrated by the spinal nerve roots, blood vessels, dental
ligaments, and the arachnoid trabeculae. Dental ligaments consist of pairs of
thin sheets that connect the pia to the arachnoid mater. The trabeculae consists
of a large number of ﬁlaments that form a cobweb like structure and becomes a
part of the pial membrane. Within the SAS there are regions where the pia and
the arachnoid mater are not in close approximation. These regions are called
cisterns. In Figure 2.2 two of the cisterns are displayed, namely the pontine
cistern and the cerebellomedullary cistern.
The ventricular system is interconected ﬂuid-ﬁlled cavities within the brain,
which are made up by the large lateral ventricles, and the third and the fourth
ventricle (Figure 2.2). The lateral ventricles are connected to the third ven-
tricle through the foramen monro, and the third ventricle is connected to the
fourth ventricle by the aqueduct of sylvus. At each side of the fourth ventricle
the foramen luschka connects the fourth ventricle to the pontine cistern, and
at the bottom, the foramen magendie connects the fourth ventricle and the
cerebellomedullary cistern, as illustrated in Figure 2.2.
3.2 Oscillatory CSF ﬂow
The ﬂuid occupying the ventricles and SAS of the brain and spinal cord is called
cerebrospinal ﬂuid (CSF) and has properties similar to water [8]. CSF is mainly
produced in the ventricular system and enters the SAS through foramen ma-
gendie and foramen luschka. CSF ﬂows in a pulsatile manner through the SAS
and ventricular system in accordance with the cardiac cycle. In systole, when
the blood pressure reaches its maximum value, the arteries in the brain expand,
and, since the skull is rigid, CSF is forced to ﬂow out of the cranial vault into
the spinal SAS. This process occurs in diﬀerent phases [4]. First, the CSF in the
cranial SAS is ﬂushed into the spinal SAS. Then, blood ﬂows out of the cranial
vault through the jugular veins and at the same time the ﬂuid in the 4th ven-
tricle ﬂows into SAS. Finally, CSF ﬂows from the third ventricle and aqueduct
into the SAS. The ﬂuid ﬂow from the cranial SAS contributes with about 90%
of the ﬂow across FM, while the ﬂuid from the ventricles contributes with only
about 10% (see Figure 4.2). During diastole, when the blood pressure reaches
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its minimum value, the ﬂow is reversed and CSF ﬂows back into the cranial
SAS. Under pathological ﬂow conditions, as those caused by the Chiari I mal-
formation, both the timing and the magnitude of the ﬂow may be signiﬁcantly
disturbed.
4 Methods
4.1 MRI
In the current study we used MR images from one control patient with normal
anatomy and two Chiari patients. Throughout the text the control patient is
referred to as Vol1 and the Chiari patients as P2 and P4. The patients were
females at the age of 40, 26 and 63 years for Vol1, P2, and P4, respectively. P2
has a distinct syrinx at the level of C2.
The MR images was obtained at Oslo University Hospital on a 3T Siemens
scanner (Skyra) for Vol1 and on a 3T Philips scanner (Achieva 2.5.3) for P2 and
P4. For the segmentation of the SAS and ventricles for the CFD simulations
we used T2-weighted turbo spin-echo sequences with a spacing of 0.5 mm x 0.5
mm or 1 mm x 1 mm in the sagital plane and slice thickness of 1 mm.
PCMR images was obtained on the same scanners at the level of FM and in
the aqueduct. In the aqueduct the velocity encoding (Venc) was set to 8 cm/s
for P2 and P4, while it was set to 16 cm/s for Vol1. At the level of FM the Venc
was set to 6 cm/s for P2 and P4 and 10 cm/s for Vol1. The spatial resolution
was 0.62 mm x 0.62 mm and 32 images was obtained per cardiac cycle using
retrospective ECG-gating.
4.2 From MRI to patient speciﬁc geometries
The anatomy of the cervical subarachnoid space, pontine cistern, and the 4th
ventricle including the aqueduct was reconstructed using the Vascular Model
Tool Kit (VMTK) [2]. The segmentation algorithms in VMTK are based on
level set methods (see Appendix A), which were used to extract surfaces rep-
resenting the dura mater and the pia mater or brain tissue. The extracted
surfaces were smoothed and opened in each end to create inﬂow and outﬂow
boundaries. Finally, computational meshes were generated for Vol1, P2, and
P4. In Figure 4.1 the MR images with the initial level set is displayed together
with the ﬁnal surface meshes.
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(a) Vol1 (b) Vol1
(c) P2 (d) P2
(e) P4 (f) P4
Figure 4.1: MR-images and the segmented surfaces in (a) Vol1, (c) P2, and (e) P4.
Notice the very tight CSF space at the level of Foramen Magnum in P4. In (b), (d),
and (f) the surface meshes are displayed and the selected cross-sections at which we
evaluate the pressure are indicated in red.
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4.3 Computational Fluid Dynamics
To simulate CSF ﬂow through the spinal SAS, we applied the Navier-Stokes
equations for an incompressible Newtonian ﬂuid
∂u
∂t
+ u · ∇u−∇ · σ(u, p) = 0, (4.1)
∇ · u = 0. (4.2)
Here, σ is the Cauchy stress tensor, which is dependent on the strain tensor 
and u:
σ(u, p) = 2ν(u)− pI, (4.3)
(u) =
1
2
(∇u+∇Tu) . (4.4)
The primary variables, u and p, describe the unknown CSF velocity and
pressure, respectively, and ν = μ/ρ is the kinematic viscosity, involving the
ﬂuid density ρ and the dynamic viscosity μ. CSF is, as mentioned, a water-
like ﬂuid and behaves as a Newtonian ﬂuid with ρ and μ similar to water at
body temperature [8]. Thus, in all simulations we used ρ = 1000
[
kg
m3
]
and
μ = 7.0 · 10−4
[
kgs
m
]
.
To solve the governing equations we applied a semi–implicit incremental
pressure correction scheme (IPCS). The discretized equations were implemented
in the FEniCS [23] application cbc.flow.
A consequence of the splitting scheme is that a condition for the pressure
must be assigned on the entire boundary. In this study we used homogenous
Neumann boundary conditions ∂p.∂n = 0 on all boundaries. Dirichlet condi-
tions were employed for the velocity, as described in detail on page 9.
4.4 Patient speciﬁc boundary conditions
The PCMR data from the cranial SAS and the aqueduct was used as inﬂow/out-
ﬂow boundary conditions at the caudal end and in the aqueduct of the model,
respectively. This is plausible assuming mass conservation of CSF within the
cranium and cervical spinal canal.
The PCMR data was analyzed in BioFlows (tidam.fr) [5]. Based on spectral
segmentation a region of interest (ROI) was chosen, i.e., the region with CSF
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ﬂow. Then volume ﬂux and velocity curves as a function of time were automat-
ically calculated and saved in a spread sheet. The heart rates were 71, 86, and
77 beats per minute for Vol1, P2, and P4, respectively.
The quality of the measured data was high for P2. For P4, Venc was set too
low and an antialiasing ﬁlter was applied to achieve ﬂow in a uniform direction at
each time step. For Vol1, the Venc value was set to 100 mm/s at FM, which was
high and caused a low signal to noise ratio and thus uncertainties in the data.
For this region we had to do parts of the segmentation manually instead of using
spectral segmentation. In 2D PCMR the velocity component perpendicular to
the selected slice is found. In the implementation the velocity was therefore
multiplied by the normal vector (n).
The resolution of the data is relatively low both in time and space. To
be able to evaluate the boundary conditions at any point in time we interpo-
lated between the measured points using cubic splines. The computed ﬂux and
corresponding splines can be seen in Figure 4.2. As expected, the ﬂux in the
aqueduct was delayed compared to the ﬂux at level of FM, and this delay was
most prominent in Vol1. Notice the low ﬂow rate in the aqueduct of P2.
To construct velocity proﬁles uΓi at the inﬂow/outﬁle boundaries Γi, we
distributed the volume ﬂux over the boundary according to a weighting function
τ(x). This function was zero at the wall and increased with the distance from
the wall. The velocity proﬁle is then
uΓi =
Qi(t)τ(x)∫
Γi
τ(x)dΓi
n (4.5)
Note that this velocity is not the physically correct velocity, but the imposed
variation over the boundary is thought to lead to a shorter distance for devel-
oping the correct boundary layer compared to the common choice of a simple
plug proﬁle.
The above inﬂow/outﬂow conditions apply in the caudal end and in the
aqueduct. However, we do not have information about the volume ﬂux through
the pontine and cerebellomedullary cisterns. In this study we used the the
principle of volume conservation to assign velocity proﬁles at the remaining
inﬂow/outﬂow boundaries. That is, we subtracted the ﬂux through the aqueduct
from the ﬂux at FM, and the remaining ﬂux was divided into the two areas and
scaled by the areas. At the impermeable walls of the SAS we imposed a no-slip
boundary condition: u = 0.
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Figure 4.2: Volume ﬂux through the SAS at the level of C1 and in the aqueduct.
Figures (a, b) show ﬂuxes in Vol1, (c, d) in P2 and (e, f) in P4. The ﬂow through the
aqueduct is approximately 10% of the ﬂow at C1, except in P2 where the ﬂow rate in
the aqueduct is low. Notice that the ﬂux in the aqueduct is delayed compared to the
ﬂux at the level of FM. This delay is most prominent in Vol1.
11
4.5 Computations
We simulated oscillatory ﬂow in the SAS in the three segmented geometries. All
simulations were performed with a time step of Δt = 10−4 s for three cardiac
cycles. Simulations were initiated with zero-ﬂow velocity, but a steady periodic
state was reached already in the second ﬂow cycle. The sensitivity to the spatial
resolution is described later.
For the velocity, we evaluated ﬂow patterns at peak systolic inﬂow, while for
the pressure, we computed the spatial average as a function of time at three se-
lected slices in the cervical SAS (CS), aqueduct (Aq), and pontine cistern (PC),
as indicated in Figure 4.1. Then we deﬁned the pressure diﬀerence between PC
and CS as
Δp1 = pPC − pCS, (4.6)
and the pressure diﬀerence between Aq and PC as
Δp2 = pAq − pPC. (4.7)
4.5.1 Hydrodynamical measures
The obstruction of the SAS is expected to increase the ﬂow resistance (R).
Resistance between PC and CS was deﬁned as
R1 =
Δp1max
QCSmax
, (4.8)
where QCSmax is the peak systolic ﬂow at the cervical inlet. Similarly, resistance
between Aq and PC was deﬁned as
R2 =
Δp2max
QAqmax
, (4.9)
where QAqmax
is the peak systolic ﬂow in the aqueduct.
We estimated the phase diﬀerence θ between Δp and u by
θ =
tumax − tΔp1max
T
, (4.10)
where tumax represents the time of peak systolic velocities in CS, tΔp1max the time
of peak diﬀerential pressure, and T the duration of caudal ﬂow, i.e., duration of
systole.
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Finally, we computed the Reynolds number, Re = ρumaxLμ , at peak systolic
ﬂow in the aqueduct and in the cervical SAS (see Figure 4.1). We also estimated
Re at the level of FM in Vol1 and in the narrow passages at the level of the
obstructed SAS in P2 and P4. In the aqueduct L is the diameter of the ﬂuid
space at the chosen level. In the cervical SAS and at foramen magnum in Vol1
we deﬁned L to be the diameter of the anterior SAS along the center line of the
spinal cord. Further, umax was deﬁned as the peak systolic velocity along the
diameter L.
4.5.2 Sensitivity to spatial mesh resolution
To check the results for mesh independence, all simulations were performed
on two meshes with diﬀerent resolutions. The meshes corresponding to Vol1
had 9.95 and 18.5 million cells, for P2 the meshes had 8.02 and 16.8 million
cells, and for P4 they had 7.91 and 18.9 million cells. We selected two slices
where we compared the magnitude of the velocity (|u|) along the lines indicated
in Figure 5.7. We deﬁned the maximum percentage diﬀerence between the
velocities in the two meshes as
e|u| = 100% ·max
∣∣∣∣∣ |u
coarse
min | − |uﬁnemin |
|uﬁnemin |
∣∣∣∣∣ , (4.11)
where |umin| represents the magnitude of the peak systolic velocity. Note that
negative velocities are in the caudal direction and positive velocities in the
rostral direction. For the pressure we similarly deﬁned the maximum diﬀerence
between the computations in the two meshes as
eΔp1 = 100% ·
Δpcoarse1max −Δpﬁne1max
Δpﬁne1max
, (4.12)
where Δp1max is the maximum pressure diﬀerence between the average pressure
at the selected slices in the pontine cistern and cervical SAS.
5 Results
5.1 Pressure and pressure drop
Figure 5.1 displays the pressure drop Δp1 as a function of the time percentage of
the cardiac cycle. As mentioned, the pressure at each level represents a spatial
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average at the given cross-section. The cardiac cycle was deﬁned to start at
ﬂow reversal at the cervical inlet/outlet boundary t0 = tQCS=0. Maximum
Δp1 was 33.6, 44.4, and 83.9 Pa for Vol1, P2, and P4 respectively (Table 5.1),
indicating that the pressure drop across FM increased with increasing levels of
obstruction. At peak systolic ﬂow, Δp1 was close to zero in Vol1 and P2. P4 had
Δp1Qmax = 53.6 Pa, which is a factor ten higher than in P2 and P4 (Table 5.1).
The wave form of QCS varied between the subjects. Caudal ﬂow lasted
26% of the cycle for Vol1, 47% for P2, and 37% for P4. Peak systolic ﬂow was
reached after 8, 17.5, and 14% of the cycle for Vol1, P2, and P4, respectively.
Consequently, the maximum pressure diﬀerential did not coincide in the diﬀerent
models (see Figure 5.1).
In Figure 5.2, Δp2 is displayed, and also here we have t0 = tQCS=0. Max-
imum Δp2 was 13.1, 1.4, and 8.2 Pa for Vol1, P2, and P4, respectively (Ta-
ble 5.1). Due to the low ﬂow rate QAq in P2, the peak of Δp2 was low. Vol1
had the highest peak Δp2, because of the narrow aqueduct, foramen luschka,
and foramen magendie.
Peak Δp2 did not coincide with peak Δp1, because the ﬂow in the aqueduct
(QAq) was delayed compared to the ﬂow in the SAS (QCS). In Vol1, QAqmax
occurred 28% later in the cycle than QCSmax , while in P2 and P4, QAqmax
was
delayed by 15% and 16%, respectively. The Δp2min quantity coincided with
diastolic peak ﬂow QAqmax
in Vol1, while systolic peak ﬂow occurred close to
Δp2 = 0. For P4, Δp2 was close to zero at peak systolic and diastolic ﬂow,
while Δp2 peaked at ﬂow reversal, i.e., when QAq = 0.
Table 5.1: Peak systolic velocities at the three given levels (see Figure 4.1), and Δp
at its maximum, at its minimum, and at the time of peak systolic ﬂow (Qmax).
|umin| CS |umin| Aq |umin| FM Δp1max Δp1min Δp2max Δp2min Δp1tQmax
[mm/s] [mm/s] [mm/s] [Pa] [Pa] [Pa] [Pa] [Pa]
Vol1 59 134 27 33.6 -17.4 13.1 -14.4 2.8
P2 43 38 123 44.4 -14.6 1.4 -1.5 4.4
P4 98 116 400 83.9 -39.6 8.2 -6.4 53.6
5.2 Velocity
Figures 5.3, 5.4, and 5.5 display streamlines at the time of peak systolic inﬂow
(tQCSmax ) in Vol1, P2, and P4, respectively. The velocities increased from FM
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Figure 5.1: Plot of the volume ﬂux in the cervical SAS (upper row) and pressure
drop Δp1 (lower row). The cycle was deﬁned to start at tQCS=0, which was close to
peak pressure in all models. At the time of peak ﬂow, the pressure drop Δp1 was close
to zero in Vol1 and P2, while Δp1 was large in P4. The duration of systole was longest
in P2 and shortest in Vol1.
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Figure 5.2: Plot of the volume ﬂux in the aqueduct QAq (upper row) and pressure
drop Δp2 (lower row). The cycle was deﬁned to start at tQCS=0 in the cervical SAS,
where the volume ﬂux was close to QAqmax
in all cases. In Vol1, Δp2min coincided
with diastolic peak ﬂow QAqmax
, while systolic peak ﬂow occurred close to Δp2 = 0.
For P2, QAq was low resulting in small amplitudes of QAq. For P4, Δp2 was close to
zero at peak systolic and diastolic ﬂow, while Δp2 peaked at ﬂow reversal, i.e., when
QAq = 0.
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and caudally in all models. Peak systolic velocities are listed in Table 5.1.
In Vol1, the ﬂow was uniform and unidirectional and maximum velocity in
the cervical SAS was 59 mm/s, while the maximum velocity in the aqueduct
was 81 mm/s. The time of peak systolic velocities in the cervical SAS did
not coincide with peak velocities in the aqueduct. Therefore, there was ﬂow in
opposite directions and ﬂow vortices forming in the 4th ventricle. The maximum
velocities (123 mm/s) were higher in P2 than in Vol1, eventhough the inﬂow,
QCSmax , was lower. The maximum velocity occured in the narrow passage
between the cranial and cervical SAS, where there was a jet and a tendency
to vortex formation. In the cervical SAS, the maximum velocity for P2 was
43 mm/s and for P4 98 mm/s. The maximum velocities (400 mm/s) in P4
were almost four times as high as in P2. In the narrow channels connecting the
cranial and cervical SAS ﬂow, jets were forming and these extended below the
narrow channels. Vortices formed in the region with larger cross-section areas
(Figure 5.5). These vortices caused synchronous bidirectional ﬂow.
Figure 5.6 shws peak systolic ﬂow in the 4th ventricle. Due to a narrow
aqueduct in Vol1, the maximum velocities were 134 mm/s in Vol1, compared
to only 116 mm/s in P4, despite the fact that the inﬂow QAqmin
was higher in
the latter subject. The maximum velocities were low (38 mm/s) in P2 since the
ﬂow rate in the aqueduct was low (see Figure 5.2).
5.3 Hydrodynamical measures
The computed resistances R1 and R2 in Vol1, P2, and P4 are listed in Table 5.2.
(Note that the units are
g
mm4s ). R1 was a factor three higher in P4 compared
to Vol1, which demonstrates that the resistance increased with increasing levels
of obstruction. On the other hand, R2 was highest in Vol1 due to the narrow
aqueduct, foramen luschka and foramen magendie. In Table 5.2 also the phase
diﬀerence θ is listed. The phase diﬀerence was smallest in Vol1 because the time
from zero to peak systolic ﬂow was short.
The Reynolds numbers in the cervical SAS (CS), aqueduct (Aq), and at FM
are listed in Table 5.2. The Reynolds number in the aqueduct of P2 is low due
to the low ﬂow rate. At FM the Reynolds number was 96 in Vol1, 459 in P2,
and 1314 in P4.
5.4 Mesh independence
In Figure 5.7 we have plotted the magnitude of peak systolic velocity along the
lines in the selected slices for the coarse and ﬁne mesh in Vol1. The resulting
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(a) (b)
Figure 5.3: Streamlines at the time of peak systolic inﬂow in Vol1. Figure (a)
shows that the ﬂow is uniform and unidirectional. In the cervical SAS, the velocities
increased with distance from FM. Zooming in on ﬂow details in (b) reveals that there
was a tendency to vortex formation in the 4th ventricle because of ﬂow in opposite
directions.
Table 5.2: Reynolds number at peak systolic inﬂow, resistance at peak systolic and
diastolic ﬂow, and phase diﬀerence.
ReCS ReAq ReFM R1sys R1dia R2sys R2dia θ
[-] [-] [-]
[
g
mm4s
] [
g
mm4s
] [
g
mm4s
] [
g
mm4s
]
[-]
Vol1 211 397 96 0.008 0.006 0.072 0.072 0.27
P2 156 38 459 0.018 0.006 0.022 0.022 0.36
P4 189 391 1314 0.023 0.017 0.020 0.020 0.31
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(a) (b)
Figure 5.4: Streamlines at the time of peak systolic inﬂow in P2. Figure (a) shows
that the maximum velocities were higher in P2 than in Vol1, eventhough the peak
inﬂow was lower. Figure (b) shows a jet in the narrow passage between the cranial
and cervical SAS and a tendency to vortex formation.
(a) (b)
Figure 5.5: Streamlines at the time of peak systolic inﬂow in P4. Figure (a) shows
that the velocities were almost four times higher in P4 than in P2. Figure (b) illustrates
that the ﬂow jets extended below the narrow channels connecting the cranial and
cervical SAS and in this region vortices were formed.
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(a) (b) (c)
Figure 5.6: Peak systolic ﬂow in the 4th ventricle. The streamlines shows that the
ﬂow is uniform and unidirectional. Figures (a), (b), and (c) come from Vol1, P2, and
P4, respectively. Due to a narrow aqueduct, the maximum velocities were higher in
Vol1 than P4, although the inﬂow was higher in the latter. The maximum velocities
were low in P2 because of the low inﬂow rate.
curves for P2 and P4 were similar and are thus not displayed.
At peak systolic ﬂow the maximum discrepancy deﬁned in 4.11 was less or
equal to 10% in all subjects outside the vortices. Due to low velocities close
to the wall, the relative diﬀerence measure was in some cases larger than 10%
here.
The diﬀerential pressure Δp1max varied by less than 1% between the two
meshes for all three subjects.
6 Discussion
6.1 Summary
In the current study, we used CFD to simulate CSF ﬂow and pressure in the
cervical SAS, cisterns, and 4th ventricle in two Chiari patients and one control
under subject-speciﬁc anatomy and ﬂow conditions. The results demonstrated
diﬀerences in ﬂow velocities, pressure drop, and ﬂow resistance between the
control and the Chiari patients and also between the two Chiari patients. The
peak systolic velocity at FM was almost a factor ﬁve higher in P2 than in Vol1
and a factor 15 higher in P4. The pressure drop across the FM (Δp1max) was
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Figure 5.7: Plot of the magnitude of the velocity (|u|) at peak systolic ﬂow along the
lines indicated in (a) and (b) for the coarse and the ﬁne mesh in Vol1. The maximum
diﬀerence in the velocities in the chosen sections was approximately 10%.
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in the same range for Vol1 and P2, while it was a factor two higher in P4.
Maximum pressure drop occurred at diﬀerent times during the cardiac cycle in
the diﬀerent models.
The resistance (R1) in P4 were slightly higher than in P2, and more than
twice the resistance in Vol1. In general, the ﬂow was more complex in the
Chiari patients with jets forming at peak systolic ﬂow, periods of synchronous
bidirectional ﬂow, and reduced phase diﬀerence between pressure and ﬂow.
6.2 Limitations
There are a number of limitations in this study caused by uncertainties in the
MR data and underlying assumptions in the CFD model.
In the analysis of the PCMR data, we had to use an anti-aliasing ﬁlter
in P4, and in Vol1 the low signal to noise ratio made it necessary to deﬁne
the ﬂow region (ROI) manually. To limit the error, the computed ﬂow curves
were compared to ﬂow curves computed directly at the MR scanner and found
visually identical. Since we did not have PCMR data in the pontine and cere-
bellomedullary cistern we estimated the ﬂow based on mass conservation. Only
Vol1 has a ﬂow inlet in the cerebellomedullary cistern and here the ﬂow rate
was scaled by area. However, it has been shown that the volume ﬂow in the
cerebellomedullary cistern is only 10% of the volume ﬂow in the pontine cistern
[15]. This fact probably leads to an overestimation of the CSF velocities in the
cerebellomedullary cistern in Vol1, but in the cervical SAS this eﬀect should be
negliglible.
In P4, it is likely that some ﬂuid escaped through other routes than the two
narrow channels causing an overestimation of the velocities. In the segmentation
process we might have underestimated the connected regions at FM. However,
sagital PCMR images through the midline showed no ﬂow at the level of FM
and the segmented surfaces were checked by two neuroradiologists who judged
them anatomically realistic.
Our computational model employed rigid walls and enforced mass conser-
vation. However, in Yiallourou et al. [37] it was found that the volume ﬂow
was changing along the cervical SAS with peak ﬂow at the level of C2, before
it decreased caudally. Change in volume ﬂow is most likely due to structural
motion of the surrounding tissue.
As most CFD studies we neglected ﬁne anatomical structures in the SAS
because of the resolution of and noise in the MR data. Yiallourou et al. [37]
argued that ﬁne anatomical structures are one of the main reasons why CFD
simulations, including the current study, demonstrate high ﬂow rate in the pos-
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terior SAS, while 4D PCMR clearly shows preferred ﬂow in the anterior SAS
[9, 10, 37]. This is plausible given that 90% of the CSF enters the cervical SAS
via the pontine cistern [15] and the denseness of the trabeculae is lower in the
anterior than posterior SAS [37]. It is also possible that the nerve roots and den-
tal ligaments limit the ﬂow from the anterior to the posterior SAS. The spinal
nerves has been modeled explicitly in the literature [26], and the trabeculae
has been represented in a Lattice-Boltzmann model [33] and also modeled by
porous medium approach [14]. These studies show conﬂicting results regarding
the importance of the ﬁne structures.
6.3 Comparison to other studies
Ordinary 2D PCMR reports peak systolic velocities up to 100-120 mm/s in
Chiari I patients [3, 6, 12, 13, 19, 27, 28, 32]. On the other hand, 4D PCMR
studies have reported peak velocities ranging up to 380 mm/s and more com-
plex ﬂow patterns [10]. In the current study we observed peak velocities up
to 400 mm/s and by including the pontine and cerebellomedullary cisterns we
reproduced the ﬂow jets and vortices observed in 4D PCMR. Especially in P4,
the ﬂow patterns in the region of FM were similar to data by Bunck et al. [10].
The peak velocities computed at systolic ﬂow in P4 were high, resulting in a
Reynolds number of about 1300, The high Reynolds numbers suggest that the
assumption of laminar ﬂow may be questionable as also suggested in a recent
study [17]. The observed vortices resulted in synchronous bidirectional ﬂow
throughout the ﬂow cycle and not only at the time of ﬂow reversal as was the
case in, e.g., [34].
The pressure drop was in accordance with previous CFD studies [7, 21,
22, 37] and comparable to measured values [16, 36]. The relation between CSF
velocity and pressure is complex. For Vol1 and P2, our study conﬁrmed previous
studies showing that peak ﬂow coincides with minimum pressure drop and peak
pressure drop with ﬂow reversal [7, 21], while in P4 the pressure drop at peak
ﬂow (ΔptQmax ) is substantial. A similar phase shift has also been reported
previously in models with severe obstructions [34] or arachnoiditis [7].
Theoretically, phase shifts of the CSF pressure relative to the arterial blood
pressure facilitates ﬂow of CSF into the spinal cord tissue and thereby causes a
one way valve mechanism [7]. As mentioned, we observed a phase shift of the
pressure relative to the velocity in the presence of a severe stenosis. However,
peak systolic ﬂow occurred later in the cardiac cycle in the Chiari patients than
in the control. This is in accordance with Bunck et al. [10] and indicate that
although the obstruction does not cause a phase shift, the CSF pressure might
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be delayed compared to the arterial pressure.
The systolic peak velocities and the Reynolds number in the aqueduct were
similar to Kurtcuoglu et al. [20], who modeled pulsatile ﬂow through the 3rd
ventricle and aqueduct. Periods of ﬂow in opposite directions in the SAS and
4th ventricle were consistent with Gupta et al. [14], but due to lower ﬂow rate
the velocities were lower in that study.
Under normal ﬂow conditions, CSF ﬂow in the aqueduct (QAq) is delayed
compared to ﬂow in the cervical SAS (QCS) [4]. In the PCMR data used in the
present study, the delay is smaller in the Chiari patients than in Vol1, which
implies increased pulse wave velocities and decreased compliance. Increased
CSF pulse wave velocity are consistent with Bunck et al. [10] and decreased
compliance has been suggested to play a role in syrinx formation [1, 16].
6.4 Conclusion
By incorporating a larger portion of subject-speciﬁc anatomy, the present study
aimed at bridging the gap formely seen between CFD models and 4D PCMR
measurements. This is the ﬁrst study to to reproduce ﬂow jets and vortices seen
in 4D PCMR. However, our simulations did not explain preferential CSF ﬂow
in the posterior cervical SAS.
The obstruction at the level of FM caused a phase shift of the pressure rel-
ative to the velocity in one patient. Peak systolic velocities and ﬂow resistance
distinguished the Chiari patients from the patient with normal ﬂow conditions,
while peak pressure drop distinguished the patient with the most severe obstruc-
tion from the patient with a moderate obstruction. Implicating that resistance
and peak velocities are useful measures to identify an obstruction caused by the
cerebellar tonsil herniation, while increased pressure drops across FM indicate
the severity of the obstruction.
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Appendices
A Level set methods
A level set function is a deformable 3D function that evolves in time to ﬁnd the
surface/contour in the image with the largest gradient, which is then deﬁned as
the zero level. Inside the surface the level set function is negative and outside
the function it is positive. Or deﬁned in mathematical terms, the goal of level
set methods is to identify a region Ω bounded by a surface Γ. This is achieved
by introducing a scalar function φ(x, t) with the properties
φ(x, t) > 0 x /∈ Ω (A.1)
φ(x, t) ≤ 0 x ∈ Ω, (A.2)
which implies that the surface Γ lies at the zero level set of φ(x, t). The motion
of the surface φ is given by
∂φ
∂t
+ v · |∇φ| (A.3)
In this study the goal was to distinguish the CSF space from the brain tissue,
i.e., we want to extract a surface representing the dura mater and the pia mater
or brain tissue. In T2-weighted MR-images CSF appear bright with high signal
intensity and tissue dark with a low signal intensity. The level set method takes
advantage of the steep gradient in the signal intensity at the interface between
tissue and CSF.
VMTK provides several level set methods within the
vmtklevelsetsegmentation routine and in this study we used the method
colliding fronts. In colliding fronts the initialization is done by placing
two seeds on the image. One front from each seed will then propagate until
they cross each other to form an initial surface. The propagation speed is pro-
portional to the image intensity. To limit the extend of the surface an upper
and/or lower threshold may be speciﬁed. The SAS has numerous small struc-
tures causing low signal and the image resolution are limited. As a result the
initial surface created with colliding fronts have holes, and parts known to
be anatomically connected may not. To ﬁll in holes and connect thin passages
we used the option -seed in the vmtklevelsetsegmentation, which is a manual
segmentation procedure where the result is dependent on the visual evaluation
of the user. After the initial surface has been created it is deformed according
to Equation A.3 and there are four parameters the user can tweak to control
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the deformation. First, you can specify the number of deformation steps or iter-
ations, which should be large enough such that the surface do not change from
one iteration to the next. Second, you can set a propagation scaling to inﬂate
and a curvature scaling to regularize the initial surface. Finally, you can modify
the advection scaling such that the ﬁnal surface lies at the peak of |∇φ|. To
control the process and improve the result only a small region was segmented
at the time and then merged into one ﬁnal level set function, which were used
to extract the surface, where the level set function was zero. The extracted
surfaces and MR-images of Vol1 and P4 are displayed in Figure 4.1.
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