In the statistical analysis of functional Magnetic Resonance Imaging (fMRI) brain data it remains a challenge to account for simultaneously testing activation in over 100.000 volume units or voxels. A popular method that reduces the dimensionality of this test problem is cluster-based inference. We propose a new testing procedure that allows to control the family-wise error (FWE) rate at the cluster level but improves cluster-based test decisions in two ways by (1) taking into account a measure for data analytical stability and (2) allowing a more voxel-based interpretation of the results. For each voxel, we define the re-selection rate conditional on a given FWE-corrected threshold and use this rate, which is a measure of stability, into the selection process. In our procedure, we set a more liberal and a more conservative FWE controlling threshold. Clusters that survive the liberal but not the conservative threshold are retained if sufficient evidence for voxelwise stability is available. Cluster that survive the conservative threshold are retained anyhow, and clusters that do not survive the liberal threshold are not further considered. Using the Human Connectome Project Data (Van Essen et al., 2012) , we demonstrate how in a group analysis our method results not only in a higher number of selected voxels but also in a larger overlap between different test images. Additionally, we demonstrate the ability of our procedure to control the FWE, also in relatively small sample sizes.
Introduction
Following every scientific experiment the researcher is entrusted with weighing the cumulated evidence and inferring correct and relevant information. For Functional Magnetic Resonance Imaging (fMRI) data, signals are measured via the Blood Oxygen Dependant (BOLD) signal. Evidence for brain activation is typically summarized in a statistical parametrical map (SPM) or a test image based on the general linear model (GLM) (e.g. Lindquist, 2008) . These images consist of a summary statistic for each of the > 100.000 voxels, i.e. the small volumetric units that form the brain volume, and can be a summary of a single subject study, a group study (multi-subject study) or a meta-analysis. In each voxel, the evidence against the null hypothesis of no activation (H 0 ) is tested. When H 0 is rejected, this provides evidence for the alternative hypothesis of true activation (H 1 ).
As the amount of voxels is large, correcting for the multiplicity of tests is necessary to control the number of false positives (FP, see also Table 1 ). While voxel-based corrections can result in overtly conservative results (Worsley, 2007; Nichols and Hayasaka, 2003) , cluster-based inference is an elegant approach to reduce the dimensionality of the test problem (e.g. Forman et al., 1995) . Despite concerns on interpretation of such clusters and the statistical validity of the test results (Eklund et al., 2016; Woo et al., 2014; Hayasaka and Nichols, 2003) , Woo et al. (2014) showed the continuing popularity of the method. In cluster-based inference, the feature of interest is a cluster, which is defined as a collection of neighboring voxels that survive a first threshold T u1 (cluster-forming threshold) on a test image (Brett et al., 2007) . To determine the probability to observe a given cluster with size S under the H 0 of no activation, given this first threshold, one typically relies on a fast Random Field Theory based approximation (RFT; Friston et al., 1996) . This RFT approach relies on several assumptions that are in practice very hard to verify, especially with regard to the smoothness, and the height of T u1 Eklund et al., 2016 Eklund et al., , 2018 .
In cluster-based testing, over 100 clusters are typically evaluated simultaneously. Two corrections for multiple testing are dominant in literature, Family-Wise error rate (FWE) control (e.g. Brett et al., 2007) and False-Discovery Rate (FDR) control (e.g. Chumbley and Friston, 2009; Chumbley et al., 2010) . FWE control uses the null distribution of the maximum cluster size max(S) to control the probability of at least one false positive. The FDR control uses the expected fraction of false positive clusters over all findings (i.e. TP and FP) and relies on the observed p-values per cluster to control the nubmer of FP (Benjamini and Hochberg, 1995, e.g.) .
Small sample sizes and the huge dimensionality of the test problem result in low statistical power (Carp, 2012; Button et al., 2013) , making studies prone to miss activation (see e.g. Button et al., 2013; Durnez et al., 2014b) . If one is however prepared to allow for more FP's, this will increase statistical power as the number of FN's will become smaller. By the dimensionality of the multiple testing correction problem the interplay between FP and FN is more complicated compared to a standard statistical testing situation (Mumford, 2012; Durnez et al., 2014b) . Given the widespread appreciation of clusterbased inference, but the difficult balance to control errors, we propose to add voxelwise information on the stability of the results to the testing procedure.
data analytical stability can be measured through the variability on the number of selected features (e.g. voxels, clusters) when the same threshold for inference is used in a replication context (Qiu et al., 2006) . Results that show a higher variation, can be considered as less stable. Using the approach via testing, the concept was initially introduced in genetic association studies (e.g. Qiu et al., 2006; Gordon et al., 2007) but recently extended to fMRI (Durnez et al., 2014a; Roels et al., 2015 Roels et al., , 2016 . Roels et al. (2016) demonstrated that for group studies, voxelwise FWE and FDR corrected analyses resulted in the same ROC curve and hence on average an equal trade-off between FP and FN (see also e.g. Durnez et al., 2014b) . However, FDR corrected analyses resulted in a higher variability on the number of selected voxels (see also Durnez et al., 2014a; Qiu et al., 2006) . We believe that data analytical stability is an informative addition for the evaluation of test procedures, in which the current emphasis is mostly on average performance only. Furthermore, as the stability can be derived not only for the clusters, but also for the voxels, it potentially can improve the interpretation of cluster-based analysis.
While Qiu et al. (2006) coined the term stability in an inferential framework of genetic testing, Meinshausen and Bühlmann (2010) introduced stability selection more generally in high dimensional settings with highly correlated and noisy variables. The criterion is based on the determination of the selection rate over a finite number of bootstrap samples from the original sample. Consider the following general strategy. To a select a stable set of features from a data set with a given selection mechanism, (e.g. the selection of a predictor x p from a set of p >> n highly correlated variables), set up K bootstrap samples and consider the set of selected features for each bootstrap sample with fixed parameters for the selection algorithm. Determine over the K bootstrap samples how many times all features are selected and retain only the features exceeding a selection probability above a specific cut-off π thr , with 0 < π thr < 1. Meinshausen and Bühlmann (2010) further demonstrated that rational choices for π thr (e.g. 0.6 < π thr < 0.9) do not impact results substantially.
Following this rationale, it is useful to consider the construction of voxelwise re-selection rates (Roels et al., 2016) to select stable activation regions.
These rates allow to quantify the stability of a voxel, given a fixed thresholding method, and have previously been added to the inference procedure within genetic association studies (Gordon et al., 2009 ). Furthermore, as these rates can be computed for every thresholding method, they have the potential to add useful voxelwise information to cluster-based inference. Indeed, one major restriction of cluster-based inference is the lack of a voxel-based interpretation of the results (Nichols, 2012; Woo et al., 2014; Durnez et al., 2014b) . As a significant cluster can only be interpreted in such a way that in at least one voxel, somewhere in the cluster, there is non-zero signal (Nichols, 2012; Poldrack et al., 2011) , the procedure becomes less attractive. By adding information on the data analytical stability of a cluster, this can be partially resolved. As results of cluster-based inference have been shown to be unstable with low degrees of smoothness Nichols, 2012) , information of the stability may be advantageous in these situations. Quantification of this (in)stability and adding this into the decision process may further improve cluster-based inference.
Here, we propose a procedure that aims to control the amount of FP in a principled way, but also allows to increase ability to detect activation. In general, we determine 2 principled thresholds for cluster size at different levels α. As FWE correction was found to be less variable than FDR corrections (Qiu et al., 2006; Durnez et al., 2014b; Roels et al., 2016) , we determine two FWE controlling thresholds for cluster size at cluster level: 1) a first relatively conservative threshold and 2) a more liberal threshold. Clusters above the conservative threshold are considered as strong evidence for activation and are retained. In a last step, we use the stability in the selection process for activation. Clusters with a p-value lower than the liberal threshold, but higher than the conservative threshold are retained if in addition high stability is demonstrated.
In section Method we describe the proposed method in depth, in Evaluation of the procedure we evaluate our procedure using data from the Human Connectome Project (Van Essen et al., 2012) for two purposes. First we focus on the FWE control for FP using data without systematic activation, and next we focus on activation data to derive the operating characteristics for the method to detect activation. Then we present the results and we conclude with a discussion.
Method
In this section, we first briefly describe the mass-univariate GLM approach to analyse fMRI data which is the foundation for cluster based inference. Next, we propose our new method that incorporates cluster size in a formal way via deriving minimum cluster sizes based on RFT inference. At last, the voxel-wise data analytical stability is considered.
Mass-univariate GLM
In a first stage, a GLM is fitted per subject (no index for the ease of notation) for the BOLD signal of each voxel over time y v (y v : y v1 , . . . y vn , . . . y vN ) with N : total number of time points, and with v = 1, . . . , V the total number of voxels in the brain volume (see e.g. Kiebel and Holmes, 2007; Worsley et al., 2002; Poline and Brett, 2012) .
In Equation (1) X is a matrix that represents the expected BOLD signal under brain activation. This is a convolution of the stimulus onset function(s) with the hemodynamic response function (HRF) (Henson and Friston, 2007) for the BOLD signal. v is the vector representing the residuals per voxel v. The estimands of interest are usually single parameters of the β v vector or a linear contrast of several parameters within β v . These quantities are typically estimated based on weighted least squares estimation procedures that account for the temporal dependency (Cochrane and Orcutt, 1949; Kiebel and Holmes, 2007; Worsley et al., 2002) .
In a single subject analysis, a T map or SPM is obtained based on these estimators and standard errors for each voxel. For group or multi-subject analyses, these estimators are transferred to the group level. Consider for each voxel an estimatorb m (m : 1 . . . M with M the number of subjects) as the input contrasts for the group level (Beckmann et al., 2003) . A GLM is used to weight the evidence over the M subjects (e.g. Mumford and Nichols, 2006) 
where X M denotes the design matrix. After the estimation of γ (Beckmann et al., 2003; Mumford and Nichols, 2009; Worsley et al., 2002) , a test statistic T is computed for each voxel.
Cluster-based inference including data analytical stability at voxel level
Our proposed method to select clusters sets two thresholds and incorporates the average re-selection rate of the cluster. We stipulate how our principled procedure allows for a deliberation of clusters that only survive the liberal threshold by the inclusion of the stability in the test procedure.
Thresholds based on random field theory
We define the thresholds using Random Field Theory (RFT) approximations for FWE corrected p-values (Worsley, 2007) . RFT conveniently allows to approximate the distribution of the extent of a cluster S as well as the distribution of the maximum extent max(S).
A cluster is defined as a collection of neighbouring voxels that exceeds a first threshold T u1 . The cluster extent in a Gaussian random field with dimension D can be re-formulated as S ≈ cH D/2 (Worsley, 2007) where H denotes the quadratic of height above threshold T u1 and where c equals:
with EC d (t) the d-dimensional Euler Characteristic density of the test statistic t and Γ the gamma function. The Full-Width Half Maximum (F W HM ) describes the width of the smoothing kernel that should be applied on a dataset to achieve the same amount of smoothing in data. The probability to obtain a cluster of size S under the H 0 of no activation for a given first threshold T u1 and a given F W HM is approximated by
Based on these approximations, it is possible to derive FWE-corrected pvalues.
with Resels d the number of d-dimensional or resolution elements (Brett et al., 2007, p. 232) which can be estimated from the data. To select clusters based on the p-values derived in Equation (5), one defines a threshold α F W E . The formulation above clearly shows that the choice of the smoothing kernel has a critical impact on cluster inference. Spatial smoothing is considered as an essential pre-processing step to better comply with the RFT-assumptions (e.g. Hayasaka and Nichols, 2003) . In Figure 1 the FWE corrected p-values are presented for a group analysis of 10 subjects over a hypothetical range of cluster sizes. In this analysis the data are smoothed with a kernel of 4 mm or 6 mm width. The derived smoothness (effective smoothness) then serves as the input for the formulas above.
Throughout this study, we consistently use a cluster-forming threshold that satisfies P (T ≥ T u1 ) = 0.001 as such threshold has better inferential properties Eklund et al., 2016; Woo et al., 2014) . 
Re-selection rate
For any given thresholding method, we define the re-selection rate (rr) at voxel level in a bootstrap resampling context. From a dataset at hand we draw K bootstrap samples. For each of the bootstrap samples, we re-run the original analysis that selects clusters. Next, we create a binary map in which the voxels belonging to a selected cluster are set to 1. Voxels that do not belong to such clusters are set to 0. In the final step we sum up the K binary maps (with a value k : 1, . . . , K per voxel) and divide these by K, resulting in a proportion for each voxel that indicates the re-selection rate in that voxel over bootstrap samples. The average re-selection rate per cluster is obtained by averaging over all voxels within the cluster.
Procedure
We propose to set a conservative threshold at α F W E = 0.01, and a liberal threshold at α F W E = 0.2 for FWE corrected cluster p-values as defined in Equation 5. Clusters that survive the conservative threshold are selected. Clusters that do not survive the liberal threshold are not further considered. If a cluster only survives the liberal threshold, we let the cluster averaged reselection rate be the determining factor. For the clusters that lie in the deliberation zone between the two thresholds (see also Figure 1 ) are only selected if the average re-selection rate is larger than π thr , i.e. on average the voxels are selected in π thr of the bootstrap samples. The heuristic is outlined below:
1. cluster survives the conservative threshold: select the cluster 2. cluster does not survive the liberal threshold: do not select the cluster 3. cluster only survives the liberal threshold: select the cluster if average re-selection rate exceeds π thr , with π thr a pre-defined threshold (e.g. 2/3).
3 Evaluation of the procedure
In line with recent work on the evaluation of inferential fMRI procedures (Eklund et al., 2016 (Eklund et al., , 2018 Nichols et al., 2017) , we use real null and activation data. In all scenarios, stability was assessed on either K = 1000 or K = 500 bootstrap samples for respectively the null data and the activation data.
Operating characteristics
Using 2 real datasets, we evaluate if our method a) acceptably controls the amount of false positive findings and b) how the activation patterns are different from alternative inference strategies. While the first is assessed on fMRI data which mainly consist of noise (w.r.t. the imposed experiment design matrix), the latter is assessed on real activation fMRI data.
resting-state data We assess the empirical FWE rate using resting-state data from the Cambridge subset (N=198) of the 1000 Functional Connectomes project. These data are obtained through www.nitrc.org. As no activation is present in these images, false positives are created using a random design matrix X (Eklund et al., 2016) for the determination of the β and the variance images that are propagated to the second level analysis. Pre-processing of this data is done similarly as in Eklund et al. (2016) but allowing for two different smoothing kernels: 4 and 6 mm wide FWHM (respectively 2 and 3 voxels width). The FWE is assessed for a group analysis with random subsamples of n = 10 or n = 20. Clusterwise FWE corrected p-values are obtained using FSL (Jenkinson et al., 2012) . We assess the performance of the proposed procedure for the following parameter configurations: π thr = (0.6, 2/3, 0.7, 0.8, 0.9) and thresholds pairs (α con = 0.001, α lib = 0.05); (α con = 0.005,α lib = 0.1); (α con = 0.01,α lib = 0.2) and (α con = 0.05, α lib = 0.4). For each parameter configuration, 1000 random samples are created to assess the average empirical FWE.
activation data For the evaluation of our method, we use the 80 independent subjects package of the HCP (Van Essen et al., 2012) in a group analysis with randomly sampled samples of n = 10 or n = 20. We focus on 1 specific contrast of the emotion task, i.e. contrast 3 which compares faces versus shapes. The FWE-corrected p-values and the formation of the clusters are based on the FSL implemented command line tools (Jenkinson et al., 2012) . We compare 4 thresholding methods: 1) a conservative 0.01 FWE-corrected threshold applied on the p-values derived from Equation 5 (α con = 0.01); 2) the liberal 0.2 FWE-corrected threshold applied on the p-values derived from Equation 5 (α lib = 0.2); 3) our above outlined balanced procedure with a liberal and conservative threshold, resp. α lib = 0.2 and α con = 0.01 (α lib &π trh = 2/3) applied on the p-values derived from Equation 5 ; and 4) a procedure for which only clusters are selected that survive the liberal α F W E = 0.2 and have an average re-selection rate that exceeds 2/3 (π trh = 2/3). We add the fourth scenario to demonstrate how stability can also have a more prominent role in an inference strategy while ensuring that the FWE remains below a pre-specified level, which is nevertheless higher than a typical 5% level.
The following four thresholding methods are juxtaposed on 4 criteria: 1) the number of selected voxels; 2) the number of selected clusters; 3) the overlap between the mutually independent samples; and 4) the number of overlapping voxels between the mutually independent samples. The number of selected voxels/clusters is based on the respective thresholded test image from all 1000 samples.
The overlap between mutually independent samples is determined using the Jaccard Index (Jaccard, 1901) :
With 0 ≤ ω j,l ≤ 1, and V j,l the number of voxels in the union both images j and l. V j and V l denote respectively the total amount of active voxels in image j & l. ω thus denotes the ratio of the total amount of voxels that are selected from both test images versus the amount of selected voxels in each of the images. The evaluation is based on 100 mutually exclusive samples of n = 10 and n = 20. This means that no identical images are in the two samples drawn from the 80 independent subjects package of the HCP (Van Essen et al., 2012) that are contrasted for the activation pattern.
Illustration
The re-selection rate can be easily represented graphically by the method proposed by Allen et al. (2012) . By adding the re-selection as the level of transparency to a SPM heat map, a more voxel-based interpretation is added to the difficult interpretation of cluster-based inference plots. Note that this illustration is only based on one sample from the HPC data with n = 10.
Results

null data
The results for the pairwise comparisons of the mutually exclusive samples can be found in Table 2 for smoothing kernels with an FWHM of 4 or 6mm and n = 10 or 20.
For a low degree of smoothing, we find that with smaller sample sizes closer to nominal conservative FWE rates are obtained. Furthermore, we find that increasing the π thr results in situations where the threshold is too high, and results coincide with the situation where no threshold is set, i.e. the conservative threshold. Indeed, when π thr = 2/3 we find a large decrease in FWE compared to π thr = 0.6, as from π thr = 0.8 the situation is highly similar to not using the additional information of the re-selection rate. When using a larger smoothing kernel with a FWHM of 6 mm, result show a similar pattern.
(αcon.; α lib. ) no π thr π thr = 0.6 π thr = 2/3 π thr = 0.7 π thr = 0.8 π thr = 0.9
FWHM=4mm, n=10 The results for the pairwise comparisons of the mutually exclusive samples with n = 10 can be found in Tables 3 for a smoothing kernel of 4 and 6mm.
In general, we find that the liberal FWE threshold of α = 0.2 results in the highest number of selected clusters and voxels, while the conservative threshold of α = 0.01 results in the smallest number of selected clusters and voxels. Obviously, we find that for the strategy that uses two thresholds, the number of selected clusters (and thus voxels) lies between these numbers of the two thresholds. Compared to FWE control on cluster level with α = 0.01, we select more clusters but not at the cost of a substantial decline in the average overlap ω. On average we find about one half cluster extra if the data was smoothed with a 4mm width kernel while the difference is much smaller when a smoothing kernel of 6 mm was used. Table 3 The average, median and standard deviation (sd) for ω, the number over overlapping voxels, the number of thresholded clusters and the number of thresholded voxels based on 100 mutually exclusive samples (n = 10) of the emotion task from the HPC data for an applied smoothing kernel of respectively 4 and 6 mm. α F W E = 0.01: thresholded clusters by α F W E = 0.01; α F W E = 0.2: thresholded clusters by α F W E = 0.2; α F W E & π thr > 2/3: thresholded clusters by either 1) α F W E = 0.01 or 2)α F W E = 0.2 and π thr = 2/3; π thr = 2/3: thresholded clusters by α F W E = 0.2 and π thr = 2/3.
Sample with n = 20
The results for the pairwise comparisons of the mutually exclusive samples with n = 20 can be found in Tables 4 for a smoothing kernel of 4 and 6mm. In general we find a similar pattern as with a sample size of n = 10. We note however that with a smoothing kernel of 6 mm the average increase in selected voxels is about 100 when using the balanced criterion instead of an FWE control with α = 0.001. In contrast to the sample size of n = 10, our procedure results on average in about 1.5 extra clusters, with a total additional number of voxels ranging up to on average about 100 voxels extra if a smoothing kernel width of 6 mm is used. Table 4 The average, median and standard deviation (sd) for ω, the number over overlapping voxels, the number of thresholded clusters and the number of thresholded voxels based on 100 mutually exclusive samples (n = 20) of the emotion task from the HPC data for an applied smoothing kernel of respectively 4 and 6 mm. α F W E = 0.01: thresholded clusters by α F W E = 0.01; α F W E = 0.2: thresholded clusters by α F W E = 0.2; α F W E & π thr > 2/3: thresholded clusters by either 1) α F W E = 0.01 or 2)α F W E = 0.2 and π thr = 2/3; π thr = 2/3: thresholded clusters by α F W E = 0.2 and π thr = 2/3.
From Tables 3-4 it is interesting to note that when π thr = 2/3 is used alone in combination with the liberal threshold a smaller amount of clusters is selected. However, a good overlap between the samples is found.
Illustration
The method and implementation of Allen et al. (2012) enables high dimensional visualisation of data properties. We use this principle to incorporate data analytical stability into classical fMRI plots using heat maps on brain slices. On Figure 2 we distinguish 3 different layers: 1) the classical heat map on the color scale with a Z-statistic; 2) the data analytical stability displayed as the transparency of the colors and 3) the contours indicate the selected clusters. We demonstrate the principle for the analysis for one sample with n = 10, using a smoothing kernel of respectively 4 mm and 6 mm width.
As two analyses only differ in the amount of smoothing applied, the results in Tables 5 and 6 highly resemble each other, which is also clear in the left and the middle panel from Figure 2 . Based on the results in Table 5 , next to selection of clusters 5.1-5.3, we additionally select cluster 5.5, which has a p = 0.079 but an average re-selection rate of 0.827. It is furthermore remarkable that with a smoothing kernel of 6 mm, a similar pattern occurs, in which cluster 6.4 is added to the selection. Note however the substantial difference in size due to the choice of kernel width.
The visualization in Figure 2 also allows to explore the data analytical stability in specific regions. For the selected clusters, we see that those at the borders are less stable, especially with a kernel width of 4 mm. Furthermore, Figure 2 allows to inspect the data analytical stability of voxels that do not exceed the the cluster-forming threshold. Based on these figures, we can seem both for 4 and 6 mm smoothing, relatively stable activation in the left temporal cortex. Table 6 Results from 1 FSL-based cluster analysis for n = 10 with a smoothing kernel of 6 mm. With αcon. = 0.01 and α lib. = 0.2.
Fig. 2
Activation for contrast 3 in the HCP data. The white contours indicate clusters that are selected based on cluster-based inference with α F W E = 0.01. The blue contour indicates a cluster that only survives the liberal threshold, but also satisfies π thr = 2/3. The colors correspond with the value of the Z statistic, more transparency indicates a lower re-selection rate.
Discussion
We presented a testing procedure for the selection of clusters that balances between sufficient control on the amount of false positives and sufficient ability to detect activation by considering stability of the activation. We retain clusters that either survive the conservative FWE threshold or survive the liberal FWE threshold and also have a high average re-selection rate. Our results show that this procedure is successful in the selection of more clusters and, consequently more voxels are declared active without substantial losses on the operating characteristics compared to similar thresholding methods in null, resting-state, data.
By setting a theoretical framework to define the two thresholds our proposal intrinsically takes into account the properties of the data (i.e. the size of the volume, the smoothness and the height of the first thresholds). Given the current controversies on the reliance on such theoretical framework and it dependence on data-characteristics (Eklund et al., 2016 (Eklund et al., , 2018 , we add the rationale for selecting relevant features in line with the original work of Meinshausen and Bühlmann (2010) on stability of feature extraction. Secondly, the addition of a voxel-wise metric within the cluster-based inference increases the interpret-ability of the voxels in a cluster. In two ways we find more information compared to classical testing frameworks. Within a selected cluster our procedure allows to further differentiate between within-cluster regions that are highly stable versus regions that not stable. Also, with the re-selection rates we can highlight regions that even do not survive liberal threshold but are relatively stable and would otherwise not have been picked up. It should be stressed that even with the current call to have more stringent control on the False Positives (Benjamin and Johnson, 2017) , we would lack such advantages. While the concept of data analytical stability has recently been introduced mainly for the evaluation of methodological choices in fMRI data analysis (Roels et al., 2015 (Roels et al., , 2016 , it has previously been used to improve corrections for multiple testing (e.g. Gordon et al., 2009 ) also in fMRI (Durnez et al., 2014b) . While computationally intensive, the implementation of data analytical stability in the voxel-wise single-subject analysis of fMRI was successful in the improvements of stability of the FDR correction for multiple testing (Durnez et al., 2014b) . Although our method is also computationally intensive, it is less computationally intensive compared to first-level modeling because of several reasons: the tacit assumption that all first-level modeling is correct, less observations (time points versus study participants) and typically independent observations. As the inferential validity of cluster-based inference might not be guaranteed for low first thresholds or too low smoothing (Eklund et al., 2016; Hayasaka and Nichols, 2003) , we insure this validity by setting a high clusterforming threshold (α = 0.001) and incorporating the data analytical stability. Our method is however sufficiently flexible to use permutation-based clusterforming thresholds. Moreover, the inclusion of the average re-selection of the voxels within a cluster provides a useful metric for the potential instability of the cluster-based thresholds in that with low intrinsic smoothing.
At last we stress that the proposed procedure is relatively immune to socalled p-hacking, the coarse practice to smuggle in significance of results that lie near a fixed threshold. We found good performance of our procedure with setting the cluster-forming threshold at 0.001, and imposing a the conservative threshold at 0.01 and the liberal threshold at 0.2 for the FWE corrected cluster p-values. In the light of a recent call to pre-register scientific studies (e.g. Nosek et al., 2018) , and the required predetermined choices for all statistical thresholds, with this procedure we emphasize the importance of avoiding posthoc adjustments to these thresholds. Also by re-sampling the data to obtain the re-selection rates, we clearly choose for a more robust approach. At last, the use of auxiliary voxel-wise information in a cluster-based inference framework enriches the classical binary decision framework in determining active clusters, while controlling the amount of FP's in a principled way.
Conclusion In this paper we have presented a procedure that successfully balances between sufficient control on the amount of false positives and sufficiently high power by including data analytical stability in cluster-based inference. The inclusion of data analytical stability additionally aids the interpretation of the results.
