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1. INTRODUCTION 
Let F be a field with characteristic not equal to 2. In [5], Krakowski 
gives an essentially constructive proof of the following result. 
Let $J E F [xl, then $J is the minimum polynomial of a symmetric 
matrix over F 
(i) always if F is not formally real, 
(ii) if and only if p has simple totally real roots if F is formally real. 
The construction yields matrices of very high dimension compared 
with the degree of $. We shall develop other methods with which to 
study this problem. In particular, let v(F) be the least power of 2 such 
that every element in F which is a sum of squares is a sum of v(F) squares 
(possibly v(F) = + co). If p is the minimum polynomial of a symmetric 
matrix, then it is the minimum polynomial of a symmetric matrix of 
dimension v(F) . deg 9. 
2. BASIC CONCEPTS 
Let d’(F) be the set of minimum polynomials of symmetric matrices 
over F. For each p E d(F) we define 8(p, F) to be the set of all positive 
integers k such that a symmetric matrix over F has minimum polynomial 
p and characteristic polynomial pk. Hence the dimension of the matrix 
1s k* degp. Ir, rrmlov-31 6b"C'"', x$"re get a!! CTrmmntrir m.7tr;rn.z ."X&b, m;nimI~m a"yALuLALLLAL I‘lo.LI1bb,J 1111111,,,U‘L, 
polynomial ~3 this way if and only if p is irreducible. Let 
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g,(F) = f-l qp, F) ; pod, degp = n, 
F(F) = fi E,(F). 
it=1 
Thus, if p is the minimum polynomial of a symmetric matrix and k E d(F), 
then p is the minimum polynomial of a symmetric matrix of dimension 
k * deg 6. We shall use F to indicate any of the three types: S(p, F), 
b,(F), b(F). For sets 9’ and 9 we define 
.Y+~={s+t~sE~,tE9--), 
YY= {S+EY,1EY}. 
2.1. LEMMA. d + 8~: 8. 
Proof. It suffices to consider a($, F). If m, n E a($, F), let A and 
R be corresponding symmetric matrices. The matrix A @ B proves the 
theorem. 
2.2. COROLLARY. &(I) n G?(Z) 2 F(l)&'Q, where 81) and J?(2) are b's, 
Let Z+ be the positive integers. 
2.3. THEOREM. If d # q5, we may mite uniquely 
8 = g((Z’ + b) u Y) 
for some integers g > 0, b > 0 and a set Y C_ (1, 2, . . . , b - l}. 
(1) 
Proof. Let g = gcd 8. By Schur’s lemma [3], d = g((Z+ + b) U 9’) 
for some finite set Y. 
2.4. LEMMA. If gcd($, q) = 1, then 
&(Pq, F) 2 a@> F) n b(q, F). (2) 
Proof. Let n E &(p, F) Cl &(q, F), let A be a corresponding matrix for 
p and let B be one for q. The matrix A @ B proves the lemma. 
Up to this point we have not used char F # 2, but from now on we 
assume F has characteristic not equal to 2. 
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2.5. THEOREM. If p E A(F), then a($, F) is nonempty. 
Proof. By the result of Krakowski mentioned in Section 1, if p E A(F) 
and Q divides p, then q E A(F). By Corollary 2.2 and Lemma 2.4, it 
suffices to show that b(q”, F) f $ if q is irreducible and qa E A(F). Let 
A be a symmetric matrix with minimum polynomial q”. The matrix 
A Q 1(a) proves the theorem, where I(a) is the a x a identity matrix. 
This theorem is also a consequence of the results contained in the 
following sections. Unfortunately, a($, F) f 4 gives no information 
about b,(F) or b(F). 
2.6. THEOREM. There exist formally real F with b,(F) = C#L 
Proof. Let xi, x2, . . . be algebraically independent over a formally 
real field G. Define 
F = G(x,, x2, . . .). 
By a theorem of Cassels [4, Theorem 21, s, = Cyxi2 is not a sum of 
n - I squares over F. Hence, if A is a symmetric matrix with entries 
from F and A2 = s,, then dim A 3 n. 
We shall see that Theorem 2.6 is false for fields which are not formally 
real; in fact, b(F) # #J in this case. 
3. 6(x2 - d, F) 
Since char F # 2, we can reduce any quadratic polynomial to the form 
x2 - a. 
For d E F, let v,(d) be the least power of 2 such that d is a sum of 
+(d) squares over F when such a representation exists. If ~2 - d E A(F), 
then by Krakowski’s resuit mentioned in Section i v&j is defined. We 
now distinguish two cases according as d is zero or not. 
3.1. THEOREMS. If d # 0 and x2 - d E A(F), then 8(x2 - d, F) is 
Z+ if vF(d) = 1, vF (d) -z+ otherwise. (9 
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Proof. If vF(d) = 1, then the matrix 
shows that 1 E &(x2 - d, F). Hence we may assume vF(d) > 1. 
Let w be a vector of dimension 2”. We give an inductive construction 
for a matrix T(w) which is symmetric and satisfies T2 = (w, ~7)1(2~). 
If dim w = 1, let T(w) = w. Otherwise write w = II @ v, where dim II = 
dim v. If (u, u) # 0, then 
T(v) T(u) 
T(w) = 
T(n) 
T(n) T(v) T(u) 
(k u) I 
If (u, u) = 0, then T(w) = T(v) @ I(2). Thus v/2 E 8(x2 - d, F), where 
we have written v for vF(d). 
Let N denote equivalence of quadratic forms over I;. Suppose n/2 E 
&(X2 - d, F). Then 
1(n) - dl(n). 
Since we already have 
I(4 - al(v), 
the Witt isomorphism theorem gives 
I(m) - dI(m) I m = gcd(v, n). 
Hence d is a sum of m squares. Since m divides v, it follows that m = v. 
Thus gcd 8(x2 - d, F) = v/2. 
3.2. LEMMA. If x2 E d(F), then 
cT(x2,F) = z+ + (b - 1) (4) 
where 
VF(_ 1) 
2 
< b < VF(- 1). 
Proof. Zero is the sum of 2v,(- 1) squares which are not all zero. 
The construction of T(w) in the proof of Theorem 3.1 can be used to show 
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that +- 1) E 8(x2, F). If n/2 E a( x2, F), then 0 is a sum of n squares 
not all 0, hence yF( - 1) < n. If A 2 = 0, then the same is true for A @ 01(k). 
Let us define 
V(F) = sup V#), 
where the supremum is over all d for which pF(d) is defined. Combining 
Theorem 3.1 and Lemma 3.2, we have 
3.3. THEOREX. 1f v(F) = 1, then 
B,(F) = Z+. 
If v(F) > 1, then 
(5) 
I 
v(F) 
-2 %-- 
if F is formally real or v(F) > v~(- 1) 
6’,(F) = 
(6) 
“‘2F’ (Z’ + 1) if F zs not formally real aged v(F) = v,;( - 1). 
We will obtain similar but weaker results for E(F). The second half of 
(6) is caused by the polynomial x2, which seems to play a peculiar role. 
4. F NOT FORMALLY REAL 
As remarked earlier, we assume char F # 2. 
4.1. THEOREM. vIT(- 1) E G(F). If n can be put in one of the forms 
4k, 4k $- 1, then 
Proof. It suffices to consider a(@, F). Let 
0 1 
‘1 0 
\ 
c= 
i 1 \ 0 ‘1 - a, . . . --a, 
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be the companion matrix for p. As remarked by Taussky [B], the matrix 
1- 
o_ 
satisfies CS = SC’. If we can write S @ R = TT’, where R is a non- 
singular m x m symmetric matrix, then 
A = T-‘(C @ I(m))T 
has minimum polynomial ~5 and is symmetric since 
(C @ W))TT’ = (C @ 4m))(S @ R) 
=CS@R 
= TT’(C @ I(m))‘. 
Thus we would have m E S(p, F). 
Regarding S as a quadratic form, we can split off [n/2] hyperbolic 
planes giving 
s - - I(h) @ I(n - h), h= +. 
II 
If R = I(v~(- l)), then S @ R-I by Theorem 3.1. Thus v~(- 1) E 
S(p, F). For the latter part of the theorem, choose R = * I(m), where 
w+ 1) 
m = gcd(2k, v~(- 1)) ’ 
the minus sign being used when 1z = 4k - 1. 
By combining the above with Theorem 3.3 we get: 
4.2. COROLLARY. 
min b(F) = v~(- l), 
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gcd d(F) = IJ~( - 1) or 
vF(- 1) 
~-___ 
2 
If v(F) > VF( - l), then 
b(F) = VF(- l)z+. 
5. F FORMALLY REAL 
The results in this case are similar to those obtained when F is not 
formally real. 
5.1. THEOREM. If F is formally real, v(F) E b(F). 
Proof. By Lemma 2.4 and the fact that each $ E d(F) has distinct 
roots, we need consider only 8($, F) for irreducible 9. Let CQ, us, . . . , u, 
be a basis for G = F [x]/(p(x)) over F. Let M = ((xi(i))), where the super- 
scripts denote conjugacy over F. Suppose 
MM’ @ I(m) = TT’, 
where the elements of T are from F. We shall show that m E S($, F). 
Let D be the diagonal matrix with entries O(“) where p(0) = 0. 
Define 
V = T-l(M @I(m)), 
S = V(D @ I(m))V’. 
Then S is symmetric. Since 
(MDM’),j = trG,J3cticti, 
the elements of S are from F. Finally, p(S) = 0 since 
V’ = V-IT-l(MM’ @ I(m)) T’-l 
= I/-lT-lTT’T’-1 
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where the ai are totally positive. By Theorem 3.3, a,I(v(F)) N I(v(F)). 
5.2. COROLLARY. gcd G(F) = y(F) OY iv(F). 
6. FURTHER REMARKS 
The previous results show that 
b,(F) 2 b(F) 2 26,(F). 
It would be interesting to determine B(F) exactly. The examples below 
all satisfy 
8(F) = &‘p). (7) 
6.1. Exanz$de. If +(- 1) = 1, then d(F) = Z+ by Corollary 4.2. 
6.2. Exam$le. If Y(F) > Y~(- l), then, by Corollary 4.2 and 
Theorem 3.3, b(F) = +-- l)Zf = &s(F). 
6.3. Example. If F is finite and p is irreducible, then G(p, F) = Zf 
by the corollary to Theorem 3 of [l]. By a simple construction, 
t”(F) = Z+ + min c?(F) - 1. 
Theorem 3.3 and Corollary 4.2 give (7). 
6.4. E~amj&. Let F be a formally real algebraic number field. Then 
v(F) = 4. We can modify Lemma 6 of [2] to conclude “. . . such that 
(IA 1, - 1) = + 1.” The proof is similar to the one given in [2]. By Theorem 
3 of [2], we get a matrix A such that A @ A N I. Hence a@, F) 1 2Z+ 
when p is irreducible. By Corollary 5.2, we have b(F) = 2Z+. If y(d) = 4, 
then, by (B), b,(F) = 2Z+; hence (7) holds. 
chur knowledge of the case char F = 2 is very fragmentary. The 
structure of d(F) is not even known. We state without proof 
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6.5. THEOREM. Assume char F = 2, and let 
123 
*=(rpi.i)(pq 
where F[x]/(qJ is separable for all i, F[x]/(ri) is inseparable for all j, and 
some a, # 0 or all b, aye even. Then a#, F) = Z+. 
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