In this paper, we propose an estimator of Foster, Greer and Thorbecke class of measures
Introduction and definition of the estimator
Let F be the cumulative distribution function of the income variable X from a population with continuous density function f . The FGT (Foster, Greer, Thorbecke) [Foster et al. (1984) ] class of poverty index measures by the real α ≥ 0 is defined by :
This estimator was fully useful in a large range of applications in economics (Widely used in practice in econometrics and actuarial). It is an unbiased consistent estimator and is asymptoticaly normal. Lo et al. [Lo et al. (2009)] used empirical processes and extreme-values methodology to study this estimator. Seck [Seck (2011) ], Seck and Lo ] used some non-weighted poverty measures, viewed as stochastic processes and indexed by real numbers or monotone functions, to follow up the poverty evolution between two periods. Dia [Dia (2008) ] and also Ciss et al. [Ciss et al. (2015) ] proposed new kernels estimators, based on the Riemann sum, respectively, for α = 0 and α ≥ 1 and α ∈]0, 1[.
Dia [Dia (2008) ] and Ciss et al. [Ciss et al. (2015) ] considered also the classical nonparametric estimator of the density f (Parzen-Rosenblatt) :f
where h is a function of n which tends to zero as n tends to infinity and K verifies the following hypotheses :
and proposed as estimator of FGT poverty index, the following one :
Recently, Zakaria et al. [Zakaria et al. (2018) ] considered the following adaptive kernel estimator of the density f :
and proposed as estimator of FGT poverty index, the following estimator : 4) where λ j , is a parameter that varies according to the local concentration of the data.
Both [Parzen (1962) ] and [Silverman (1986) ] pointed out that if uK(u)du = 0 and f is twice continuously differentiable in a neighborhood of x, then
In order to reduce the bias of the classical kernel estimatorf , we consider the following estimator introduced in [Xie et al. (2014) 
which can be written in the following form
where · h design the integer part of · h and V n,b (z) → 0 in probability as n → +∞ (for more details, one can refer to Section 4.1). Finaly, we propose as estimator of FGT poverty index, the following new estimator :
for α = 0 or α ≥ 1.
Additional hypotheses are made about both K and K ′′ , that is :
(H 6 ) There exists a nonincreasing function λ such that λ( u h ) = O(h) on bounded intervals, ∀(x, y) ∈ R 2 , |K(x) − K(y)| ≤ λ|x − y| and λ(u) −→ 0 when u → 0, and u ≥ 0.
Main results
Our main resultats are relative to the following additional about the density function f :
2.1 Uniform almost sure consistency and behavior of the bias Theorem 1 Assume that the hypotheses H 4 and C 1 hold. Then for all M > 0, estimator P n,b (z, α) converges uniformly almost surely on [0, M ] to P (z, α) as n → +∞ i.e.
Theorem 2 Assume that the hypotheses H 4 , H 5 and C 2 hold. Then for all M > 0, the estimator P n,b (z, α) converges uniformly almost surely on [0, M ] to P (z, α) as n → +∞ i.e.
For the demonstration of the theorems, we use the Theorem 2 of Kiefer [Kiefer (1961) ] and the following lemmas showing that P n,b (z, α) is uniformly asymptotic unbiased on all bounded interval.
Lemma 1 If the hypothese C 1 holds , then ∀ M > 0, we have
Lemma 2 If the hypotheses H 5 and C 2 hold, then :
where
Remark 1 If K satisfies the hypothese H 5 , then by using H 1 , the kernel
From the two previous lemmas, we get the following corollaries :
Corollary 1 Under the assumptions of Lemma 1, we have uniformly on
Corollary 2 If the assumptions of Theorem 2 hold and if h = O(n −1 log log n) 1/4 , then for all M > 0, we have almost surely : sup
Uniforme mean square consistency
Theorem 3 If H 6 and C 1 hold. Then :
Theorem 4 Assume that H 6 and C 2 hold. Then :
For the proof of this theorem, we assume that the hypothese C 1 or C 2 holds and before that, we prove the Theorem 5 below by using the following lemma.
Lemma 3 Let 0 ≤ θ i ≤ 1, i = 1, 2. Then for all x, y and x = y we have
Theorem 5 Assume that the hypothese H 6 holds. Then for all M > 0,
Remark 2 The estimator P n,−b (z, α) has asymptotic efficiency with respect to P n (z, α),
The integral R K 2 (y) dy is strictly less than 1 for the conventional kernels [Parzen (1962) ] p.1068. Then we have in this case e(z, α) < 1. In theorem 4, the speeed of convergence in mean square is of the order of O(
Simulation Study
In this section, we make a simulation study giving the mean square error and empirical variance of 50 samples of size n = 1000 of the three estimators that we compared. Our bias reduction kernel estimator and the classical one are evaluated by a Gaussian kernel checking assumptions H i , i = 1, ..., 6, taking h = (nlogn) −1/2 . For a Pareto distribution type on [0, 1] with parameters x 0 = 0.02 and β = 0.2 , we calculated the mean square error mse 1 of (P n,b,1 (z, α), ..., P n,b,50 (z, α)), mse 2 of (P n,1 (z, α), ..., P n,50 (z, α)) and mse 3 of (P λ n,1 (z, α), ..., P for different values of (z, α) by the following statistics :
Similarly, P n (z, α) and P λ n (z, α), (mse 2 , σ 2 2 ) and (mse 3 , σ 2 3 ) are respectively calculated for the estimator P n (z, α) and P λ n (z, α). The studies cases P (z, 0), P (z , 1), P (z, 2) are commonly and respectively called the poverty rate or headcount ratio, the depth of poverty or poverty gap index and the severity of poverty [Foster et al. (1984) ]. A comparison of simulation results shows that for small samples, each point z, our bias reduction kernel estimator provides a much lower error and variance for the three values of α considered. Thus, we can conclude that our estimator is recommended.
Details of the Proofs 4.1 Construction of the estimator
We have the following Riemann sum over the interval [0, z] :
corresponding to the integral
The sum S n can be rewritten as
Now, we have to show that V n,b −→ 0 in probability as n → ∞. Since [
Note that for all x ∈ R, hx + h[
Thus, for α = 0, using the continuity of f and the fact that K, K ′′ ∈ L 1 (R) , we have for n large enough :
Hence, E|V n,b (z)| = O(h) as n −→ ∞. The estimator holds by using the markov's inequality.
Proofs of main results
Proof of lemma 1
and χ B the indicator function of the set B. Put
By a change of variables, we have
We first study the term A 2,n . Let
we get for n large enough :
Now, we are going to study the term A 1,n . Under H 2 , one can rewrite P (z, α) as :
For α = 0, we have 1 − 
Denote by I i 1 (x) ( respectively I i 2 (x)), the first term (respectively the second term ) of the right hand-side of the inequality (4.3). For simplify the notations, let
We have
We remark by definition that |ϕ h (u)| du = O(h 2 ). This leads to
Now, we are going to study the terms z 0 I 1 (x)dx and z 0 I 2 (x)dx. First, we have
Remarking also that |ϕ h (u)| du = O(h 2 ), we get by assumptions
Next, note that
(4.5)
Let ε > 0, since f is uniformly continuous, there exists
By the uniform continuity of f we have
Hence,
Since f is continuous, it is Riemann-integrable and by remarking that (h([
is bounded. Let A be the latter. By the change of variables v = uh, we get
Let η = inf(η 1 , Ch) = Ch, h being small enough, then
Hence, 
The proof of the lemma is complete.
Proof of lemma 2
Hence, by using again the expression of I 2 (x) defined in the proof of Lemma 1, we have
By the change of variable with t = x + h(|u| + 1)v and by using Fubini's theorem,weget
This inaquality together with (4.3) and (4.4) lead to completion of the proof.
Proof of theorem 1 and theorem 2
Proof : Let F n be the empirical distribution of the sample (X 1 , X 2 , ·, ·, ·, X n ) defined by
where χ A stands for the indicator function A. We can write
and
The integration by parts yields
Remarking that
and the previous results we have
The uniforme mean square consistency
Proof lemma 3
Proof : We suppose that C 1 holds. Let δ > 0. Define
Since f (x) is continuous, it is bounded on I = [x − δ, x + δ]. We assume n large enough such that x + v ± θ 1 h ∈ I. Therefore |v−θ1h|≤δ
Since |u| ≤ δ h + θ 1 we may choose δ small enough such that for n ≥ n 0 we have
since H 3 implies there exists B such that
Then, we have
write it in the form
We get |v−θ1h|>δ
(4.9)
Let the change of variable defined by
(4.10)
| → 0 as n → +∞ and the convergence is uniform. Thus, the proof of lemma 3.
Remark 3 If condition C 2 is verified, then the integral of the right hand-side of (4.10) becomes
The integrals of the right hand-side of this last inequality. Hence the theorem is valid under the hypothese C 2 .
The right hand-side of (4.11) tends to zero as n → +∞ by lemma 3.
The proof of the remainder is conducted as follow : First consider
f (x). The notations being as in the proof lemma 2 with δ = z 2 , we have in accordance with inequality
Moreover, We use the second part, by analogous reasoning, of the proof of lemma 2
(4.13)
We have |v|>δ → 0, n → +∞ uniformly.
Hence lim n→+∞ ∆ R → 0, n → +∞ since ∆ is bounded. The proof of the lemma is complete.
Remark 4 If C 2 is verified, then the theorem is a gain valid. Indeed it suffices to apply remark 3 to inequality (4.13).
We have E(P n (z, α) − P (z, α)) 2 = biais 2 (P n (z, α)) + Var(P n (z, α)) and R K 2 (y)P (z, 2α) − P 2 (z, α) ≤ R K 2 (y) + 1.
Hence Var(P n (z, α)) = O( 1 n ).
By Lemma 1, we have |E(P n (z, α)) − P n (z, α)| → 0, n → +∞, therefore biais 2 (P n (z, α)) → 0, n → +∞ hence E(P n (z, α) − P (z, α)) 2 → 0, n → +∞.
If condition C 2 is satisfied, the Theorem is again valid, by Corollary 1, of Lemma 2 and using Remark 4 of Theorem 5 and Theorem 2.
