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In a recent paper in this Journal [I], R. E. L. Turner has treated the follow- 
ing eigenvalue problem, in which the eigenvalue parameter appears quadrati- 
cally: 
Ax - X2Bx - hx = 0, (1) 
where x lies in a Hilbert space H, and A and B are positive definite compact 
self-adjoint operators. 
Turner showed that the spectrum consists of two sequences of real eigen- 
values, the positive eigenvalues converging to zero and the negative eigen- 
values tending to minus infinity. Moreover, he obtained nonlinear analogues 
of the classical variational principles for these eigenvalues. As a corollary 
of one of these principles, Turner found that if H is finite-dimensional, 
the eigenvectors corresponding to only the positive eigenvalues (or only the 
negative eigenvalues) span H. 
The purpose of this note is to show how Turner’s results can be obtained 
and his corollary can be generalized by observing that the equation (1) is 
equivalent to the self-adjoint system 
Ay=hAx 
Ax-y=hBy (2) 
for the vector {x, y} in H x H. 
We note that X appears linearly in this problem. It then follows from 
classical theory that the largest eigenvalue h, can be characterized by 
AI = max 2 (Ax, Y) - (Yt Y) 
X.YQZ (Ax, x) + (By, y) - 
We observe that 
&4x, Y) - (Y, Y) < 6% Ax) G II A II [(Ax, 4 + (BY, ~11, 
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so that the ratio on the right is bounded above. The existence of the maximum 
follows from the fact that when (.4x, X) + (By, y) = 1, the inequality 
2(Aa,yj - (y,y) 2 0 implies the bound (y,y) -1: 4 1, A ~ , and from the 
compactness of .4 and the weak semicontinuity of (y,y). Successive eigen- 
values can be defined as usual by 
WG ?I) - (Y, Y) 
hR = cax,riKL$,,~i)-O (Ax, x) + (By, y) ’ 
i = l,..., n - 1 (3) 
where {xi , yi} is the eigenvector corresponding to hi . Since all vectors of the 
form {x, O> render the Rayleigh quotient zero, there will be infinitely man! 
nonnegative eigenvalues if H is infinite dimensional. It is clear from (2) and 
the fact that -4 is positive definite that h = 0 is not an eigenvalue. Suppose 
that the positive eigenvalues have a positive point of accumulation 1. Then 
there is a sequence A, --) A, and the corresponding eigenvectors {x,, , y,{j 
satisfy 
(-4% , .%) -t (BY,* ,Yn) = Ll ! - (yn , y,J f 2(9.r,, , y,) -x ) 0. 
Then (yn , yn) < 4 /I A 11 , and since .Y~ =: y,,,/& , the sequence (x, , x,) is also 
bounded. But 
(4% - &fl), &I - %) + (B(y, - vm), ?I,? - ym) = 2, 
contradicting the compactness of A and B. We conclude that (3) defines an 
infinite sequence of eigenvalues Ai > A, >, ... which converges to zero. 
If we define K to be the maximum of the Rayleigh quotient in (3) among 
vectors {x, y} with (Ax, xn) + (By, y,J = 0 for all {x, , y,$ corresponding 
to positive eigenvalues, then K is an eigenvalue and by definition K < 0. 
Since h = 0 is not an eigenvalue, K < 0. Suppose there exists a z f 0 in H 
which satisfies 
(AZ, x,) = 0 
for all (x, , yn} corresponding to positive eigenvalues. Then the vector {z, 0) 
satisfies the constraints used in defining K and gives the value zero to the 
Rayleigh quotient in (3), which contradicts the inequality K < 0. We conclude 
that there is no z f 0 such that AZ is orthogonal to all the X, . Thus we have 
the following generalization of Turner’s Corollary: 
THEOREM. The eigenvectors {x,,} of (1) which correspond only to the positive 
eigenvalues are complete in H with respect to the norm (Ax, x)1/z. 
In order to obtain a variational principle for the negative eigenvalues, it is 
only necessary to observe that replacing X by (- l/X) in Eq. (1) gives an 
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equation of the same form, but with A and B interchanged. In this way, we 
find that 
1 --= - (YYY) + -wGY) 
fk Caxe*i%?,~i)=O (Bx, X) + (AJJ, JJ) ’ 
i = I,..., n - 1 
where (2, , jj*i) is the eigenvector corresponding to A;. Again we find that 
(- I/h;) 10, so that h; 3 h; > **a L - co. Moreover, the {z~} are com- 
plete with respect to the norm (Bx, x)1/z. 
REMARK. A simple illustration of these results is obtained when B = A. 
In this case Eq. (1) becomes 
Ax=+. 
If CL1 2 p1 2 **a 7 0 are the eigenvalues and x1 , xa ,... the corresponding 
eigenvectors of A, we find the eigenvalues 
The h,+ are positive and the hi are negative, and the same eigenvector x,, 
is associated with both hi and I\;. Obviously its is sufficient to take the x, , 
considered as eigenvectors associated with either the hi or hi alone, to 
form a complete set. 
Note that as n + 0~) 
In order to obtain Turner’s variational principle, we note from the first 
equation in (2) that when {x, y} is an eigenfunction, y = hx. Moreover, we see 
by taking the scalar product of equation (1) with x that a positive eigenvalue h 
can be expressed as the positive root Q(x) of the equation 
Qa(Bx, x) + Q(x, x) - (Ax, x) = 0. 
If, for any x (not necessarily an eigenfunction), we denote the positive root 
of this equation by Q( x ), we can restrict our consideration in the variational 
principle (3) to vectors of the form {x, Q(x) x}. Substituting, we find that the 
Rayleigh quotient has the value Q(x). M oreover, the orthogonality conditions 
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(Ax, xi) + (By, yi) = 0 become (Ax, XJ + Q(X) (Bx, yi) = 0. But 
Axi = Xi2Bxi + hixi while yi = &xi , so that 
(AX, xi) + Q(X) (Bx, Yi) = &[(A, + Q(x)) B(x, xi) + (x, .rt)l. 
Also, hi = Q(q). Therefore with the choice y = Q(X) .X the variational prin- 
ciple (3) assumes the form 
A, = max 
[Q(x)+Q(xi)l(Bw,w()+(x,xi)-O Q(x), i = l,..., II - 1 
which was given by Turner. The maximum-minimum and minimum- 
maximum characterizations of Turner can be derived in a similar manner. 
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