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AN INFINITE FAMILY OF MULTIPLICATIVELY
INDEPENDENT BASES OF NUMBER SYSTEMS IN
CYCLOTOMIC NUMBER FIELDS
MANFRED G. MADRITSCH AND VOLKER ZIEGLER
Abstract. Let ζk be a k-th primitive root of unity, m ≥ φ(k) + 1 an in-
teger and Φk(X) ∈ Z[X] the k-th cyclotomic polynomial. In this paper
we show that the pair (−m + ζk,N ) is a canonical number system, with
N = {0, 1, . . . , |Φk(m)| − 1}. Moreover we also discuss whether the two bases
−m+ ζk and −n+ ζk are multiplicatively independent for positive integers m
and n and k fixed.
1. Introduction
Let q ≥ 2 be a positive integer. Then the pair (q, {0, 1, . . . , q − 1}) is a number
system in the positive integers, i.e. every integer n ∈ N has a unique representation
of the form
n =
∑
j≥0
ajq
j (aj ∈ {0, 1, . . . , q − 1}).
Taking a negative integer q ≤ −2 and {0, 1, . . . , |q| − 1} as set of digits one
gets a number system for all integers Z. This concept of a number system was
further extended to the Gaussian integers by Knuth [11]. He showed that the pairs
(−1 + i, {0, 1}) and (−1 − i, {0, 1}) are number systems in the Gaussian integers,
i.e. every Gaussian integer n ∈ Z[i] has a unique representation of the form
n =
∑
j≥0
ajb
j (aj ∈ {0, 1}),
where b = −1 + i or b = −1 − i. It was shown by Ka´tai and Szabo´ [10] that all
possible bases for the Gaussian integers are of the form −m± i with m a positive
integer. These results were extended independently by Ka´tai and Kova´cs [8,9] and
Gilbert [6], who classified all quadratic extensions.
A different point of view on the above systems is the following. Let P = pdX
d+
pd−1X
d−1 + · · · + p1X + p0 ∈ Z[X ] with pd = 1 and R = Z[X ]/P (X)Z[X ]. Then
we call the pair (P,N ) with N = {0, 1, . . . , |p0| − 1} a canonical number system if
every element γ ∈ R has a unique representation of the form
γ =
∑
j≥0
ajX
j (aj ∈ N ).
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If P is irreducible and β is one of its roots, then R is isomorphic to Z[β]. In
this case we simply write (β,N ) instead of (P,N ). By setting P = X + q or
P = X2+2mX+(m2+1) we obtain the canonical number systems in the integers
and Gaussian integers from above, respectively.
Kova´cs [12] proved that for any algebraic number field K and order R = Z[α] of
K there exists β such that (β,N ) is a canonical number system for R. Moreover
he proved that if 1 ≤ pd−1 ≤ · · · ≤ p1 ≤ p0, p0 ≥ 2 and if P is irreducible, then
(P,N ) is a canonical number system in R. Petho˝ [16] weakened the irreducibility
condition by only assuming that no root of the polynomial is a root of unity.
Kova´cs and Petho˝ [13] provided necessary and sufficient conditions on the pair
(β,N ) to be a number system in Z[α]. A decade later Akiyama and Petho˝ [1]
significantly reduced the number of cases one has to check under the additional
assumption that
d∑
i=1
|pi| < p0.
Recently Brunotte [2] gave a unified proof of the results due to Gilbert [6] and
Kova´cs and Petho˝ [13] on irreducible CNS polynomials and extended them to re-
ducible polynomials.
Let us denote by ζk some primitive k-th root of unity. Since +i and −i are
primitive fourth roots of unity, we can say that all the bases for the Gaussian
integers are of the form −m + ζ4, with m ≥ 1. Furthermore an easy computation
using the classification for quadratic extensions shows that −m+ ζ3 and −m+ ζ6
with m ≥ 1 are bases in Z[ζ3] and Z[ζ6], respectively. Thus our first result answers
the question, whether −m+ ζk is a basis in Z[ζk] for general k > 2.
Theorem 1.1. Let k > 2 and m be positive integers. If m ≥ φ(k) + 1, then
{−m+ ζk,N} is a canonical number system.
Our second result considers, whether these bases are multiplicatively indepen-
dent. We call two algebraic integers α and β multiplicatively independent, if
αp = βq has only the solution p = q = 0 over the integers. Considering bases
in the Gaussian integers Hansel and Safer [7] proved that −m+ i and −n+ i are
multiplicative independent for all m > n > 0. Their motivation was a version of
Cobham’s theorem [5] for the Gaussian integers. Cobham’s theorem states that
a set E ⊂ N is m- and n-recognizable with m and n multiplicative independent
integers if and only if the set E is a union of arithmetic progressions. This means
that e.g. except for arithmetic progressions we are not able to deduce the base 3
expansion form the one in base 2.
In the present paper we want to generalize the result of Hansel and Safer [7] on
the multiplicative independence to bases of Z[ζk] of the form −m+ ζk for k ≥ 3.
Theorem 1.2. Let k ≥ 3 be a positive integer. Then the algebraic integers −m+ζk
and −n+ ζk are multiplicatively independent provided m > n > C(k), where C(k)
is an effective computable constant depending on k.
Moreover, if k is a power of 2, 3, 5, 6, 7, 11, 13, 17, 19 or 23, then −m + ζk and
−n + ζk are multiplicatively independent as long as m > n > 0 if k 6= 6 and
m > n > 1 otherwise.
In order to prove Theorem 1.2 one has to show that the Diophantine equation
(1.1) (−m+ ζk)
p = (−n+ ζk)
q
INFINITE FAMILY OF BASES 3
has no solution (n,m, p, q), with m > n > C(k) and p, q are not both zero. Taking
norms in (1.1) we obtain Φk(m)
p = Φk(n)
q, where Φk denotes the k-th cyclotomic
polynomial, and therefore the Diophantine equation (1.1) becomes
(1.2) Φk(m)
p = ηq
with η = Φk(n). In case that p and q have greatest common divisor d > 1 we
take d-th roots and obtain equation (1.2) with p and q coprime. Therefore we
may assume that p and q are coprime and we deduce that η is a p-th power, i.e.
we get an equation of the form Φk(m) = y
q with y = η1/p. Note that since we
assume m,n > C(k) the case Φk(m) = −y
q can be excluded. Indeed, we know that
Φk(m) > 0 for m sufficiently large. In any case we obtain a Diophantine equation
of the form
(1.3) Φk(m) = y
q.
Equation (1.3) is closely related to the well-studied Nagell-Ljunggren equation
(1.4)
xk − 1
x− 1
= yq x, y > 1, q ≥ 2, k > 2.
If k is a prime, then the Diophantine equations (1.3) and (1.4) are identical and
every solution to (1.1) yields a solution to (1.4). Therefore we conjecture:
Conjecture 1.3. Let k be an odd prime. Then −m+ ζk and −n + ζk are multi-
plicatively independent provided m > n > 0.
Since it is widely believed that the Nagell-Ljunggren equation (1.4) has only the
three solutions
35 − 1
3− 1
= 112,
74 − 1
7− 1
= 202,
183 − 1
18− 1
= 73
this conjecture seems plausible. Note that none of these solutions to (1.4) implies
a solution to (1.1). We guess that even more is true and believe that the following
question has an affirmative answer.
Question 1.4. Given k > 2 are −m+ ζk and −n+ ζk multiplicatively independent
provided m > n > 1?
We excluded the case that n = 1 since for k = 6 we have −1 + ζ6 = ζ3 and ζ3
and −m+ ζ6 are always multiplicatively dependent.
2. Canonical number systems and the proof of Theorem 1.1
The main tool in our proof is the following result due to Petho˝ [16].
Lemma 2.1 (Petho˝ [16, Theorem 7.1]). Let P =
∑d
j=0 pjX
j ∈ Z[X ] with pd = 1.
If 0 < pd−1 ≤ pd−2 ≤ · · · ≤ p0, p0 ≥ 2 and no root of P is a root of unity, then the
pair (P,N ) is a canonical number system.
Since ζk is a primitive k-th root of unity−m+ζk is a root of P (X) = Φk(m+X) =∑φ(k)
d=0 pdX
d. We have pφ(k) = 1 and for d = 1, . . . , φ(k), by Vieta’s formula we
obtain
(2.1) pφ(k)−d = p˜d =
∑
a1<···<ad∈(Z/kZ)∗
(m− ζa1k ) · · · (m− ζ
ad
k ).
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Here we identify elements of Z/kZ with their minimal representatives in Z, i.e. with
the integers in the set {0, 1, . . . , k − 1} in the obvious way.
Before checking the requirements of Lemma 2.1 we provide general lower and
upper bounds for p˜d. Since
|Arg(m− ζak )| ≤ arctan
(
1
m− 1
)
≤
1
m− 1
we have that
|Arg ((m− ζa1k ) · · · (m− ζ
ad
k ))| ≤
d
m− 1
≤ 1.
Therefore we have
Re ((m− ζa1k ) · · · (m− ζ
ad
k )) ≥ (m− 1)
d cos(1) ≥ 12 (m− 1)
d,
which together with (2.1) yields the bounds
(2.2) 12 (m− 1)
d
(
φ(k)
d
)
≤ p˜d ≤ (m+ 1)
d
(
φ(k)
d
)
.
Now we use these bounds in order to check the requirements of Lemma 2.1. We
start by showing that p0 = p˜φ(k) ≥ 2. Using the lower bound of (2.2) we get that
p0 = p˜φ(k) ≥
(m− 1)φ(k)
2
≥ 2
provided that k,m ≥ 3 which we supposed.
In the next step we recursively prove that p˜d ≤ p˜d+1 for d = 1, . . . , φ(k)− 1. For
a given ordered (d+1)-tuple a1 < · · · < ad+1 there are d+1 possibilities to deduce
an ordered d-tuple. Thus
(d+ 1)
∑
a1<···<ad+1∈(Z/kZ)∗
(m− ζa1k ) · · · (m− ζ
ad+1
k )
=
∑
a1<···<ad∈(Z/kZ)∗
(m− ζa1k ) · · · (m− ζ
ad
k )
∑
b∈(Z/kZ)∗
b6=a1,...,ad
(m− ζbk)
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Therefore we get for d < φ(k) that
p˜d+1 =
∑
a1<···<ad+1∈(Z/kZ)∗
(m− ζa1k ) · · · (m− ζ
ad+1
k )
=
1
d+ 1
∑
a1<···<ad∈(Z/kZ)∗
(m− ζa1k ) · · · (m− ζ
ad
k )
∑
b∈(Z/kZ)∗
b6=a1,...,ad
(m− ζbk)
=
m(φ(k) − d)
d+ 1
∑
a1<···<ad∈(Z/kZ)∗
(m− ζa1k ) · · · (m− ζ
ad
k )
−
1
d+ 1
∑
a1<···<ad∈(Z/kZ)∗
(m− ζa1k ) · · · (m− ζ
ad
k )
∑
b∈(Z/kZ)∗
b6=a1,...,ad
ζbk
≥
p˜dm(φ(k)− d)
d+ 1
−
1
d+ 1
∣∣∣∣∣∣∣∣
∑
a1<···<ad∈(Z/kZ)∗
(m− ζa1k ) · · · (m− ζ
ad
k )
∑
b∈(Z/kZ)∗
b6=a1,...,ad
ζbk
∣∣∣∣∣∣∣∣
≥
p˜dm(φ(k)− d)
d+ 1
−
(
φ(k)
d
)
(m+ 1)d(φ(k)− d)
d+ 1
.
Note that in the first four lines in the inequality above all the sums over complex
terms yield indeed real numbers. Further the “≥” signs are true due to the triangle
inequality.
By our lower bound in (2.2) we get that(
φ(k)
d
)
(m+ 1)d
p˜d
≤ 2
(
m+ 1
m− 1
)d
= 2
(
1 +
2
m− 1
)d
< 2e2,
where we have used that m − 1 ≥ φ(k) > d by our assumption. Altogether we
obtain the inequality
p˜d+1 >
p˜d(m− 2e2)(φ(k) − d)
d+ 1
,
which implies that the coefficients are increasing if
(2.3)
(m− 2e2)(φ(k) − d)
d+ 1
≥ 1.
We split our considerations into two cases whether d ≤ φ(k)− 2 or not.
• Case 1: d ≤ φ(k) − 2. Together with our assumption that m ≥ φ(k) + 1
we get that the coefficients p˜d up to p˜φ(k)−1 are increasing if
2(φ(k) + 1− 2e2)
φ(k)− 1
≥ 1.
Since φ(k) only takes positive values a simple calculation yields that this is
the case for φ(k) ≥ 4e2 − 3 ≈ 26.56.
On the contrary, we may assume φ(k) ≤ 26, which implies d ≤ 24.
Plugging this into (2.3) yields that the coefficients are increasing provided
m ≥ e2 + 252 ≈ 19.89.
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Finally computing all polynomials Φk(m + x) with φ(k) + 1 ≤ m ≤ 19
by aid of a computer algebra system we see that in any case the coefficients
p˜d are increasing. In fact we only have to check 300 polynomials, which are
certainly to many for writing them down.
• Case 2: d = φ(k)− 1. Thus we are left to show that p1 ≤ p0, i.e.∏
a∈(Z/kZ)∗
(m− ζak ) ≥
∑
b∈(Z/kZ)∗
∏
a∈(Z/kZ)∗
a 6=b
(m− ζak ).
Since
1 ≥
φ(k)
m− 1
=
∑
b∈(Z/kZ)∗
1
m− 1
≥
∑
b∈(Z/kZ)∗
1∣∣m− ζbk∣∣
≥
∣∣∣∣∣∣
∑
b∈(Z/kZ)∗
1
m− ζbk
∣∣∣∣∣∣ =
∑
b∈(Z/kZ)∗
1
m− ζbk
=
p1
p0
provided that m ≥ φ(k) + 1, this case is settled too.
Finally the last requirement, in order to apply Lemma 2.1, is to show that no
root of Φk(m +X) is a root of unity. Since we assume m ≥ φ(k) + 1 ≥ 3. So all
roots of Φk(m+X) have real part ≥ 2 and therefore cannot be roots of unity.
Therefore Φk(X +m) satisfies all assumptions of Lemma 2.1 and Theorem 1.1
is proved.
Remark 1. In case that m = φ(k) both situations p1 ≤ p0 and p1 > p0 can occur.
For instance, in the case k = 11 and m = φ(k) = 10 we obtain p1 < p0 and in
the case k = 22 and m = φ(k) = 10 we obtain p1 > p0. Therefore in view of the
method of proof Theorem 1.1 is best possible.
3. Multiplicative independence
Before we start with the proof of Theorem 1.2, let us note that if p and q have
a common factor d, then by taking d-th roots on both sides of equation (1.1) we
obtain
(3.1) ζjk(−m+ ζk)
p = (−n+ ζk)
q,
with gcd(p, q) = 1 and 0 ≤ j < k.
We start with the proof of the first statement of Theorem 1.2. In view of the
discussion below Theorem 1.1 we consider the Diophantine equation
(3.2) f(x) = yq,
where f is a polynomial with rational coefficients and with at least two distinct
roots. Obviously (1.3) fulfills these requirements as soon as k > 2. Due to Schinzel
and Tijdeman [17] (see also [18, Theorem 10.2]) we know that for all solutions
(x, y, q) to (3.2) with |y| > 1, q is bounded by an effectively computable constant
depending only on f . In view of Theorem 1.2 we see that all solutions coming
from (1.1) yield y > 1 provided n 6= 0. But it is also well known (see e.g. [18,
Theorem 6.1 and 6.2]) that for given q ≥ 2 all solutions (x, y) to (3.2) satisfy
max{|x|, |y|} < Cf,q, where Cf,q is an absolute, effectively computable constant
depending on f and q. Thus we conclude that q = 1 in equation (3.1) ifm,n > C(k),
and C(k) is an effectively computable constant only depending on k. Exchanging
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the roles of m and n we deduce that q = p = 1 if m,n > C(k). But this yields
the equation ζjk(−m + ζk) = (−n + ζk) and taking norms on both sides gives
Φk(m) = Φk(n). Since Φk(m) is strictly increasing for m large enough we deduce
that m = n which we excluded. Therefore the proof of the first part of Theorem 1.2
is complete.
However, computing the constant C(k) using the methods cited above will yield
very huge constants even for small values of k. Therefore we will use a more direct
approach in the proof of the second part.
We note that if q is the product of all different prime divisors of n (its radical),
then Φn(X) = Φq(X
n/q). In particular, if n = qℓ, then we have
(3.3) Φqℓ(X) = Φq
(
Xq
ℓ−1
)
.
Let us start with powers of 2. In this case we have that Φ2ℓ(X) = X
2ℓ−1+1. There-
fore the case that k is a power of 2 is deduced from the fact that the Diophantine
equation
X2 + 1 = Y q
has no solution. This is a special case of Catalan’s equation Xp − Y q = 1 which
was completely solved by Mihaˇilescu [15]. Note that this special case was already
proved by Chao [4].
In the next step we consider the case that k is a power of 3 or 6.
Lemma 3.1. Let k be a power of 3 or 6. Then the two algebraic integers −m+ ζk
and −n+ζk are multiplicatively independent provided n 6= m and n,m 6∈ {−1, 0, 1}.
Proof. Let us consider equation (1.3) and let M = mk/3 if k is a power of 3 and
M = mk/6 if k is a power of 6. Then equation (1.3) turns into
M2 ±M + 1 =
(
2M ± 1
2
)2
+
3
4
= Y q,
where the “+” sign holds in case that k is a power of 3 and the “−” sign holds in
case that k is a power of 6. Multiplying this equation by 4 and putting X = 2M±1
we get
X2 + 3 = 4Y q.
Due to Luca, Tengely and Togbe [14] we know that (X,Y, q) = (1, 1, q) and (37, 7, 3)
are the only solutions with X,Y, q ≥ 1. The first solution yields m ∈ {−1, 0, 1}
which we have excluded and the second solution yields M = ±18 or M = ±19.
Since both, 18 and 19, are not perfect powers we conclude that k = 3 or k = 6. We
may recover m and n from the substitutions that led to equation (1.3). Therefore
we are left to check that in case that k = 3 equation (1.1) has no solution with
m = 18,−19, n = 2,−3, q = 3 and p = 1 and in case that k = 6 equation (1.1) has
no solution with m = −18, 19, n = −2, 3, q = 3 and p = 1. This is of course easily
done e.g. by a computer. 
We are left to the case that k is a power of 5, 7, 11, 13, 17, 19 or 23. Since every
solution to (1.1) implies a solution to the Nagell-Ljunggren equation (1.4), the
following results due to Bugeaud, Hanrot and Mignotte [3, Theorem 1 and 2] are
essential in the proof of Theorem 1.2.
Theorem 3.2. The Nagell-Ljunggren equation (1.4) has except the three solutions
(x, y, k, q) = (3, 11, 5, 2), (7, 20, 4, 2), (18, 7, 3, 3) no further solution in case that
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• k is a multiple of 5, 7, 11 or 13, or
• k is a multiple of 17, 19 or 23 and q 6= 17, 19 or 23 respectively.
Using identity (3.3) we get in case that k = P ℓ is a prime power
Φk(X) =
(
XP
ℓ−1
)P
− 1(
XP ℓ−1
)
− 1
=
xP − 1
x− 1
with x = XP
ℓ−1
. If we assume now that P = 5, 7, 11 or 13, then the only possible
solutions to (3.1) imply that q = 1. Exchanging the role of m and n we also obtain
p = 1 and equation (3.1) turns into
ζjk(−m+ ζk) = −n+ ζk.
Taking norms yields
mk − 1
mk/P − 1
=
nk − 1
nk/P − 1
,
hence m = n, which we excluded. Therefore we are left with the case that k is a
power of 17, 19 or 23.
Before we consider the remaining cases we want to remind the reader that an
integral basis for Z[ζk] is given by {1, ζk, . . . , ζ
φ(k)−1
k } and therefore every algebraic
integer α ∈ Z[ζk] has a unique representation of the form
(3.4) α =
φ(k)−1∑
i=0
aiζ
i
k,
with ai ∈ Z for 0 ≤ i < φ(k). In the following we will expand the left and
right side of equation (3.1) in various cases and bring the result into the unique
form (3.4). We will show below that on the left and right side of (3.1) the unique
representations (3.4) do not match and conclude that no solution to (3.1) and hence
no solution to (1.1) exists.
Assume that (3.1) has a solution (m,n, p, q, j). In case that k is a power of 17, 19
or 23 Theorem 3.2 implies that the only prime divisors of p and q in equation (1.1)
are 17, 19 or 23 respectively. Therefore we are left to equation (3.1), with p = 1
and q = 17, 19 or 23. Note that in case of k = q we have
(−n+ ζk)
k =
k∑
i=0
(−n)k−i
(
k
i
)
ζik
=
k−2∑
i=0
(
(−n)k−i
(
k
i
)
+ kn
)
ζik + 1 =
k−2∑
i=0
pk,i(n)ζ
i
k.
Let us assume that 0 ≤ j < k − 2. Then with p = 1 and k = q, either the
coefficients pk,0(n) and pk,1(n) have to vanish simultaneously or the coefficients
pk,3(n) and pk,4(n) vanish simultaneously. Since
gcd(p17,0(n), p17,1(n)) = gcd(−n
17 + 17n+ 1, 17n16 + 17n) = 1
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as polynomials in n, the coefficients cannot vanish simultaneously. Similarly we
obtain
gcd(p19,0(n), p19,1(n)) = gcd(p23,0(n), p23,1(n)) = 1
gcd(p17,3(n), p17,4(n)) = 17n, gcd(p19,3(n), p19,4(n)) = 19n,
gcd(p23,3(n), p23,4(n)) = 23n,
where we consider the gcd taken over the polynomial ring Z[n]. Therefore we deduce
n = 0, a solution which we excluded.
Now consider the case that k = q and j = k − 2. In this case equation (3.1)
turns into
−1− ζk − · · · − (m+ 1)ζ
k−2n
k = (−n+ ζk)
k =
k−2∑
i=0
pk,i(n)ζ
i
k.
Considering the coefficient of ζk we have
−1 = kn(1 + nk−2)
which cannot hold if n > 1. Similarly for j = k − 1 we obtain
(m+ 1) +mζk + · · ·+mζ
k−2
k = (−n+ ζk)
k =
k−2∑
i=0
pk,i(n)ζ
i
k.
And in particular the coefficients of ζk and ζ
2
k have to be equal, i.e.
kn+ knk−1 = −
k(k − 1)
2
nk−2 + kn,
or equivalently
0 = knk−2(2n+ k − 1).
The last equation can only hold if n or k is zero or 2n + k − 1 = 0 which implies
n = −k−12 < 0. Since all these options are excluded this case cannot occur.
Now let us consider the case that k = qℓ, with ℓ > 1, and q = 17, 19 or 23. If
j < φ(k) − 1 in (3.1) then all coefficients ζik with 0 ≤ i < φ(k) of ζ
j
k(−m + ζk)
vanish except exactly two. Indeed we have
ζjk(−m+ ζk) = −mζ
j
k + ζ
j+1
k .
On the right side of (3.1) all the coefficients of ζik with 0 ≤ i ≤ q do not vanish, i.e.
a contradiction.
In case that j = φ(k) + r for some 0 ≤ r < k − φ(k)− 1 = qℓ−1 − 1 we have
(−m+ ζk)ζ
j
k = (−m+ ζk)
(
−ζrk − ζ
r+qℓ−1
k − ζ
r+2qℓ−1
k − · · · − ζ
r+(q−2)qℓ−1
k
)
= −mζrk + ζ
r+1
k − · · · −mζ
r+(q−2)qℓ−1
k + ζ
r+1+(q−2)qℓ−1
k
i.e. there exist non vanishing coefficients of ζik with i > q. But on the right side of
(3.1) all coefficients of ζik vanish for i > q and again no solution is possible.
We are left with the two cases that j = φ(k)− 1 and j = k − 1. In both cases it
is easy to see that ζjk(−m + ζk) has non-vanishing coefficients of ζ
i
k for i > q and
we deduce again a contradiction.
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