In this paper a systematic study of the category GTS of generalized topological spaces (in the sense of H. Delfs and M. Knebusch) and their strictly continuous mappings begins. It is then applied to some topological constructions over first order topological structures.
Introduction
This paper is a continuation of [6] . It gives a basic theory of the category GTS of generalized topological spaces and their strictly continuous mappings. This category seems to be very important as it is more sophisticated than the usual category Top of topological spaces and continuous mappings, and only the use of GTS allowed to glue infinitely many definable sets to produce locally definable spaces in [2] and [6] and weakly definable spaces in [4] and [6] . In particular, this paper generalizes the notions connected with locally and weakly definable spaces over o-minimal expansions of real closed fields considered in [6] , to broader settings of spaces over weakly topological structures and first order topological structures.
Grothendieck topology
Here we remind what a Grothendieck topology is. The reader may consult books like [1, 3, 5] .
Let C be a small category. Consider the category of presheaves (of sets) on C, denoted by P sh(C) orĈ, which is the category of contravariant functors from C to Sets. Let us remind the fundamental fact: Fact 2.1 (Yoneda lemma, weak version). Functor C ∋ C → Hom(−, C) ∈Ĉ is full and faithful, so we can consider C ⊆Ĉ.
To define a Grothendieck topology the following notion is usually used: A sieve S on an object C is a subobject of Hom(−, C) ∈Ĉ. Since a sieve on C is a presheaf of sets of morphisms with common codomain C, this may be translated (with a small abuse of language) into: S is a set of morphisms with codomain C such that f ∈ S implies f • g ∈ S, if only f • g has sense. The largest sieve on C is Hom(−, C), the smallest is ∅.
A Grothendieck topology J on C is a function C → J(C), with J(C) a set of sieves on C such that the following axioms hold:
(identity/nonemptyness) for each C, Hom(−, C) ∈ J(C); (stability/base change) if S ∈ J(C) and f : D → C is a morphism of C, then f * S = {g | f • g ∈ S} ∈ J(D);
(transitivity/local character) if S ∈ J(C) and R is a sieve on C such that f * R ∈ J(D) for each f ∈ S, f : D → C, then R ∈ J(C).
Elements of J(C) are called covering sieves. Pair (C, J) is called a Grothendieck site. The above axioms imply the conditions (see section III.2 of [5] ):
(saturation) if S ∈ J(C) and R is a sieve containing S, then R ∈ J(C); (intersection) if R, S ∈ J(C), then R ∩ S ∈ J(C). It follows that each J(C) is a filter (not necessary proper) on the lattice SubĈHom(−, C) of sieves on C.
If the category C has pullbacks, then instead of covering sieves, we can speak about covering families of morphisms (generating respective sieves), so the axioms may be rewritten as:
(identity/isomorphism) for each C, {id C } is a covering family (stated also: for each isomorphism f : D → C, {f } is a covering family);
(base change) if {f i : U i → U} i is a covering family, and g : W → U any morphism, then {π 2i : U i × U W → W } i is a covering family;
(local character) if {f i : U i → U} i is a covering family, and {g ij : V ij → U i } j are covering families, then {f i • g ij : V ij → U} ij is a covering family;
and usually the following is added (see Definition 16.1.2 of [3] ): (saturation) if {f i : U i → U} i is a covering family, and each of the f i 's factorizes through an element of {g j : V j → U} j , then {g j : V j → U} j is a covering family.
Alternatively (see section 6.7 of [1] ) authors consider saturated and non-saturated Grothendieck topologies, but for a Grothendieck site saturation is usually assumed.
Grothendieck topology allows to define sheaves (of sets). A sheaf is such a presheaf F that for each covering family {U i → U} i in the respective diagram
the induced morphism e is the equalizer of the standardly considered pair of morphisms p 1 , p 2 (cf. section III.4 in [5] ). A Grothendieck topology is subcanonical if every representable presheaf is a sheaf, so in this case we may, by identifying the objects of C with their respective representable presheaves, consider C ⊆ Sh(C) ⊆ P sh(C) =Ĉ. Grothendieck topologies used in practice are usually subcanonical.
Generalized topological spaces
Now for any set X, we have a boolean algebra P(X) of subsets of X, so it may be treated as a small category with inclusions as morphisms. In this category fibered products are the same as (binary) products and the same as (binary) intersections, so P(X) has pullbacks.
We want to introduce a full subcategory of P(X), consisting of "open subsets" of X. Then we want to introduce a subcanonical Grothendieck topology on this category. Subcanonicality means in this setting that for each covering family of morphisms (which may be identified with a family of subsets of a given set, since morphisms are inclusions) the object covered by the family is the supremum of this family in the smaller category.
This leads to the notion of a generalized topological space introduced by H. Delfs and M. Knebusch in [2] .
A generalized topological space (gts) is a set X together with a family of subsets 
T (X) (the empty set and the whole space are are open), The above three axioms are a strengthening of the identity axiom. They also insure that the smaller category has pullbacks. These three axioms may be collectively called the finiteness axiom.
This axiom may be called co-subcanonicality. Together with subcanonicality, it means that admissible families are coverings (in the traditional sense) of their unions, which is imposed by the notation of [2] : 
∈ Cov X (all members of admissible coverings of members of an admissible family form together an admissible family), This is the transitivity axiom.
, and ∀j ∈ J ∃i ∈ I : V j ⊂ U i , then {U i } i∈I ∈ Cov X (a coarsening, with the same union, of an admissible family is admissible), This is the saturation axiom. A stricly continuous mapping between gtses is such a mapping that the preimage of an open set is open and the preimage of an admissible covering is an admissible covering. (They may be considered morphisms of sites in this context, compare section 6.7 of [1] and section 17.2 of [3] .) The gtses together with the strictly continuous mappings form a category called here GTS.
We call a subset K of a gts X small if for each admissible covering U of any open U, the set K ∩ U has a finite subcovering. (We say in this case that the covering U is essentially finite on K or on K ∩ U.) Theorem 3.1. 1) A subset of a small set is small.
2) The image of a small set by a strictly continuous mapping is small.
Since U is essentially finite on K ∩ U, it is also essentially finite on its subset L ∩ U.
2) Assume f : X → Y is strictly continuous, and
is essentially finite.
Theorem 3.2. In any gts if an open family is essentially finite (on its union), then this family is admissible.
Proof. First notice that if an open family U has the largest element U, then {U} and U are refinements of each other. Thus, by saturation, U is admissible.
Now if an open family U has a finite subcover U 0 (of its union), then for each V ∈ U 0 the family V ∩ U has the largest element V , and is admissible. Since U 0 is admissible, also U 0 ∩ U is admissible by transitivity, and U is admissible by saturation. Notice that compact sets are small in Examples 3.6 and 3.7, but not necessarily small in Example 3.4 (because an open subset of a compact set is not usually compact). This works for open subsets, since openness and admissibility in an open subspace is equivalent to openness and admissibility in the whole space. It works for small subsets because in a small space "admissible" means exactly "essentially finite". In general, the problem with transitivity, saturation and regularity arises.
For any
A
We can introduce the separation conditions of Hausdorffness and regularity of a gts analogous to the topological ones. Proof. Each admissible family is locally essentially finite by the definition of a small subset. If an open family V is locally essentially finite, then it is essentially finite on members of an admissible covering U of the space by open small subspaces. It means that for each member U of U, the family U ∩ V is admissible. By the transitivity axiom, the family U ∩ V is admissible. By the saturation axiom, the family V is admissible.
Corollary 4.2. Each locally finite open family in a locally small space is admissible.

Notation 4.3. Locally small spaces may be denoted as unions of their admissible coverings by small open subspaces. This will mean we get such a space as the direct limit of a system of finite unions, partially ordered by inclusion, of the open small subspaces of an admissible covering.
Theorem 4.4. Each locally essentially finite union of closed subsets of a locally small space is closed.
Proof. Let Z be a locally essentially finite union of closed sets. Take an admissible covering U of the space by small open subsets. For each element U of U, the set Z ∩ U is a finite union of relatively closed subsets of U, so it is relatively closed. Each relative complement Z c ∩ U is open in U. By regularity, the set Z c is open.
On locally small spaces we introduce a topology, called the strong topology, whose basis is the family of open sets of the gts. It is clear that a gts is Hausdorff if and only if its strong topology is Hausdorff. Each regular gts has a regular strong topology.
Example 4.5. The following example shows that a continuous mapping (in the strong topology) that maps small sets onto small sets may not be strictly continuous. Take the real line R and define the open sets as the finite unions of open intervals with endpoints being rational numbers or infinities. Define the admissible coverings as the essentially finite coverings.
We get a small gts. The mapping R ∋ x → rx ∈ R, for r / ∈ Q, is continuous but not strictly continuous.
A locally small space is called paracompact if there is a locally finite covering of the space by small open subsets. A subset Y of a locally small space X is locally constructible if each intersection Y ∩ U with a small open U ⊆ X is constructible in U. The Boolean algebra of locally constructible subsets of a locally small space may be strictly larger than the Boolean algebra of constructible subsets (to see this one can construct a sequence X n of constructible subsets of some small spaces Z n each X n needing at least n open sets in the description, and then glue the spaces Z n into one locally small space).
We will say that a locally small space has the closure property if the following holds:
(CP) the closure (in the strong topology) of a small locally closed subset is a closed subset. Proof. By the Fact above, the closure of each locally constructible set is a union of closures of some locally essentially finite family of small constructible sets. But the family of these closures is also locally essentially finite.
By the above, if a locally small space has the closure property, then the closure operator restricted to the class of locally constructible sets may be considered as the closure operator of the generalized topology (in general, the closure operator on a gts does not exist).
Weakly small spaces
A weakly (piecewise) small space is a gts X having a family (X α ) α∈A of closed small subspaces indexed by a partially ordered set A such that the following conditions hold: W1) X is the union of all X α 's as sets, W2) if α ≤ β then X α is a (closed, small) subspace of X β , W3) for each α ∈ A there is only finitely many β ∈ A such that β < α, W4) for each two α, β ∈ A there is γ ∈ A such that X α ∩ X β = X γ , W5) for each two α, β ∈ A there is γ ∈ A such that γ ≥ α and γ ≥ β, W6) the gts X is the inductive limit of the directed family (X α ) α∈A , which means: a) a subset U of X is open iff all sets X α ∩ U are open in respective X α s, b) an open family U is admissible iff all U ∩ X α are admissible (=essentially finite) in respective X α s.
Such a family (X α ) α∈A is called an exhaustion of X. Here "admissible" means "piecewise essentially finite", where "piecewise" means "when restricted to a member of the exhaustion (witnessing that X is a weakly small space)". Members of the (chosen) exhaustion of X may be called pieces.
Fact 5.1. A subset Y of a weakly small space X is closed if and only if it is piecewise closed.
Theorem 5.2. A piecewise essentially finite union of closed subsets of a weakly small space is closed.
Proof. An essentially finite union of closed subsets is closed. Hence a piecewise essentially finite union of closed sets is piecewise closed.
Notice that any exhaustion of a weakly small space is a piecewise essentially finite family. A constructible subset of a piece is a finite union of locally closed subsets of a piece.
A weakly (piecewise) constructible subset is such a subset Y ⊆ X that has constructible intersections with all members of some exhaustion (X α ) α∈A .
Theorem 5.3. Piecewise constructible subsets of a weakly small space are exactly piecewise essentially finite unions of locally closed subsets of pieces.
Proof. Piecewise constructible subsets are piecewise essentially finite unions of locally closed subsets of pieces. An essentially finite union of locally closed subsets of pieces is a finite union of locally closed subsets of a single piece, so a constructible subset of a piece. Now apply "piecewise".
The strong topology on X is the topology that makes the topological space X the respective inductive limit of the system of topological spaces X α . The unpleasant fact about the weakly small spaces (comparising with the locally small spaces) is that points may not have small neighborhoods (consider an infinite wedge of circles as in Example 4.1.8 of [4] ). Moreover, the open sets from the generalized topology may not form a basis of the strong topology (see Appendix C of [4] ).
We will say that a weakly small space has the closure property if the following holds:
(CP) the closure (in the strong topology) of a locally closed subset of a piece is a closed subset.
If the space X has the closure property, then the topological closure operator restricted to the class of constructible subsets of pieces of X may be treated as the closure operator of the generalized topology.
Spaces over structures
Assume that M is any model-theoretic structure.
A function sheaf over M on a gts X is a sheaf O X of sets on X (the sheaf property is assumed only for admissible coverings) such that for each open U the set O X (U) is contained in the set M U of all functions from U into M, and the restrictions of the sheaf are the set-theoretical restrictions of functions.
A space over M is a pair (X, O X ), where X is a gts and O X is a function sheaf over M on X. We will say about spaces over M for short. A morphism of spaces over M is a pair (f, φ) : Proof. Assume that X is the inductive limit (in the category GTS) of a diagram D with objects (X i ) i∈I indexed by a small category I, and the canonical morphisms φ i : X i → X.
Assume additionally that function sheaves O X i over M are given. Then define
Since all O X i are function sheaves and the section amalgamation in function sheaves is given by the union of graphs of sections, also O X is a funtion sheaf. By the above definition, each φ i is a morphism of spaces over M.
Now assume that a topology is given on the underlying set M of the structure M. (We will call M a weakly topological structure.) Then we consider the product topology on cartesian products M n of M. An affine definable space over M is a space over M isomorphic to a definable subset of some M n . A definable space over M is a space over M that has a finite open covering by affine definable subspaces. A locally definable space (lds) over M is a space over M that has an admissible covering by affine definable open subspaces. A weakly definable space X over M is a space over M that has an exhaustion (X α ) α∈A composed of affine definable (small) subspaces such that a function h : V → M is a section of O X iff all restrictions h| V ∩Xα are sections of respective O Xα s.
Morphisms of affine definable spaces, definable spaces, locally definable spaces, and weakly definable spaces over M are their morphisms as spaces over M. We get full subcategories ADS(M), DS(M), LDS(M), WDS(M) of Space(M).
Notice that each constructible subset of an affine definable space is also affine definable. Thus locally constructible subsets of locally definable spaces are naturally locally definable (sub)spaces. Also piecewise constructible subsets of weakly definable spaces are naturally weakly definable (sub)spaces.
Just from the definitions, we get (This definition is canonical in the sense that it does not depend on any arbitrary choice of open neighborhoods.) However, the use of local subsets does not reflect this locally definable space.
Remind that a structure M is a (first order) topological structure if the basis of the topology on M is uniformly 0-definable in M. (There is a formula Φ(x,ȳ) of the (first order) language of M such that the family {Φ(x,ā) M :ā ⊆ M} is the basis of the topology of M.)
If M is a (first order) topological structure, then the closure condition (CP) both for locally definable and weakly definable spaces over M is satisfied (see [7] ). Thus the closure operator for the generalized topology exists for the locally constructible subsets of locally definable spaces, and for constructible subsets of pieces in weakly definable spaces over M.
