Abstract. We add extra data to the affine Dynkin diagrams to classify all the finite order automorphisms on real simple Lie algebras. As applications, we study the extensions of automorphisms on the maximal compact subalgebras and also study the fixed point sets of automorphisms.
Introduction
Let g be a complex simple Lie algebra with Dynkin diagram D. A diagram automorphism on D of order r leads to the affine Dynkin diagram D r . By assigning integers to the vertices, Kac [6] uses D r to represent finite order g-automorphisms. This paper extends Kac's result. It uses D r to represent finite order automorphisms on the real forms g 0 ⊂ g. As applications, it studies the extensions of finite order automorphisms on the maximal compact subalgebras of g 0 and studies their fixed point sets. The special case of g 0 -involutions (i.e. automorphisms of order 2) is discussed in [2] .
In general, Gothic letters denote complex Lie algebras or spaces, and adding the subscript 0 denotes real forms. The finite order automorphisms on compact or complex simple Lie algebras have been classified by Kac, so we ignore these cases. Thus we always assume that g 0 is a noncompact real form of the complex simple Lie algebra g (this automatically rules out complex g 0 , since in this case g has two simple factors).
The affine Dynkin diagrams are D 1 for all D, as well as A [7, Ch. 4] . For convenience, D r denotes the diagram as well as its vertices, so we casually use the notation D r or α ∈ D r . We shall always let a α be these canonical integers, known as the labels of D r .
Let g 0 = k 0 + p 0 be a Cartan decomposition, namely k 0 is a maximal compact subalgebra of g 0 and p 0 is the orthogonal complement of k 0 under the Killing form.
Definition 1.1. A painted diagram is the diagram D
r such that each vertex has white or black color and r black a α = 2. It is said to represent a real form g 0 = k 0 + p 0 if k has a Cartan subalgebra h such that (a) the root system Δ(k, h) has a simple system represented by the white vertices so that the subdiagram of white vertices form the Dynkin diagram of k; (b) the corresponding lowest weights of the adjoint k-representation on p are represented by the black vertices.
Furthermore, the edges of the painted diagram are drawn according to the usual conditions of Dynkin diagrams.
Let aut(·) denote automorphisms, and int(·) denote inner automorphisms. The painted diagrams with underlying Dynkin diagrams D r are denoted by P r . By Corollary 2.2, they correspond bijectively to the real forms of g: If for i = 0, 1, P r i represents the real form g i of g, then P r 0 and P r 1 are related by a diagram symmetry if and only if g 0 and g 1 are isomorphic. If these conditions hold, the isomorphism φ : g 0 −→ g 1 extends naturally to aut(g). If we can choose φ which extends to int(g), then we say that g 0 and g 1 are inner isomorphic. In Section 3, we give a complete list of all painted diagrams and their corresponding real simple Lie algebras, up to isomorphism and inner isomorphism. Technical computations are used to distinguish isomorphic real forms which are not inner isomorphic, so they are left as an appendix in Section 10.
Due to Definition 1.1(a), let (1.2) D k = {α ∈ P r ; α is white}.
Here (1.2) denotes vertices as well as a subdiagram, where the edge relations of vertices of D k are the same as their edge relations in P r . Strictly speaking, D k is the Dynkin diagram of [k, k] , as k may have a nontrivial center (see (2.2) ).
Let U be the multiplicative group of complex numbers of finite order, namely (1.3) U = {z ∈ C ; z m = 1 for some m ∈ N}.
In the following, c : P r −→ U means c α ∈ U for all vertices α ∈ P r . The diagram automorphism d ∈ aut(P r ) is always understood to preserve vertex colors. Let g α be the root spaces of α ∈ Δ(g, h). If r = 1, then h is a Cartan subalgebra of g, so dim g α = 1. But if r = 2, then rank g > dim h and we may have dim g α = 2, where g α = (g α ∩ k) + (g α ∩ p) is a decomposition into 1-dimensional subspaces. Given α ∈ P r , we define g License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
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Not all markings represent an automorphism; we next look for the ones which do. Given d ∈ aut(P r ), a pair of adjacent vertices {γ, δ} such that dγ = δ and dδ = γ is called a special orbit of d. Let S be the set of all special orbits, namely (1.4) S = {{γ, δ} adjacent; dγ = δ , dδ = γ}.
If β = {γ, δ} is a d-orbit, then a γ = a δ , so we can define a β = a γ = a δ . We say that a marking (c, d) on P r is admissible if In this theorem, uniqueness of σ is understood to be up to its conjugate class in aut(g 0 ). The theorem says that every admissible marking on P r represents a unique finite order g 0 -automorphism. But conversely, a g 0 -automorphism may be represented by several admissible markings. In view of this, we shall introduce the notions of equivalent and inner equivalent admissible markings in Definition 5.3, and prove the following theorem.
Theorem 1.4. Let (c, d), (c , d
) be admissible markings on P r which represent σ, σ ∈ aut(g 0 ), respectively. Then (c, d) and (c , d ) are equivalent (resp. inner equivalent) if and only if σ and σ are conjugate by aut(g 0 ) (resp. int(g 0 )). Theorems 1.3 and 1.4 lead to a bijective correspondence between the equivalence (resp. inner equivalence) classes of admissible markings on P r and the finite order g 0 -automorphisms up to conjugation by aut(g 0 ) (resp. int(g 0 )).
Next we provide two applications of Theorem 1.3. The first application studies the extensions of finite order k 0 -automorphisms to g 0 , as given by Corollaries 1.5 and 1.6. The second application finds the fixed point sets of g 0 -automorphisms, as given by Theorem 1.7.
We say that g 0 is of Hermitian type if the Riemannian symmetric space [4] of g 0 has an invariant Hermitian structure. We say that g 0 is of equal rank type if g 0 and k 0 have equal rank. There are three cases of g 0 :
(1.6) (a) Hermitian type (automatically equal rank type); (b) non-Hermitian and equal rank type; (c) non-Hermitian and nonequal rank type.
These cases are revealed by P r in (2.2). Automorphisms which are not inner are said to be outer. We write aut(k 0 ) = int(k 0 ) ∪ out(k 0 ) accordingly. Write k 0 = [k 0 , k 0 ] + z 0 , where [k 0 , k 0 ] is semisimple and z 0 is the center of k 0 . For g 0 of Hermitian type (1.6)(a), dim z 0 = 1. So if σ ∈ out(k 0 ), it may act as an outer automorphism on [k 0 , k 0 ] or z 0 .
Every finite order g 0 -automorphism preserves a Cartan decomposition g 0 = k 0 + p 0 , so it can be regarded as an extension from k 0 . Let aut n (·) denote automorphisms of order n, and let σ ∈ aut n (k 0 ). By Corollary 4.3, σ can be represented by a marking (c, d) on the white vertices D k , namely c : D k −→ U and d ∈ aut(D k ). The next two corollaries study the extension of σ to aut m (g 0 ). It is necessary that n divides m and that d extends to aut(P r ). Similar to (1.4), let
, sp(2, R) and so(2, q), σ extends to aut lcm(n,2 ord(w)) (g 0 ). In all other cases, σ does not extend to g 0 .
In all other cases, σ extends to aut lcm(n,2 ord(w)) (g 0 ). 
As explained in Remark 8.1, for P 2 the two extensions of σ to g 0 are not conjugate. But for P 1 different extensions of σ to g 0 may or may not be conjugate. They are judged by Theorem 1.4.
Consider the markings (c, d) on P r of the form
a α α = −1. By (1.5) they are admissible, and so they represent finite order g 0 -automorphisms σ. We shall explain in Proposition 8.2 that for markings in (1.8), σ is inner for P σ . However, since we also have rank g σ = rank k σ , the theorem essentially determines g σ 0 .
We shall provide three examples, Examples 9.1, 9.2 and 9.3, to illustrate the above ideas. They show how to find aut m (g 0 ) up to conjugation by automorphisms, to find the extensions of aut n (k 0 ) to aut m (g 0 ), to find the fixed point sets g σ 0 , and to find the outer automorphisms.
This paper is organized as follows. In Section 2, we provide some preliminary facts about Lie algebras. Section 3 provides the list of all the real forms g 0 with their painted diagrams up to isomorphism and inner isomorphism. In Section 4, we prove Theorem 1.3, which shows that the admissible markings represent finite order g 0 -automorphisms. In Section 5, we prove Theorem 1.4, which judges markings for conjugate g 0 -automorphisms. To study the extensions of finite order k 0 -automorphisms, we prove Corollary 1.5 in Section 6 and prove Corollary 1.6 in Section 7. In Section 8, we study the fixed point sets and prove Theorem 1.7. In Section 9, we give some examples to illustrate the above ideas. In Section 10, we provide the computations which distinguish the isomorphic real forms that are not inner isomorphic, leading to Figure 4 of Section 3.
Preliminaries on simple Lie algebras
In this section, we provide some basic properties of Lie algebras which will be used later. Kac's fundamental theorem (Theorem 2.1) first appears as a brief announcement in [6] and later as a detailed exposition in [4, Ch. X-5] and [7, Ch. 8] . Let g be a complex simple Lie algebra with Cartan subalgebrah. A simple system Π g of Δ(g,h) leads to the Dynkin diagram D whose vertices represent Π g . Consider a diagram symmetry d on D of order r ∈ {1, 2} (we ignore r = 3 due to Definition 1.1). It lifts to anh-stable g-automorphism of order r whose eigenspaces form a Z r -grading g = i∈Z r g i , and h =h ∩ g0 is a Cartan subalgebra of g0. Let Π0 ⊂ Δ(g0, h) be the simple system and root system of g0, obtained by restricting Π g ⊂ Δ(g,h) to h. Construct D r by letting its vertices be (2.1) D r = Π0 ∪ {lowest weight of the adjoint g0-representation on g1}.
Also, adjacent vertices of D r correspond to the simple rank two subalgebra indicated by the subdiagram (except for A In each case of D r , we have added one extra vertex to Π, so (D r ) = dim h + 1. Hence there is a nontrivial linear combination D r a α α = 0, and the coefficients {a α } D r in (1.1) are the unique ones which are positive integers without nontrivial common factor. Set m = 2 in Theorem 2.1. Then c α = ±1 for all α ∈ D r . We can paint α as white if c α = 1 and paint α as black if c α = −1. This leads to the painted diagram P r of Definition 1.1. By Theorem 2.1(a), P r represents a g-involution θ, where θ = 1 on the root spaces of white vertices and θ = −1 on the root spaces of black vertices. The g-involutions θ correspond to the real forms g 0 of g, given by θ which preserves g 0 and restricts to a Cartan involution on g 0 . This leads to the following corollary. The painted diagrams and real forms are listed in Section 3.
Theorem 2.1 (Kac

Corollary 2.2. There is a bijective correspondence between the painted diagrams (up to diagram symmetry) and the real forms of g (up to isomorphism).
By Definition 1.1, the condition r black a α = 2 produces three cases of painted diagrams P r . They correspond to the three cases (1.6) of g 0 as follows: In the following proposition and corollary, we shall show that finite order g 0 -automorphisms can be identified with finite order g-automorphisms which commute with θ. Proof. Let 1 denote the identity element of G or Γ. Since Γ acts on G, we can form the semidirect productG = G Γ with normal subgroup (G, 1). Identify G with (G, 1) and write G ⊂G. Similarly, identify Γ with (1, Γ) and write Γ ⊂G. Since Γ is finite, it is a compact subgroup ofG. By [10, Thm. 3 .1], Γ must be contained in a maximal compact subgroupK ofG. Let
We now show that K is a Γ-stable maximal compact subgroup of G, which proves the proposition. We first show that K is Γ-stable. Pick k ∈ K and γ ∈ Γ, and we need to check that γk ∈ K. Here (1, γ),
It remains to show that K is a maximal compact subgroup of G. Suppose otherwise, namely there exists a maximal compact subgroup U of G such that K ⊂ U ⊂ G and K = U . Since G is connected, so is U . Hence dim K < dim U . Let U be a maximal compact subgroup ofG which contains U . Then dim U ≤ dimŨ . SinceG has finitely many connected components, its maximal compact subgroups K andŨ are conjugate [10, Thm. 3.1] . Hence dimK = dimŨ . We have obtained
Since K =K ∩ G and since G is a connected component ofG, it follows that dim K = dimK. Hence (2.3) is a contradiction. We conclude that K is a maximal compact subgroup of G. Proof. Let G = int(g 0 ). Then Γ may be identified with a finite subgroup of aut(G), still denoted by Γ. By Proposition 2.3, G has a Γ-stable maximal compact subgroup K. Its Lie algebra k 0 is also Γ-stable. The Killing form of g 0 is nondegenerate. Let p 0 be the orthogonal complement of k 0 with respect to the Killing form. Then g 0 = k 0 + p 0 is a Cartan decomposition. Let θ be the corresponding Cartan involution. Each element of Γ preserves k 0 and the Killing form, so it also preserves p 0 and therefore commutes with θ.
The second statement of Corollary 2.4(a), on the uniqueness of θ, is given by the proof of [4, Chap. III, Thms. 7.1, 7.2]. We briefly provide its outline here. Suppose that for j = 1, 2, g 0 = k j + p j are Cartan decompositions which are stable under every element of Γ. Then u j = k j + ip j are compact real forms of g. Let τ j be the conjugation of g with respect to u j . Then (τ 1 τ 2 )
2 is a positive definite semisimple inner g-automorphism which preserves g 0 , and (τ 1 τ 2 ) For Corollary 2.4(b), let θ and σ be commuting g-automorphisms, where ord(θ) = 2 and ord(σ) < ∞. Write g = k+p, where k and p are the ±1-eigenspaces of θ. Treat g as a real simple Lie algebra and apply Corollary 2.4(a) to Γ = θ, σ ⊂ aut(g); there exists a Cartan decomposition of g which is stable under θ and σ. Since g is complex, this Cartan decomposition is given by g = u 0 + iu 0 for some compact real form u 0 of g. Here θ and σ preserve u 0 and iu 0 . Let
We claim that g 0 is the desired real form. By (2.4) and properties of k, p and u 0 ,
Hence g 0 is a real Lie subalgebra of g. Also,
By (2.6) and (2.7), g 0 is a real form of g.
Since k 0 ⊂ u 0 and p 0 ⊂ iu 0 , the Killing form is negative definite on k 0 and positive definite on p 0 . So together with (2.5), it follows that g 0 = k 0 + p 0 is a Cartan decomposition, with Cartan involution θ.
Since σ preserves u 0 , iu 0 and commutes with θ, it also preserves k and p, as well as k 0 = u 0 ∩k and p 0 = iu 0 ∩p. Hence g 0 = k 0 +p 0 is σ-stable. This proves Corollary 2.4(b).
Let σ be a finite order g 0 -automorphism. Apply Corollary 2.4(a) to Γ = σ ⊂ aut(g 0 ). We identify σ with a pair of commuting automorphisms (θ, σ) on g, where θ is the Cartan involution on g 0 . The pair (θ, σ) is also related to involution on an affine Kac-Moody Lie algebra [9] : We can use σ to construct an affine Kac-Moody Lie algebra [7] ; then θ leads to an involution on the algebra. Proposition 2.5. Let σ be a finite order k-automorphism. Then k has a σ-stable Cartan subalgebra h which has a σ-stable simple system. Furthermore, h is unique up to conjugation by an inner k-automorphism which commutes with σ.
Proof. The existence of a σ-stable Cartan subalgebra which has a σ-stable simple system is proved in [3] and [11, §4.4.2] . We now prove its uniqueness. Suppose that h and h 1 are such Cartan subalgebras. Let Π and Π 1 be their σ-stable simple systems, respectively. Let K C be the connected and simply connected complex Lie group whose Lie algebra is k. Then σ lifts to an automorphism on K C , still denoted by σ. Let H be the Cartan subgroup of K C whose Lie algebra is h, and let U ± be the maximal nilpotent subgroup whose Lie algebra u ± contains the root spaces of ±Π. We define u 
The adjoint action of σ(g 1 ) also has the same property because h, h 1 , Π, Π 1 are all σ-stable. Therefore, since H is the stabilizer of h and
Let N be the normalizer of H in K C . By the Bruhat decomposition (see for example [12, §8.3] 
Since h and Π are σ-stable, so are U ± and N . Therefore, (2.9) implies that
We claim that the adjoint action of g commutes with σ and maps h to h 1 . By (2.8) and (2.10),
We let σ denote both a Lie group automorphism and a Lie algebra automorphism. Taking the differential of (2.11), we see that
namely the adjoint action of g commutes with σ.
So the adjoint action of g maps h to h 1 . This proves the proposition.
Proposition 2.6. Suppose that σ ∈ aut(g) preserves a Cartan subalgebra of g and acts as multiplication by z, v ∈ C on the root spaces
Next we prove part (b). We first consider the special case g = sl(2, C). Let H, E, F be its standard triple, where H is diagonal, E is upper triangular and F is lower triangular. Suppose that σE = zE. If σH = uH, then
It forces u = 1. Consequently, if σF = xF , then
It forces x = z −1 . For general g, suppose that σ acts by z on g α . There exists some E ∈ g α , F ∈ g −α and semisimple element H such that H, E, F form an sl(2, C)-triple in g. By the above argument, it follows that σ acts by z −1 on g −α . This proves part (b).
Suppose that the hypothesis of Proposition 2.6 is modified to let σ preserve a Cartan subalgebra of k instead of g. If g is of equal rank type (1.6)(a), (b), the same conclusions follow. If g is of nonequal rank type (1.6)(c), then we need to deal with g α ∩ k or g α ∩ p, and the conclusions are expressed as g α+β ∩ k or g α+β ∩ p, and so on.
Finally we recall the reflection of roots. Given a root α, let r α denote the reflection which sends α to −α and fixes the hyperplane perpendicular to α. Let α − −β denote "vertices α and β are joined by a single edge", let α ==> β denote "vertices α and β are joined by a double edge with arrow pointing toward β", and so on.
Proposition 2.7. Let α and β be adjacent vertices of a Dynkin
By drawing the picture of the rank-two root system generated by α and β, we immediately obtain the above proposition. It can also be computed easily, for example Proposition 2.7(a) is r α β = β − 2 (β,α) (α,α) α = β + α, and so on.
Painted diagrams and real forms
Corollary 2.2 and (2.2) imply that the painted diagrams correspond to the real simple Lie algebras. We list all of them in Figures 1, 2 and 3 to facilitate our references later, though they also appear in [11, Table 7 ]. For exceptional Lie algebras, we use Cartan's notation g n(m) (see for instance [4, Ch. X-6]) to denote the real form of g n with m = dim p − dim k.
e6 (2) e8 (8) e7 (−5) g2 (2) f4 (4) e8(−24) f4(−20) e7 (7) ... ... 
Diagram markings and automorphisms
In this section, we prove Theorem 1.
where U is the multiplicative group (
is also understood to preserve vertex colors. The idea is to show that suitable markings represent finite order automorphisms on the related Lie algebras, in the sense of Definition 1.2. For instance Theorem 2.1 uses certain markings on D r with d = 1, and it classifies aut m (g). The Vogan diagrams [8] are the markings on D which satisfy c α = ±1, ord(d) = 1, 2, and also c α = 1 whenever dα = α.
Theorem 4.1 ([8]). Every Vogan diagram represents a unique real form, or equivalently an involution, on g. Conversely, every real form or involution on g is represented by a Vogan diagram.
The following extends Theorem 4.1 to higher order g-automorphisms. 
Finally, we show that by renormalizing {X α } D , we can make c α ∈ U for all α ∈ D. If dγ = γ, then c γ is an eigenvalue of σ, and it follows from ord(σ)
We compute inductively and get
Since σ is of finite order, (4.2) implies that ord(Π α∈O c α ) < ∞. There are many ways to replace
This proves the theorem. We have obtained two ways to represent a finite order g-automorphism σ: Let n and m be positive integers. The following proposition gives a necessary condition for the extension of σ ∈ aut n (k) to aut m (g).
Proof. Suppose that σ extends to aut m (g). Then it permutes the extreme weight spaces of p. The simple roots of k correspond to D k . Since the restriction of σ to k is represented by a marking on D k , it follows that σ permutes the simple root spaces of k. Therefore, σ indeed permutes the corresponding lowest weight spaces of p. These lowest weights are the black vertices of P r , so d extends to aut(P r ).
In (2.2)(a), k has nontrivial center z, so D k represents [k, k] rather than k. However, the following proposition says that if σ ∈ aut(g 0 ) is represented by a marking on P r , then its value on z is determined. Proof. By (2.2), we may assume that g 0 is of Hermitian type, for otherwise z = 0 and there is nothing to prove. Its painted diagram P 1 has two black vertices {γ, δ} with a γ = a δ = 1, and they are the only vertices of P 1 which do not annihilate z. Let B be the Killing form of g. Let X α ∈ g α be root vectors such that
We first prove part (a), where d fixes γ and δ. By Proposition 2.6(b),
Since σ preserves the Killing form, by (4.5) and (4.6),
Since γ does not annihilate Z, it implies that σ = 1 on z. This proves part (a).
Next we prove part (b), where d interchanges γ and δ. There are root vectors X ±γ ∈ g ±γ and X ±δ ∈ g ±δ such that σX γ = X δ and σX
Since γ and δ are the only vertices of P 1 which do not annihilate Z, by (1.1) we get γ(Z) + δ(Z) = 0. Then (4.7) implies that σZ = −Z. This proves part (b).
In [2] , we prove the special case of Theorem 1.3 for g 0 -involutions. We include it here for future reference. Recall that the admissible markings are defined in (1.5). 
represents a unique g 0 -involution. Conversely, every g 0 -involution is represented by an admissible marking on P r which satisfies (4.8).
Theorem 4.7. A marking on P r represents a finite order g 0 -automorphism if and only if it is admissible.
Proof. Let (c, d) be a marking on P r . Consider the following cases:
We start with (4.9)(a), where d = 1. By Proposition 2.6 and Corollary 4.3, the restriction of c to D k represents a k-automorphism σ k by (4.10)
Let γ, δ be the black vertices of P r (if P r has only one black vertex, then γ = δ). Since γ, δ are the lowest weights of p, the weights of p are of the form γ
Define a vector space automorphism σ p on the weight spaces of p by
r has only one black vertex γ, then γ+δ = 2γ). Then (4.10) and (4.11) imply that
In all three cases of g 0 in (2.2), γ + δ = r black a α α. Then
So (4.12) becomes Π P r c ra α α = 1, which is precisely condition (1.5) for an admissible marking. This proves the theorem for (4.9)(a).
Next we consider (4.9)(b). We first assume that (4.1). Checking through the painted diagrams in Section 3, we see that the special d-orbits satisfy Π β∈S (−1) ... We now prove Theorem 1.3. It says that an admissible marking on P r represents a unique finite order g 0 -automorphism, and conversely such an automorphism is represented by an admissible marking. Consequently it uses admissible markings to compute the orders of g 0 -automorphisms. Since the black vertices of P r are the lowest weights of p, the marking also uniquely determines σ on the lowest weight spaces of p, and hence determines σ on the entire p. Further, Proposition 4.5 says that σ on z is also determined. This proves the uniqueness of σ.
Recall that in Definition 1.2, for α ∈ P r , we define g
Next we compute ord(σ). Let {X α ∈ g 1 α } P r be the root vectors in Definition
Conversely, let σ be a finite order g 0 -automorphism. By Corollary 2.4, σ preserves k and p. By 
We have shown that in both cases of (4.15) the marking (c, d) on D k extends to P r and represents σ. Similar to the arguments in Theorem 4.2, for the black vertices β of P r , we may renormalize X β so that c β ∈ U . By Theorem 4.7, (c, d) is admissible. This proves the theorem.
Equivalent markings
In this section, we prove Theorem 1.4. It judges markings on P r which represent finite order g 0 -automorphisms up to conjugation by int(g 0 ) or aut(g 0 ).
A trivial case is provided by markings (c, d) and (c , d ) which differ merely by a diagram symmetry f , namely
However, there are other situations which may lead to conjugate automorphisms. Let (c, d) be an admissible marking on P r , and let α ∈ D k . We define the reflection algorithm Proof. Let (c , 1) be the marking which represents σ with respect to r α Π. Let β ∈ P r . We claim that c β is given by (5.2).
Case 1: r = 1.
Here k and g have equal rank, and each root space g γ is 1-dimensional. Extend c to all of Δ by letting c γ be the eigenvalue of σ on g γ . By Proposition 2.6, 
Case 2: r = 2.
As explained after Proposition 2.6, the complication comes from the fact that g γ can be 2-dimensional, and it intersects both k and p nontrivially. Nevertheless we can repeat the arguments with some modification. We now sketch the method.
Let d) = (c , d ) . Let the subscripts (·) k and (·) p denote the restrictions of a g-automorphism to k and p or the restrictions of a marking on P r to the white and black vertices. Thus we want to show that , according to (1, d) with respect to Π, the inner component of (σ d ) k is 1 ∈ int(k), hence (c ) k = 1. This proves (5.6)(a). In fact it has been verified directly in [1] that the two Vogan diagrams 
We want to remove all the subscripts d from the last term of (5.8 by (1, d) p with respect to Π and X β , X γ . This proves (5.6)(b) in situation (5.7)(b). The general effect of the renormalization X α → X α on the marking will be studied systematically in (5.11)(d).
We have proved (5.6), which implies (5. 
We say that (c, d) and (c , d ) are inner equivalent if each " " in (5.10) can be replaced by "→".
We now prove Theorem 1.4, which uses the equivalence relation in Definition 5.3 to judge conjugate g 0 -automorphisms. We next show that the changes in (5.11)(c), (d) are described by (5.9). Recall that h is a Cartan subalgebra of k, Δ = Δ(g, h), Π k is a simple system of Δ(k, h) represented by the vertices of D k , and Π = Π k ∪{lowest weights of p} is represented by the vertices of P r . For (5.11)(c), let Π k , Π k ⊂ Δ be σ-stable simple systems of k. By adding the lowest roots of p, they extend to Π and Π . Let (c, d) and (c , d) be the markings on P r which represent σ with respect to Π and Π , respectively. Since aut(Δ) acts transitively on the family of simple systems, there exists f ∈ aut(Δ) such that f Π k = Π k and f Π = Π . Let f k be the restriction of f to Δ(k, h). There is a semidirect product aut(Δ(k, h)) = W (k) aut(D k ), where W (k) is the Weyl group of k [4, Chap. X-3, Thm. 3.29]. The Weyl group is generated by simple reflections. So there exist α i ∈ D k and h ∈ aut(D k ) such that f k = r α n ·...·r α 1 ·h. Each reflection r α i extends to aut(Δ), and f k also extends to f ∈ aut(Δ). So the same holds for h, namely h ∈ aut(Δ). So h permutes Π k ; it also permutes the corresponding lowest weights of p, namely h ∈ aut(P r ). By Corollary 5. 
Similarly We have shown that σ is represented by distinct markings due to different choices in (5.11) if and only if these markings are equivalent. Furthermore, the choices in (5.11) are conjugate by int(g) if and only if the markings are inner equivalent. This proves the theorem. Theorems 1.3 and 1.4 provide a bijective correspondence between the equivalence (resp. inner equivalence) classes of admissible markings on P r and the finite order g 0 -automorphisms up to conjugation by aut(g 0 ) (resp. int(g 0 )). In Examples 9.1 and 9.3, we use this method to classify the automorphisms on su(3, 1) of order 3 and the outer automorphisms on su(2, 1) of order ≤ 6.
An example of g 0 -automorphisms which are conjugate by aut(g 0 ) but not by int(g 0 ) is illustrated in [2, Ex. 6.2]. It provides two markings which are equivalent but not inner equivalent.
Extensions of automorphisms: g 0 Hermitian
Let σ be a finite order g 0 -automorphism. By Corollary 2.4, we can regard σ as an extension from aut n (k 0 ) to aut qn (g 0 ) for some positive integers n and q. In this section, we study this extension for g 0 of Hermitian type (2.2)(a) and prove Corollary 1.5. We will treat g 0 of non-Hermitian type (2. 
The painted diagram P 1 has two black vertices {γ, δ}. By Proposition 4.5, We now prove Corollary 1.5, which describes the extensions of σ ∈ aut n (k 0 ) to aut qn (g 0 ) for g 0 of Hermitian type.
Proof of Corollary 1.5. Let σ ∈ aut n (k) be represented by a marking (c, d) on D k . We consider its extension to aut m (g). It is necessary that n divides m and also that d extends to aut(P r ), by Proposition 4.4. So let us assume these conditions. We divide the proof into four cases, depending on whether σ is inner or outer on [k, k] and z.
Suppose that σ ∈ int(k). By (6.1)(a) and ( 
Extensions of automorphisms: g 0 non-Hermitian
Let g 0 be of non-Hermitian type (2.2)(b), (c). In this section, we prove Corollary 1.6. Just as in the previous section, by Corollary 2.4, we may complexify and work on the extension from k to g.
The next proposition and corollary impose a restriction on the order of the extension of σ to g. The Cartan involution θ of g 0 satisfies θ = ±1 on k and p. Proof. Suppose that the identity map 1 ∈ aut(k) extends to1 ∈ aut(g). The unique black vertex γ of P r is the lowest weight of p. Since1 preserves the simple root spaces of k, it also preserves the lowest weight space p γ . . Since p γ is the lowest weight space, we continue this argument on the higher weight spaces of p and conclude that1 acts as multiplication by z on the entire p.
Since g is simple and
Corollary 7.2.
Suppose that g 0 is of non-Hermitian type. Then any σ ∈ aut n (k) may only extend to aut n (g) or aut 2n (g).
Proof. Letσ ∈ aut(g) be an extension of σ ∈ aut n (k). Thenσ n is an extension of σ n = 1. By Proposition 7.1, eitherσ n = 1 orσ n = θ. Therefore, eitherσ ∈ aut n (g) orσ ∈ aut 2n (g).
We now prove Corollary 1.6, which describes the extensions of σ ∈ aut n (k 0 ) to aut(g 0 ) for g 0 of non-Hermitian type.
Proof of Corollary 1.6. Let σ ∈ aut n (k), represented by a marking (c, d) on D k . We consider its extension to aut m (g). By Corollary 7.2, m ∈ {n, 2n}. Let γ be the unique black vertex of P r , so ra γ = 2. Let w be as defined in (1.7). By Proposition 4.4, if σ extends to g, then d extends to P r . Conversely, if d extends to P r , then we get an admissible marking (1.5) by letting c γ satisfy 2 )} by (7.1) = lcm{n, ord(± √ w)}.
This proves Corollary 1.6.
Fixed points of automorphisms
This section studies the fixed point set g σ 0 = {X ∈ g 0 ; σX = X}. We assume that σ is represented by a marking which satisfies (1.8). We shall construct Dynkin diagrams D(σ g ), D(σ k ) and integers p, q, and then prove Theorem 1.7.
Given σ ∈ aut m (g 0 ), let σ g be its natural extension to g. Let c be a marking on D r which represents σ g . Given another marking c on D r , we say that c and c are g-equivalent if there exists a sequence
such that each c i −→ c i+1 is given by the formula F α of (5.2), where α may be a white or black vertex. Unlike (5.2), here we allow α to be white or black. So here c and c are g-equivalent if and only if they represent conjugate g-automorphisms, whereas Definition 5.3 is concerned with conjugate g 0 -automorphisms. We say that c is g-standard if it satisfies the condition of Theorem 2.1, namely c α = (exp 2πi m ) n α , where n α are nonnegative integers without nontrivial common factor such that
By Theorem 2.1, c is g-equivalent to a unique g-standard marking c g on D r (more explanation in Remark 8.1). Define the subdiagram
Let (·) denote the number of vertices, and let
The Dynkin diagram of k is given by the white vertices D k ⊂ P r . We tentatively assume that D k is connected. Let (D k ) 1 be its corresponding affine diagram formed by adding the lowest k-root ϕ to D k , and let {b α } (D k ) 1 be the positive integers without nontrivial common factor such that 
Let σ k be the restriction of σ to k. In general, ord(σ k ) ≤ ord(σ) = m. If indeed ord(σ k ) < m, we replace m by ord(σ k ) in (8.5). But to avoid cumbersome notation, let us assume that ord(σ k ) = m.
If D k is not connected, we perform the above construction on every connected component κ of D k . Namely, for each κ, the above method provides a k-standard marking c κ k on κ 1 and hence a subdiagram of κ 1 formed by the vertices α with (c κ k ) α = 1. Then let D(σ k ) be the union over these components κ. We also let 
Suppose that g 0 is of non-Hermitian type. By (2.2), (
By (8.8) and (8.9), rank g σ = rank k σ . Suppose that g 0 is of Hermitian type. By (2.2), (D k ) = (D r )−2, and we replace (8.9) by
Once again, rank g σ = rank k σ . We have shown that rank g σ = rank k σ , so the center of g σ 0 is compact. This proves Theorem 1.7(c).
A real simple Lie algebra is determined by its complexification and maximal compact subalgebra [4, Ch. X-6, Thm. .2), we let σ g ∈ aut m (g) be represented by c, and mention that c is g-equivalent to a unique g-standard marking c g on P r . We now discuss this in more detail.
Let C be all the admissible markings on P r with d = 1. By (1.5), c ∈ C if and only if Π P r c
If r = 1, apply Theorem 2.1 and represent σ g by integers 0 ≤ n α < m such that
is g-standard and satisfies (8.10)(a). By Theorem 2.1, every c ∈ C is g-equivalent to some c g constructed in this way.
The situation is more subtle with r = 2. By (8.10)(b), define
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Let σ g be represented by c. We claim that
We first prove (8.11)(b). Suppose that f (c) = 1. Define another marking
We now use (8.12) to show that σ g is inner. Recall that aut(g)/int(g) = aut(D), where D is the Dynkin diagram of g. If g = D 4 , then aut(D) is trivial or Z 2 , so (8.12) implies that σ g is inner. Suppose that g = D 4 . Let β be the unique black vertex of P 2 . Let θ ∈ aut 2 (g) be the Cartan involution on g 0 . By Theorem 2.1, we represent θ by n β = 1 and n α = 0 for other α, so that it coincides with the painting. By This proves (8.11)(b). To prove (8.11)(a), suppose that σ g is inner. Let θ ∈ aut 2 (g) be the Cartan involution of g 0 . As discussed above it is outer, and it is represented by the marking c with value −1 at the black vertex and 1 elsewhere. Hence f (c ) = −1. Then σ g · θ is outer and is represented by cc . By (8.11) 
, which implies that f (c) = 1. This proves (8.11)(a).
By Theorem 2.1 and (4.4), if σ g is represented by a marking c on P 2 , then c is g-equivalent to a g-standard marking if and only if σ g is outer (i.e. for σ g inner, Theorem 2.1 uses P 1 instead of P 2 ). By (8.11) , this is equivalent to Π P 2 c a α α = −1, which is precisely the condition in (1.8). We summarize our discussion in the following proposition. In the above discussion, for a finite order g 0 -automorphism σ represented on P 2 , we construct θ ∈ aut 2 (g) from the Cartan involution such that θ is outer and commutes with σ. Thus one of {σ, σθ} is inner while the other is outer. So when σ is an involution, the associated symmetric pairs of g 0 arising from σ and σθ are not conjugate. Hence in the diagrammatic classification of the symmetric pairs on A (e) Figure 5 
Examples
In this section, we give three examples to illustrate the ideas discussed before.
Example 9.1. Automorphisms on su(3, 1) of order 3.
We shall classify aut 3 (su(3, 1)) up to conjugation by aut(su(3, 1)) and study their fixed point sets. By Theorem 1.3, the nontrivial diagram automorphism on the painted diagram of su(3, 1) leads to even order automorphisms, so it is irrelevant in aut 3 (su(3, 1)) here. The marking c assigns values of (exp 2πi 3 )
a to the vertices, where a ∈ Z 3 . To simplify notation, we identify a ∈ Z 3 with (exp a ∈ C and work with Z 3 . So c α ∈ Z 3 = {0, 1, 2} in Figure 5 . We claim that Figure 5 classifies aut 3 (su (3, 1) ).
We now construct admissible markings c, namely P 1 c α = 0 ∈ Z 3 . Let α, β be the left and right white vertices of P 1 as they appear in Figure 5 . Given σ ∈ aut 3 (su (3, 1) F α · F β transforms C 2 to C 1 , we list only C 1 as Figure 5 (e). We conclude that Figure 5 represents all the conjugate classes of aut 3 (su (3, 1) ). Next we use Theorem 1.7 to compute the fixed point sets g σ 0 . Each marking of Figure 5 is already g-standard in the sense of (8.2), so we can use it to compute g σ directly.
We start with Figure 5 (a). Its zero entries form an A 2 -diagram, and it has two nonzero entries. By Theorem 1.7(a), All white vertices are assigned zero, so σ = 1 on k 0 . Hence
By (9.2) and (9.3), g σ 0 = su(3) + so(2). Next consider Figure 5 (b). Its zero entries form an A 1 -diagram, and it has three nonzero entries. By Theorem 1.7(a),
The two white vertices are assigned 1 and 0. Add a vertex ϕ to form (
Here {b α = 1} are the labels of (D k )
1 . Since (D k ) 1 has one zero entry and two nonzero entries, by Theorem 1.7(b),
By (9.4) and (9.5), g σ 0 = su(2) + so(2) + so(2). Now consider Figure 5 (c). Its zero entries form an A 2 -diagram, and it has two nonzero entries. By Theorem 1.7(a),
The two white vertices are assigned 1 and 0, which is the same as Figure 5 (b). So we again have (9.5). By (9.5) and (9.6), g σ 0 = su(2, 1) + so(2). One may similarly check that Figure 5(d) gives Figure 5 (e) gives Let σ ∈ aut 3 (k 0 ) be represented by the marking c : Figure 6 (a), where we again identify a ∈ Z 3 with (exp 3 )} = lcm{3, 3} = 3. Hence σ has one extension to aut 3 (g 0 ) and one extension to aut 6 (g 0 ). We write a ∈ Z 3 for (exp 2πi 3 ) a ∈ C in Figure 6 (b) and write a ∈ Z 6 for (exp 2πi 6 ) a ∈ C in Figure 6 (c). Then Figure 6 (b), (c) indeed represent the extensions of σ to aut 3 (g 0 ) and aut 6 (g 0 ), respectively. In Figure 6 (b),
so it is an admissible marking. Similarly, in Figure 6 (c),
so it is also an admissible marking. One can further check that 1 ∈ Z 3 and 5 ∈ Z 6 on the black vertex are the only admissible extensions of Figure 6 (a). We next apply Theorem 1.7 to find the fixed points g The last marking of (9.11) is g-standard because it satisfies (8.2). Applying Theorem 1.7(a) to the last marking of (9.11), we get (9.12)
By (9.10) and (9.12), we conclude that g σ 0 = su(4) + so(2) in Figure 6 (c). It can be difficult to judge equivalent markings or find standard markings, such as finding the reflection algorithms in (9.8) and (9.11) to obtain g-standard markings. A systematic treatment is given in [1] for g-involutions, but the combinatorial method for higher order automorphisms remains unclear. So m has to be even, and we consider m = 2, 4, 6. We claim that they are all given by Figure 8 . The numbers in Figure 8 belong to U . We now solve for c α and c γ c δ in (9.13) and (9.14). By Theorem 1.4 and (5.9)(b), we need not solve c γ and c δ separately because they all result in equivalent markings.
For m = 2, the only solution of (9.13) and (9.14) is c α For m = 6, there are two solutions of (9.13) and (9.14) given by We conclude that Figure 8 classifies all out m (su(2, 1)) for m ≤ 6, up to conjugation by aut(su (2, 1) ).
If σ ∈ out m (su(2, 1)), its complexifies to out m (sl(3, C)). Let A Figure 8 is more informative than Figure 9 , as it takes the real form su(2, 1) into account.
Appendix: Inner isomorphic real forms
In Section 3, Figures 1, 2 and 3 provide all the real forms up to isomorphism. Given isomorphic real forms g 0 , g 1 ⊂ g, if there exists an isomorphism which extends to int(g), we say that g 0 and g 1 are inner isomorphic. We now show that the additional inner isomorphic classes are given by Figure 4 of Section 3, so that Figures 1, 2, 3 and 4 provide a complete list of inner isomorphic classes of real forms.
Leth be a Cartan subalgebra of g (to be consistent with earlier notation, we reserve h for the Cartan subalgebra of k). Let W ⊂ aut (Δ(g,h) ) be the Weyl group of g. The painted diagram in Figure 1 is (0, 1) , and its nontrivial diagram symmetry is (n − 1, n). Apply F 0 , F 2 , F 3 , ..., F n−1 to (0, 1), and we obtain (n − 1, n). So (0, 1) ∼ (n − 1, n). so * (2n), n ≥ 5
This appears on D Suppose that n is odd. We claim that for all p = 4, ..., n − 2, (10.5) (a) (0, p, n) ∼ (1, p − 1, n) ∼ (0, p − 2, n), (b) (0, n) ∼ (1, n − 3, n).
We get (10.5)(a) by applying F 0 , F 2 , F 3 , ..., F p−1 to (0, p, n), followed by F 1 , F 2 , ..., F p−2 to (1, p − 1, n). We also get (10.5)(b) by applying F 0 , F 2 , F 3 , ..., F n−3 , F n to (0, n). This proves (10.5), as claimed. By (10.5)(a), (b), we get (0, n) ∼ (1, n − 3, n) ∼ (1, n − 5, n) ∼ ... ∼ (1, 2, n) because n is odd. Finally, (1, 2, n) ∼ (1, n) . This proves the "=⇒" part of (10.4) .
For the converse part of (10.4), suppose that n is even. Assume that F i r · ... · F i 1 (0, n) = (1, n). The colors of vertices 0, 1 imply that 2 appears an odd number of times in {i 1 , ..., i r } because F 2 is the only operation that changes the colors of vertices 0 and 1. Since vertex 3 remains white, it further implies that 4 also appears an odd number of times in {i 1 , ..., i r } because F 2 and F 4 are the only operations that change the color of vertex 3. Similarly, 6, 8, ..., n − 2 all appear an odd number of times in {i 1 , ..., i r }. The last condition is a contradiction because the colors of vertices n − 1, n have not changed. This completes the proof of (10.4). By (10.3) and (10.4), we obtain the painted diagrams in Figure 4 . so (4, 4) Label the vertices of D (e 2,3 + e n−2, n−1 ) 1 2 (e n,2 + e n−1, 1 ) 1 2 Figure 10 color for vertices 1 and 2, so (1, 2) cannot be equivalent to (1, 3) , and so on. Hence there are altogether three equivalence classes, and we list them in Figure 4 . The Dynkin diagram of g = E 7 has no nontrivial symmetry, so int(g) = aut(g). Proposition 10.2 does not apply to D 2 because its vertices α belong to h * instead ofh * , so {r α } α do not generate the Weyl group of g. However, Figure 3 has nontrivial diagram symmetries only on sl(p, H) and so(2p + 1, 2q + 1), hence we can treat them individually. The idea is to "unfold" D 2 to recover the original Dynkin diagram.
sl(p, H)
The complexification of sl(p, H) is g = sl(2p, C). Let n = 2p. Let E i,j be the elementary matrix with 1 at the (i, j)-entry and 0 elsewhere. Leth be the Cartan subalgebra of g given by the diagonal matrices. Its root system is Δ g = Δ(g,h) = {e i,j ; i, j = 1, ..., n and i = j}, where e i,j (E k,k ) = δ i,k − δ j,k . Let the Dynkin diagram represent the simple system Π g = {e i,i+1 ; i = 1, ..., n − 1}.
Let f permute {1, ..., n} by f (1) = n, f (n) = 1 and f (i) = i for other i. Then define σ ∈ aut(g) by σE i,j = E f (i),f (j) . Define d ∈ aut(Δ g ) by de i,j = e f (i),f (j) . Then σg α = g dα . The effect of d on Π g is shown by Figure 10(a) .
Use the Cartan involution of sl(p, H) whose extension to g preservesh and switches the simple root spaces of the upper and lower rows of Figure 10 (a). Let sl(p, H) = k 0 + p 0 be the corresponding Cartan decomposition. So h =h ∩ k is a Cartan subalgebra of k. By restricting Π g ⊂ Δ g to h, we obtain Π k ⊂ Δ(g, h). Here Π k is given by averaging the vertices in the upper and lower rows of Figure  10 Δ(g, h) , and this is indicated in Figure 10(b) .
Replaceh by another Cartan subalgebrah of g, given by the span of
Then σ fixesh , namelyh ⊂ g σ . By Proposition 10.1, σ ∈ int(g). So the additional painted diagram resulting from the diagram symmetry d in Figure 10 The Lie algebras so(2p + 1, 2q + 1) and so(2q + 1, 2p + 1) are isomorphic, and their painted diagrams are symmetric to each other. We unfold the affine diagram D 2 n and draw their Vogan diagrams (Theorem 4.1) on D n directly as shown by Figure  11 .
By [1, Table 2 ], there is a sequence of {F α } which transform the first diagram to the second. By Proposition 10.2, so(2p + 1, 2q + 1) and so(2q + 1, 2p + 1) are inner isomorphic.
