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Abstract
In this paper we prove new qualitative features of solutions of KdV on the
circle. The first result says that the Fourier coefficients of a solution of
KdV in Sobolev space HN , N ≥ 0, admit a WKB type expansion up to
first order with strongly oscillating phase factors defined in terms of the
KdV frequencies. The second result provides estimates for the approxima-
tion of such a solution by trigonometric polynomials of sufficiently large
degree.
Mathematics Subject Classification (2000): 35Q53, 35B40, 35B65, 37K10,
37K15, 37K40,
1 Introduction
Consider the Korteweg-de Vries equation (KdV)
∂tu = −∂3xu+ 6u∂xu (1)
on the circle T = R/Z. It is globally in time well-posed on the Sobolev spaces
Hs ≡ Hs(T,R) with s ≥ −1 ([16]). The aim of this paper is to describe new
qualitative features of periodic solutions of KdV. First note that in contrast
to solutions on the real line, periodic solutions do not have a special profile
decomposition as t→ ±∞. Our main point of interest, related to the numerical
experiments of Fermi, Pasta, and Ulam of particle chains, is to know how the
distribution of energy among the Fourier modes evolves. A partial result in
this direction says that due to the integrals provided by the KdV hierarchy,
the Sobolev norms of smooth solutions stay bounded uniformly in time. In this
paper we make further contributions to the study of how the Fourier coefficients
uˆn(t) =
∫ 1
0
u(t, x)e−2piinxdx of a solution u(t, x) of (1) evolve in time. Our first
result aims at describing dispersion phenomena for solutions of KdV by studying
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how uˆn(t) evolve for |n| large. More precisely, we want to investigate if uˆn(t)
admits a WKB type expansion of the form
uˆn(t) = e
iwnt
(
an(t) +
bn(t)
n
+ . . .
)
, (2)
where eiwnt is a strongly oscillating phase factor with frequency wn and the
coefficients an(t), bn(t), . . . vary more slowly and satisfy the estimates∑
n2N |an(t)|2 <∞ and
∑
n2N |bn(t)|2 <∞.
To state our result more precisely, denote by ωn, n ≥ 1, the KdV frequencies of
u(t). Let us recall how they are defined. The KdV equation can be written as
a Hamiltonian PDE with phase space L2 and Poisson bracket
{F,G}(q) :=
∫ 1
0
∂F ∂x ∂Gdx (3)
where F,G are C1-functionals on L2 and ∂F denotes the L2-gradient of F . Then
KdV takes the form ∂tu = ∂x∂uH where H is the KdV Hamiltonian
H(q) :=
∫ 1
0
(
1
2
(∂xq)
2 + q3
)
dx.
In terms of this set-up, the ωn’s are given by
ωn = ∂InH.
Here we use that H can be expressed as a real analytic function of the action
variables In, n ≥ 1, so that the partial derivatives ∂InH are well defined – see
below for more details. Alternatively, ωn can be viewed as a function of q,
which by a slight abuse of terminology, we also denote by ωn. Clearly, for any
n ≥ 1, ωn(u(t)) is independent of t and depends in a nonlinear fashion on u(0).
It is convenient to introduce
ω−n := −ωn ∀n ∈ Z≥1 and ω0 := 0
and to denote the KdV flow by St, i.e., St(u(0)) = u(t). In addition, let
Rt(u(0)) := St(u(0))−
∑
n∈Z
eiωntuˆn(0)e
2piinx (4)
where for any n ∈ Z, ωn = ωn(u(0)) .
Theorem 1.1. For q = u(0) ∈ HN , N ∈ Z≥0, the error Rt(q) of the approxi-
mation
∑
n∈Z e
iωntqˆne
2piinx of the flow St(q) has the following properties:
(i) Rt : HN → HN+1 is continuous;
(ii) for any q ∈ HN , the orbit {Rt(q)| t ∈ R} is relatively compact in HN+1;
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(iii) for any M > 0, the set of orbits {Rt(q)| t ∈ R, q ∈ HN , ‖q‖HN ≤ M} is
bounded in HN+1;
(iv) if in addition N ∈ Z≥1, then ∂tRt : HN → HN−1 is continuous and
for any q ∈ HN , the orbit {∂tRt(q)| t ∈ R} is relatively compact in
HN−1. Moreover for any M > 0 the set of orbits {∂tRt(q)| t ∈ R, q ∈
HN , ‖q‖HN ≤M} is bounded in HN−1.
Remark 1.1. Actually, one can prove that for any c ∈ R, the restrictions of
Rt and ∂tR
t to the affine subspace HNc = {q ∈ HN |
∫ 1
0 q(x)dx = c} are real
analytic. See Remark 6.1 for a precise statement.
Remark 1.2. In case u(0) is a finite gap potential, there are formulas, due
to Its-Matveev [6], for the frequencies ωn in terms of periods of an Abelian
differential, defined on the spectral curve associated to u(0). These formulas
can be extended to potentials in HN , N ≥ −1, – cf [16]. Alternative formulas
can be found in [12], Appendix F.
Remark 1.3. Note that the frequencies ωn depend on the initial conditions in
a nonlinear way. The statements of Theorem 1.1 no longer hold if the KdV
frequencies ωn are replaced by their linearization at 0, i.e., by (2πn)
3. Results
on linear approximations of solutions of KdV were recently obtained by Erdogan
and Tzirakis [3], Theorem 1.2. In Appendix B, for initial data q ∈ HN with
N ∈ Z≥1, we derive a stronger version of their result as a corollary of Theorem
1.1.
In terms of the above WKB ansatz (2), Theorem 1.1 says that with wn := ωn
and an(t) := uˆn(0), the remainder term
ρn(t) := bn(t) + · · · := n ·
(
e−iωntuˆn(t)− uˆn(0)
)
= nR̂tn(u(0))e
−iωnt
satisfies
∑
n2N |ρn(t)|2 <∞ and in case N ∈ Z≥1,∑
n2(N−2)|∂tρn(t)|2 <∞. (5)
As the asymptotics of the KdV frequencies are given by ωn = 8π
3n3+O(n) (cf
formula (98) in Section 6) estimate (5) quantifies the assertion that (ρn(t))n∈Z
varies more slowly than (uˆn(t))n∈Z.
As an immediate consequence of Theorem 1.1 we obtain uniform bounds of
the Hs-norms of the solutions of KdV in any fractional Sobolev space Hs, s ≥ 0.
Such bounds are of interest as the Hs-norms for s ∈ R≥0 \ Z≥0 are not related
to any Hamiltonian in the KdV-hierarchy. To the best of our knowledge, they
have not been known so far.
Corollary 1.1. For any s ∈ R≥0 and for any M > 0 the set{
St(q)
∣∣ t ∈ R, q ∈ Hs, ‖q‖Hs ≤M}
is bounded in Hs.
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Remark 1.4. It is shown in [2] that for any −1/2 ≤ s < 0 and for any M > 0
and ε > 0 there exists C > 0 such that for any q ∈ Hs with ‖q‖Hs ≤M and for
any t ∈ R
‖St(q)‖Hs ≤ C(1 + |t|)|s|+ε .
As a second application of Theorem 1.1 we obtain the following
Corollary 1.2. For any s ∈ R≥0 and any t ∈ R the solution map St : Hs → Hs
is weakly continuous, i.e. for any sequence (qj)j≥1 in Hs that converges weakly
to q in Hs the sequence (St(qj))j≥1 converges weakly to St(q) in Hs.
We note that recently such a result was proved for the NLS equation in L2 by
Oh and Sulem [23] by completely different methods.
The second result of this paper concerns the approximation of KdV solutions by
trigonometric polynomials. For any L ∈ Z≥1, denote by PL : L2 → L2 the L2-
orthogonal projection of L2 = H0(T,R) onto the 2L + 1 dimensional R-vector
space generated by e2piinx, |n| ≤ L.
Theorem 1.2. Let s ∈ R≥0 be arbitrary. Then for any M > 0 and ε > 0 there
exists Lε,M ≥ 1 such that for any u(0) ∈ Hs, with ‖u(0)‖Hs ≤ M , L ≥ Lε,M
and any t ∈ R
‖(Id− PL)u(0)‖Hs − ε ≤ ‖(Id− PL)u(t)‖Hs ≤ ‖(Id− PL)u(0)‖Hs + ε.
In particular, if u(0) with ‖u(0)‖Hs ≤M is a trigonometric polynomial of order
L∗, then for any L ≥ max(L∗, Lε,M ), PLu(t) approximates u(t) uniformly in
t ∈ R up to an error of size ε.
Remark 1.5. The proof of Theorem 1.2 shows that for any |n| > Lε,M and
‖u(0)‖Hs ≤M ,
|uˆn(0)| − ε ≤ |uˆn(t)| ≤ |uˆn(0)|+ ε ∀t ∈ R.
It means that for |n| sufficiently large, the amplitude of the n’th Fourier mode
is approximately constant, uniformly on bounded sets of Hs.
Remark 1.6. It follows from the proof of Theorem 1.1 that corresponding re-
sults hold for the flow of any Hamiltonian in the Poisson algebra of KdV. In
particular, this is true for the flows of Hamiltonians in the KdV hierarchy.
The main ingredient of the proofs of Theorem 1.1 and Theorem 1.2 are
refined asymptotics of the Birkhoff map of KdV. This map provides normal
coordinates, allowing to solve KdV by quadrature. Let us recall its set-up.
First note that the average of any solution u(t) ≡ u(t, x) of KdV in Hs is a
conserved quantity. In particular, for any c ∈ R, KdV leaves the subspaces
Hsc ≡ Hsc (T,R) of Hs invariant where
Hsc =
{
p(x) =
∑
pˆne
2piinx
∣∣ pˆ0 = c, ‖p‖Hs <∞, pˆ−n = pˆn ∀n ∈ Z}
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with
‖p‖Hs :=
(∑
|n|2s|pˆn|2
) 1
2
.
In the case s = 0, we often write L2c for H
0
c and ‖p‖ instead of ‖p‖H0 . To
describe the normal coordinates of KdV, let us introduce for any α ∈ R the
R-subspace hα of ℓ2,α, given by
hα :=
{
z = (zn)n6=0 ∈ ℓ2,α| z−n = zn∀n ≥ 1
}
where
ℓ2,α ≡ ℓ2,α(Z0,C) := {z = (zn)n6=0| ‖z‖α <∞} ,
Z0 := Z \ {0}, and
‖z‖α :=
(∑
n6=0
|n|2α|zn|2
) 1
2
.
The space hα is endowed with the standard Poisson bracket for which
{zn, z−n} = −{z−n, zn} = 2i
for any n ≥ 1 whereas all other brackets between coordinate functions vanish.
Furthermore we denote by Hs0,C ≡ Hs0(T,C), L20,C ≡ L20(T,C) and hαC the
complexification of the spaces Hs0 , L
2
0, and h
α. Note that hα
C
= ℓ2,α(Z0,C). A
detailed proof of the following result can be found in [12] – cf also [9].
Theorem 1.3. There exist an open neighbourhood W of L20 in L
2
0,C and a real
analytic map Φ :W → h1/2
C
with the following properties:
(BC1) For any s ∈ R≥0, the restriction of Φ to Hs0 is a canonical, bianalytic
diffeomorphism onto hs+1/2.
(BC2) When expressed in the new coordinates, the KdV-Hamiltonian H ◦ Φ−1,
defined on h3/2, is a real analytic function of the action variables In =
(znz−n)/2, n ≥ 1 alone.
(BC3) The differential Φ0 ≡ d0Φ of Φ at 0 is the weighted Fourier transform,
Φ0(h) =
(
1√
|n|π hˆn
)
n6=0
(6)
The coordinates zn, n 6= 0, are referred to as (complex) Birkhoff coordinates
whereas Φ is called Birkhoff map. Note that in [12] the Birkhoff map is defined
slightly differently by setting Φ(q) to be (xn, yn)n≥1 where xn = (zn + z−n)/2
and yn = i(zn − z−n)/2. The fact that KdV admits globally defined Birkhoff
coordinates is a very special feature of KdV. In more physical terms it says
that KdV, when considered with periodic boundary conditions, is a system of
infinitely many coupled oscillators.
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Remark 1.7. A result similar to the one of Theorem 1.3 holds for the defocusing
NLS equation. A detailed proof can be found in [5]. Cf also [22].
The key ingredient of the proofs of Theorem 1.1 and Theorem 1.2 is the
following result on the asymptotics of the Birkhoff map, which has an interest
in its own.
Theorem 1.4. For N ∈ Z≥0, there exists an open neighbourhood WN of HN0
in HN0,C ∩W so that Φ−Φ0 maps WN into hN+3/2C and, as a map from WN to
h
N+3/2
C
, is analytic. Here W is the neighbourhood of L20 in L
2
0,C of Theorem 1.3.
Furthermore, the restriction A := (Φ − Φ0)|HN
0
: HN0 → hN+3/2 is a bounded
map, i.e. it is bounded on bounded subsets of HN0 .
As an immediate application of Theorem 1.4 we get the following
Corollary 1.3. For any N ∈ Z≥0, Φ : HN0 → hN+1/2 is a weakly continuous
map, i.e. for any sequence (qj)j≥1 in HN0 that converges weakly to q in H
N
0
the sequence (Φ(qj))j≥1 converges weakly to Φ(q) in hN+1/2. A corresponding
result holds for Φ−1.
Remark 1.8. In [26] a result similar to the one stated in Theorem 1.4 is proved
for the Birkhoff map of KdV constructed in [8], where the phase space is endowed
with the Poisson bracket introduced by Magri. As an application, a correspond-
ing result is then derived for the modified Korteweg-de Vries equation (mKdV)
on HN with N ≥ 1. Indeed, it was shown in [13] that the Miura map f 7→ f ′+f2
canonically embeds the symplectic leaves of the phase space of mKdV, endowed
with the Poisson bracket (3), into the phase space of KdV, endowed with the
Magri bracket. (For a detailed study of the Miura map see [15].) As a con-
sequence, results similar to the ones of Theorem 1.1 and Theorem 1.2 can be
proved for mKdV – see [26].
Remark 1.9. We expect that similar results as the ones of Theorem 1.4 can
be proved for the defocusing NLS equation. As a consequence, results similar to
the ones of Theorem 1.1 and Theorem 1.2 are expected to hold for this equation.
Remark 1.10. The asymptotic estimates obtained to prove Theorem 1.4 can
be used to derive a formula of the differential of the Birkhoff map Φ at q = 0 by
a short calculation (cf Appendix A). In addition they can be used to get a short
proof of the Fredholm property of the differential of Φ at any q ∈ HN0 (Corollary
5.2).
Remark 1.11. Normalizing transformations such as the Birkhoff map are often
viewed as nonlinear versions of the Fourier transform. In the case of KdV,
Theorem 1.4 provides a qualitative statement in this respect, saying that Φ is a
weakly nonlinear perturbation of the (weighted) Fourier transform.
Related results: Recently, Kuksin and Piatnitski initiated a study of random
perturbations with damping of the KdV equation [20], [18]. More precisely they
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are interested, how the KdV-action variables evolve under certain perturbed
equations. For this purpose they express the perturbed KdV equation in nor-
mal coordinates. Up to highest order, it is a linear differential equation if the
nonlinear part Φ − Φ0 of the Birkhoff map is 1-smoothing, i.e. if it maps HN0
to hN+3/2 for any N ≥ 0. In their recent paper, Kuksin and Perelman [19] suc-
ceeded in showing that on a neighbourhood U of the equilibrium point q = 0,
there exists a canonical, real analytic diffeomorphism Ψ : U → V with V ⊆ h1/2
a neighbourhood of 0 in h1/2 providing Birkhoff coordinates for KdV so that
Ψ−Ψ0 is 1-smoothing where Ψ0 denotes the linearization of Ψ at q = 0 and co-
incides with Φ0. They obtain the map Ψ by generalizing Eliasson’s construction
of a Birkhoff map near an equilibrium point of a finite dimensional integrable
system to a class of integrable PDEs including the KdV equation. In order to
apply Eliasson’s construction, Kuksin and Perelman need coordinates for the
KdV equation, provided in [7], as a starting point. Eliasson’s construction is
based on Moser’s path-method and, in general, cannot be extended to get global
coordinates. However, for the study of random perturbations of KdV in [18],
global Birkhoff coordinates for KdV are needed. In [19], it was conjectured that
there exists a globally defined Birkhoff map Ψ so that Ψ − Ψ0 is 1-smoothing.
Note that Birkhoff maps are not uniquely determined. Theorem 1.4 confirms
that this conjecture holds true and that Ψ can be chosen to be the Birkhoff map
of Theorem 1.3
The paper is organized as follows. In Section 2 we review asymptotic estimates
of various spectral quantities, obtained in [14]. In Section 3 and Section 4, these
estimates are used to improve on asymptotic estimates of actions, angles, and
Birkhoff coordinates, obtained in [12]. In Section 5 we show Theorem 1.4 and
Corollary 1.3. Finally, in Section 6, Theorem 1.1, Corollary 1.2, and Theorem
1.2 are proved.
For the convenience of the reader we now recall the ones most frequently used in
this paper. For q in L20,C, the Schro¨dinger operator Lq := −d2x+q, considered on
the interval [0, 2] with periodic boundary conditions, has a discrete spectrum,
consisting of a sequence of complex numbers bounded from below. We list them
lexicographically and with algebraic multiplicities,
λ0  λ1  λ2  λ3  . . .
where two complex numbers a, b, are ordered lexicographically, a  b, if [Re a <
Re b] or [Re a = Re b and Im a ≤ Im b]. These eigenvalues satisfy the asymp-
totics
(λ2n − n2π2)n≥1, (λ2n−1 − n2π2)n≥1 ∈ ℓ2
or, expressed in a more convenient form,
λ2n−1, λ2n = n2π2 + ℓ2n,
valid uniformly on bounded subsets of L20,C. In particular, this means that for
any R > 0 there exists r > 0 so that for any q ∈ L20,C with ‖q‖ ≤ R,
|λk − n2π2| ≤ rπ2 ∀k ∈ {2n, 2n− 1}, ∀n ≥ 1. (7)
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For real q, the periodic eigenvalues are real and satisfy
λ0 < λ1 ≤ λ2 < λ3 ≤ λ4 < . . . .
Restricting ourselves to a sufficiently small neigbourhood W of L20 in L
2
0,C, we
can always ensure that the closed intervals
Gn = {(1− t)λ2n−1 + tλ2n| 0 ≤ t ≤ 1}, n ≥ 1,
as well as
G0 = {t+ λ0| −∞ < t ≤ 0}
are disjoint from each other. By a slight abuse of terminology, for any n ≥ 1,
we refer to the closed interval Gn as the n’th gap and to γn := λ2n − λ2n−1,
as the n’th gap length. We denote by τn the middle point of Gn, τn = (λ2n +
λ2n−1)/2. Due to the asymptotic behaviour of the periodic eigenvalues, the Gn’s
admit mutually disjoint neighbourhoods Un ⊆ C with Gn ⊆ Un called isolating
neighbourhoods. Moreover, inside each Un, we choose a circuit Γn around Gn
with counterclockwise orientation. Both Un and Γn can be chosen to be locally
independent of q. For q in a sufficiently small neighbourhood W of L20 in L
2
0,C,
the Un’s with n ≥ n0, n0 = n0(q) sufficiently large, can be chosen to be discs,
Un = {λ ∈ C| |λ−n2π2| < rπ2}, where 0 < r ≤ n0 and n0, r are chosen so large
that (7) holds. Such neighbourhoods will be called isolating neighbourhoods
with parameters n0 ≥ 1 and r > 0. In the course of this paper, W will be
shrunk several times, but we continue to denote it by W .
By ∆(λ) ≡ ∆(λ, q) we denote the discriminant of −d2x + q,
∆(λ) = trM(1, λ)
where M(x, λ) is the 2 × 2 matrix whose columns (yi(x, λ), y′i(x, λ))T , i = 1, 2,
are solutions of −y′′ + qy = λy with M(0, λ) = Id2×2. The function ∆(λ) is
entire and ∆2(λ)− 4 has a product representation (see [12], Proposition B.10)
∆2(λ)− 4 = 4(λ0 − λ)
∏
k≥1
(λ2k − λ)(λ2k−1 − λ)
π4k
(8)
where πk = kπ for any k ≥ 1. For q in L20,C, we also need to consider the
operator −d2x+q on [0, 1] with Dirichlet or Neumann boundary conditions. The
corresponding spectra are again discrete, consisting of sequences of complex
numbers, bounded from below. They are referred to as Dirichlet, respectively
Neumann eigenvalues. We list them lexicographically and with their algebraic
multiplicities
µ1  µ2  µ3 . . . and η0  η1  η2 . . . .
They satisfy the asymptotics
µn, ηn = n
2π2 + ℓ2n,
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valid uniformly on bounded subsets of L20,C. For real q, the Dirichlet and the
Neumann eigenvalues are real and satisfy
λ1 ≤ µ1 ≤ λ2 < λ3 ≤ µ2 ≤ λ4 < . . . and η0 ≤ λ0 < λ1 ≤ η1 ≤ λ2 < . . . .
Restricting ourselves to a sufficiently small neighbourhood W of L20 in L
2
0,C, we
can assure that for any q ∈ W there exist isolating neighbourhoods Un ⊂ C so
that µn, ηn ∈ Un, n ≥ 1, whereas λ0 and η0 are not contained in any of the
Un’s. Isolating neighbourhoods with this additional property can be chosen to
be locally independent of q.
Finally let us recall the notion of the s-root, introduced in [12]. For a, b ∈ C,
we define on C\{(1−t)a+tb | 0 ≤ t ≤ 1} the s-root of (b−λ)(λ−a), determined
by setting for λ ∈ C with |λ− τ | > |b− a|
s
√
(b− λ)(λ − a) = i(λ− τ) +
√
1− w2
where τ = (b + a)/2 and w = (b − a)/2(λ − τ) – see figure 2, p 62 in [12],
showing a sign table. Here +
√
λ denotes the principal branch of the square root
on C \ (−∞, 0] characterized by,
+
√
λ > 0 for λ > 0.
Throughout the paper, logλ denotes the principal branch of the logarithm,
defined on C \ (−∞, 0]. In particular, log 1 = 0.
Acknowledgment: It is a pleasure to thank Wilhelm Schlag for useful discussions
concerning Appendix B.
2 Prerequisites
In this section we review the asymptotic estimates of various spectral quantities,
established in [14] which are needed for the proof of Theorem 1.4. The results
concern the asymptotics of the Floquet exponents (κn)n≥1, the Dirichlet eigen-
values (µn)n≥1, the Neumann eigenvalues (ηn)n≥0, and the periodic eigenvalues
(λn)n≥0 of the Schro¨dinger operator −d2x + q for a potential q in HN0,C as well
as the asymptotics of γ2n = (λ2n − λ2n−1)2 and τn = (λ2n + λ2n−1)/2, n ≥ 1.
Recall that for q in L20,C,
µn = n
2π2 + ℓ2n, ηn = n
2π2 + ℓ2n and λ2n, λ2n−1 = n
2π2 + ℓ2n.
For f, g in L2
C
, let
〈f, g〉 =
∫ 1
0
f(x)g¯(x)dx.
In particular, 〈q, e2piikx〉 = ∫ 10 q(x)e−2piikxdx denotes the k’th Fourier coefficient
of q. The following asymptotics are known among experts in the field.
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Theorem 2.1. Let q be in HN0,C with N ∈ Z≥0. Then
µn = mn − 〈q, cos 2πnx〉+ 1
nN+1
ℓ2n (9)
ηn = mn + 〈q, cos 2πnx〉+ 1
nN+1
ℓ2n (10)
uniformly on bounded subsets of potentials in HN0,C. The quantity mn is of the
form
mn = n
2π2 +
∑
2≤2j≤N+1
c2j
1
n2j
(11)
with coefficients c2j which are independent of n and N and given by integrals of
polynomials in q and its derivatives up to order 2j − 2.
Remark 2.1. The asymptotics (9) are proved in [21] and the uniform bound-
edness of the error in (9) is shown in [25]. A simple and self-contained proof of
Theorem 2.1 can be found in [14].
Using similar arguments as in the proof of Theorem 2.1 corresponding estimates
for the periodic eigenvalues have been proved in [14].
Theorem 2.2. Let q be in HN0,C with N ∈ Z≥0. Then
{λ2n, λ2n−1} = {mn ±
√
qˆnqˆ−n +
1
n2N+1
ℓ2n +
1
nN+1
ℓ2n} (12)
uniformly on bounded subsets of potentials in HN0,C. Again, mn is the expression
defined in (11).
Remark 2.2. A proof of the asymptotic estimate (12), but not of the uniform
boundedness of the error terms, can be found in [21].
Unfortunately, the asymptotics of Theorem 2.2 do not suffice for our purposes.
Actually we need estimates of γ2n = (λ2n − λ2n−1)2 and τn = (λ2n + λ2n−1)/2,
n ≥ 1 which are better than the ones obtained from Theorem 2.2.
Theorem 2.3. Let N ∈ Z≥0. Then for any q in HN0,C,
γ2n = 4qˆnqˆ−n +
1
n2N+1
ℓ1n (13)
uniformly on bounded subsets in HN0,C.
Proof. The claimed estimate follows from Theorem 1.2 in [10]. In the case at
hand it says that
min
±
∣∣∣γn ± 2√ρ(n)ρ(−n)∣∣∣ = 1
nN+1
ℓ2n (14)
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uniformly on bounded sets of HN0,C. Here the sequence (ρ(n))n∈Z is given by
ρ(n) := 〈q, e2piinx〉+ β1(n)
with
β1(n) :=
1
π2
∑
k 6=±n
〈q, e2pii(n−k)x〉
n− k
〈q, e2pii(n+k)x〉
n+ k
.
Then ∣∣γ2n − 4〈q, e2piinx〉〈q, e−2piinx〉∣∣
≤ ∣∣γ2n − 4ρ(n)ρ(−n)∣∣+ 4 ∣∣ρ(n)ρ(−n)− 〈q, e2piinx〉〈q, e−2piinx〉∣∣ . (15)
Note that
γ2n − 4ρ(n)ρ(−n) =
(
γn + εn2
√
ρ(n)ρ(−n)
)(
γn − εn2
√
ρ(n)ρ(−n)
)
,
where εn ∈ {+,−} is chosen such that∣∣∣γn + εn2√ρ(n)ρ(−n)∣∣∣ = min± ∣∣∣γn ± 2√ρ(n)ρ(−n)∣∣∣ .
By Cauchy’s inequality∑
n≥1
n2N+1|γ2n − 4ρ(n)ρ(−n)|
≤
(∑
n≥1
n2N+2|γn + εn2
√
ρ(n)ρ(−n)|2
)1/2(∑
n≥1
n2N
∣∣∣γn − εn2√ρ(n)ρ(−n)∣∣∣2 )1/2.
By (14), the first factor of the latter product is uniformly bounded on bounded
sets of q’s in W ∩HN0,C where W is an open neighborhood of the real space HN0
in HN0,C, whereas the second factor can be estimated by∑
n≥1
n2N |γn|2
1/2 + 2
∑
n≥1
n2N |ρ(n)|2
1/2∑
n≥1
n2N |ρ(−n)|2
1/2 .
By [10], Theorem 1.1,
(∑
n≥1 n
2N |γn|2
)1/2
is uniformly bounded on bounded
sets of q’s in W whereas by the definition of ρ(±n)∑
n≥1
n2N |ρ(±n)|2
1/2 ≤ ‖q‖N + ‖β1‖N ≤ ‖q‖N + ‖q‖2N .
For the latter inequality we used that by [10], Lemma 2.10, ‖β1‖N+1 ≤ ‖q‖2N .
It remains to estimate the second summand on the right hand side of (15). By
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the definition of ρ(n)∑
n≥1
n2N+1
∣∣ρ(n)ρ(−n)− 〈q, e2piinx〉〈q, e−2piinx〉∣∣
≤2‖β1‖N+1‖q‖N + ‖β1‖2N+1
≤2‖q‖3N(1 + ‖q‖N),
where we again used [10], Lemma 2.10.
For the sequences (τn)n≥1 the following asymptotic estimates are proved in
[14].
Theorem 2.4. (i) For any q ∈ HN0 , N ∈ Z≥0,
τn(q) = mn +
1
nN+1
ℓ2n (16)
where mn is given by (11) and the error term is uniformly bounded on bounded
sets of potentials in HN0 .
(ii) For any N ∈ Z≥0, there exists an open neighbourhood WN ⊆ HN0,C of
HN0 so that (16) holds on WN with a locally uniformly bounded error term.
Combining Theorem 2.1 and Theorem 2.4 one obtains
Corollary 2.1. (i) For any q ∈ HN0 , N ∈ Z≥0,
τn − µn = 〈q, cos 2πnx〉+ 1
nN+1
ℓ2n (17)
where the error term is uniformly bounded on bounded sets of potentials in HN0 .
(ii) For any N ∈ Z≥0, there exists an open neighbourhood WN ⊆ HN0,C of
HN0 so that (17) holds on WN with a locally uniformly bounded error term.
Furthermore we need asymptotic estimates for the Floquet exponents, de-
fined by
κn = log ((−1)ny′2(1, µn)) . (18)
Here µn = µn(q) is the n’th Dirichlet eigenvalue of L(q) = −d2x + q with q ∈ L20
and y2(x, λ) is the fundamental solution of −y′′ + qy = λy satisfying y2(0, λ) =
0 and y′2(0, λ) = 1. Note that y
′
2(1, µn) 6= 0. Actually, it turns out that
(−1)ny′2(1, µn) > 0 for any q ∈ L20. Hence log ((−1)ny′2(1, µn)) is well-defined
with log denoting the principal branch of the logarithm. In fact, there exists
a neighbourhood W of L20 in L
2
0,C so that for q ∈ W and any n ≥ 1, κn(q)
is well-defined by (18). The κn’s have been introduced in [4] and studied for
square integrable potentials in [24]. Note that for λ = µn the Floquet matrix
M(λ) =
(
y1(1, λ) y2(1, λ)
y′1(1, λ) y
′
2(1, λ)
)
12
is lower triangular. Hence y′2(1, µn) is one of the two Floquet multipliers of
M(µn), the other one being y1(1, µn) which by the Wronskian identity equals
1/y′2(1, µn). In particular it follows that
κn = − log ((−1)ny1(1, µn)) . (19)
In [14] we prove
Theorem 2.5. Let N ≥ 0. Then for any q in W ∩HN0,C,
κn =
1
2πn
(
〈q, sin 2πnx〉+ 1
nN+1
ℓ2n
)
uniformly on bounded subsets of W ∩HN0,C.
Note that in contrast to the asymptotics of the Dirichlet eigenvalues or the
Neumann eigenvalues, the size of κn for any q ∈ HN0 is of the order of 1nN+1 ℓ2n.
The case N = 0 is much simpler and has been treated in [24], p 60.
Finally we state some applications of the asymptotics of the periodic eigenval-
ues. For our purposes it suffies to consider potentials q in a sufficiently small
neighbourhoodW of L20 in L
2
0,C. Recall that we denote by ∆(λ) the discriminant
of −d2x + q and that ∆2(λ)− 4 has the product representation
∆2(λ) − 4 = 4(λ0 − λ)
∏
n≥1
(λ2n − λ)(λ2n−1 − λ)
π4n
where πn = nπ for any n ≥ 1. Let ∆˙(λ) = ∂λ∆(λ). According to Proposition
B.13 of [12] it also admits a product representation,
∆˙(λ) = −
∏
n≥1
λ˙n − λ
π2n
,
and the zeros λ˙n satisfy
λ˙n − τn = O(γ2n) (20)
locally uniformly for q in W . ShrinkingW , if necessary, we can assume without
loss of generality that for any n ≥ 1, λ˙n ∈ Un locally uniformly in W . The
following estimate improves on the one of Propostition B.13 in [12].
Proposition 2.1. For q in W ,
λ˙n − τn = γ
2
n
n
ℓ2n (21)
locally uniformly on W . On L20, (21) is uniformly bounded on bounded subsets
of L20.
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Proof. For any given n ≥ 1, write
∆2(λ) − 4 = (λ2n − λ)(λ− λ2n−1)
π2n
∆n(λ) (22)
where
∆n(λ) = 4
λ− λ0
π2n
∏
m 6=n
λ2m − λ
π2m
∏
m 6=n
λ2m−1 − λ
π2m
 . (23)
Uniformly for λ ∈ Un,
λ− λ0
π2n
= 1 +O
(
1
n2
)
= 1 +
1
n
ℓ2n.
By Corollary 7.1 in [14], uniformly for λ ∈ Un,∏
m 6=n
λ2m − λ
π2m
∏
m 6=n
λ2m−1 − λ
π2m
 = ( (−1)n+1
2
+
1
n
ℓ2n
)2
=
1
4
+
1
n
ℓ2n,
hence
∆n(λ) = 1 +
1
n
ℓ2n (24)
and by shrinking the size of the isolating neighbourhoods one obtains from
Cauchy’s estimate that
∆˙n(λ) =
1
n
ℓ2n
uniformly in n ≥ 1, λ ∈ Un. By (22)
0 =
d
dλ
|λ=λ˙n(∆2(λ) − 4)
=
λ2n−1 − λ˙n + λ2n − λ˙n
π2n
∆n(λ˙n)
+
(λ2n − λ˙n)(λ˙n − λ2n−1)
π2n
∆˙n(λ˙n)
or
0 = 2(τn − λ˙n)(1 + 1
n
ℓ2n) +
(
γ2n
4
− (τn − λ˙n)2
)
1
n
ℓ2n.
Hence
(τn − λ˙n)
(
1 +
1
n
ℓ2n + (τn − λ˙n)
1
n
ℓ2n
)
=
γ2n
n
ℓ2n.
14
As by (20), τn − λ˙n = O(1) it then follows that
τn − λ˙n = γ
2
n
n
ℓ2n
as claimed. Going through the arguments of the proof one sees that (21) holds
locally uniformly on W and uniformly on bounded subsets of L20.
By Theorem D.1 in [12] there exists a sequence (ψn)n≥1 of entire functions,
ψn(λ) =
2
πn
∏
m 6=n
σnm − λ
π2m
(25)
so that
1
2π
∫
Γm
ψn(λ)
c
√
∆2(λ) − 4dλ = δmn ∀m ≥ 1, (26)
where c
√
∆2(λ)− 4 denotes the canonical root introduced in [12], section 6.
Recall that Γm denotes a counterclockwise oriented circuit in Um around the
interval Gm and τm = (λ2m + λ2m−1)/2. By Theorem D.1 in [12], for any
n ≥ 1, the zeros σnm, m 6= n, are real analytic functions of q ∈ W so that
σnm − τm = O
(
γ2m/m
)
uniformly for n ≥ 1, and locally uniformly in q ∈ W .
Moreover one can chooseW so that σnm ∈ Um for any n ≥ 1, m 6= n, and locally
uniformly in W .
Proposition 2.2. For q in W ,
σnm − τm =
γ2m
m
ℓ2m (27)
locally uniformly on W and uniformly in n. On L20, (27) is uniformly bounded
on bounded subsets of L20.
Proof. We drop the superscript in σn = (σnm)m 6=n for the course of this proof.
For m 6= n one has
0 =
∫
Γm
σm − λ
s
√
(λ2m − λ)(λ− λ2m−1)
χnm(σ, λ)dλ (28)
with
χnm(σ, λ) = (−1)m−1
σn −m2π2
σn − λ
mπ
+
√
λ− λ0
∏
j 6=m
σj − λ
+
√
(λ2j − λ)(λ2j−1 − λ)
and σn = τn. For λ = m
2π2 + ℓ2m, one has uniformly in n ≥ 1, m 6= n,
σn −m2π2
σn − λ = 1 +
λ−m2π2
σn − λ = 1 +
1
m
ℓ2m
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and +
√
λ− λ0 = mπ +
√
1 + 1mℓ
2
m = mπ
(
1 + 1mℓ
2
m
)
. Furthermore, by Proposition
7.1 in [14], ∏
j 6=m
σj − λ
+
√
(λ2j − λ)(λ2j−1 − λ)
2 = 1 + 1
m
ℓ2m. (29)
Taking square roots on both sides of (29), one has
(−1)m−1
∏
j 6=m
σj − λ
+
√
(λ2j − λ)(λ2j−1 − λ)
= 1 +
1
m
ℓ2m.
Altogether we have for λ = m2π2 + ℓ2m, λ ∈ Um,
χnm(λ) = 1 +
1
m
ℓ2m (30)
uniformly in n. The integral∫
Γm
σm − λ
s
√
(λ2m − λ)(λ − λ2m−1)
dλ (31)
can be explicitly computed. In the case where λ2m = λ2m−1, one gets from the
definition of the s-root and Cauchy’s formula that the integral equals 2π(σm −
τm). In the case λ2m 6= λ2m−1,∫
Γm
σm − λ
s
√
(λ2m − λ)(λ − λ2m−1)
dλ = 2
∫ λ2m
λ2m−1
σm − λ
+
√
(λ2m − λ)(λ − λ2m−1)
dλ.
By the change of coordinate λ = τm + t
γm
2 we get∫
Γm
σm − λ
s
√
(λ2m − λ)(λ − λ2m−1)
dλ = 2
∫ 1
−1
σm − τm
+
√
1− t2 dt− γm
∫ 1
−1
t
+
√
1− t2 dt
= 2(σm − τm)
∫ 1
−1
1
+
√
1− t2 dt.
Therefore in both cases
1
2π
∫
Γm
σm − λ
s
√
(λ2m − λ)(λ − λ2m−1)
dλ = σm − τm.
Hence, by (28)
0 = (σm − τm)χnm(τm) +
1
2π
∫
Γm
(σm − λ)(χnm(λ) − χnm(τm))
s
√
(λ2m − λ)(λ− λ2m−1)
dλ. (32)
As τm = m
2π2 + ℓ2m it follows from (30) that
χnm(τm) = 1 +
1
m
ℓ2m (33)
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and, by the Taylor expansion of χnm at τm and Cauchy’s estimate, for λ =
m2π2 + ℓ2m, λ ∈ Um
χnm(λ)− χnm(τm)
λ− τm =
1
m
ℓ2m.
Finally as σm − λ = O(γm), λ ∈ Gm, one has (σm − λ)(λ − τm) = O(γ2m) for
λ ∈ Gm. Hence by Lemma M.1 in [12]∫
Γm
(σm − λ)(χnm(λ) − χnm(τm))
s
√
(λ2m − λ)(λ− λ2m−1)
dλ
=2
∫
Gm
(σm − λ)(λ − τm)χ
n
m(λ)−χnm(τm)
λ−τm
+
√
(λ2m − λ)(λ− λ2m−1)
dλ
=
γ2m
m
ℓ2m
This together with (32) gives
σnm − τm =
γ2m
m
ℓ2m
uniformly in n. Going through the arguments of the proof one sees that (27)
holds locally uniformly on W and uniformly on bounded subsets of L20.
3 Asymptotics of actions and angles
In this section we improve on estimates of the actions and angles obtained in
[12], section 7 respectively section 8. Let us begin with asymptotics of the
actions. Recall that W is a (sufficiently small) neighbourhood of L20 in L
2
0,C.
For q in W , the n’th action variable is defined by
In =
1
π
∫
Γn
λ
∆˙(λ)
c
√
∆2(λ) − 4dλ (n ≥ 1),
where ∆(λ) is the discriminant, ∆˙(λ) = ∂λ∆(λ) and Γn is a contour around the
interval Gn := {tλ2n−1 + (1 − t)λ2n| 0 ≤ t ≤ 1} in the isolating neighbourhood
Un of Gn – see at the end of the introduction or section 7 of [12] for more details.
First we need to derive improved estimates of the quotient In/γ
2
n, given in [12],
Theorem 7.3.
Proposition 3.1. Locally uniformly on W , the quotient In/γ
2
n satisfies
8πn
In
γ2n
= 1 +
1
n
ℓ2n. (34)
Moreover
ξn =
+
√
8In/γ2n =
1√
πn
(1 +
1
n
ℓ2n) (35)
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is well-defined as a real analytic, non-vanishing function on W. In particular,
at q = 0, we have ξn =
1√
pin
for all n ≥ 1. On L20, (35) holds uniformly on
bounded subsets of L20.
Proof. We refer to [12], section 7, for all notions, notations (and results) not
explained here. In view of Theorem 7.3 in [12] it only remains to be shown the
improved asymptotics (34). Recall the product expansions
∆2(λ) − 4 = 4(λ0 − λ)
∏
n≥1
(λ2n − λ)(λ2n−1 − λ)
π4n
and
∆˙(λ) = −
∏
n≥1
λ˙n − λ
π2n
.
For λ on Γn write
∆˙(λ)
c
√
∆2(λ)− 4 =
1
2πn
λ− λ˙n
s
√
(λ2n − λ)(λ − λ2n−1)
χn(λ) (36)
where for λ ∈ Un,
χn(λ) = (−1)n−1 nπ+√λ− λ0
∏
m 6=n
λ˙m − λ
+
√
(λ2m − λ)(λ2m−1 − λ)
, (37)
and where the canonical root c
√
∆2(λ)− 4 has been introduced earlier. (For
questions of signs, see section 6 in [12].) Note that for λ ∈ Un,
nπ
+
√
λ− λ0
= 1 +
1
n
ℓ2n. (38)
Furthermore, by Proposition 2.1, the roots λ˙n of ∆˙ satisfy λ˙n = τn +
γ2n
n ℓ
2
n and
hence, by [14], Proposition 2.1, one has for λ ∈ Un,∏
m 6=n
λ˙m − λ
+
√
(λ2m − λ)(λ2m−1 − λ)
2 = ∏
m 6=n
λ˙m − λ
λ2m − λ
∏
m 6=n
λ˙m − λ
λ2m−1 − λ
= 1 +
1
n
ℓ2n
or
(−1)n−1
∏
m 6=n
λ˙m − λ
+
√
(λ2m − λ)(λ2m−1 − λ)
= 1 +
1
n
ℓ2n. (39)
Combining (38) and (39) leads to the estimate
χn(λ) = 1 +
1
n
ℓ2n (40)
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uniformly for λ ∈ Un. Introduce
Zn = {q ∈W | λ2n(q) = λ2n−1(q)}.
Arguing as in section 7 of [12] one gets for q in W \ Zn
In =
1
π
∫
Γn
(λ− λ˙n) ∆˙(λ)
c
√
∆2(λ) − 4dλ
=
1
2π2n
∫
Γn
(λ− λ˙n)2
s
√
(λ2n − λ)(λ− λ2n−1)
χn(λ)dλ.
Substituting λ = τn + ζγn/2 and setting δn = 2(λ˙n − τn)/γn yields
In =
γ2n
8π2n
∫
Γ′n
(ζ − δn)2χn(τn + ζ γn
2
)
dζ
s
√
1− ζ2
where Γ′n is some circuit in C around [−1, 1]. Thus on W \ Zn,
8πn
In
γ2n
=
1
π
∫
Γ′n
(ζ − δn)2χn
(
τn + ζ
γn
2
) dζ
s
√
1− ζ2
=
1
π
∫
Γ′n
(ζ − δn)2χn(τn) dζ
s
√
1− ζ2
+
1
π
∫
Γ′n
(ζ − δn)2
(
χn
(
τn + ζ
γn
2
)
− χn(τn)
) dζ
s
√
1− ζ2 .
By Proposition 2.1, δn is well defined on all of W , hence so is the r.h.s. of the
latter identity. As
(ζ − δn)2 = ζ2 + γn
n
ℓ2n
Lemma M.1 in [12] and (40) then imply that
1
π
∫
Γ′n
(ζ − δn)2χn(τn) dζ
s
√
1− ζ2 =
1
π
∫
Γ′n
ζ2dζ
s
√
1− ζ2 +
1
n
ℓ2n
= 1 +
1
n
ℓ2n.
By the Taylor expansion of order 0 of χn at λ = τn, Cauchy’s estimate, and
(40) to bound χ˙n(λ), one gets
1
π
∫
Γ′n
(ζ − δn)2
(
χn(τn + ζ
γn
2
)− χn(τn)
) dζ
s
√
1− ζ2
=
1
n
ℓ2n.
Altogether,
8πnIn/γ
2
n = 1 +
1
n
ℓ2n
and thus
ξn =
1√
πn
(1 +
1
n
ℓ2n).
Going through the arguments of the proof one sees that the estimate (35) holds
locally uniformly on W and uniformly on bounded subsets of L20.
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Proposition 3.1 leads to the following asymptotics of the action variables.
Proposition 3.2. Locally uniformly on W ∩HN0,C
2In =
1
πn
(
qˆnqˆ−n +
1
n2N+1
ℓ1n
)
. (41)
On HN0 , the error in (41) is uniformly bounded on bounded subsets of H
N
0 .
Proof. By Theorem 2.3 one has
γ2n = 4qˆnqˆ−n +
1
n2N+1
ℓ1n.
Combined with the asymptotics (34) we then get,
2In =
1
4nπ
γ2n
(
1 +
1
n
ℓ2n
)
=
1
πn
(1 +
1
n
ℓ2n)
(
qˆnqˆ−n +
1
n2N+1
ℓ1n
)
or
2In =
1
πn
(
qˆnqˆ−n +
1
n2N+1
ℓ1n
)
.
Going through the arguments of the proof one sees that (41) holds locally uni-
formly on W ∩HN0,C and uniformly on bounded subsets of HN0 .
Next we improve on the estimates of the angle variables obtained in [12], section
8. To this end we use the improved estimate of the zeros (σnm)m 6=n of the entire
function ψn,
σnm = τm +
γ2m
m
ℓ2m
of Proposition 2.2. Recall that Zn = {q ∈W | γn(q) = 0} where W is the neigh-
bourhood of L20 in L
2
0,C of Theorem 1.3. For q ∈ W \ Zn denote, as in [12], by
θn(q) the n’th angle variable
θn(q) = βn,n(q) + βn(q) and βn(q) =
∑
k 6=n
βn,k(q)
where
βn,n(q) =
∫ µ∗n
λ2n−1
ψn(λ)√
∆(λ)2 − 4dλ mod2π, (42)
and, for k 6= n,
βn,k(q) =
∫ µ∗k
λ2k−1
ψn(λ)√
∆(λ)2 − 4dλ. (43)
Here µ∗n is the point (µn,
∗
√
∆2(µn)− 4) on the affine curve Σq,
Σq =
{
(λ, z) ∈ C2|z2 = ∆2(λ) − 4} , (44)
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with µn = µn(q) denoting the n’th Dirichlet eigenvalue of the operator −d2x + q
and ∗
√
∆2(µn)− 4 denoting the square root of ∆2(µn)− 4 given by
∗
√
∆2(µn)− 4 = y1(1, µn)− y′2(1, µn). (45)
The integral in (42) is a straight line integral from (λ2n−1, 0) to µ∗n in Σq and
the one in (43) is defined similarly. See section 6 in [12] for more explanations
concerning the notation. Let us begin by analyzing βn,k in more detail. In
Lemma 8.2 and Lemma 8.3 of [12], it is shown that βn,k (k 6= n) is a well defined
analytic function onW . In Theorem 8.5 of [12], it is shown that βn =
∑
k 6=0 βn,k
is absolutely summable onW and with the help of Lemma 8.4 in [12] one proves
that the following estimate holds.
Lemma 3.1. Locally uniformly on W ,
βn = O
(
1
n
)
. (46)
On L20, (46) holds uniformly on bounded subsets of L
2
0.
Next let us consider βn,n in more detail. Recall that βn,n is defined on W \ Zn
mod 2π and is analytic on W \ Zn mod π. Similarly as in (36), we write for λ
near Gn
ψn(λ)
c
√
∆(λ)2 − 4 =
ζn(λ)
s
√
(λ2n − λ)(λ− λ2n−1)
(47)
where
ζn(λ) = (−1)n−1 πn+√λ− λ0
∏
m 6=n
σnm − λ
+
√
(λ2m − λ) (λ2m−1 − λ)
. (48)
The following results improve on the asymptotic estimates of Lemma 9.2 in [12].
Lemma 3.2. (i) Uniformly for λ ∈ Un
ζn(λ) = 1 +
1
n
ℓ2n.
(ii) Uniformly for µ ∈ Gn
ζn(µ) = 1 +
γn
n
ℓ2n.
(iii) The error estimates in (i) and (ii) hold locally uniformly on W and are
uniformly bounded on bounded subsets of L20.
Proof. (i) Note that by [14], Proposition 2.1
(−1)n−1
∏
m 6=n
σnm − λ
+
√
(λ2m − λ) (λ2m−1 − λ)
= 1 +
1
n
ℓ2n (49)
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uniformly for λ ∈ Un. With
λ− λ0 = n2π2
(
1 +
λ− n2π2 − λ0
n2π2
)
one gets
+
√
λ− λ0
nπ
=
+
√
1 +
λ− n2π2 − λ0
n2π2
= 1 +O
(
1
n2
)
. (50)
Together, (49) and (50) yield
ζn(λ) = 1 +
1
n
ℓ2n (51)
uniformly for λ ∈ Un.
(ii) Assume that γn 6= 0. By the normalisation of the ψn-function,∫ λ2n
λ2n−1
ψn(λ)
c
√
∆(λ)2 − 4dλ = π
for the line integral from λ2n−1 to λ2n obtained by deforming Γn to the interval
[λ2n−1, λ2n]. By (47) one then gets for any µ ∈ Un
π =
∫ λ2n
λ2n−1
ζn(λ)
s
√
(λ2n − λ)(λ− λ2n−1)
dλ
=
∫ λ2n
λ2n−1
ζn(µ)
s
√
(λ2n − λ)(λ− λ2n−1)
dλ +
∫ λ2n
λ2n−1
ζn(λ) − ζn(µ)
s
√
(λ2n − λ)(λ − λ2n−1)
dλ.
By a straightforward computation,∫ λ2n
λ2n−1
dλ
s
√
(λ2n − λ)(λ − λ2n−1)
= π. (52)
Combined with Lemma M.1 in [12], we then obtain
|ζn(µ)− 1| = 1
π
∣∣∣∣∣
∫ λ2n
λ2n−1
ζn(λ) − ζn(µ)
s
√
(λ2n − λ)(λ− λ2n−1)
dλ
∣∣∣∣∣
≤ max
λ∈Gn
|ζn(λ)− ζn(µ)|. (53)
This bound holds no matter if γn 6= 0 or not. Recall that ζn(λ) is analytic for
λ in Un. Hence one concludes from (51) and Cauchy’s estimate that
ζ˙n(µ) =
1
n
ℓ2n
uniformly for µ ∈ Un and thus by the mean value theorem, for q ∈ W and
µ ∈ Gn,
max
λ∈Gn
|ζn(λ) − ζn(µ)| ≤ |γn|
n
ℓ2n
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uniformly for µ ∈ Gn as claimed. This combined with (53) shows (ii).
(iii) Going through the arguments of the proofs of (i) and (ii) one sees that
the estimates hold locally uniformly on W and uniformly on bounded subsets
of L20.
Instead of describing the improved asymptotics of βn,n, we directly study
the asymptotics of z±n , defined on W \ Zn by
z±n = γne
±iβn,n . (54)
This is the topic of the following section.
4 Asymptotics of z±n
The purpose of this section is to prove sharp asymptotic estimates of z±n . First
note that it was shown in [12] that z±n , given by (54), analytically extend to all
of W – see formula (9.4) in [12].
Proposition 4.1. For N ∈ Z≥0, let WN ⊆ W ∩HN0,C be the neighbourhood of
HN0 given in Theorem 2.4. For any q ∈ WN ,
z±n = 2qˆ∓n +
1
nN+1
ℓ2n
locally uniformly on W ∩ HN0,C. On HN0 , the error is uniformly bounded on
bounded subsets of HN0 .
First we need to make some preparations. Assume that q ∈ W \ Zn. Then
z±n = γn exp
(
±i
∫ µ∗n
λ2n−1
ψn(λ)√
∆(λ)2 − 4dλ
)
. (55)
If µn = λ2n−1, then z±n = γn whereas if µn = λ2n, then z
±
n = −γn by the
normalization of ψn. By Lemma 9.1 in [12], z
±
n are analytic functions onW \Zn.
In the case where µn /∈ {λ2n, λ2n−1}, we choose as path of integration the
interval [λ2n−1, µn] in C and obtain the following formula
z±n = γn exp
(
±i
∫ µn
λ2n−1
ψn(λ)
∗
√
∆(λ)2 − 4dλ
)
(56)
where for λ in [λ2n−1, µn], ∗
√
∆(λ)2 − 4 is defined to be the continuous function
on [λ2n−1, λ2n] with sign determined by
∗
√
∆(λ)2 − 4|λ=µn = ∗
√
∆(µn)2 − 4.
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As, by assumption, µn /∈ {λ2n, λ2n−1}, the root ∗
√
∆(λ)2 − 4 is well-defined. In
analogy with formula (47) define
∗
√
(λ2n − λ)(λ − λ2n−1) := ∗
√
∆(λ)2 − 4 · ζn(λ)
ψn(λ)
, λ ∈ [λ2n−1, µn]. (57)
As ∗
√
∆(µn)2 − 4 = y1(1, µn) − y′2(1, µn) is defined on all of W and analytic
there, ∗
√
(λ2n − µn)(µn − λ2n−1) analytically extends to W as well and
z±n = γn exp
(
±i
∫ µn
λ2n−1
ζn(λ)
∗
√
(λ2n − λ)(λ − λ2n−1)
dλ
)
. (58)
To obtain the claimed estimates for z±n , we write z
±
n as a product
z+n = u
+
n v
+
n and z
−
n = u
−
n v
−
n (59)
where
u±n = γn exp
(
±i
∫ µn
λ2n−1
1
∗
√
(λ2n − λ)(λ − λ2n−1)
dλ
)
(60)
and
v±n = exp
(
±i
∫ µn
λ2n−1
ζn(λ) − 1
∗
√
(λ2n − λ)(λ − λ2n−1)
dλ
)
(61)
Arguing as in the proof of Lemma 9.1 in [12] one concludes that u±n are analytic
on W \ Zn. Together with the analyticity of z±n on W \ Zn it then follows that
v±n are analytic on W \Zn as well. For q ∈W \Zn with µn = λ2n−1, one easily
sees that
u±n = γn and v
±
n = 1. (62)
A straightforward computation shows that for q ∈ W \ Zn with µn = λ2n
u±n = −γn v±n = 1. (63)
We will see that both, u±n and v
±
n , continuously extend to all of W and that
they admit asymptotics for n→∞ which allow to prove the asymptotics of z±n ,
claimed in Proposition 4.1. The quantities u±n and v
±
n will be studied separately.
Let us begin with the u±n ’s. To this end introduce for any q in W ,
∆n(λ) = 4
λ− λ0
π2n
∏
m 6=n
λ2m − λ
π2m
∏
m 6=n
λ2m−1 − λ
π2m
 . (64)
Hence for λ in Un, the principal branch of the square root
+
√
∆n(λ) is well-
defined. Furthermore recall that in section 4, we have introduced for any n ≥ 1
and q ∈ W
κn(q) = log (−1)ny′2(1, µn) (65)
where µn = µn(q) is the n’th Dirichlet eigenvalue. Here log denotes the principal
branch of the logarithm.
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Proposition 4.2. For any n ≥ 1 and q ∈ W \ Zn
u±n = 2(τn − µn)± i
2πn
+
√
∆n(µn)
2 sinhκn. (66)
In particular, for any n ≥ 1, u±n extend analytically to all of W . For q ∈ Zn,
u±n = 2(τn − µn)± 2i ∗
√
−(τn − µn)2. (67)
Remark 4.1. In Appendix A, Proposition 4.2 is used to derive the formula for
the differential of the Birkhoff map at q = 0 by a short calculation.
Proof of Proposition 4.2. By the definition (65) of κn,
2 sinhκn = (−1)ny′2(1, µn)− ((−1)ny′2(1, µn))−1 = (−1)n−1 ∗
√
∆(µn)2 − 4.
Recall that by (22),
∆2(λ)− 4 = (λ2n − λ)(λ − λ2n−1)
π2n
∆n(λ). (68)
By the definition (48) of ζn(λ) and the definition (42) of ψn one sees that for q
real , ζn(µn) > 0 and (−1)n−1ψn(µn) > 0. Hence by the definition (57) of the
root ∗
√
(λ2n − λ)(λ− λ2n−1) it follows that for q real
(−1)n−1 ∗
√
∆(µn)2 − 4 = +
√
∆n(µn)
∗
√
(λ2n − µn)(µn − λ2n−1)
πn
.
As both sides of the last identity are analytic on W it holds for any q ∈ W .
Hence it is to prove that
u±n = 2(τn − µn)± 2i ∗
√
(λ2n − µn)(µn − λ2n−1). (69)
In the case where µn = λ2n−1, one obtains from (62) that the left and right
hand side of (69) are equal to γn. If µn = λ2n, by (63), both sides of (69) equal
−γn. It remains to verify (69) for q ∈W \Zn with µn /∈ {λ2n, λ2n−1}. Without
loss of generality we may assume that |µn − λ2n−1| ≤ |µn − λ2n|. Otherwise,
we exchange the role of λ2n−1 and λ2n and note that this will not change the
value of u±n . Denote by Vn ⊆ Un a (small) open neighbourhood of (λ2n−1, µn]
which does not contain λ2n−1 nor λ2n. There, the root ∗
√
(λ2n − µ)(µ− λ2n−1),
defined on [λ2n−1, µn], continuously extends to Vn ∪ {λ2n−1}. We again denote
it by ∗
√
(λ2n − µ)(µ− λ2n−1). Furthermore, for µ ∈ Vn, introduce
f±n (µ) = γn exp
(
±i
∫ µ
λ2n−1
dλ
∗
√
(λ2n − λ)(λ − λ2n−1)
)
(70)
and
g±n (µ) = 2(τn − µ)± 2i ∗
√
(λ2n − µ)(µ− λ2n−1). (71)
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Then
lim
µ→λ2n−1
f±n (µ) = γn = lim
µ→λ2n−1
g±n (µ),
∂µf
±
n (µ) = ±f±n (µ)
i
∗
√
(λ2n − µ)(µ − λ2n−1)
and
∂µg
±
n (µ) = ±g±n (µ)
i
∗
√
(λ2n − µ)(µ− λ2n−1)
.
Hence f+n and g
+
n satisfy the same 1st order differential equation and have the
same value at µ = λ2n−1. Hence
f+n (µ) = g
+
n (µ) ∀µ ∈ Vn. (72)
In particular f+n (µn) = g
+
n (µn). Similarly one has f
−
n (µn) = g
−
n (µn) and the
identity (69) is proved.
Note that the right hand side of (66) is defined on all ofW . By the analyticity
of yj(1, λ, q) (j = 1, 2) on C ×W , the analyticity of τn, µn, κn on W , and the
analyticity of ∆n(λ, q) on Un ×W , it then follows that the right hand side of
(66) is analytic on W . Formula (67) is obtained from (69).
As an application of Proposition 4.2 and the asymptotics of section 3 and
section 4 we obtain
Corollary 4.1. For q in WN with WN ⊆W ∩HN0,C given as in Corollary 2.1,
u±n = 2〈q, cos 2πnx〉 ± 2i〈q, sin 2πnx〉+
1
nN+1
ℓ2n
locally uniformly on WN . On H
N
0 , the error is uniformly bounded on bounded
subsets of HN0 .
Proof of Corollary 4.1. By Proposition 4.2, for q ∈W ,
u±n = 2(τn − µn)± i
2πn
+
√
∆n(µn)
2 sinhκn.
By Theorem 2.5, for q in W ∩HN0,C,
κn =
1
2πn
(
〈q, sin 2πnx〉+ 1
nN+1
ℓ2n
)
and the Taylor expansion of sinh z at z = 0 then yields
sinhκn =
1
2πn
(
〈q, sin 2πnx〉+ 1
nN+1
ℓ2n
)
.
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According to [14], Corollary 7.1, ∆n(λ) = 1 +
1
nℓ
2
n and hence(
+
√
∆n(λ)
)−1
= 1 +
1
n
ℓ2n
uniformly for λ ∈ Un. Furthermore, by Corollary 2.1, for q ∈WN ,
2(τn − µn) = 2〈q, cos 2πnx〉+ 1
nN+1
ℓ2n.
Altogether we get for q in WN
u±n =2〈q, cos 2πnx〉+
1
nN+1
ℓ2n ± 2i
(
1 +
1
n
ℓ2n
)(
〈q, sin 2πnx〉+ 1
nN+1
ℓ2n
)
=2〈q, cos 2πnx〉 ± 2i〈q, sin 2πnx〉+ 1
nN+1
ℓ2n
as claimed. Going through the arguments of the proof one sees that the estimate
holds locally uniformly on WN and uniformly on bounded subsets of H
N
0 .
It remains to analyze the asymptotics for v±n . We need the following auxiliary
result.
Lemma 4.1. For q in W \ Zn with |µn − λ2n−1| ≤ |µn − λ2n|∣∣∣∣∣
∫ µn
λ2n−1
ζn(λ)− ζn(λ2n−1)
∗
√
(λ2n − λ)(λ − λ2n−1)
dλ
∣∣∣∣∣ ≤ (|µn − τn|+ |γn|) supλ∈[λ2n−1,µn] |ζ˙n(λ)|
(73)
and∣∣∣∣∣
∫ µn
λ2n−1
ζn(λ2n−1)− 1
∗
√
(λ2n − λ)(λ − λ2n−1)
dλ
∣∣∣∣∣ ≤ 3 (|µn − τn|+ |γn|) supλ∈Gn |ζn(λ) − 1||γn|
(74)
If |µn − λ2n−1| ≥ |µn − λ2n|, (73) and (74) hold if the roles of λ2n−1 and λ2n
are interchanged.
Proof of Lemma 4.1. First, assume that q ∈W \ Zn and
|µn − λ2n−1| ≤ |µn − λ2n|. (75)
This implies that µn 6= λ2n. If µn = λ2n−1 then (73) and (74) hold as their
left-hand sides vanish. Now assume that µn 6= λ2n−1. By the mean value
theorem
ζn(λ) = fn(λ)(λ − λ2n−1) + ζn(λ2n−1) (76)
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where for λ in Un
fn(λ) =
∫ 1
0
ζ˙n (λ2n−1 + s(λ− λ2n−1)) ds.
Hence
sup
λ∈[λ2n−1,µn]
|fn(λ)| ≤ sup
λ∈[λ2n−1,µn]
∣∣∣ζ˙n(λ)∣∣∣ . (77)
(Here we assume (without loss of generality) that Un is convex.) It follows from
(76) that, with λ(t) = λ2n−1 + t(µn − λ2n−1),∣∣∣∣∣
∫ µn
λ2n−1
ζn(λ) − ζn(λ2n−1)
∗
√
(λ2n − λ)(λ − λ2n−1)
dλ
∣∣∣∣∣ =
∣∣∣∣∣
∫ 1
0
fn(λ)
√
λ− λ2n−1√
λ2n − λ
(µn − λ2n−1)dt
∣∣∣∣∣ .
In view of (75), |λ(t) − λ2n−1| ≤ |λ(t) − λ2n| for any 0 ≤ t ≤ 1 and thus∣∣∣∣∣
∫ 1
0
fn(λ)
√
λ− λ2n−1√
λ2n − λ
(µn − λ2n−1)dt
∣∣∣∣∣
≤|µn − λ2n−1| sup
λ∈[λ2n−1,µn]
|fn(λ)|.
As |µn − λ2n−1| ≤ |µn − τn| + |γn|/2, the claimed estimate (73) then follows
from (77). Next consider the term
(ζn(λ2n−1)− 1)
∫ µn
λ2n−1
dλ
∗
√
(λ2n − λ)(λ − λ2n−1)
.
To estimate the integral, let λ(t) = λ2n−1 + t(µn − λ2n−1) to get∣∣∣∣∣
∫ µn
λ2n−1
dλ
∗
√
(λ2n − λ)(λ − λ2n−1)
∣∣∣∣∣ =
∣∣∣∣∣
∫ 1
0
√
µn − λ2n−1√
λ2n − λ
dt√
t
∣∣∣∣∣
≤
√
2
2|µn − λ2n−1| 12
|γn| 12
(78)
where we used again that by (75), |λ2n − λ(t)| ≥ |γn/2| for 0 ≤ t ≤ 1. In view
of Lemma 3.2 (ii) and as
2|µn − λ2n−1| 12 |γn| 12 ≤ |µn − λ2n−1|+ |γn| ≤ |µn − τn|+ 3
2
|γn|
the claimed estimate (74) follows. The case when |µn − λ2n−1| ≥ |µn − λ2n| is
treated in a similar way.
Corollary 4.2. For any n ≥ 1, v+n and v−n continuously extend to all of W .
These extensions are again denoted by v±n . For q ∈ Zn with µn 6= τn
v±n = exp
(
±i
∫ µn
τn
ζn(λ)− ζn(τn)
∗
√−(τn − λ)2 dλ
)
(79)
whereas for q ∈ Zn with µn = τn, v±n = 1.
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Proof of Corollary 4.2. Let q ∈ Zn with µn 6= τn. It follows from (26), (47),
and (52) that for q ∈ W \ Zn,∫ λ2n
λ2n−1
ζn(λ)− 1√
(λ2n − λ)(λ− λ2n−1)
dλ = 0 (80)
for any choice of the sign of the root. In particular, (80) holds for the ∗-root
and thus∫ µn
λ2n−1
ζn(λ)− 1
∗
√
(λ2n − λ)(λ − λ2n−1)
dλ =
∫ µn
λ2n
ζn(λ) − 1
∗
√
(λ2n − λ)(λ− λ2n−1)
dλ.
Hence without loss of generality we may assume that |µn−λ2n−1| ≤ |µn−λ2n|
for q, as otherwise we simply interchange the role of λ2n and λ2n−1 in (61).
Moreover, we may assume that the isolating neighbourhood Un of q is also an
isolating neighbourhood of p for any p in some neighbourhood Wq of q. To
compute the limit limp→q, p∈Wq\Zn v
±
n split∫ µn
λ2n−1
ζn(λ)− 1
∗
√
(λ2n − λ)(λ − λ2n−1)
dλ
into two parts by writing
ζn(λ) − 1 = (ζn(λ)− ζn(λ2n−1)) + (ζn(λ2n−1)− 1).
Then
lim
p→q, p∈Wq\Zn
∫ µn
λ2n−1
ζn(λ)− ζn(λ2n−1)
∗
√
(λ2n − λ)(λ − λ2n−1)
dλ =
∫ µn
τn
ζn(λ) − ζn(τn)
∗
√
−(τn − λ)2
dλ
∣∣∣
p=q
and in view of Lemma 3.2 and (78),
lim
p→q, p∈Wq\Zn |µn−λ2n−1|≤|λ2n−µn|
∫ µn
λ2n−1
ζn(λ2n−1)− 1
∗
√
(λ2n − λ)(λ − λ2n−1)
dλ = 0.
By the same reason the integral∫ µn
λ2n
ζn(λ2n)− 1
∗
√
(λ2n − λ)(λ − λ2n−1)
dλ
converges to zero as p→ q for p ∈Wq with |µn−λ2n−1| ≥ |λ2n−µn|. Altogether
we thus have shown that
lim
p→q, p∈Wq\Zn
v±n (p) = exp
(
±i
∫ µn
τn
ζn(λ)− ζn(τn)
∗
√
−(τn − λ)2
dλ
)
as claimed. Now let us consider the case where q ∈ Zn with µn = τn. From (79)
one concludes that
lim
p→q, p∈Wq∩Zn, µn 6=τn
v±n (p) = 1
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and from Lemma 4.1 and Lemma 3.2 one sees that
lim
p→q, p∈Wq\Zn, µn 6=τn
v±n (p) = 1.
It remains to study the asymptotics of v±n , now defined on all of W .
Corollary 4.3. For q in W
v±n = 1 +
1
n
ℓ2n (81)
locally uniformly on W . On L20, (81) holds uniformly on bounded subsets of L
2
0.
Proof of Corollary 4.3. We want to apply Lemma 4.1. First note that in view
of Corollary 4.2, the estimates of Lemma 4.1 hold on all of W , not only on
W \ Zn. Furthermore, by shrinking the isolating neighbourhoods we get from
Lemma 3.2 and Cauchy’s estimate
sup
λ∈Un
|ζ˙n(λ)| = 1
n
ℓ2n.
By Lemma 3.2,
sup
λ∈Gn
|ζn(λ) − 1|
|γn| =
1
n
ℓ2n.
Using that |ex − 1| ≤ |x|e|x|, the claimed estimate then follows indeed from
Lemma 4.1. Going through the arguments of the proof one sees that (81) holds
locally uniformly on W and uniformly on bounded subsets of L20.
Proof of Proposition 4.1. By Corollary 4.2 and Lemma 4.1, u±n and v
±
n are de-
fined and continuous on W for any n ≥ 1. Hence the identities (59) extend to
all of W ,
z+n = u
+
n v
+
n and z
−
n = u
−
n v
−
n . (82)
By Corollary 4.1 and Corollary 4.3, it follows that for q in WN ,
z±n =
(
2〈q, cos 2πnx〉 ± 2i〈q, sin 2πnx〉+ 1
nN+1
ℓ2n
)(
1 +
1
n
ℓ2n
)
=2qˆ∓n +
1
nN+1
ℓ2n.
Going through the arguments of the proof one sees that the estimate holds
locally uniformly onWN and uniformly on bounded subsets of H
N
0 . This proves
Proposition 4.1.
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5 Proof of Theorem 1.4
In this section we prove the asymptotics of the Birkhoff map claimed in Theorem
1.4 and use them to derive further properties of this map.
Proof of Theorem 1.4. For any N ∈ Z≥0, let WN ⊆ W ∩ HN0,C be the neigh-
bourhood of HN0 given by Theorem 2.4. For any q ∈ W , Φ(q) is given by
Φ(q) = (zn(q))n6=0, where for any n ≥ 1,
z−n = xn + iyn = ξn
z+n
2
eiβn , and zn = xn − iyn = ξn z
−
n
2
e−iβn . (83)
By Proposition 3.1 and Lemma 3.1
ξn =
1√
πn
(
1 +
1
n
ℓ2n
)
and eiβn = 1 +O
(
1
n
)
(84)
whereas by Proposition 4.1, for q ∈ WN ,
z+n
2
= qˆ−n +
1
nN+1
ℓ2n. (85)
Hence
z−n =
1√
nπ
(
qˆ−n +
1
nN+1
ℓ2n
)
.
A similar estimate holds for zn. Note that all the asymptotic estimates referred
to hold locally uniformly on WN . As by Theorem 1.3, z±n are analytic on W
for any n ≥ 1 it follows from Theorem A.5 in [12] that Φ− Φ0 :WN → hN+3/2C
is analytic. This proves the first part of Theorem 1.4.
Going through the above arguments and using that by Proposition 3.1,
Lemma 3.1, and Proposition 4.1, the estimates (84) and (85) hold uniformly
on bounded sets of HN0 , it follows that A := (Φ − Φ0) : HN0 → hN+3/2 is
bounded.
Proposition 5.1. Let N ∈ Z≥0. The restriction of Φ−1 to hN+1/2 is of the
form Φ−1 = Φ−10 + B, with B = −Φ−10 ◦ A ◦ Φ−1. B is a map from hN+1/2 to
HN+10 . It is bounded and real analytic.
Proof. First let us verify the formula for B. Clearly, it follows from
IdhN+1/2 = (Φ0 +A) ◦ Φ−1 = IdhN+1/2 +Φ0 ◦B +A ◦ Φ−1
that
B = −Φ−10 ◦A ◦ Φ−1.
As B is given by the composition of real analytic maps,
hN+1/2
Φ−1−→ HN0 A−→ hN+3/2
−Φ−1
0−→ HN+10 ,
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it is itself real analytic. It remains to prove that for any N ∈ Z≥0, B : hN+1/2 →
HN+1 is bounded. First note that for any N ∈ Z≥0, the inverse of the weighted
Fourier transform Φ−10 : h
N+1/2 → HN0 and, by Theorem 1.4, the nonlinear
map A : HN0 → hN+3/2 are bounded for any N ∈ Z≥0. Furthermore, the
boundedness of Φ−1 : hN+1/2 → HN0 follows, in the case N = 0, from the
identity
∑
n≥1 2πnIn =
1
2‖q‖L2, established in [12], Theorem E.1, and, in the
case N ∈ Z≥1, from [17], Theorem 2.4 and Theorem 2.6. More precisely, in [17]
it is shown that for any q ∈ HN with λ0(q) = 0 and N ∈ Z≥1, ‖∂Nx q‖L2 can be
bounded in terms of ‖Jn(q)‖hN+1/2. Note that for any p ∈ HN0 , q = p − λ0(p)
satisfies λ0(q) = 0 and hence, as N ≥ 1, ‖∂Nx q‖L2 = ‖∂Nx p‖L2. Furthermore,
the quantities (J2n(q))n≥1, introduced in [17], formula (1.2), can be shown to
coincide with the action variables (In(p))n≥1, introduced in [12] (cf formula
(7.2)). Combining these results it follows that B = −Φ−10 ◦A ◦Φ−1 : hN+1/2 →
HN+10 is bounded for any N ∈ Z≥0.
Proof of Corollary 1.3. Clearly, as d0Φ : H
N
0 → hN+1/2 is a bounded linear
map, it is also weakly continuous. First, assume that N ≥ 1 and let (qj)j≥1 be
a sequence in HN0 that converges weakly in H
N
0 to q ∈ HN0 . Then by Rellich’s
theorem, qj → q strongly in HN−10 . By the continuity of A := Φ − d0Φ :
HN−10 → hN+1/2 it then follows that A(qj) → A(q) as j → ∞ strongly in
hN+1/2. Altogether we conclude that Φ(qj) converges to Φ(q) weakly in h
N+1/2.
For N = 0, a slightly more complicated argument is needed. Assume that the
sequence (qj)j≥1 in L20 converges weakly in L
2 to q ∈ L20. Then by Rellich’s
theorem, (qj)j≥1 converges strongly to q in H−10 . As by [11], Φ extends to a
continuous (even real analytic) map Φ : H−10 → h−1/2, we see that (Φ(qj))j≥1
converges strongly to Φ(q) in h−1/2. In particular, for any given n ≥ 1, Φn(qj)→
Φn(q) as j →∞. In addition, as (qj)j≥1 is bounded in L20 we see from Theorem
1.4 that (A(qj))j≥1, and therefore the sequence Φ(qj) = d0Φ(qj)+A(qj), j ≥ 1,
is bounded in h1/2. This implies that Φ(qj) converges weakly to Φ(q) in h
1/2.
In a same way one proves the corresponding statement for Φ−1.
By Cauchy’s estimate, Theorem 1.4 yields the following asymptotics of the dif-
ferential of Φ.
Corollary 5.1. For any q ∈ WN with N ≥ 0, the differential of the Birkhoff
map
dqΦ : H
N
0,C → hN+1/2C
satisfies the asymptotic estimate
dqΦ(f) =
(
1√
nπ
fˆn +Rn(f)
)
n6=0
where
(Rn(f))n6=0 ∈ hN+3/2.
As an immediate application of Corollary 5.1 we obtain
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Corollary 5.2. For any q ∈WN with N ≥ 0,
dqΦ : H
N
0,C → hN+1/2C
is a compact perturbation of the (weighted) Fourier transform. In particular, it
satisfies the Fredholm alternative.
Corollary 5.2 is already proved in [12]. The proof argues by approximation and
uses quite complicated computations. It is based on the fact that the set of
finite gap potentials is dense in HN0 . In the set-up presented here, its proof is
straightforward given the asymptotic estimates stated in section 2.
6 Proof of Theorems 1.1, 1.2, and Corollary 1.1
In this section we prove Theorem 1.1, Theorem 1.2, and Corollary 1.1. First we
need to derive some auxilary results. Let N ∈ Z≥0 and c ∈ R be given. For any
q in HNc , write q = p+ c where p ∈ HN0 and
∫ 1
0 q(x)dx = qˆ0 = c. Then
H(p+ c) = H(p) + 3c
∫ 1
0
p2dx+ c3.
Note that 12
∫ 1
0
p2dx is the second Hamiltonian in the KdV hierarchy. By Par-
seval’s identity for KdV (cf [12], Appendix E)
1
2
∫ 1
0
p2dx =
∑
n≥1
2πnIn
and thus the KdV frequencies satisfy
ωn(q) = ωn(p) + 12cnπ ∀n ≥ 1, (86)
and the KdV flow is given by
u(t) ≡ St(q) = Stc(p) + c (87)
where Stc denotes the flow on H
N
0 corresponding to the Hamiltonian
Hc(p) := H(p) + 3c
∫ 1
0
p2dx.
The equations of motion corresponding to Hc read, when expressed in Birkhoff
coordinates (zn)n6=0,
z˙n = iω
c
nzn and z˙−n = −iωcnz−n
where
ωcn ≡ ωcn(p) = ωn(p) + 12cnπ. (88)
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Define ωc−n := −ωcn (n ≥ 1). Then
v(t) ≡ Ωtc(z) =
(
eiω
c
ntzn
)
n6=0
(89)
is the flow of Hc expressed in (complex) Birkhoff coordinates. Here, by a slight
abuse of terminology, ωcn is viewed as a function of z. Note that Φ conjugates
the flow maps Stc and Ω
t
c,
Stc = Φ
−1 ◦ Ωtc ◦ Φ.
With B := Φ−1 − Φ−10 , we get
Stc = Φ
−1
0 ◦ Ωtc ◦ Φ +B ◦ Ωtc ◦ Φ. (90)
We now analyse the map Φ−10 ◦ Ωtc ◦ Φ in more detail. First note that for any
z = (zn)n6=0 ∈ hN+1/2,
Φ−10 (z)(x) =
∑
n6=0
√
|n|πzne2piinx.
Hence for any p ∈ HN0 and t, c ∈ R,
Φ−10 ◦ Ωtc ◦ Φ(p) =
∑
n6=0
eiω
c
nt
√
|n|πzn(p)e2piinx (91)
where (zn(p))n6=0 = Φ(p). For the proof of item (i) of Theorem 1.1 we need to
consider the KdV flow on all of HN . For any t ∈ R, introduce
Et : HN × hN+1/2 → hN+1/2, (q, z) 7→ (eiωn(q)tzn)n6=0.
Denoting by Π the projection Π : HN → HN0 , q 7→ q− qˆ0 it follows that for any
q ∈ HN ,
Et(q,Φ ◦Π(q)) = (eiωn(q)tzn(Π(q)))n6=0 = Ωtqˆ0 ◦ Φ(Π(q)). (92)
Lemma 6.1. For any given N ∈ Z≥0 and t ∈ R, the map Et : HN ×hN+1/2 →
hN+1/2 is continuous.
Proof. For any q, p ∈ HN , z, w ∈ hN+1/2, and for any K > 0 one has
‖Et(q, z)− Et(p, w)‖2N+1/2 =
∑
n6=0
|n|2N+1|eiωn(q)tzn − eiωn(p)twn|2.
As the KdV frequencies are real valued functions on HN
|eiωn(q)tzn − eiωn(p)twn|2 =|zn − ei(ωn(p)−ωn(q))twn|2
≤2|zn − wn|2 + 2|1− ei(ωn(p)−ωn(q))t|2|wn|2
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and hence
‖Et(q, z)− Et(p, w)‖2N+1/2 ≤ 2‖z − w‖2N+1/2 + 8
∑
|n|≥K
|n|2N+1|wn|2
+2
∑
0<|n|<K
|n|2N+1|ei(ωn(p)−ωn(q))t − 1|2|wn|2. (93)
By (86),
ωn(p)− ωn(q) = 12nπ(p̂− q)0 +O(1)
locally uniformly onHN×HN . Moreover, it follows from (86) and [16], Theorem
1.9 that for any n 6= 0, the n’th frequency ωn : HN → R is continuous. This
combined with (93) implies the statement of the lemma.
Proof of Theorem 1.1. Let N ∈ Z≥0. For any q ∈ HN let p = Π(q) = q − qˆ0.
Then by (87) and (90), with c = qˆ0,
St(q) = Stc(p) + c = Φ
−1
0 ◦ Ωtc ◦ Φ(p) +B ◦ Ωtc ◦ Φ(p) + c.
Substituting Φ = Φ0 +A into Φ
−1
0 ◦ Ωtc ◦ Φ(p) then yields
Φ−10 ◦ Ωtc ◦ Φ(p) =
∑
n6=0
eiω
c
ntpˆne
2piinx +Φ−10 ◦ Ωtc ◦A(p)
where by a slight abuse of terminology we denote by Ωtc ◦ A(p) the element
Ωtc ◦ A(p) =
(
eiω
c
n(p)tan(p)
)
n6=0 and A(p) = (an(p))n6=0. Taking into account
that for any n 6= 0, qˆn = pˆn and ωcn(p) = ωn(q) we conclude
Rt(q) =St(q)−
∑
n
eiωntqˆne
2piinx
= B ◦ Ωtc ◦ Φ(p) + Φ−10 ◦ Ωtc ◦A(p). (94)
Statements (ii) and (iii) of Theorem 1.1 then follow from Theorem 1.4, Propo-
sition 5.1, and the boundedness of Φ = Φ0 +A. To prove item (i) note that by
(92) and (94),
Rt(q) = (B ◦ Et)(q,Φ ◦Π(q)) + (Φ−10 ◦ Et)(q, A ◦Π(q)). (95)
It then follows from Lemma 6.1, Theorem 1.4, and Proposition 5.1 that Rt is
continuous.
To prove statement (iv) write for n ∈ Z arbitrary,
uˆn(t) = e
iωnt(qˆn + ρ˜n(t)),
where ω0 := 0 and
ρ˜n(t) := R̂
t
n(q)e
−iωnt.
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By the definition of Rt, Rˆt0(q) = 0 implying that ρ˜0(t) vanishes identically.
Moreover ρ˜n(0) = 0 for any n ∈ Z as R0(q) = 0. Clearly ∂tuˆn(t) = iωnuˆn(t) +
eiωnt∂tρ˜n(t) and when substituted into the KdV equation
−∂tuˆn(t) + 8iπ3n3uˆn(t) + 6iπn
∑
l
uˆl(t)uˆn−l(t) = 0,
one gets
−iωnuˆn(t)− eiωnt∂tρ˜n(t) + 8iπ3n3uˆn(t) + 6iπn
∑
l
uˆl(t)uˆn−l(t) = 0
or
ieiωnt∂tρ˜n(t) =(ωn − 8π3n3)uˆn(t)− 6πn
∑
l
uˆl(t)uˆn−l(t). (96)
Recall from [12], p 229
ωn(q) = 8πn(τn + λ0/2−
∑
m≥1
(σnm − τm)), (97)
where λ0, τn, and σ
n
m have been introduced either in Section 1 or Section 2. For
N ≥ 1, HN →֒ L2 is compact. As L2 → R, q 7→ λ0(q) is continuous, it then
follows that HN → R : q 7→ λ0(q) is compact. By Theorem 2.4
τn =qˆ0 + n
2π2 +
1
n
ℓ2n
whereas by Proposition 2.2 and Theorem 2.3, uniformly in n
σnm − τm =
γ2m
m
ℓ2m =
1
m2N+1
ℓ1m.
Both asymptotic estimates hold uniformly on bounded subsets of HN . Hence
formula (97) leads to the asymptotics
ωn(q) = 8π
3n3 +O(n) (98)
uniformly on bounded subsets of HN and statement (iv) follows.
Remark 6.1. As pointed out in Remark 1.1, the restrictions of Rt and ∂tR
t
to HNc are real analytic. To formulate this result more precisely, for any c ∈ R,
denote by HNc,C the complexification of H
N
c ,
HNc,C :=
{
q ∈ HNC
∣∣ ∫ 1
0
q(x)dx = c
}
= c+HN0,C.
Note that HNc,C is not an open complex neighbourhood of H
N
c in H
N
C
as for q
in HNc,C the value of qˆ0 is kept fixed. Let E be a real Banach space and denote
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by EC its complexification. A map f : H
N
c → E is said to be real analytic if f
extends to an analytic map f : W → EC where W is an open neigbourhood of
HNc in H
N
c,C. In view of the fact mentioned above that Rˆ
t
0 = 0 for any t ∈ R, Rt
maps HN into HN+10 and ∂tR
t maps HN into HN−10 . Theorem 1.1 can then
be amended as follows:
(v) for any N ∈ Z≥0 and c ∈ R, Rt|HNc : H
N
c → HN+10 is real analytic;
(vi) for any N ∈ Z≥1 and c ∈ R, ∂tRt|HNc : H
N
c → HN−10 is real analytic.
To see that Rt|HNc is real analytic, note that it follows from [1], Theorem 1 and
formula (86) that for any q ∈ HNc ,
ωn(q) = 8π
3n3 + 12cnπ +O(1), (99)
locally uniformly in a complex neighbourhood V of HNc in H
N
c,C and that for any
n ≥ 1, ωn is real analytic on V . One then concludes that for any t ∈ R
Et : V × hN+1/2
C
→ hN+1/2
C
, (q, (zn)n6=0) 7→ (eiωn(q)tzn)n6=0
is analytic. Together with the analyticity of Φ as well as Φ−1 and hence of
B = Φ−1 − Φ−10 , it then follows from (95) that Rt|HNc is real analytic. The
analyticity of ∂tR
t
|HNc stated in item (vi) is proved in a similar fashion.
Proof of Corollary 1.1. Let M > 0 and s = N + σ where N := [s] so that
0 ≤ σ < 1 and N ∈ Z≥0. By Theorem 1.1 (iii) there exists C ≡ CN,M > 0 so
that for any q ∈ HN with ‖q‖HN ≤M and for any t ∈ R,
‖Rt(q)‖HN+1 ≤ C . (100)
On the other hand, for any q ∈ Hs with ‖q‖Hs ≤M and for any t ∈ R,∥∥∑
n∈Z
eiω
c
n(q)tqˆne
2piinx
∥∥
Hs
= ‖q‖Hs ≤M .
This together with (4) and (100) implies that for any t ∈ R,
‖St(q)‖Hs ≤
∥∥∑
n∈Z
eiω
c
n(q)tqˆne
2piinx
∥∥
Hs
+ ‖Rt(q)‖Hs ≤M + C ,
where we used that ‖q‖HN ≤ ‖q‖Hs and ‖Rt(q)‖Hs ≤ ‖Rt(q)‖HN+1 .
Next we prove Corollary 1.2.
Proof of Corollary 1.2. Assume that the sequence (qj)j≥1 in Hs weakly con-
verges in Hs to q ∈ Hs. Let qj = pj + cj where cj :=
∫ 1
0 qj(x) dx and, cor-
respondingly, q = p + c. Then (pj)j≥1 converges weakly in Hs0 to p ∈ Hs0
and cj → c as j → ∞. Further, let z(j) := Φ(pj) and z := Φ(p). Then
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(z(j))j≥1 ⊆ hs+1/2 and by Corollary 1.3, (z(j))j≥1 converges weakly to z in
hs+1/2. In particular, there exists C > 0 such that
‖z(j)‖hs+1/2 ≤ C ∀j ≥ 1 (101)
and for any n 6= 0,
z(j)n → zn as j →∞. (102)
Recall that for any given t ∈ R, St(qj) = Φ−1(Ωtcj (z(j))) + cj where
Ωtcj (z
(j)) =
(
eiωn(pj)t+12piincjt z(j)n
)
n6=0 . (103)
It follows from Theorem 1.9 in [16] that for any n 6= 0, the KdV frequency ωn,
when viewed as a function of the potential, is continuous on the Sobolev space
H−10 . As by Rellich’s theorem, pj → p strongly in H−10 it the follows that for
any n 6= 0,
lim
j→∞
ωn(pj) = ωn(p) .
This together with (102) and (103) imply that for any n 6= 0 the n-th coordinate
of Ωtcj (z
(j)) in hs+1/2 converges to the n-th coordinate of Ωtc(z), i.e.
eiωn(pj)t+12piincjt z(j)n → eiωn(p)t+12piinct zn,
as j → ∞. As for any n 6= 0 and j ≥ 1, the frequency ωn(pj) is real-valued we
see from (101) and (103) that
‖Ωtcj(z(j))‖hs+1/2 = ‖z(j)‖hs+1/2 ≤ C
uniformly in j ≥ 1. This then implies that Ωtcj(z(j)) converges to Ωtc(z) weakly
in hs+1/2. Finally, Corollary 1.3 implies that St(qj) = Φ
−1(Ωtcj (z
(j))) + cj
converges weakly in Hs to St(q) = Φ−1(Ωtc(z))+ c. This completes the proof of
Corollary 1.2.
We now turn to the proof of Theorem 1.2.
Proof of Theorem 1.2. Let ε,M > 0 be given and let q ∈ Hs with s ∈ R≥0
satisfy ‖q‖Hs ≤ M . KdV is globally well-posed on Hs – see e.g. [2]. Apply
(Id− PL) to St(q) =
∑
n∈Z e
iωntqˆne
2piinx +Rt(q),
(Id− PL)St(q) =
∑
|n|>L
eiωntqˆne
2piinx + (Id− PL)Rt(q).
Note that ∥∥ ∑
|n|>L
eiωntqˆne
2piinx
∥∥
Hs
= ‖(Id− PL)q‖Hs . (104)
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By Theorem 1.4 (iii), BM := {Rt(p)| t ∈ R, p ∈ Hs, ‖p‖Hs ≤M} is bounded in
HN+1 where N := [s] and thus by the Sobolev embedding theorem relatively
compact in Hs. Hence there exists L∗ ∈ N such that for any L ≥ L∗
‖(Id− PL)r‖Hs < ε ∀r ∈ BM .
Thus
‖(Id− PL)St(q)‖Hs ≤‖(Id− PL)q‖Hs + ‖(Id− PL)Rt(q)‖Hs
≤‖(Id− PL)q‖Hs + ε
and
‖(Id− PL)St(q)‖Hs ≥ ‖(Id− PL)q‖Hs − ε.
There are other ways of approximating the KdV flow than the one considered
in Theorem 1.2. As an alternative to the projection of the solution of KdV
onto the space of trigonometric polynomials of order L one could involve the
orthogonal projection QL : h
1/2 → h1/2 onto the 2L dimensional R-vector space
{(zk)k 6=0| zk = 0 ∀|k| > L}
and study
Φ−1 ◦QL ◦ Φ ◦ Stc(p) = Φ−1 ◦QL ◦Ωtc ◦ Φ(p).
Results similar to the ones of Theorem 1.2 can be obtained for such a type of
approximation.
7 Appendix A
In this appendix we use Proposition 4.2 to derive the formula for the differential
of the Birkhoff map at q = 0 by a short calculation – see [12] for an alternative,
but lengthier derivation. Recall from (82) and (83) that
z−n = xn + iyn = ξneiβn
u+n
2
v+n .
By Proposition 4.2
u+n
2
= (τn − µn) + i 2πn
+
√
∆n(µn)
sinhκn.
For q = 0, τn − µn = 0, κn = 0, v+n = 1 (Corollary 4.2), ξn = 1√npi ([12],
Theorem 7.3), βn = 0 ([12], Lemma 8.4), and µn, λ2n, λ2n−1 all coincide and
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are equal to π2n2. Therefore, for λ near n2π2, λ 6= n2π2,
∆n|q=0 = 4λ
n2π2
∏
m≥1
m2π2 − λ
m2π2
2( n2π2
n2π2 − λ
)2
=
4λ
n2π2
(
sin
√
λ√
λ
)2
(n2π2)2
(nπ +
√
λ)2(nπ −
√
λ)2
=
4n2π2
(nπ +
√
λ)2
(
sin
√
λ√
λ− nπ
)2
.
As a consequence
lim
λ→n2pi2
∆n(λ)|q=0 = 1.
Hence
∂q(z−n)|q=0 = 1√
nπ
∂q(u
+
n /2)|q=0
=
1√
nπ
(∂q(τn − µn) + i2πn coshκn · ∂qκn) |q=0. (105)
Note that at q = 0, κn = 0 and hence coshκn = 1. Furthermore
∂qκn =
1
y′2(1, µn)
(∂qy
′
2(1, µn) + y˙
′
2(1, µn) · ∂qµn)
At q = 0,
y′2(1, µn) = cosnπ = (−1)n
and
y˙′2(1, µn) = ∂λ∂x
sin
√
λx√
λ
∣∣∣
λ=n2pi2,x=1
= 0.
Moreover (see e.g. [12], p 195)
∂qy
′
2(1, µn) = y
′
2(1, n
2π2) cosnπx
sinnπx
nπ
=
(−1)n
2nπ
sin 2nπx
and thus
2πn coshκn · ∂qκn|q=0 = sin 2nπx. (106)
Next let us compute ∂q(τn − µn) at q = 0. Using Riesz projectors one has, for
any q near 0,
µn = Tr
(
1
2πi
∫
Γn
λ(λ − LD(q))−1dλ
)
and
2τn = Tr
(
1
2πi
∫
Γn
λ(λ− Lp(q))−1dλ
)
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where Γn is a counterclockwise oriented contour around n
2π2 and LD(q) [Lp(q)]
is the operator L(q) = −d2x + q considered on the space H20 [0, 1] [H2(R/2Z,R)].
Then
〈∂qµn, h〉 = Tr
(
1
2πi
∫
Γn
λ(λ − LD(q))−1h(λ− LD(q))−1dλ
)
.
At q = 0,
√
2 sinnπx is the L2–normalized eigenfunction corresponding to µn =
n2π2. Hence
〈∂qµn, h〉 =〈
√
2 sinnπx,
1
2πi
∫
Γn
λ
(λ− n2π2)2h
√
2 sinnπxdλ〉
=
∫ 1
0
h(x) sin2 nπxdx.
Similarly at q = 0,
√
2 cosnπx and
√
2 sinnπx are an orthonormal basis of the
eigenspace of Lper(q) corresponding to the periodic eigenvalue λ2n = λ2n−1 =
n2π2. Hence
〈2τn, h〉 =〈
√
2 sinnπx,
1
2πi
∫
Γn
λ
(λ− n2π2)2h
√
2 sinnπxdλ〉
+〈
√
2 cosnπx,
1
2πi
∫
Γn
λ
(λ− n2π2)2h
√
2 sinnπxdλ〉
=
∫ 1
0
h(x)2(sin2 nπx+ cos2 nπx)dx.
As 2 sin2 nπx = 1− cos 2nπx it then follows that
∂q(τn − µn) = cos 2nπx. (107)
Combining (105)-(107) then yields
∂qz−n|q=0 = 1√
nπ
ei2pinx.
Similar computations lead to
∂qzn|q=0 = 1√
nπ
e−i2pinx.
8 Appendix B
In [3], Erdogan and Tzirakis proved the following result on the approximation of
solutions of KdV on the torus by corresponding solutions of the Airy equation
vt = Lcv where Lc = −∂3x + 6c∂x.
Theorem 8.1 ([3]). Fix s > − 12 and s1 < min(s + 1, 3s + 1). Consider the
real valued solutions of KdV on R×T with initial data u(0) = q ∈ Hs. Assume
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that there exist C = C(‖q‖Hs) > 0 and α(s) ≥ 0 so that for any t ∈ R,
‖u(t)‖Hs ≤ C(1 + |t|)α(s). Then
u(t)− etLcq ∈ C0(R, Hs1) with c =
∫ 1
0
q(x)dx
and there exists C′ = C′(s, s1, ‖q‖Hs) > 0 so that
‖u(t)− etLcq‖Hs1 ≤ C′(1 + |t|)1+α(s) ∀t ∈ R.
Remark 8.1. By Corollary 1.1, for any s ∈ R≥0, the assumption of Theorem
8.1 on ‖u(t)‖Hs always holds with α(s) = 0.
It turns out that in the case where s = N ∈ Z≥1, the above theorem can be
derived from Theorem 1.1. In fact we prove a stronger version with s1 = s+ 1
and α(s) = 0.
Theorem 8.2. For any initial data q ∈ HN with N ∈ Z≥1
‖u(t)− etLcq‖HN+1 ≤ C(1 + |t|) ∀t ∈ R
where c = [q] and the constant C > 0 can be chosen uniformly for bounded
subsets of q in HN .
Remark 8.2. Note that for |t| large, the approximation of u(t) by the corre-
sponding solution etLcq of the Airy equation is not satisfactory. If the linear
approximation is replaced by the nonlinear one of Theorem 1.1, involving the
KdV frequencies, the HN+1-norm of the difference of the solution and its ap-
proximation remains bounded for all time.
To prove Theorem 8.2 we need first to establish asymptotics for the KdV
frequencies. Recall that the KdV frequencies of a potential p ∈ L20 are given by
the formulas (97),
ωn(q) = 8πn
τn + λ0/2− ∑
m≥1
(σnm − τm)

where (σnm)m 6=n are the zeros of the entire function ψn(λ) =
2
npi
∏
k 6=n
σnk−λ
pi2k
. By
Proposition 2.2, σnm−τm = 1mγ2mℓ2m and by Theorem 2.4 (i), τn = n2π2+O( 1n2 )
where both estimates hold uniformly on bounded subsets of H10 . Hence we have
ωn = (2πn)
3 + 8πn
λ0
2
−
∑
m≤n/2
(σnm − τm)
+O( 1
n
)
(108)
uniformly on bounded subsets of H10 . We claim that
λ0
2
−
∑
m≤n/2
(σnm − τm) = O
(
1
n2
)
(109)
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uniformly on bounded subsets of H10 . To this aim recall that the normalization
factor 2npi in ψn(λ) is chosen is such a way that
1 =
1
2π
∫
Γn
ψn(λ)
c
√
∆2(λ)− 4dλ.
As
∆2(λ)− 4 = −4(λ− λ0)
∏
k≥1
(λ2k − λ)(λ2k−1 − λ)
π4k
one has in the case λ2n = λ2n−1 by Cauchy’s formula
1 =
1
2πi
∫
Γn
fn(λ− τn)
λ− τn dλ = fn(0) (110)
where, with µ := λ− τn,
fn(µ) =
nπ√
λ− λ0
(−1)n−1
∏
k 6=n
σnk − λ√
(λ2k − λ)(λ2k−1 − λ)
where here and in the sequel,
√· = +√·. In the case λ2n−1 < λ2n, it turns out
that the identity (110) holds up to an error term.
Lemma 8.1. fn(0) = 1 +O(
1
n4 ) uniformly on bounded subsets of potentials in
H10 .
Proof of Lemma 8.1. Note that for n ≥ n0, fn is analytic on the isolating neigh-
bourhood Un = {|λ−n2π2| < rπ2} where n0 and r > 0 can be chosen uniformly
on bounded subsets of potentials in L20. Note that if λ2n−1 < λ2n, then
1 =
1
π
∫ γn/2
−γn/2
fn(µ)
dµ√
γ2n/4− µ2
=
1
π
∫ γn/2
0
(fn(µ) + fn(−µ)) dµ√
γ2n/4− µ2
.
Now expand fn near µ = 0 to get
fn(µ) = fn(0) + f
′
n(0)µ+
1
2
f ′′n (θ+)µ
2
and
fn(−µ) = fn(0)− f ′n(0)µ+
1
2
f ′′n (θ−)µ
2
where 0 < θ+ ≡ θ+(µ) < γn/2 and −γn/2 < θ− ≡ θ−(µ) < 0. Hence
fn(µ) + fn(−µ) = 2fn(0) + 1
2
(f ′′n (θ+) + f
′′
n (θ−))µ
2
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and therefore
1 = fn(0)
2
π
∫ γn/2
0
dµ√
γ2n/4− µ2
+
1
2π
∫ γn/2
0
(f ′′n (θ+) + f
′′
n (θ−))
µ2dµ√
γ2n/4− µ2
.
As
∫ γn/2
0
dµ√
γ2n/4−µ2
= pi2 it then follows that
|fn(0)− 1| ≤ max|µ|≤γn/2 |f
′′
n (µ)| · (
γn
2
)2. (111)
Using that fn(λ− τn) is analytic on Un for any n ≥ n0 one can bound f ′′n (µ) =
∂2µ(fn(µ) − 1) by Cauchy’s estimate
max
|µ|≤γn/2
|f ′′n (µ)| ≤ C sup
λ∈Un
|fn(λ− τn)− 1|. (112)
Let us now estimate supλ∈Un |fn(λ − τn)− 1|. For λ ∈ Un with n ≥ n0,√
λ− λ0 = nπ
√
1− λ0 + n
2π2 − λ
n2π2
= nπ
(
1 +O(
1
n2
)
)
and thus
nπ√
λ− λ0
= 1 +O
(
1
n2
)
(113)
uniformly for λ ∈ Un. Let αnk = σnk − τk, and write for n ≥ n0
(−1)n−1
∏
k 6=n
σnk − λ√
(τk − λ)2 − γ2k/4
=
∏
k 6=n
(1 +
αnk
τk−λ)√
1−
(
γk/2
τk−λ
)2
= exp
∑
k 6=n
(
log
(
1 +
αnk
τk − λ
)
− 1
2
log
(
1−
(
γk/2
τk − λ
)2)) . (114)
Here we have chosen n0 larger, if necessary, to ensure that | γkτk−λ |, |
αnk
τk−λ | ≤ 12
for any k 6= n and n ≥ n0. Furthermore note that
sup
λ∈Un
∣∣∣∣ γkτk − λ
∣∣∣∣2 = O( γ2k(k2 − n2)2
)
, sup
λ∈Un
∣∣∣∣ αnkτk − λ
∣∣∣∣2 = O(∣∣∣∣ αnkk2 − n2
∣∣∣∣) .
As |τk − λ| ≥ C|k2 − n2| ≥ C|k − n||k + n| it then follows that uniformly for
λ ∈ Un ∑
k≥1
∣∣∣∣∣log
(
1−
(
γk/2
τk − λ
)2)∣∣∣∣∣ ≤C 1n2 ∑
k≥1
γ2k
∑
k≤n/2
∣∣∣∣log(1 + αnkτk − λ
)∣∣∣∣ ≤C 1n2 ∑
k≥1
γ2k
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and ∑
k>n/2
∣∣∣∣log(1 + αnkτk − λ
)∣∣∣∣ ≤ C 1n ∑
k>n/2
γ2k
k
≤ C 2
n2
∑
k≥1
γ2k.
Substituting these estimates into (114) one gets
(−1)n−1
∏
k 6=n
σnk − λ√
(τk − λ)2 − γ2k/4
= 1 +O
(
1
n2
)
uniformly for λ ∈ Un which together with (113) leads to supλ∈Un |fn(λ− τn)−
1| ≤ C 1n2 . Hence (111) yields the estimate
|fn(0)− 1| ≤ C 1
n2
· 1
n2
|nγn|2.
Going through the arguments of the proof one sees that fn(0) = 1 + O(
1
n4 )
uniformly on bounded subsets of H10 .
We are now in a position to prove the claimed estimate (109).
Lemma 8.2. Uniformly on bounded subsets of H10 ,
λ0
2
−
∑
k≤n/2
(σnk − τk)) = O
(
1
n2
)
.
Proof of Lemma 8.2. The starting point is the product representation of fn(0),
fn(0) =
nπ√
τn − λ0
(−1)n−1
∏
k 6=n
σnk − τn√
(τk − τn)2 − γ2k/4
.
In contrast to the proof of Lemma 8.1 we need to expand fn(0) to higher order.
To begin we consider
√
τn − λ0 = √τn
(
1− λ0
τn
)1/2
=
√
τn
(
1− 1
2
λ0
τn
+O
(
1
n4
))
.
As
√
τn = nπ +O(
1
n3 ) it then follows that√
τn − λ0 = nπ − 1
2
λ0
nπ
+O
(
1
n3
)
and hence
nπ√
τn − λ0
=
1
1− λ02n2pi2 +O( 1n4 )
= 1 +
λ0
2n2π2
+O
(
1
n4
)
. (115)
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Next note that with αnk = σ
n
k − τk,
(−1)n−1
∏
k 6=n
σnk − τn√
(τk − τn)2 − γ2k/4
=
∏
k 6=n
(1 +
αnk
τk−τn )√
1−
(
γk/2
τk−τn
)2
= exp
∑
k 6=n
(
log
(
1 +
αnk
τk − τn
)
− 1
2
log
(
1−
(
γk/2
τk − τn
)2))
where for the latter identity we again assumed that n ≥ n0 and n0 is chosen so
large that | γkτk−τn |, |
αnk
τk−τn | ≤ 12 for any k 6= n and n ≥ n0. Furthermore note
that |τk − τn| ≥ C′|k − n|(k + n) ≥ Cn and thus∑
k≤n/2
(
γk/2
τk − τn
)2
=O
(
1
n4
)
∑
k≥n/2
(
γk/2
τk − τn
)2
=O
 1
n4
∑
k≥1
(kγk)
2

∑
k≤n/2
αnk
τk − τn =−
1
n2π2
∑
k≤n/2
αnk +
∑
k≤n/2
αnk
(
1
τk − τn +
1
n2π2
)
=− 1
n2π2
∑
k≤n/2
αnk +O
 1
n4
∑
k≥1
(kγk)
2
 ,
where for the latter identity we used that
αnk ·
(
1
τk − τn +
1
n2π2
)
= αnk ·
τk + n
2π2 − τn
(τk − τn)n2π2 = O
(
1
k
(kγk)
2 1
n4
)
.
We thus obtain the asymptotics
(−1)n−1
∏
k 6=n
σnk − τn√
(τk − τn)2 − γ2k/4
= 1− 1
n2π2
∑
k≤n/2
αnk +O
(
1
n4
)
. (116)
Combining (115) and (116) one then gets
fn(0) =
(
1 +
1
2
λ0
n2π2
+O(
1
n4
)
)1− 1
n2π2
∑
k≤n/2
αnk +O(
1
n4
)

=1 +
1
n2π2
λ0
2
−
∑
k≤n/2
αnk
+O( 1
n4
)
.
As by Lemma 8.1, fn(0) = 1 + O(
1
n4 ) the claimed estimate
λ0
2 −
∑
k≤n/2 α
n
k =
O( 1n2 ) follows. Going through the arguments of the proof one sees that the
latter asymptotics hold uniformly on bounded subsets of H10 .
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Proposition 8.1. For any q ∈ H10 ,
ωn − (2nπ)3 = O
(
1
n
)
uniformly on bounded subsets of q in H10 .
Proof of Proposition 8.1. In view of formula (108), the claimed statement fol-
lows from Lemma 8.2.
Proof of Theorem 8.2. Denote by scn the frequencies of the Airy equation vt =
Lcv where Lcv = −∂3xv + 6c∂xv on the torus T,
scn = (2πn)
3 + 12cnπ ∀n ∈ Z.
The solution of vt = Lcv with v(0) = q then is given by
v(t) =
∑
k∈Z
eis
c
ntqˆne
2piinx.
On the other hand, using the notation of Theorem 1.1 and its proof, the solution
u(t) = St(q) of the KdV equation with initial data u(0) = q is given by
u(t) =
∑
k∈Z
eiω
c
ntqˆne
2piinx +Rt(q)
where ωc0 = 0 and for any n ≥ 1
ωcn = ωn + 12cnπ and ω
c
−n = −ωcn
with c = [q] and ωn = ωn(q − c), ω−n = −ωn. As ωc0 = sc0 = 0 it then follows
that
u(t)− v(t) =
∑
n6=0
(
eiω
c
nt − eiscnt
)
qˆne
i2pinx +Rt(q)
and thus for any t ∈ R,
‖u(t)− v(t)‖HN+1 ≤
∑
n6=0
n2N+2|eiωcnt − eiscnt|2|qˆn|2
1/2 + ‖Rt(q)‖HN+1 .
By Theorem 1.1, Rt(q) has the property that supt∈R ‖Rt(q)‖HN+1 is uniformly
bounded on bounded subsets of potentials in HN . Furthermore, using that
|eiωcnt − eiscnt| =|ei(ωcn−scn)t − 1|
=
∣∣∣∣i(ωcn − scn)∫ t
0
ei(ω
c
n−scn)τdτ
∣∣∣∣
≤|ωcn − scn||t|
and ωcn − scn = ωn − (2πn)3 one concludes that∑
n6=0
n2N+2|eiωcnt − eiscnt|2|qˆn|2
1/2 ≤ |t|
∑
n6=0
n2N+2|ωn − (2πn)3|2|qˆn|2
1/2
Hence the claimed estimate follows from Proposition 8.1.
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