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ABSTRACT
NONPARAMETRIC CONTEXTUAL REASONING FOR
QUESTION ANSWERING OVER
LARGE KNOWLEDGE BASES
MAY 2022

RAJARSHI DAS
B.Tech., NATIONAL INSTITUTE OF TECHNOLOGY CALICUT
M.S., CARNEGIE MELLON UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Andrew McCallum

Question answering (QA) over knowledge bases provides a user-friendly way of
accessing the massive amount of information stored in them. We have experienced
tremendous progress in the performance of QA systems, thanks to the recent
advancements in representation learning by deep neural models. However, such
deep models function as black boxes with an opaque reasoning process, are brittle,
and offer very limited control (e.g. for debugging an erroneous model prediction).
It is also unclear how to reliably add or update knowledge stored in their model
parameters.
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This thesis proposes nonparametric models for question answering that disentangle logic from knowledge. For a given query, the proposed models are capable
of deriving interpretable reasoning patterns “on-the-fly” from other contextually
similar queries in the training set. We show that our models can seamlessly handle
new knowledge (new entities and relations) as they are continuously added to the
knowledge base. Our model is effective for complex and compositional natural
language queries requiring subgraph reasoning patterns and works even when
annotations of the reasoning patterns (logical forms) are not available, achieving
new state-of-the-art results on multiple benchmarks. Leveraging our nonparametric approach, we also demonstrate that it is possible to correct wrong predictions
of deep QA models without any need for re-training, thus paving a way toward
building more controllable and debuggable QA systems. Finally, compared to deep
parametric models, this thesis demonstrates that nonparametric models of reasoning (i) can generalize better to questions needing complex reasoning especially
when the number of questions seen during training is limited (ii) can reason more
effectively as new data is added, (iii) offer more interpretability for its prediction
and (iv) are more controllable and debuggable.
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CHAPTER 1
INTRODUCTION

Automated reasoning, the ability of computing systems to make new inferences
from observed evidence, has been a long-standing goal of artificial intelligence.
We are interested in automated reasoning on large knowledge bases (KBs) with
rich and diverse semantic types (157; 7; 14). KBs, both automatically and manually
constructed, are often incomplete. However, many valid unobserved facts can be
inferred from observed KB facts by reasoning over them. Much of the information
stored in KBs are symbolic facts of the form (e1 , r, e2 ), where e1 , e2 denote entities
and r denotes a semantic relation. KBs can thus be naturally described as a graph
where the entities are nodes and the relations are labelled edges.
An effective and user-friendly way of accessing the information stored in a KB is by
issuing queries to it. Such queries can be structured (e.g. queries for booking flights)
or unstructured (e.g. natural language queries). A challenge for question answering
(QA) systems over KBs is to handle queries whose answers are not directly stored
(as a simple fact) in the KB and instead the QA model needs to reason in order to
derive the answer from other observed facts. This thesis focuses on building QA
systems over structured KBs that can perform such reasoning.
We have experienced tremendous progress in the performance of QA and KB
completion systems, thanks to the recent advancements in representation learning
by deep neural models. However, such deep models also come with a lot of practical
deficiencies. For example,
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• Current QA and KB completion models are often black-box scoring functions
that learn vector representation of a fixed vocabulary of entities and relations
(9; 155; 162; 55). The parameters of the model store both the logic and knowledge making the underlying reasoning process that the models use, opaque
and unclear.
• There are essentially unbounded types of questions that can be asked to a QA
system and hence the type of reasoning patterns that a model has to learn and
store in its parameters are massive. Moreover during training, a model might
encounter only a few training examples for each question type. We show that
parametric models for KBQA struggle in such settings (29).
• We live in an evolving world with a lot of heterogeneity alongside which new
entities and relations are being continuously created. For example, scientific
papers and Wikipedia pages describing facts about new entities are being
constantly added. These new findings further trigger the inference of newer
facts, each with its own diverse reasoning. Because of the fixed pre-defined
vocabulary, current models of KB completion cannot handle newly added
entities and relations and cannot reason with new data.
• As we observe new evidence (data), the reasoning process of humans become
more nuanced., i.e. new reasoning rules appear and existing reasoning rules
evolve with the addition of new data. It is unclear how to robustly update the
parameters of deep neural models to encode the updated (and new reasoning
rules). As we show later in the thesis, models when trained on newly arriving
data tend to suffer from catastrophic forgetting, where the model has forgotten
what it had learned before (28; 31)
• Finally, when models output a wrong prediction for a given question, they
offer us very limited insights and control for debugging the wrong prediction
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(31). We show that nonparametric models allows us new opportunities to fix
erroneous model predictions by letting us "inject" cases to the KNN memory,
making the models more interpretable and controllable.

1.1

Desiderata

We hope to design accurate models for question answering over large KBs with the
following desirable properties:
• Generalize to newly arriving data: We need models that can seamlessly
reason with the dynamic world. This means that the models should be able to
handle new entities and relationships as well as new (latent) reasoning rules
that emerge as new data is added.
• Accurately answer diverse natural language queries that need complex reasoning patterns: Natural language interface to KBs provide an user-friendly
access to the information stored in them. Natural language queries also allow
us to ask more complex questions that are difficult to be expressed in a single
KB relation. Moreover, seemingly simple questions can require complex reasoning involving multiple facts in the KB (e.g. How many Nobel prizes did
the members of the Curie family win?). The reasoning patterns required to
answer many such questions take the shape of subgraphs and are often more
complex than simple reasoning chains. We need models that can perform
the required reasoning over complex (latent) subgraph pattens to accurately
answer such questions.
• Interpretable Reasoning Process with Controllability and Debuggability:
Current QA and KB completion models function as blackboxes offering limited insights into their reasoning process. Moreover, when they output a
wrong prediction for a query, there is nothing much we can do other than
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re-training the model on the failed inputs.We need models that not only offer
more transparency in how they arrive at an answer to a query but also are
controllable and debuggable, giving better insights into how to fix erroneous
model predictions.

1.2

Summary of Completed Work

This thesis proposes to build models that disentangle logic from data stored in the
model parameters. Instead of memorizing the data and storing it in the parameters,
the proposed model learns how to navigate the knowledge graph to answer a given
query. Our proposed solution M INERVA (26), treats the knowledge graph (KG) as
an environment in a reinforcement learning (RL) framework. Starting from the
node corresponding to the query entity, M INERVA traverses the KG by selecting
an outgoing edge from the set of all edges (action space). This is repeated till the
agent decides to stop at a node that it thinks as the answer. During training, the
environment gives a positive reward if the terminal node is the answer to the given
query. It should be emphasized that M INERVA, instead of memorizing the KG,
learns to navigate it for a given query. This allows M INERVA to generalize to new
parts of the graph containing unseen entities. Additionally, the sequence of relational
edges traversed also offers interpretability to the reasoning process adopted by the
model. However, the logic to navigate the KG, i.e. which relational edge to choose
next, is entirely encoded in the parameters of the model. This implies that M INERVA
will not be able to adapt to new relations added to the KG as there will be no trained
parameters for them. Also, as new information is added, existing rules evolve and
new reasoning rules emerge. M INERVA will not be able to use the new (or evolved)
rules for reasoning (without re-training) as new data is added.
To be able to reason with the dynamic world, we propose models that are capable
of doing nonparametric and contextual reasoning (27). Given a query about a new
4

entity, our model finds other contextually similar entities in the KG for which we
observe the query relation. Next, we gather multiple reasoning paths that connect
the retrieved entities to the entities they are connected to using the query relation.
Lastly, these reasoning paths are then traversed in the subgraph around the query
entity to derive the answer. This nonparametric approach allows us to seamlessly
reason with newly arriving data. Reasoning patterns required for answering a
query about a newly added entity can be derived from existing entities in the KB.
Similarly, any newly added data can be incorporated to refine the prediction of a
query about an existing entity. The algorithm proposed in (27) treated all the paths
gathered from the contextual entities equally. However, not all paths are equally
important for reasoning. In fact, there often exists “spurious” paths which connect
the question entities to the answer entity, but are not valid chains of reasoning.
To deal with this scenario, we propose a probabilistic approach that weighs each
reasoning path with its prior and precision scores (28). We demonstrate that our
simple CBR-based approach not only achieves state-of-the-art performance on
various KB completion benchmarks (168; 187), but also outperforms SOTA models
by a wide margin on a challenging open-world KB completion setup, where new
entities and facts are being continuously added.
The work described in this thesis till now, accepts structured queries (e1 , r, ?) as
input. As previously mentioned, natural language interfaces to KBs provides a userfriendly access to the information stored in the KB. Natural language (NL) queries
also allow us to ask questions which are hard to be expressed with a single KB
relation. To handle complex NL queries, we introduce a nonparametric approach
for semantic parsing that retrieves other similar NL queries and their logical forms
from the training set. Then a neural encoder-decoder model conditions on the
retrieved cases to derive the logical form for the given query (31). We show that
our proposed approach is highly effective for complex compositional questions
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that require novel combination of KB relations not seen during training, thereby
achieving state-of-the-art results in multiple KBQA datasets (192; 164; 77).
The approaches described above are reminiscent of a nonparametric framework
proposed decades ago in classical AI — case-based reasoning (147; 84). A sketch of
a CBR system (1) comprises of — (i) a retrieval module, in which ‘cases’ that are
similar to the given problem are retrieved, (ii) a reuse module, where the solutions
of the retrieved cases are re-used to synthesize a new solution. Often, the new
solution does not work and needs more revision, which is handled by (iii) a revise
module. Recently, there has been a lot of work in QA that retrieve relevant evidence
from a nonparametric memory (59; 94; 75). Another line of work (96) pre-generates
a large set of questions from documents. Answering a question boils down to
finding the most similar question paraphrase in the generated list (using KNN
search) and returning the corresponding answer.
Our CBR approach, in contrast, retrieves a contextually similar query (or an entity)
from the training data (or KG) w.r.t the given query. The retrieved query need not
be a paraphrase but should have relational similarity (e.g. for the query “Which
countries border United States?”, a nearest neighbor question could be “Which
countries border India?”) Next, it finds patterns (KG paths or subgraphs) that
explains the reasoning behind the solution to the retrieved queries. Finally, the
retrieved reasoning patterns are used to derive a reasoning pattern that works for
the given query. In comparison to the method proposed by (96),we believe our
approach (31) is a more robust way of doing nonparametric reasoning as there is no
guarantee all questions can be pre-generated from a document.
The previous work of (31), however, needed annotations of logical forms during
training which is very expensive to annotate at scale. Moreover, the annotations
for one schema do not generalize to a different schema. We hypothesize in a
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large KB, reasoning patterns required to answer a query type reoccur for various
entities in their respective subgraph neigborhoods (29). Leveraging this structural
similarity between local neighborhoods of different subgraphs, we introduce a
semiparametric model with (i) a nonparametric component that for each query,
dynamically retrieves other similar k-nearest neighbor (KNN) training queries
along with query-specific subgraphs and (ii) a parametric component that is trained
to identify the (latent) reasoning patterns from the subgraphs of KNN queries
and then apply it to the subgraph of the target query. We also propose a novel
algorithm to select a query-specific compact subgraph from within the massive
knowledge graph (KG), allowing us to scale to full Freebase KG containing billions
of edges.
Lastly, this thesis explores another useful property of nonparametric models. When
a QA model outputs an incorrect prediction for a query, nonparametric models
give us the opportunity to ‘fix’ the wrong prediction by injecting relevant cases to
the KNN index. The other alternative is to train the model on failed inputs, but
we find that models often exhibit catastrophic forgetting unless carefully fine-tuned
on the failed examples. Instead, we show that on addition of few simple cases
(query, logical form pair) to the KNN index, our model is able to retrieve the newly
added cases and use it to derive the correct logical form, essentially fixing a wrong
prediction. We take advantage of this property to demonstrate that a QA model can
be made to answer queries that need relation, the model has never been trained on,
paving a way towards practical production-ready models.

1.3

Reasoning in the Context of this Thesis

Inductive reasoning is a form of logical reasoning that uses observations to synthesize general principles, that are in turn used to make predictions about the
unobserved (72). Most machine learning (ML) methods arguably fall under this
7

category of reasoning where learned parameters encode these general principles
and prediction to unobserved data involves a weighted combination of model parameters with input features. ML methods (especially deep neural networks) have
enjoyed significant improvements in generalization accuracy, however, it has become increasingly difficult to understand the underlying generalization principles
captured in the model parameters.
Deductive reasoning, in contrast, starts with a set of premises (e.g. set of rules) and
then derives new conclusions based on those rules. Any new conclusion arrived via
deduction can be crisply understood by following the steps of reasoning used in the
derivation. However, in most practical cases, the complete set of rules/premises is
unknown.
Most of the work presented in this thesis combine the advantage of both inductive
and deductive reasoning. For example, M INERVA (chapter 2) induces generalpurpose horn clauses from data and stores them in its parameters, but however
during inference, instead of directly outputting an answer entity, it traverses the
KG by following the learned inference rules. Similarly, C BR (chapter 3) induces
symbolic weighted horn-clauses from the KB on the fly from other similar entities
for a given query entity and the final answer is obtained by deduction with these
rules. In C BR - KBQA (chapter 4), a neural network learns to copy relevant relations
from the annotated rules of similar queries. The neural network then outputs
a logical form for the query (induction) which is then executed against the KB
(deduction). Because of both the inductive and deductive components, the models
present in the thesis enjoy high accuracy as well as interpretability.
I would also like to note that the work presented in this thesis also differs from
Peirce’s abductive reasoning (63), which aims to find the most likely rule that ex-
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Method

Structure of Rules

Where are rules stored?

Rule Execution

MINERVA

Linear chains
Linear chains
Subgraphs
Subgraphs

Parameters
Symbolic tables
In-context
In-context

KG traversal
KG traversal
SPARQL execution

C BR
C BR - KBQA
C BR - SUBG

Message passing + KNN search

Table 1.1: Categorization of the methods presented in this thesis wrt the structures
of the rules learnt, where they are stored and how are the rules executed by the
model.

plains the observation. Instead, all the work in this thesis derives multiple reasoning
rules and uses them to derive the conclusion.
Table 1.1 categorizes the methods presented in the paper interms of the structure
of the rules learned, where they are stored, and how are the rules executed. In
MINERVA

and C BR, the learned rules are a sequence of KB relations or chains

of relations representing horn clauses. In C BR - KBQA, the rules take the form of
arbitrary subgraphs (represented as SPARQL queries), and in C BR - SUBG, the rules
are (latent) subgraph patterns that repeat across the subgraphs of multiple nearest
neighbor queries. In

MINERVA ,

the rules are encoded in the parameters of the

policy network. In C BR, the rules, for a given query entity and relation, are derived
on-the-fly from other similar entities. These rules are symbolic and are stored in
tables. In P R CBR (28), each rules are associated with scalar scores w.r.t all possible
KB query relations. In C BR - KBQA and C BR - SUBG, the rules are retrieved in-context.
For example, for C BR - KBQA, each retrieved question is paired with an annotated
SPARQL query and for C BR - SUBG, the query subgraphs of each retrieved query
contain the latent reasoning subgraphs. The parametric components of C BR - KBQA
and C BR - SUBG learn to identify the required set of relations from the rules that are
present in-context and either output a logical form (for C BR - KBQA) or an answer
entity node (for C BR - SUBG). Lastly, for MINERVA and C BR, the rules are executed by
traversing the KG by following the induced rules (deduction). In C BR - KBQA, the
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learned rule can be executed against the KB with a SPARQL interpreter. Finally, in
C BR - SUBG, node representations are formed by message passing which (hopefully)
encodes the reasoning subgraph in the representation of the answer node. The
answer nodes in the query subgraph are then identified by doing a similarity search
w.r.t the known answer nodes of the retrieved KNN questions.

1.4

Document Organization

This thesis proposal document is organized as follows. Chapter 2 introduces our
proposed model (MINERVA) that decouple logic from knowledge in model parameters. We will demonstrate how MINERVA walks on the KG to find the answer to a
given query. In chapter 3, we describe our nonparametric reasoning approaches to
KB completion and demonstrate its efficacy on a challenging open-world knowledge graph completion setting. Chapter 4 extends our nonparametric approach
to complex compositional queries in natural language. Taking advantage of the
nonparametric property of our model, we show that it is possible to “fix” wrong predictions of deep QA models, without re-training them. Finally, chapter 5 describes
our solution for doing KBQA for questions needing complex subgraph reasoning
patterns without needing annotated logical forms during training. We show that our
proposed model (C BR - SUBG) can answer questions requiring complex reasoning
patterns even though it sees only few examples of the question types during training; can generalize to graphs containing completely new entities and outperforms
path-based models convincingly. We also show that the model performance, in
true nonparametric fashion, increases as more evidence (similar questions) are
retrieved.
This proposal describes work from the following research papers.
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• Rajarshi Das, Shehzaad Dhuliawala, Manzil Zaheer, Luke Vilnis, Ishan Durugkar, Akshay Krishnamurthy, Alex Smola, and Andrew McCallum. 2018.
Go for a walk and arrive at the answer: Reasoning over pathsin knowledge
bases using reinforcement learning. In ICLR (Also awarded Best paper in
AKBC WS Neurips 2017)
• Rajarshi Das, Ameya Godbole, Shehzaad Dhuliawala, Manzil Zaheer, and
Andrew McCallum. 2020a. A simple approach to case-based reasoning in
knowledge bases. In AKBC (Best paper runner up)
• Rajarshi Das, Ameya Godbole, Nicholas Monath, Manzil Zaheer, and Andrew McCallum. 2020b. Probabilisticcase-based reasoning for open-world
knowledge graph completion. In EMNLP findings
• Rajarshi Das, Manzil Zaheer, Dung Thai, Ameya Godbole, Ethan Perez, JayYoon Lee, Lizhen Tan, LazarosPolymenakos, and Andrew McCallum. 2021.
Case-based reasoning for natural language queries overknowledge bases.
EMNLP
• Rajarshi Das, Ameya Godbole, Ankita Naik, Elliot Tower, Manzil Zaheer,
Robin Jia, Hannaneh Hajishirzi, Andrew McCallum. 2022. Semiparametric
Subgraph Reasoning for Question Answering over Large Knowledge Bases.
In Submission. ICML
Following works are not included in the thesis but they have definitely played a
very important role in formation of the main ideas presented in the thesis
• Rajarshi Das, Arvind Neelakantan, David Belanger, and Andrew McCallum.
2017. Chains of reasoning overentities, relations, and text using recurrent
neural networks. In EACL.
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• Rajarshi Das, Manzil Zaheer, Siva Reddy, Andrew McCallum. 2017. Question Answering on Knowledge Bases and Text using Universal Schema and
Memory Networks. In ACL
• Rajarshi Das, Shehzaad Dhuliawala, Manzil Zaheer, Andrew McCallum,
Shehzaad Dhuliawala, Manzil Zaheer, Andrew McCallum. 2019. Multi-step
Retriever-Reader Interaction for Scalable Open-domain Question Answering.
In ICLR
• Rajarshi Das, Tsendsuren Munkhdalai, Eric Xingdi Yuan, Adam Trischler,
Andrew McCallum. 2019. Building Dynamic Knowledge Graphs from Text
using Machine Reading Comprehension. In ICLR
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CHAPTER 2
DECOUPLING LOGIC FROM KNOWLEDGE STORED IN
MODEL PARAMETERS

2.1

Introduction

Automated reasoning, the ability of computing systems to make new inferences
from observed evidence, has been a long-standing goal of artificial intelligence. We
are interested in automated reasoning on large knowledge bases (KB) with rich
and diverse semantics (157; 7; 14). KBs are highly incomplete (110), and facts not
directly stored in a KB can often be inferred from those that are, creating exciting
opportunities and challenges for automated reasoning. For example, consider
the small knowledge graph in Figure 2.1. We can answer the question “Who
did Malala Yousafzai share her Nobel Peace prize with?” from the following
reasoning path: Malala Yousafzai → WonAward → Nobel Peace Prize 2014 →
AwardedTo → Kailash Satyarthi. Our goal is to automatically learn such reasoning
paths in KBs. We frame the learning problem as one of query answering, that is
to say, answering questions of the form (Malala Yousafzai, SharesNobelPrizeWith,
?).
From its early days, the focus of automated reasoning approaches has been to build
systems that can learn crisp symbolic logical rules (105; 127). Symbolic representations have also been integrated with machine learning especially in statistical
relational learning (118; 50; 83; 89), but due to poor generalization performance,
these approaches have largely been superceded by distributed vector representations. Learning embedding of entities and relations using tensor factorization
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or neural methods has been a popular approach (124; 9; 155, inter alia), but these
methods cannot capture chains of reasoning expressed by KB paths. Neural multihop models (120; 60; 170) address the aforementioned problems to some extent by
operating on KB paths embedded in vector space. However, these models take as
input a set of paths which are gathered by performing random walks independent of
the query relation. Additionally, models such as those developed in (120; 30) use
the same set of initially collected paths to answer a diverse set of query types (e.g.
MarriedTo, Nationality, WorksIn etc.).
This paper presents a method for efficiently searching the graph for answer-providing
paths using reinforcement learning (RL) conditioned on the input question, eliminating any need for precomputed paths. Given a massive knowledge graph, we
learn a policy, which, given the query (entity1 , relation, ?), starts from entity1 and
learns to walk to the answer node by choosing to take a labeled relation edge at each
step, conditioning on the query relation and entire path history. This formulates the
query-answering task as a reinforcement learning (RL) problem where the goal is to
take an optimal sequence of decisions (choices of relation edges) to maximize the
expected reward (reaching the correct answer node). We call the RL agent MINERVA
for "Meandering In Networks of Entities to Reach Verisimilar Answers."
Our RL-based formulation has many desirable properties. First, MINERVA has the
built-in flexibility to take paths of variable length, which is important for answering
harder questions that require complex chains of reasoning (152). Secondly,
ERVA

MIN -

needs no pretraining and trains on the knowledge graph from scratch with

reinforcement learning; no other supervision or fine-tuning is required representing
a significant advance over prior applications of RL in NLP. Third, our path-based
approach is computationally efficient, since by searching in a small neighborhood
around the query entity it avoids ranking all entities in the KB as in prior work.
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Figure 2.1: A small fragment of a knowledge base
represented as a knowledge graph. Solid edges
are observed and dashed
edges are part of queries.
Note how each query relation (e.g. SharesNobelPrizeWith, Nationality, etc.)
can be answered by traversing the graph via “logical” paths between entity
‘Malala Yousafzai’ and the
corresponding answer.

Finally, the reasoning paths found by our agent automatically form an interpretable
provenance for its predictions.
The main contributions of the paper are: (a) We present agent

MINERVA ,

which

learns to do query answering by walking on a knowledge graph conditioned on
an input query, stopping when it reaches the answer node. The agent is trained
using reinforcement learning, specifically policy gradients (§ 2.2). (b) We evaluate
MINERVA

on several benchmark datasets and compare favorably to Neural Theorem

Provers (NTP) (141) and Neural LP (191), which do logical rule learning in KBs,
and also state-of-the-art embedding based methods such as DistMult (190) and
ComplEx (171) and ConvE (34). (c) We also extend

MINERVA

to handle partially

structured natural language queries and test it on the WikiMovies dataset (§ 2.3.3)
(107).
We also compare to DeepPath (187) which uses reinforcement learning to pick
paths between entity pairs. The main difference is that the state of their RL agent
includes the answer entity since it is designed for the simpler task of predicting if
a fact is true or not. As such their method cannot be applied directly to our more
challenging query answering task where the second entity is unknown and must
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be inferred. Nevertheless,
NELL -995

2.2

MINERVA

outperforms DeepPath on their benchmark

dataset when compared in their experimental setting (§ 2.3.2.2).

Task and Model

We formally define the task of query answering in a KB. Let E denote the set of
entities and R denote the set of binary relations. A KB is a collection of facts stored
as triplets (e1 , r, e2 ) where e1 , e2 ∈ E and r ∈ R. From the KB, a knowledge graph G
can be constructed where the entities e1 , e2 are represented as the nodes and relation
r as labeled edge between them. Formally, a knowledge graph is a directed labeled
multigraph G = (V, E, R), where V and E denote the vertices and edges of the
graph respectively. Note that V = E and E ⊆ V × R × V . Also, following previous
approaches (9; 120; 187), we add the inverse relation of every edge, i.e. for an edge
(e1 , r, e2 ) ∈ E, we add the edge (e2 , r−1 , e1 ) to the graph. (If the set of binary relations
R does not contain the inverse relation r−1 , it is added to R as well.)
Since KBs have a lot of missing information, two natural tasks have emerged
in the information extraction community - fact prediction and query answering.
Query answering seeks to answer questions of the form (e1 , r, ?), e.g. Toronto,
locatedIn, ?, whereas fact prediction involves predicting if a fact is true or not, e.g.
(Toronto, locatedIn, Canada)?. Algorithms for fact prediction can be used for query
answering, but with significant computation overhead, since all candidate answer
entities must be evaluated, making it prohibitively expensive for large KBs with
millions of entities. In this work, we present a query answering model, that learns
to efficiently traverse the knowledge graph to find the correct answer to a query,
eliminating the need to evaluate all entities.
Query answering reduces naturally to a finite horizon sequential decision making
problem as follows: We begin by representing the environment as a deterministic
partially observed Markov decision process on a knowledge graph G derived from
16

the KB (§2.2.1). Our RL agent is given an input query of the form (e1q , rq , ?). Starting
from vertex corresponding to e1q in G, the agent follows a path in the graph stopping
at a node that it predicts as the answer (§ 2.2.2). Using a training set of known facts,
we train the agent using policy gradients more specifically by REINFORCE (183) with
control variates (§ 2.2.3). Let us begin by describing the environment.
2.2.1

Environment - States, Actions, Transitions and Rewards

Our environment is a finite horizon, deterministic partially observed Markov decision process that lies on the knowledge graph G derived from the KB. On this graph
we will now specify a deterministic partially observed Markov decision process,
which is a 5-tuple (S, O, A, δ, R), each of which we elaborate below.
States. The state space S consists of all valid combinations in E × E × R × E.
Intuitively, we want a state to encode the query (e1q , rq ), the answer (e2q ), and a
location of exploration et (current location of the RL agent). Thus overall a state
S ∈ S is represented by S = (et , e1q , rq , e2q ) and the state space consists of all valid
combinations.
Observations. The complete state of the environment is not observed. Intuitively,
the agent knows its current location (et ) and (e1q , rq ), but not the answer (e2q ), which
remains hidden. Formally, the observation function O : S → E × E × R is defined
as O(s = (et , e1q , rq , e2q )) = (et , e1q , rq ).
Actions. The set of possible actions AS from a state S = (et , e1q , rq , e2q ) consists
of all outgoing edges of the vertex et in G. Formally AS = {(et , r, v) ∈ E : S =
(et , e1q , rq , e2q ), r ∈ R, v ∈ V }∪{(s, ∅, s)}. Basically, this means an agent at each state
has option to select which outgoing edge it wishes to take having the knowledge of
the label of the edge r and destination vertex v.
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During implementation, we unroll the computation graph up to a fixed number of
time steps T. We augment each node with a special action called ‘NO _ OP’ which
goes from a node to itself. Some questions are easier to answer and needs fewer
steps of reasoning than others. This design decision allows the agent to remain at a
node for any number of time steps. This is especially helpful when the agent has
managed to reach a correct answer at a time step t < T and can continue to stay
at the ‘answer node’ for the rest of the time steps. Alternatively, we could have
allowed the agent to take a special ‘STOP’ action, but we found the current setup
to work sufficiently well. As mentioned before, we also add the inverse relation of
a triple, i.e. for the triple (e1 , r, e2 ), we add the triple (e2 , r−1 , e1 ) to the graph. We
found this important because this actually allows our agent to undo a potentially
wrong decision.
Transition. The environment evolves deterministically by just updating the state to
the new vertex incident to the edge selected by the agent. The query and answer
remains the same. Formally, the transition function is δ : S × A → S defined by
δ(S, A) = (v, e1q , rq , e2q ), where S = (et , e1q , rq , e2q ) and A = (et , r, v)).
Rewards. We only have a terminal reward of +1 if the current location is the correct
answer at the end and 0 otherwise. To elaborate, if ST = (et , e1q , rq , e2q ) is the final
state, then we receive a reward of +1 if et = e2q else 0., i.e. R(ST ) = I{et = e2q }.

2.2.2

Policy Network

To solve the finite horizon deterministic partially observable Markov decision process described above, we design a randomized non-stationary history-dependent
policy π = (d1 , d2 , ..., dT−1 ), where dt : Ht → P(ASt ) and history Ht = (Ht−1 , At−1 , Ot )
is just the sequence of observations and actions taken. We restrict ourselves to policies parameterized by long short-term memory network (LSTM) (67).
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An agent based on LSTM encodes the history Ht as a continuous vector ht ∈ R2d . We
also have embedding matrix r ∈ R|R|×d and e ∈ R|E|×d for the binary relations and
entities respectively. The history embedding for Ht = (Ht−1 , At−1 , Ot ) is updated
according to LSTM dynamics:

ht = LSTM (ht−1 , [at−1 ; ot ])

(2.1)

where at−1 ∈ Rd and ot ∈ Rd denote the vector representation for action/relation at
time t−1 and observation/entity at time t respectively and [; ] denote vector concatenation. To elucidate, at−1 = rAt−1 , i.e. the embedding of the relation corresponding
to label of the edge the agent chose at time t − 1 and ot = eet if Ot = (et , e1q , rq ) i.e.
the embedding of the entity corresponding to vertex the agent is at time t.
Based on the history embedding ht , the policy network makes the decision to
choose an action from all available actions (ASt ) conditioned on the query relation.
Recall that each possible action represents an outgoing edge with information of
the edge relation label l and destination vertex/entity d. So embedding for each
A ∈ ASt is [rl ; ed ], and stacking embeddings for all the outgoing edges we obtain
the matrix At . The network taking these as inputs is parameterized as a twolayer feed-forward network with ReLU nonlinearity which takes in the current
history representation ht and the embedding for the query relation rq and outputs
a probability distribution over the possible actions from which a discrete action is
sampled. In other words,

dt = softmax (At (W2 ReLU (W1 [ht ; ot ; rq ]))),
At ∼ Categorical (dt ) .

Note that the nodes in G do not have a fixed ordering or number of edges coming
out from them. The size of matrix At is |ASt | × 2d, so the decision probabilities dt
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lies on simplex of size |ASt |. Also the procedure above is invariant to order in which
edges are presented as desired and falls in purview of neural networks designed to
be permutation invariant (197). Finally, to summarize, the parameters of the LSTM,
the weights W1 , W2 , the corresponding biases (not shown above for brevity), and
the embedding matrices form the parameters θ of the policy network.

2.2.3

Training

For the policy network (πθ ) described above, we want to find parameters θ that
maximize the expected reward:

J(θ) = E(e1 ,r,e2 )∼D EA1 ,..,AT −1 ∼πθ [R(ST )|S1 = (e1 , e1 , r, e2 )],

where we assume there is a true underlying distribution (e1 , r, e2 ) ∼ D. To solve
this optimization problem, we employ REINFORCE (183) as follows:
• The first expectation is replaced with empirical average over the training
dataset.
• For the second expectation, we approximate by running multiple rollouts
for each training example. The number of rollouts is fixed and for all our
experiments we set this number to 20.
• For variance reduction, a common strategy is to use an additive control variate
baseline (61; 43; 39). We use a moving average of the cumulative discounted
reward as the baseline. We tune the weight of this moving average as a
hyperparameter. Note that in our experiments we found that using a learned
baseline performed similarly, but we finally settled for cumulative discounted
reward as the baseline owing to its simplicity.
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Dataset

#entities

#relations

#facts

#queries

272
135
104
40,945
75,492
14,505
43,230

2
49
26
11
200
237
9

1158
5,216
10686
86,835
154,213
272,115
196,453

24
661
1074
3134
3992
20,466
9952

COUNTRIES
UMLS
KINSHIP
WN 18 RR
NELL -995
FB 15 K -237

WikiMovies

#degree
avg. median
4.35
38.63
82.15
2.19
4.07
19.74
6.65

4
28
82
2
1
14
4

Table 2.1: Statistics of various datasets used in experiments.

S1
S2
S3

ComplEx

ConvE

DistMult

NTP

NTP-λ

NeuralLP

MINERVA

99.37±0.4
87.95±2.8
48.44±6.3

100.0±0.00
99.0±1.00
86.0±5.00

97.91±0.01
69.18±2.38
15.79±0.64

90.83±15.4
87.40±11.7
56.68±17.6

100.0±0.00
93.04±0.40
77.26±17.0

100.0±0.0
75.1 ± 0.3
92.2 ± 0.2

100.0±0.00
92.36±2.41
95.10±1.20

Table 2.2: Performance on three tasks of COUNTRIES dataset with AUC-PR metric.
MINERVA significantly outperforms all other methods on the hardest task (S3). Also
variance across runs for MINERVA is lower compared to other methods.
• To encourage diversity in the paths sampled by the policy at training time, we
add an entropy regularization term to our cost function scaled by a constant
(β).

2.3

Experiments

We now present empirical studies for MINERVA in order to establish that (i) MINERVA
is competitive for query answering on small (Sec. 2.3.1.1) as well as large KBs
(Sec. 2.3.1.2), (ii)

MINERVA

is superior to a path based models that do not search

the KB efficiently or train query specific models (Sec. 2.3.2), (iii) MINERVA can not
only be used for well formed queries, but can also easily handle partially structured
natural language queries (Sec 2.3.3), (iv) MINERVA is highly capable of reasoning
over long chains, and (v) MINERVA is robust to train and has much faster inference
time (Sec. 2.3.5).
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2.3.1

Knowledge Base Query Answering

To gauge the reasoning capability of

MINERVA ,

we begin with task of query an-

swering on KB, i.e. we want to answer queries of the form (e1 , r, ?). Note that, as
mentioned in Sec. 2.2, this task is subtly different from fact checking in a KB. Also,
as most of the previous literature works in the regime of fact checking, their ranking
includes variations of both (e1 , r, x) and (x, r, e2 ). However, since we do not have
access to e2 in case of question answering scenario the same ranking procedure does
not hold for us – we only need to rank on (e1 , r, x). This difference in ranking made
it necessary for us to re-run all the implementations of previous work. We used the
implementation or the best pre-trained models (whenever available) of (141; 191)
and (34). For MINERVA to produce a ranking of answer entities during inference,
we do a beam search with a beam width of 50 and rank entities by the probability
of the trajectory the model took to reach the entity and remaining entities are given
a rank of ∞.
Method We compare MINERVA with various state-of-the-art models using HITS@1,3,10
and mean reciprocal rank (MRR), which are standard metrics for KB completion
tasks. In particular we compare against embedding based models - DistMult (190),
ComplEx (171) and ConvE (34). For ConvE and ComplEx, we used the implementation released by (34)1 on the best hyperparameter settings reported by them. For
DistMult, we use our highly tuned implementation (e.g. which performs better
than the state-of-the-art results of (169)). We also compare with two recent work
in learning logical rules in KB namely Neural Theorem Provers (NTP) (141) and
NeuralLP (191). (141) also reports a NTP model which is trained with an additional
objective function of ComplEx (NTP-λ). For these models, we used the implemen1

https://github.com/TimDettmers/ConvE
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tation released by corresponding authors

2 3

, again on the best hyperparameter

settings reported by them.

2.3.1.1

Smaller Datasets

Dataset We use three standard datasets:

COUNTRIES

(11), K INSHIP, and UMLS

(83). The COUNTRIES dataset ontains countries, regions, and subregions as entities
and is carefully designed to explicitly test the logical rule learning and reasoning
capabilities of link prediction models. The queries are of the form LocatedIn(c, ?)
and the answer is a region (e.g. LocatedIn(Egypt, ?) with the answer as Africa). The
dataset has 3 tasks (S1-3 in table 2.2) each requiring reasoning steps of increasing
length and difficulty (see (141) for more details about the tasks). Following the
design of the

COUNTRIES

dataset, for task S1 and S2, we set the maximum path

length T = 2 and for S3, we set T = 3. The Unified Medical Language System
(UMLS) dataset, is from biomedicine. The entities are biomedical concepts (e.g.
disease, antibiotic) and relations are like treats and diagnoses. The K INSHIP dataset
contains kinship relationships among members of the Alyawarra tribe from Central
Australia. For these two task we use maximum path length T = 2. Also, for
MINERVA

we turn off entity in (2.1) in these experiments.

Observations For the COUNTRIES dataset, in Table 2.2 we report a stronger metric
- the area under the precision-recall curve - as is common in the literature. We
can see that MINERVA compares favorably or outperforms all the baseline models
except on the task S2 of COUNTRIES, where the ensemble model NTP -λ and ConvE
outperforms it, albeit with a higher variance across runs. Our gains are much more
prominent in task S3, which is the hardest among all the tasks.
2

https://github.com/uclmr/ntp

3

https://github.com/fanyangxyz/Neural-LP
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Data

K INSHIP

Metric

ComplEx

ConvE

DistMult

NTP

NTP-λ

NeuralLP

MINERVA

HITS @1

0.754
0.910
0.980
0.838

0.697
0.886
0.974
0.797

0.808
0.942
0.979
0.878

0.500
0.700
0.777
0.612

0.759
0.798
0.878
0.793

0.475
0.707
0.912
0.619

0.605
0.812
0.924
0.720

0.823
0.962
0.995
0.894

0.894
0.964
0.992
0.933

0.916
0.967
0.992
0.944

0.817
0.906
0.970
0.872

0.843
0.983
1.000
0.912

0.643
0.869
0.962
0.778

0.728
0.900
0.968
0.825

HITS @3
HITS @10

MRR
HITS @1

UMLS

HITS @3
HITS @10

MRR

Table 2.3: Query answering results on K INSHIP and UMLS datasets.

The Kinship and UMLS datasets are small KB datasets with around 100 entities each
and as we see from Table 2.3, embedding based methods (ConvE, ComplEx and
DistMult) perform much better than methods which aim to learn logical rules (NTP,
NeuralLP and MINERVA). On Kinship, MINERVA outperforms both NeuralLP and
NTP and matches the HITS@10 performance of NTP on UMLS. Unlike COUNTRIES,
these datasets were not designed to test the logical rule learning ability of models
and given the small size, embedding based models are able to get really high
performance. Combination of both methods gives a slight increase in performance
as can be seen from the results of NTP-λ. However, when we initialized MINERVA
with pre-trained embeddings of ComplEx, we did not find a significant increase in
performance.

2.3.1.2

Larger Datasets

Dataset Next we evaluate MINERVA on three large KG datasets - WN 18 RR, FB 15 K 237 and NELL -995. The WN 18 RR (34) and FB 15 K -237 (169) datasets are created from
the original WN18 and FB15 K datasets respectively by removing various sources
of test leakage, making the datasets more realistic and challenging. The NELL -995
dataset released by (187) has separate graphs for each query relation, where a graph
for a query relation can have triples from the test set of another query relation. For
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Data

Metric

ComplEx

ConvE

DistMult

NeuralLP

Path-Baseline

MINERVA

HITS @1

0.382
0.433
0.480
0.415

0.403
0.452
0.519
0.438

0.410
0.441
0.475
0.433

0.376
0.468
0.657
0.463

0.017
0.025
0.046
0.027

0.413
0.456
0.513
0.448

0.303
0.434
0.572
0.394

0.313
0.457
0.600
0.410

0.275
0.417
0.568
0.370

0.166
0.248
0.348
0.227

0.169
0.248
0.357
0.227

0.217
0.329
0.456
0.293

0.612
0.761
0.827
0.694

0.672
0.808
0.864
0.747

0.610
0.733
0.795
0.680

-

0.300
0.417
0.497
0.371

0.663
0.773
0.831
0.725

HITS @3

WN 18 RR

HITS @10

MRR
HITS @1
FB 15 K -237

HITS @3
HITS @10

MRR
HITS @1
NELL -995

HITS @3
HITS @10

MRR

Table 2.4: Query answering results on WN 18 RR, FB 15 K -237 and NELL -995 datasets.
NeuralLP does not scale to NELL -995 and hence the entries are kept blank.

the query answering experiment, we combine all the graphs and removed all test
triples (and the corresponding triples with inverse relations) from the graph. We
also noticed that several triples in the test set had an entity (source or target) that
never appeared in the graph. Since, there will be no trained embeddings for those
entities, we removed them from the test set. This reduced the size of test set from
3992 queries to 2818 queries.4
Observations Table 2.4 reports the query answering results on the larger WN 18 RR,
FB 15 K -237

and NELL -995 datasets. We could not include the results of NeuralLP

on NELL -995 since it didn’t scale to that size. Similarly NTP did not scale to any
of the larger datasets. Apart from these, we are the first to report a comprehensive
summary of performance of all baseline methods on these datasets.
On NELL -995, MINERVA performs comparably to embedding based methods such
as DistMult and ComplEx and performs comparably with ConvE on the stricter
HITS @1

4

metric. ConvE, however outperforms us on

HITS @10

Available at https://github.com/shehzaadzd/MINERVA
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on

NELL -995.

On

WN 18 RR ,

logic based based methods (NeuralLP, MINERVA) generally outperform

embedding based methods, with MINERVA achieving the highest score on HITS@1
metric and NeuralLP significantly outperforming on HITS@10.
We observe that on FB 15 K -237, however, embedding based methods dominate over
MINERVA

and NeuralLP. Upon deeper inspection, we found that the query relation

types of FB 15 K -237 knowledge graph differs significantly from others.
Analysis of query relations of FB15k-237: We analyzed the type of query relation
types on the FB 15 K -237 dataset. Following (9), we categorized the query relations
into (M)any to 1, 1 to M or 1 to 1 relations. An example of a M to 1 relation would
be ‘/people/profession’ (What is the profession of person ‘X’?). An example of 1
to M relation would be /music/instrument/instrumentalists (‘Who plays the music
instrument X?’) or ‘/people/ethnicity/people’ (‘Who are people with ethnicity X?’).
From a query answering point of view, the answer to these questions is a list of
entities. However, during evaluation time, the model is evaluated based on whether
it is able to predict the one target entity which is in the query triple. Also, since
MINERVA

outputs the end points of the paths as target entities, it is sometimes

possible that the particular target entity of the triple does not have a path from the
source entity (however there are paths to other ‘correct’ answer entities). Table 2.5
shows few other examples of relations belonging to different classes.
Following (9), we classify a relation as 1-to-M if the ratio of cardinality of tail to head
entities is greater than 1.5 and as M-to-1 if it is lesser than 0.67. In the validation
set of

FB 15 K -237,

54% of the queries are 1-to-M, whereas only 26% are M-to-1.

Contrasting it with NELL-995, 27% are 1-to-M and 36% are M-to-1 or UMLS where
only 18% are 1-to-M. Table 2.6 shows few relations from FB 15 K -237 dataset which
have high tail-to-head ratio. The average ratio for 1- TO -M relations in FB 15 K -237 is
13.39 (substantially higher than 1.5). As explained before, the current evaluation
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WN18RR

FB15k-237
104
103
102
101

102
101
100

NELL-995

101

102

103

104

104

101

102

103

104

103

100

101

102

103

Figure 2.2: Count of number of unique path types of length 3 which occur more
than ‘x’ times in various datasets. For example, in NELL-995 there are more than
103 path types which occur more than 103 times. However, for FB15k-237, we see
a sharp decrease as ‘x’ becomes higher, suggesting that path types do not repeat
often.

scheme is not suited when it comes to 1-to-M relations and the high percentage
of 1-to-M relations in

FB 15 K -237

also explains the sub optimal performance of

MINERVA .

We also check the frequency of occurrence of various unique path types. We
define a path type as the sequence of relation types (ignoring the entities) in a
path. Intuitively, a predictive path which generalizes across queries will occur
many number of times in the graph. Figure 2.2 shows the plot. As we can see, the
characteristics of FB 15 K -237 is quite different from other datasets. For example, in
NELL -995, more than 1000 different path types occur more than 1000 times. WN 18 RR

has only 11 different relation types which means there are only 113 possible path
types of length 3 and even fewer number of them would be predictive. As can be
seen, there are few path types which occur more than 104 times and around 50 of
them occur more than 1000 times. However in FB 15 K -237, which has the highest
number of relation types, we observe a sharp decrease in the number of path types
which occur a significant number of times. Since MINERVA cannot find path types
which repeat often, it finds it hard to learn path types that generalize.
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(i) M to 1
team plays sport

Los Angeles Rams −−−−−−−−−→ American Football
country of origin

The Walking Dead −−−−−−−−−−→ USA
(ii) 1 to M
job position in organization

CEO −−−−−−−−−−−−−−−−→ Merck & Co.
cause of death

Traffic collision −−−−−−−−→ Albert Camus
instrument played by musician

Harmonica −−−−−−−−−−−−−−−−−−→ Greg Graffin

Table 2.5: Few example facts belonging to m to 1, 1 to m relations in FB 15 K -237
.
Relation
/people/marriage_union_type/unions_of_this_type./people/marriage/location_of_ceremony
/organization/role/leaders./organization/leadership/organization
/location/country/second_level_divisions
/user/ktrueman/default_domain/international_organization/member_states
/base/marchmadness/ncaa_basketball_tournament/seeds./base/marchmadness/ncaa_tournament_seed/team

tail/head
129.75
65.15
49.18
36.5
33.6

Table 2.6: Few example 1-to-M relations from FB 15 K -237 with high cardinality ratio
of tail to head.

2.3.2
2.3.2.1

Comparison with Path based models
With Random Walk Models

In this experiment, we compare to a model which gathers path based on random
walks and tries to predict the answer entity. Neural multi-hop models (120; 170),
operate on paths between entity pairs in a KB. However these methods need to
know the target entity in order to pre-compute paths between entity pairs. (60) is
an exception in this regard as they do random walks starting from a source entity
‘e1 ’ and then using the path, they train a classifier to predict the target answer entity.
However, they only consider one path starting from a source entity. In contrast,
(120; 170) use information from multiple paths between the source and target entity.
We design a baseline model which combines the strength of both these approaches.
Starting from ‘e1 ’ , the model samples (k = 100) random paths of up to a maximum
length of T = 3. Following (120), we encode each paths with an LSTM followed by
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Task
athleteplaysinleague
worksfor
organizationhiredperson
athleteplayssport
teamplayssport
personborninlocation
personleadsorganization
athletehomestadium
organizationheadquarteredincity
athleteplaysforteam

DeepPath

MINERVA

MINERVAa

0.960
0.711
0.742
0.957
0.738
0.757
0.795
0.890
0.790
0.750

0.970
0.825
0.851
0.985
0.846
0.793
0.851
0.895
0.946
0.824

0.940
0.810
0.856
0.980
0.880
0.780
0.877
0.898
0.940
0.800

Table 2.7: MAP scores for different query relations on the NELL -995 dataset. Note
that in this comparison, MINERVA refers to only a single learnt model for all query
relations which is competitive with individual DeepPath models trained separately
for each query relation. We also trained MINERVA in the setting of DeepPath, i.e.
training per-relation models (MINERVAa )

a max-pooling operation to featurize the paths. This feature is concatenated with
the source entity and query relation vector which is then passed through a feed
forward network which scores all possible target entities. The network is trained
with a multi-class cross entropy objective based on observed triples and during
inference we rank target entities according to the model score.
The PATH -B ASELINE column of table 2.4 shows the performance of this model on the
three datasets. As we can see MINERVA outperforms this baseline significantly. This
shows that a model which predicts based on a set of randomly sampled paths does
not do as well as MINERVA because it either loses important paths during random
walking or it fails to aggregate predictive features from all the k paths, many of
which would be irrelevant to answer the given query. The latter is akin to the
problem with distant supervision (114), where important evidence gets lost amidst
a plethora of irrelevant information. However, by taking each step conditioned on
the query relation, MINERVA can effectively reduce the search space and focus on
paths relevant to answer the query.
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2.3.2.2

With DeepPath

We also compare MINERVA with DeepPath which uses RL to pick paths between
entity pairs. For a fair comparison, we only rank the answer entities against the
negative examples in the dataset used in their experiments5 and report the mean
average precision (MAP) scores for each query relation. DeepPath feeds the paths
its agent gathers as input features to the path ranking algorithm (PRA) (89), which
trains a per-relation classifier. But unlike them, we train one model which learns for
all query relations so as to enable our agent to leverage from correlations and more
data. If our agent is not able to reach the correct entity or one of the negative entities,
the corresponding entities gets a score of negative infinity. If MINERVA fails to reach
any of the entities in the set of correct and negative entities. then we fall back to
a random ordering of the entities. As show in table 2.7, we outperform them or
achieve comparable performance for all the query relations For this experiment,
we set the maximum length T = 3. Although training per-relation models is
cumbersome and does not scale to massive KBs with thousands of relation types,
we also train per-relation models of MINERVA replicating the settings of DeepPath
(MINERVAa in table 2.7).

MINERVA a

outperforms DeepPath and performs similarly

to MINERVA which is an encouraging result since training one model which performs
well for all relation is highly desirable.

2.3.3

Partially Structured Queries

Queries in KBs are structured in the form of triples.
However, this is unsatisfactory since for most real
applications, the queries appear in natural language. As a first step in this direction, we extend
MINERVA

5

Model
Memory Network
QA system
Key-Value Memory Network
Neural LP
MINERVA

to take in “partially structured” queries. Table 2.8: Performance on
WikiMovies

We are grateful to (187) for releasing the negative examples used in their experiments.
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Accuracy
78.5
93.5
93.9
94.6
96.7

We use the WikiMovies dataset (107) which contains questions in natural language albeit generated by templates created by human
annotators. An example question is “Which is a film written by Herb Freed?”.
WikiMovies also has an accompanying KB which can be used to answer all the
questions.
We link the entity occurring in the question to the KB via simple string matching.
To form the vector representation of the query relation, we design a simple question
encoder which computes the average of the embeddings of the question words.
The word embeddings are learned from scratch and we do not use any pretrained
embeddings. We compare our results with those reported in (191) (table 2.8). For
this experiment, we found that T = 1 sufficed, suggesting that WikiMovies is not
the best testbed for multihop reasoning, but this experiment is a promising first step
towards the realistic setup of using KBs to answer natural language question.

2.3.4

Grid World Path Finding

empirical results (120; 30; 191), in principle MINERVA can
be used to learn long reasoning chains. To evaluate the
same, we test our model on a synthetic 16-by-16 grid world
dataset created by (191), where the task is to navigate to

Accuracy

While chains in KB need not be very long to get good

1.0
0.9
0.8
0.7
0.6
0.5
0.4

MINERVA
Neural LP

2-4

4-6 6-8
Path length

8-10

a particular cell (answer entity) starting from a random Figure 2.3: Grid world
cell (start entity) by following a set of directions (query experiment: We significantly outperform Neurelation). The KB consists of atomic triples of the form ralLP for longer path
lengths.
((2,1), North, (1,1)) – entity (1,1) is north of entity (2,1).
The queries consists of a sequence of directions (e.g. North,
SouthWest, East). The queries are classified into classes based on the path lengths.
Figure 2.3 shows the accuracy on varying path lengths. Compared to Neural LP,
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Figure 2.5:
MINERVA

0.8
0.6
0.4
0.2
0.00

NELL-995

MINERVA
DistMult

0.6
Hits@10

Hits@10

Figure 2.4: Based on the query relation our agent assigns different probabilities to
different actions. The dashed edges in the top row denote query relation. Examples
in the bottom row are from the WikiMovies dataset and hence the questions are
partially structured.

HITS @10

0.4
0.2
0.00

2000 4000 6000
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WN18RR

MINERVA
DistMult
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on the development set versus training time.

is much more robust to queries, which require longer path, showing

minimal degradation in performance for even the longest path in the dataset.

2.3.5

Further Analysis

Training time. Figure 2.5 plots the HITS@10 scores on the development set against
the training time comparing MINERVA with DistMult. It can be seen that MINERVA
converges to a higher score much faster than DistMult. It is also interesting to
note that even during the early stages of the training, MINERVA has much higher
performance than that of DistMult, as during these initial stages, MINERVA would
just be doing random walks in the neighborhood of the source entity (e1 ). This
implies that MINERVA’s approach of searching for an answer in the neighborhood
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of e1 is a much more efficient and smarter strategy than ranking all entities in the
knowledge graph (as done by DistMult and other related methods).
Inference Time. At test time, embedding based methods such as ConvE, ComplEx
and DistMult rank all entities in the graph. Hence, for a test-time query, the running
time is always O (|E|) where R denotes the set of entities (= nodes) in the graph.
MINERVA ,

on the other hand is efficient at inference time since it has to essentially

search for answer entities in its local neighborhood. The many cost at inference
time for MINERVA is to compute probabilities for all outgoing edges along the path.
Thus inference time of MINERVA only depends on degree distribution of the graph.
If we assume the knowledge graph to obey a power law degree distribution, like
many natural graphs, then for MINERVA the average inference time can be shown to
α
be O( α−1
), when the coefficient of the power law α > 1. The median inference time

for MINERVA is O(1) for all values of α. Note that these quantities are independent
of size of entities |E|. For instance, on the test dataset of

WN 18 RR ,

the wall clock

inference time of MINERVA is 63s whereas that of a GPU implementation of DistMult,
which is the simplest among the lot, is 211s. Similarly the wall-clock inference time
on the test set of NELL -995 for a GPU implementation of DistMult is 115s whereas
that of MINERVA is 35s.
Query based Decision Making. At each step before making a decision, our agent
conditions on the query relation. Figure 2.4 shows examples, where based on the
query relation, the probabilities are peaked on different actions. For example, when
the query relation is WorksFor,

MINERVA

assigns a much higher probability of

taking the edge CoachesTeam than AthletePlaysInLeague. We also see similar
behavior on the WikiMovies dataset where the query consists of words instead of
fixed schema relation.
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Dataset
NELL -995
FB 15 K -237
WN 18 RR

HITS @1

HITS @3

0.66 ± 0.029
0.22 ± 0.002
0.41 ± 0.030

0.77 ± 0.0016
0.33 ± 0.0008
0.45 ± 0.0180

HITS @10

0.83 ± 0.0030
0.46 ± 0.0006
0.51 ± 0.0005

Table 2.9: Mean and Standard deviation across runs for various datasets.
Model Robustness. Table 2.9 also reports the mean and standard deviation across
three independent runs of

MINERVA .

We found it easy to obtain/reproduce the

highest scores across several runs as can be seen from the low deviations in scores.
Effectiveness of Remembering Path History.

MINERVA

encodes the history of deci-

sions it has taken in the past using LSTMs. To test the importance of remembering
the sequence of decisions, we did an ablation study in which the agent chose the
next action based on only local information i.e. current entity and query and did
not have access to the history ht . For the KINSHIP dataset, we observe a 27% points
decrease in

HITS @1

and 13% decrease in

HITS @10.

For grid-world, it is also not

surprising that we see a big drop in performance. The final accuracy is 0.23 for
path lengths 2-4 and 0.04 for lengths 8-10. For FB 15 K -237 the HITS@10 performance
dropped from 0.456 to 0.408.
NO-OP and Inverse Relations. At each step, MINERVA can choose to take a NO - OP
edge and remain at the same node. This gives the agent the flexibility of taking
paths of variable lengths. Some questions are easier to answer than others and
require fewer steps of reasoning and if the agent reaches the answer early, it can
choose to remain there. Example (i) in table 2.10 shows such an example. Similarly
inverse relation gives the agent the ability to recover from a potentially wrong
decision it has taken before. Example (ii) shows such an example, where the agent
took a incorrect decision at the first step but was able to revert the decision because
of the presence of inverted edges.
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2.4

Related Work

Learning vector representations of entities and relations using tensor factorization
(124; 126; 9; 139; 123; 190) or neural methods (155; 169; 176) has been a popular
approach to reasoning with a knowledge base. However, these methods cannot capture more complex reasoning patterns such as those found by following inference
paths in KBs. Multi-hop link prediction approaches (89; 120; 60; 170; 30) address
the problems above, but the reasoning paths that they operate on are gathered by
performing random walks independent of the type of query relation. (89) further
filters paths from the set of sampled paths based on the restriction that the path
must end at one of the target entities in the training set and are within a maximum
length. These constraints make them query dependent but they are heuristic in
nature. Our approach eliminates any necessity to pre-compute paths and learns to
efficiently search the graph conditioned on the input query relation.
Inductive Logic Programming (ILP) (118) aims to learn general purpose predicate
rules from examples and background knowledge. Early work in ILP such as FOIL

(i) Can learn general rules:
(S1) LocatedIn(X, Y) ← LocatedIn(X, Z) & LocatedIn(Z, Y)
(S2) LocatedIn(X, Y) ← NeighborOf(X, Z) & LocatedIn(Z, Y)
(S3) LocatedIn(X, Y) ← NeighborOf(X, Z) & NeighborOf(Z, W) & LocatedIn(W, Y)

WorksFor

(ii) Can learn shorter path: Richard F. Velky −−−−−→?
PersonLeadsOrg

NO-OP

NO-OP

Richard F. Velky −−−−−−−−−→ Schaghticokes −
−−−−
→ Schaghticokes −
−−−−
→ Schaghticokes

WorksFor

(iii) Can recover from mistakes: Donald Graham −−−−−→?
OrgTerminatedPerson

OrgTerminatedPerson−1

OrgHiredPerson

Donald Graham −−−−−−−−−−−−→ TNT Post −−−−−−−−−−−−−−→ Donald Graham −−−−−−−−−→ Wash Post

Table 2.10: A few example of paths found by MINERVA on the COUNTRIES and NELL.
MINERVA can learn general rules as required by the COUNTRIES dataset (example
(i)). It can learn shorter paths if necessary (example (ii)) and has the ability to correct
a previously taken decision (example (iii))
.
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(133), PROGOL (117) are either rule-based or require negative examples which is
often hard to find in KBs (by design, KBs store true facts). Statistical relational
learning methods (50; 83; 150) along with probabilistic logic (138; 12; 180) combine
machine learning and logic but these approaches operate on symbols rather than
vectors and hence do not enjoy the generalization properties of embedding based
approaches.
There are few prior work which treat inference as search over the space of natural
language. (128) propose a task (WikiNav) in which each the nodes in the graph are
Wikipedia pages and the edges are hyperlinks to other wiki pages. The entity is
to be represented by the text in the page and hence the agent is required to reason
over natural language space to navigate through the graph. Similar to WikiNav
is Wikispeedia (181) in which an agent needs to learn to traverse to a given target
entity node (wiki page) as quickly as possible. (4) propose natural logic inference in
which they cast the inference as a search from a query to any valid premise. At each
step, the actions are one of the seven lexical relations introduced by (104).
Neural Theorem Provers (NTP) (141) and Neural LP (191) are methods to learn
logical rules that can be trained end-to-end with gradient based learning. NTPs
are constructed by Prolog’s backward chaining inference method. It operates on
vectors rather than symbols, thereby providing a success score for each proof path.
However, since a score can be computed between any two vectors, the computation
graph becomes quite large because of such soft-matching during substitution step
of backward chaining. For tractability, it resorts to heuristics such as only keeping
the top-K scoring proof paths trading-off guarantees for exact gradients. Also
the efficacy of NTPs has yet to be shown on large KBs. Neural LP introduces a
differential rule learning system using operators defined in TensorLog (20). It has
a LSTM based controller with a differentiable memory component (52; 159) and
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the rule scores are calculated via attention. Even though, differentiable memory
allows end to end training, it necessitates accessing the entire memory, which can
be computationally expensive. RL approaches capable of hard selection of memory
(198) are computationally attractive.

MINERVA

uses a similar hard selection of

relation edges to walk on the graph. More importantly, MINERVA outperforms both
these methods on their respective benchmark datasets.
DeepPath (187) uses RL based approaches to find paths in KBs. However, the state
of their MDP requires the target entity to be known in advance and hence their
path finding strategy is dependent on knowing the answer entity.

MINERVA

does

not need any knowledge of the target entity and instead learns to find the answer
entity among all entities. DeepPath, additionally feeds its gathered paths to Path
Ranking Algorithm (89), whereas

MINERVA

is a complete system trained to do

query answering. DeepPath also uses fixed pretrained embeddings for its entity
and relations. Lastly, on comparing MINERVA with DeepPath in their experimental
setting on the NELL dataset, we match their performance or outperform them.
MINERVA

is also similar to methods for learning to search for structured prediction

(22; 33; 32; 144; 15). These methods are based on imitating a reference policy (oracle)
which make near-optimal decision at every step. In our problem setting, it is unclear
what a good reference policy would be. For example, a shortest path oracle between
two entities would be unideal, since the answer providing path should depend on
the query relation.

2.5

Conclusion

We explored a new way of automated reasoning on large knowledge bases in which
we use the knowledge graphs representation of the knowledge base and train an
agent to walk to the answer node conditioned on the input query. We achieve
state-of-the-art results on multiple benchmark knowledge base completion tasks
37

and we also show that our model is robust and can learn long chains-of-reasoning.
Moreover it needs no pretraining or initial supervision. Future research directions
include applying more sophisticated RL techniques and working directly on textual
queries and documents.
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CHAPTER 3
NONPARAMETRIC REASONING ON KNOWLEDGE BASES

3.1

Introduction

Given a new problem, humans possess the innate ability to ‘retrieve’ and ‘adapt’
solutions to similar problems from the past. For example, an automobile mechanic
might fix a car engine by recalling previous experiences where cars exhibited similar
symptoms of damage. This model of reasoning has been widely studied and verified
in cognitive psychology for various applications such as mathematical problem
solving (143), diagnosis by physicians (149), automobile mechanics (88) etc. A lot
of classical work in artificial intelligence (AI), particularly in the field of case-based
reasoning (C BR) has focused on incorporating such kind of reasoning in AI systems
(147; 84; 140; 1; 90, inter-alia).
At a high level, a case-based reasoning system is comprised of four steps (1) —
(a) ‘retrieve’, in which given a new problem, ‘cases’ that are similar to the given
problem are retrieved. A ‘case’ is usually associated with a problem description
(used for matching it to a new problem) and its corresponding solution. After the
initial retrieval step, the previous solutions are (b) ‘reused’ for the problem in hand.
Often times, however, the retrieved solutions cannot be directly used, and hence
the solutions needs to be (c) ‘revised’. Lastly, if the revised solution is useful for
solving the given problem, they are (d) ‘retained’ in a memory so that they can be
used in the future.
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Knowledge graphs (KGs) (157; 7; 14) contain rich facts about entities and capture
relations with diverse semantics between those entities. However, KGs can be
highly incomplete (110), missing important edges (relations) between entities. For
example, consider the small fragment of the KG around the entity M ELINDA G ATES
in figure 3.1. Even though a lot of facts about M ELINDA is captured, it is missing the
edge corresponding to works_in_city. A recent series of work address this problem
by modeling multi-hop paths between entities in the KG, thereby able to reason
along the path M ELINDA → ceo → G ATES F OUNDATION → headquartered →
S EATTLE. However, the number of paths starting from an entity increases exponentially w.r.t the path length and therefore past work used parametric models to do
approximate search using reinforcement learning (RL) (187; 26; 99). Using RL-based
methods have their own shortcomings, like hard to train and high computational
requirements. Moreover, these models try to encode all the rules for reasoning into
the parameters of the model which makes learning even harder.
In this paper, we propose a simple non-parametric approach for reasoning in KGs
(Figure 3.1). Given an entity and a query relation (eq , rq ), we first retrieve k entities
in the KG that are similar to eq and for which we observe the query relation edge rq .
The retrieved entities could be present anywhere in the KG and are not just restricted
in the immediate neighborhood of eq . Similarity between entities is measured based
on the observed relations that the entities participate in. This ensures that the
retrieved entities have similar observed properties as eq (e.g., if eq is a CEO, then the
retrieved entities are also CEO’s or business person). Next, for each of the retrieved
entities, our method finds a set of reasoning paths that connect the retrieved entities
to the entities that they are connected with via the query relation rq . In this way,
our method removes the burden of storing the reasoning rules in the parameters of
the model and rather extract it from entities similar to the query entity. Next, our
method checks if similar reasoning paths exists starting from the query entity eq .
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Query: (Melinda Gates, works_in_city, ?)

1.

Dallas

Find entities similar to Melinda Gates

bornin
Melinda
Gates
studied

ceo

Gates
Foundation

headquartered

Duke
University

Melinda
Gates

K-NN
Search

Seattle

Warren
Buffet

Bill
Gates

Marillyn
Hewson

Mukesh
Ambani

2. Extract “reasoning patterns” from retrieved entities
ceo

3. Apply extracted reasoning patterns

Melinda
Gates

ceo

Gates
Foundation

works_in_city

headquartered
Seattle

New edge is
inferred by
applying one of
the extracted
reasoning pattern

Extracted reasoning
patterns
i) works_in_city(x, z) ⇐
ceo(x,y) ^
headquartered(y,z)
ii) works_in_city(x, z) ⇐
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headquartered(y,z)
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4. Retain the reasoning patterns that work

headquartered

works_in_city

works_in_city(x, z) ⇐ ceo(x,y) ^ headquartered(y,z)

Reliance
Corp

Mumbai

works_in_city(x, z) ⇐ chair(x,y) ^ headquartered(y,z)

Figure 3.1: Overview of our approach. Given a query (Melinda, works_in_city, ?),
our method first retrieves similar entities to the query entity. Then it gathers the
reasoning paths that lead to the answer for the respective retrieved entities. The
reasoning paths are applied for the query entity (Melinda) to retrieve the answer.
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If similar paths exists, then the answer to the original query is found by starting
from eq and traversing the KG by following the reasoning path. In practice, we find
multiple reasoning paths which end at different entities and we rank the entities
based on the number of reasoning paths that lead to them, with the intuition that
an entity supported by multiple reasoning paths is likely to be a better answer to
the given query.
Apart from being non-parametric, our proposed method has many other desirable
properties. Our method is generic and even though we find very simple and
symbolic methods to work very well for many KG datasets, every component of our
model can be augmented by plugging in sophisticated neural models. For example,
currently we use simple symbolic string matching to find if a relation path exists
for the query entity. However, this component can be replaced with a neural model
that matches paths which are semantically similar to each other (30). Similarly, we
currently use a very simple inner product to compute similarities between entity
embeddings. But that can be replaced with more sophisticated maximum inner
product search (119).
The contributions of the paper are as follows — (a) We present a non-parametric
approach for reasoning over KGs, that uses multiple paths of evidence to derive an
answer. These paths are gathered from entities in different parts of the KG that are
similar to the query entity. (b) Our approach requires no training and can be readily
applied to any new KGs. (c) Our method achieves state-of-the-art performance
on NELL-995 and the harder subset of FB-122 outperforming sophisticated neural
approaches and other tensor factorization methods. We also perform competitively
on the WN18RR dataset. (d) Lastly, we provide detailed analysis about why our
method outperforms parametric rule learning approaches like MINERVA (26).
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3.2
3.2.1

Method
Notation and Task Description

Let E denote the set of entities and R denote the set of binary relations. A knowledge
base (KB) is a collection of facts stored as triplets (e1 , r, e2 ) where e1 , e2 ∈ E and
r ∈ R. From the KB, a knowledge graph G can be constructed where the entities
e1 , e2 are represented as the nodes and relation r as labeled edge between them.
Formally, a KG is a directed labeled multigraph G = (V, E, R), where V and E
denote the vertices and edges of the graph respectively. Note that V = E and
E ⊆ V × R × V . Also, following previous approaches (9; 187), we add the inverse
relation of every edge, i.e. for an edge (e1 , r, e2 ) ∈ E, we add the edge (e2 , r−1 , e1 )
to the graph. (If the set of binary relations R does not contain the inverse relation
r−1 , it is added to R as well). A path in a KG between two entities es , et is defined
as a sequence of alternating entity and relations that connect es and et . A length
of a path is the number of relation (edges) in the path. Formally, let a path p =
(e1 , r1 , e2 , . . . , rn , en+1 ) with st(p) = e1 , en(p) = en+1 and len(p) = n. Let P denote
the set of all paths and Pn denote the set of all paths with length up to n, i.e.
Pn ⊆ P = {p ∈ P | len(p) ≤n}.
We consider the task of query answering on KGs. Query answering seeks to answer
questions of the form (e1q , rq , ?) (e.g. Melinda, works_in_city, ?), where the answer
is an entity in the KG.

3.2.2

Case-based Reasoning on Knowledge Graphs

This section describes how we apply case-based reasoning (C BR) in a KG. In C BR,
given a new problem, similar cases are retrieved from memory (1). In our setting,
a problem is a query (e1q , rq , ?) for a missing edge in the KG. A case is defined as
an observed fact (e1 , r, e2 ) in a KG along with a set of paths up to length n that
connect e1 and e2 . Formally, a case c = (e1 , r, e2 , P) ⊆ V × R × V × Pn is a 4 tuple
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where (e1 , r, e2 ) ∈ G and P ⊆ P(e1 ,e2 ) = {p ∈ Pn | st(p) = e1 , en(p) = e2 }. In practice,
it is intractable to store all paths between e1 and e2 (P(e1 ,e2 ) ) and therefore we only
store a random sample. Note, that we have a case for every observed triple in
the KG and we denote the set of all such cases as C. We also assume access to a
pre-computed similarity matrix S ∈ RV ×V which stores the similarity between any
two given entities in a KG. Intuitively, two entities which exhibit the same relations
should have a high similarity (e.g., an athlete should have a high similarity score
with another athlete). Lastly, we define a memory M that serves as the store for all
the cases present in a KG and also the similarity matrix, i.e. M = (C, S).
As explained earlier, C BR broadly comprises of four steps, which we explain briefly
for our setup on a KG.
• Retrieve: In this step, given a query (e1q , rq , ?), our method first retrieves a set
of k similar entities w.r.t e1q using the pre-computed similarity matrix S, such
that for each entity e′ in the retrieved set, we observe at least one fact of the
form (e′ , rq , e′′ ) in G. In other words, each retrieved entity should have at least
one outgoing edge in G with the edge label as rq . Next, we gather all such
facts (e′ , rq , e′′ ) in G for each of the retrieved e′ . Note, that there could be more
than one fact for a given entity and query relation (e.g. USA, has_city, New
York City and USA, has_city, Boston, for the entity ‘USA’ and query relation
‘has_city’). Finally for all the gathered facts from the k-nearest neighbors,
we retrieve all the cases from the memory store M. As noted before, in our
formulation, a case is a fact augmented with a sample of KG paths that connect
the entities of the fact. As we will see later (§ 3.3), the KG paths often represent
reasoning rules that determine why the fact (e′ , rq , e′′ ) hold true. The goal of
C BR is to reuse these rules for the new query.
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• Reuse: The reasoning paths that were gathered in the retrieve step are re-used
for the query entity. As described before, a path in a KG is an alternating sequence of entities and relations. The path gathered from the nearest neighbors
have entities which are in the immediate neighborhood of the nearest neighbor
entities. To reuse these paths, we first replace the entities from the paths with
un-instantiated variables and only extract the sequence of relations in them
(150). For example, if we have a retrieved case (a fact with a set of paths) such
as ((USA, has_city, Boston) , {(USA, has_state, Massachusetts, city_in_state, Boston)}),
we remove the entities from the path and extract rules such as:
has_state(x, y), city_in_state(y, z) =⇒ has_city(x, z). We gather all such paths
from all the cases retrieved for a query. Since the same path type can occur in
different cases, we maintain a list of paths sorted w.r.t the counts (in descending order).
• Revise: After the paths have been gathered, we look if those paths exists
for the query entity e1q . In our approach we find that simple symbolic exactstring matching for the relations works quite well. However, neural relation
extraction systems (200; 177) can be incorporated to map a relation to other
similar relations to improve recall. We keep this direction as a part of our
future work. Instead if we find an exact match for the sequence of relations,
we revise the rules by instantiating the variables with the entities which lie
along the path in the neighborhood of e1q .
• Retain: Finally, a case including the query fact and the paths that lead to the
correct answer for the query can be added to the memory store M.
Computing the similarity matrix: C BR approaches need access to a similarity matrix
S to retrieve similar cases to the query entity. Intuitively, the similarity between
entities that have similar relations should be higher (e.g. similarity between two
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athletes should be higher than the similarity between an athlete and a country).
To model this, we parameterize each entity with an m-hot vector e ∈ RR . That is,
each entity is a m-hot vector with the dimension equal to the size of the number of
binary relations in the KB. An entry in the vector is set to 1, if an entity has at least
one edge with that relation type, otherwise is set to 0. Even though, this is a really
simple way of parameterizing an entity, we found this to work extremely well in
practice. However, as previously mentioned we propose a generic method and one
could replace the entity embeddings with any pre-trained vectors from any model.
As an example, we present experiments by replacing our m-hot representation
with pre-trained embeddings obtained from the state-of-the-art RotatE model (162).
Lastly, the similarity between two entities is calculated by a simple inner product
between the normalized embeddings.
Caching ‘cases’ in the memory store: C BR also needs access to store containing
cases. As mentioned before, in our setup a ‘case’ is a KG triple, along with a sample
of paths that connect the two entities of the triple. Since the number of paths
between entities grow exponentially w.r.t path length, it is intractable to store all
paths between an entity pair. We instead consider a small subgraph around each
entity in the KG spanned by 1000 randomly sampled paths of length up to 3. Next,
for each triple (e1 , r, e2 ) in the KG, we exhaustively search the subgraph around e1 ,
collected in the previous step to find paths up to length 3 which lead to e2 . These
paths along with the fact form a case. This process is repeated for all the triples and
each case is added to the case store C.
Both the similarity matrix S and the case store C are pre-computed offline and is
stored in the memory M. Once that is done, our method requires no further training
and can be readily used for any query in the KG.
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3.3
3.3.1

Experiments
Data and Evaluation Protocols

We test our C BR based approach on three datasets that are often used in the community for benchmarking models — FB 15 K -237 (56), NELL -995 (187), and WN 18 RR
(35).

FB 15 K -237

comes with a set of KB rules that can be used to infer missing

triples in the dataset. We do not use the rules in the dataset and even show that
our model is able to recover the rules from similar entities to the query.

WN 18 RR

was created by (35) from the original WN18 dataset by removing various sources of
test leakage, making the datasets more realistic and challenging. We compare our
C BR based approach with various state-of-the-art models using standard ranking
metrics such as HITS@N and mean reciprocal rank (MRR). For fair comparison to
baselines, after a fact is predicted we do not add the new case (inferred fact and
paths) in the memory (retain step in § 3.2.2), as that would mean we would use
more information than our baselines to predict the followup queries.
Hyper-parameters: The various hyper-parameters for our method are the number
of nearest neighbor retrieved for a query entity (k), the number of paths that are
gathered from the retrieved entity (l) and the maximum path length considered (n).
For all our experiments, we set n = 3. We tune k and l for each dataset w.r.t the
given validation set.

3.3.2

Results on Query Answering

We first present results on query answering (link prediction) on the three datasets
and compare to various state-of-the-art baseline models. It is quite common in
literature (9; 190; 35; 162) to report aggregate results on both tail prediction (e1 , r, ?)
and head prediction (?, r−1 , e2 ). To be exactly comparable to baselines, we report
results on tail prediction for NELL -995 and for other datasets, we report average of
head and tail predictions.
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HITS @3

HITS @5

HITS @10

MRR

KALE-Pre (56)
KALE-Joint (56)
ASR-DistMult (113)
ASR-ComplEx (113)

0.358
0.384
0.363
0.373

0.419
0.447
0.403
0.410

0.498
0.522
0.449
0.459

0.291
0.325
0.330
0.338

TransE (9)
DistMult (191)
ComplEx (171)
GNTPs (112)
CBR (Ours)

0.360
0.360
0.370
0.337
0.424

0.415
0.403
0.413
0.369
0.471

0.481
0.453
0.462
0.412
0.515

0.296
0.313
0.329
0.313
0.378

Model

W ITH R ULES

W ITHOUT R ULES

Table 3.1: Link prediction results on the FB 15 K -237 dataset.
Metric

ComplEx

ConvE

DistMult

MINERVA

C BR

HITS @1

0.612
0.761
0.827
0.694

0.672
0.808
0.864
0.747

0.610
0.733
0.795
0.680

0.663
0.773
0.831
0.725

0.705
0.828
0.875
0.772

HITS @3
HITS @10

MRR

Table 3.2: Query-answering results on NELL -995 dataset.

NELL -995:

Table 3.2 reports the query answering performance on the

NELL -995

dataset. We compare to several strong baselines. In particular, we compare to
various embedding based models such as DistMult (190), ComplEx (171) and
ConvE (35). We also wanted to compare to various neural models for learning
logical rules such as neural-theorem-provers (142), NeuralLP (191) and MINERVA
(26). However, only MINERVA scaled to the size of NELL -995 dataset and others
did not. As it is clear from table 3.2, C BR outperforms all the baselines by a large
margin with gains of over 4% on the strict HITS@1 metric. We further discuss and
analyze the results in sec (3.3.4).
FB 15 K -237:

Next we consider the FB 15 K -237 dataset by (56). Comparing results

on FB 15 K -237 is attractive for a couple of reasons — (a) Firstly, this dataset comes
with a set of logical rules hand coded by the authors that can be used for logical
inference. It would be interesting to see if our C BR approach is able to automatically
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Metric

TransE

DistMult

ComplEx

ConvE

RotatE

GNTP

CBR

HITS @1

0.50
0.23

0.39
0.44
0.49
0.43

0.41
0.46
0.51
0.44

0.40
0.44
0.52
0.43

0.43
0.49
0.57
0.48

0.41
0.44
0.48
0.43

0.39
0.46
0.51
0.43

HITS @3
HITS @10

MRR

Table 3.3: Link prediction results on WN 18 RR dataset.

uncover the rules from the data. (b) Secondly, there is a recent work on a neural
model for logical inference (GNTPs) (112) that scales neural-theorem-provers (142)
to this dataset and hence we can directly compare with them. Table 3.1 reports the
results. We compare with several baselines. C BR significantly outperforms GNTPs
and even outperforms most models which have access to the hand-coded rules
during training. We also find that C BR is able to uncover correct rules for 27 out of
31 (87%) query relations.
WN 18 RR:

Finally, we report results of WN 18 RR in table 3.3. C BR performs competi-

tively with GNTPs and most embedding based methods except RotatE (162). Upon
further analysis, we find that for 210 triples in the test set, the entity was not present
in the graph and hence no answers were returned for those query entities.

3.3.3

Experiments with limited data

As mentioned before, our C BR based approach needs no training and gathers
reasoning patterns from few similar entities. Therefore, it should ideally perform
well for query relations for which we do not have a lot of data. Recently, (103)
studied this problem and propose a meta-learning (42) based solution (Meta-KGR)
for few-shot relations. We compare with their model to see if C BR based approach
will be able to generalize for such few-shot relations. Table 3.4 reports the results
and quite encouragingly we find that we outperform all sophisticated meta-learning
approaches by a large margin.
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Model
NeuralLP (191)
NTP-λ (142)
MINERVA (26)
MultiHop(DistMult) (99)
MultiHop(ConvE) (99)
Meta-KGR(DistMult) (103)
Meta-KGR(ConvE) (103)
CBR (ours)

HITS @1

HITS @10

MRR

0.048
0.102
0.162
0.145
0.178
0.197
0.197
0.234

0.351
0.334
0.283
0.306
0.329
0.345
0.347
0.403

0.179
0.155
0.201
0.200
0.231
0.248
0.253
0.293

Table 3.4: Link prediction results on NELL -995 for few shot relations.

3.3.4

Analysis: CBR is capable of doing contextualized reasoning

In this section, we analyze the performance of our non-parametric approach and try
to understand why it works better than existing parametric rule learning models
like MINERVA. Lets consider the relation ‘agent_belongs_to_organization’ in the
NELL -995

dataset. Here the query entity can belong to a wide varity of types.

For example, these are all triples for the query relation in

NELL -995—

(George

Bush, agent_belongs_to_organization, House of Republicans), (Vancouver Canucks,
agent_belongs_to_organization, NHL), (Chevrolet, agent_belongs_to_organization,
General Motors). As can be seen, the query entity for a relation can belong to many
different types and hence the logical rules that needs to be learned would be different. An advantage of C BR based approach is that, for each query entity it retrieves
similar contexts and then gather rules from them. One the other hand, models like
MINERVA has to encode all rules into its parameters which makes learning harder.
In other words, CBR is capable of doing better fine-grained contextual reasoning
for a given query. To further confirm this hypothesis, we count the number of
paths that C BR finds that lead to the correct answer and compare it with MINERVA.
C BR learns a total of 306.4 unique paths that lead to answer compared to 176.83 of
MINERVA. Figure 3.2 plots the counts for each query relation which further shows
that C BR finds more varied paths than MINERVA.
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Figure 3.2: The number of unique correct paths CBR and MINERVA find for each
query relation in NELL-995

3.3.5

Results with RotatE embeddings

As mentioned before, the C BR approach is generic and one can incorporate sophisticated models into each of the step. We run experiments where the m-hot representation of entities is replaced with pretrained embeddings obtained from a trained
RotatE (162) model for building the similarity matrix. On the WN 18 RR dataset, we
get a MRR of 0.425 as compared to 0.423 with our original approach.

3.3.6

Limitations of our Current Work

A key limitation of our current work is the symbolic matching of reasoning paths.
Different symbolic sequence of relation can have similar semantics (e.g. works_in_org,
org_located_in and studies_in, college_located_in are similar paths for inferring
lives_in relation), but in our current work, these paths would be treated differently.
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This limitation can be alleviated by learning a similarity kernel for paths using
distributed representation of relations.
On error analysis, we found that a major source of error occurs in our ranking of
entities. Currently, ranking of predicted entities is done via number of paths that
lead to it. Even though, this simple technique works well, we noticed that, if we
had access to an oracle ranker, our performance would improve significantly. For
example, in

FB 15 K -237

dataset, CBR retrieves a total of 241 entities out of more

than 9.5K entities. An oracle ranking of these entities would increase the accuracy
(HITS@1) from 0.28 to 0.74. This indicates that a substantial gain could be obtained
if we train a model to rank the retrieved entities, a direction we leave as future
work.

3.3.7

Inference time

Table 3.5 report the inference times of our model on
the entire evaluation set of WN 18 RR (6268 queries)

Dataset

MINERVA

CBR

WB18RR

63s

69s

NELL-995

35s

68s

and NELL -995 (2825 queries) and compares it with

Table 3.5: Inference time (in
MINERVA . Since our approach first retrieves simi- seconds) on two datasets.

lar entities and then gathers reasoning paths from
them, it is slower than MINERVA. However, given the empirical improvements in
accuracy, we believe this is not a significant tradeoff.

3.4

Related Work

Bayesian non-parametric approaches for link prediction: There is a rich body
of work which employs bayesian non-parametric approaches to automatically
learn the latent dimension of entities. The infinite relational model (IRM) (76)
and its extensions (189) learns a possibly unbounded number of latent clusters
from the graph and an entity is represented by its cluster membership. Later (2)
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proposed the mixed membership stochastic block models that allows entities to
have mixed membership over the clusters. Instead of cluster membership, (109)
propose a model that learn features of entities and the non-parametric approach
allows learning unbounded number of dimensions. (163) combine bayesian nonparametric and tensor factorization approaches and (205) allows non-parametric
learning in a max-margin framework. Our method does not learn latent dimension
and features of entities using a bayesian approach. Instead we propose a framework
for doing non-parametric reasoning by learning patterns from k-nearest neighbors
of the query entity. Also, the bayesian models have only been applied to very small
knowledge graphs (containing few hundred entities and few relations).
Rule induction in knowledge graphs is a very rich field with lots of seminal works.
Inductive Logic Programming (ILP) (118) learns general purpose predicate rules
from examples and background knowledge. Early work in ILP such as FOIL (133),
PROGOL (117) are either rule-based or require negative examples which is often
hard to find in KBs (by design, KBs store true facts). Statistical relational learning
methods (50; 83; 150) along with probabilistic logic (138; 12; 180) combine machine
learning and logic but these approaches operate on symbols rather than vectors and
hence do not enjoy the generalization properties of embedding based approaches.
Moreover, unlike our approach, these methods do not learn rules from entities
similar to the query entity. Recent work in rule induction, as discussed before
(191; 142; 26; 112) try to encode rules in the parameters of the model. In contrast, we
propose a non-parametric approach for doing so. Moreover our model outperforms
them on several datasets.
K-NN based approach in other NLP applications: Nearest neighbor models have
been applied to a number of NLP applications in the past such as parts-of-speech
tagging (24) and morphological analysis (10). There has also been several recent
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work which leverages k-nearest neighbors for various NLP tasks, which is a step
towards case based reasoning. Retrieve-and-edit based approaches are gaining
popularity for various structured prediction tasks (58; 64). Accurate sequence
labeling by explicitly and only copying labels from retrieved neighbors have been
achieved by (184). Another recent line of work use training examples at test time to
improve language generation (182; 129; 13; 130). Improvements in language model
have been also observed by (79) by utilizing explicit examples from past training
data obtained from nearest neighbor search in the encoded space. However, unlike
us these work do not extract explicit reasoning patterns (or solutions in cases) from
nearest neighbors.

3.5

Conclusion

We propose a very simple non-parametric approach for reasoning in KGs that is
similar to case-based reasoning approaches in classical AI. Our proposed model
requires no training and can be readily applied to any knowledge graphs. It achieves
new state-of-the-art performance in NELL -995 and FB 15 K -237 datasets. Also we
show that, our approach is robust in low-data settings. Overall, our non-parametric
approach is capable of deriving crisp logical rules for each query by extracting
reasoning patterns from other entities and entirely removes the burden of storing
logical rules in the model parameters.

54

3.6
3.6.1

Probabilistic Case-based Reasoning over Knowledge Bases
Introduction

We live in an evolving world with a lot of heterogeneity as well as new entities
being created continuously. For example, scientific papers and Wikipedia pages
describing facts about new entities, are being constantly added (e.g. C OVID -19).
These new findings further trigger the inference of newer facts, each with its own
diverse reasoning. We are interested in developing such automated reasoning
systems for large knowledge-bases (KBs).
In machine learning, non-parametric methods hold the promise of handling evolving data (23; 135). Most current KG completion models learn low dimensional
parametric representation of entities and relations via tensor factorization or sophisticated neural approaches (125; 9; 155; 162; 173). Another line of work learns
Horn-clause style reasoning rules from the KG and stores them in its parameters
(142; 26; 112). However, these parametric approaches work with a fixed set of
entities and it is unclear how these models will adapt to new entities.
This paper presents a k-nearest neighbor (KNN) based approach for KG reasoning
that is reminiscent of case-based reasoning (CBR) in classical AI. A CBR system
solves a new problem by retrieving ‘cases’ that are similar to the given problem,
revising the solution to retrieved cases (if necessary) and reusing it for the new
problem (147; 90, inter-alia). For the task of finding a target entity given a source
entity and binary KG relation (e.g. (J OHN V ON N EUMAN,

PLACE _ OF _ DEATH ,

?)

in Figure 3.3), our approach first retrieves k similar entities (cases) to the query
entity. Next, for each retrieved entity, it finds multiple KG paths1 (each path is a
solution to retrieved cases) to the entity they are connected by the query relation
1

A path is a contiguous sequence of KG facts such as R ICHARD F EYNMAN → AFFILIATED →
C ALTECH → LOCATED → USA.
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(e.g. paths between (R ICHARD F EYNMAN , USA)). However, one solution seldom
works for all queries. For example, even though the path ‘BORN _ IN’ is predictive of
‘PLACE _ OF _ DEATH’ for US-born scientists (figure 3.3), it does not work for scientists
who have immigrated to USA. To handle this, we present a probabilistic CBR
approach which learns to weighs paths with respect to an estimate of its prior and
its precision, given the query. The prior of a path represents its frequency while
the precision represents the likelihood that the path will lead to a correct answer
entity. To obtain robust estimates of the path parameters, we cluster similar entities
together and compute them by simple count statistics (§3.6.2.1).
Apart from computing these estimates, our method needs no further training. Overall,
our simple approach outperforms several recent parametric rule learning methods
(26; 112) and performs competitively with various state-of-the-art KG completion
approaches (35) on multiple datasets.
An advantage of non-parametric models is that it can adapt to growing data by
adjusting its number of parameters. In the same spirit, we show that our model can
seamlessly handle an ‘open-world’ setting in which new entities arrive in the KG.
This is made possible by several design choices such as (a) representing entities as
sparse (non-learned) vector of its relation types (§3.6.1.3), (b) our use of an online
non-parametric hierarchical clustering algorithm (116) that can efficiently recompute changes in cluster assignments because of the newly added entity (§3.6.2.2), (c)
and a simple and efficient way of recomputing the prior and precision parameters
for paths per cluster (§3.6.2.1).
Current models for KG completion that learn entity representations for a fixed set
of entities cannot handle the open-world setting. In fact we show that, retraining
the models continually with new data leads to severe degradation of the model
performance with models forgetting what it had learned before. For example,
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Query: (Jon Von Neumann,
place_of_death, ?)

affiliation

IAS
Princeton

Albert
Einstein
John
Von
Neumann

born

pla
c

e_
of_

de
ath

located

KNN-Search
Lawrence
Livermore
affiliation
Albert Einstein, Edward Teller,
Richard Feynman, Murray
Gelmann, Sheldon Lee.

Paths gathered from KNN entities:
1) place_of_death(x,y) ⇐ born(x,y)
2) place_of_death(x,y) ⇐
affiliation(x,z) ^ located(z,y)

Cluster = 1
Albert
Einstein

Edward
Teller

John
Von
Neumann

USA

ea

f_d

c

pla

place_of
_death

th?

o
e_

born

born

located

Richard
Feynman

place_of
_death

born

born
USA
place_of_d

eath

located

affiliation

born

place_of_
death

Hungary

Edward
Teller

Caltech

P(e2 | p = (born), c=1,
q=place_of_death) = 0
John
Von
Neumann

Sheldon
Lee

Boston U.

located
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Figure 3.3: Given the query, (J ON V ON N EUMANN, PLACE _ OF _ DEATH, ?), our model
gathers reasoning paths from similar entities such as other scientists. However, not
all gathered paths work for a query e.g. the path (‘BORN(x, y)’) would not work
for V ON N EUMANN. This highlights the importance of learning path weights for
clusters of similar entities. Even though ‘BORN _ IN’ could be a reasonable path for
predicting PLACE _ OF _ DEATH, this does not apply for V ON N EUMANN and other
scientists in his cluster. The precision parameter of the path given the cluster helps
in penalizing the ‘ BORN _ IN ’ path. Note that the node USA is repeated twice in the
figure to reduce clutter.
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the performance (MRR) of R OTATE model (162) drops by 11 points (absolute) on
WN 18 RR

in this setting (§3.6.3.4). On the other hand, we show that with new data,

the performance of our model is consistent as it is able to seamlessly reason with
the newly arrived data.
Our work is most closely related to a recent concurrent work by (27) where they
propose a model that gathers paths from entities similar to the query entity. However, (27) encourages path that occur frequently in the KG and does not learn to
weigh paths differently for queries. This often leads to wrong inference leading
to low performance. For example, on the test-II evaluation subset of FB122 where
all triples can be inferred by logical rules, (27) scores quite low (63 MRR) because
of learning incorrect rules. On the other hand, we score significantly higher (94.83
MRR) demonstrating that we can learn more effective rules. In fact, we consistently
and significantly outperform (27) on several benchmark datasets. Also, unlike us,
they do not test themselves in the challenging open-world setting.
The contributions of this paper are as follows: (a) We present a KNN based approach
for KG completion that gathers reasoning paths from entities that are similar to the
query entity. Following a principled probabilistic approach (§3.6.1.2), our model
weighs each path by its likelihood of reaching a correct answer which penalizes
paths that are spurious in nature. (b) The parameters of our model grow with
data and can be estimated efficiently using simple count statistics (§3.6.2.2). Apart
from this, our approach needs no training. We show that our simple approach
significantly outperforms various rule learning methods (26; 112; 27) on many
benchmark datasets. (c) We also show that our model can easily handle addition
of facts about new entities and is able to seamlessly integrate and reason with
the newly added data significantly outperforming parametric embedding based
models.
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3.6.1.1

Notation and Task Description

Let V denote the set of entities, R denote the set of binary relations and G denote a
KB or equivalently a Knowledge Graph (KG). Formally, G = (V, E, R) is a directed
labeled multigraph where V and E denote the vertices and edges of the graph
respectively. Note that, E ⊆ V × R × V. Let (e1 , r, e2 ) denote a fact in G where e1 ,
e2 ∈ V and r ∈ E. Also, following previous approaches (9), we add the inverse
relation of every edge, i.e., for an fact (e1 , r, e2 ) ∈ E, we add the edge (e2 , r−1 , e1 ) to
the graph. (If the set of binary relations R does not contain the inverse relation r−1 ,
it is added to R as well).
Task: We consider the task of query answering on KGs, i.e., answering questions of
the form (e1q , rq , ?), where answer is an entity in the KG.
Paths in KG: A path in a KG between two entities es , et is defined as a sequence of alternating entity and relations that connect es and et . A length of a path is the number
of relation (edges) in the path. Formally, let a path p = (e1 , r1 , e2 , . . . , rn , en+1 ) with
st(p) = e1 , en(p) = en+1 and len(p) = n. We also define a path type as the sequence
of the relations in p, i.e., type(p) = (r1 , r2 , . . . , rn ). Let P denote the set of all paths
in G. Let Pn ⊆ P = {p | len(p) ≤ n} be the set of all paths of length up to n. Also, let
Pn denote the set of all path types with length up to n, i.e. Pn = {type(p) | p ∈ Pn }.
Let Pn (e1 , r) ⊆ Pn denote all path types of length up to n that originate at e1 and
end at the entities that are connected to e1 by a direct edge of type r. In other words,
if Se1 r = {e2 | (e1 , r, e2 ) ∈ G} denotes the set of entities that are connected to e1 via a
direct edge r, then Pn (e1 , r) denotes the set of all path types of length up to n that
start from e1 and end at entities in Se1 r . By definition, r ∈ Pn (e1 , r). Similarly, we
define Pn (e1 , r) which contain paths instead of path types.
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3.6.1.2

Model

Given a query, our approach gathers KG path types from entities that are similar to
the query entity. Each path type is weighed with respect to an estimate of both its
frequency and precision (§3.6.1.3). By clustering similar entities together (§3.6.2), our
model obtains robust estimate of the path statistics (§3.6.2.1). Our approach is nonparametric because - (a) Instead of storing reasoning rules in parameters (26; 112),
it derives them dynamically from k-similar entities (like a non-parametric k-nn
classifier (23)). (b) We cluster entities together using a non-parametric clustering
approach and provide an efficient way of adding / estimating parameters when
entities are added to the KG (§3.6.2.2).

3.6.1.3

Reasoning from contextual entities

Our approach first finds k similar entities to the query entity that have atleast an
edge of type rq . For example, for the query (M ELINDA G ATES, WORKS _ IN _ CITY, ?),
we would consider WARREN B UFFET if we observe (WARREN B UFFET, WORKS _ IN _ CITY,
O MAHA). We refer to these entities as ‘contextual entities’. Each entity is represented as a sparse vector of its outgoing edge types, i.e. ei ∈ {0, 1}|R| . If entity ei has
m distinct outgoing edge types, then the dimension corresponding to those types
are set to 1. This is an extremely simple and flexible way of representing entities
which we find to work well. Also note that, as more data is added about an entity,
this sparse representation makes it trivial to update the embeddings.
Let Ec,q denote the set of contextual entities for the query q. To compute Ec,q ,
we first sort entities with respect to their cosine distance with respect to query
entity and select the k entities with the least distance and which have the query
relation rq . For each contextual entity ec , we gather the path types (up to length
n) that connect ec to the entities it is connected by the edge rq (i.e. Pn (ec , rq ) in
§3.6.1.1). These extracted path types will be used to reason about the query entity.
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Let Pn (Ec,q , rq ) =

S

ec ∈Ec,q

Pn (ec , rq ) represent the set of unique path types from the

contextual entities. The probability of finding the answer entity e2 given the query
is given by:

P (e2 | e1q , rq ) =

X

P (e2 , p | e1q , rq )

p∈Pn (E(c,q) ,rq )

=

X

P (p | e1q , rq )P (e2 | p, e1q , rq )

(3.1)

p

We marginalize the random variable representing the path types obtained from
Ec,q . P (p | e1q , rq ) denotes the probability of finding a path type given the query.
This term captures how frequently each path type co-occurs with a query and
represents the prior probability for a path type. On the other hand, P (e2 | p, e1q , rq )
captures the proportion of times, when a path type p is traversed starting from the
query entity, we reach the correct answer instead of some other entity. This term
can be understood as capturing the likelihood of reaching the right answer or the
’precision’ of a reasoning path type. This is crucial in penalizing ‘spurious’ path
types that sometimes coincidentally find the right answer entity. For example, for
the query relation WORKS _ IN _ CITY, the path type (F RIEND∧ L IVES _ IN _C ITY) might
have a high prior probability (since people often have many friends in the city
where they work). However, this path is ‘spurious’ with respect to WORKS _ IN _ CITY,
since they might have friends living in various cities and hence this path type will
not necessarily return the correct answer.

3.6.2

Entity Clustering

Equation 3.1 has parameters for each entity in the KG. For large KGs, this can
quickly lead to parameter explosion. Also, estimating per-entity parameter leads
to noisy estimates due to sparsity. Instead, we choose to cluster similar entities
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Figure 3.4: We consider a setting where new entities and facts are added continuously to the KG. Our non-parametric approach can seamlessly reason with
the newly added entities and can infer new facts about them (e.g. (M ELINDA,
W ORKS _ IN _C ITY, ?) or (D UKE U NIV., LOCATED _ IN _ COUNTRY, ?)) without requiring expensive training.

together. Let c be a random variable representing the cluster assignment of the
query entity. Then for the path-prior term, we have

P (p | e1q , rq ) =

X

P (c | e1q , rq )P (p | c, e1q , rq )

c

We assume that each entity is assigned to one cluster, so P (c | e1q , rq ) is zero
for all clusters except the cluster in which the query entity belongs to. Secondly
we assume, that the prior probability of a path given the entity and cluster can
be determined from the cluster alone and is independent of each entity in the
cluster. In other words, if ce1q is the cluster in which the e1,q has been assigned,
then P (p | ce1q , e1q , rq ) = P (p | ce1q , rq ). Instead of per-entity parameters, we now
aggregate statistics over entities in the same cluster and have per-cluster parameters.
We also show that this leads to significantly better performance (§3.6.3.3). A similar
argument applies for the path-precision term in which we calculate the proportion
of times, a path leads to the correct answer entity starting from each entity in the
cluster.
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Algorithm 1 Select a flat clustering from a tree structure.
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:

input: V : Entities , root: Root of tree, τ : Threshold
output: C1 , C2 , . . . , CK : A flat partition
f rontier ← [root]
result ← {}
while f rontier is not empty do
n ← f rontier.pop()
if linkage(n) > τ then
result ← {n} ∪ result
else
for c in n.children do
f rontier.push(c)
end for
end if
return result

To perform clustering, we use hierarchical agglomerative clustering with average
linkage with the entity-entity similarity defined in §3.6.1.3. We extract a nonparameteric number of clusters from the hierarchy using a threshold on the linkage function. Agglomerative clustering has been shown to be effective in many
knowledge-base related tasks such as entity resolution (92; 172) and in general
has shown to outperform flat clustering methods such as K-means (53; 82). A flat
clustering is extracted from the hierarchical clustering by using a threshold on the
linkage function score. We perform a breadth first search from the root of the tree
stopping at nodes for which the linkage is above the given threshold. The nodes
where the search stops give a flat clustering.
A hierarchical clustering T over the entities V, encodes a large number of flat partitions of the entities, often referred to as tree consistent partitions in the clustering
literature. We select one of these tree consistent partitions using a threshold on the
linkage function, τ . The algorithm performs a breadth first search starting at the
root node. The search stops at any node for which the linkage is above the given
value τ . Pseudocode is given in Algorithm 1.
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3.6.2.1

Parameter Estimation

Next we discuss how to estimate path prior and precision terms. There exists
abundant modeling choices to estimate them. For example, following (18), we
could train a neural network model to estimate P (p | ce1q , rq ). However, with
our original goal of designing a simple and efficient non-parametric model, we
estimate these parameters by simple count statistics from the KG. E.g., the path
prior P (p | c, rq ) is estimated as
P

ec ∈c

P

1 [type(p′ ) = p]
p′ ∈Pn (ec ,rq ) 1

p′ ∈Pn (ec ,rq )

P

ec ∈c

P

(3.2)

For each entity in cluster c, we consider the paths that connect ec to entities it is
directly connected to via edge type rq (Pn (ec , rq ) in §3.6.1.1). The path prior for a
path type p is computed as the proportion of times the type of paths in Pn (ec , rq ) is
equal to p. Note that in equation 3.2, if a path type appears multiple times, we count
all instances. For example, for the query relation W ORKS _ IN _C ITY, a path of the
form (C O _ WORKER ∧ W ORKS _ IN _C ITY) can occur multiple times, since a person
can have multiple different co-workers. Considering just path types will lead to
under-weighing of such important paths. Similarly, the path-precision probability
(P (e2 | p, c, rq )) can be estimated as,

P

ec ∈c

P

1[type(p′ ) = p] · 1[en(p′ ) ∈ Sec rq ]
P
P
′
ec ∈c
p′ ∈Pn (ec ) 1[type(p ) = p]

p′ ∈Pn (ec )

(3.3)

Let Pn (ec ) denote the paths of up to length n starting from the entity ec . Note,
unlike Pn (ec , rq ), the paths in Pn (ec ) do not have to end at specific entities. Also
from §3.6.1.1, en(p) denotes the end entity for a path p and Sec rq denotes the set of
entities that are connected to ec via a direct edge of type rq . Equation 3.3, therefore,
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estimates the proportion of times the path p successfully ends at one of the answer
entities when starting from ec , given rq .
There are several advantages in estimating the parameters using simple count
statistics. Firstly, they are extremely simple, and statistics for each entity in clusters
can be computed in parallel making them extremely time efficient. Secondly once
they are computed, our approach needs no further training. Lastly, when new
data is added, it makes it easy to update the parameters without training from
scratch.
To summarize, given a query entity (e1q , rq ), our method gathers reasoning paths
from k similar entities to e1q . These reasoning paths are then traversed in the KG
starting from e1q , leading to a set of candidate answer entities. The score of each
answer entity candidate is computed as a weighted sum of the reasoning paths the
lead to them (Equation 3.1). Each path is weighed with an estimate of its frequency
(Equation 3.2) and precision (Equation 3.3) given the query relation. The next
section describes how we extend our model for open-world setting where new
entities and facts are added to the KB.

3.6.2.2

Open-world Setting

A great benefit of non-parametric models is that it can seamlessly handle growing
data by adding new parameters. New entities constantly arrive in the world (e.g.
new Wikipedia articles about entities are frequently created). We consider a setting
(Figure 3.4) in which new entities with few facts (edges) about them keep getting
added to the KG. This setting is challenging for parametric models (26; 162) as it
is unclear how these models can incorporate new entities without retraining from
scratch. However, retraining to obtain entity embeddings on industrial scale KGs
might be impractical (e.g. consider Facebook social graph where new users are
joining continuously). Next, we show that our approach can handle this setting
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efficiently in the following way:
(a) Adding/updating entity representations: First we need to create entity representations for the newly arrived entities. Also, for some existing entities for which
new edges were added (e.g. B ILL G ATES, D URHAM, etc. in figure 3.4), their representations need to be updated. Recall, that we represent entities as a sparse vector
of its edge types and hence this step is trivial for our approach.
(b) Updating cluster assignments: Next the new entities needs to be added to clusters of similar entities. Also, the cluster assingments of entities that got updated can
also change as well and their change can further trigger changes to the clustering
of other entities. To handle this, one could naively cluster all entities in the KG,
however that could be wasteful and time-consuming for large KGs. Instead, we use
an online hierarchical clustering algorithm - G RINCH (116), which has shown to
perform as well as agglomerative clustering in the online setting. G RINCH observes
one entity at a time, placing it next to its nearest neighbor and performing local
re-arrangements in the form of rotations of tree nodes and global re-arrangments
in the form of grafting a subtrees from part of the tree to another. Entities can be
deleted from a hierarchy by simply removing the corresponding leaf node. We
first use G RINCH to delete the entities whose representations had changed because
of the addition of the new node and then incrementally add those entities back
along with the newly added entities in the KG. We extract a flat clustering from the
hierarchical clustering built by G RINCH using the same method as in §3.6.2.
(c) Re-estimating new parameters: After re-assigning clusters, the final step is
to estimate the per-cluster parameters. This computation is efficient as it is clear
from equations 3.2 and 3.3 that the contribution from each entity in a cluster can
be computed independently (and hence can be easily parallelized). However, even
for each entity, this computation needs path traversal in the KG which is expensive.
We show that we do not have to re-compute for all entities in the clusters.
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Let n denote the maximum length of a reasoning path considered by our model.
For every new entity ei added to the KG, we need to recompute statistics for entities
that lie within cycles of length up to (n + 1) starting from ei .
Proposition: Let n denote the maximum length of a reasoning path considered by our
model. For every new entity ei added to the KG, we need to recompute statistics
for entities that lie within cycles of length up to (n + 1) starting from ei .
We see from Eq 3.2, that the estimate for the prior for a path type p depends on
Pn (ec , rq ) i.e. the set of paths that lead from ec to entities that are connected to ec
via relation rq . WLOG, say et is such an entity i.e. (ec , rq , et ) ∈ G. When a new
entity/edge is added to the KG, this set of paths might increase. It is easy to see
that the set Pn (ec , rq ) is updated iff a new path pnew of length ≤ n appears between
ec and et . In this case, the edges in pnew would form a cycle with the edge (ec , rq , et ).
The length of the cycle would be at most len(pnew ) + 1 which in turn is at most of
length n + 1. This, to find entities for which the prior has changed after the addition
of a new edge/entity, it is sufficient to find entities lying on cycles of length up to
n + 1 starting from the new entity/edge.
This mechanism for finding entities for re-computation is only approximate when
computing the precision. We see from Eq 3.3, that the numerator depends on paths
that lead to the answer entity (as with prior) while denominator depends on all n
length paths around ec . So, if the numerator is ever to be increased, we would catch
that update by the proposed cycle finding method. However, even if an entity does
not lie on a cycle with the new edge/entity, if there is a path of length n from ec
to the new edge/entity, the denominator count would be incremented. Thus, the
precision estimates for some entities might be an over-estimate of the path precision
(had it been recomputed after new edges are added to the KB).
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|V|
NELL-995
FB122
WN18RR

|R|

|E|

75,492 200 154,213
9,738 122 112,476
40,943 11 93,003

Table 3.6: Dataset Statistics

Without
Rules

With
Rules

Test-I
Hits@N (%)
3
5
10

Test-II
Hits@N (%)
3
5
10

MRR

Test-ALL
Hits@N (%)
3
5
10

MRR

KALE-Pre (56)
35.8 41.9 49.8
KALE-Joint (56)
38.4 44.7 52.2
ASR-DistMult (113) 36.3 40.3 44.9
ASR-ComplEx (113) 37.3 41.0 45.9
KB LR (49)
–
–
–

0.291
0.325
0.330
0.338
–

82.9 86.1 89.9
79.7 84.1 89.6
98.0 99.0 99.2
99.2 99.3 99.4
–
–
–

0.713
0.684
0.948
0.984
–

61.7
61.2
70.7
71.7
74.0

71.8
72.8
75.2
75.7
79.7

0.523
0.523
0.675
0.698
0.702

TransE (9)
DistMult (190)
ComplEx (171)
GNTPs (112)
RotatE (162)
CBR (27)
Our Model

0.296
0.313
0.329
0.313
0.471
0.359
0.457

77.5 82.8 88.4
92.3 93.8 94.7
91.4 91.9 92.4
98.2 99.0 99.3
86.8 88.6 90.7
67.8 71.8 75.9
94.8 95.0 95.3

0.630
0.874
0.887
0.977
0.846
0.636
0.948

58.9 64.2 70.2
67.4 70.2 72.9
67.3 69.5 71.9
69.2 71.1 73.2
70.8 73.57 77.0
57.0 61.2 65.3
74.2 76.0 78.2

0.480
0.628
0.641
0.678
0.678
0.527
0.727

36.0
36.0
37.0
33.7
51.1
40.0
49.0

41.5
40.3
41.3
36.9
55.1
44.5
52.7

48.1
45.3
46.2
41.2
60.3
48.8
57.1

66.2
66.4
73.1
73.6
77.0

MRR

Table 3.7: Link prediction results on FB 15 K -237. Test-II denotes a subset of triples
that can be inferred via logical rules.

Metric
HITS @1
HITS @3
HITS @10

MRR
HITS @1
HITS @3
HITS @10

MRR

TransE

DistMult

ComplEx

ConvE

RotatE

GNTP

MINERVA

C BR

Our Model

0.50
0.23

0.39
0.44
0.49
0.43

0.41
0.46
0.51
0.44

0.40
0.44
0.52
0.43

0.43
0.49
0.57
0.48

0.41
0.44
0.48
0.43

0.40
0.43
0.49
0.43

0.38
0.46
0.51
0.43

0.43
0.49
0.55
0.48

0.53
0.79
0.87
0.67

0.61
0.73
0.79
0.68

0.61
0.76
0.83
0.69

0.67
0.81
0.86
0.75

0.65
0.82
0.87
0.74

-

0.66
0.77
0.83
0.72

0.70
0.83
0.87
0.77

0.77
0.85
0.89
0.81

Table 3.8: Results on WN 18 RR (above) and NELL -995 (tail-prediction;below)
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3.6.3

Experiments

In this section, we evaluate our proposed approach on a wide array of knowledgebase completion (KBC) benchmarks (§3.6.3.3). To evaluate the non-parametric
nature of our approach, we also evaluate on an ‘open-world’ setting (§3.6.2.2) in
which new entities are added to the KG. We demonstrate our proposed approach is
competitive to several state-of-the-art methods on benchmarks in the standard setting, but it greatly outperforms other methods in the online setting (§3.6.3.4).

3.6.3.1

Data and Evaluation Protocol

Data. We evaluate on the following KBC datasets: NELL-995, FB122 (56), WN18RR
(35). FB122 is a subset of the dataset derived from Freebase, FB15K (9), containing
122 relations regarding people, locations, and sports. NELL-995 (187) a subset of
the NELL derived from the 995th iteration of the system. WN18RR was created by
(35) from WN18 by removing inverse relation test-leakage.
Evaluation metrics. Following previous work, we evaluate our method using
HITS @N and mean reciprocal rank (MRR), which are standard metrics for evaluating

a ranked list.

3.6.3.2

Experimental Setting

Knowledge Base Completion. Given an entity e1 and a relation r, our task is
retrieve all entities e2 such that (e1 , r, e2 ) belongs in the edges E in a KG G. This
task is known as tail prediction. If the relation is instead the inverse relation r−1 , we
assume that we are given an e′2 and asked to predict entities e′1 such that (e′1 , r−1 , e′2 )
belongs in the edges E (head prediction). To be exactly comparable to baselines, we
report an average of head and tail prediction results2 . We are given a knowledge
graph with three partitions of edges, Etrain , Edev , Etest .
2

except for NELL -995 dataset where like our baselines, we report tail-prediction performance.
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For this task, we evaluate against several state-of-the-art embeddings based models
such as DistMult (190), ComplEx (171), ConvE (35), RotatE (162). We also compare
against several parametric rule learning methods — NTP (142), NeuralLP (191),
MINERVA (26), GNTP (112) and also the closely related CBR approach of (27).
Open-world Knowledge Base Completion. In this setting, we begin with the
top 10% of the most popular nodes (with several edges going out from them) and
add more randomly selected nodes such that the initial seed KB contains 50% of
all the entities in V. This is to ensure, that the seed KB is not too sparse and the
initial models trained on them are meaningful. Next, any edges between the nodes
selected are added to the seed KB. We divide the rest of the entities randomly into
10 batches. Each batch of entities is incrementally added to the KB along with the
edges contained in it. The validation and test set are also divided in the same way,
i.e. if both the head and tail entity of a triple are present in the KB, only then the
triple is put in the corresponding splits.
Parametric models for KBC that learn representations for a fixed set of entities can
not handle ‘open-world’ setting out-of-the-box. We extend the most competitive
embedding based model - RotatE (162) for this task. For every new entity arriving
in a batch, we initialize a new entity embedding for it. We explore two ways of
initializing the new entity embeddings — (a) random initialization, and (b) average
of element-wise rotation of entity embeddings w.r.t the relation that this new entity
is connected to. Specifically, let t denote the new entity and let S = {(h, r, t)} be the
facts associated with entity t. Then the embedding et is computed as
P
et =

(h,r,t)∈S

|S|

eh ◦ er

(3.4)

Here, ◦ represents the Hadamard (or element-wise) product. This initialization
minimizes the RotatE objective for the new embedding ensuring that it is “well70

placed” according to the model in the previous time step. Embeddings for new
relations are initialized randomly. Next, the model is further trained on the new
batch of triples so that the new entity embeddings get trained. Note, for massive
KGs, it might be impractical to re-train on the entire data as new batches of data
arrive frequently, however to still prevent the model to forget what it had learned
before, we also sample m% of triples that it had already been trained on and re-train
on them. We ensure that triples in the neighborhood of the newly added entities are
ten times likely to be sampled more than other triples. We also try a setting where
we try freezing the initially trained entity embeddings and only training the new
entity and relation embeddings.

3.6.3.3

Results on KBC benchmarks

The results for KBC tasks are presented in Table 3.7 and 3.83 . Our method does
significantly better than parametric rule learning approaches such as MINERVA,
GNTPs and the recent case-based approach of (27). We would like to highlight the
difference between the performance of our model and that of (27) on the test-II
evaluation of FB122 where triples can be answered by learning logical rules. This
results emphasizes the importance of our probabilistic weighing of paths. We also
perform comparably to most embedding based models and achieve state-of-the-art
results on the overall test sets of FB122 and NELL -995. We report the mean over 3
runs for our model.
We perform an ablation where we do not cluster entities (i.e. every entity has its own
cluster) and have per-entity parameters. Table 3.9 notes the drop in performance
due to the noisy estimates of path prior and precision parameters because of sparsity.
3

There are no reported results of GNTPs on NELL -995
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Our Method

Our Method
w/o clustering

0.42
0.46
0.51
0.45

0.29
0.36
0.45
0.34

HITS @1
HITS @3
HITS @10

MRR

Table 3.9: Impact of clustering on WN18RR

HITS @1
HITS @3
HITS @10

MRR

RotatE

Our Method
(n = 3)

Our Method
(n = 5)

0.43
0.49
0.57
0.48

0.42
0.46
0.51
0.45

0.43
0.49
0.55
0.48

Table 3.10: Impact of path length on WN18RR
Table 3.11 shows an example where our model learns to score different paths based
on the type of entities present in the cluster.
Effect of path length on WN 18 RR: On the dev set of WN18RR, out of 2985 queries
where our method does not rank the answer in the top-10, 2030 queries require a
minimum path length greater than 3. Path-based reasoning models have no power
to answer these queries. To correct for this, we perform an experiment with the path
length n = 5 (950 of 2030 answers are reachable). The results in Table 3.10 show
that our method recovers a significant portion of performance when allowed to use
longer reasoning paths.

Athlete Cluster

(athlete-led-sports-team, team-plays-in-league)
(athlete-home-stadium, league-stadiums−1 )

Politician Cluster

(politician-us-member-of-political-group, person-belongs-to-organization−1 ,
agent-belongs-to-organization)
(agent-collaborates-with-agent, agent-belongs-to-organization)

Table 3.11:
High scoring paths in different clusters for the query
agent-belongs-to-organization in NELL -995
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Figure 3.5: Results for open-world setting when trained with 10% (top row) and 30%
(bottom row) of already seen edges. Our online method matches the offline version
of our approach and outperforms the online variants of RotatE. After all data is
observed our online method achieves results closest to the best offline method’s
results.

3.6.3.4

Open-World KBC results

Figure 3.5 reports the result for this task. We report results on the RotatE model
with randomly initialized embeddings for new entities (RotatE) and the model
with systematic initialization of new entity embeddings (RotatE+). We experiment
with m = {10%, 30%} of previously seen edges and re-train on them. We find
that not including previously seen edges leads to severe degradation of overall
performance due to the model forgetting what it had learned in the past. We
also report results with freezing the already seen entity representations and only
learning representations for new entities (RotatE-Freeze). All models were trained
till the validation set (containing both new and old triples) performance stopped
improving. For our approach, we also report results for an oracle setting where we
re-cluster all entities as new data arrives and re-estimate all parameters from scratch
(instead of using G RINCH and recomputing only required parameters (§3.6.2.2). For
both datasets, the offline-best results were obtained by RotatE (47.1 for FB122 test-I,
48 for WN 18 RR). We report performance on the entire evaluation set (full) and also
on the set containing the newly added edges (new).
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The main summary of the results are (i) RotatE model converges to a much lower
performance in the online setting losing at least 8 MRR points in FB122 and at least
11 points in WN 18 RR. On FB122, we observe that the model prefers to learn new
information more by sacrificing previously learned facts (2nd subfigure in figure
3.5) (ii) In the freeze setting, the model performance deteriorates quickly after a
certain point indicating saturation, i.e. it becomes hard for the model to learn new
information about arriving entities by keeping the parameters of the existing entities
fixed. (iii) On the full evaluation, RotatE+ performs better than RotatE showing
that bad initialization deteriorates performance over time, however, there is still
a large gap between the best performance (iv) Our approach almost matches our
performance in oracle setting indicating the effectiveness of the online clustering
and fast parameter approximation. (v) Lastly, we perform closest to the offline best
results outperforming all variants of RotatE.

3.6.4

Related Work

Open-world KG completion. (153) consider the task of open-world KG completion.
However, they use text descriptions to learn entity representations using convolutional neural networks. Our model does not use additional text data and we use
very simple entity representations that helps us to perform well. (165) learns to
update a KG with new links by reading news. Even though they handle adding or
deleting new edges, they do not observe new entities. Lastly, none of them learn
from similar entities using a CBR approach.
Inductive representation learning on KGs. Recent works (167; 179) learn entity independent relation representations and hence allow them to handle unseen entities.
However, they do not perform contextual reasoning by gathering reasoning paths
from similar entities. Moreoever, in our open-world setting, we consider the more
challenging setting, where new facts and entities are arriving in a streaming fashion

74

and we give an efficient way of updating parameters using online hierarchical
clustering. This allows our method to be applicable in settings where the initial KG
is small and it grows continuously.
Rule induction in knowledge graphs. Classic work in inductive logic programming
(ILP) (118; 133) induce rules from grounded facts. However, they need explicit
counter-examples which are not present in KBs and they do not scale to large
KBs. Recent ILP approaches (48; 47) try to fix this deficiency by guessing counter
examples from rules and making it more scalable. Statistical relational learning
methods (50; 83; 150) and probabilistic logic approaches (138; 12; 180) combine
machine learning and logic to learn rules. However, none of these work derive
reasoning rules dynamically from similar entities in the knowledge graph.
Bayesian non-parametric approaches for link-prediction. There is a rich body of
work in bayesian non-parametrics to automatically learn the latent dimension of
entities (76; 189). Our method does not learn latent dimension of entities, instead our
work is non-parametric because it gathers reasoning paths from nearest neighbors
and can seamlessly reason with new entities by efficiently updating parameters
using online non-parametric hierarchical clustering.
Embedding-based approach for link prediction. We also compare to the more popular embeddings based models based on tensor factorization or neural approaches
(125; 9; 35; 162). Our simple approach which needs no iterative optimization outperforms most of them and performs comparably to the latest RotatE model. Moreover
we outperform RotatE in the online experiments.
CBR for KG completion. There has been few attempts to apply CBR for knowledge
management (36; 5), however they do not do contextualized reasoning or consider
online settings. Our work is most closely related to the recent work of (27). However,
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since it does not take in to account the importance of each path, it suffers from low
performance, with our model outperforming it in several benchmarks.

3.6.5

Conclusion

We present a simple yet accurate approach for probabilistic case-based reasoning
in knowledge bases. Our method is non-parametric, deriving reasoning rules dynamically from similar entities in the KB and is capable of handling new entities.
We cluster similar entities together and estimate per-cluster parameters that measures the prior and precision of paths using simple count statistics. Our simple
approach performs competitively to the best embeddings based models on several
benchmarks and outperforms all models in the open-world setting.
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CHAPTER 4
CASE-BASED REASONING FOR NATURAL LANGUAGE
QUERIES
OVER KNOWLEDGE BASES

4.1

Introduction

Humans often solve a new problem by recollecting and adapting the solution to
multiple related problems that they have encountered in the past (143; 88; 149). In
classical artificial intelligence (AI), case-based reasoning (CBR) pioneered by (147),
tries to incorporate such model of reasoning in AI systems (84; 140; 90). A sketch of
a CBR system (1) comprises of — (i) a retrieval module, in which ‘cases’ that are
similar to the given problem are retrieved, (ii) a reuse module, where the solutions
of the retrieved cases are re-used to synthesize a new solution. Often, the new
solution does not work and needs more revision, which is handled by a (iii) revise
module.
In its early days, the components of CBR were implemented with symbolic systems,
which had their limitations. For example, finding similar cases and synthesizing
new solutions from them is a challenging task for a CBR system implemented with
symbolic components. However, with the recent advancements in representation
learning (91), the performance of ML systems have improved substantially on a
range of practical tasks.
Given a query, C BR - KBQA uses a neural retriever to retrieve other similar queries
(and their logical forms) from a case memory (e.g. training set). Next, C BR - KBQA
generates a logical form for the given query by learning to reuse various components
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of the logical forms of the retrieved cases. However, often the generated logical
form does not produce the right answer when executed against a knowledge base
(KB). This can happen because one or more KB relations needed are never present
in the retrieved cases or because KBs are woefully incomplete (110) (Figure 4.1).
To alleviate such cases, C BR - KBQA has an additional revise step that aligns the
generated relations in the logical form to the query entities’ local neighborhood in
the KB. To achieve this, we take advantage of pre-trained relation embeddings from
KB completion techniques (e.g. Trans-E (9)) that learn the structure of the KB.
It has been shown that neural seq2seq models do not generalize well to novel
compositions of previously seen input (85; 102). However, C BR - KBQA has the
ability to reuse relations from multiple retrieved cases, even if each case contains only
partial logic to answer the query. We show that C BR - KBQA is effective for questions
that need novel compositions of KB relations, achieving state-of-the-art results on
multiple KBQA benchmarks such as WebQuestionsSP (192), ComplexWebQuestions
(CWQ) (164) and CompositionalFreebaseQuestions (CFQ) (77). For example, on the
hidden test-set of the challenging CWQ dataset, C BR - KBQA outperforms the best
system by over 11% points.
We further demonstrate that C BR - KBQA, without the need of any further fine-tuning,
also generalizes to queries that need relations that were never seen in the training
set. This is possible due to C BR - KBQA’s nonparametric approach which allows one
to inject relevant simple cases during inference, allowing it to reuse new relations
from those cases. In a controlled human-in-the-loop experiment, we show that
C BR - KBQA can correctly answer such questions when an expert (e.g. database
administrator) injects few simple cases to the case memory. C BR - KBQA is able to
retrieve those examples from the memory and use the unseen relations to compose
new logical forms for the given query.
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Figure 4.1: C BR - KBQA derives the logical form (LF) for a new query from the LFs of
other retrieved queries from the case-memory. However, the derived LF might not
execute because of missing edges in the KB. The revise step aligns any such missing
edges (relations) with existing semantically-similar edges in the KB.

Generalization to unseen KB relations, without any re-training, is out of scope
for current neural models. Currently, the popular approach to handle such cases
is to re-train or fine-tune the model on new examples. This process is not only
time-consuming and laborious but models also suffer from catastrophic forgetting
(66; 81), making wrong predictions on examples which it previously predicted
correctly. We believe that the controllable properties of C BR - KBQA are essential
for QA models to be deployed in real-world settings and hope that our work will
inspire further research in this direction.
Recent works such as R EALM (59) and R AG (94) retrieve relevant paragraphs from a
nonparametric memory for answering questions. C BR - KBQA, in contrast, retrieves
similar queries w.r.t the input query and uses the relational similarity between their
logical forms to derive a logical form for the new query. C BR - KBQA is also similar
to the recent retrieve and edit framework (64) for generating structured output.
However, unlike us they condition on only a single retrieved example and hence is
unlikely to be able to handle compositional questions. Moreover, unlike C BR - KBQA,
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retrieve and edit does not have a component that can explicitly revise an initially
generated output.
The contributions of our paper are as follows — (a) We present a neural CBR
approach for KBQA capable of generating complex logical forms conditioned on
similar retrieved questions and their logical forms. (b) Since C BR - KBQA explicitly
learns to reuse cases, we show it is able to generalize to unseen relations at test
time, when relevant cases are provided. (c) We also show the efficacy of our revise
step of C BR - KBQA which allows to correct generated output by aligning it to local
neighborhood of the query entity. (d) Lastly, we show that C BR - KBQA significantly
outperforms other competitive models on several KBQA benchmarks.

4.2

Model

This section describes the implementation of various modules of C BR - KBQA. In
CBR, a case is defined as an abstract representation of a problem along with its
solution. In our KBQA setting, a case is a natural language query paired with an
executable logical form. The practical importance of KBQA has led to the creation
of an array of recent datasets (199; 8; 156; 192; 204; 122; 195; 164, inter-alia). In these
datasets, a question is paired with an executable logical form such as S PARQL, SQL,
S-expression or graph query. All of these forms have equal representational capacity
and are interchangeable (156). Figure 4.2 shows an example of two equivalent
logical forms. For our experiments, we consider S PARQL programs as our logical
form.
Formal definition of task: let q be a natural language query and let K be a symbolic
KB that needs to be queried to retrieve an answer list A containing the answer(s)
for q. We also assume access to a training set D = {(q1 , ℓ1 ), (q2 , ℓ2 ), . . . (qN , ℓN )} of
queries and their corresponding logical forms where qi , ℓi represents query and
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its corresponding logical form, respectively. A logical form is an executable query
containing entities, relations and free variables (Figure 4.2). C BR - KBQA first retrieves
K similar cases Dq from D (§ 4.2.1). It then generates a intermediate logical form
ℓinter by learning to reuse components of the logical forms of the retrieved cases
(§ 4.2.2). Next, the logical form ℓinter is revised to output the final logical form ℓ by
aligning to the relations present in the neighborhood subgraph of the query entity
to recover from any spurious relations generated in the reuse step (§ 4.2.3). Finally,
ℓ is executed against K and the list of answer entities are returned. We evaluate
our KBQA system by calculating the accuracy of the retrieved answer list w.r.t a
held-out set of queries.

4.2.1

Retrieve

The retrieval module computes dense representation of the given query and uses
it to retrieve other similar query representation from a training set. Inspired by
the recent advances in neural dense passage retrieval (25; 75), we use a R OBERTAbase encoder to encode each question independently. Also, we want to retrieve
questions that have high relational similarity instead of questions which share the
same entities (e.g. we prefer to score the query pair (Who is Justin Bieber’s brother?,
Who is Rihanna’s brother?), higher than (Who is Justin Bieber’s brother?, Who is
Justin Bieber’s father?)). To minimize the effect of entities during retrieval, we use
a named entity tagger1 to detect spans of entities and mask them with [ BLANK ]
symbol with a probability pmask , during training. The entity masking strategy
has previously been successfully used in learning entity-independent relational
representations (154). The similarity score between two queries is given by the
inner product between their normalized vector representations (cosine similarity),
1

https://cloud.google.com/natural-language
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NL: What do jamaican people speak?
SPARQL: select distinct ?x where { m.03_r3
location.country.languages_spoken ?x }
Graph-query:
jamaica

location.country.
languages_spoken

type:lang

Figure 4.2: An example of a SPARQL logical form for a simple query and its
equivalent graph-query.

where each representation, following standard practice (59), is obtained from the
encoding of the initial [ CLS ] token of the query.
Fine-tuning question retriever: In passage retrieval, training data is gathered via
distant supervision in which passages containing the answer is marked as a positive
example for training. Since in our setup, we need to retrieve similar questions, we
use the available logical forms as a source of distant supervision. Specifically, a
question pair is weighed by the amount of overlap (w.r.t KB relations) it has in their
corresponding logical queries. Following DPR (75), we ensure there is atleast one
positive example for each query during training and use a weighted negative loglikelihood loss where the weights are computed by the F1 score between the set of
relations present in the corresponding logical forms. Concretely, let (q1 , q2 , . . . , qB )
denote all questions in a mini-batch. The loss function is:

L=−

X
i,j

exp(sim(qi , qj ))
wi,j log P
j exp(sim(qi , qj ))

Here, qi ∈ Rd denotes the vector representation of query qi and sim(qi , qj ) = qi ⊤qj .
wi,j is computed as the F1 overlap between relations in the logical pairs of qi and
qj . We pre-compute and cache the query representations of the training set D. For
query q, we return the top-k similar queries in D w.r.t q and pass it to the reuse
module.
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4.2.2

Reuse

The reuse step generates an intermediate logical form from the k cases that are fed
to it as input from the retriever module. Pre-trained encoder-decoder transformer
models such as B ART (93) and T5 (134) have enjoyed dramatic success on semantic
parsing (100; 73; 151; 158). We take a similar approach in generating an intermediate
logical form conditioned on the retrieved cases. However, one of the core limitation
of transformer-based models is its quadratic dependency (in terms of memory),
because of full-attention, which severely limits the sequence length it can operate
on. For example, B ART and T5 only supports sequence length of 512 tokens in its
encoder. Recall that for us, a case is a query from the train set and an executable
S PARQL program, which can be arbitrarily long.
To increase the number of input cases, we leverage a recently proposed sparseattention transformer architecture — B IG B IRD (196). Instead of having each token
attend to all input tokens as in a standard transformer, each token attends to only
nearby tokens. Additionally, a small set of global tokens attend to all tokens in the
input. This reduces the transformer’s memory complexity from quadratic to linear,
and empirically, B IG B IRD enables us to use many more cases.
Description of input: The input query q and cases Dq = {(q1′ , ℓ′1 ), (q2′ , ℓ′2 ), . . . (qk′ , ℓ′k )}
are concatenated on the encoder side. Specifically,
InputENC (q, Dq ) = q[SEP]q′1 [SEP]ℓ′1 , . . . qk ′ [SEP]ℓk ′ , where [SEP] denotes the
standard separator token. Each logical form also contain the KB entity id of each
entities in the question (e.g. m.03_r3 for Jamaica in Figure 4.2). We append the entity
id after the surface form of the entity mention in the question string. For example,
the query in Figure 4.2 becomes "What do Jamaican m.03_r3 people speak?".
Training is done using a standard seq2seq cross-entropy objective. Large deep
neural networks usually benefit from “good” initialization points (44) and being
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able to utilize pre-trained weights is critical for seq2seq models. We find it helpful to
have a regularization term that minimizes the Kullback–Leibler divergence (KLD)
between output softmax layers of (1) when only the query q is presented (i.e not
using cases), and (2) when query and cases (Dq ) are available (193). Formally, let
f be the seq2seq model, let σ = sof tmax(f (q, Dq )) and σ ′ = sof tmax(f (q)) be
the decoder’s prediction distribution with and without cases, respectively. The
following KLD term is added to the seq2seq cross-entropy loss

L = LCE (f (q, Dq ), lq ) + λT KLD(σ, σ ′ )

where λT ∈ [0, 1] is a hyper-parameter. Intuitively, this term regularizes the prediction of f (q, Dq ) not to deviate too far away from that of the f (q) and we found this
to work better than initializing with a model not using cases.

4.2.3

Revise

In the previous step, the model explicitly reuses the relations present in Dq , nonetheless, there is no guarantee that the query relations in Dq will contain the relations
required to answer the original query q. This can happen when the domain of q
and domain of cases in Dq are different even when the relations are semantically
similar. For example, in Figure 4.1 although the retrieved relations in NN queries
are semantically similar, there is a domain mismatch (person v/s fictional characters). Similarly, large KBs are very incomplete (110), so querying with a valid
relation might require an edge that is missing in the KB leading to intermediate
logical forms which do not execute.
To alleviate this problem and to make the queries executable, we explicitly align the
generated relations with relations (edges) present in the local neighborhood of the
query entity in the KG. We propose the following alignment models:
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Using pre-trained KB embeddings: KB completion is a extensively studied research field (125; 9; 155; 174; 162) and several methods have been developed that
learn low dimensional representation of relations such that similar relations are
closer to each other in the embedding space. We take advantage of the pre-trained
relations obtained from TransE (9), a widely used model for KB completion. For
each predicted relation outgoing from / incoming to an entity, we find the most
similar relation edge (in terms of cosine similarity) that exists in the KB for that
entity and align with it. If the predicted edge exists in the KB, it trivially aligns
with itself. There can be multiple missing edges that needs aligning (Figure 4.1) and
we find it more effective to do beam-search instead of greedy-matching the most
similar edge at each step.
Using similarity in surface forms: Similar relations (even across domains) have
overlap in their surface forms (e.g. ‘siblings’ is common term in both ‘person.siblings’
and ‘fictional_character.siblings’). Therefore, word embeddings obtained by encoding these words should be similar. This observation has been successfully utilized
in previous works (168; 73). We similarly encode the predicted relation and all
the outgoing or incoming edges with R OBERTA-base model. Following standard
practices, relation strings are prepended with a [CLS] token and the word pieces
are encoded with the R OBERTA-base model and the output embedding of the [CLS]
token is considered as the relation representation. Similarity between two relation
representations is computed by cosine similarity.
Our alignment is simple and requires no learning. By aligning only to individual
edges in the KB, we make sure that we do not change the structure of the generated
LF. We leave the exploration of learning to align single edges in the program to
sequence of edges (paths) in the KB as future work.
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Model

P

R

F1

Acc

STAGG (192)
70.9 80.3 71.7 63.9
GraftNet (161)
- 66.4† PullNet (160)
- 68.1† EmbedKGQA (145) - 66.6† T5-11B (134)
62.1 62.6 61.5 56.5
T5-11B + Revise
63.6 64.3 63.0 57.7
C BR - KBQA (Ours) 73.1 75.1 72.8 70.0

Table 4.1: Performance on the WebQSP dataset. GraftNet, PullNet and EmbedKGQA produces a ranking of KG entities hence evaluation is in Hits@k (see text
for description). C BR - KBQA significantly outperforms baseline models in the strict
exact match accuracy metric. † Models report hits@1 instead of F1

4.3

Experiments

Data: For all our experiments, the underlying KB is full Freebase containing over 45
million entities (nodes) and 3 billion facts (edges) (7). We test C BR - KBQA on three
datasets — WebQSP (192), CWQ (164) and CFQ (77). WebQSP contains 4737 NL
questions belonging to 56 domains covering 661 unique relations. Most questions
need up to 2 hops of reasoning, where each hop is a KB edge. C OMPLEX W EB Q UES TIONS

(CWQ) is generated by extending the WebQSP dataset with the goal of

making it a more complex multi-hop dataset. There are four types of questions:
composition (45%), conjunction (45%), comparative (5%), and superlative (5%).
Answering these questions requires up to 4 hops of reasoning in the KB, making
the dataset challenging. Compositional Freebase Questions (CFQ) is a recently
proposed benchmark explicitly developed for measuring compositional generalization. For all the datasets above, the logical form (LF) for each NL question is a
S PARQL query that can be executed against the Freebase KB to obtain the answer
entity.
Hyperparameters: All hyperparameters are set by tuning on the valdation set for
each dataset. We initialize our retriever with the pre-trained R OBERTA-base weights.
We set pmask = 0.2 for CWQ and 0.5 for the remaining datasets. We use a B IG B IRD
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Dataset

Precision

Recall

F1

WebQSP
CWQ

0.761
0.707

0.819
0.910

0.789
0.796

Table 4.2: Entity linking performance on various datasets
generator network with 6 encoding and 6 decoding sparse-attention layers, which
we initialize with pre-trained B ART-base weights. We use k=20 cases and decode
with a beam size of 5. Initial learning rate is set to 5 × 10−5 and is decayed linearly
through training.

4.3.1

Entity Linking

The first step required to generate an executable LF for a NL query is to identify and
link the entities present in the query. For our experiments, we use a combination
of an off-the-shelf entity linker and a large mapping of mentions to surface forms.
For the off-the-shelf linker, we use a recently proposed high precision entity linker
E LQ (97). To further improve recall of our system, we first identify mention spans
of entities in the question by tagging it with a NER2 system. Next, we link entities
not linked by E LQ by exact matching with surface form annotated in FACC1 project
(46). Our entity linking results are shown in Table 4.2.

4.3.2

KBQA Results

Table 4.1 reports results on WebQSP. All reported model except C BR - KBQA and
T5-11B directly operate on the KB (e.g. traverse KB paths starting from the query
entity) to generate the LF or the answer. As a result, models such as STAGG tend to
enjoy much higher recall. On the other hand, much of our logical query is generated
by reusing components of similar cases. Models such as GraftNet (161) and PullNet
(160) rank answer entities and return the top entity as answer (Hits@1 in table 4.2).
2

https://cloud.google.com/natural-language
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This is undesirable for questions that have multiple entities as answers (e.g. “Name
all major cities in the U.S.?”). We also compare to a large pre-trained seq2seq model
with over 11B parameters — T5 (134), which was recently shown to be effective
for compositional KBQA (45). T5 was fine-tuned on the query and LF pair. We
also report the results of ‘aligning’ the LF produced by T5 using our revise step.
As shown in Table 4.1, C BR - KBQA outperforms all other models significantly and
improves on the strict exact-match accuracy by more than 6 points w.r.t. the best
model. Revise step improves on the performance of T5 suggesting that it is generally
applicable. Table 4.3 reports performance on the hidden test set of CWQ, which
was built by extending WebQSP questions with the goal of making a more complex
multi-hop questions. It is encouraging to see that C BR - KBQA outperforms all other
baselines on this challenging dataset by a significant margin. Finally, we report
results on CFQ in Table 4.4. The creators of CFQ propose to evaluate performance
with exact string match accuracy between S PARQL programs is computed, which
is quite conservative in what is counted as correct. For example, in a S PARQL
query having a different (but consistent) name for a free variable (e.g. x1 instead
of x) does not change the semantics of the query. Also S PARQL is independent of
the order of the relational triples. This is especially unfair to our model, which
copies relations from other nearest neighbor queries and can copy relations in any
order. As a remedy, we report results by executing the predicted (and gold) queries
against a Freebase KB, instead of string-match performance. We also recompute the
results of the T5-large model (which also improves significantly (40.9 v/s 67.7) w.r.t.
the original results reported in (45)). C BR - KBQA outperforms the baseline on this
dataset as well.
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Model

P

R

F1

Acc

KBQA-GST (87)
QGG (86)
PullNet (160)
DynAS (Anonymous)

-

-

-

39.4
44.1
45.9
50.0

T5-11B (134)
T5-11B + Revise
C BR - KBQA (Ours)

55.2 55.4 54.6 52.4
58.7 59.6 58.2 55.6
70.4 71.9 70.0 67.1

Table 4.3: Performance on the hidden test set of CWQ.

Model

MCD1

MCD2

MCD3

MCD-mean

72.9
87.8

69.2
75.1

62.0
71.5

67.7
78.1

T5-11B
C BR - KBQA

Table 4.4: Performance (accuracy) on the CFQ dataset.
4.3.3

Efficacy of Revise step

Table 4.5 show that the revise step is useful for C BR - KBQA on multiple datasets.
We also show that the T5 model also benefits from the alignment in revise step
with more than 3 points improvement in F1 score on the CWQ dataset. We find
that TransE alignment outperforms R OBERTA based alignment, suggesting that
graph structure information is more useful than surface form similarity for aligning
relations. Moreover, relation names are usually short strings, so they do not provide
enough context for LMs to form good representations.
Next we demonstrate the advantage of the nonparametric property of C BR - KBQA—
ability to fix an initial wrong prediction by allowing new cases to be injected to the
case-memory. This allows C BR - KBQA to generalize to queries which needs relation
never seen during training.

4.3.4

Point-Fixes to Model Predictions

Modern QA systems built on top of large LMs do not provide us the opportunity
to fix an erroneous prediction. The current approach is to fine-tune the model on
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WebQSP
C BR - KBQA (before Revise)
+Revise (Roberta)
+Revise (TransE)
CWQ
C BR - KBQA (before Revise)
+Revise (Roberta)
+Revise (TransE)

Accuracy(%)

∆

69.43
69.49
70.00

–
+0.06
+0.57

Accuracy(%)

∆

65.95
66.32
67.11

–
+0.37
+1.16

Table 4.5: Impacts of the revise step. We show that the revise step consistently
improves the accuracy on WebQSP and CWQ, especially with the TransE pretrained
embeddings.

Scenario

Initial Set

Held-Out

Transformer
+ Fine-tune on additional cases only (100 gradient steps)
+ Fine-tune on additional cases and original data (300 gradient steps)

59.6
1.3
53.1

0.0
76.3
57.6

C BR - KBQA (Ours)
+ Adding additional cases to index (0 gradient steps; 2 sec)

69.4
69.4

0.0
70.6

Table 4.6: Robustness and controllability of our method against black-box transformers.
C BR - KBQA can easily and quickly adopt to new relations given cases about it, whereas
heavily parameterized transformer is not stable, and can undergo catastrophic forgetting
when we try to add new relation information intro its parameters.

new data. However, this process is time-consuming and impractical for production
settings. Moreover, it has been shown (and as we will empirically demonstrate) that
this approach leads to catastrophic forgetting where the model forgets what it had
learned before. (106; 81). On the other hand, C BR - KBQA adopts a nonparametric
approach and allows inspection of the retrieved nearest neighbors for a query.
Moreover, one could inject a new relevant case into the case-memory (KNN-index),
which could be picked up the retriever and used by the reuse module to fix an
erroneous prediction.
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Scenario
C BR - KBQA (Ours)
+ additional cases

P

R

F1

Acc

0.0
36.54

0.0
38.59

0.0
36.39

0.0
32.89

Table 4.7: Results for H-I-T-L experiment. After adding a few cases, we see that we can
get the accuracy of OOV questions to improve considerably, without needing to re-train the
model.

4.3.4.1

Performance on Unseen Relations

We consider the case when the model generates a wrong LF for a given query. We
create a controlled setup by removing all queries from the training set of WebQSP
which contain the (people.person.education) relation. This led to a removal of 136
queries from the train set and ensured that the model failed to correctly answer
the 86 queries (held-out) in the test set which contained the removed relation in its
LF.
We compare to a baseline transformer model (which do not use cases) as our
baseline. As shown in Table 4.6, both baseline and C BR - KBQA do not perform
well without any relevant cases since a required KB relation was missing during
training. Next, we add the 136 training instances back to the training set and
recompute the KNN index. This process involves encoding the newly added NL
queries and recomputing the KNN index, a process which is computationally much
cheaper than re-training the model again. Row 5 in Table 4.6 shows the new result.
On addition of the new cases, C BR - KBQA can seamlessly use them and copy the
unseen relation to predict the correct LF, reaching 70.6% accuracy on the 86 held-out
queries.
In contrast, the baseline transformer must be fine-tuned on the new cases to handle
the new relation, which is more computationally expensive than adding the cases
to our index. Moreover, just fine-tuning on the new instances leads to catastrophic
forgetting as seen in row 2 of Table 4.6 where the baseline model’s performance

91

What colors do the school where Donald Stanley
Marshall is grad student use?

Initial Prediction
SELECT DISTINCT ?x WHERE
?c educational_institution.students_graduates ?k
?c education.student Donald Stanley Marshall
?c educational_institution.mascot ?x

Expert adds relevant simple case to the KNN index

What are Worcester
Warrior’s colors?

SELECT DISTINCT ?x WHERE
Worcester_Warrior
educational_institution.colors ?x

Model prediction after adding cases
SELECT DISTINCT ?x WHERE
?c educational_institution.students_graduates ?k
?c education.student Donald Stanley Marshall
?c educational_institution.colors ?x

Figure 4.3: An expert point-fixes a model prediction by adding a simple case to the
KNN index. Initial prediction was incorrect as no query with the relation (educational_institution.colors) was present in the train set. C BR - KBQA retrieves the case from the
KNN index and fixes the erroneous prediction without requiring any re-training.

on the initial set decreases drastically. We find it necessary to carefully fine-tune
the model on new examples alongside original training examples (in a 1:2 proportion). However, it still converges to a performance which is lower than its original
performance and much lower than the performance of C BR - KBQA.

4.3.4.2

Human-in-the-Loop Experiment

During error analysis, we realized that there are queries in the test set of WebQSP
that contain KB relations in their LFs which were never seen during training3 . That
means model will never be able to predict the correct LF for the query because
of the unseen relation. We conduct a human-in-the-loop experiment (Figure 4.3)
in which users add simple ‘cases’ to point-fix erroneous predictions of C BR - KBQA
for those queries. A simple case is a NL query paired with a program which only
contain one KB relation. Table 4.9 shows some example of such cases. Because
of the simple nature of the questions, these cases can be created manually (by a
3

There are 94 different unseen relations in test set.
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Dataset

# missing relations

# questions

WebQSP

94

79

Cases Added via
H-I-T-L SimpleQuestions
72

292

Avg. # cases per relation
3.87

Table 4.8: Number of questions in the evaluation set that needs a relation which is
not seen in the training set. Note that, there can be multiple relations in a question
that might not be seen during training. The last two columns show the number of
cases added both via human-in-the-loop (H-I-T-L) annotation and automatically
from SimpleQuestions dataset.

NL Query

S PARQL

What is the Mexican Peso called?
Who invented the telephone?
what area is wrvr broadcated in?
Where are Siamese cats originally from?

select ?x where { m.012ts8 finance.currency.currency_code ?x .}
Manual
select ?x where { m.0g_3r base.argumentmaps.original_idea.innovator ?x .} Manual
select ?x where { m.025z9rx broadcast.broadcast.area_served ?x .}
SQ
select ?x where { m.012ts8 biology.animal_breed.place_of_origin ?x .}
Manual

Source

Table 4.9: Examples of few added questions and their corresponding S PARQL
queries. Notice that the S PARQL queries are very simple to create once we know the
name of the missing relation. The source column indicate whether the question was
manually created or automatically added from Simple Questions (SQ) dataset.

user who is knowledgeable about the KB schema) or automatically curated from
data sources such as SimpleQuestions (8) which is a large collection of NL queries
that can be a mapped to a single KB edge. Table 4.8 shows various statistics of the
missing relations and the number of cases added by humans and from SimpleQuestions. The cases are added to the original KNN-index. By adding a few cases, the
performance increases from 0 to 36 F1 (Table 4.7) without requiring any training.
Note unlike the previous controlled experiment in §4.3.4.1, we add around 3.87
cases for each unseen relation4 .
Importance of this result: We believe that flexibility of models to fix predictions
(without training) is an important desiderata for QA systems deployed in production settings and we hope our results will inspire future research in this direction.

4

In §4.3.4.1, we added 136 cases (v/s 3.87) for one relation. This is why the accuracy in Table 4.6
is higher w.r.t Table 4.7.
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Data

# Total Q

CWQ
CFQ

3531
11968

# Q that need
comp. reasoning
639
6541

# Correct
T5

CBR

205
3351

270
3886

Table 4.10: Analysis of Compositional Reasoning. We compare the performance of models
on questions that need novel combinations of relations not seen during training.

4.3.5

Performance on Compositional Questions

We analyze questions in the evaluation set which require novel combinations of
relations never seen in the training set. This means, in order for our model to answer
these questions correctly, it would have to retrieve relevant nearest neighbor (NN)
questions from the training set and copy the required relations from the logical
form of multiple NN queries. Table 4.10 shows that our model outperforms the
competitive T5 baseline. Also as we saw in the last section, our model is able to
quickly adapt to relations never seen in the training set altogether by picking them
up from newly added cases.

4.4

Related Work

Retrieval augmented QA models such as, (16; 59; 94) augments a reader model
with a retriever to find relevant paragraphs from a corpus. In contrast, our CBR
approach retrieves similar queries, instead of supporting context and uses their
solution to derive a new solution. Recently, (95) reported that 60-70% test time
answers are usually present in training set and they propose a model that finds
a nearest neighbor (NN) question and returns their answer. On the contrary we
do not rely on answers but full S PARQL LFs which are unlikely to repeat and we
explicitly show (Table 4.10) that C BR - KBQA can derive LFs from multiple related
queries. Moreover, instead of returning answers to NN queries, we learn to derive a
LF for the new query.
Retrieve and edit: C BR - KBQA shares similarities with the
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RETRIEVE - AND - EDIT

framework (64) which utilizes the case of the nearest-neighbor w.r.t input. They
simply rely on a seq2seq model to generate answer from the retrieved case without
any revision. Furthermore, our reuse step brings in new challenges as parametric
model have to compose one S PARQL query from multiple cases in contrast to them
that only considers a single case.
K-NN approach in other NLP applications: (184) achieved accurate sequence
labeling by explicitly and only copying labels from retrieved neighbors. (79) also
observed improvements in language modeling by utilizing explicit examples from
training data. However, unlike us, these work do not necessarily learn to compose
from multiple retrieved questions. There has been work in machine translation
(201; 54; 78) that uses nearest neighbor translation pair to guide the decoding
process. In contrast, C BR - KBQA needs to produce logical forms and has the revise
step which ensures that the queries can be executed against a KB. Recently, (68)
proposed a retrieve-edit-rerank approach for text generation in which each retrieved
candidate from the training set is edited independently and then re-ranked. In
contrast, C BR - KBQA generates the program jointly from all the retrieved cases and
is more suitable for questions which needs copying relations from multiple nearest
neighbors.
KNN approach in other NLP applications (continued): (184) achieved accurate
sequence labeling by explicitly and only copying labels from retrieved neighbors.
NN models have been used in a numbe NLP applications such as POS tagging
(24). Another recent line of work use training examples at test time to improve
language generation (182; 129; 13; 130). (69) recently proposed a meta-learning
approach which utilizes cases retrieved w.r.t. the similarity of the input. However,
their main goal is to learn a better parametric model (retriever and generator) from
neighboring cases rather than composing and fixing cases to generate answers at
test time.
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Question Decomposition One strategy to answer a complex question is to first
break it down into simpler subquestions, each of which can be viewed as a natural
language program describing how to answer the question. This approach has been
shown to be effective as far back as IBM Watson (40) to more recent systems for
answering questions about text (25; 111; 131; 185) or knowledge bases (164). These
prior studies do not leverage case-based reasoning when generating decompositions
and thus may also benefit from similar techniques as proposed in our work.

4.5

Limitations and Future Work

To the best of our knowledge, we are the first to propose a neuralized CBR approach
for KBQA. We showed that our model is effective in handling complex compositional questions, but our work also has several limitations. First, our model relies
on the availability of supervised logical forms such as S PARQL queries, which can
be expensive to annotate at scale. In the future, we plan to explore ways to directly
learn from question-answer pairs (6; 98). Even though, C BR - KBQA is modular
and has several advantages, the retrieve and reuse components of our model are
trained separately. In future, we plan to explore avenues for end to end learning for
CBR.
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CHAPTER 5
KNOWLEDGE BASE QUESTION ANSWERING
BY CASE-BASED REASONING OVER SUBGRAPHS

5.1

Introduction

Knowledge bases (KBs) store massive amounts of rich symbolic facts about realworld entities in the form of relation triples — (e1 , r, e2 ), where e1 , e2 denote entities
and r denotes a semantic relation. KBs can be naturally described as a graph where
the entities are nodes and the relations are labelled edges. An effective and userfriendly way of accessing the information stored in a KB is by issuing queries to it.
Such queries can be structured (e.g. queries for booking flights) or unstructured (e.g.
natural language queries). The set of KB facts useful for answering a query induce
a reasoning pattern — e.g. a chain of KB facts forming a path or more generally a
subgraph in the knowledge graph (KG) (set of red edges in Figure 5.1). It is very
laborious to annotate the reasoning patterns for each query at scale and hence it
is important to develop weakly-supervised knowledge base question answering
(KBQA) models that do not depend on the availability of the annotated reasoning
patterns.
We are interested in developing models that can answer queries that require complex
subgraph reasoning patterns. Many previous work in KBQA (121; 187; 65) reason
over relational paths in a KB. However, many queries require a model to reason
over a set of facts jointly. For example, the query in Figure5.1 cannot be answered by
considering individual paths. Because of the diverse nature of possible questions,
the number of different reasoning patterns that a model has to learn is massive.
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Moreover a model may encounter very few examples of a particular pattern during
training, making it challenging for the models to learn and encode the patterns
entirely in its parameters.
Case-based Reasoning (CBR), a semiparametric framework, proposed decades ago
in classical AI proposes a possible solution to this challenge (147). In a CBR framework, a new problem is solved by retrieving other similar problems and reusing their
solution to derive a solution for the given problem. In other words, models, instead
of memorizing patterns in its parameters, can instead reason with the reasoning
patterns of other similar queries, retrieved dynamically during inference.
Inspired by CBR, this paper introduces a semiparametric model (C BR - SUBG) for
question answering (QA) over KBs with a nonparametric component, that for each
query, dynamically retrieves other similar k-nearest neighbor (KNN) queries from
the training set. To retrieve similar queries, we use masked sentence representation
of the query (154) obtained from pre-trained language models.
We hypothesize that the reasoning patterns required for answering similar queries
reoccur within the subgraph neighborhood of entities present in those queries
(Figure 5.1). The answer nodes for each query are also analogously nestled within
the reasoning patterns (marked as

in Figure 5.1) of the query subgraphs, i.e.

they have similar neighborhoods. However, we do not have annotated reasoning
patterns that could be used to search for the answer node. Moreover, a subgraph
can have tens of thousands of entity nodes. How do we still identify the answer
nodes in the query subgraph?
To identify the answer nodes, our model has a parametric component comprising
of a graph neural network (GNN) that is trained to identify the (latent) reasoning
patterns from the subgraphs of KNN queries and apply it to the subgraph of
the target query. GNNs have been shown to be effective in encoding structural
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This node has the most similar
neighborhood wrt the starred
answer nodes of KNN queries

Input Query: Who plays MJ in Spiderman: No way
Home?

Training Set
(Q&A pairs)

Spiderman
KNN Search

Spiderman:
No Way
Home

cast

plays

Tobey
McGuire

Christian
Bale

character
cast
character

Heath
Ledger

cast

Dark
Knight

Dianne

Friend
Harry

Green
Goblin

friend
plays
Tom
Hardy

director

cast
Michael
Caine

Chris
Nolan

wife

plays

Cobb

Eames

Emma

Alfred

plays

wife

John
Watts

character

plays

Joker

plays

director

Rue

plays

Who plays Cobb in
Inception?
A: Leonardo DiCaprio

Who plays Joker in Dark
Knight?
A: Heath ledger

Batman

Zendaya

cast

character
cast

Tom
Holland

plays

MJ

plays
Kirten
Dunst

character
cast

Inception

character
cast

Arthur

plays

Leonardo
DiCaprio

cast

Joseph
GordonLevitt

director

Christopher
Nolan

wife
Emma

friend

Heath
Ledger

Figure 5.1: Figure shows an input query and two queries in the training set that are
similar to the input query. The relevant subgraph for each query (query subgraph)
is also shown. Note that the “reasoning patterns” required to answer the queries
(edges in red) repeats in the subgraphs of each query. Also note, the corresponding
answer nodes (marked as ‘star’) are analogously located within the reasoning
patterns in each subgraph. Thus the answer node can be found by identifying the
node in the query subgraph that is most similar to the answer nodes in the subgraph
of KNN queries.

properties of local neighborhoods in the node representations (37; 80). We leverage
node representations obtained from GNNs for finding answer nodes. Specifically,
the answer nodes are identified by performing a nearest neighbor search for finding
the most similar nodes in the query subgraph w.r.t the representation of answer
nodes in the KNN subgraph. The parametric model is trained via contrastive
learning (§5.3.3) (19; 57).
A practical challenge for KBQA models is to select a compact subgraph for a query.
The goal is to ensure that the subgraph has high recall and is small enough to
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fit into GPU memory for gradient-based learning. Many KBQA methods usually
consider few hops of edges around entities as the query subgraph (121; 145) leading
to query-independent and (often) large subgraphs, because of the presence of hub
nodes in large KBs. We propose an adaptive subgraph collection method tailored for
each query where we use our nonparametric approach of retrieving KNN queries
to help gather the query subgraph leading to compact subgraphs with higher recall
of reasoning patterns (§ 5.3.2).
An important property of nonparametric models is its ablility to grow and reason
with new data. Being true to its nonparametric design, C BR - SUBG uses sparse
representations of entities that makes it easy to represent new entities. Moreover,
we also demonstrate that the performance of C BR - SUBG improves as more evidence
is retrieved, suggesting that C BR - SUBG can reason with new evidence.
Contributions. To summarize, this paper introduces C BR - SUBG, a semiparametric
model for weakly-supervised KBQA that retrieves similar queries and utilizes the
similarities in graph structure of local subgraphs to answer a query (§5.3.3). We also
propose a practical algorithm for gathering query-specific subgraphs that utilizes
the retrieved KNN queries to produce compact query-specific subgraphs (§5.3.2).
We show that C BR - SUBG can model (latent) subgraph reasoning patterns (§5.4.1),
more effectively than parametric models; can reason with new entities (§5.4.1) and
new evidence (§5.4.3). Lastly, we perform competitively with state-of-the-art KBQA
models on multiple benchmarks. For example, on the FreebaseQA dataset (74), we
outperform most competitive baseline by 14.45 points.

5.2

Related Work

Recently, (27) proposed a CBR-based technique for KG completion. However, their
work has several limitations. Firstly, it can only model simple linear chains. Sec-
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ondly, it uses exact symbolic matching to find similarities in patterns between cases
and the query. Lastly, it cannot handle natural language queries and only works
with structured slot-filling queries. In contrast, C BR - SUBG can model arbitrary
reasoning patterns; uses soft-matching by comparing representations of answer
nodes and can handle natural language queries. Lastly, our method outperforms
(27) on various benchmarks. A follow up work of (31) proposed a CBR model that
can handle natural language queries, however that work requires the availability of
annotated reasoning patterns for training, an important distinction from our work
that does not need any annotation of reasoning patterns.
Two classic semiparametric models for KBQA are GraftNet (161) and PullNet (160)
where they like us, provide both a mechanism of collecting a query-subgraph and
reasoning over them. For their nonparametric component, these work employ a
retrieval process where a parametric model classifies which edges would be relevant
to the query. Being parametric, these models cannot generalize to new type of
questions without re-training the model parameters. However, our nonparametric
approach will work as it retrieves similar queries on-the-fly. For their reasoning
model, both works use a graph convolution model and treat the answer prediction
as a node classification task. However, unlike us they do not reason with subgraphs
of similar KNN queries. Lastly, we compare extensively with them and outperform
them on multiple benchmarks. Our model is also related to (166) as it explores KB
reasoning in an inductive setting. They also have a sparse representation of entities.
However, the task they consider is predicting a KB relation between two nodes
which is an easier task than performing KBQA using natural language queries. Our
approach also has similarities with retriever-reader architecture for open-domain
QA over text (16) where a retriever selects evidence specific to the query and the
reader reasons with them to produce the answer. A model like C BR - SUBG is possible
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1. Retrieve similar questions

Input Query: Who plays MJ in
Spiderman: No way Home?

Training Set
(Q&A pairs)

Who plays Joker in Dark Knight?
Answer: Heath ledger

2. Search for paths that connect an entity in the
retrieved query to the answer entity.

Joker

Dark
Knight

Dark
Knight

Dark
Knight

played_by

cast
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director

3. Get path types and “follow” the paths for the
query entities.

Kirsten
Dunst
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Holland
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Figure 5.2: Figure shows the query-subgraph selection procedure with 1-nearest
neighbor retrieved query. Graph paths connecting the entities in the retrieved
query and its answer are collected. Next the sequence of relations (path types) are
gathered and are then followed starting from the entity in the given query. All the
edges spanned by this process are collected to form the query-specific subgraph.
This process is repeated for each of the k retrieved queries.

for KBQA because of tremendous progress made in graph representation learning
(80; 174; 148, inter-alia).
C BR - SUBG shares similarities with the RETRIEVE - AND - EDIT framework (64) which
utilizes retrieved nearest neighbor for structured prediction. However, unlike our
method they only retrieve a single nearest neighbor and will unlikely be able to
generate programs for questions requiring relations from multiple nearest neighbors.
There has also been a lot of recent work in general NLP which uses KNN-based
approaches. For example, (79) demonstrate improvements in language modeling
by utilizing explicit examples from training data. There has been work in machine
translation (54; 78) that uses nearest neighbor translation pair to guide the decoding
process.

5.3

Model

This section describes the nonparametric and parametric components of C BR - SUBG.
In CBR, a case is defined as an abstract representation of a problem along with its
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solution. In our KBQA setting, a case is a natural language query along with its
answer. Note in KBQA, answers are entities in the KB (or nodes in KG).
Task Description. Let q be a natural language query and let K be a symbolic KG that
needs to be queried to retrieve an answer list A containing the answer(s) for q. We
assume access to a training set D = {(q1 , A1 ), (q2 , A2 ), . . . (qN , AN )} of query-answer
pairs where Ai denote the list of answer nodes for qi . The training set D forms the
‘case-base’. The reasoning pattern (a.k.a. logical form) required to answer a query
are the set of KG edges required to deduce the answer to q. Let Pq denote this set of
edges. For example, in Figure 5.1, for q = “Who plays ‘MJ’ in No Way Home?”, Pq
= {(MJ, played_by, Zendaya), (No Way Home, has_character, MJ), (No Way Home,
cast, Zendaya)}. We define reasoning pattern ‘type’ for a pattern as the set of edges
where the entities have been replaced by free variables. For example, T (Pq ) = {(M,
played_by, Z), (S, has_character, M), (S, cast, Z)}. It should be noted that C BR - SUBG
does not assume access to annotated Pq .
For input q and K, C BR - SUBG first retrieves k similar query-answer(s) w.r.t q from
D (§ 5.3.1). Denote this retrieved set as kNNq ⊂ D. Next, C BR - SUBG finds queryspecific subgraphs Kqi for each query in {q}∪ kNNq (§ 5.3.2). According to the
CBR hypothesis, the reasoning required to solve a new problem will be similar to
the reasoning required to solve other similar problems. Similarly for our KBQA
setting, we hypothesize that the reasoning pattern type, T (Pq ) repeats across the
neighborhood of query subgraphs of kNNq . Next, C BR - SUBG uses graph neural
networks (GNNs) to encode local structure into node representations (§ 5.3.3). Now,
if the CBR hypothesis holds true, then the representation of the answer nodes in
each query subgraphs will be similar as the local structure around them share
similarities. Hence, the answer node of the given query q can be identified by
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searching for the node that has the most similar representations to the answer nodes
in the query subgraphs of kNNq .

5.3.1

Retrieval of Similar Cases

Given the input query q, C BR - SUBG first retrieves other similar cases from the
training set. We represent the query by embeddings obtained from large pretrained language models (101). Inspired by the recent advances in neural dense
passage retrieval (75), we use a R OBERTA-base encoder to encode each question
independently. A single representation is obtained by mean pooling over the
token-level representations.
Generally, we want to retrieve questions that express similar relations rather than
retrieving questions that are about similar entities. For example, for the query,
‘Who played Natalie Portman in Star Wars?’, we would like to retrieve queries
such as ‘Who played Ken Barlow in Coronation St.?’ instead of ‘What sports
does Natalie Portman like to play?’. To obtain entity-agnostic representation, we
replace the entity spans with a special ‘[ MASK ]’ token in the query, i.e. the original
query becomes ‘Who played [ MASK ] in [ MASK ]?’. The entity masking strategy
has previously been successfully used in learning entity-independent relational
representations (154). The similarity score between two queries is given by the inner
product between their normalized vector representations (cosine similarity). We
pre-compute the representations of queries in the train set. During inference, the
most similar query representations are obtained by doing a nearest neighbor search
over the representations stored in the case-base.

5.3.2

Query-subgraph Selection

A practical challenge for KBQA models is to select a subgraph around the entities
present in the query. The goal is to ensure that the necessary reasoning patterns

104

and answers are included while producing a graph small enough to fit into GPU
memory for gradient-based learning. A naïve strategy to select a subgraph is
to consider all edges in 2-3 hops around the query entities. This strategy leads
to subgraphs which are independent of the query. Moreover, in large KGs like
Freebase (7), considering the full 2 or 3-hop subgraph often leads to accumulation
of millions of edges because of the presence of hub nodes.
We propose a nonparametric approach of query subgraph collection that utilizes the
retrieved cases, kNNq , from the last step (Figure 5.2). For each of the retrieved case,
chains of edges (or paths) in the graph that connect the entity in the retrieved query
to its answers are collected by doing a depth-first search. (Note, since the retrieved
queries are from the training set, we know the answer to them). Next, the sequence
of relations are collected from each chain and they are followed starting from the
entities of the input query. If a chain of relations do not exist from the query, then
they are simply ignored. This process is repeated for each of the retrieved cases.
Note that, not all chains collected from the nearest neighbors are meaningful for
the query. For example, the last (3-hop) chain collected in Figure 5.2 is not relevant
for answering the query and even though it ended at the answer for the retrieved
query, the same is not the case for the input query. Such paths are often referred to
as spurious paths or evidence (65). All the edges gathered by following this process
form the subgraph for the input query. The underlying idea behind the subgraph
selection procedure is simple — since the paths connect queries and answers of
similar queries, they should also be relevant for answering the given query.
There is a class of prior work such as Graft-Net (161) and PullNet (160) that learn
a parametric model to choose a query-specific subgraph. These models employ a
retrieval process where a parametric model classifies which edges would be relevant
to the query. Being parametric, these models cannot generalize to new type of
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questions without re-training the model parameters. However, our nonparametric
approach will work as long as it has access to similar queries, which it can retrieve
on-the-fly. Our subgraph selection procedure is similar to the approach proposed
in (27). However, (27) do not use this approach to collect a query-specific subgraph.
Rather it uses each of the paths to independently predict the answer to a query. In
contrast, we collect all edges in the path to form a subgraph and then reason jointly
over the subgraph of the query as well as the subgraph of retrieved cases as detailed
in the next sub-section.

5.3.3

Reasoning over Multiple Subgraphs

This section describes how C BR - SUBG reasons across the subgraphs of the given
query and the subgraphs of the retrieved cases. We use graph neural networks
(GNNs) (146) to encode the local structure into the node representations of each
subgraph. During training, the answer node representations of different subgraphs
are made more similar to each other in comparison to other non-answer nodes.
Inference reduces to searching for the most similar node in the query subgraph w.r.t
the answer nodes in the KNN-subgraphs.
Modern GNNs employ a neighborhood aggregation strategy (message passing)
where a node representation is iteratively updated by aggregating representations
from its neighbors (51). Let Gq = (Vq , Eq ) represent the subgraph for a query q
obtained from (§5.3.2). Let Xv denote the node feature vectors for each v ∈ Vq .
Input node representations. A property of nonparametric models is its ability to
represent, reason and grow with new data. Knowledge graphs store facts about the
world and as the world evolves, new entities and facts are added to the KG. Models
developed for KG reasoning (9; 148; 162, inter-alia) learn dense representations of a
fixed vocabulary of entities and are hence unable to handle new entities added to the
KG. Following our nonparametric design principles, each entity node is represented
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as a sparse vector of its outogoing edge (relation) types, i.e. xv ∈ {0, 1}|R| where
R denotes the set of relation types in the KG. If entity xv has m distinct outgoing
edge types, then the dimension corresponding to those types are set to 1. This is an
extremely simple and flexible way of representing entities which also expresses the
local structural information around each node. Also note that, as new entities are
added or new facts are updated about an entity, the sparse representation makes it
very easy to represent new entities or update existing embeddings.
Relative distance embedding. Each query-specific subgraph Gq has a few special
entities — the entities present in the input query. This is because the reasoning
pattern is usually in the immediate subgraph surrounding the query entity. We treat
the query entities as ‘center’ entities and append a relative distance embedding to
every other node in Gq (202; 166). Specifically, for each node, the representation xv is
appended with an one-hot distance embedding xd ∈ {0, 1}|d| where the component
corresponding to the shortest distance from the query entity is set to 1. In practice,
we consider subgraphs upto 3-hops from the query entities, i.e. d = 4. For queries
with multiple query entities, the minimum distance is considered.
Message passing. Our GNN uses the graph structure and the sparse input node
features Xv to learn intermediate node features capturing the local structure within
them. We follow the general message-passing scheme where a node representation is iteratively updated by combining it with aggregation of it’s neighbors’
representation (188). In particular, the lth layer of a GNN is,

alv = AGGREGATEl


hsl−1 : s ∈ N (v) , hl−1
,
v

l
hlv = COMBINEl hl−1
v , av ,


(5.1)
(5.2)

where, alv denote the aggregated message from the neighbors of node v, hlv denote
the node representation of node v in the l-th layer and N (v) denotes the neigh107

boring nodes of v. Since KGs are heterogenous graphs with labelled edges, we
adopt the widely used multi-relational R-GCN model model (148) which defines
P P
1
l l−1
the aggregate step as: alv = R
and the combine step as
r=1
s∈Nr (v) |Nr (v)| Wr hs
l
hlv = ReLU(Wself
hl−1
+ alv ). For each answer node, we consider the representation
v

obtained from the last layer.
Training. Let ai , aj be an answer node in the corresponding query-subgraphs of
qi and qj (i.e. Gqi , Gqj ) respectively. Let sim(ai , aj ) = a⊤
i aj /∥ai ∥∥aj ∥ denote the
inner product between ℓ2 normalized answer representations (i.e. cosine similarity). In general there can be multiple answer nodes for a query. Let Aj denote
the set of all answer nodes for query qj in its subgraph Gqj . Let sim(ai , Aj ) =
P
1
aj ∈Aj sim(ai , aj ), i.e. sim(ai , Aj ) represents the mean of the scores between aqi
|Aj |
and all answer nodes in Gqj . We aggregate the similarity score from all retrieved
queries kNNqi for the current query qi .
The loss function we use is,
P

P
exp( qj ∈KNNq sim(ai , Aj )/τ )
i
P
,
− log P
exp(
xi ∈V(Gq )
qj ∈KNNq sim(xi , Aj )/τ )
ai ∈Ai

i

(5.3)

i

where, Aj denotes the set of all answer nodes in Gqj for a qj ∈ kNNqi , xi goes over
all nodes in query-subgraph Gqi and τ denotes a temperature parameter. In other
words, the loss encourages the answer nodes in Gqi to be scored higher than all
other nodes in Gqi w.r.t the answer nodes in the retrieved query subgraphs. This
loss is an extension of the the normalized temperature-scaled cross entropy loss
(NT-Xent) used in (17).
Inference. During inference, message passing is run over each of the querysubgraph Gqi and the subgraphs Gqj of its k retrieved queries qj ∈ kNNqi to obtain
the node representations and the highest scoring node in Gqi w.r.t all the answer
nodes in the retrieved query sub-graphs is returned as the answer.
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ai = argmax
xi

5.4

X

exp 


X

sim(xi , Aj )

(5.4)

qj ∈kNNqi

xi ∈V(Gqi )

Experiments

In this section, we demonstrate the effectiveness of the semiparametric approach
of C BR - SUBG and show that the nonparametric and parametric component offer
complementary strengths. For example, we show that the model performance
improves as more evidence is dynamically retrieved by the nonparametric component (§5.4.3). Similarly, C BR - SUBG can handle queries requiring reasoning patterns
more complex than simple chains (i.e. subgraphs) because of the inductive bias
provided by GNNs (§5.4.1). It can handle new and unseen entities because of the
sparse entity input features as a part of its design (§5.4.1). We also show that the
nonparametric subgraph selection of C BR - SUBG allows us to operate over a massive
real-world KG (full Freebase KG) and obtain very competitive performance on
several benchmark datasets including WebQuestionsSP (192), FreebaseQA (74) and
MetaQA (203).
For MetaQA, we use 3 GCN layers with GCN layer dimension of 32. For training
we have used 5 nearest neighbors and 10 are used for evaluation for the 1-hop,
2-hop and 3-hop queries.We optimize the loss using Adam Optimizer with beta1
of 0.9, beta2 of 0.999 and epsilon of 1e-8. As well as the learning rate is set to be
0.00099 with temperature value of 0.0382 (1-hop), 0.0628 (2-hop) ,0.0779 (3-hop). All
the models are trained for 5 epochs.
Similarly for WebQSP, we use 3 GCN layers with GCN layer dimension of 32. But for
training we used 10 nearest neighbors and 5 are used for evaluation. We optimize
the loss using Adam Optimizer with beta1 of 0.9, beta2 of 0.999 and epsilon of 1e-8.
As well as a learning rate of 0.0024 and temperature of 0.0645 is used. Though the
model is trained for about 30 epochs.
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2p

2i

3p

ip

pi

Figure 5.3: Various shapes of reasoning pattern types considered.
5.4.1

Reasoning over Complex Patterns

We want to test whether C BR - SUBG can answer queries requiring complex reasoning
patterns. Note that, the reasoning patterns are always latent to the model, i.e. the
model has to answer a given query from the query-subgraph and the retrieved
KNN-subgraphs without any knowledge of the structure of the pattern.
To test the model capacity to identify reasoning patterns, we devise a controlled
setting in which the model has to infer reasoning patterns of various shapes (Figure 5.3), inspired by (137). Note that in their work, the task was to execute the
input structured query on an incomplete KB, i.e, the shape of the input patterns are
known to the model. In contrast, in our setting, the model has to find the answer
node (marked ), which is nestled in each of the structured pattern without the
knowledge of the pattern structure. Also note, there can be multiple nodes of the
same type as the answer type, so the task cannot be completed by solving the easier
task of determining entity types. Instead the model has to identify the specific
nodes which are at the end of the reasoning patterns (there can be multiple
in the graph).
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nodes

Data Generation Process. We first define a type system with a set of entity types E
and relation types R. The type-system also specifies a set of ‘allowed relation types’
between different pairs of entity types. For example, an ‘employee’ KB relation is
defined between an ‘organization’ and ‘people’ entity types. Entities (or nodes V)
are then generated uniformly from the set of entity types E. Next, relation edges
(uniformly sampled from the allowed types) are joined between a pair of nodes with
a probability p following the Erdos-Rényi model (38) of random graph generation.
To ensure that models only rely on the graph structure, each graph has a ‘unique’
set of entities and no two graphs share entities. This also effectively tests how much
the nonparametric property of C BR - SUBG can reason with unseen entities. More
details regarding the hyperparameters E, R, V are included in the hyperparameter
section.
Pattern Generation. A pattern is next sampled from the set of shapes shown in
Figure 5.3. The sampled pattern merely suggests the structure of the desired pattern.
‘Grounding’ a pattern shape involves assigning each nodes with an entity present in
a generated graph. Similarly each edge of the pattern type is assigned a relation
from the set of allowed relation types. After grounding the pattern, we “insert”
the pattern in the graph. Since the nodes of the grounded pattern already exists
in the graph, inserting a pattern in the graph amounts to adding the edges of the
grounded pattern to the graph that already did not exist in it. We also define a
‘pattern type’ — that refers to a pattern whose edges have been assigned relation
types but the nodes have not been assigned to specific entities (bottom-left corner
in Figure 5.4). Each pattern type is assigned an identifier and queries with the same
pattern type are grouped together.
We generate 1000 graphs in each of the training, validation and test sets. We generate
200 pattern types whose shapes are uniformly sampled from the 5 shapes shown
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Figure 5.4: Setup for reasoning over subgraph patterns. Note that the same ‘pattern
type’ repeats across subgraphs. Also note, that the query graph (bottom) has two
answer nodes (e14, e17). Since every subgraph has its own set of unique entities,
hence a model has to reason over the similarities in graph structures to find the
answer node in the query-subgraph.
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Model

2p

3p

2i

C BR - SUBG (No training) 68.56 84.35 23.00
GNN + TransE
80.03 74.49 80.00
CBR (27)
69.71 54.39 100.00
C BR - SUBG
96.64 88.43 90.46

ip

pi

avg.

34.85 35.35 47.28
52.67 81.53 72.69
69.12 51.24 71.09
70.02 86.81 85.68

Table 5.1: Strict Hits1(%) for predicting all the answer nodes correctly. C BR - SUBG
without any training performs decently suggesting that it has the right inductive
bias for the task. On training, the performance improves on all subgraph patterns.
Dataset
MetaQA 1-hop
MetaQA 2-hop
MetaQA 3-hop
WebQSP
FreebaseQA

Train

Dev

Test

96,106
118,980
114,196
2,848
20,358

9,992
14,872
14,274
250
2308

9,947
14,872
14,274
1,639
3996

Table 5.2: Dataset Statistics

in Figure 5.3. Therefore, there are around 40 examples of each pattern shape and
around 5 examples of each pattern type. This is consistent with real-world setting
where a model will encounter a reasoning pattern only very few times during
training. For a query with a particular pattern type, other training queries with the
same pattern type form its nearest neighbors.
MetaQA

Model
KVMemNN (108)
GraftNet (161)
PullNet (160)
SRN (132)
ReifKB (21)
EmbedKGQA (145)
NSM (65)
C BR - SUBG (Ours)

WebQSP

1-hop

2-hop

3-hop

95.8
97.0
97.0
97.0
96.2
97.5
97.2
97.1

25.1
94.8
99.9
95.1
81.1
98.8
99.9
99.8

10.1
77.7
91.4
75.2
72.3
94.8
98.9
99.3

46.7
66.4
68.1
52.7
66.6
74.3
71.9

Table 5.3: Performance on W EB Q UESTIONS SP and MetaQA benchmarks.
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Hyperparameters For MetaQA, we use 3 GCN layers with GCN layer dimension of
32. For training we have used 5 nearest neighbors and 10 are used for evaluation
for the 1-hop, 2-hop and 3-hop queries.We optimize the loss using Adam Optimizer
with beta1 of 0.9, beta2 of 0.999 and epsilon of 1e-8. As well as the learning rate is
set to be 0.00099 with temperature value of 0.0382 (1-hop), 0.0628 (2-hop) ,0.0779
(3-hop). All the models are trained for 5 epochs.
Similarly for WebQSP, we use 3 GCN layers with GCN layer dimension of 32. But for
training we used 10 nearest neighbors and 5 are used for evaluation. We optimize
the loss using Adam Optimizer with beta1 of 0.9, beta2 of 0.999 and epsilon of 1e-8.
As well as a learning rate of 0.0024 and temperature of 0.0645 is used. Though the
model is trained for about 30 epochs.
Baselines. Because of the inductive nature of this task where only new entities are
seen at test time, most parametric KG reasoning algorithms (9; 190; 162) will not
work out of the box. We extend the widely used KG reasoning model — TransE (9)
to work in the inductive setting. Specifically, instead of having a fixed vocabulary
of entities, the objective function is computed on the dense representation obtained
from the output of the GNN layers. This also makes the comparision with C BR SUBG

fair since it also operates on the same representations albeit with a contrastive

loss. KG completion algorithms also need a query-relation as input. Each pattern
type for a query serves as the query relation. Apart from the parametric baseline,
we also test the nonparametric approached proposed by (27) (CBR in Table 5.1).
Comparing C BR - SUBG to CBR will help us understand the importance of modeling
subgraph patterns rather than simple chains.
Does C BR - SUBG have the right inductive bias? The first research question that
we try to answer is, if C BR - SUBG has the right inductive bias for this task. We
test C BR - SUBG that has undergone no training, i.e. the parameters of the GNN are
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randomly initialized. Note the model still takes as input the sparse representation
of entities. This experiment will help us answer if the node representations actually
capture the local structure around them and whether the answer node can be found
by doing a search w.r.t the answer nodes in the KNN-query subgraphs.
Table 5.1 reports the strict hits@1 on this task, i.e. to score a query correctly, a model
has to identify and rank all answer nodes above all other nodes in the graph. The
first row of Table 5.1 shows the results. For comparison, a random performance on
this task is

1
|V|

=

1
120

= 0.83%. As it is clear from the results, an un-trained C BR - SUBG

achieves performance much higher than random performance. Its quite high for
the simple 2p and 3p patterns. For other patterns that need the more complicated
intersection operation, the performance degrades, but is still much higher than
random.
Our Results. On training C BR - SUBG, the performance of the model drastically
improves for each pattern type reaching an average performance of 85.68%. The
performance on pattern types which are more complex than chains (ip, pi) etc are
worse than chain-type patterns (2p, 3p) suggesting that our task is non-trivial1 .
On comparison to parametric model. This experiment helps us understand whether
a model can learn to memorize and store patterns effectively (for each query relations) when it has seen few examples of that pattern during training. Row 2
of Table 5.1 shows the performance of GNN + TransE model. We find that the
parametric model performs worse than C BR - SUBG on all the query types reaching
an average performance of 13% point below C BR - SUBG. This shows that a semiparametric model with a nonparametric component that retrieves similar queries at
inference can make it easier for the model to reason effectively. In practice, we had
1

We will release the code, dataset and data generation pipeline for reproducibility and further
research
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Model

Accuracy

KB-only models
HR-BiLSTM (194)
KBQA-Adapter (186)
KEQA (71)
FOFE (74)
BuboQA (115)
CBR (27)
C BR - SUBG (Ours)

28.40
28.78
28.73
37.00
38.25
25.40
52.07

LM pre-training + KB
EAE (41)
FAE (175)

53.4
63.3

Table 5.4: Top-1 % accuracy on the F REEBASE QA dataset. The top section reports
performance of models that operate only on KBs. The bottom section reports
performance on models that also use additional knowledge stored in large language
models.
to train this model for a much longer time than training C BR - SUBG.
On comparison to path-based model. From Table 5.1, we can see that C BR - SUBG
outperforms CBR (27) by more than 14% points suggesting that reasoning over
subgraphs is a more powerful approach that reasoning with each paths independently. On the ‘2i’ pattern, CBR outperforms C BR - SUBG since ‘2i’ can be seen as 2
independent paths intersecting at one node and CBR is able to model that perfectly.
However, when the pattern needs composition and intersection and path-traversal,
CBR struggles and performs much worse.

5.4.2

Performance on benchmark datasets

Next, we test the performance of C BR - SUBG on various KBQA benchmarks —
MetaQA (203), W EB Q UESTIONS SP (192) and F REEBASE QA (74). MetaQA comes
with its own KB. For other datasets, the underlying KB is the full Freebase KB
containing over 45 million entities (nodes) and 3 billion facts (edges). Table 5.2
summarizes the basic statistics of the datasets used in our experiments.
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Our main baselines are the two semiparametric models that provide both a mechanism to gather query subgraphs for a given query and reason over them to find
the answer — GraftNet (161), PullNet (160). GraftNet uses personalized page
rank to determine which edges are relevant for a particular query and PullNet
uses a multi-step retriever that at each step, classifies if an edge is relevant to the
current representation of the query. For their reasoning model, both works use a
graph convolution model and treat the answer prediction as a node classification
task. However unlike us, they do not use query-subgraphs of KNN queries. Followup KBQA works (145; 65, inter-alia) use the query-specific graphs provided by
GraftNet from their open-source code and do not provide a mechanism to gather
query-specific subgraphs. However, for completeness, we report and compare with
those methods as well.
Table 5.3 reports the performance on W EB Q UESTIONS SP and all three partitions
of MetaQA. When compared to GraftNet and PullNet, C BR - SUBG performs much
better on an average on both the datasets. On the more challenging 3-hop subset
of MetaQA, C BR - SUBG outperforms PullNet by more than 7 points and GraftNet
by more than 15 points. This shows that even though these two models use a
GNN for reasoning, using information from subgraphs from similar KNN queries
leads to much better performance. On W EB Q UESTIONS SP, we outperform all
models except the recently proposed NSM model (65). But as we noted before,
NSM operates on the subgraph created by GraftNet and does not provide any
particular mechanism to create its own query-specific subgraph (an important
contribution of our model). Moreover NSM is a parametric model and will not
have some advantages of nonparametric architectures such as ability to handle
new entities and reasoning with more data. Table 5.4 reports the results on the
F REEBASE QA dataset, which contains real trivia questions obtained from various
trivia competitions. Thus the questions can be challenging in nature. We compare
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Hits@1

1.00
0.98
0.96
0.94
0.92

1-hop
2-hop
3-hop
0
10
20
Number of retrieved neighbors

Figure 5.5: Performance of C BR - SUBG as more nearest neighbors are introduced at
test-time. Results on different partitions of MetaQA
99.8

Hits@1 (%)

100
98
96
94

97.1

96.1
94.6

92
90

99.3
94.8

with relative distance emb
without relative distance emb

MetaQA1

MetaQA2

MetaQA3

Figure 5.6: Performance with and without relative distance embedding. The relative
distance from the query entity clearly is important for achieving good performance.

with other KBQA models reported in (62). Most of the models are pipelined KBQA
systems that rely on relation extraction to map the query into a KB edge. C BR - SUBG
outperforms all the models by a large margin. We also report the performance
on two models that use large LMs and large-scale pre-training. C BR - SUBG, which
only operates on the KB has a performance very close to the performance of Entityas-Experts model (41). We leave the integration of large LMs into our parametric
reasoning component as future work.

5.4.3

Analysis

How effective is our adaptive subgraph collection strategy? Table 5.5 reports few
average graph statistics for the query-subgraphs collected by our graph-collection
strategy. We also compare to GraftNet’s subgraphs2 . As can be seen, our adaptive
graph collection strategy produces much more compact and smaller graphs while
2

Code and artifacts for PullNet is not available
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Subgraph

#edges

#relations

#entities

coverage(%)

4306.00
1934.65
-55.07%

294.69
36.42
-87.64%

1447.68
1403.87
-3.02%

89.93%
94.30%
+4.85%

1126.0
89.21
-92.07%

18.00
4.72
-73.78%

468.00
77.52
-83.43%

99%
99.9%
+0.91%

W EB Q UESTIONS SP
Graft-net
C BR - SUBG
% diff
MetaQA-2
Graft-net
C BR - SUBG
% diff

Table 5.5: Our adaptive subgraph collection strategy produces a compact subgraph
for a query while increasing recall.
increasing recall of answers. We also consistently find that our graph contains
relations which is more relevant to the questions than the subgraph produced by
GraftNet. Table 5.6 reports the performance of C BR - SUBG when trained and tested
on the subgraph obtained from Graftnet and our adaptive procedure, demonstrating
the effectiveness of our adaptive subgraph collection method.
Figures 5.7a through 5.9b shows example of few query-subgraphs collected by
GraftNet and our adaptive subgraph collection strategy (§5.3.2). Each figure plots
the most frequent (top 15) relations gathered by each subgraph collection procedure.
It should be clear that our adaptive subgraph collection strategy gathers relations
that are more specific to the query and also leads to more compact subgraph.
Can C BR - SUBG reason with more evidence? A desirable property of nonparametric models is to be

Subgraph

WebQSP

MetaQA-3

able to ‘improve’ its prediction as more evidence

GraftNet
Adaptive

65.61%
71.92%

96.90%
99.30%

is made available. We test C BR - SUBG by taking a
trained model and issuing it an increasing number
of nearest neighbor queries. As we see from Figure 5.5, the performance of C BR - SUBG drastically
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Table 5.6: Performance of C BR SUBG with adaptive subgraph
and GraftNet subgraph

improves as we increase the number of nearest neighbors from 1 to 7 and then increases at a lower rate and converges at around 10 nearest neighbors. This is because,
the model has all the required information it needs from its nearest neighbors.
Are relative distance embeddings important? Figure 5.6 shows the performance of
C BR - SUBG with and without the relative distance embeddings (§5.3.3). It is clear
that capturing the relative distance from the query entities provide serves as a
helpful feature for the model.

Query
Retrieved kNN
Query
Retrieved kNN
Query
Retrieved kNN

KNN for Unmasked Query

KNN for Masked Query

what did james k polk do before he was president
1. what did james k polk believe in
2. what did barack obama do before he took office

what did [MASK] do before he was president
1. what did abraham lincoln do before he was president
2. what did barack obama do before he took office

what are the songs that justin bieber wrote
1. what is the name of justin bieber brother
2. what are all the inventions benjamin franklin made
3. what are all the movies channing tatum has been in

what are the songs that [MASK] wrote
1. what are all the songs nicki minaj is in
2. what songs did mozart write
3. what songs did richard marx write

where did edgar allan poe died
1. what college did edgar allan poe go to
2. what magazine did edgar allan poe work for
3. what year did edgar allan poe go to college

where did [MASK] died
1. where did mendeleev died
2. where did benjamin franklin died
3. where did thomas jefferson died

Table 5.7: Retrieval by masking the question entity prevents the returned kNN
queries from focusing on the entity and instead rely on the question structure and
relation involved.

Is entity masking during question retrieval important? Table 5.7 shows examples
of KNN queries with and without entity masking. When entities are masked,
queries containing the same entity mentions often appear in the KNN queries.
However, they are not necessarily useful to answer the given query.

5.5

Conclusion

In this work, we explored a semiparametric approach for KBQA. We demonstrated
C BR - SUBG poses several desirable properties approach in which nonparametric and
parametric component offer complementary strengths. By retrieving similar queries
and utilizing the similarities in graph structure of local subgraphs to answer a query,
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our approach is able to handle complex questions as well as generalize to new
types of questions. Exploring different types of parametric models with different
reasoning capabilities (LMs, GNNs, etc.) would be an interesting future research
direction. Another avenue of potential research would be a never-ending learning
type of system where we keeps adding newly discovered facts in the nonparametric
part.
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What form of currency does China have?

Graftnet Subgraph

topic.notable_types
tropical_cyclone.affected_areas
cyclone_affected_area.cyclones
location.containedby
location.partially_contains
location.partially_containedby
olympic_participating_country.olympics_participated_in
statistical_region.co2_emissions_per_capita
type_hints.included_types
aareas.schema.administrative_area.administrative_area_type
organization.geographic_scope
statistical_region.energy_use_per_capita
statistical_region.electricity_consumption_per_capita
olympic_games.participating_countries
aareas.schema.administrative_area.administrative_parent

Size of subgraph: 6293

CBR Subgraph
dated_money_value.currency
adjusted_money_value.adjustment_currency
statistical_region.gdp_nominal
statistical_region.gdp_real
statistical_region.gni_per_capita_in_ppp_dollars
statistical_region.gni_in_ppp_dollars
statistical_region.gdp_nominal_per_capita
political_party.ideology
statistical_region.diesel_price_liter
statistical_region.foreign_direct_investment_net_inflows
organization_scope.organizations_with_this_scope
country.currency_used
country.form_of_government
imports_and_exports.currency
country.administrative_divisions

Size of subgraph: 812
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(a)

What do Jamaican people speak?

Graftnet Subgraph

tropical_cyclone.affected_areas
cyclone_affected_area.cyclones
topic.notable_types
location.containedby
statistical_region.co2_emissions_per_capita
person.nationality
statistical_region.gdp_growth_rate
dated_percentage.source
statistical_region.electricity_consumption_per_capita
statistical_region.energy_use_per_capita
location.contains
person.place_of_birth
olympic_medal_honor.medalist
olympic_athlete.medals_won
dated_money_value.currency

Size of subgraph: 5444

CBR Subgraph
type.instance
written_work.subjects
dated_money_value.currency
statistical_region.gdp_nominal_per_capita
book_subject.works
topic.webpage
webpage.topic
netflix_title.netflix_genres
written_work.original_language
sports_team_location.teams
group_member.instruments_played
location.people_born_here
country.languages_spoken
film.language
film_location.featured_in_films

Size of subgraph: 403
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Where did Charles Darwin die?

Graftnet Subgraph

influence_node.influenced_by
topic.notable_types
influence_node.influenced
person.profession
author.works_written
valuenotation.is_reviewed
person.gender
person.nationality
topic.notable_for
location.containedby
sibling_relationship.sibling
person.sibling_s
topic.article
kwebbase.kwtopic.has_sentences
valuenotation.has_value

Size of subgraph: 6323

CBR Subgraph
location.contains
country.administrative_divisions
risk_factor.diseases
country.second_level_divisions
person.place_of_birth
deceased_person.place_of_death
influence_node.influenced
location.containedby
deceased_person.place_of_burial
deceased_person.cause_of_death
influence_node.influenced_by
name_source.namesakes
book_edition.place_of_publication
author.book_editions_published
person.children

Size of subgraph: 735
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(a)

Who inspired Obama?

Graftnet Subgraph

valuenotation.is_reviewed
topic.notable_types
written_work.subjects
person.gender
book_subject.works
person.profession
person.nationality
written_work.school_or_movement
topic.notable_for
topic.subjects
person.ethnicity
valuenotation.has_no_value
quotation.subjects
webpage.topic
government_position_held.office_holder

Size of subgraph: 7509

CBR Subgraph
profession.people_with_this_profession
written_work.subjects
ethnicity.people
profession.specializations
location.people_born_here
quotation.subjects
type.instance
book_subject.works
influence_node.influenced_by
artwork.art_subject
person.profession
image.appears_in_topic_gallery
influence_node.influenced
quotation_subject.quotations_about_this_subject
person.parents

Size of subgraph: 1651

0

100

(b)

123

200

300
Count of relations

400

500

Where time is in Hilo, Hi?

Graftnet Subgraph

location.containedby
topic.notable_types
person.gender
person.education
education.student
deceased_person.place_of_burial
artist.track_contributions
place_of_interment.interred_here
topic.notable_for
popstra.location.vacationers
popstra.vacation_choice.location
written_work.subjects
statistical_region.population
track_contribution.contributor
person.place_of_birth

Size of subgraph: 4321

CBR Subgraph
location.contains
time_zone.locations_in_this_time_zone
type.instance
country.second_level_divisions
country.administrative_divisions
location.containedby
aareas.schema.administrative_area.administrative_children
country.first_level_divisions
locations.countries.states_provinces_within
newspaper_circulation_area.newspapers
location.people_born_here
person.nationality
deceased_person.place_of_death
location.time_zones
image.appears_in_topic_gallery

Size of subgraph: 1136
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Where does Sami Yusuf live?

Graftnet Subgraph

descriptive_names.names.descriptive_name
topic.notable_types
instrument.variation
topic.notable_for
artist.track
recording.tracks
recording.artist
location.events
recording.releases
risk_factor.diseases
type.expected_by
webpage.topic
topic.webpage
genre.subgenre
performance_role.guest_performances

Size of subgraph: 2531

CBR Subgraph
location.contains
country.administrative_divisions
profession.specializations
country.second_level_divisions
sports_team_location.teams
aareas.schema.administrative_area.administrative_children
country.first_level_divisions
profession.specialization_of
person.profession
country.capital
gardening_hint.split_to
person.nationality
location.containedby
notable_for.object
person.place_of_birth

Size of subgraph: 630
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CHAPTER 6
CONCLUSION AND FUTURE WORK

6.1

Conclusion

The work done in this thesis demonstrates that it is possible to develop nonparametric models that are capable of deriving the (latent) reasoning patterns required
to answer a query from other contextually similar queries that are dynamically
retrieved for each query. The reasoning patterns can be simple sequence of relations
(or paths in a KG) or can be subgraphs with complex and arbitrary structure. This
thesis proposes nonparametric models even when annotated reasoning patterns
(logical forms) for queries are not available.
We show that the models developed in this thesis are not only accurate and robust
but also enjoy many desirable properties of nonparametric models. For example,
the models proposed in this thesis can reason on previously unseen portions of the
knowledge graph containing new entities (§5.4.1), are able to uncover new rules of
reasoning as new data is added (§3.6.3.2)and can also handle queries needing new
relations (§4.3.4.1). We further show that the performance of the model improves as
more relevant evidence is introduced (§5.4.3).
Moreover we demonstrate that compared to parametric models, nonparametric
models of reasoning are more robust and data efficient as parametric models struggle to learn the complex reasoning patterns and store them in model parameters,
especially when the number of training examples are limited. On the other hand,
nonparametric models can derive the required reasoning patterns from few related
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nearest neighbors. We also show that nonparametric models are more controllable
and debuggable and our human-in-the-loop experiment (§4.3.4.2) show that, our
nonparametric approach can fix erroneous model predictions without requiring any
additional model training.
We have seen massive progress in the performance of NLP systems especially with
the advent of pretrained language models. However, pretrained language models
are not perfect—they are brittle, they have an opaque reasoning process and they
provide very limited insights when a model prediction goes wrong. However,
pretrained models produce very powerful representations. I believe, we should
use them to power modules of reasoning rather than using them as black boxes.
CBR is an old AI concept and because of various limitations of symbolic systems, I
believe it has not reached its full potential. This thesis shows that a neuro-symbolic
version of CBR is accurate, robust and leads to more interpretable, controllable and
debuggable models. Sometimes, bringing back old ideas with a new perspective
can yield great research and I believe the time is right for CBR with a modern
perspective.

6.2

Future Work

This thesis opens up avenues for several interesting future work that can be pursued.
I list a few of them below.

6.2.1

Locally Adaptive Case-based Reasoning

In section 5.4.1, we showed that C BR - SUBG achieves good performance on various
subgraph patterns of different shapes. However, in that setting the model had
encountered a few examples of the same shape during training. However, how does
C BR - SUBG perform when it is tested on pattern shapes it had not encountered
before? Table 6.1 notes the performance of C BR - SUBG when it encounters a shape
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Model

2p

3p

2i

ip

pi

avg

Seen Patterns
96.64 88.43 90.46 70.02 86.81 85.68
Unseen Patterns 86.77 71.76 76.85 54.84 71.39 71.12
Table 6.1: Performance of C BR - SUBG on unseen reasoning pattern. There is a drop
in more than 14 points when it encounters new patterns during inference.

that it had not seen before during training. We see that there is a performance drop
of more than 14%. How could we make C BR - SUBG generalize to questions needing
new patterns at test time?
Recent years have seen significant progress in the development of meta-learning
techniques where the goal is to develop models that can perform well on a task after
seeing only a few examples. (3; 136; 178; 42). Optimization based meta-learning
approaches (42) aim to learn a general model that can quickly adapt to new task by
doing few steps of gradient descent on a few examples for the task.
In the CBR-style nonparametric QA approach proposed in (31), similar queries
w.r.t a given query are retrieved from the training set by doing maximum inner
product search using the representations obtained from a pre-trained language
model (101). The retrieved queries along with the original query can be viewed
as a new task which has been dynamically constructed. The general QA model can
be optimized (in the MAML inner loop) on the retrieved queries from the train set
to obtain a “specialized” model to do well on the given query. Our approach is
present in algorithm 2. For each query in the train set, we first compute and cache
their representation which is used to retrieve other similar queries (line 2-4).
Next, for a batch of queries, a dynamic task per query is constructed (line 11). This
is followed by the standard MAML setting in which task specific gradients are
computed (line 15) and applied to get a specialized model for answering the query.
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Algorithm 2 CBR-MAML for weakly-supervised KBQA
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:

Input: Training dataset Dtr = {q (i) , a(i) }, fθ : weakly supervised QA model from
§5.3, K: num nearest neighbors, α, β: hyperparams
for qi , _ in Dtr do
qi = R OBERTA[CLS] (qi ) # compute and cache question representations using
R OBERTA
Q = Q ∪ qi
end for
randomly initialize θ
# initialize parameters for f
# Beginning of outer loop
while not done do
Sample batch of QB = {q1 , q2 , . . . qB }
for qi in QB do
Ti = topK MIPS (qi , Q) # Create a task dynamically by selecting K similar
queries from the train set
end for
# Beginning of inner loop
for all Ti do
Evaluate ∇θ LTi (fθ ) with respect to the K retrieved examples.
θi′ = θ − α∇θ LTi (fθ ) # Perform gradient descent computed from the task
examples
end for
P
Update θ ← θ − β∇θ Ti LTi f(θi′ )
# Update original parameters with
gradient of task computed from updated inner-loop parameters
end while=0

During training, the original parameters are updated with the task loss computed
from the updated task specific parameters.
Comparison to existing work: A similar approach to our proposed model was taken
in (70). However in their setup, they assumed the availability of logical forms. We
consider the much harder weakly supervised setting in which the model has to
learn to predict the structured program without any supervision. Additionally,
applying meta-learning to this approach has not been tried before.

6.2.2

Case-based Reasoning over Massive Case-Bases

I believe the performance of CBR on benchmarks such as WebQSP has not reached
its full potential because of the small size of the training set. Not all questions have
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good nearest neighbors. Recently, there has been work on QA-pair models (96) that
automatically generates a massive set of question-answer pairs from text (PAQ).
The goal of that line of work is to generate all possible questions that could be asked.
For a new question at test time, a paraphrase of the question is searched in the
corpus and their corresponding answer is returned.
CBR-based models, however, do not rely on the availability of paraphrases for
a given question. If there are similar questions present for a given question (e.g.
questions regarding different entities), CBR-based models have the ability to derive
the reasoning pattern from the similar questions and apply it to the given question.
Therefore, CBR-based models can more effectively use the automatically generated
question answer dataset as a massive case-base. It would be interesting to see how
much performance improvement can we gain by replacing the small train set of QA
datasets by massive case-bases.

6.2.3

Case-based Reasoning for Bio-medical Text Understanding

An advantage of CBR based models proposed in the thesis is its interpretability and
controllability. One of the major reasons that NLP systems powered by pre-trained
LMs has not seen massive acceptance in areas such as bio-medicine is because of the
opaque nature of the models. It would be very interesting to develop CBR models
for bio-medical applications and get feedback from clinicians and practitioners.
I would also be interested in exploring various ways that domain experts in biomedicine can take advantage of the controllability property of our models (similar
to experiments explored in §4.3.4.2).
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