Prefix functions are thought as a unifying concept for different ways of looking at discrete processes. The idea of prefix function consists in establishing relations between events and states; different types of such relations correspond to different ways of understanding states being reached in the course of computation. This concept covers such concurrent systems description tools as finite state automata, trees, Petri Nets, traces, occurring graphs, vector languages, multi-trees and similar. Special attention is paid to operations of contraction and synchronization on prefix functions.
Introduction
The purpose of the present paper is to situate trace calculus within a broader context of concurrency description tools. Trace theory turns out to be useful for describing and analysing some concurrency phenomena because of its similarity to the well established and familiar theory of automata and formal languages on one hand and of its ability to capture such properties of concurrent processes as partiality of event occurrences ordering. However, trace theory has succeded only in a limited family of concurrent systems that can roughly be compared with cooperating sequential processes; to find its sound extension suitable for more general models is then of primary interest. To this end, it seems worthwhile to look closier at the basic concepts of trace theory, identify those that can be generalized, and try to adapt them to a broader context.
Traces over an alphabet (consisting of events names) equipped with a dependency relation (a symmetric and reflexive binary relation in it) arise by identification partially supported by grant KBN 8T11C 029 08 all strings over the alphabet that differ only by order of two consecutive not dependent symbols; the result of such an identification is a trace, representing an action composed of a number of events, some of them occurring independently of other, or (equivalently) a system state reached after occurring these events. In trace theory dependency relation defining the way of state identification is fixed for the whole modelled system; it causes mentioned above limitations of the trace usage. In this paper the state identification is not restricted to that induced by a dependency relation; instead, it is considered as a tool that can be tailored to current needs of system verification: state equivalence useful for proving some eventualities of system behaviour may be different from that needed for proving some system invariants. In a system specification or verification, some states can be treated as equivalent, restricting in this way the number of cases to be analysed; in case of concurrent systems this restriction may be quite serious.
Labelled graphs, like Pratt's pomsets [9] , or labelled posets, indicating causal relationships of (named) events offer another possibility of concurrent process descriptions. They can be related to strings of symbols as follows: for each string w over an alphabet of events, or elementary actions, say A, denote by (w) the graph defined recursively: ( ) is the empty graph, (wa) arises from the graph (w) by adding to it a new node labelled with symbol a and new arcs leading to it from all vertices of (w) labelled with symbols that a causally depends on. Thus, for any prefix-closed language L representing sequences of actions of a concurrent process, function defined on L assigning to each w 2 L the graph (w) constructed as explained above can be viewed as a description of the process. In this case states of a process are determined by initial pieces of causally ordered histories.
Yet another view on states of a process takes into account only the 'future' of a process after its partial execution. In this case it does not matter which is the history of the process reaching some point, but only which are the possibilities of its continuation. This approach resembles that of automata theory; number of states in a process is equal to the number of different continuations of the process; it it is finite, then the number of states is finite.
Looking at processes as activities of a number of sequentially acting agents, as in Hoare language [3] with the Shields theoretical background [12] , it is quite natural to define concurrent process as a composition of sequential processes. This approach looks very promising for at least two reasons: first, the theory of sequential processes is well elaborated and established, the second, it uses directly compositionality methods that are especially valuable in dealing with multiagent systems. However, composition used in this approach concernes only sequential processes, not accepting cases where single agents can act in nonsequential way; applying basic concepts of this approach one can expect a perfect tool for process descriptions.
Thus, the answer what is the 'real' state of a process depends on questions concerning the process itself. Proving some eventualities that will occur during a process run, the notion of a state may be different from that needed for proving some invariant properties or estimating the time limit of the process duration. Therefore, in this paper the notion of a state is not determined. The nature of states is irrelevant for the present purposes; it is convenient to abstract from their specific properties, but to concentrate only on the way they are reached by the system. It leads to the concept of prefix functions, discussed through the paper.
The standard mathematical notation is used in the paper. 
Any finite set (of symbols) is an alphabet; A is the set of all strings over A, i.e. finite sequences of symbols in A, including , the empty string. Any subset of A is called a language over A. If w is a string, A is an arbitrary alphabet, then the projection A (w) of w onto A is a string arising from w by erasing in w all symbols not in A; if L is a language, A (L) is the set of projections of all strings in L onto A. If u; v 2 A , then uv is the concatenation of strings u; v; string u is a prefix of string w, if there exists string v with w = uv. Clearly, relation "to be a prefix of" is a (partial) ordering relation in the set of all strings. Language is prefix closed, if together with a string it contains all prefixes of this string. The kernel of language L is the greatest prefix-closed language ker(L) contained in L; the prefix closure of language L is the least prefix closed language Pref(L) containing L. For any string w and symbol a, the number of occurrences of a in w is denoted by w(a). For any language L and any string w, the continuation of w in L is the set (L; w) = fu j wu 2 Lg.
Algebraic tools.
The discrete processes considered here are assumed to be composed of finite or infinite number of event occurrences; the set of events, called here alphabet, is assumed to be finite. In order to build processes of events a number of algebraic means has been applied; below some of them are briefly presented. To make possible their comparison the alphabet A of events is fixed for what follows. Monoid of strings. Free monoid generated by alphabet A, i.e. the algebra (A ; ; ) with composition (concatenation) and the empty string as the neutral element, called the monoid of strings over A, is the basic algebra serving in the sequel for defining others. This monoid will be denoted by S(A) in the sequel.By the definition of freeness, for any other monoid (X; ; 1) and any mapping f :
A ?! X there exists the unique extension f : A ?! X of f such that
As it has been mentioned above, prefixes of any string are linearly ordered. A subset P of T(D) is confluent, if for each traces t 0 ; t 00 2 P there is a trace t 2 P such that t 0 as well as t 00 are prefixes of t. A 0 = f (a) j a 2 Ag: The concept of the monoid of string vectors as formulated above originates in papers of M.W. Shields [12] . His main idea was to represent non-sequential processes by a collection of individual histories of concurrently running components; an individual history is a string of events concerning only one component, and the global history is a collection of individual ones. This approach, appealing directly to the intuitive meaning of parallel processing, is particularly well suited to CSP-like systems [3] where individual components run independently of each other, with one exception: an event concerning a number of (in CSP at most two) components can occur only coincidently in all these components ('handshaking' or 'rendez-vous' synchronization principle). The presentation and the terminology used here have been adjusted to the present purposes and differ from those of the author.
Monoid of traces.
Dependence graphs monoid. Let D be a dependency relation in A. Dependence graphs over D (or d-graphs for short) are finite, oriented, acyclic graphs with nodes labelled with symbols from A in such a way that two nodes of a d-graph are connected with an arc if and only if they are different and labelled with dependent symbols. Formally, a graph with the set of nodes V labelled by ', and with the set of arcs R, is a dependence graph (d-graph) over D, iff For a given dependence graph , node v of is a prececessor of another node u of , if (v; u) is an arc of . Clearly, all predecessors of a node labelled with symbol a are labelled with symbols dependent on a. Any full subgraph of which, together with a node, contains all its predecessors, is a prefix of . It turns out that dependence graphs are partially ordered by the above prefix relation. Dependence graphs are thought as graphical representations of runs of non-sequential processes which make explicit the ordering of action occurrences within compound actions. one can prove all the three monoids to be isomorphic, hence, it is only a matter of taste which objects are chosen for representing concurrent processes: equivalence classes of strings, string vectors, or dependence graphs.
Monoid of multisets.
Free commutative monoid (A ; +; 0) generated by A is the multiset monoid over A (or the monoid of linear forms over A), denoted by R(A). The additive notation is used here because of commutativity of + operation. Let : A ?! A be a mapping such that ( ) = 0; (a) = a for a 2 A, and (uv) = (u) + (v) for all u; v 2 A . Clearly, is a homomorphism of S(A) onto R(A). Multiset 2a + 2b + c is an example of an element of A ; it is the value of (abbca). For any multiset r and symbol a the nonnegative integer r(a) is called the multiplicity of a in r. For any multiset r we have clearly r = P a2A r(a)a. Multisets over an alphabet are pointwise ordered: r 0 r 00 iff r 0 (a) r 00 (a) for all a 2 A; if r 0 r 00 , we say that r 0 is a prefix of r 00 .
If r 0 ; r 00 are multisets over A, then max(r 0 ; r 00 ) is the multiset r over A such that r(a) = max(r 0 (a); r 00 (a)) for each a 2 A. The set R of multisets is confluent, if r 0 ; r 00 2 R implies max(r 0 ; r 00 ) 2 R; and is linear, if for any multisets r 0 ; r 00 2 R either r 0 r 00 , or r 00 r 0 . The set R of multisets is connected, if for each r 2 R there exists a string w 2 A such that (w) = r and (u) 2 R for each prefix u of w. Clearly, any prefix-closed set of multisets is connected, but not the other way round. The following condition is necessary and sufficient for connectedness of R: r 2 R , r = 0 _ 9r 0 2 R; a 2 A : r = r 0 + a:
Define the kernel of a set R of multisets over A as the least set ker(R) of multisets such that 0 2 R ) 0 2 ker(R); r 2 ker(R)^r + a 2 R ) r + a 2 ker(R); for all r 2 A ; a 2 A. Thus, ker(R) is the greatest connected subset of R, for each R A .
Specification tools.
Algebraic tools described in the previous section have been developed in order to capture in a satisfactory way concurrency phenomena that came out while specifying and analysing non-sequential systems. In particular, the partial order of event occurrences during systems runs made necessary to look for non-standard way of describing processes. Historically, the specifications of non-sequential systems became before the rigorous notions of their behaviour has been proposed. Below we briefly describe some formal system specifications that are inherently connected with algebraic tools given in the previous section.
Elementary net systems. Elementary net systems [11, 13] (presented here with some minor changes) are particular cases of Petri nets, well suited for many applications and manageable using some formal means. An elementary net system is any system E = (P; T; Pre ; Post ; m 0 ) where P; T are finite, nonempty sets, of places and transitions, and Pre : P ?! 2 T ; Post : P ?! 2 T ; m 0 P;
are such that T = Pre (P ) Post (P ) (no isolated transitions) and Pre (p) Post (p) 6 = ; for all p 2 P (no isolated places). Functions Pre and Post are extended to P T by setting Pre (t) = fp j t 2 Post (p)g; Post (t) = fp j t 2 Pre (p)g: Partial function : 2 P T ?! 2 P is defined as follows:
The sequential behaviour of E is then defined as the partial function E :
T ?! 2 P defined recursively:
for all w 2 T ; t 2 T. The domain of E is the set of execution sequences of E and its range is the set of reachable markings of E. Obviously, the domain of E is a prefix-closed language over T. of E ] is a concurrent run of the elementary net system E. A natural aim in exploring partial order behaviour of PT-nets is to establish a sort of independency relation among transition ocurrences and then an equivalence between states reached in effect of such occurrences. However, in contrast to elementary net systems, where independency was fixed once for ever and determined by structructure of the net, independency between transitions in PT-nets may depend on the reached marking. It is even not quite obvious whether independency, as exhibited by PT-nets, leads to a partial order of transition occurrences in a system run. This issue will be discussed further on; for the time being algebra of multisets, as defined above, seems to be a promising tool for describing non-sequential behaviour of PT-nets, as explained below.
Let A be an alphabet, L A . Call L linearly definable, if there is a function
L is conjunctive, if it is an intersection of a finite number of linearly definable sets.
The kernel of a conjunctive set is a multitree and any confluent subset of a multitree is a multitrace. Any maximal linear subset of a multitrace is its (sequential) observation. The multiset behaviour of a PT-net N = (P; T; F; m 
and that B is a multitree (recall that r(t) is the multiplicity of t in multiset r). Observe that no partial ordering of events can describe the above ordering of reachable markings (any multiset in P determines uniquely a marking of the corresponding net).
The second example is in a sense the revers of the previous one; net N 2 is defined as 
Prefix functions
In the previous section some methods of non-sequential systems behaviour description have been given. There is a similarity of all these descriptions: the non-sequential behaviour of a system has been defined as a function defined on a prefix-closed language over the alphabet of (elementary) system actions and with values viewed as the system states reached after executing initial parts of a system run. Thus, in the present approach the most important aspects of the behaviour concern the way of assigning states to sequences of events occurrences rather than the states themselves. In particular, for many reasons it is useful to reduce the number of considered states by assigning the same state to a number of strings, and thus identifying some sequences. It can be then useful to unify all these similar notions and to find some common features of their construction.
Let A be an alphabet. Any function defined on a prefix closed subset of A will be called here a concrete prefix function over A. For any concrete prefix function the alphabet of is denoted by A( ). Interpreting concrete prefix functions as descriptions of a discrete processes, elements of their alphabets are considered as events (or actions) of the processes, elements of their domains as all possible execution sequences of the processes, and elements of their ranges as (concrete) states of the processes. A there exists precisely one prefix function represented by function assigning to each string the equivalence class containing this string. Two prefix functions are distinguished for any prefix closed domain: the identity prefix function, isomorphic with the identity function, and the constant prefix function, isomorphic with a function assigning a constant value for all strings in its domain (notice here that, up to isomorphism, there is only one constant prefix function).
Prefix functions can be viewed as a tool for the discrete systems behaviour description, interpretating their arguments as the system actions sequences and their values as the resulting states. Having in mind the intended interpretation and using prefix functions as models of processes, we avoid then answering the question "what are states", defining only their representations; the nature of states is irrelevant from the point of view of prefix functions. Instead, from this point of view relevant is how execution sequences, or sequences of events, can be identified without losing essential features of a system behaviour. Thus, we are interested in those features of prefix functions that are independent of their interpretations; speaking of abstract prefix functions we always use their concrete representations, remembering however their abstract nature. The function assigning to each (initiated) transition sequence of a Petri net the resulting marking is an example of a prefix function. Another example is related to transition systems with a fixed initial state: a function, assigning to each sequence of transitions its resulting state is a prefix function. Yet another example is the function assigning to each string its trace equivalence class, for a given dependency relation, and the function assigning to each string of symbols the vector of its projections on distinguished subalphabets. A common feature of all these functions is the identification of sequences that are considered as identical from the state space point of view. for each s 0 ; s 00 2 R( ) and a 2 A. holds for all strings w and symbols a. Clearly,
. Any additive prefix function is strictly monotone.
Let L be a prefix closed language over A. Clearly, the identity is congruent. Let L be a prefix closed language; diagram of the transition relation for the prefix function defined by (w) = (L; w) for each w 2 L is the state diagram for L; if the state diagram for a language L is finite, L is regular (rational).
. Trace behaviour of any elementary net system is a congruent and additive prefix function.
Some typical prefix functions used for specifying or analysis of concurrent systems are listed below. In these examples A is an alphabet, L A is a prefix closed language, D is a dependency relation in A. (vector prefix function); Table 1 A 'taxonomy' of prefix functions w.r. to identification properties.
Contractions of prefix functions
Let F be a family of prefix functions over a common alphabet with a common domain. Let 1 ; 2 be two elements of F; we say that 2 is a contraction of 1 (and 
:
It is easy to see that any contraction of 1 to 2 has its canonical formˆ , which is the contraction ofˆ 1 toˆ 2 defined by the equalitŷ
. From the definition of the canonical representation of prefix functions it follows that the equivalence determined by prefix function 1 is a refinement of that determined by prefix function 2 . Observe that the identity mapping is a particular case of contraction. Any two prefix functions over the same alphabet and with a common domain will be called similar. Since any function determines uniquely an equivalence relation in its domain, and all equivalence relations in any set forms a lattice, we have the following property of prefix functions:
. A family of similar prefix functions ordered by contractions is a complete lattice with identity as the greatest and the constant as the least element.
The above property implies that any prefix function is (isomorphic to) a contraction of identity, and can be contracted to the constant. Observe, as an application of the contraction ordering, that the continuation prefix function is the least congruent prefix function over its domain. 
. Contractions preserve progress relation.
A special part in the whole family of prefix functions over A with domain D play monotone and congruent members of the family; contractions of such prefix functions to their state diagrams are called foldings, and the prefix functions themselves unfoldings of their own state diagrams.
One of the most important issues concerning discrete systems is their compositionality. In case of concurrent systems composition makes independently acting systems to communicate with each other and to synchronize some of their actions. On the abstract level, composition of systems is modelled by synchronization of prefix functions. Synchronization operation defined below allows us to build complex prefix functions of simple ones, to introduce an independency relation to the join set of events, and to combine state spaces of components into a single state space. It also enables to apply synchronization in the 'opposite' direction, decomposing complex system into simpler ones and then making analysis and description of these systems easier.
Let J be a set of indices and (A i ) i2J be a family of alphabets and let L i A i
is called the conjunction of languages L i . In case of J = f1; 2g write L 1 &L 2 rather than & i2f1;2g L i .
. Conjunction of any family of prefix-closed languages is a prefix-closed language.
Let where ( (w)) i denotes the i-th component of the tuple (w) being a member of the cartesian product Q i2J R( i ). The synchronization of family f i g i2J will be denoted by k i2J i . In case of J = f1; 2g write 1 k 2 rather than k i=1;2 i .
The idea of the synchronization defined above originates from modular description of Petri nets [5] and from string vectors of Shields [12] . Since the domain of the synchronization defined as above is prefix closed, we have the following: prefix functions ; 1 ; 2 ; 3 :
, then the product of R 1 ; R 2 is the relation R 1 R 2
2 such that From the synchronization definition it follows that
. Progress relation of the synchronization is the product of progress relations of the synchronization components restricted to the range of the synchronization.
By the definition of the step relation of prefix functions and of the synchronization operation we have:
. Synchronization of (strictly) monotone prefix functions is (strictly) monotone.
The cartesian product of functions 1 :
10 . Synchronization of contracted prefix functions is a contraction of their synchronization; more precisely,
) for all prefix functions 1 ; 2 and all contractions 1 ; 2 .
The above fact is crucial for a compositional approach to system description. If systems descriptions are viewed as contractions of their behaviours, then by the above fact the behaviour of composed systems is the composition of their components behaviours; and both: systems and their behaviours can be represented on arbitrary level of abstraction. It is worthwhile to compare the synchronization of identity prefix functions with conjunction of their domains. Let A 1 ; A 2 be alphabets, L 1 A 1 ; L 2 A 2 be prefix-closed languages; then relationship between conjunction and synchronization is as shown on the diagram below ( : (A 1 A 2 ) ?! A 1 A 2 is defined by (w) = ( 1 (w); 2 (w)) where 1 ; 2 are projections on A 1 ; A 2 , respectively). Synchronization of identity prefix functions is, in general, not an identity prefix function and can introduce an independency of some actions (and hence convert linear orderings of components into a partial ordering of the synchronization result); this independency is 'static', i.e. fixed for all possible runs of the described system. By the synchronization defined above it is not possible to introduce a 'contextsensitive' concurrency (depending upon the system history). To be more precise, let us define so-called structural independency. Let be a prefix function, a; b be elements of A( ). We say that a; b are structurally independent in , if there are prefix functions 0 ; 00 such that = 0 k 00 and a 2 A( 0 ) The inner independency of transitions is typical for the behaviour of the place/transition Petri nets.
Atomic prefix functions
A prefix function is atomic, if it is not the result of synchronization of components with different domains. Thus, any prefix function is either atomic, or it can be obtained by the synchronization of a number of atomic prefix functions. Knowledge of properties of atomic prefix functions of a family can be extended to knowledge of properties of all members of the family. Here, we concentrate on families of prefix functions that are applied for descriptions or specifications of Petri nets. In particular, we shall seek for atomic prefix functions for some descriptive means considered above. It follows directly from the definition that in atomic prefix functions no two symbols are structurally independent; thus, finding atomic prefix functions allows us to discuss the inner independency. It turns out that even very simple atomic prefix functions exhibit inherent difficulties of adequate description of concurrency.
. Every sequential prefix functions is atomic.
Since in a trace prefix function all independent symbols are structurally independent, and because of isomorphism of trace prefix functions, Shields prefix functions, and d-graph prefix functions, we have the following:
. Every atomic trace prefix function is sequential; every atomic Shields prefix function has a single component, and every atomic d-graph prefix function is a graph of linear ordering.
Let consider behaviour of PT-nets and atomic prefix functions describing their behaviour. First, define the composition of PT-nets [5] . Let
be PT-nets; their composition is defined as the PT-net N 1 1 N 2 = (P 1 + P 2 ; T 1 P 2 ; F; m)
where P 1 + P 2 is the disjoint union of P 1 ; P 2 and F; m are defined as follows for all p 2 P 1 + P 2 ; t 2 T 1 T 2 : It proves soundness of the prefix functions synchronization definition with respect to the composition of concurrent systems described by PT-nets. Atomic multiset prefix functions are provided to define the behaviour of the following one-place PT-net and, in contrast to the previous ones, may exhibit inner independency of symbols. The net in Figure 12 is an example of atomic PT-net, or producer-consumer system. Any PT-net can be viewed as the synchronization of a number of producer-consumer systems; thus, the behaviour of PT-nets depends upon the understanding of the producer-consumer system activity. In particular, having chosen a state space for such atomic systems, the set of states of all PT-nets is the cartesian product of atomic sets of states. be the atomic (i.e. one-place) PT-net with functions F p ; m 0 p arising from F; m 0 by their restriction to fpg T and fpg, respectively. By the result quoted above, the behaviour of N = (P; T; F; m 0 ) can be obtained by the synchronization of the behaviours of all its atomic (one-place) nets, constructed for each p 2 P: N =k p2P Np :
It is worthwhile to note the simplicity of atomic prefix functions describing the behaviour of one place nets; interpreting them as producer-consumer systems, production and consumption rates are assumed here to be fixed and contribute to the whole production in a linear way. One can imagine a theory of 'cooperating' producer-consumer systems that act acording to a more general principle; such system would be e.g. the synchronization of atomic prefix functions i with domains D( i ) = kerfw 2 A i j i (w) 0g;
where i : A i ?! Z is a more general 'total productivity' function of unit i, returning for the activity sequence w of agents from A i the total balance of produced and consumed items.
Conclusions
Prefix functions thought as a unifying concept for describing concurrent processes on different levels of accuracy have been presented. Sets of strings built up from elementary actions (events) occurring in processes have been taken as the basis for further transformations. Prefix functions connect strings (called also execution sequences) with some objects that can be called states. States can be chosen depending on actual needs; therefore, in prefix function approach the choice of states is left for the user. From prefix functions point of view states are some abstract entities, determined by sets of event sequences leading to them; interpretation of states lies outside the prefix functions formalism and serves only as a tool for states identification. In the prefix function approach states are nothing but classes of equivalent sequences of event occurrences; different prefix function descriptions of the same system differ only by the degree of such sequences identification. From examples of applying prefix functions to the behaviour description of known systems, as Petri nets, it follows adequacy of prefix functions as describing tools. The stress has been put upon two main operations on prefix functions that allow to construct new prefix functions of the already defined ones: contraction, 'squeezing' a considered state space, and synchronization, introducing structural concurrency and enlarging the state space.
