Abstract--We give a solution to a problem posed by Totik at the 1992 Texas conference concerning the strong converse inequality for approximation by Bernstein-Kantorovich operators. The approximation behaviour of these operators is characterized for 1 ~ p ~ co by using an appropriate K-functional which, for 1 < p < co, is equivalent to a second order modulus and an extra term. Crucial in our approach are estimates for the derivatives of iterated Kantorovich operators.
INTRODUCTION AND MAIN RESULTS
Recently two independent proofs of a strong converse inequality (of type A, according to the classification of Ditzian and Ivanov [1] ) were given for the classical Bernstein operator Bn by Knoop For convenience, we shall suppose pn,k(x) = 0 in case k < 0 or k > n. The three authors mentioned showed that for some constant C > 0 independent of f and n one has Vf e C[0, 1].
(1.1)
Here w~(f,t)~ denotes the second order modulus of smoothness with weight function ~(x) : (x(1 -x)) 1/2 (see [4] for details). Moreover, all quantities subscribed by ~c are taken with respect to the uniform norm in C[0, 1].
*The main result was presented at the Second International Conference in Functional Analysis and Approximation Theory held in Acquafredda di Maratea, Italy, September 14-19, 1992.
1The first part of this paper will be published in Constr. Approx. The second part is published in Results in Mathematics, 25 (1994) , 300-315.
21n fact, in [3] only the strong converse inequality for Sz~isz-Mirakjan operator was proved.
Typeset by ~4hz~-TEX There is one particular modification of the Bernstein operator for the approximation of Lp functions, 1 < p _< co, (for p = c~, we will always consider C[0, 1] instead of Loo[0, 1]) which has been attracting special interest in the past. This is given by the Kantorovich operators Kn which are obtained if one replaces f(k/n) in the definition of Bernstein operators by (n + 1) f(k+l)/(,~+l) f(t) dt.
Jk/n+l
The operators obtained in this way are thus
Kn(f,x ) (n + 1) ~ :(k'-Fl)/(n-Fl)

= f(t) dtpn,k(x). k=0 3k/(n+l)
It is a natural question to ask if there is a strong converse inequality (of type A) for Kantorovich operators as well, and what it should look like. In his survey paper [5] However, it is not the point to focus on some special modulus, but to give a full analogy of (1.1), i.e., to find a functional which is equivalent to [[f -Knf[[p. It is the aim of our present note to find such an analogy. In order to formulate the main result of this paper, we will need the following conventions. Using this functional, we shall prove the following theorem. 
UPPER ESTIMATION
Throughout this paper, we shall denote by C absolute positive constants and by Ca,~ constants depending on a and ft. These constants may be different on each occurrence. As usual, by l-Ira we denote the set of algebraic polynomials of degree < m. In this section, we will give some upper estimates for the operator Ks and some inequalities concerning polynomials. Our first result is LEMMA 2. 
To prove (2.6), we notice that
p(~v~.] _ n2 A 2/nPiv_a ] p< C P(~'-a] p"
On the other hand, one may write PId-a] as a sum of terms of the form P2, -P2,-~ with 2 ~ _< and then use (2.3) and Markov's inequality to get P[~r~ p <_ C (n ~f149(4)pq-Hg'lp)"
Combining these two inequalities with (2.3) we deduce (2.6).
To verify (2.2), we first consider g 6 Hm,m < v/-n. Thus, it follows from Taylor's formula that 
(t S),
To complete the proof, we also need the following estimate, the proof of which can be carried out by using a Hardy-type inequality (see e.g., [4, p. 135] ): for i = 1, 2,
Using this inequality and the estimate of Kn((" -t)J,x) (see [4, p. 139] ), one may get (2.2) from (2.8) for g E Hm, m _< v ~. Just using the approach in proving (2.1), we get (2.2) for all g E C6[0, 1]. |
The following upper estimate is due to Berens and Xu (see [7] ).
with l <_ p <_ oc.
To prove some further inequalities, we need also the so-called Bernstein-Durrmeyer operator Mn, which is defined if one replaces f(k/n) in the definition of Bn by
This operator has many interesting properties. We collect some of them below (for details see, e.g., [7] [8] [9] ): for f e Lp [O, 1] and g e C2[0, 1], we have 
The last inequality can be used to prove the following useful assertion. 
PROOF.
For g • C2[0, 1], one has
It is enough to prove l<p<~.
In fact, if this holds, one may replace g by g -P with P E Hn. 
Hence we can replace P(D)P in (2.14) by P and C by 2C. In this way we get (2.12).
It remains to prove (2.13). Due to (2.3), we get by (2.10) and (2.11),
Choosing m = n 2 we deduce (2.13) from the above. |
For future purposes, we also need the Bernstein-type inequalities for Bernstein-Kantorovich polynomials.
P* = E akPk = aoPo + P(D)
akA-~lPk 
Representing Pm as a sum of terms of the form P2~ -P2,+1 and using Bernstein's inequality, Lemma 2.3 and (2.3), we get for the last term
Choosing m = [v/n-I, (2.16) follows.
(2.17) and (2.18) can be proved in a similar fashion. | REMARK 2.5. The reader may find out that in Lemmas 2.1 and 2.4 the conditions on g and f are too strong. Of course, we can weaken them in some sense. However, this is not necessary, since later we will replace them by their Bernstein-Kantorovich polynomials. On the other hand, such restriction makes the results neater. In the next section, we will also often use such consideration.
ESTIMATES
The results in this section play a centre role in proving the lower estimation of Theorem 1.1. Some lemmas (Lemmas 3.3, 3.4 and 3.6) have the same form as in [2] . But, since now the situation is somewhat more complicated, we have to prove them in this paper again. The proofs of Lemmas 3.3 and 3.4 are given completely. We omit the proof of Lemma 3.6, because it can be carried out almost word for word as in [2] .
In the next section, we will prove a theorem for the iterates of Kn (see Theorem 3.1). This result is in fact the key step in order to get the lower estimate for Bernstein-Kantorovich operators. It shows that these operators behave similarly as a semi-group operator in the sense that the N th iteration of a Bernstein-Kantorovich operator of degree n has similar properties as the same operator with degree n/N. This property will be understood better after seeing Lemma 3.5.
As usual, we write K°f = f, K~f = K~(g~-af), i = 1,2,.... For the iterates K g we prove the following theorem.
The main aim of this section is to prove two iterate inequalities (see Lemmas 3.3 and 3.4), which will be needed in order to verify Theorem 3. 
Moreover, let 0 < a _< 1 and Go(t) = t, Gk(t) = 1 -e-~a~-x(t);
~o 1 t"a~(t) e_bCN(t)
where C~ depends only on u.
PROOF. The first three inequalities can be verified directly. Of course, they can also be proved using the method of proving (3.7) and (3.8). Next we verify (3.7). Using Taylor's formula
we deduce that the integral on the left side of (3.7) with respect to t2 is smaller than
with x = j + tl. To see this, we notice that after integrating with respect to t2 we obtain
We consider this as four sums. Then the first one is 1/(1 + x), the first term of the second sum is 1/3x 2. Adding the rest of the second sum to the third one, then the first term of the obtained sum is -2/5x 3. Again adding the rest to the fourth sum, this is smaller than 5/6x3(1 + x). Therefore, to prove (3.7), it is enough to show, with x = j + t, that eJ+tl dtldt2<ln
Thus direct calculation shows that the right-hand side of the above is not larger than 1/j.
For j = 1 we use (3.10) with e/6 in place of 1/3. 
It remains to verify (3.9). We consider the function GN. It is clear that GN(t) ~_ 0 if 0 < t < 1 and by induction one gets GN(t) ~ aNt,
{ ~02/3N ~21} tt~G~N(t) + t V e -bGN(t) dt
:= I1 +/2. /3N Using (3.12), we deduce f 2/ZN 2b N~ C li ~_ a Nv t~e -Ea ~ dt < b.+----Y.
JO
To estimate/2, we notice that, as # < u -i, one has by (3.12),
t~G~(t) e-bGN(t) < t ~ -b~+lt"
Hence /2 <_ C ln(N + 1) b~+l
The estimates of I1 and I2 imply (3.9).
Throughout this paper, we will use the notation: pn,0,k(x) = pn,k(x) and
JO JO
We will also use the following associated operator:
and its iterations L N. We will denote by Ln j the operator in which Pn,j,k is replaced by Pn-j,k.
It is clear that for some ~n,j with Ic~n,j -11 < Cjn -1 and the Steklov function
where Bn is the Bernstein operator and F t = f. Let now
n--j+l k=o
We have the first iterate inequality as follows. 
g-1 min {~o-2V(x),nV} lnN. Lmj (Ln, j ~, x) < Cj
PROOF. It is enough to verify this inequality for qo-2V(x) in place of min{qo-2V(z),n~}, since ~v(x) <_ Cvn ~. For v = 0 the inequality is trivial. We assume in the following that v _> 1. Denote by ~bv,1 and ¢v,2 the function defined by (3.14) with ~-2~(x) being replaced by x -v and (1 -x) -v, respectively. We have Cv < 2v(¢.,1 + ¢,,2). Furthermore, with y = 1 -x -j/(n + 1) one gets easily pmj,k(x) = Pn,j,n-j+l-k(Y) and ~v,2(x) _< ~b,,l(y). In this way, we deduce
Hence, in order to verify the assertion of this lemma, it is enough to prove it for ¢v,1 instead of Cv.
To this end, we observe that, by using the binomial formula, we have
Making use of the inequality 1 + a _< e a, one deduces from (3.15)
On the other hand, as
(1) /01 /01
q.k dr with r k = (rl '" Tv) k and dr = dT1.., dTv, we have by (3.16)
The benefit of this estimate is that instead of estimating Lnj (g2v,1, x) one needs only to do this for
Lnj(e -(n-j+l)O-r)', x).
The latter is easy to deal with if we use (3.16) for e-(n-J+~)(~-")/ ('~+~) instead of 7. Setting Ho(t) = 1 -t, Hi(t) = 1 -e -(n-j+l)/(n+DH~-l(t), i = 1, 2,..., the above inequality can be rewritten as
In this way, we get recursively
Therefore, in order to complete the proof, it is sufficient to show that for 
F(u) := HJN. (u) e -(n-j+l)HN(u)x,
PROOF. In [2] (see Lemma 3.2 there) the ease v = 2 was proved. The proof for other cases is essentially the same. However, as now the situation is more complex, the assertion cannot be deduced from our earlier result. Denote the term of this sum as Ik,,. We begin with the case j = 0. A routine calculation shows that for all 0 < u < (v -1)/(n + 1)
Using this estimate, Cauchy's inequality yields Therefore, by (3.4) and this inequality, the first term on the right-hand of (3.21) is less than -1) (1 + e -1) (1 -2e -1) + 2 -5e-2).
C$~4rdA 30:316=I
We obtain from these two estimates that, for 2 < v < 4, 11,1 -gl,1 -< 2(n--v~-l) n-v+ 1
Consequently, we get
That is the assertion of this lemma in case j = 0.
Next we consider the case 1 _< j _< n -v. Making use of Cauchy's inequality, we have 
n-v+ l Jo
J0 (nkV) Ak B n-k-È dr1"" dtv+l ( n -v + 1--~ -+ -~) -~ ----~ ~ "1") --~1---.... tv ) (Au + B) n-"
(n+l)t~+x e~2(i/(n+ l) +t~+'''+t~) du dr1 "" dtv+ l.
Calculating the integral with respect to u and then taking ui = (n + 1) t~, i = 1 In case j = 1 and 2 < v < 4, the above estimate still holds due to (3•5) • It remains to show the case 4n/5 < j < n -v. We have by using (3.8) /olZ1 o+1
Lemma 3.4 follows from these estimates. |
The following inequality is analogous to the estimation of the moments of Bernstein polynomials (see [10] ). We verify (3.25) by induction. Applying (3.13) and by the above consideration, one can easily get (3.25) for i = 1,2. Supposing now that (3.25) holds for all i I k -1, we have, with a special choice of u in the above binomial formula,
Ln",j cc -x)kJ) = 5 (;)Ly (T,,jJ.)(.
-+Jx) ( p=o
We notice that, by the definition of L,,j, T,,j+(t) is a polynomial of t with degree p. By the
Taylor expansion of Tn,j,p(t) at x, we get then 
I
The following lemma is an analogue of Lemma 3.5 of [2] . Its proof is also the same as in [2] . LEMMA 3.6. For v = 1, 2, 3, 4 and 0 < j _< n -v -1
PROOF OF THEOREM 3.1
Before proving Theorem 3.1, we verify some identities and inequalities. ,-+, r ,,o+,., )
In fact, for the fundamental functions of the Bernstein polynomials, we have (see [10] ) We then take derivatives on both sides of the above. Now consider the terms of the right side.
Those which depend on kN axe of course
P~--.+I,kN (X);~,.,kN-, ~---f-f •
Hence, by (4.2) and the Abel transformation with respect to kN, these terms change to
In other words, (4.1) holds for j = N -1. Let us deal next with the general case. Suppose we have proved (4.1) for j = #. In order to show the case j = # -1, we note that (4.2) and the Abel transformation imply in our notations r , ) We note that (4.3) is in fact an important step to get the lower estimate for some operators (see
also [21).
Under these new notations, Lemma 3.3 means that, for 1 < N <_ Cn and 0 < i < 2v,
n-v+ l n--v+1
E. E Thus, (4.1) holds also for j = # -1. In this way, we get (4.1) for all 1 _< j < N -1. After we proved (4.1), we then take the sum on the both sides of (4.1) with respect to j = 1,..., N -1 to obtain
In what follows, we shall take Kgf in place of f in (4.3) and then substitute the expression of (Kgf) (v-l) by (4.3), in which is replaced by
In this way, we obtain
Ikl(f(v-1)):----(nq-1)
Now we are in the position to prove the following two inequalities: for 0 _< j, 0 < i g rain{v-1,v/2}, 2 < v < 4 and 2 5 N < CN one has (4.8) and
Indeed, we have
To estimate the first factor on the right-hand side of the above, we write On the other hand, as we see the last sum can be estimated by the second term due to (4.6). In short, we obtain Using (4.4) and (4.5) again, the last two inequalities imply i/(n+l) fl/(n+l)
The inequality (4.8) follows from these estimates. (4.9) can be verified in the same way. Now we are ready to prove Theorem 3.1. First we prove (3.2) and (3. In fact, if they are valid, then, e.g., to prove (3.2), we may use (4.10) for g2ngf instead of f and use (4.11) for KnNf, and finally (4.12). In this way, we get (3.2) for 3N, which obviously implies (3.2) for any 2 < N < Cn. Of course, the more complicated case is p = 1. We use the approach first used in [12] . Its modification was also used to give estimates for other operators (see [4] ). What we apply here is essentially the modified form from [4, p. 146-1471. 
Finally, using the estimate in [4, p. 147], we obtain
~-1 (X) dz du
This completes the proof of (4.10) in case p = 1. 
]I~2(p(D)Knf -Kn(P(D)f)"J]p + II(P(D)Knf -KnP(D)f)'[[p ~_ CO,,,.(f)
and ~n,p(K~nf) < Cj@n,p(f). Thus for a polynomial f 
--n P(D)K~ f}llp <-CN'~n,p(f).
Replacing f in (4.14) by KN-v-I(P(D)f) and using (2.15) again we obtain for 1 < j < N -1 and Z := E~l=0 EL=0, we show here the more difficult one, 
Thus, all we have to do is to show that there exists a positive constant C such that for all n = 1, 2,...
For this purpose, we prove next the following two inequalities: for n _> N' one has
To verify (5.3), we note that by using Lemma 2.1 (see (2.1)) we get with g = K,~f 
Hence, in all cases, we get for proper N' fixed and n > N'
(5. 
[[P(D)Knf[lp <_ CYllf -Knfllp + n
We then estimate the last term of (5.6) by using (3.1) to obtain
Thus for N large enough such that C/v/N < 1/8 (say N = N"), we obtain from (5.6) and the last inequality that for n _> max{N', N" By the first inequality, it is clear that we need only to prove (5.10) for Kn a on the left-hand side instead of Kn there. Moreover, using (5.11) and the last inequality, we have via the Riesz-Thorin Theorem, for 1 < p < co, Therefore, again using the equivalence of the modulus of smoothness and the K-functional, we obtain
w2(f,t)p <_ CK(f,t)p, w(f, t2)p <_ CK(f,t)p.
Obviously, Eo(f)p < C w(f, 1)p < C w(:, t2)p. "
Hence in the case 1 < p < oo there also holds
w~(f, t)p + t2Eo(f)p < CK(f, t)p.
For p = 00, we get from the above w~(f, t)~ + w(f, t2)c~ < CK(f, t)oo.
On the other hand, K(f,t)~ < Cinf {Ill -gll~ + t2 rl g"ll + t2llg'll~} .
For some n ~ t -2 choosing g = Bn(f) (the Bernstein polynomial of f), we get for arbitrary h e C 1 [0, 1] g(f, t)oo < C (w~(:, t)c~ + t211S'fll~)
+ t IIB~(f -h) + B'(h)[l~)
_< C (w~ (f, t)c~ 2 ,
<_ C (w~(f,t)~ + t2nllf -hll~ + t211h'llc~) •
Here in the first inequality, we have used (1.1) and in the last step the simple facts: II(B~f)'ll -< Ilf'll and II(BJ)'II _< 2nllfll. Taking the infimum over h E C1[0, 1], we get K(f, t)~ < C (w2~(S, t)oo + w (f, t2)~).
The proof of Theorem 2.2 is thus complete, i
