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Perturbation theory for graphene integrated waveguides:
cubic nonlinearity and third harmonic generation
Andrey V. Gorbach∗ and Edouard Ivanov
Centre for Photonics and Photonic Materials
Department of Physics,
University of Bath, Bath BA27AY, UK
(Dated: June 15, 2016)
We present perturbation theory for analysis of generic third-order nonlinear processes in graphene
integrated photonic structures. Optical response of graphene is treated as the nonlinear boundary
condition in Maxwell equations. The derived models are applied for analysis of third harmonic
generation in a graphene coated dielectric micro-fibre. The efficiency of up to few percent is predicted
when using sub-picosecond pump pulses with energies of the order of 0.1nJ in a sub-millimeter long
fibre, when operating near the resonance of the graphene nonlinear conductivity ~ω = (2/3)EF .
PACS numbers: 78.67.Wj, 42.65.Wi, 42.65.Ky, 78.68.+m
I. INTRODUCTION
Optical and opto-electonic properties of graphene, ac-
customed to its unique electron dispersion in a vicinity
of the so-called Dirac cones, have been in focus of in-
tensive research recently [1, 2]. In particular, this linear
(i.e. massless) band structure has been identified as the
origin of the exceptionally strong nonlinear optical re-
sponse of graphene [3–7]. Several experimental studies
confirmed that the effective third-order nonlinear coef-
ficient χ3 (Kerr coefficient) of graphene exceeds that of
typical dielectrics by six to eight orders of magnitude [8–
11]. These discoveries make graphene the particularly
attractive material for integration with various nonlinear
photonic components, such as waveguides and cavities.
Indeed, a considerable boost of third-order nonlinear pro-
cesses has been demonstrated in a graphene-coated pho-
tonic crystal cavity [12], a photonic crystal waveguide
[13], and silica micro-fibres [14, 15].
Being purely two-dimensional structure, graphene is
conceptually different from any bulk material. When
using conventional theoretical tools to describe nonlin-
ear processes in a graphene integrated structure, one is
compelled to treat graphene as a thin film with certain
bulk linear and nonlinear dielectric constants [12, 15–
17]. This can only be justified for setups where elec-
tric field is polarized in the plane of graphene. How-
ever, in micro- and nano-metre size photonic and plas-
monic structures, where the typical localization scale of
guided/cavity modes is comparable to (or smaller than)
the wavelength, all vector components of the electric field
can be strongly pronounced.
An alternative approach is to treat graphene as the
surface current boundary condition. This method ap-
pears to be more adequate when dealing with one atom
thick materials, and proves to give accurate description
of graphene surface plasmons [18–20]. Considering non-
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FIG. 1. (Color online) Graphene induced surface current:
local coordinates.
linear optical response of graphene, this approach implies
introduction of the corresponding nonlinear boundary
condition in Maxwell equations, in addition to nonlinear
polarization terms describing bulk materials. Recently
we developed the corresponding perturbation expansion
procedure of Maxwell equations to describe self-focusing
and switching of monochromatic graphene surface plas-
mons in single- and bi-layer graphene structures [21, 22],
as well as self-phase modulation and nonlinear frequency
broadening of pulses propagating in graphene-coated di-
electric fibres [23] and graphene plasmonic waveguides
[24].
In this work we extend the procedure onto the generic
problem of nonlinear frequency mixing, including third
harmonic generation, in graphene integrated optical
waveguides. It is assumed that at each frequency compo-
nent of the signal, the structure supports a discrete set
of linear guided modes. The guidance is provided either
exclusively by bulk dielectrics (as in graphene-coated di-
2electric fibres), or by the integrated graphene sheet (as
in graphene plasmonic waveguides). In the former case,
the total graphene induced surface current is treated as
a perturbation, together with the nonlinear polarization
terms originating from bulk materials. In the latter case,
the linear part of the surface current is incorporated in
the guided mode analysis, while the nonlinear current
and polarization terms are treated as perturbations.
The general procedure of perturbation expansion of
Maxwell equations with nonlinear polarization and non-
linear surface current terms is described in Section II. In
Section III this procedure is applied for the case of third-
order nonlinearities, and the corresponding set of cou-
pled differential equations describing evolution of modal
amplitudes with the propagation distance is derived in
frequency domain. In Section IV we consider the spe-
cific problem of third harmonic generation from a rela-
tively narrow band-width pump, assuming that the phase
matching condition is satisfied for one particular pair of
pump and third harmonic modes of the waveguide. For
this case, the modal equations are reduced to the con-
ventional system of two coupled nonlinear Schro¨dinger
type equations in time domain. To illustrate the appli-
cation of derived models, in Section V we analyze third
harmonic generation in a graphene-coated silica micro-
fibre. In particular, we consider the conversion efficiency
and the optimal length of the graphene coated section.
Also, we compare graphene induced changes to modal
propagation constants (including attenuation constants)
in the fundamental and third harmonics as predicted by
the perturbation theory and computed directly with the
help of the commercial finite element method Maxwell
solver package Comsol Multiphysics.
II. PERTURBATION EXPANSION OF
MAXWELL EQUATIONS
Consider a graphene integrated waveguide with a fixed
cross-section along the propagation direction z. To de-
scribe nonlinear wave propagation in the structure, it is
convenient to use Fourier expansion of the real electric
field:
~E(~r, t) = 1
2
√
2π
∫ +∞
0
E(~r, ω)e−iωtdω + c.c. , (1)
and similar expansions of the magnetic ~H and other
fields. Here, E is assumed to be a vector function of
positive only frequencies.
Each Fourier component E solves Maxwell equations:
~∇× ~∇×E = ω
2
c2ǫ0
D . (2)
Optical response of all bulk materials is incorporated in
the displacement vector D. Atom-thick graphene layer
is described by means of the surface current J, the cor-
responding boundary condition is:
~n× [H2 −H1] = J , (3)
where ~n is the unit vector normal to the graphene layer
and pointing from medium 1 to medium 2, which are on
either side of the graphene layer, see Fig. 1. Introducing
local coordinates (ξ, τ, ζ), where ζ is orthogonal to the
graphene layer (the layer is located at ζ = 0) and (ξ, τ)
are in-plane of graphene, as shown in Fig. 1, the above
boundary condition can be written as:
∆ [Hξ] = Jτ , ∆ [Hτ ] = −Jξ . (4)
Here, operator ∆ is defined as:
∆[f(ζ)] = lim
δ→0
(f(−δ)− f(δ)) , (5)
and characterizes the variation of a function f(ζ) across
the graphene boundary.
It is convenient to decompose the displacement vector
and the induced current as D = Dl +Dp, J = Jl + Jp,
so that solution of Maxwell equations with Dl and Jl
gives linear guided modes of the structure, while Dp and
Jp are treated as perturbations and contain third-order
nonlinear terms. Thus for Dl and Jl we assume:
Dl = ǫ0ǫE , (6)
Jl = σˆlE , (7)
where ǫ = ǫ(r⊥) is the relative dielectric permittivity, r⊥
is the subset of coordinates orthogonal to the propagation
direction z, σˆl is linear conductivity tenzor which ensures
that current Jl has only in-plane components, i.e. Jl,ζ =
0 cf. Fig. 1.
Below we assume that σˆl is purely imaginary: σˆ
∗
l =
−σˆl, so that linear guided modes are lossless. For
some graphene-integrated photonic structures, such as
e.g. graphene-coated photonic crystal cavities [12] and
micro-fibres [23], the linear guided mode is supported
exclusively by the bulk structure, while the additional
graphene layer introduces only minor corrections, cf.
Fig. 2. In such case it is reasonable to set σˆl = 0, and keep
total graphene surface current (linear and non-linear) in
the perturbation term Jp. On the contrary, for graphene
plasmonic waveguides [24] linear graphene conductivity
defines the structure of guided modes. Here, it is essen-
tial to keep imaginary part of linear graphene conduc-
tivity in the leading perturbation expansion order, while
real part (which gives damping of plasmons) is included
in Jp (typically, Re(σ)/Im(σ)≪ 1 for graphene plasmons
[25]).
Developing perturbation expansion, we introduce a
dummy small parameter s, assuming Dp,Jp ∼ s3. Each
Fourier component of the electric field is expanded in the
perturbation series as:
E =
∑
j
{
s
Aω,j(s
2z)√
Nω,j
eω,j(r⊥) + s
3
Bω,j(r⊥, s
2z)
}
eiβjz
+O(s5) , (8)
and a similar expansion for the magnetic field is assumed.
Here eω,j is a j-th linear mode of the structure, βj =
3βj(ω) is the corresponding propagation constant, Nω,j is
an optional normalization factor.
In other words, the cumulative effect of perturbations
in polarization Dp and surface current Jp is sought in
the form of slow variation (on the scale of the wave pe-
riod 2π/βj) of modal amplitudes Aj with the propagation
distance z, and corrections to the shape of the modes B.
The particular hierarchy of powers of the small param-
eter s in Eq. (8) is specific for third-order nonlineari-
ties [21, 26], it is justified below by consistently solving
boundary value problems, which emerge in different or-
ders of s.
Following substitution of the ansatz in Eq. (8) into
Maxwell equations, in the lowest order of the small pa-
rameter, O(s), the eigenvalue problem is obtained:
Lˆ(β)eω = 0 , (9)
where operator Lˆ(β) is defined as:
Lˆe = e−iβz
{
~∇× ~∇× e(r⊥)eiβz
}
− ω
2
c2
ǫe(r⊥) , (10)
Solving this eigenvalue problem, we obtain a set of modal
profiles of the electric eω,j(r⊥) and magnetic hω,j(r⊥)
fields, together with the propagation constants βj(ω).
We choose the normalization factors Nω,j via the or-
thogonality condition of guided modes:
1
4
∫
(eω,j × h∗ω,k + e∗ω,k × hω,j)eˆzdΩ = Nω,jδjk ,(11)
where dΩ is the unit area and integration is performed
over the entire cross-section of the waveguide, eˆz is the
unit vector along z-axis, δjk is the Kronecker’s delta. It
is easy to see that with such normalization, in the low-
est order of the small parameter O(s2), the total energy
carried by a pulse along the waveguide is given by:
W =
∫∫ ∞
−∞
(
~E × ~H
)
eˆzdΩdt =
∑
j
∫ ∞
0
|Aω,j |2dω .
(12)
In the next order of the perturbation expansion of
Maxwell equations, O(s3), we obtain:∑
j
{
LˆBω,j − 1√
Nω,j
∂zAω,jMˆeω,j
}
eiβjz =
ω2
c2ǫ0
Dp . (13)
The structure of operator Mˆ is specified in the Ap-
pendix using Cartesian and cylindrical coordinates, see
Eqs. (A5) and (A17), respectively.
Next, we project Eq. (13) onto the mode eω,k using
the following scalar product definition:
〈a|b〉 =
∫
(a∗ · b)dΩ . (14)
It is important to note that eω and Bω satisfy dif-
ferent boundary conditions in Eq. (4) by virtue of the
earlier introduced separation of the total current into
the leading order Jl and perturbation Jp parts. This
removes the self-adjoint property of the operator Lˆ, so
that
〈
eω|Lˆ|Bω
〉
6=
〈
Bω|Lˆ|eω
〉∗
, cf. Eq. (A9) in the
Appendix. Constructing projections on both sides of
Eq. (13) and taking some components of the resulting
integrals by parts, adopting the definition of eigenmodes
in Eq. (9), applying boundary conditions in Eq. (4), and
using the linearity of Jl(E) in Eq. (7), it is possible to
derive (see Appendix for details):∑
j
eiβjz
−i∂zAω,j√
Nω,j
∫
(eω,j × h∗ω,k + e∗ω,k × hω,j)eˆzdΩ
= i
∫
C
(
e
∗
ω,k · Jp
)
dl + ω
∫ (
e
∗
ω,k ·Dp
)
dΩ , (15)
where
∫
C
〈. . . 〉 dl is line integral along the contour of the
graphene sheet introduced in the cross-sectional plane of
the waveguiding structure, cf. Fig. 1.
Finally, using the normalization condition in Eq. (11),
we obtain the following equation:
∂zAω,k =
e−iβkz
4
√
Nω,k
×[
iω
∫ (
e
∗
ω,k ·Dp
)
dΩ−
∫
C
(
e
∗
ω,k · Jp
)
dl
]
, (16)
which describes the evolution of modal amplitudes with
propagation distance, induced by perturbations in bulk
polarization and surface (graphene) current.
III. NONLINEAR POLARIZATION AND
CURRENT
In this work we focus on cubic nonlinearity of bulk
media and graphene. The corresponding perturbation
polarization and current can be written as:
~Dp = ǫ0χˆ(3)
...~E3 , (17)
~Jp = σˆR~E + σˆ(3)
...~E3 , (18)
where vertical dots stand for tensor product: a = Oˆ
...bcd,
ai = Oˆijklbjckdl. We keep linear term in the pertur-
bation current to account for graphene-induced losses
and (in case of σˆl = 0) small corrections to propaga-
tion constants. Assuming no anisotropy in the graphene
plane (e.g. due to external magnetic fields), linear tensor
σˆR has only two non-zero components on the diagonal:
σˆR,ξξ = σˆR,ττ = σR + iσI , where σR and σI are real
constants, σR > 0.
Substituting the Fourier expansion for electric field,
Eq. (1), into Eqs. (17), (18) , and adopting similar ex-
pansions for Dp and Jp, we thus obtain the corresponding
expressions for Fourier components of the perturbation
fields:
4Dp =
ǫ0
8π
∫∫
dω1dω2
{
χˆ(3)
...E(ω1)E(ω2)E(ω+−)+
3χˆ(3)
...E(ω1)E
∗(ω2)E(ω++) +
3χˆ(3)
...E(ω1)E
∗(ω2)E
∗(ω−+)
}
, (19)
Jp = σˆRE(ω) +
1
8π
∫∫
dω1dω2
{
σˆ(3)
...E(ω1)E(ω2)E(ω+−)+
3σˆ(3)
...E(ω1)E
∗(ω2)E(ω++) +
3σˆ(3)
...E(ω1)E
∗(ω2)E
∗(ω−+)
}
, (20)
ω+− = ω − ω1 − ω2 , (21)
ω++ = ω − ω1 + ω2 , (22)
ω−+ = −ω − ω1 + ω2 . (23)
Generally, the nonlinear tensors in the above integrals
are functions of the three frequencies of the vectors
their acting upon: χˆ(3) = χˆ(3)(ω1, ω2, ω±±), σˆ
(3) =
σˆ(3)(ω1, ω2, ω±±).
The requirement for all frequencies to be positive in-
troduces certain selection rules in the above integrals,
resulting in different integration limits set for different
integrant parts, cf. Eqs. (21)-(23). Instead, it is often
convenient to introduce the extension of E(ω) and all
other field functions onto domain of negative frequen-
cies, assuming that all fields are zero in that domain:
E(ω < 0) ≡ 0. In other words, we assume that the
Fourier transform of real electric field can be decomposed
as: F(~E(t))ω = E(ω) + E∗(−ω) with E(ω) now defined
on the entire real axis of frequencies. This is equivalent
to separation into forward- and backward-propagating
modes, and it is the common approach for analysis of
nonlinear guided waves [27, 28]. Adopting this approach,
hereafter we can set the integration limits in r.h.s. of
Eqs. (19) and (20) to cover the entire real frequencies
domain.
Substituting expressions for the perturbation current
and polarization from Eqs. (19), (20) into Eq. (16) , the
following set of first order coupled nonlinear differential
equations for modal amplitudes Aω,k(z) is obtained:
∂zAω,k = (iαω,k − κω,k)Aω,k +∑
i,p,s
i
2π
∫∫ +∞
−∞
{
γ
(+−)
kips Aω1,iAω2,pAω+−,se
i∆β+−z
+3γ
(++)
kips Aω1,iA
∗
ω2,pAω++,se
i∆β++z
+3γ
(−+)
kips Aω1,iA
∗
ω2,pA
∗
ω
−+,se
i∆β
−+z
}
dω1dω2 ,(24)
where:
∆β+− = βi(ω1) + βp(ω2) + βs(ω+−)− βk(ω) , (25)
∆β++ = βi(ω1)− βp(ω2) + βs(ω++)− βk(ω) , (26)
∆β−+ = βi(ω1)− βp(ω2)− βs(ω−+)− βk(ω) , (27)
the graphene induced complex corrections to the propa-
gation constants are given by:
κω,k − iαω,K = 1
4Nω,k
∫
C
(σR + iσI) (e
∗
ω,k · eω,k)0dl ,
(28)
the modified scalar product (a · b)0 takes into account
only components of vectors in the graphene plane, i.e.
it corresponds to ν = 0 in the generic deformed scalar
product defined as:
(a · b)ν = νaζbζ + aξbξ + aτ bτ . (29)
The nonlinear coefficients combine contributions from
bulk dielectric polarization and graphene surface current:
γ
(µρ)
kips =
1
16
√
N1N2N3N4
[
ǫ0ωΓ
(µρ,d)
kips + iΓ
(µρ,g)
kips
]
,(30)
Γ
(+−,d)
kips =
∫
e
∗
1 ·
(
χˆ(3)
...e2e3e4
)
dΩ , (31)
Γ
(++,d)
kips =
∫
e
∗
1 ·
(
χˆ(3)
...e2e
∗
3e4
)
dΩ , (32)
Γ
(−+,d)
kips =
∫
e
∗
1 ·
(
χˆ(3)
...e2e
∗
3e
∗
4
)
dΩ , (33)
Γ
(+−,g)
kips =
∫
C
e
∗
1 ·
(
σˆ(3)
...e2e3e4
)
dl , (34)
Γ
(++,g)
kips =
∫
C
e
∗
1 ·
(
σˆ(3)
...e2e
∗
3e4
)
dl , (35)
Γ
(−+,g)
kips =
∫
C
e
∗
1 ·
(
σˆ(3)
...e2e
∗
3e
∗
4
)
dl , (36)
µ and ρ stand for different combinations of ”+” and ”−”,
and simplified subscripts 1, 2, 3 and 4 correspond to the
sets of subscripts (ω, k), (ω1, i), (ω2, p), and (ωµρ, s), re-
spectively.
Below we will focus on the problem of third harmonic
generation. For this case, and considering isotropic ho-
mogeneous media, the general structure of the third-
order susceptibility tensor can be written as follows [29]:
χˆ
(3)
ipjs =
χ3
3
[δipδjs + δijδps + δisδpj ] , (37)
where χ3 = χˆ
(3)
xxxx. The third-order conductivity tensor
has the same structure for the subset of coordinates in
the graphene plane (ξ, τ) [6]. Also, the 2D symmetry of
graphene and the assumption of zero transverse current
Jζ = 0 still permit six additional non-zero tensor com-
ponents σˆ
(3)
jjζζ = σˆ
(3)
jζjζ = σˆ
(3)
jζζj = σ˜3, j = ξ, τ . Thus the
nonlinear conductivity tensor can be written as follows:
σˆ
(3)
ipjs =
σ3
3
[δipδjs + δijδps + δisδpj ] [δiξ + δiτ ]
× [1 + (ν − 1)(δjζδsζ + δpζδsζ + δpζδjζ)] , (38)
where σ3 = σˆ
(3)
xxxx, and parameter ν = 3σ˜3/σ3 defines the
relative contribution of the orthogonal electric field to
the third-order nonlinear conductivity. While in generic
5structures the orthogonal electric field component Eζ can
not be unambiguously defined in graphene due to the
discontinuity at interfaces, an appropriate adjustement of
the parameter ν can effectively resolve this uncertainty.
With the above structure of third-order tensors, it is
easy to see that:
χˆ(3)
...abc =
χ3
3
[(a · b) c+ (b · c)a+ (a · c)b] , (39)(
σˆ(3)
...abc
)
i
= δiξδiτ
σ3
3
×
[(a · b)ν c+ (b · c)ν a+ (a · c)ν b] , (40)
with the deformed scalar product (a · b)ν defined in
Eq. (29). This simplifies the calculation of nonlinear co-
efficients in Eqs. (31)-(36).
Note, in the limit of a monochromatic wave E(ω) =√
2πδ(ω − ω0)Ecw, D(ω) =
√
2πδ(ω − ω0)Dcw, Eqs. (6),
(19) and (39) give the conventional relationship Dcw =
ǫ0ǫEcw + (ǫ0χ3/4)
(
2|Ecw|2Ecw + E2cwE∗cw
)
[29].
IV. THIRD HARMONIC GENERATION
The derived set of equations for modal amplitudes,
Eqs. (24), takes into full account material and geomet-
rical dispersion of linear and nonlinear coefficients. Nu-
merical propagation within this model is a challenging
task due to the need to compute double integrals in the
r.h.s. at each step of an iteration procedure. Below
we focus on the problem of third harmonic generation
(THG), whereby a relatively narrow band-width pump
in a particular mode at frequency ω0 generates signal in
a (generally different) mode at the triple frequency 3ω0.
While the efficiency of any inter-modal nonlinear cou-
pling strongly depends on the phase matching, cf. ei∆βz
factors in the r.h.s. of Eq. (24), excitation of any other
modes can be safely disregarded. Thus we can omit the
mode indexes and treat the structure as being effectively
single-mode. Furthermore, we split the amplitude func-
tion A(ω) into the pump and third harmonic (TH) parts:
A(ω) = A1(ω − ω0) +A3(ω − 3ω0) , (41)
assuming that A1(ω) and A3(ω) each are localized func-
tions with a band-width ∆ω ≪ ω0. Under this assump-
tion, the integral in the r.h.s. of Eq. (24) is non-zero
only in certain narrow frequency intervals. Within each
of these intervals, we can neglect frequency dependence
of nonlinear coefficients, replacing them with constants.
Specifically, the following set of nonlinear coefficients is
important for our case:
γ1 = γ
(++)(ω0, ω0, ω0, ω0) , (42)
γ3 = γ
(++)(3ω0, 3ω0, 3ω0, 3ω0) , (43)
γ13 = γ
(++)(ω0, 3ω0, 3ω0, ω0) , (44)
γ˜13 = γ
(+−)(ω0, ω0, ω0, 3ω0)
= γ(−+)(3ω0, ω0, ω0, ω0) . (45)
Using Taylor expansions of β(ω) in a vicinity of the
pump and TH frequencies:
β(δ = ω − jω0) ≈ β0j + β1jδ + 1
2
β2jδ
2 , j = 1, 3 , (46)
introducing pulse envelope functions:
Ψj(z, t) =
1√
2π
∫ +∞
−∞
Aδ,je
i(β−β0j−αj−δ/vg)z−iδtdδ , (47)
where Aδ,j = Aj(δ = ω−jω0), vg is a reference group ve-
locity, and taking inverse Fourier transform of Eqs. (24),
the following set of coupled equations is obtained [24, 27]:
∂zΨ1 =
(
β11 − 1
vg
)
∂tΨ1 − iβ21
2
∂2tΨ1 − κ1Ψ1
+i
(
γ1|Ψ1|2 + 2γ13|Ψ3|2
)
Ψ1
+i3γ˜13 (Ψ
∗
1)
2
Ψ3e
i∆βz , (48)
∂zΨ3 =
(
β13 − 1
vg
)
∂tΨ3 − iβ23
2
∂2tΨ3 − κ3Ψ3
+i
(
γ3|Ψ3|2 + 2γ13|Ψ1|2
)
Ψ3
+iγ˜13Ψ
3
1e
−i∆βz , (49)
where ∆β = β03 + α3 − 3(β01 + α1).
As follows from the definition of pulse envelope func-
tions in Eq. (47), and normalization of modal amplitudes
Aδ in Eq. (12), the energy carried by pump and TH
pulses is given by Wj =
∫ +∞
−∞
|Ψj |2dt, such that |Ψj |2
gives power.
In the limiting case of a continuous wave (CW) pump
and a weak TH signal, |Ψ3| ≪ |Ψ1|, neglecting pump
depletion, nonlinear shift of the pump propagation con-
stant (∼ γ1|Ψ1|2) and cross-phase modulation (∼ γ13)
terms, Eq. (49) reduces to the first-order linear ordinary
differential equation [27]:
∂zΨ3 = −κ3Ψ3 + iγ˜13Ψ31e−i∆βz . (50)
For the input pump power P1, Ψ1(z) =
√
P1e
−κ1z, and
zero input in the TH component, Ψ3(0) = 0, the solution
of Eq. (50) can be written in terms of the THG efficiency
η:
η =
|Ψ3|2
P1
= P 21 |γ˜13|2
∣∣∣sin(∆β˜z/2)∣∣∣2(
|∆β˜|/2
)2 e−(κ3+3κ1)z , (51)
∆β˜ = ∆β + i(κ3 − 3κ1) = ∆β + i∆κ . (52)
In contrast to the well-known zero attenuation limit
[27], the attenuations of pump (κ1) and third harmonic
(κ3) enforce exponential decay of the generated TH signal
at large distances. The optimal distance z0, at which
the maximum intensity of generated signal is observed,
satisfies the following condition:
Re
{
∆β˜
2
tan−1
(
∆β˜z0
2
)}
=
κ3 + 3κ1
2
. (53)
6In particular, for the case of phase matching ∆β = 0,
this gives:
z0 =
1
∆κ
log
κ3
3κ1
, (54)
and the corresponding maximum efficiency per unit
pump power is:
ηmax
P 21
= |γ˜13|2 1
3κ1κ3
(
3κ1
κ3
)κ3+3κ1
∆κ
. (55)
V. AN EXAMPLE: GRAPHENE-COATED
DIELECTRIC MICRO-FIBRE
A graphene coated dielectric fibre represents one sim-
ple example of graphene integrated photonic structures
[14, 15, 23]. Profiles and propagation constants of all
guided modes in a step-index dielectric fibre can be ob-
tained semi-analytically [27]. Here we consider a fibre
with silica glass core and air cladding. For small enough
fibre diameters one can achieve phase matching between
the fundamental guided mode (HE11) at frequency ω
and a higher order mode at frequency 3ω [30, 31]. For
the pump wavelength λ0 = 2πc/ω0 = 2µm, the phase
matching with the HE31 higher mode is achieved when
the fibre diameter is D ≈ 0.98µm, see Fig. 2(a). While
the diameter of such micro-fibres is comparable to the
wavelength of the fundamental mode (D ≈ λ0/2), con-
siderable field overlaps with a graphene coating of the
fibre core can be achieved, cf. Fig. 2(b). Therefore one
can benefit from a graphene-induced boost of the effec-
tive nonlinearity of the structure [23].
Recent theoretical analysis suggests that the third-
order nonlinear graphene conductivity σ3(ω0, ω0, ω0, 3ω0)
responsible for THG process, see Eq. (45) , is resonantly
enhanced at ~ω0 = 2EF /3, where EF ≡ |µ| is the
Fermi energy of graphene [6]. For λ0 = 2µm this gives
EF ≈ 0.93eV. While the required Fermi level is consid-
erably high, with state of the art doping techiques such
shifts are achievable. In particular, similar Femi level
shifts have been recently demonstrated with the surface
carrier transfer method [32].
In a vicinity of the resonance, the nonlinear conductiv-
ity can be approximated as [6]:
σ3(ω0, ω0, ω0, 3ω0) =
−σ(3)0
3
32
EF~τ
−1
[~(ω0 + iτ−1/3)− 2EF /3]2 , (56)
σ
(3)
0 =
e4~v2F
4πE4F
, (57)
where vF = 10
6m/s is Fermi velocity, and τ is the phe-
nomenological relaxation time. Linear graphene conduc-
tivity is given by [33]:
σ1 =
i2e2kBT
π~2(ω + iτ−1)
ln
[
2 cosh
(
EF
2kBT
)]
+
e2
4~
[
G
(ω
2
)
+ i
2ω
π
∫ +∞
0
G(ω′/2)−G(ω/2)
ω2 − (ω′)2 dω
′
]
, (58)
G(ω) =
sinh [~ω/(kBT )]
cosh [EF /(kBT )] + cosh [~ω/(kBT )]
.
In our simulations we set τ = 200fs [25] and room tem-
perature T = 300K. For this relaxation time, the non-
linear conductivity in Eq. (56) reaches the peak value
of |σ3|max ≈ 2.7 · 10−21Sm2/V 2 for EF = 0.93eV and
λ0 = 2µm. When calculating nonlinear coefficients, we
neglect possible contribution of the orthogonal electric
field component to the third-order graphene conductiv-
ity by setting ν = 0 in Eq. (40). While we are not aware
of any theoretical estimations or experimental measure-
ments of the corresponding tensor components of σˆ(3),
our calculations identify the lower offset for all graphene-
related nonlinear coefficients [23].
It is easy to see that all linear and nonlinear graphene
coefficients in Eqs. (28), (34)-(36) are proportional to
the fraction f of the fibre core surface area coated with
graphene: 0 < f = L/(πD) < 1, where L is the length
of graphene contour in the cross-section of the structure
[23] (cf. also subsection 2 of the Appendix). Remarkably,
this implies that the maximal THG efficiency does not
depend on f , but the corresponding propagation length
z0 scales linearly with f , see Eqs. (55) and (54). For sim-
plicity, below we set f = 1, i.e. we assume that the en-
tire circumference of the fibre core edge is homogeneously
coated with a single layer graphene.
To analyze an influence of the graphene coating on
the profiles of guided modes, we simulated the struc-
ture in the commercial finite element method Maxwell
solver Comsol Multiphysics, where graphene was mod-
eled as surface current. It was found that graphene in-
duces only minor corrections to the shapes of fundamen-
tal and higher order modes, see Fig. 2(b). This allows us
to set σˆl = 0 in the perturbation expansion analysis, cf.
Eq. (7), and hence use modes of the uncoated micro-fibre
when calculating coefficients in Eqs. (28), (34)-(36).
In Fig. 2(c) and (d) we plot the graphene-induced cor-
rections to the propagation constants and attenuation
constants of the fundamental and TH modes, respec-
tively. The results of our perturbation theory given by
Eq. (28) are in good agreement with the corresponding
values computed directly from Comsol simulations. The
discrepancies are more pronounced (but still remain as
low as few percent) in the fundamental harmonic: at
larger wavelengths fibre modes are less localized, and the
graphene coating induces stronger perturbations to the
shape of the modes.
At resonance ~ω0 = 2EF /3, graphene is found to give
by far the strongest contribution to the overall nonlin-
ear coefficient γ˜13: |γ˜(g)13 |/|γ˜(d)13 | ∼ 2500 (for silica glass
fibre core we take χ3 = 1.73 · 10−22m2/V 2 [27]). The
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FIG. 2. (Color online) Graphene-coated silica micro-fibre: a) effective indexes of pure fibre modes (without the coating) at the
fundamental frequency ω (black) and third harmonic 3ω (red/grey) as functions of the fibre diameter D, λ = 2pic/ω = 2µm;
b) Profile of the pure fibre HE11 mode at the fundamental frequency, P1 = 1W , λ = 2µm. Red/grey dashed curve indicates
corrections to the shape of the mode when the fibre is fully coated with graphene; c) and d) corrections to the propagation
constants (solid black) and attenuation constants (dashed red/grey) in the fully coated fibre for the fundamental (FH) HE11
and third harmonic (TH) HE31 modes as functions of wavelength, computed from Eq. (28). Solid suares and open diamonds
indicate corresponding values computed with the help of FEM Maxwell solver Comsol. In b)-d) Fermi level of graphene is set
to EF = 0.93eV.
resulting maximal THG efficiency per unit pump power
can be as high as ηmax/P
2
1 = 5 · 10−6W−2, and the cor-
responding optimal propagation distance is below 1mm
(for the case of a fully coated fibre, f = 1), see Fig. 3(a).
In Fig. 3(b) the efficiency is plotted as function of the
pump wavelength when the graphene Fermi level is fixed
at EF = 0.93eV, and for different propagation distances.
The bandwidth of efficient frequency conversion is deter-
mined by the interplay between the resonance width of
nonlinear conductivity and the dispersion of fibre modes.
Remarkably, deviations from the optimal propagation
distance z0 ≈ 0.77mm within a considerably wide range
from z = 0.1mm to 3mm reduce the THG efficiency by
no more than one order of magnitude.
To analyze THG process with a pulse pump excitation,
we numerically solve Eqs. (48), (49) with the initial con-
dition: Ψ1(z = 0) =
√
P1sech(t/T0), Ψ3(z = 0) = 0. It is
convenient to determine the THG efficiency as the ratio
of pulse energies in this case: η(z) = W3(z)/W1(0).
We set EF = 0.93µm, D = 0.98µm and λ0 = 2µm,
such that ∆β = 0, and γ˜13 is resonantly enhanced at
the pump central wavelength. To calculate graphene
contribution to γ11 nonlinear coefficient, we adopt the
low-frequency approximation for the nonlinear conduc-
tivity: σ3(ω0, ω0, ω0, ω0) = −i(3/8)(EF/~ω)3σ(3)0 ≈ 1.4 ·
10−23Sm2/V 2 [4, 6]. While the amplitude of the gener-
ated TH signal is relatively low, |Ψ3|2 ≪ |Ψ1|2, all terms
with the two remaining nonlinear coefficients γ13 and γ33
are confirmed to have no noticeable impact on the THG
process and can be safely disregarded.
The dispersion coefficients for the fundamental and
third harmonics are calculated to be β21 = 12.8ps
2/m
and β23 = 5.2ps
2/m respectively, and the group velocity
mismatch is β13 − β11 ≈ 745ps/m. For pulses of dura-
tion T0 > 1ps the characteristic walk-off length LW =
T0/|β13 − β11| and the dispersion lengths LD = T 20 /|β2j |
(j = 1, 3) are all larger than the predicted optimal prop-
agation distance z0, cf. dashed line in Fig. 3(a). In
this regime, and for low peak powers P1, the THG ef-
ficiency follows the analytical result in Eq. (51) obtained
for CW pump (up to a scaling factor due to different
definitions of η in these two cases), cf. thick and thin
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FIG. 3. (Color online) THG efficiency in a graphene coated
micro-fibre of the diameter D = 0.98µm: a) maximal ef-
ficiency and the optimal length z0 for the case of pure
phase matching ∆β = 0 (corresponding pump wavelength
λ ≈ 2µm); b) efficiency for different propagation distances as
function of pump wavelength, EF = 0.93eV.
black curves in Fig. 4(a). Reducing the pulse duration
to T0 = 100fs, the peak THG efficiency drops and is
achieved at a shorter distance z < z0 due to the walk-off
between the pump pulse and generated TH signal, see
dashed curve in Fig. 4(a).
For large peak powers P1, the self-phase modulation
of the pump induces a considerable effective phase mis-
match (∆β ∼ γ11P1). This effect counter-balances the
growth of THG efficiency with the square of peak power
η ∼ P 21 predicted in Eqs. (51) and (55). For T0 = 1ps
the increase of peak power from P1 = 1W to P1 = 100W
reduces the maximal normalized efficiency ηmax/P
2
1 by
a factor of ∼ 1.5, compare black and red/gray curves in
Fig. 4(a). In addition, the optimal distance, at which the
maximum of η is observed, reduces when increasing the
peak power. Therefore, when comparing THG efficiency
at a fixed propagation distance, the deviation from the
simple parabolic law η ∼ P 21 can become even more pro-
nounced.
Due to the combination of the above walk-off and self-
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FIG. 4. (Color online) THG efficiency with a pulse excitation:
a) normalized efficiency for different input peak powers and
pulse duration, thin solid line indicates efficiency for the CW
case, cf. Eq. (51); b) efficiency as function of the input pulse
duration for different levels of input pump energy W1(z =
0) = E and a fixed propagation distance. Fibre and input
parameters: D = 0.98µm, EF = 0.93eV, λ0 = 2µm.
phase modulation effects, for a given energy of the input
pump E = W1(z = 0), there is an optimal pulse dura-
tion, and the corresponding peak power P1 = E/(2T0),
which give the maximal efficiency at a fixed distance,
see Fig. 4(b). Reducing the pulse duration, and hence
increasing its peak power, the efficiency grows initially,
but it drops again when the optimal THG distance for the
high peak power and short pulse becomes much shorter
than the fixed length of the structure. Remarkably, the
predicted efficiency of few percent is by many orders of
magnitude larger than typical efficiency obtained in un-
coated silica fibres (η ∼ 10−7) [31] and highly nonlinear
nano-plasmonic waveguides (η ∼ 10−4) [34].
When the band-width of a short input pulse becomes
comparable to the width of resonance of the nonlinear
conductivity, see Eq. (56), the dispersion of nonlinearity
starts to play an important role. In this regime, the
reduced model in Eqs. (48), (49) is no longer applicable,
and the appropriate analysis of the THG process can be
9done within the coupled modes model in Eq. (24). The
corresponding studies are beyond the scope of the present
work.
VI. SUMMARY
Using perturbation expansion of Maxwell equations
with nonlinear polarization and surface current terms,
we derived the coupled modes model in Eq. (24) which
can be applied for analysis of generic third-order non-
linear frequency mixing processes in graphene integrated
waveguides. This model takes into full account disper-
sions of linear and nonlinear conductivity of graphene,
as well as susceptibilities of bulk materials. For a par-
ticular case of third harmonic generation from a narrow
band-width pump, and assuming that the phase match-
ing condition is satisfied for a specific pair of the fun-
damental and third harmonic guided modes, the above
model is reduced to a conventional set of coupled nonlin-
ear Schro¨dinger type Eqs. (48), (49).
We applied the derived models for the analysis of
third harmonic generation in a graphene coated dielectric
micro-fibre. Considering graphene induced corrections
to the guided modes’ propagation and attenuation con-
stants, we demonstrated that the predicted values from
our perturbation analysis are in good agreement with
those obtained numerically with the help of the commer-
cial Maxwell solver package. We also predicted the ex-
traordinary high third harmonic generation efficiency of
up to few percent from a 0.1nJ sub-picosecond pump in
a sub-millimeter long graphene coated fibre, when oper-
ating near the resonance ~ω = (2/3)EF of the graphene
nonlinear conductivity. Notably, the theory of nonlin-
ear conductivity of graphene is still being actively devel-
oped. Currently there is an apparent lack of consistency
between different theoretical predictions and existing ex-
periments [6, 7]. As the result of this uncertainty in the
σ3 coefficient, the predicted maximal THG efficiency in a
graphene coated micro-fibre may vary by orders of mag-
nitude, particularly due to temperature effects not taken
into proper account in the adopted expression for σ3 in
Eq. (56). Experimental studies of THG efficiency in such
a relatively simple structure, combined with measure-
ments of graphene-induced losses (to estimate the frac-
tion of the fibre surface area being coated with graphene),
could be used for accurate and systematic determination
of the nonlinear coductivity of graphene.
The described in our work perturbation theory can also
be applied for analysis of nonlinear optical phenomena in
structures containing other emerging 2D materials [35].
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Appendix A: Details of the perturbation expansion
procedure
1. Planar graphene interface
Consider a waveguide structure with integrated planar
graphene ribbon located at x = 0, −L/2 < y < L/2. The
linear operator in Eq. (10) can be written as:
Lˆ =
 q2 − ∂2y ∂2xy iβ∂x∂2xy q2 − ∂2x iβ∂y
iβ∂x iβ∂y −ǫk2 − ∂2x − ∂2y
 , (A1)
where q2 = β2 − ǫk2, k = ω/c. The boundary conditions
for the mode eω are:
∆[ez ] = 0 , ∆[ey] = 0 , (A2)
∆[∂yex − ∂xey] = − iω
ǫ0c2
(σˆle)y , (A3)
∆[iβex − ∂xez] = − iω
ǫ0c2
(σˆle)z . (A4)
In the order O(s3) of the perturbation expansion,
Eq. (13) is obtained with the operator Mˆ defined as:
Mˆ =
 2iβ 0 −∂x0 2iβ −∂y
−∂x −∂y 0
 , (A5)
and the boundary conditions:
∆[Bz ] = 0 , ∆[By] = 0 , (A6)∑
j
{
∆[∂yBjx − ∂xBjy ] + iω
ǫ0c2
(σˆlBj)y
}
eiβjz = − iω
ǫ0c2
Jpy , (A7)
∑
j
{
∆
[
∂zAω√
Nω
ex + iβBx − ∂xBz
]
+
iω
ǫ0c2
(σˆlBj)z
}
eiβjz = − iω
ǫ0c2
Jpz . (A8)
Computing projections of different terms in Eq. (13) with the mode ek, we split integrals in x as
∫ +∞
−∞
dx =
10∫ 0
−∞
dx+
∫ +∞
0 dx and take integrals by parts to obtain:〈
ek|Lˆ|Bj
〉
=
〈
Bj |Lˆ|ek
〉∗
+∫ L/2
−L/2
{
Bjz∆ [iβke
∗
kx + ∂xe
∗
kz ] +Bjy∆
[
∂xe
∗
ky − ∂ye∗kx
]
+ e∗kz∆ [iβjBjx − ∂xBjz ] + e∗ky∆ [∂yBjx − ∂xBjy ]
}
dy , (A9)
〈
ek|Mˆ |ek
〉
= i(βj + βk)
∫∫ +∞
−∞
(e∗k · ej) dxdy −
∫ L/2
−L/2
∆ [e∗kxejz ] dy . (A10)
Applying boundary conditions from Eqs. (A3), (A4), (A7), (A8) we therefore derive:
∑
j
{〈
ek|Lˆ|Bj
〉
− 1√
Nj
∂zAj
〈
ek|Mˆ |ek
〉}
eiβjz =
∑
j
− i∂zAj√
Nj
{
(βj + βk)
∫∫ +∞
−∞
(e∗k · ej) dxdy + i
∫ L/2
−L/2
∆ [e∗kxejz − e∗kzejx] dy
}
eiβjz
− iω
ǫ0c2
∫ L/2
−L/2
(e∗k · Jp) dy . (A11)
Re-writing the normalization condition in Eq. (11) in terms of electric field only, applying integration by parts, and
using the relationship div(e) = 0, it is possible to show that:
(βj + βk)
∫∫ +∞
−∞
(e∗k · ej) dxdy + i
∫ L/2
−L/2
∆ [e∗kxejz − e∗kzejx] dy = δjk
4ωNj
ǫ0c2
, (A12)
and thus we obtain Eq. (15).
2. Structures with radial symmetry
Consider a radially-symmetric waveguide with a
graphene ribbon located along an arc of radius R, span-
ning the angle 0 < φ < Φ (0 < Φ < 2π). Adopting
cylindrical coordinates, the linear operator in Eq. (10)
is:
Lˆ =
 q2 −
∂2φ
r2
∂φ
r2 ∂rr iβ∂r
∂φ∂r
1
r q
2 − ∂r 1r∂rr iβr ∂φ
iβ
r ∂rr
iβ∂φ
r −p2 −
∂2φ
r2 − ∂r 1r∂rr
 ,
(A13)
where q2 = β2 − ǫk2, p2 = 1/r2 + ǫk2, and the boundary
conditions are:
∆[ez] = 0 , ∆[eφ] = 0 , (A14)
1
R
∆[∂φer − r∂reφ] = 0 , (A15)
∆[iβer − ∂rez] = 0 , (A16)
In the order O(s3) of the perturbation expansion, the
operator Mˆ in Eq. (13) is:
Mˆ =
 2iβ 0 −∂r0 2iβ −∂φr
− 1r∂rr −
∂φ
r 0
 , (A17)
and the boundary conditions are:
∆[Bz] = 0 , ∆[Bφ] = 0 , (A18)∑
j
{
1
R
∆[∂φBjr − r∂rBjφ] + iω
ǫ0c2
(σˆlBj)φ
}
eiβjz = − iω
ǫ0c2
Jpφ , (A19)
∑
j
{
∆
[
∂zAω√
Nω
er + iβBr − ∂rBz
]
+
iω
ǫ0c2
(σˆlBj)z
}
eiβjz = − iω
ǫ0c2
Jpz . (A20)
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Following the same procedure as described in the previ-
ous section, and splitting integration in radial coordinate
as:
∫ +∞
0 dr =
∫ R
0 dr +
∫ +∞
R dr, we derive the equation
which is similar to Eq. (A11) but with all line integrals
replaced as:
∫ L/2
−L/2
(. . . )dy → ∫ Φ
0
(. . . )Rdφ, and field com-
ponents ex replaced by er in the argument of ∆ function.
Generalizing the above results onto the case of an arbi-
trary shaped graphene contour integrated into a waveg-
uide cross-section, we split the contour into infinitesi-
mally small planar and arc sections, and hence obtain
the generic result in Eq. (16).
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