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Abstract
Our research has focused on developing novel controllers and algorithms to enhance the
resilience of the power grid and increase its readiness level against major disturbances.
The U.S. power grid currently encounters two main challenges: (1) the massive and extended
blackouts caused by natural disasters, such as hurricane Sandy. These blackouts have raised
a national call to explore innovative approaches for enhanced grid resiliency. Scrutinizing
how previous blackouts initiated and propagated throughout the power grid, the major
reasons are lack of situational awareness, lack of real-time monitoring and control,
underdeveloped controllers at both the transmission and distribution levels, and lack of
preparation for major emergencies; and (2) the projected high penetration of renewable
energy resources (RES) into the electric grid, which is mainly driven by federal and state
regulatory actions to reduce GHG emissions from new and existing power plants, and to
encourage Non Wire Solutions (NWS). RESs are intermittent by nature imposing a challenge
to forecast load and maintain generation/demand balance.
The conceived vision of the smart grid is a cyber-physical system that amalgamates high
processing power and increased dependence on communication networks to enable real-time
monitoring and control. This will allow for, among other objectives, the realization of
increased resilience and self-healing capabilities. This vision entails a hierarchical control
architecture in which a myriad of microgrids, each locally controlled at the prosumer level,
coordinates within the distribution level with their correspondent distribution system operator
(i.e. area controllers). The various area controllers are managed by a Wide Area Monitoring,
Protection and Control operator. The smart grid has been devised to address the grid main
challenges; however, some technical barriers are yet to be overcome. These barriers include
the need to develop new control techniques and algorithms that enable flexible transitions
between operational modes of a single controller, and effective coordination between
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hierarchical control layers. In addition, there is a need to understand the reliability impacts of
increased dependence on communication networks.
In an attempt to tackle the aforementioned barriers, in my work, novel controllers to manage
the prosumer and distribution networks were developed and analyzed. Specifically, the
following has been accomplished at the prosumer level, we: 1) designed and implemented a
DC MG testbed with minimal off-the-shelf components to enable testing new control
techniques with significant flexibility and reconfiguration capability; 2) developed a
communication-based hybrid state/event driven control scheme that aims at reducing the
communication load and complexity, processor computations, and consequently system cost
while maintaining resilient autonomous operation during all possible scenarios including
major emergencies; and 3) analyzed the effect of communication latency on the performance
of centralized ICT-based DC microgrids, and developed mathematical models to describe
the behavior of microgrids during latency. In addition, we proposed a practical solution to
mitigate severe impacts of latency.
At the distribution level, we: 1) developed a model for an IEEE distribution test network with
multiple MGs integrated; 2) developed a control scheme to manage community MGs to
mitigate RES intermittency and enhance the grid resiliency, deferring the need for
infrastructure upgrade; and 3) investigated the optimal placement and operation of
community MGs in distribution networks using complex network analysis, to increase
distribution networks resilience.
At the transmission level (T.L), New York State T.L was modeled. A case study was
conducted on Long Island City to study the impact of high penetration of renewable energy
resources on the grid resilience in the transmission level. These research accomplishments
should pave the way and help facilitate a smooth transition towards the future smart grid.

III

Acknowledgment
All of the work you will read in this thesis was a result of a great support from my family
and my friends. I would like to thank in particular:

My dad, Mr. Salah: Since I was a young child, I developed a great interest in how things
work around me. During my early school years, the subjects that fascinated me the most were
math and physics. My father, an electrical engineer, instilled the love of science and math in
me. Whenever I came across a problem I couldn’t solve or an equipment I couldn’t work, I
remembered my father’s words to me while studying, “what is the difference between you
and the scientist who stated that theory?, you both have a brain and hands, go and think about
it.'' I cannot tell how many times I thought about this. My dad was one of early people who
believed in me and motivated me to achieve more.

My Mom who kept telling me that everything will be fine. She kept me always in her
prayer. She tried to stop me always from overworking myself and tried to remind me always
to do my best and not to stress out. She was not only concerned about my work but my health,
energy well, and spiritual life.

My brother Ahmed who always fascinated me by his persistence, work ethics, and his
managerial skills. He used to teach me mathematics during high school and always helped
and challenged me to reach my full potential.
My brother Mohamed who’s absolute dedication to work is a real inspiration for me. He
used to check on me while I was studying physics during my high school. One day I was
solving an exercise consisted of 50 problems and I stopped at problem no. 48 because I was
tired and bored. Mohamed saw this and he was like “all your effort could be wasted because
you did not finish the last mile.” That taught me that even when you are super tired, still you
have to do things right.

My friend Ahmed Abdelkhalek who is an extra ordinary person, tremendously smart, and
very caring as well. Ahmed’s dedication to consistently learn new things and be better version
of himself always inspired me to do the same. He always helped me to fight my own demons

IV

and believe in myself. I strongly believe that he will be one of the most influential people in
the future and his learning journey in Germany will reveal that to him.

My friend Yusef Esa who is one of the most annoying dedicated people I have ever met.
He was my colleague at the Smart Grid Lab, I mentored him during his master’s degree. We
spent the nights discussing and arguing trying to achieve the best work quality. I learned a
lot from him more than he knows.

Advisor Ahmed Mohamed who kept pushing me to achieve more. I was his first Ph.D.
student, I had the fortune to witness and learn how to build and start a laboratory from scratch.
I mentored almost all the students that came in the lab for the first three years. Through the
mid of my Ph.D. I started to be more aware of the pain of responsibility of how to secure and
maintain the fund to your students.

The Zahn center, which is an extra ordinary source of help for a lot of students to try and
achieve their dreams. It helped me through extensive training to understand how investors
would look at my research and how could I make it more practical and appealing.

I am strong believer that god exist. This whole universe with its precision and high level of
details cannot be just a coincidence, I would like to thank god for guiding my way and
countless other things that will require another thesis beside this one to mention.

I would like to thank City College of New York, which gave me the opportunity to pursue
my dreams, I always felt that it is the place where my dreams can come true.

I would like to dedicate this thesis to my family and all my friends, even the ones I did not
mention here, for their exceptional support and continuous care. Thank you for believing in
me. This is just a start for much longer road yet to begin but I am foolishly optimistic.

V

Thesis Details and Publications
Thesis title:

ICT-Enabled Control and Energy Management of
Community Microgrids for Resilient Smart Grid
Operation

PhD Student:

Mahmoud Saleh

Advisor:

Ahmed Mohamed

PhD Committee:
• Mohamed A. Ali, Professor of Electrical Engineering, The City College
of New York
• Roger Dorsinville, Professor of Electrical Engineering, The City College
of New York
• Tarek N. Saadawi, Professor of Electrical Engineering, The City College
of New York
• Dr. Valerio De Angelis, VP Product Urban Electric Power, Director of
the UEP-Godrej & Boyce subsidiary

1st Authored Journal Papers:
• M. Saleh, Y. Esa, and A. Moahmed “Communication Based Control for DC Microgrids,”
IEEE Smart Grid Transactions, Nov. 2017.
• M. Saleh, Y. Esa, and A. Moahmed, “Impact of Communication Latency on the Bus Voltage of
Centrally Controlled DC Microgrid during Islanding,” IEEE Transactions on Sustainable Energy.
• M. Saleh, Y. Esa and A. Mohamed, “Application of Complex Network Analysis in Electric Power
Systems,” Energies, Smart Grids issue, March 2018.
• M. Saleh, Y. Esa and A. Mohamed, “Impact of ICT degradation on Microgrids Performance,”
under review at Energies, 2019.
• M.Saleh, A.Mohamed,” Microgrid Types and Control Techniques: Review, Research Gaps and
Future Recommendations” under review at Energies.

Co-authored Journal Publications:
•

M.khodaparastan, O. Dutta, M. Saleh, A.Mohamed, “Modeling and design of DC Rail Transit
Systems with Various Energy Storage Systems,” accepted at IEEE Transactions on Vehicular
Technology.

VI
•

O. Dutta, M. Saleh, M.khodaparastan, A.Mohamed, “A Dual-Stage Detailed-Modeling-Based
Optimization Framework for Energy Storage in Rail Transit Systems,” under review at IEEE
Transactions on Intelligent Transportation Systems.

Conference Papers:
•
•

•
•
•
•
•
•
•
•

M. Saleh," Modelling and Analyzing The Impact of High Penetration of Renewable Energy
Sources on Long Island City Grid Operation," recently submitted in a special issue at Elsevier
IJEPES Special Issue.
M. Saleh, O. Dutta,Y. Esa, and A. Moahmed, “Quantitative Analysis of Regenerative Energy in
Electric Rail Traction Systems,” presented at Industry and Application Society (IAS) conference,
Cincinnati, OH, 1-5 October 2017. Received an invitation to be submitted as a journal version for
Energies.
M. Saleh, Y. Esa, and A. Moahmed, “Energy Management Algorithm for Resilient Controlled
Delivery Grids,” Industry and Application Society (IAS) conference, Cincinnati, OH, 1-5 October
2017.
M. Saleh, Y. Esa, and A. Moahmed, “Centralized Control for DC Microgrid Using Finite State
Machine,” IEEE Innovative Smart Grid Technologies Conference (ISGT), Washington D.C. Metro
Area, USA, 23-26 April 2017.
M. Saleh, Y. Esa, Y. Mhandi, W. Brandauer and A. Mohamed, "Design and Implementation of
CCNY DC Microgrid Testbed," 2016 IEEE Industry Applications Society Annual Meeting,
Portland, OR, 2016.
M. Saleh, A. Althaibani, Y. Esa, Y. Mhandi and A. Mohamed, "Impact of Clustering Microgrids
on their Stability and Resilience during Blackouts," 2015 International Conference on Smart Grid
and Clean Energy Technologies (ICSGCE), Offenburg, 2015, pp. 195-200.
M. Saleh, Y. Esa and A. Mohamed, "Hardware Based Testing of Communication Based Control
for DC Microgrid," International Conference on Renewable Energy Research and Applications
(ICRERA), San Diego, CA, 2017.
O. Dutta, M. Saleh, A.Mohamed, “HESS in DC Rail Transit System: Optimal Sizing and System
Design,” International Conference on Renewable Energy Research and Applications (ICRERA), San
Diego, CA, 2017.
M. Saleh, Y.esa, A.Mohamed, “Optimal Microgrids Placement in Electric Distribution Systems
Using Complex Network Framework,” presented at International Conference on Renewable
Energy Research and Applications (ICRERA), San Diego, CA, 2017.
M. Saleh, Y. Esa, and A. Moahmed, “Effect of Wireless Communication Delay on Bus Voltage of
Centralized Communication Based Control DC Microgrid,” IEEE Energy Conversion Congress
and Exposition (ECCE) conference, 2018.

VII

List of Figures
Fig. 1.1. Electric power system: a) the conventional version, b) the smart grid version. ................................... 6
Fig. 1.2. One of the envisioned smart grid: a) centralized control hierarchy, b) the infrastructure evolution. ... 8
Fig. 1.3. Literature surveys and contributions at the prosumer level. .............................................................. 11
Fig. 1.4. Literature surveys and contributions at the distribution and transmission levels. .............................. 12
Fig. 2.1 Examples of: a) DC, b) AC, and c) hybrid microgrids. ...................................................................... 20
Fig. 2.2. CCNY DC Microgrid testbed: a) simplified circuit diagram, b) block diagram. ............................... 24
Fig. 2.3. Isolation circuit block diagram and hardware circuit. ........................................................................ 25
Fig. 2.4. Block diagram for the control system of the inverter. ....................................................................... 27
Fig. 2.5. Lc versus duty cycle at: R = 100 ohms and f = 5 KHz. ...................................................................... 29
Fig. 2.6. Boost converter controller interface on dSPACE. ............................................................................. 29
Fig. 2.7. Response of boost converter with Kp= 0.002 and Ki= 0.2. ............................................................... 30
Fig. 2.8. Response of boost converter with Kp= 0.002 and Ki= 0.02. ............................................................. 31
Fig. 2.9. Bidirectional converter testing circuit diagram. ................................................................................. 32
Fig. 2.10. Bidirectional converter response during charging. .......................................................................... 32
Fig. 2.11. Bidirectional converter response during discharging. ...................................................................... 32
Fig. 2.12. Inverter testing circuit diagram. ....................................................................................................... 34
Fig. 2.13. Sending P to the utility grid. ............................................................................................................ 34
Fig. 2.14. Sending/receiving P to the utility grid. ............................................................................................ 35
Fig. 2.15. Sending Q to the utility grid. ........................................................................................................... 35
Fig. 2.16. Sending/receiving Q to the utility grid............................................................................................. 35
Fig. 2.17. The inverter maintaining the DC bus voltage while the DC load is doubled. .................................. 36
Fig. 2.18. Experiment 1 results. ....................................................................................................................... 38
Fig. 2.19. Experiment 2 results. ....................................................................................................................... 38
Fig. 2.20. A case showing operation during grid-tie mode. ............................................................................. 39
Fig. 2.21. A case showing operation during grid-tie mode. ............................................................................. 39
Fig. 3.1. Examples of: a) decentralized droop control, b) centralized control, and c) distributed
communication-based control. .......................................................................................................................... 48
Fig. 3.2. MG: a) system understudy, b) event and state driven Communication based control hierarchy. ...... 52
Fig. 3.3. Main layer control logic/state: a) flow chart, b) FSM........................................................................ 56
Fig. 3.4. Control logic/state flow chart of FSM of the grid-tied/energy saving mode ..................................... 59
Fig. 3.5. Control logic/state flow chart of FSM of the islanding mode. ........................................................... 61
Fig. 3.6. Control logic/state flow chart of FSM of the emergency Mode ........................................................ 61
Fig. 3.7. Bidirectional converter local controller: a) voltage control mode, b) current control mode. ............. 65
Fig. 3.8. Boost converter local controller: a) voltage control mode, b) MPPT control mode .......................... 66
Fig. 3.9. Inverter local controller to maintain the DC bus voltage. .................................................................. 69
Fig. 3.10. Case II shows the operation of the MGCC for D2, during emergency mode. ................................. 73
Fig. 3.11. Case I shows the operation of the MGCC for D1, during islanding mode. ..................................... 73
Fig. 3.12. Case IV shows the transition between grid-tied, islanding, and emergency modes......................... 77
Fig. 3.13. Case III shows the operation of the MGCC for D1, during grid-tied/energy saving mode. ............ 77
Fig. 4.1. Conceived centralized multi-layer control hierarchy for smart grids. ............................................... 92
Fig. 4.2. DC microgrid approximate equivalent circuit in case of condition 1 and 2. ...................................... 95
Fig. 4.3. Block diagram of a general DC microgrid. ........................................................................................ 95
Fig. 4.4. DC microgrid understudy. ............................................................................................................... 100
Fig. 4.5. Grid-tied sub-modes control logic/flow chart. ................................................................................. 100
Fig. 4.6. Islanded sub-modes control logic/flow chart . ................................................................................. 100
Fig. 4.7-a. Equivalent circuit of the DC MG understudy. .............................................................................. 104
Fig. 4.9. Case 2 shows the MGCC control operation during islanded mode ................................................. 106
Fig. 4.9. Case 1 shows the MGCC control operation during grid-tied mode ................................................. 106
Fig. 4.10. Case 3 shows the impact of delay during the islanded mode operation ......................................... 110
Fig. 4.11. VBus(t) with different α, CT = 4800 µF and Im = 7.1 A .................................................................... 110
Fig. 4.12. VBus(t) with different CT, Cbi:Cbo = 1:1, α = 40 msec and Im = 3.2 A. ............................................ 111
Fig. 4.13. VBus(t) with different Im, α = 40 msec, Cbi:Cbo = 1:1 and CT = 4800 µF. ....................................... 111
Fig. 4.14. IBoost with different Im, α = 40 msec, Cbi:Cbo = 1:1 and CT = 4800 µF. .......................................... 111
Fig. 4.15. VBus(t) of (4), (16) and simulation results with different Im, α= 40 msec, Cbi:Cbo = 1:1 and CT =
4800 µF: (a) Im = 5, (b) Im = 3.2 A, (c) Im = 1.7 A. ......................................................................................... 112
Fig. 4.16. VBus(t) of (4), (16) and simulation at α = 40 msec, Im = 5 A and various Cbi:Cbo (a) 1200:4800, (b)
1200:3600, (c) 2400:2400, (d) 4800:1200 and (e) 3600:1200 µF. .................................................................. 112

VIII
Fig. 4.17. Representation of the mathematical model (16) showing the DC bus voltage behavior of the MG
with the variation of Im and α, at operational conditions: load demands = 7.8 kW and DERs generation ≥ 5.7
kW, and at different CT : (a) 2*1200 µF, (b) 10*1200 µF, (c) 100*1200 µF, and (b) 1000*1200 µF. ........... 116
Fig. 4.18. Representation of the mathematical model (16) showing the DC bus voltage behavior of the MG
with the variation of Im and α. at operational conditions: load demands = 4.5 kW and DERs generation ≥ 4.5
kW, and at different CT : (a) 2*1200 µF, (b) 10*1200 µF, (c) 100*1200 µF, and (b) 1000*1200 µF. ........... 117
Fig. 4.19. DC MG model for case study (B). ................................................................................................. 117
Fig. 4.20. Control scheme for the DC microgrid during grid-tie and islanded mode for case study (B). ...... 118
Fig. 4.21. Impact of delay on the boost converter switch Sbo, CT = 4800 µF and Im = 7.1 A: a) during grid-tie,
b) for a delay of 15 ms, c) for a delay of 150 ms. ........................................................................................... 120
Fig. 4.22. DC bus voltage variation with different α, CT = 4800 µF and Im = 7.1 A. ..................................... 120
Fig. 4.23. Impact of delay on the bidirectional converter switch Sbi, CT = 4800 µF and Im = 7.1 A: a) during
grid-tie, b) for a 15 ms delay, c) for a 150 ms delay. ...................................................................................... 122
Fig. 4.24. Shows the impact of different delays with CT = 4800 µF and Im = 7.1 A on a) load current, b) boost
converter output current, c) bidirectional output current, and d) DC bus voltage. .......................................... 122
Fig. 5.1. Flow chart of the distribution network operation during a blackout. ............................................... 132
Fig. 5.2. Microgrid cluster control hierarchy. ................................................................................................ 133
Fig. 5.3. A 13-bus distirbution network understudy with MGs integrated. .................................................... 134
Fig. 5.4. A block diagram for an individual hybrid Microgrid. ..................................................................... 135
Fig. 5.5. Results of Case I, (a) Inverter electrical power output of MG-1; (b) Inverter electrical power output
of MG-2; (c) Generator electrical power output of MG-1; (d) Generator electrical power output of MG-2; (e)
Generator frequency of MG-1; and (f) Generator. .......................................................................................... 139
Fig. 5.6. Results of Case II, (a) Inverter electrical power output of MG-1; (b) Inverter electrical power output
of MG-2; (c) Generator electrical power output of MG-1; (d) Generator electrical power output of MG-2; (e)
Generator frequency of MG-1; and (f) Generator. ......................................................................................... 140
Fig. 5.7. Case II: Power transfer during Microgrid clustering. ...................................................................... 141
Fig. 5.8. Case III: Impact of generator inertia on Microgrid cluster. ............................................................. 141
Fig. 5.9. The modified IEEE 30-bus Test Case. ............................................................................................. 148
Fig. 5.10. Algorithm results at 7:00am, with microgrids at buses 3, 5 and 10. .............................................. 152
Fig. 5.11. Algorithm results at 9:00pm, with microgrids at buses 3, 5 and 10. .............................................. 152
Fig. 5.12. Load request and granted power for 24 hours, with microgrids at buses 3, 5 and 10, for: a) Area 1,
b) Area 2 and c) Area 3 ................................................................................................................................... 153
Fig. 5.13. Load request and granted power for 24 hours, with microgrids at buses 27, 29 and 30, for: a) Area
1, b) Area 2 and c) Area 3. .............................................................................................................................. 154
Fig. 5.14. Algorithm results at 7:00am, with microgrids at buses 27, 29 and 30. .......................................... 155
Fig. 5.15. Algorithm results at 9:00pm, with microgrids at buses 27, 29 and 30........................................... 155
Fig. 5.16. Voltage variation at each bus during 24 hours, with microgrids at buses 3, 5 and 10. .................. 155
Fig. 5.17. Progression of the algorithm as it goes through the various constraints at 7:00am, with microgrids
at buses 27, 29 and 30. .................................................................................................................................... 156
Fig. 6.1. Modified IEEE 30 bus system. ........................................................................................................ 170
Fig. 6.2. Grant/request process in the distribution network. .......................................................................... 170
Fig. 6.3. Shows the IEEE 30 bus network: (a) graph; (b) Closeness centrality; (c) Betweenness centrality. 173
Fig. 6.4. Normalized requested demand, and the power granted for 24 h when MGs located at L1 for: (a) Area
1; (b) Area 2 and (c) Area 3. ........................................................................................................................... 177
Fig. 6.5. Normalized requested demand, and the power granted for 24 h when MGs located at L2 for: (a) Area
1; (b) Area 2; and (c) Area 3. .......................................................................................................................... 178
Fig. 6.6. Normalized requested demand, and the power granted for 24 h when MGs located at L3 for: (a) Area
1; (b) Area 2; and (c) Area 3. .......................................................................................................................... 180
Fig. 6.7. The yield factors for various locations of the MGs (L1, L2, and L3) in: (a) Area 1; (b) Area 2; (c)
Area 3; and (d) the IEEE 30 bus system. ........................................................................................................ 181
Fig. 7.1. New York State transmission system higher than 230 KV: a) the actual transmission system, b) the
simulated transmission system in NEPLAN software. ................................................................................... 187
Fig. 7.2. Long Island City transmission system (138 KV). ............................................................................ 187
Fig. 7.3. The voltage levels of the LI grid buses without connecting the wind farm. .................................... 188
Fig. 7.4. The voltage levels of the LI grid buses while connecting the wind farm. ....................................... 188
Fig. 7.5. LI grid status without connecting the wind farm. ............................................................................ 189
Fig. 7.6. LI grid status while connecting the wind farm. ............................................................................... 189
Fig. 7.7. LI grid status and resilience without connecting the wind farm. ..................................................... 190
Fig. 7.8. LI grid status and resilience without connecting the wind farm. ..................................................... 191

IX

Contents
Abstract .............................................................................................. I
Acknowledgments........................................................................... III
Thesis Details and Publications ......................................................V
List of Figures ............................................................................... VII
1. Introduction ............................................................................... 1
1.1.

Smart Grid.............................................................................................................. 3

1.1.1.

Definition ..................................................................................................................................... 3

1.1.2.

Main Functionalities ................................................................................................................... 4

1.2.

Microgrid ................................................................................................................ 5

1.2.1.

Definition ..................................................................................................................................... 5

1.2.2.

Microgrid Role in Smart Grids .................................................................................................. 5

1.2.3.

Microgrid Types and Control Techniques ................................................................................ 7

1.3.

Dissertation Motivation ......................................................................................... 8

1.4.

Dissertation Statement and Contributions ........................................................ 10

1.5.

Dissertation Outline ............................................................................................. 14

References ........................................................................................................................ 16

2. Microgrid Design, Modeling, Experimental Implementation,
and Control ..................................................................................... 18
2.1.

Nomenclature ....................................................................................................... 18

2.2.

Introduction.......................................................................................................... 19

2.2.1.

Microgrid Types .......................................................................................................................... 19

2.2.2.

Importance of MG Testbeds........................................................................................................ 20

2.3.

Pilot CCNY DC Microgrid Testbed ................................................................... 21

2.3.1.

CCNY DC Microgrid Structure and Hardware Architecture .............................................. 22

2.3.2.

CCNY DC Microgrid Controllers ........................................................................................... 25

2.3.2.1.

DC-DC boost converter controller .................................................................................. 25

2.3.2.2.

DC-DC bidirectional converter controller ..................................................................... 26

2.3.2.3.

Inverter controller ............................................................................................................ 26

2.3.2.4.

DC MG central controller ............................................................................................... 27

2.3.3.

Validation, Customization and Testing of Individual Interfaces .......................................... 28

2.3.3.1.

DC-DC boost converter.................................................................................................... 28

2.3.3.2.

Bidirectional DC/DC converter ....................................................................................... 31

2.3.3.3.

Inverter circuit.................................................................................................................. 33

2.3.4.

Results and Discussions ............................................................................................................ 36

X
2.3.4.1.

Experiment 1 ..................................................................................................................... 36

2.3.4.2.

Experiment 2 ..................................................................................................................... 36

2.3.4.3.

Experiment 3: simulation results .................................................................................... 37

2.4.

Conclusion ............................................................................................................ 39

References ........................................................................................................................ 40

3.

Control and Management Strategies for Microgrids ......... 42

3.1.

Nomenclature ....................................................................................................... 42

3.2.

Introduction.......................................................................................................... 45

3.3.

Microgrid Control Techniques ........................................................................... 46

3.3.1.

Centralized Communication-based Control ........................................................................... 46

3.3.2.

Distributed Communication-based Control ........................................................................... 47

3.3.3.

Voltage Droop Control ............................................................................................................. 47

3.3.4.

Research gaps ............................................................................................................................ 48

3.4.

Proposed Microgrid Hybrid Communication-based Control Framework .... 50

3.4.1. DC Microgrid Understudy and the Hieratical Hybrid State/Event Driven Control
Framework .............................................................................................................................................. 51
3.4.2.

Operational Modes and Transitions ........................................................................................ 54

3.4.2.1.

Core mode ......................................................................................................................... 54

3.4.2.2.

Grid-tied/Energy saving mode ........................................................................................ 55

3.4.2.3.

Islanding mode.................................................................................................................. 57

3.4.2.4.

Emergency mode .............................................................................................................. 60

3.4.2.5.

Utility and shutdown modes ............................................................................................ 62

3.4.3.

Finite State Machine Analysis .................................................................................................. 62

3.4.3.1.

DC/DC bidirectional Converter local controller ........................................................... 64

3.4.3.2.

Boost converter local controller ...................................................................................... 66

3.4.3.3.

Inverter local controller ................................................................................................... 67

3.4.4.

Cases Studies, Results, and Discussion .................................................................................... 69

3.4.4.1.

Case I ................................................................................................................................. 70

3.4.4.2.

Case II ............................................................................................................................... 71

3.4.4.3.

Case III .............................................................................................................................. 74

3.4.4.4.

Case IV .............................................................................................................................. 75

3.5.

Conclusion ............................................................................................................ 78

3.6.

Future work .......................................................................................................... 78

3.7.

Chapter Appendix................................................................................................ 80

References ........................................................................................................................ 83

4. Role of Information and Communication Technologies in
Microgrid Operations .................................................................... 85
4.1.

Introduction.......................................................................................................... 85

4.2.

Literature Review ................................................................................................ 86

XI
4.2.1.

Impact of ICT Degradation on Microgrids ............................................................................. 86

4.2.2.

Future Recommendations ........................................................................................................ 91

4.2.3.

Communication Network Requirements in MGs and Smart grids ...................................... 92

4.3.

Transient Analysis of DC Microgrids during Communication Delays ........... 94

4.3.1.

Approximate Model .................................................................................................................. 94

4.3.2.

Detailed model ........................................................................................................................... 96

4.4. Case Study (A) Impact of ICT Degradation on the Performance of Centralized
Controlled DC MG .......................................................................................................... 99
4.4.1.

DC MG Topology Understudy ................................................................................................. 99

4.4.2.

System Control Scheme ............................................................................................................ 99

4.4.3.

System Operational Modes..................................................................................................... 101

4.4.4.

Transient Analysis of the DC MG Understudy during Delays ............................................ 104

4.4.4.1.

Approximate model ........................................................................................................ 104

4.4.4.2.

Detailed model ................................................................................................................ 105

4.4.5.

Results and discussions ........................................................................................................... 106

4.4.5.1.

Cases demonstrating the operation of DC MG understudy ....................................... 106

4.4.5.2.

Mathematical model verification .................................................................................. 113

4.4.5.3.

Utilization of the developed mathematical model to mitigate the latency impact..... 115

4.5. Case Study (B) Effect of Microgrid Design on The Ramifications of ICT
Degradation ................................................................................................................... 118
4.5.1.

DC MG Topology Understudy ............................................................................................... 118

4.5.2.

System Control Scheme .......................................................................................................... 118

4.5.3.

Results and Discussions .......................................................................................................... 119

4.6.

Conclusion .......................................................................................................... 124

References ...................................................................................................................... 126

5. Control and Energy Management of Community
Microgrids in Distribution Networks ......................................... 129
5.1.

Nomenclature ..................................................................................................... 129

5.2.

Introduction........................................................................................................ 130

5.3.

Hierarchical Structure of Interconnected Microgrids ................................... 131

5.4. Case Studies Showing the Impact of Clustering MGs during Blackouts on
Their Stability and Supply Availability ...................................................................... 133
5.4.1.

Network Understudy ............................................................................................................... 133

5.4.2.

Case Studies Scenarios ............................................................................................................ 135

5.4.2.1.

Case one: non-connected MGs ...................................................................................... 135

5.4.2.2.

Case two: MG cluster ..................................................................................................... 135

5.4.2.3.

Case three: impact of generator inertia on the MG cluster ........................................ 136

5.4.3.

Results and Discussion ............................................................................................................ 136

5.4.3.1.

Case one........................................................................................................................... 136

5.4.3.2.

Case two .......................................................................................................................... 137

XII
5.4.3.3.
5.4.4.

Case three ........................................................................................................................ 138

Conclusion ............................................................................................................................... 141

5.5.

Energy Management Algorithm for Resilient DSO Controller..................... 142

5.6.

Proposed Real-Time Energy Management Algorithm ................................... 144

5.6.1.

System Understudy and Case Studies Showing the Operation of RTEMA ....................... 147

5.6.2.

Results and Discussion ............................................................................................................ 149

5.6.3.

Conclusion ............................................................................................................................... 156

References ...................................................................................................................... 157

6. Optimal Microgrid Placement in Electric Distribution
Systems Utilizing Complex Network Framework..................... 159
6.1.

Introduction........................................................................................................ 159

6.2.

Literature Survey ............................................................................................... 162

6.2.1.

Examining the Electric Power System from an Abstract Perspective ................................ 162

6.2.2.

Scrutinizing the Electric Power System Utilizing Weighted Graphs .................................. 167

6.3.

Application of CNA for Optimal Resilient MGs Placement .......................... 168

6.3.1.

System Understudy ................................................................................................................. 169

6.3.2.

Complex Network Framework .............................................................................................. 171

6.3.3.

Results and Analysis ............................................................................................................... 175

6.4.

Conclusion .......................................................................................................... 179

References ...................................................................................................................... 181

7. Case Study Inspecting the Impact of High Penetration of
Renewable Energy Resources on the Transmission System .... 185
7.1.

Introduction........................................................................................................ 185

7.2.

New York State Transmission System Modeling ............................................ 186

7.3.

Results and Discussion ...................................................................................... 187

7.3.1.

Impact on Voltage Levels ....................................................................................................... 188

7.3.2.

Impact on Overall Network Losses........................................................................................ 189

7.3.3.

Impact on Network Resilience ............................................................................................... 190

7.4.

8.

Conclusion .......................................................................................................... 191

Conclusion ............................................................................. 192

8.1.

Dissertation Overview ....................................................................................... 192

8.2.

Conclusion .......................................................................................................... 194

1. Introdiction

1

Chapter 1
1. Introduction
▪ Chapter objectives
o Describe the traditional power system planning and operational goals
o Explain the motives for the transition to a smarter grid
o Define the smart grid and its key functionalities
o Define the microgrid and its role in the smart grid vision
o State the thesis motivation and contributions

Critical infrastructures are of central importance to nations and citizens. Scrutinizing their
reliability and functionality has been one of the main challenges in basic research of complex
systems. The ever-increasing dependence on electricity in our current societies makes the
power grid one of the most critical infrastructures; and hence, it received the most attention.
Over the years, the electric power grid has proven time and again to be a reliable system,
which is a main operational concern to power system planners and operators. However,
during the past few decades the legacy grid was faced by two main challenges:
1. Major events, such as hurricanes, which led to wide-range blackouts. Recent
examples, such as the 2003 blackout in the Northeastern United States [1], the major
European blackout in 2006 [2], or the Indian blackout in 2012 [3], have raised
national calls for further investigations. In addition, a Wall Street Journal reported
that an attack on only 9 substations could cause a massive blackout in the US electric
grid [4].
2. The legacy grid is being encountered by unprecedented changes triggered by the
aging of the centralized energy infrastructure. The vulnerability of the aged energy
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infrastructure increases with the increasing power demand and the government’s
efforts to reduce carbon dioxide (CO2) emissions. These changes along with the
federal and state regulatory actions to encourage Non-Wire Solutions (NWS) and
reduce GHG emissions from new and existing power plants increased the
implementation of more RESs into the electric grid. However, RESs are intermittent
by nature imposing a challenge to forecast load and maintain generation/demand
balance.
These types of challenges stealthily test another aspect of the grid health, besides reliability,
which is the resiliency. Although the terms “reliability” and “resiliency” might sound similar,
there is a fine line of distinction that makes a substantial difference between both in scope
and regulatory requirement. Grid reliability is commonly defined, by the DOE and IEEE, as
“the ability of the power system to deliver electricity in the quantity and with the quality
demanded by the users for an intended period of time.” It is measured by the system average
interruption durations and frequencies during a predefined period of time. It is usually
measured in terms of annual minutes or hours of interruption. The U.S. power grid reliability
is referred to as the three nines (99.9%) reliability standard, which infers that the average
U.S. customer loses power for 214 minutes per year. Resiliency on the other hand, as defined
by the DOE, is “the ability of a system or its components to adapt to changing conditions and
withstand and rapidly recover from disruptions.” In other words, the grid resiliency is highly
affected by high-impact low-frequency events such as hurricanes; whereas, grid reliability is
mostly affected by low/high-impact high-frequency events, such as transmission line (often
times momentarily) overloading leading to outages.
The operation of the power system aims to assure, at any given instant, that the total power
produced by all the generators must equal the total power demanded by the loads, in addition
to the power lost during the power transmission and distribution stages. Currently, the power
system is operated in a passive manner, i.e., while operators have control over the generation,
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they have very limited control/observability over the loads. Loads can draw power at any
time as long as they are connected to the power grid. This operational philosophy has a main
advantage of controlling the power grid with minimal dependence on real-time feedback from
loads and consequently less dependence on communication networks. However, it failed to
achieve resiliency.
Compared to the legacy power grid, a resilient grid is highly flexible and could
accommodate higher level of RES integration. It is less likely to fail, and more importantly,
if it is to fail due to low-probability high-impact events, such as natural disasters, cyberattacks, or human errors, it shall be able to partially sustain the power supply, and restore the
service faster and more flexibly. Therefore, there is a consensus among researchers, engineers
and policy makers about the imperative to make the electric grid more resilient. Resilience is
one of the main motives for transitioning the legacy power grid to a smart grid. In December
2007, the Congress passed, and the President approved, Title XIII of the Energy
Independence and Security Act of 2007 (EISA). EISA provided the legislative support for
DOE’s smart grid activities and reinforced its role in leading and coordinating national grid
modernization efforts [5, 6, 7, 8, 9, 10].

1.1. Smart Grid
1.1.1. Definition
The conceived vision of the smart grid is a cyber-physical system that amalgamates high
processing power and increased dependence on communication networks to enable real-time
monitoring and control [11, 12]. This will allow, among other objectives, for the realization
of maximized resilience and self-healing capabilities. Also, the evolution of numerous
technologies, such as information communication technology (ICT), advanced metering
infrastructure (AMI), and microgrids (MGs), deemed smart grid realization more feasible.
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Some of the main advantages of smart grids over legacy grids are their ability to have full
real-time observability over the grid, to autonomously stave off the rampant repercussions of
crucial faults preventing blackouts, and to mitigate swift changes associated with RESs’
intermittent output.

1.1.2. Main Functionalities
Under the 2007 EISA, the National Institute of Standards and Technology (NIST) is
assigned to develop the required standards, interoperability frameworks between smart grid
devices and systems, and protocols for the smart grid. The definitive model of the smart grid
has yet to be defined; however, the model will reflect the widely recognized key capabilities
essential for successful implementation, such as [13]:
•

Enabling massive deployment and efficient usage of MGs and distributed energy
resources (DERs) with integration abilities to communication-based control
platforms;

•

Improving resilience against disruption providing stable and continuous
electricity supplies, averting wide area accidental blackouts. It shall guarantee the
secure and normal operation of the grid even during emergency situations (e.g.
extreme weather, natural disasters, and intentional breakage), enhances
sustainability and provides self-healing capabilities;

•

Securing the information transmitted all over the grid; facilitating the interaction
of consumers with energy management systems (EMS) to support load shaping
(e.g. peak shaving) and demand-response functionalities;

•

Allowing scalable real-time monitoring of grid operations and status by the
deployment of advanced metering infrastructures (AMIs) and monitoring
systems;
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•

Implementing an optimized configuration of resources and reducing grid losses;

•

Supporting the electrification of different sectors, such as buildings and
transportation systems (plug-in electric vehicles and electric rail systems) [14,
15].

From a practical point of view, the key enablers for the aforementioned vision of a smart
grid requires, mainly: (1) microgrids, which are considered one of the main pillars to achieve
resiliency at various smart grid levels (i.e. distribution and transmission); (2) new control
frameworks for microgrids and microgrid clusters; and (2) pervasive and effective two-way
ICT based monitoring and control capabilities [10].

1.2. Microgrid
1.2.1. Definition
An MG can be visualized as a miniaturized power grid. It can be described -according to
the definition adopted by the U.S. department of energy (DOE) and EU agencies- as a cluster
of interconnected resources (e.g. DERs), ESS and loads, which acts as an independent
controllable entity with respect to the power grid. MGs are tied to the power grid through one
or more nodes, namely the points of common coupling (PCC). Depending on the grid
availability, among other conditions, an MG must be capable to function in either a grid-tied
mode or an islanded mode (i.e., disconnected from the main grid) [16, 17].

1.2.2. Microgrid Role in Smart Grids
Microgrids enable the existence of energy resources at the distribution level and enable the
flow of energy bidirectionally, unlike the conventional unidirectional flow (see Figs 1.1-a,
1.1-b and 1.2). Microgrids are foundational building blocks in the future smart grids, and are
key applications to achieve smart grid resiliency. In case of a blackout: at the customer level
a microgrid can island itself from the main grid and supply its own loads; at the distribution
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Fig. 1.1. Electric power system: a) the conventional version, b) the smart grid version.

level, it could cluster with other MGs and form community microgrids to supply the critical
loads within a distribution area. If microgrids are designed and operated to function only
during blackouts, their deployment would not be cost effective. Besides resiliency, MGs can
provide numerous services to independent system operators (ISOs) at the transmission level,
utilities at the distribution level, and end customers. These services add new revenue streams
during normal operation. For example:
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1. At the customer level, MGs can exploit time-of-use pricing to lower consumer costs
through energy arbitrage, peak shaving (for commercial consumers), or provide
energy/capacity to the grid;
2. At the distribution level, MGs may participate in demand side management and
demand response programs to help utilities shave their peak demand, while offering
economic benefits to MGs owners. Smart inverters within MGs could be utilized to
provide voltage support (e.g. change the reactive power levels). Besides, MGs, if
aggregated (i.e. clustered) with the proper business model, can relieve congestion on
transmission lines (TLs) by satisfying a portion of the loads locally. This would
eliminate some of the high fees that utilities would normally be charged by their
respective ISO/RTOs when using congested (i.e. heavily loaded) TLs.
3. At the transmission level, large-scale or aggregated MGs can provide frequency
regulation, and potentially help defer investments in generation and transmission
infrastructures. Also, may provide spin/non-spin reserve by using their backup
generator (e.g. diesel engines) or installed energy storage system (ESS). Voltage
support and black-start can be provided as well.
These services, besides resiliency, can potentially make MGs valuable economical assets
in all smart grid levels depending on the MGs’ business model.

1.2.3. Microgrid Types and Control Techniques
A microgrid can be categorized based on the voltage of its common bus, which links the
various resources and loads into AC, DC, or hybrid AC/DC, which will be explained further
in chapter 2.
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Fig. 1.2. One of the visions for smart grids: a) centralized control hierarchy, b) the infrastructure evolution

Microgrid control can be generally achieved using one of two approaches: (1)
communication-based control, which could be centralized or distributed; and (2) voltagebased droop control. More information about MG control will be provided in chapter 3.

1.3. Dissertation Motivation
Reports from various groups of experts in the electric power industry (such as the IEEE
Power and Energy Society Task Force) [18]-[20] concluded that some of the main reasons
for blackouts are: 1) lack of preparation for major emergencies; 2) lack of real-time
monitoring and control; and 3) underdeveloped controllers at the different power system
levels. Moreover, the intermittency resulting from high penetration of RESs introduces
increased uncertainty, which adds further complexity to the blackout problem. In order to
accommodate the high penetration of RESs and mitigate blackouts, future electric grids (i.e.
Fig. 1.2. One of the envisioned smart grid: a) centralized control hierarchy, b) the infrastructure evolution.

smart grids) have to be highly resilient.
The envisioned smart grid of the future consists of a myriad of microgrids that coordinate
with each other and with the main grid as shown in Fig. 1.2. This vision mandates increased
dependence on ICT to achieve the required coordination and virtual aggregation of the smart
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grid resources. Recent advances in communication technologies (e.g. the transition to 5G
networks and Internet of Things) increased the feasibility of this vision. However, this vision
is yet to be matured, especially with the increased reliance on ICT. Therefore, new ICT-based
control and energy management frameworks need to be developed for MGs and MG clusters
to achieve local and community resilience. Through our research we found the following
gaps at the:

- Gap 1: Prosumer level
•

In order for the future smart grid to be successfully realized, it is crucial to validate
research ideas experimentally along with the common simulation-based studies.
In the literature, most research was tested on software-based simulations.
Microgrid testbeds that can be found in the literature were mainly directed
towards AC microgrids.

•

The need to develop new control techniques and algorithms that enable flexible
transitions between operational modes of a single controller (e.g. microgrid
central controller (MGCC)), and effective coordination between hierarchical
control layers to enable resilient operation at the prosumer level. Moreover,
communication-based control has received considerably less attention than droop
control in literature due to an impression that dependence on communication
networks would lead to compromised reliability. In addition, utilizing droop
control for microgrids seems more convenient since it builds upon our experiences
with controlling the main grid.

•

The lack of studies and the necessity to understand the impact of ICT degradation
on microgrids performance from a power system perspective.

- Gap 2: Distribution level
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The lack of developed energy management algorithms for the Distribution System
Operator (DSO) (i.e., area controller), which takes into account the role of
microgrids in increasing the resilience of the distribution network.

•

The need for new solutions to mitigate renewable energy sources intermittency
and enhance the grid resiliency utilizing community microgrids.

- Gap 3: Transmission level
•

A few case studies focused on the resiliency aspect for high penetration of RES
in the electric power grid.

1.4. Dissertation Statement and Contributions
Throughout this thesis we attempted to enhance the smart grid resilience utilizing the
microgrid technology, developing new control frameworks for systems with deployed
microgrids, and adopting new tools for analysis. The thesis objectives can be briefly
summarized as follows:
-

Provide extensive literature review about the work performed regarding: MGs’
testbeds and control; impact of ICT degradation on MGs operation; and community
MGs control, energy management algorithms, and their placement to achieve resilient
operation at the various grid levels

-

Demonstrate how to design, build, and control a fully functional off-the-shell MG
testbed for researchers to validate and explore the practical limitations of their ideas
Present a control framework to automate microgrid operations and maximize its
resilience

-

Study the impact of communication degradation on the reliability and resiliency of
MGs
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Investigate how to cluster a group of MGs and where to place the MGs in a
distribution network to maintain its stable operation and resilience

-

Develop a real-time energy management algorithm and control hierarchy for the
distribution system operator to achieve higher resilience against blackouts within the
distribution level

-

Provide a case study on an actual transmission system showing the impact of high
penetration of RES on the transmission system resilience, losses, and voltage levels

In an attempt to accomplish these objectives, and fill in the aforementioned gaps to help pave
the way for a resilient smart grid, we achieved the following:

- Contribution 1: Prosumer level
•

Demonstrated the design, control, energy management, and implementation of the
City College of New York (CCNY) DC microgrid testbed. This facility is custom
designed and implemented at CCNY with minimal off-the-shelf components to
enable significant flexibility and reconfiguration capability. The microgrid
consists of renewable energy resources, energy storage system and controllable
loads, and can operate in either a grid-connected or an islanded mode.
Design and Control
of a DC MG
Testbed
Contribution

Literature
Time consuming and costly
to reconfigure.
Most research was tested
on purely software-based
simulations.
Microgrid testbeds in the
literature were directed
towards AC microgrids.

Hybrid State/Event
Communication-based
Control for DC MGs
Contribution

Literature

Impact of Communication
Latency on Centrally
Controlled DC MG
Contribution

Literature

Communication-based
control
has
received
considerably less attention
than droop.

There is no technical analysis on the
impact of ICT latency, from the
power systems perspective, on the
performance of DC MGs.

Utilizing droop control
builds upon our experiences
with controlling the main
grid.

Most of the work in the literature
briefly showed the impact of ICT
delay on their proposed control
without analysis, concluding that
with long delays the proposed
control system fails.

Fig. 1.3. Literature surveys and contributions at the prosumer level.
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Developed an autonomous communication-based hybrid state/event driven
control scheme. This control scheme is hierarchical and heuristic, such that on the
primary control level, it encompasses state-driven local controllers (LCs). On the
secondary control level, between the LCs and the MG Central Controller
(MGCC), an event-driven control is used. This heuristic hybrid control system
aims at reducing the communication load and complexity, processor
computations, and consequently system cost while maintaining reliable
autonomous operation during all possible scenarios. A mathematical model for
the proposed control scheme using Finite State Machines (FSM) has been
developed and used to cover all the possible modes/sub-modes of operation, and
assure seamless transitions among them during various events.

•

Investigated the effect of communication latency on the performance of
centralized communication-based DC MGs. Two mathematical models were
developed to describe the MGs behavior during latency.

Distribution level: develop a DSO/area controller to maximize the network resilience
Model a
distribution
system with
multiple MGs

Develop a control
hierarchy to
manage the
community MGs

Investigate the impact
of MGs clustering and
placements on their
resilience

Develop energy
management algorithm
for the DSO controller to
achieve higher resilience

Transmission level: study the impact of high penetration of renewable energy resources on the
resilience of the grid
Model NY State transmission
grid for 132 KV lines and
above

Conduct a case study on Long
Island grid to investigate the
impact of high penetration of RES

Fig. 1.4. Literature surveys and contributions at the distribution and transmission levels.
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Fig. 1.3 shows briefly the literature survey and contribution for every conducted research
at the prosumer level.

- Contribution 2: Distribution level
•

The impact of clustering multiple microgrids during blackouts, on their stability
and supply availability, has been investigated and analyzed.

•

Developed the required control hierarchy to manage the community microgrids
(i.e. cluster of microgrids) and an energy management algorithm for the DSO
controller to achieve higher resilience.

•

Used a novel approach to find the plausible optimal locations for MGs placement
in electric distribution systems to maximize their resilience using complex
network analysis.

- Contribution 3: Transmission level
•

Modeled the New York State transmission system, and conducted a case study
regarding the impact of high penetration of RES in Long Island City grid on its
resiliency, bus voltage levels, and network overall losses using NEPLAN
software.

Fig. 1.4 shows briefly the contribution for every conducted research at the distribution and
transmission levels.

1. Introdiction

14

1.5. Dissertation Outline
This thesis is organized in 8 chapters as follows:
Chapter 2
Microgrid Design, Modeling, Experimental Implementation, and Control:
Provides an extensive review about MG types and the advantages and disadvantages of
each. Also, this chapter presents detailed steps of designing, modeling and building a DC MG
with minimal off-the-shelf components. The focus of the chapter will be on the design of the
pilot CCNY DC MG testbed, including some case studies that highlight some of the
capabilities of the microgrid testbed. The purpose of Chapter 2 is to share our observations
and design considerations with the research community, especially to those who may be
interested in reproducing a similar facility.

Chapter 3
Control and Energy Management Strategies for Microgrids:
This chapter discusses the various control techniques for microgrids and the pros and cons
of each. Besides, it sheds light on the research gaps and the future research that could be
conducted regarding MG control. This chapter presents an enhanced automatized
communication-based control hierarchy for DC MGs. A mathematical model for the
proposed control scheme using Finite State Machines (FSM) is derived blending both state
and event driven control. Some case studies involving severe operational MG scenarios were
presented and discussed to verify the validity and effectiveness of the proposed
communication-based control scheme.
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Chapter 4
Role of Information and Communication Technology in Microgrids Performance:
In this chapter, a mathematical approach to analyze and predict the behavior of MGs during
latency has been introduced. Two mathematical models were developed and verified to
achieve this purpose. Several case studies were conducted to verify and validate the accuracy
of the mathematical models, and to show the severity impact levels of the ICT delays on MGs
resiliency and reliability. A literature survey about the impact of Information &
Communication Technology (ICT) degradation on the MGs performance and control is also
presented. Ideas for future research in this area have also been discussed.

Chapter 5
Control and Energy Management of Community Microgrids in Distribution
Networks:
The impact of clustering multiple microgrids during blackouts on their stability and supply
availability, is investigated. Throughout this chapter the required control hierarchy to manage
a community MG and a real-time energy management algorithm for the DSO controller is
proposed.

Chapter 6
Optimal Microgrids Placement in Electric Distribution Systems Utilizing Complex
Network Framework:
This chapter provides a thorough review of the research conducted on complex network
analysis application in electric power systems. It proposes a novel tool to find the plausible
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optimal locations for MGs that will maximize the electric distribution network resiliency
using complex network analysis.

Chapter 7
Case Study Inspecting the Impact of High Penetration of Renewable Energy
Resources on the Transmission Level:
A case study is conducted to investigate the impact of integrating renewable energy
resources on the transmission system losses, voltage levels, and resilience.

Chapter 8
Conclusion and key findings:
This chapter summarizes key achievements of this thesis and outlines recommendations
for future research.
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Chapter 2
2. Microgrid Design, Modeling, Experimental
Implementation, and Control
▪ Contributions:
o Provide a detailed comparison between various microgrid types
o Present detailed steps of designing, modeling and building a DC MG with
minimal off-the-shelf components
o Share our observations and design considerations with the research
community, especially to those who may be interested in reproducing a similar
facility

2.1. Nomenclature
𝐻𝑇𝑏𝑜 (𝑆)

General transfer function of the boost converter.

𝑀𝑃𝑃𝑇(𝑆) Maximum power point tracking transfer function.
𝐻𝑣𝑏𝑜 (𝑆)

Transfer function of voltage controlled boost converter.

𝐻𝑇𝑏𝑖 (𝑠)

General transfer function of the bidirectional converter.

𝐻𝑣𝑏𝑖 (𝑠)

Transfer function of voltage controlled bidirectional converter.

𝐻𝑐𝑏𝑖 (𝑠)

Transfer function of current controlled bidirectional converter.

𝐻𝑇𝑖𝑛𝑣 (𝑆)

General transfer function of the inverter.

𝑖𝑛𝑣 (𝑆)
𝐻𝐷𝐶

Transfer function of voltage controlled inverter.

𝐻𝑐𝑖𝑛𝑣 (𝑆)

Transfer function of current controlled inverter.

𝑖𝑛𝑣
(𝑆)
𝐻𝑖𝑞

Transfer function of reactive current controlled inverter.

𝑖𝑛𝑣
(𝑆)
𝐻𝑖𝑑

Transfer function of active current controlled inverter.

m

Small percentage.

Pi

Output power corresponds to the ith DER.

PL

Load power.
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Sg

Signal indicates blackout.

Sbi

Signal indicates disconnection of bidirectional converter.

Sbo

Signal indicates disconnection of boost converter.

S

Set of all possible signals combination to the converters.

Sst

Set of shutdown signals {∅, ∅, ∅}.

Sisl

Set of signals within the microgrid islanded operational level.

𝑆𝑠𝑐1

Set of signals within the microgrid first critical operational level.

𝑆𝑠𝑐2

Set of signals within the microgrid second critical operational level.

Ssc

Set of command signals.

Soc

Set of converter old states.

𝑆𝑢𝑠

Set of signals sent by the utility.

∗
𝑉𝐷𝐶

Measured DC bus voltage.

𝑟𝑒𝑓

𝑉𝐷𝐶
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Reference for the DC bus voltage.

2.2. Introduction
According to the U.S. Department of Energy, “A microgrid is a group of interconnected
loads and distributed energy resources within clearly defined electrical boundaries that acts
as a single controllable entity with respect to the grid and that connects and disconnects from
such grid to enable it to operate in both grid-connected or island” mode [1].

2.2.1. Microgrid Types
A microgrid can be classified into three main types: DC, AC, or hybrid AC/DC MG, based
on the voltage of the main bus linking all of its assets. In AC MGs, all MG assets are tied to
an AC bus either via converters or directly; whereas, the main grid connects to the same
common AC bus. Since AC MGs are fundamentally similar to the main grid (at a smaller
scale/size), controlling them builds upon our well-developed knowledge of traditional power
system controls. Therefore, it is relatively easier to design and operate/control. However, it
requires more conversion stages to connect DERs and ESSs, which are mostly DC
introducing more losses [2, 3]. Moreover, the AC resistance of cables with cross sectional
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Fig. 2.1 Examples of: a) DC, b) AC, and c) hybrid microgrids.

area (CSA) ranging between 4 and 95 mm2 is ~19% higher than that of the DC ones and the
losses could reach up to 37% in larger CSAs [4]. Also, a comparative study was conducted
in [5] showing that with utilizing DC MGs, the cables losses decreased to ~50% compared
to the AC ones. In a DC MG, the main bus connecting its assets is DC. Compared to AC
MGs, within DC MG, no synchronization is required for its connected DERs and loads, and
no skin effect or power factor losses. Even though DC MG might seem exceedingly
advantageous, it introduces challenges regarding the designing of an effective protection
system [6, 7, 8]. Moreover, analyzing the stability of AC systems is more established than
that of the DC ones, which is still under investigation. Hybrid MGs emerged to harness the
benefits of DC and AC MGs, especially if a combination of DC and AC sources/ loads are to
be utilized. However, they require relatively complicated control scheme and thorough
stability analysis [9, 10, 11, 12]. In [4, 13, 14, 15, 16] it was concluded that implementation
of DC distribution systems (e.g. DC MGs) leads to reduced losses, more robust systems, and
improved power quality. Fig 2.1 shows different examples for DC, AC, and hybrid MGs. In
this paper, we will focus more on DC MGs.

2.2.2. Importance of MG Testbeds
Even though research results in the literature have addressed many of the technical
challenges that present stumbling blocks against wide-scale deployment of microgrids, there
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is a wide gap between the research outcomes and their actual implementation. A major reason
for this, in our view, is the lack of testing platforms where practical limitations, theories and
simulation results can be credibly verified. Microgrid testbeds are essential tools to perform
research on microgrids in grid-tied and islanded modes.
There are challenges associated with implementing microgrids, e.g. designing an optimal
control and monitoring architecture. Some of the research that has been performed to address
these challenges was tested on purely software-based simulations [17, 18, 19, 20]. Other
articles have suggested to build a hardware-in-the-loop (HIL) microgrid testbed [21]. This
testbed did not depend on hardware, but rather heavily depended on software simulations
since, according to the authors of [21], fixed hardware configuration is time consuming and
costly to reconfigure. Some researchers designed a hardware-based microgrid testbed, but
using off-the-shelf components [22, 23]. Moreover, most of the effort to develop microgrid
testbeds in the literature was directed towards AC microgrids.
In this chapter, we will present a completely flexible and controllable DC microgrid
testbed, which has been designed and implemented at the City College of New York. The
developed DC microgrid was custom designed with minimal off-the-shelf components, to
give us a high level of flexibility in reconfiguring the hardware setup to test various ideas and
concepts. The focus of this chapter will be on the design of the testbed, including some case
studies that highlight some of the capabilities of the microgrid testbed.

2.3. Pilot CCNY DC Microgrid Testbed
This facility was custom designed and implemented by researchers at CCNY with minimal
off-the-shelf components to enable significant flexibility and reconfiguration capability. The
microgrid consists of renewable energy resources, energy storage system and controllable
loads, and can operate in either a grid-connected or an islanded mode. The design steps,
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requirements, and results of the developed testbed will be discussed in the following
subsections discussed.

2.3.1. CCNY DC Microgrid Structure and Hardware Architecture
Simplified block and circuit diagrams for the developed testbed are illustrated in Figs. 2.2a and 2.2-b. The microgrid is connected to the utility grid (i.e. the three-phase 208 V legacy
grid) via a Solid State Really (SSR), which enables the microgrid to tie to the grid or island
itself when needed. The testbed was structured using the following main components:
•

Two 6 kW programmable power supplies, which can be programmed to emulate
photovoltaic profiles, or correspond to a pre-defined power-time curve. The power
supplies were from Magna-Power, model: XR600-9.9/2008+HS programmable DC
power supply- photovoltaic power profile emulator.

•

Two dSPACE real-time digital control boards, using RTI 1104 platform

•

Two 12 kW full bridge IGBT modules by SEMIKRON, model: Semistack

•

A custom designed 10 kW DC-DC boost converter, to interface distributed energy
resources (DER)

•

A custom designed 10 kW DC-DC bi-directional converter, to interface the battery
and control its charging and discharging

•

Interface and protection circuits, and filters

•

Several custom designed metering systems utilizing (voltage transducer (VT):
LV25-NP by LEM, and current transducer (CT): LA25-NP by LEM)

•

A custom designed AC/DC static/dynamic load emulation system that offers a
controlled variable load, with a maximum of 6 KVA for AC load, and 10 KW for
DC load

•

A CCNY-Energy institute 1.4 kW flow batteries composed of 16 cells
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As shown in Fig. 2.2-a, the AC load (realized by the developed load emulator) is shared
between the utility grid and the CCNY DC Microgrid through the AC bus, which is monitored
by the implemented metering system (VTs and CTs). The filter is being used to reject
harmonics of the inverter current, in the grid-tied mode. The SSR is located at the point of
couple coupling (PCC) to grid-tie or island the microgrid based on a pre-defined algorithm
and islanding detection mechanism. On the DC side, the DC bus links the DC dynamic load,
the batteries through the bi-Directional DC/DC converter, the photovoltaic emulator through
a DC/DC boost converter and the Inverter through an LC filter to reduce the voltage/current
ripples. The values for inductances and capacitances used to design and build the converters
are shown in Table I.
The MATLAB/Simulink based state machine control was implemented on two dSPACE
units to act as an Energy Management System (EMS). The main dSPACE was utilized to
perform as a Microgrd Central Controller (MGCC), which manages the power exchange with
the main grid in a grid-tied mode, among other functions. For instance, it relays set points to
the various converters within the microgrid. A second dSPACE acts as a local controller for
the DERs connected to the DC bus.
TABLE I
INDUCTANCES AND CAPACITANCE OF THE CONVERTERS UTILIZED IN THE DC MG
Converter

Bidirectional converter

Component

Value

LBD1

4.5 mH, 0.25 Ohms

CBD1

890 μF

CBD2

1200 μF

LB1

4.5 mH, 0.25 Ohms

CB1

1200 μF

LDC

19m H, 1.4 Ohms

CDC

1488 μF

LAC

3-phase each (19 mH, 1 Ohms)

Boost converter

Inverter

2. Microgrid Design, Modeling, Expermental Implementation, and Control
Utility
Grid

IDC
LAC

LDC

24
+

-

CT

CT
CT
CT
AC
Load

Inverter
Controller

∗

Vref

DC
Load

PI

Iref

LB

IIn

IOut

Diode

CT

CT

VDER

Vdc
CB

IGBT

Vref
Boost
Controller
MPPT
IGBT

ICharge

LBD

CT
VBattery

IDischarge
CT

CBD2

CBD1
IGBT

DC Bus

Iref

∗

Vref

Boost
Controller
- ve Iref

Buck
Controller
+ ve Iref

PI

(a)
Central Controller:
dSPACE 1

3-Phase Filter
DC bus

G
SSR

DC-filter
AC- measurements
and protection circuit

Measurements

Inverter

AC load

dSPACE 2
DC load

Measurements
PV emulator

Boost
Converter

Measurements

Measurements signals
Commands signals
Battery
emulator

Measurements
Bidirectional
Converter

Measurements

(b)
Fig. 2.2. CCNY DC Microgrid testbed: a) simplified circuit diagram, b) block diagram.

The MATLAB/SIMULINK based state machine control was implemented on two dSPACE
units to act as an Energy Management System (EMS). The main dSPACE was utilized to
perform as a Microgrid Central Controller (MGCC), which manages the power exchange
with the main grid in a grid-tied mode, among other functions. For instance, it relays set
points to the various converters within the microgrid. A second dSPACE acts as a local
controller for the DERs connected to the DC bus. To isolate the dSPACE (i.e. control circuit)
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from the power circuit, an isolation circuit shown in Fig. 2.3 was used. The circuit in Fig. 2.3
has an optocoupler to isolate the dSPACE controller from the power circuit. The IGBT
modules by SEMIKRON are forward biased by 15 V and the dSPACE analogue to digital
channel generates 10 V only, therefore, a separate power supply was used to generate the 15
V. A DC/DC isolation converter was used to isolate the power supply from the power circuit
as shown in Fig. 2.3.

2.3.2. CCNY DC Microgrid Controllers
In this subsection the controllers of the MG will be discussed briefly and more detailed
discussion will be provided in chapter 3.

2.3.2.1. DC-DC boost converter controller
DERs output is typically intermittent by nature, e.g. due to cloud variations in the case of
photovoltaic systems. Therefore, a controlled DC-DC boost converter is required to regulate
the output voltage and/or track the maximum power point. A PI controller was used with Kp
and Ki values of 0.002 and 0.2, respectively.
Switching signals for the
IGBT switches

dSPACE
Controller

Powering the IGBT
switches

CTs and VTs
Isolation

Converters

Isolation

15 V
Power Supply

dSPACE
Controller

Hardware
Circuit
Diagram

15 V
Power
Supply

Fig. 2.3. Isolation circuit block diagram and hardware circuit.
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One of the main features of the developed DC microgrid is flexibility. The controller
parameters can be easily changed, e.g. the value of Ki can be changed to decrease the rise
time and give a quick response to operating point variations, on the expense of introducing
higher overshoot. Boost converter controller can be in voltage or MPPT control state. The
transfer function varies with the state of the MG, which can be represented as follows:
𝐻𝑇𝑏𝑜 (𝑆) = ̅̅̅
𝑆𝑠1 ∗ 𝑀𝑃𝑃𝑇(𝑆) + 𝑆𝑠1 ∗ 𝐻𝑣𝑏𝑜 (𝑆)

(2-1)

2.3.2.2. DC-DC bidirectional converter controller
Stationary storage devices require bidirectional DC-DC interface to control their charging
and discharging processes. We developed a converter that operates between two fixed
voltages, the DC bus voltage and the battery system voltage. Two separate PI controllers were
implemented to achieve a desired reference current signal, with Kp and Ki equal to 0.02 and
110, respectively, in the charging mode, and KP and Ki of 0.02 and 3, respectively, in case of
discharging. A nested PI was utilized within the battery charger controller to regulate the DC
bus voltage if needed, in case of an islanded microgrid. The bidirectional converter controller
transfer function can be demonstrated by (2):
𝐻𝑇𝑏𝑖 (𝑠) = ̅̅̅
𝑆𝑠2 ∗ 𝐻𝑣𝑏𝑖 (𝑠) + 𝑆𝑠2 ∗ 𝐻𝑐𝑏𝑖 (𝑠)

(2-2)

2.3.2.3. Inverter controller
A bidirectional AC/DC converter was used to control the amount of active and reactive
power exchanged with the main grid. A robust controller was implemented to synchronize
with the utility grid and seamlessly send or receive active or reactive power when demanded.
Fig. 2.4 presents a block diagram for the control system of the converter. vabc is measured
from the utility grid side to acquire the phase and frequency using a phase locked loop (PLL),
to enable synchronization with the grid. The inverter output currents in the abc frame of
references are converted to dqo frame of references, and regulated through PI controllers to
generate the dq voltages, which are used to generate the modulation signals [24]. In order to
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Fig. 2.4. Block diagram for the control system of the inverter.

maintain the DC bus voltage using the inverter another PI is utilized to regulate Id, which has
𝑟𝑒𝑓

∗
an input of (𝑉𝐷𝐶 - 𝑉𝐷𝐶
).
𝑖𝑛𝑣 (𝑆)
𝐻𝑇𝑖𝑛𝑣 (𝑆) = ̅̅̅
𝑆𝑠3 ∗ 𝐻𝐷𝐶
+ 𝑆𝑠3 ∗ 𝐻𝑐𝑖𝑛𝑣 (𝑆)

(2-3)

𝑖𝑛𝑣
𝑖𝑛𝑣
(𝑆) + 𝐵 ∗ 𝐻𝑖𝑞
(𝑆)
𝐻𝑐𝑖𝑛𝑣 (𝑆) = 𝐴 ∗ 𝐻𝑖𝑑

(2-4)

Where:

Such that:
¬∀𝑖((A ≤ 1 → ∃ℝ(A ∈ ℕ0)∧(B ≤ 1 → ∃ℝ(B ∈ ℕ0))

(2-5)

2.3.2.4. DC MG central controller
For a centralized communication based controlled DC microgrid to maintain reliable
operation, a predefined control can be applied. The control logic could be designed based on
the events that may encounter the DC MG and set up control schemes that modify the MG
operation accordingly. In order to test the functionality of the MG testbed Algorithm I was
developed. Algorithm I illustrates the operation of the DC microgrid during various
conditions (e.g. grid-tied, islanded mode). The transition between different control schemes
is event driven. It should be noted that:

𝑆𝑠𝑖

1 ∃𝑖(𝑖 ≠ 0 → 𝑆𝑠𝑖 ∈ S)
={
0 ∃𝑖(𝑖 ≠ 0 → 𝑆𝑠𝑖 ∈ S)

{𝑆𝑜𝑠 , 𝑆𝑐𝑠 , 𝑆𝑢𝑠 , 𝑆𝑖𝑠𝑙 , 𝑆𝑠𝑐1 , 𝑆𝑠𝑐2 , 𝑆𝑠𝑡 } ⊆ S

(2-6)

(2-7)

All the values for all the Kp and Ki used to control the converters within the microgrid will
be shown in chapter 3.
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2.3.3. Validation, Customization and Testing of Individual Interfaces
2.3.3.1. DC-DC boost converter
The topology of the dc-dc converter was customized and designed to boost fluctuated or
variable input voltage (Vin) in the range of 100 V-300 V up to a higher constant DC output
voltage (Vout) of 300 V-400 V, which represents the voltage level of the DC bus, with ripple
less than 5 V, which is tolerable for the used capacitor [25]. To maintain the microgrid
stability, the inductance and capacitance were selected higher than the critical values
described by [26]:
𝐿𝑐 =

𝐷(1 − 𝐷)
𝑅
2𝑓

Algorithm I
DC Microgrid Central Control Algorithm
Input:
𝑆𝑜𝑠 | ∀𝑖 (𝑆𝑠𝑖 ∈ 𝑆𝑜𝑠 → 𝑆𝑠𝑖 ∈ S)
Output: 𝑆𝑐𝑠 | ∀𝑖 (𝑆𝑠𝑖 ∈ 𝑆𝑐𝑠 → 𝑆𝑠𝑖 ∈ S)
if Sg ← 0 then
if Su ← 0 then
𝑆𝑐𝑠 ← 𝑆𝑜𝑠
else
𝑆𝑐𝑠 ← 𝑆𝑢𝑠
end
else
if Sbi ← 0 && Sbo ← 0 then
execute load shedding such that ∃𝑖(i ≠
3 → ∃P (∑Pi > PL) )
𝑆𝑐𝑠 ← Sisl
else if Sbi ← 0 && Sbo ← 1 then
execute load shedding such that ∃𝑖(i
<2 → ∃P (∑Pi > PL) )
𝑆𝑐𝑠 ← 𝑆𝑠𝑐1
else if Sbi ← 1 && Sbo ← 0 then
execute load shedding such that
∃! 𝑖(i=1 → ∃P ((m*∑Pi) > PL) )
𝑆𝑐𝑠 ← 𝑆𝑠𝑐2
else
𝑆𝑐𝑠 ← Sst
end if
end if
Return 𝑆𝑐𝑠

(2 − 8)
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𝐷
(2 − 9)
2𝑓𝑅
Where Lc is the critical value for inductance to maintain the continuous inductor current,
𝐶𝑐 =

Cc is the critical value for the capacitance to maintain continuous capacitor voltage, D is the
large-signal duty cycle, f is the switching frequency and R is the load resistance. The worst
case scenario was assumed, when the maximum load R = 100 ohms. The switching frequency
f was set to 5 KHz to avoid audible noise and high-frequency parasitic elements. Fig. 2.5
shows Lc versus the duty cycle. Inspecting (8), we can find the threshold for the inductance
for continuous mode to be D = 0.5.
The IGBTs/diodes voltage ratings were selected such that when the IGBT is open, it is
subjected to Vout. Because of the usual double voltage switching transients, the IGBT was
rated to 2×Vout. When the IGBT is closed, the diode is subject to Vout. The diode was
conservatively rated to 2×Vout as well [27].

Fig. 2.5. Lc versus duty cycle at: R = 100 ohms and f = 5 KHz.

Fig. 2.6. Boost converter controller interface on dSPACE.
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The DC-DC converter was tested and validated by fixing the output voltage to 350 V
through different PI feedback controllers implemented in the dSPACE RTI 1104 platform as
shown in Fig. 2.6. An input voltage of 200 V was supplied from the DC programmable power
supply. Fig. 2.7 shows the response when Kp and Ki were set up to be 0.002 and 0.2,
respectively. The desired voltage was changed in steps between 250 and 350 V to test the
robustness of the controller. It can be seen that the response has a slight over shoot with short
rise time in the red circle because of the relatively high Ki. In addition, the ripples in the input
current decreased when Vref was 250 V because the duty cycle decreased. Vin starts to
encounter ripples once the switching starts because of the input resistance of the
programmable power supply.
Fig. 2.8 shows the response for the same reference voltage variations but with smaller Ki.
It can be noticed that the response became smoother with longer rise time. It is worth
mentioning that the limits of the measurement devices must be taken into consideration while
designing the controller, since it might lead to controller failure if they saturate leading to
high input current. It is recommended to use saturation limits on the duty cycle for protection.

Vout
Iout

No switching
Iin

Vref=350 volts

Vref=250 volts

Vin

Fig. 2.7. Response of boost converter with Kp= 0.002 and Ki= 0.2.
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Vout
Iout

No switching
Iin

Vref=350 volts

Vref=250 volts

Vin

Fig. 2.8. Response of boost converter with Kp= 0.002 and Ki= 0.02.

2.3.3.2. Bidirectional DC/DC converter
To interface the battery system, a bidirectional DC-DC converters (BDC), as shown in Fig.
2.8, was designed to charge/discharge the batteries, targeting low current ripple in order to
achieve higher efficiency and longer life time. The following equations were used, along
with (2-8) and (2-9) to select the values of the filters.
∆𝐼𝐿𝑉 𝑠𝑖𝑑𝑒 =

∆𝑉𝐻𝑉 𝑠𝑖𝑑𝑒 =

∆𝐼𝐿𝑉 𝑠𝑖𝑑𝑒 =

𝑉𝑖𝑛 𝐷
𝑓𝐿
𝐼𝑜𝑢𝑡 𝐷
𝑓𝐶

(2 − 10)

(2 − 11)

𝑉𝑜𝑢𝑡 (𝑉𝑖𝑛 − 𝑉𝑜𝑢𝑡 ) 𝐷
𝑓 𝐿 𝑉𝑖𝑛

(2 − 12)

𝑉𝑖𝑛 𝐷(1 − 𝐷)
8 𝐿 𝐶 𝑓2

(2 − 13)

∆𝑉𝐿𝑉 𝑠𝑖𝑑𝑒 =

Where, (2-10) and (2-11) show the inductor current and capacitor voltage ripples,
respectively, for the boost side and (2-12) and (2-13) show the inductor current and capacitor
voltage ripples, respectively, for the buck side.
The DC-DC bidirectional converter was tested and validated by controlling the current in
both directions. The battery side was emulated with a DC source in parallel with a 75-ohms
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resistor set to 250 V, and the DC bus side was set to 400 V with a 100 ohms DC load in
parallel as shown in Fig. 2.9.
Fig. 2.10 shows the charging case when the bidirectional controller was commanded to
charge by setting Iref to 3 A (buck mode), while in Fig. 2.11 shows the discharging case where
Iref is set to -2 A (boost mode). It can be noticed that the the controller was set up to
automatically detect the required mode of operation, buck or boost, based on the sign of Iref.

Fig. 2.9. Bidirectional converter testing circuit diagram.

No switching

Charging
Idc

Ibattery

Fig. 2.10. Bidirectional converter response during charging.

No switching

Discharging

Idc

Ibattery

Fig. 2.11. Bidirectional converter response during discharging.
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2.3.3.3. Inverter circuit
One of the key features of the DC Microgrid is to be able to inject/receive power from the
grid based on the generation and loading conditions. In order to achieve this, the inverter
along with the interface circuit (CTs, VTs, filters and SSR) were implemented and tested.
The value of the AC inductor filter was chosen to improve the current waveform. A too large
filter may result in limiting the power transfer capability, corresponding to the simplified
equation, assuming the sinusoidal pulse width modulation converter can be modeled with a
current source behind filter reactance.

𝑃𝑀𝐺 =

𝑉𝐼𝑁𝑉 𝑉𝐺
sin 𝛿
𝑋

(2 − 14)

Where PMG is the power transferred between the microgrid and the main grid, VINV and VG
are the voltages at the inverter and the grid and δ is the phase difference.
In order to overcome the limit on the power transfer, the DC bus can be flexibly increased.
Fig. 2.12 shows the circuit used for testing. Fig. 2.13 shows the inverter operated in the
current control mode. The control decouple the active (P) and reactive (Q) power control. Id
corresponds to P, and Iq corresponds to Q. It was commanded to send 3 A to the legacy grid
by having a step change in Id from 0 to 3 A. It can be seen that when Id increased, ia increased
and that it is in phase with va. Fig. 2.14 shows when the inverter is operated at a unity power
factor, it was commanded to send active power to the utility grid by setting Id to 3 A and
suddenly reversing the direction of the current by setting Id to -3 A. It can be noticed that ia
and va were in phase, and then when the current reverse its direction, ia and va became 180°
phase shifted.
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Fig. 2.12. Inverter testing circuit diagram.

Moreover, sending and receiving Q was tested. Fig. 2.15 shows 90° phase shift between ia
leading va when the inverter controller was commanded to send Q to the utility grid by setting
Iq to 3 A, which might be used to enhance the voltage level of the PCC. In Fig. 2.16, the
inverter controller was commanded to change Iq from 3 A to -1 A, it can be noticed that ia
was leading va by 90° then lagged by 90°. Fig. 2.17 shows the inverter in voltage control
mode to maintain the DC bus voltage while the DC load increases. The MG was sending
current to the grid, it can be seen that the AC voltage and current are in phase. Then the DC
load was doubled, it can be seen that the DC current increased while the DC voltage was
maintained at 300V, and the MG started to receive current from the grid, which can observed
from the 180° phase shift between the AC voltage and current. These results show the ability
of the inverter to instantly reverse the mode of sending or receiving active/reactive power and
maintain the DC bus voltage.

Va
Ia

Idc = 0 A

Idc = 3 A

Vdc = 300 V
Id = 0 A

Id = 3 A

Fig. 2.13. Sending P to the utility grid.
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Va
Ia

Idc = 3 A
A

Idc = - 3 A

Vdc = 300 V
Id = 3 A

Id = -3 A

Fig. 2.14. Sending/receiving P to the utility grid.

Va
Ia

Idc = 0 A
A
Vdc = 300 V
Iq = 0 A

Iq = 3 A

Fig. 2.15. Sending Q to the utility grid.

Va
Ia

Idc = 0 A
A
Vdc = 300 V
Iq = 3 A

Iq = -1 A

Fig. 2.16. Sending/receiving Q to the utility grid.
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DC Bus Current
DC Bus Voltage
AC Bus Current

AC Bus Voltage
Fig. 2.17. The inverter maintaining the DC bus voltage while the DC load is doubled.

2.3.4. Results and Discussions
The fully controlled inverter used, was operated at a switching frequency of 6.06 kHz and
a sampling time of 0.1 ms for the digital controller, which allows quick responses when the
desired values for P and Q are changed through Id and Iq. Experiments were performed to
examine the performance of the microgrid under different operational scenarios.

2.3.4.1. Experiment 1
This experiment represents another situation when receiving active power from the grid
during low energy price to share the 1.1 KW DC load with the DER, and charge the batteries.
Fig. 2.18 shows that the inverter controller was commanded to receive 0.9 KW by setting Id
to -3 A, it can be seen that the DER reduces its current to maintain the voltage level at the
DC bus to 300 V. About 1 sec later, the bidirectional converter starts to charge the batteries
by setting Ibidirectional to 2 A. It can be noticed that the DER reacts by increasing its output
current through the boost converter, and the ripples increased slightly because of the
interaction of both ripples from the boost and bidirectional converters.

2.3.4.2. Experiment 2
In this case, the inverter is commanded to send active power to the utility grid to simulate
peak shaving during demand response events. Analogues to Su=1 and Sus={𝑆𝑠1 , 𝑆𝑠2 , 𝑆𝑠3 }. In
this experiment, the DC bus voltage was regulated via the boost converter (𝑆𝑠1 =1) while the
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battery charger and the grid inverter are free to send or receive power (𝑆𝑠2 = 1, 𝑆𝑠3 =1). Fig.
2.19 illustrates the results of this case. Two events were tested within the same experiment:
1) the grid inverter draws 0.9 kW to the utility grid while the DER is fixing the DC bus
voltage at 300 V through the DC-DC boost converter. When Id is set to 3 A (A =1 and B=0),
the DC-DC boost converter, which acts here as a slack bus, reacts and increase its output
current to maintain the voltage. 2) The bidirectional converter starts to discharge the batteries
by setting Ibidirectional to inject 4 A reducing the stress on the DER while maintaining the power
delivered to the utility grid.

2.3.4.3. Experiment 3: simulation results
A case is presented by a set of four subplots. Each subplot has five sections, each section
reflects a new event or a set of events taking place. The (a) subplot of each figure represents
DC currents for the inverter, boost converter, bidirectional converter and DC load. Subplots
(b), (c) and (d), demonstrate the DC bus voltage, AC current from the inverter to the grid,
and AC voltage, respectively.
This case shows the operation of the microgrid central controller, during the grid-tied where
energy saving is the objective function. Throughout section (1), the energy price signal is
assumed to indicate low price. The MGCC checks if Sbi = 0 assuring normal operation, which
leads the MGCC to command the inverter maintains the DC bus voltage to 300 V ( 𝑆𝑠3 =0),
and boost converter controller to operates as MPPT ( 𝑆𝑠1 =0). Bidirectional controller is
commanded to initiates maximum charging (Iref = 5A) (𝑆𝑠2 =1), using current control as can
be noticed in Fig. 2.20(a), where the bidirectional converter current becomes -5 A, i.e.
charging with 5 A. Therefore, the inverter DC current increases to 5 A to maintain the dc bus
voltage to 300 V as shown in Fig. 2.20(b). The AC current increases as well from the grid to
the inverter, as shown in Fig. 2.20(c). For the interval of section (2), the battery system signals
itis fully charged and the bidirectional change Iref = 0, where the bidirectional converter output
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current drops to zero, as shown in Fig 2.20(a). The current of the inverter drops to zero as
well since the inverter regulates the DC bus voltage and the DC MG can self-sustain its DC
loads at that interval. It can be seen in Fig 2.20(b) that the voltage is maintained at 300 V.
During section (3), some solar power fluctuations start causing the boost converter output
current to decrease gradually. The inverter DC/AC current increases in order to maintain the
DC bus voltage, which can be noticed in Figs. 2.20(a), 2.20(b) and 2.20(c), respectively.
During section (4), the irradiance goes back to its value of section (1), and the boost
converter output current as well. This results in dropping the inverter DC/AC current to
almost zero, maintaining the DC bus voltage, as shown in Figs. 2.20(a), 2.20(b) and 2.20(c),
respectively.
During the last segment, the energy price goes high. The MGCC confirms the availability
of the bidirectional converter, by checking the last status report it got Sbi = 0. If there was no
fault, the bidirectional controller switches to current control and starts discharging at the rated
current with 5 A. The inverter DC current drops to -5 A to maintain the DC bus voltage to
300 V, i.e. sending 5 A to the grid, as shown in Figs. 2.20(a) and 2.20(b), respectively.

Fig. 2.18. Experiment 1 results.

Fig. 2.19. Experiment 2 results.
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Fig. 2.20. A case showing operation during grid-tie mode.

2.4. Conclusion
In order to successfully operate, maintain, and upgrade the future smart grid, it is crucial to
validate research ideas experimentally along with the common simulation-based studies. This
chapter presented the development and implementation of a DC microgrid testbed. The
design of the various power electronic converters and controllers was discussed. Various
experiments were performed to validate the applicability of the individual components as
well as the whole microgrid. Results showed that the implemented microgrid can be flexibly
used to test various ideas related to microgrid operation and control.
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Chapter 3
3. Control and Management Strategies of
Microgrids
▪ Contributions:
o Provide an extensive review about various types of Microgrid control
techniques
o Present an enhanced automatized communication-based control framework
for DC MGs
o A mathematical model for the proposed control framework using Finite State
Machines (FSM) is derived blending both state and event driven control

3.1. Nomenclature
DC/DC bidirectional converter:
𝐺𝑐ℎ (𝑆)

Charging current controller transfer function.

𝐺𝑑𝑐ℎ (𝑆) Discharging current controller transfer function.
𝐺𝑣𝑏𝑖 (𝑆)|𝑜𝑙 Outer loop voltage controller transfer function.
𝐺𝑖𝑏𝑖 (𝑆)

Current controller general transfer function with FSM.

𝐺𝑇𝑏𝑖 (𝑆)

Bidirectional converter local controller (LCBi) general transfer function with
FSM.

𝐺𝑣𝑏𝑖 (𝑆)
𝑟𝑒𝑓

Voltage controller general transfer function with FSM.

𝐼𝑐ℎ

Charging current reference.

∗
𝐼𝑐ℎ

Battery measured charging current.

𝑟𝑒𝑓

𝐼𝑑𝑐ℎ

Discharging current reference.

3. Control and Management Strategies of Microgrids
∗
𝐼𝑑𝑐ℎ

Measured discharging current on the DC bus side.

𝑏𝑖
𝐼𝑖𝑛

Input current from the battery system.

𝑏𝑖
𝐼𝑜𝑢𝑡

Output current to the DC bus.

𝐼𝑟𝑒𝑓

Reference for current control.

I1c

Battery system rated current at 1C rate of charge /discharge.
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𝑖
𝑖
Proportional and integral gains of the 𝐺𝑐ℎ (𝑆).
𝐾𝑝1
, 𝐾𝑖1
𝑖
𝑖
Proportional and integral gains of the 𝐺𝑑𝑐ℎ (𝑆).
𝐾𝑝2
, 𝐾𝑖2
𝑣
𝑣
𝐾𝑝3
, 𝐾𝑖3
Proportional and integral gains of the 𝐺𝑣𝑏𝑖 (𝑆)|𝑜𝑙 .
𝑣
𝑣
𝐾𝑝4
, 𝐾𝑖4
Proportional and integral gains of the charging inner loop of 𝐺𝑖𝑏𝑖 (𝑆).
𝑣
𝑣
𝐾𝑝5
, 𝐾𝑖5
Proportional and integral gains of the discharging inner loop of 𝐺𝑖𝑏𝑖 (𝑆).

𝑃𝑣𝑏𝑖 (𝑚)

A function representing the summation of the sub-modes, which enable voltage
control in 𝐺𝑇𝑏𝑖 (𝑆).

𝑏𝑖
(𝑚)
𝑃𝑖1

A function representing the summation of the sub-modes, which enable
charging current control in 𝐺𝑇𝑏𝑖 (𝑆).

𝑏𝑖
(𝑚)
𝑃𝑖2

A function representing the summation of the sub-modes, which enable
discharging current control in 𝐺𝑇𝑏𝑖 (𝑆).

SSRBi
𝑟𝑒𝑓

Bidirectional converter solid state relay.

𝑉𝐷𝐶

DC bus reference voltage.

∗
𝑉𝐷𝐶

DC bus measured voltage.

𝑏𝑖
𝑉𝑜𝑢𝑡

Output voltage.

DC/DC boost converter:
𝐺𝑇𝑏𝑜 (𝑆)

Boost converter local controller (LCBo) general transfer function with FSM.

𝐺𝑣𝑏𝑜 (𝑆)

Voltage control transfer function.

𝑣
𝑣
𝐾𝑝6
, 𝐾𝑖6
Proportional and integral gains of 𝐺𝑣𝑏𝑜 (𝑆).

𝑀𝑃𝑃𝑇(𝑆) Maximum power point tracking algorithm transfer function.
𝑃𝑖𝑏𝑜 (𝑚)

A function representing the summation of the sub-modes, which enable MPPT
in 𝐺𝑇𝑏𝑜 (𝑆).

𝑃𝑣𝑏𝑜 (𝑚)

A function representing the summation of the sub-modes, which enable voltage
control in 𝐺𝑇𝑏𝑜 (𝑆).

SSRBo

Boost converter solid state relay.

𝑏𝑜
𝑉𝑜𝑢𝑡

Boost converter output voltage.
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DC/AC inverter:
𝑖𝑛𝑣 (𝑆)
𝐺𝑎𝑐

AC voltage control transfer function with FSM.

𝑖𝑛𝑣 (𝑆)| Outer loop DC voltage control transfer function with FSM.
𝐺𝐷𝐶
𝑜𝑙
𝑖𝑛𝑣 (𝑆)
𝐺𝐷𝐶

DC voltage control transfer function with FSM.

𝑖𝑛𝑣
(𝑆)
𝐺𝑖𝑑

d-axis current control transfer function.

𝑖𝑛𝑣
(𝑆)
𝐺𝑖𝑞

q-axis current control transfer function with FSM in the dq0-frame of
references.

𝐺𝑇𝑖𝑛𝑣 (𝑆)

Inverter local controller(LCInv) general transfer function with FSM.

𝐼𝑑∗

d-axis component of the measured AC current.

𝑟𝑒𝑓

𝐼𝑑

d-axis reference current for the active current controller.

𝐼𝑞∗

q-axis component of the measured AC current.

𝑟𝑒𝑓

𝐼𝑞

q-axis reference current for the reactive current controller.

𝑎𝑐
𝑎𝑐
𝑖𝑛𝑣 (𝑆).
𝐾𝑝7
, 𝐾𝑖7
Proportional and integral gains of 𝐺𝑎𝑐
𝐷𝐶
𝐷𝐶
𝑖𝑛𝑣 (𝑆)|
𝐾𝑝8
, 𝐾𝑖8
Proportional and integral gains of 𝐺𝐷𝐶
.
𝑜𝑙
𝐷𝐶
𝐷𝐶
𝑖𝑛𝑣 (𝑆).
𝐾𝑝9
, 𝐾𝑖9
Proportional and integral gains of 𝐺𝐷𝐶
𝑖𝑑
𝑖𝑛𝑣
𝑖𝑑
(𝑆).
𝐾𝑝10
, 𝐾𝑖10
Proportional and integral gains of 𝐺𝑖𝑑
𝑖𝑛𝑣
𝑖𝑞
𝑖𝑞
(𝑆).
Proportional and integral gains of 𝐺𝑖𝑞
𝐾𝑝11
, 𝐾𝑖11
𝑖𝑛𝑣 (𝑚) A function representing the summation of the sub-modes, which enable AC
𝑃𝑎𝑐

voltage control in 𝐺𝑇𝑖𝑛𝑣 (𝑆).
𝑖𝑛𝑣 (𝑚) A function representing the summation of the sub-modes, which enable DC
𝑃𝐷𝐶

voltage control in 𝐺𝑇𝑖𝑛𝑣 (𝑆).
𝑃𝑖𝑖𝑛𝑣 (𝑚) A function representing the summation of the sub-modes, which enable
𝑖𝑛𝑣
𝑖𝑛𝑣
(𝑆) and/or 𝐺𝑖𝑞
(𝑆) in 𝐺𝑇𝑖𝑛𝑣 (𝑆).
charging current control of 𝐺𝑖𝑑

SSRGrid

Solid state relay connecting the grid to the DC MG.

SSRInv

Inverter solid state relay.

𝑝ℎ
𝑉𝑟𝑒𝑓

AC bus reference RMS phase voltage.

∗
𝑉𝑝ℎ

AC bus measured RMS phase voltage.

FSM transition variables:
Bod

LCBi signal representing whether the battery is being over discharged or not.

ÇU

Signal triggering utility control.
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ĘP

Alarm signal representing whether the energy price is high or low.

Ɽinv

Solid state relay signal within the inverter zone.

ⱤGrid

Solid state relay signal within the PCC zone.

ⱤBi

Solid state relay signal within the bidirectional converter zone.

ⱤBo

Solid state relay signal within the boost converter zone.

SAC

AC agent signal reporting violations of AC bus operational limits.

SDC

DC agent signal reporting violations of DC bus operational limits.

SOC

Battery system state of charge signaled by the LCBi.

ts

Settling time of converters PI controllers.
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Load shedding:
𝐿𝑆𝐴𝐶 |1

First level of AC load shedding.

𝐿𝑆𝐴𝐶 |2

Second level of AC load shedding.

𝐿𝑆𝐷𝐶 |1

First level of DC load shedding.

𝐿𝑆𝐷𝐶 |2

Second level of DC load shedding.

𝐿𝑆𝑇 |1

First level of total load shedding.

𝐿𝑆𝑇 |2

Second level of total load shedding.

𝐿𝑆𝑇 |3

Third level of total load shedding.

𝐿𝑆𝑇 |4

Fourth level of total load shedding.

𝑃𝑏

Battery system available power.

𝑃𝑐ℎ

Battery system charging power.

𝐿𝑆 (𝑚) A function representing the summation of sub-modes, which trigger 𝐿𝑆 | ,
𝑃𝐷𝐶𝑛
𝐷𝐶 𝑛

where n = 1, 2, 3 and 4.
𝑃𝐷

Load demand power.

𝑃𝑚

Safety reserve to account for solar intermittency.

𝑃𝑝𝑣 |𝐿𝑠𝑡2

Solar system available power at the moment of executing 𝐿𝑆𝑇 |2 .

𝑃𝑝𝑣 |𝐿𝑠𝑡4

Solar system available peak power within an hour interval right before executing
𝐿𝑆𝑇 |4 .

𝑃𝑅𝑒𝑠 |𝐿𝑠𝑡1 Available DC MG resources at the moment of executing 𝐿𝑆𝑇 |1 .
𝐿𝑆 (𝑚) A function representing the summation of sub-modes, which trigger 𝐿𝑆 | , where
𝑃𝐷𝐶𝑛
𝐷𝐶 𝑛

n = 1, 2, 3 and 4.

3.2. Introduction
The notion of control is fundamental in Microgrids. MGs could be thought of as a smart
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platform that facilitates the integration, operation, and optimization of multiple resources and
loads, the MGs paradigm could provide economical, resilient, reliable, and/ or environmental
benefits depending on the objective function/s. In this context MG control is central.
IEEE P2030.7 categorizes the hierarchical levels of MGs control as:
•

Primary control: it is mainly based on local measurements on the device level and
its functionalities generally include islanding detection, power sharing,
active/reactive power control, voltage/frequency control, and fault protection.

•

Secondary control: mainly responsible for MG operation in grid-connected or
islanded mode.

•

Tertiary control: it is more of an energy management layer that sets long-term and
optimal set points depending on the requirements of the hosting grid.

3.3. Microgrid Control Techniques
DC MGs control could be realized via: (a) voltage-based droop control; and (b)
communication-based control. The later scheme requires communication means between the
various MG assets. In this scheme, MG control could be centralized (i.e. all MG assets are
communicating with a single central controller), or distributed.

3.3.1. Centralized Communication-based Control
Within centralized communication-based (CC) control scheme, sensors’ measurements
(e.g. current transformer (CT), potential transformer (PT), and/or switching pulses) are
exchanged with the DERs’ local controllers (LCs). LCs in turn send signals describing their
state and receive commands from the MG central controller (MGCC) in real time. The
MGCC processes these signals according to a predefined/adaptive logic and sends back
commands (i.e. set points and operational modes) to the LCs. Also, MGCC attempt to reach
optimal operation since it has real-time full observability and control over the MG assets. The
main drawback associated with CC control type is that the system’s reliability mainly relies
on that of the communication system utilized. Moreover, the MG system is exposed to a
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single-point failure (i.e. if the MGCC fails or cannot communicate with the MG’s sensors
and LCs), unless a contingency plan is in place.

3.3.2. Distributed Communication-based Control
In distributed communication-based control, sometimes referred to as communicationbased decentralized control in the literature [1], MG’s assets communicate with each other
directly to achieve the desired control objectives, which enhances scalability [2]. This method
is more immune to single-point failures. However, if a communication channel between two
assets failed or encountered delays, the time convergence to achieve optimal operation
increases and the MG might operate in a sub-optimal mode, which might harm its stability
[3]. In other words, assessment of optimal operating points in a non-ideal environment (e.g.
communication delays, sensors’ measurement errors) lead to increased complexity and
challenges of the analytical performance. Moreover, this control method requires high
processing power at each LC, which consequently increases the system cost.

3.3.3. Voltage Droop Control
Voltage droop control builds upon our knowledge of the legacy grid. It is also sometimes
referred to as the decentralized control [4]. In this control technique, the total load is shared
between the MG assets according to their sizes through a physical link (i.e. DC bus). Its
concept is based on adding a virtual resistance control loop to the converters’ voltage
regulator which allows for current sharing. In other words, droop control could be considered
as an outer loop connected on top of the converters’ inner loops for current/power sharing
purposes. The feedback signal used in droop control could be the converters’ output power
or a current signal with a droop coefficient, which is regarded as a virtual internal resistance
[5]. The main advantage of this control technique is that coordination strategies take place
solely by local controllers (LCs), which introduces simplicity of control and independence
on communication technology. Moreover, it allows for plug and play feature for additional
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Fig. 3.1. Examples of: a) decentralized droop control, b) centralized control, and c) distributed communicationbased control.

new integrated converters [6, 7]. However, droop methods inherently have performance
limitations (i.e. they cannot reach optimal operation) because each LC operates locally with
lack of information about the other LCs. Also, this method is exclusively based on the
interpretation of the common DC bus voltage. Therefore, the accuracy of the voltage/ current
sensors being used impact the effectiveness and reliability of this control technique and might
cause circulating current between connected converters due to inaccuracies in the set points
[8]. It is worth mentioning that the droop coefficients (i.e. virtual resistance) have a direct
impact on current/ power sharing accuracies and system stability. For example, as the droop
coefficients increase, the accuracy of the current sharing increases and a more damped system
could be achieved. However, voltage deviation increases as well, which is a tradeoff that
designers have to address [5]. Fig. 3.1 shows samples of the aforementioned control
techniques.

3.3.4. Research gaps
Previous research on microgrid control either focused on a particular case [9] or did not
consider all possible scenarios/modes of operation [10, 11, 12, 13, 14]. Moreover, it was
mostly focused on the stability aspects, i.e. finding controller parameters that would
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guarantee stable performance [15, 16, 17, 18]. Some researches were focused mainly on
decentralized communication-based control that requires high processing capabilities at each
local controller and includes considerable complexity of analytical performance [19, 20].
Other researchers tried to improve the droop control method by integrating it with a lowbandwidth communication decentralized control scheme, which solves some of the inherent
problems of the droop control successfully [21]. Their proposed controller achieves
autonomous operation but does not help reach near-optimal performance. It requires low but
constant communication bandwidth. Also, the work was introduced for two converters only;
however, as the number of converters increases the complexity increases. The work in [22]
proposed a novel approach to modify the conventional droop control (i.e. three level
autonomous control scheme based on different voltage levels). However, the work did not
discuss protection considerations regarding different voltage levels.
Communication-based control has received considerably less attention than droop control
in the literature since there has been a consensus that dependence on communication
networks would lead to compromised reliability. In addition, utilizing droop control for
microgrids seems more convenient since it builds upon our experiences with controlling the
main grid. With advances in communication technologies (e.g. the transition to 5G and
Internet of Things), it is envisioned that the smart grid of the future will consist of a myriad
of microgrids that continuously coordinate with each other and with the main grid. Therefore,
increased reliance on communication will become inevitable. Also, it was observed in
literature that event and state driven controls received minimal attention. In this chapter, a
novel hybrid state/event driven autonomous communication-based control framework for DC
microgrids will be developed. The proposed control architecture is hierarchical and heuristic,
such that the primary control layer is state driven; whereas, the secondary control layer is
event driven. This design aims at balancing between MG control performance and other
objectives, such as reducing processing load, communication load and overall system cost.
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A finite state machine (FSM) has been used to realize the proposed controller including the
event driven control. The developed control framework mainly aims at guaranteeing the
survivability/resiliency and reliability of the MG during all possible operational scenarios.

3.4. Proposed Microgrid Hybrid Communication-based Control
Framework
The flow of data and commands within the microgrid can be designed to be either “state
driven” or “event driven.” In state-driven control, also called time-driven control, the control
commands are determined based on the values of the system state variables, which must be
continuously communicated with the central controller. The state variable signals of the
system to be controlled (e.g. a microgrid converter voltage and current) are sampled at a
constant rate and then transmitted periodically. In contrast, event-driven controllers are
triggered by externally generated events, where clock/continuous measurements are not
dictating actions; rather, events trigger actions or operating modes. Event signals are only
transmitted when certain conditions change, which requires smaller communication
bandwidth compared to that of the state driven control. Event driven control is of importance
because of its better resource utilization. This is due to the fact that reducing the number of
control updates leads directly to a reduction in the number of bits (i.e. signals) to be
transmitted and thus to a lower average bus load and less computational processing.
Moreover, lower communication bus loads and computational processing also save energy
[23, 24]. However, it should be noted that event-driven control requires a deep understanding
of the system understudy to increase the readiness level and avoid unexpected events that
might lead to system debacle. Although the above discussion indicates that in smart grid
applications (e.g. microgrid) it may seem logical to study and implement event-driven
controllers, their implementation is scarce. One of the reasons that state driven control still
dominates may be due to the difficulty involved in developing a system theory that fits event-
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driven systems in which the continuous dynamics are profound [23]. Conventional state
driven controllers are designed with the main focus on the performance of the controlled
process. Event driven control may be suitable for certain applications to balance between
control performance and system efficiency.

3.4.1. DC Microgrid Understudy and the Hieratical Hybrid State/Event
Driven Control Framework
The topology of the DC microgrid under study in this paper is illustrated in Fig. 3.2-a. It
consists of the followings: a 4.5 kW photovoltaic (PV) system connected to the DC bus
through a DC/DC boost converter, a 1.4 kWh battery system integrated to the DC bus through
a bidirectional DC/DC charger, a bidirectional AC/DC smart inverter tying the DC MG to
the main grid. The voltage of the common DC bus in the MG is 300 V. It has a total load of
6 kW connected to the DC bus, and three-phase 2 kW connected to the AC bus. The values
of all the converter parameters can be found in the Appendix, Table A.I. Further details about
the design of this microgrid can be found in [25, 26]. Two designs were studied, to show the
impact of different designs on the control modes. In Design one (D1), a portion of the MG
loads is connected to the AC bus, and another portion is connected to the DC bus, as shown
in Fig. 3.2-a. In Design two (D2), the loads are all connected to the DC bus (these may include
DC loads directly connected, or inverter-interfaced AC loads). This will further be
demonstrated in sub-section 3.4.2.
We will adopt a hierarchical control architecture as shown in Fig. 3.2-b. In the primary
control layer, local controllers (LCs) of the various converters are state driven. Each LC
continuously monitors some state variables that are required to maintain its assigned mode
or operating point, as long as it has not received a new command from the secondary
controller (i.e. the MGCC). DC and AC agents act as islanding relays whose functionality is
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to detect any violation, e.g. grid frequency drop, according to standards [27, 28]. Other relays
within the MG protection system also report any fault to the MGCC.
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Fig. 3.2. MG: a) system understudy, b) event and state driven Communication based control hierarchy.
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In the secondary control layer, an MGCC communicates with the LCs, islanding agents
and protection relays. The operating modes are assigned to each LC by the MGCC. The
secondary control layer between the MGCC and the LCs, islanding agents and protection
relays is event driven, i.e. it does not require continuous communication with the LCs. The
devised heuristic logic within the MGCC was conceived such that it takes an instant action
only if a new event occurs. This reduces the overall communication bandwidth requirement.
According to [21], if the high bandwidth communication (HBC) sampling frequency is fs,
then the low bandwidth communication (LBC) sampling frequency is fs / N (i.e. the amount
of data on the communication network is reduced to 1 / N in LBC), where N is the number
of control periods. Based on this, in this paper, the communication bandwidth has been
further reduced between the MGCC and the LCs. During operation, no communication
happens unless an event occurs (i.e. an LC signal is sent to the MGCC only if a new event
occurs). In other words, according to [23] if the total sampling time during the control process
Ts = ∑𝑁𝑠−1
𝑇𝑁𝑠 , where Ns is the number of samples sent through the communication network
0
during the control process and 𝑇𝑁𝑠 is the sample time of one sample of Ns. Therefore,
assuming all samples have the same duration then in HBC Ts is higher than that in LBC.
However, in event driven control 𝑇𝑠 |𝑒 = ∑𝑚−1
𝑇𝑁𝑠 , where m is the number of events triggered
0
during the control process. Since events do not occur constantly then 𝑇𝑠 |𝑒 is considerably low
compared to Ts in HBC and LBC, as will be shown in section 3.5, which reduces the
communication bus load and the computational cycle. This paper introduces a framework for
communication-based microgrid control using finite state machine. Even though we chose to
deploy a heuristic technique, mathematical based techniques can be also used.
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3.4.2. Operational Modes and Transitions
The control scheme of the MGCC for the D1 configuration consists of a core layer, which
encompasses five modes: (1) grid-tied (energy saving) mode (M00) that is assumed to be the
initial mode; (2) islanding mode (M01); (3) emergency mode (M02); (4) utility mode (M03);
and (5) shutdown mode (M04), as shown in Fig. 3.3-a and 3.3-b. The MGCC has been
designed to trigger only one transition at a time. The MGCC stores the last signaled event
from the agents, relays, and LCs. The MGCC triggers a new transition based on the most
recent event and the stored events. All triggering signals (ÇU, SAC, SDC, Ɽinv, ⱤGrid, ⱤBi, ⱤBo,
SOC, ĘP, and Bod) are either one or zero, where “0” indicates normal operation and “1”
indicates the opposite. For example, when ⱤGrid is “1,” this means that the circuit breaker
(CB) is open at the PCC and the MG is islanded. When it is “0,” it indicates normal operation.

3.4.2.1. Core mode
Within this layer, transitions between the main modes take place. For instance, the initial
mode is M00, if a grid outage happens and SSRGrid reports it (ⱤGrid = 1), or the AC agent
signals AC voltage/frequency violation (SAC = 1), a transition to M10 will happen. However,
if the SSRInv reports a fault (ⱤInv =1), a transition to M20 will occur. In case the utility sends
a signal to take over the control of the MG (ÇU = 1), according to a predefined agreement,
and all the MG resources are available, a transition to M30 will occur. If all the resources are
not available at any given instant, a transition to M40 will happen. More transitions might
happen among the other modes within this layer, subject to the triggering events, which can
be observed in blue lines in Fig. 3.3-a. Each mode comprises some sub-modes that will be
discussed herein.
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Grid-tied/Energy saving mode

M00 is the initial mode of the entire FSM. The objective of heuristic logic implemented in
this mode is to maintain economic operation, by managing energy exchange with the main
grid. Transitions within M00 are triggered by ĘP, ⱤBi and SOC of the battery.
Starting from m00, the MGCC commands the LCInv to regulate the DC bus voltage, LCBo
to perform maximum power point tracking (MPPT) and LCBi to be neutral, i.e. current control
with Iref = 0. If the energy price signal becomes low (ĘP = 1), the MGCC checks the last status
of LCBi to confirm that the battery is not full (SOC = 1), and the SSRBi to assure no fault
operation (ⱤBi = 0), then a transition to m01 takes place. Within m01, the LCBi starts charging
the battery system with I1c, to exploit the advantage of low energy price, while the LCInv and
LCBo are still maintaining the same operation from m00. However, if the energy price signal
is high (ĘP = 0), the SSRBi last report states that there is no fault operation (ⱤBi = 0), and the
LCBi last signal reports that the battery has the capability to discharge (SOC = 0), a transition
to m02 happens. In order to increase the economic savings during m02, LCBi starts discharging
with I1c. The rest of transitions can be observed from Fig. 3.4.
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Fig. 3.3. Main layer control logic/state: a) flow chart, b) FSM.
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3.4.2.3. Islanding mode
M01 is either triggered when SSRGrid signals power outage (ⱤGrid = 1), or when the AC agent
reports voltage/frequency deviations beyond the permissible limits (SAC = 1). M01 contains
four sub-modes: (1) islanding (m10); (2) contingency (m11); (3) critical (m12); and (4) extreme
(m13). Starting from the initial sub-mode m10, shown in Fig. 3.5, the MGCC triggers the first
level of AC and DC load shedding, commands LCInv to maintain the AC bus voltage and
frequency, LCBo to operate as MPPT, and LCBi to fix the DC bus voltage. If the SSRBi detects
a fault where it is located, e.g. due to abnormal operation of the bidirectional converter or a
fault, and reports it (ⱤBi = 1), a transition to m13 will happen. Within m13, LCBo maintains the
DC bus voltage, and a maximum level of load shedding will be triggered, which means almost
~5-10% of the total load will be supplied. The type of load connected at this level of load
shedding should be tolerable to some voltage variations, due to photovoltaic generation
intermittency. If the DC or AC agents signal significant deviation during m13 (SDC = 1 or SAC
= 1), a transition to M04 will take a place to protect the loads as shown in Fig. 3.3-a. Another
example, starting from m10, if the LCBi signals battery depletion (SOC = 1), and LCBo was
still available, according to the last report received from the SSRBo (ⱤBo = 0), a transition to
m11 will occur. During this mode, a different level of load shedding will take place, such that
a portion of the solar energy available is used to charge the batteries with a maximum of half
I1c. The reason for charging the batteries is to maintain continuous operation of loads for as
long as possible. The rest of the energy is utilized to supply the remaining loads. The amount
of charging current, 0.5 I1c, was selected based on the amount of critical loads that needs to
be supplied in this mode. This happens while LCBo is MPPT controlled, and LCBi still
maintains the DC bus voltage. On the other hand, also starting from m10, if solar fluctuations
occur while LCBi is maintaining the DC bus voltage, the battery system might exceed I1c to
keep supplying the loads. If over discharging lasts for a time interval that is greater than the
settling time of the nested PI of the LCBi (Bod = 1), or the SSRBo signals the tripping of the
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boost convert (ⱤBO = 1), then a transition to m12 will take place. The reason behind
considering the settling time within the transition condition is to guarantee that the voltage
oscillations resulting from the LCBi do not falsely trigger a new sub-mode. Nevertheless,
more time could be added to this condition as a safety margin, to further assure that the
transition is not due to temporary solar fluctuations. The rest of the transitions could be
observed in Fig. 3.5.
There are four levels of load shedding within M01 and M02 modes. They are selected based
on the emergency loads, the available resources at the instant of load shedding, and a margin
of safety to account for solar intermittency. For instant, the first level:
𝐿𝑆𝑇 |1

=

𝑃𝐷 − (𝑃𝑅𝑒𝑠 |𝐿𝑠𝑡1 − 𝑃𝑚 )

(3-1)

𝐿𝑆𝑇 |1

=

𝐿𝑆 (𝑚)
𝑃𝐷𝐶1
∗ 𝐿𝑆𝐷𝐶 |1 + 𝑚10 ∗ 𝐿𝑆𝐴𝐶 |1

(3-2)

𝐿𝑆 (𝑚)
𝑃𝐷𝐶1
= ∑2𝑖=1 𝑚𝑖,0 = {

𝐿𝑆 (𝑚)
1 (∃𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝐷𝐶1
=1
𝐿𝑆 (𝑚)
0 (∀ 𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝐷𝐶1
=0

𝑃𝑅𝑒𝑠 |𝐿𝑠𝑡1 = 𝑃𝑏 + 𝑃𝑃𝑉 |𝐿𝑠𝑡1

(3-3)
(3-4)

Where 𝐿𝑆𝐷𝐶 |1 , 𝐿𝑆𝐴𝐶 |1 are based on predefined load priority. Pm is a factor that accounts
for the uncertainty of solar power during islanding. A good estimation for Pm can be achieved
if photovoltaic power production history at the MG location is available. The second level of
load shedding takes place when the batteries are depleted. A portion of the PV power is
utilized to charge the battery system. The second level of load shedding could be represented
as follows:
𝐿𝑆𝑇 |2 ≤ 𝑃𝐷 − (𝑃𝑝𝑣 |𝐿𝑠𝑡2 − 𝑃𝑐ℎ )
𝐿𝑆 (𝑚)
𝐿𝑆𝑇 |2 = 𝑃𝐷𝐶2
∗ 𝐿𝑆𝐷𝐶 |2 + 𝑚11 ∗ 𝐿𝑆𝐴𝐶 |2

𝐿𝑆 (𝑚)
𝑃𝐷𝐶2
= ∑2𝑖=1 𝑚𝑖,1 = {

𝐿𝑆 (𝑚)
1 (∃𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝐷𝐶2
=1
𝐿𝑆 (𝑚)
0 (∀ 𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝐷𝐶2
=0

(3-5)
(3-6)

(3-7)
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Where Pch equals the remaining power available after supplying the important loads. 𝐿𝑆𝑇 |2
depends on the priority of the remaining loads, and the time of the day, i.e. if it is close to
sunset, Pch will be high, so that the batteries can maintain supporting some of the loads after
sunset. The third level of load shedding occurs when the boost converter is tripped or it is
sunset. Load shed is executed such that the connected loads power is equal to the power that
the battery system can supply, therefore:
𝐿𝑆𝑇 |3 ≤ 𝑃𝐷 − 𝑃𝑏

(3-8)

𝐿𝑆 (𝑚)
𝐿𝑆𝑇 |3 = 𝑃𝐷𝐶3
∗ 𝐿𝑆𝐷𝐶 |3 + 𝑚12 ∗ 𝐿𝑆𝐴𝐶 |3

𝐿𝑆 (𝑚)
𝑃𝐷𝐶3
= ∑2𝑖=1 𝑚𝑖,2 = {

(3-9)

𝐿𝑆 (𝑚)
1 (∃𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝐷𝐶2
=1
(3-10)
𝐿𝑆 (𝑚)
0 (∀ 𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝐷𝐶2
=0

The last level of load shedding happens when the bidirectional converter is tripped and the
boost converter is still available. At this level of load shedding, it is preferable to keep only
a minimal portion of the load, which has the capability to handle a wide range of voltage
variations to mitigate power fluctuations due to solar intermittency.
𝐿𝑆𝑇 |4 ≤ ~10 − 20% 𝑜𝑓 𝑃𝑝𝑣 |𝐿𝑠𝑡4
𝐿𝑆 (𝑚)
𝐿𝑆𝑇 |4 = 𝑃𝐷𝐶4
∗ 𝐿𝑆𝐷𝐶 |4 + 𝑚13 ∗ 𝐿𝑆𝐴𝐶 |4

Energy Saving Mode [m00]
- LCInv fixes DC bus voltage
- LCBo is MPPT controlled
- LCBi is current controlled (Iref = 0)
[ĘP == 1 &&
SOC == 1 &&
ⱤBi == 1]

[SOC == 0 || ⱤBi == 1]

Charging Mode [m01]
- LCInv fixes DC bus voltage
- LCBo is MPPT controlled
- LCBi is current controlled
(Iref = maximum Ich )

[SOC == 1 ||
ⱤBi == 1]

Discharging Mode [m02]
- LCInv fixes DC bus voltage
- LCBo is MPPT controlled
- LCBi is current controlled
(Iref = maximum Idch )

[ĘP == 0 && SOC
== 0 && ⱤBi == 0]

Fig. 3.4. Control logic/state flow chart of. FSM of the grid-tied/energy saving mode

(3-11)
(3-12)
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𝑃𝐷𝐶4
= ∑2𝑖=1 𝑚𝑖,2 = {
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𝐿𝑆 (𝑚)
1 (∃𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝐷𝐶4
=1
𝐿𝑆 (𝑚)
0 (∀ 𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝐷𝐶4
=0

(3-13)

This logic has been prepared to have unidirectional downstream load shedding during M01
and M02 modes, i.e. no reconnection of loads happens unless normal operation is restored, to
preserve the safety of the loads.

3.4.2.4. Emergency mode
M20 represents complete isolation between the AC and DC buses. The objective of this
mode is to maintain a reliable supply of energy to the emergency loads connected to the DC
bus for as long as possible. M20 contains the following sub-modes: emergency (m20),
contingency (m21), critical (m22), and extreme (m23). M20 is similar to the islanding mode M10,
except for, it has only DC load shedding and a DC agent monitoring the DC bus, to report
any violations of the DC bus voltage beyond the acceptable limits to the MGCC. The
transition conditions can be observed from Fig. 3.6. Moreover, detailed Tables A.II, A.III,
A.IV and A.V in the Appendix, list all possible transitions in all modes.
Observing Figs. 3.2-a, 3.5 and 3.6, Tables A.IV and A.V in the Appendix, and the above
discussion, it can be concluded that within D2, the islanding mode will be canceled out and
replaced by the emergency mode to island the MG. Since in D2, all the MG loads are located
within the DC MG and connected to the DC bus, then the AC and DC sides will be completely
isolated, in case SSRInv signals its circuit breaker to open due to a fault. Therefore, the
islanding mode will not be required.
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Islanding Mode [m10]
- LCInv fixes AC voltage & frequency
- LCBo is MPPT controlled
- LCBi fixes DC bus voltage
- Trigger LS|T1

[SOC == 1 && ⱤBo == 0]

[ⱤBi == 1]
Downstream
load shedding

[(ⱤBo == 1 && ⱤBi == 0)
|| (Bod == 1
&& after (ts))]

[ⱤBi == 1]

Contingency Mode [m11]
- LCBo is MPPT controlled
- LCBi charging current = Pch / VDC,
while maintaining DC bus voltage
- Trigger LS|T2
[(ⱤBo == 1 && ⱤBi == 0) ||
((SDC == 1 || SAC == 1) &&
after (ts))]

Critical Mode [m12]
- LCInv fixes AC voltage & frequency
- LCBi fixes DC bus voltage
- Trigger LS|T3

[(ⱤBo == 0 && ⱤBi == 1)
|| SOC == 1]

Extreme Mode [m13]
- LCInv fixes AC voltage & frequency
- LCBo fixes DC bus voltage
- Trigger LS|T4

Fig. 3.5. Control logic/state flow chart of FSM of the islanding mode.

[ⱤBi == 0]

Emergency Mode [m20]
- LCBo is MPPT controlled
- LCBi fixes DC bus voltage
- Trigger LS|DC1

[SOC == 1 && ⱤBo == 0]

[ⱤBi == 1]
Downstream
load shedding

[(ⱤBo == 0 && ⱤBi == 1) || (Bod
== 1 && after (ts))]

[ⱤBi == 1]

Contingency Mode [m21]
- LCBo is MPPT controlled
- LCBi charging current = Pch / VDC,
while maintaining DC bus voltage
- Trigger LS|DC2
[(ⱤBo == 1 && ⱤBi == 0) ||
(SDC == 1 && after (ts))]

Critical Mode [m22]
- LCBi fixes DC bus voltage
- Trigger LS|DC3
[(ⱤBo == 0 && ⱤBi == 1) ||
SOC == 1]

Extreme Mode [m23]
- LCBo fixes DC bus voltage
- Trigger LS|DC4

Fig. 3.6. Control logic/state flow chart of FSM of the emergency Mode
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3.4.2.5. Utility and shutdown modes
The goal of the utility mode M03, is for the utility to take control over the MG, e.g. to
virtually aggregate multiple MGs on a feeder, or enhance the voltage level (of the distribution
feeder) by asking microgrids to inject reactive power. As for the shutdown mode M04, its
objective is to guarantee a shutdown in case all resources were disconnected or became
unavailable at any given moment. Moreover, if the permissible limits of AC or DC voltage
and/or frequency are violated during m13 or m23, a transition to M04 happens, in order not to
jeopardize the safety of the loads.

3.4.3. Finite State Machine Analysis
The design of the control scheme for the microgrid can be conceptualized in terms of a
finite state machine (FSM). FSM is a mathematical model used to develop a logical process.
It can be thought of as a machine with a finite number of operational conditions called states.
The machine can only be in one state at a time and can transition to another state based on
single or multiple events. Therefore, designing the control logic is a matter of defining the
states and deciding on the events which cause the states to transition from the current state to
the next. In our case, the machine and states are the MG and modes, respectively.
In this section, correlations between the event-driven modes in the secondary layer and the
conventional LCs PI time-driven control in the primary control layer will be developed using
FSM. The FSM mathematical models for the DC MG primary and secondary control layers,
including the state variables and events will be derived. For the DC MG shown in Fig. 3.2-a,
each LC is maintaining its local mode, i.e. neutral, voltage or current control mode, by
monitoring and controlling the state variables of its converter, e.g., the input and output
currents. The local mode of each LC is being triggered by a command signal from the MGCC,
based on triggering event/s, and the predefined logic (i.e. control scheme) implemented in
the MGCC. Tables I and II show the state variables and events for the DC MG.
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The FSM for the DC MG control could be represented by the following variables (∑, M, m00,
δ), where:
•

∑: is a finite set of inputs to the MGCC, which are the events in Table. II.

•

M: is a finite, non-empty set of modes, M comprises all mode sets:
-

M00 (Grid-tied/Energy saving l mode) = {m00, m01, m02}, such that ∀m0j (m0j∈
M00 → m0j ∈ M) where j = 0, 1, 2.

-

M10 (Islanding mode) = {m10, m11, m12, m13}, such that ∀m1j (m1j∈ M10 → m1j
∈ M) where j = 0, 1, 2, 3.

-

M20 (Emergency mode) = {m20, m21, m22, m23}, such that ∀m2j (m2j∈ M20 → m2j
∈ M) where j = 0, 1, 2, 3.

-

M30 (Utility mode) = {m30}, such that m30 ∈ M.

-

M40 (Shutdown mode) = {m40}, such that m40 ∈ M.

Therefore M = {M00, M01, M02, M03, M04}, which was explained in sub-section 3.4.2.
TABLE I
STATE VARIABLES OF THE LCs
Local controller

Mode

DC/DC boost converter

MPPT
Voltage control

DC/DC bidirectional
converter
AC/DC inverter

Current control
Voltage control
Current/Voltage control

State variables
Vpv
Ipv
𝑏𝑜
𝑉𝑜𝑢𝑡
𝑏𝑖
𝐼𝑖𝑛
𝑏𝑖
𝐼𝑜𝑢𝑡
𝑏𝑖
𝑉𝑜𝑢𝑡
va, vb, vc
ia, ib, ic

TABLE II
EVENTS AND COMMANDS COMMUNICATED WITH THE MGCC
Agent/LC/ SSR
Event
Triggering variable
Bidirectional converter
AC Agent
DC Agent
Inverter SSR
Boost SSR
Bidirectional SSR
Grid SSR
Utility
MGCC

Battery depleted
Over discharge
AC voltage/Frequency deviations
DC voltage deviations
Inverter is tripped
Boost converter is tripped
Bidirectional converter is tripped
Blackout
High/Low energy price
DC load shedding command
AC load shedding command

SOC
Bod
va, vb, vc, f
VDC
Ɽinv
ⱤBo
ⱤBi
ⱤGrid
ĘP
Dependent on the present
mode

TABLE I
STATE VARIABLES OF THE LCs
Local controller

Mode

State variables
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•

m00: is the initial mode of the state machine, m00 ∈ M.

•

δ: is the mode transition function, δ: M × ∑ → M, it is described in details in the
Appendix.

The FSM implementation between the LCs and the MGCC, will be described for each LC
as follows:

3.4.3.1. DC/DC bidirectional Converter local controller
The bidirectional converter local controller (LCBi) can operate in a neutral, voltage, or
current control mode. For current control mode, two PI controllers were implemented to
achieve a desired current reference, for the charging and discharging modes as shown in Fig.
3.7(b). As for the voltage control, a nested PI was implemented as shown in Fig. 3.7(a). The
values of Kp and Ki for both controllers are shown in the Appendix, Table A.VI. The transfer
function for the LCBi, using the FSM could be derived as follows:
The transfer function for the charging current control is:
𝑟𝑒𝑓

𝑖
∗
𝐺𝑐ℎ (𝑆) = 𝐾𝑝1
(𝐼𝑐ℎ − 𝐼𝑐ℎ
)+

𝑖
𝐾𝑖1

𝑠

𝑟𝑒𝑓

∗
(𝐼𝑐ℎ − 𝐼𝑐ℎ
)

(3-14)

The transfer function for the discharging current control is:
𝑟𝑒𝑓

𝑖
∗
𝐺𝑑𝑐ℎ (𝑆) = 𝐾𝑝2
(𝐼𝑑𝑐ℎ − 𝐼𝑑𝑐ℎ
)+

𝑖
𝐾𝑖2

𝑠

𝑟𝑒𝑓

∗
(𝐼𝑑𝑐ℎ − 𝐼𝑑𝑐ℎ
)

(3-15)

The transfer function of the outer loop for voltage control is:
𝑟𝑒𝑓

𝑣
∗
𝐺𝑣𝑏𝑖 (𝑆)|𝑜𝑙 = 𝐾𝑝3
(𝑉𝐷𝐶 − 𝑉𝐷𝐶
)+

𝑣
𝐾𝑖3

𝑠

𝑟𝑒𝑓

∗
(𝑉𝐷𝐶 − 𝑉𝐷𝐶
)

(3-16)

In the nested PI controller, the outer loop yields the reference for the inner loop.
Therefore, by substituting (3-16) in (3-14) and (3-15), the nested PI controller transfer
function, for maintaining the DC bus voltage will be:
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𝒓𝒆𝒇
𝑫𝑪

∗
𝑫𝑪
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න⬚

𝑲𝒗𝒊𝟒

𝑰𝑪𝒉𝒂𝒓𝒈𝒆

(a)

𝑲𝒗𝒑𝟑
Zero

𝑲𝒗𝒑𝟓
𝑲𝒗𝒊𝟑

Switching

න⬚

signal for IGBT

𝑰𝑫𝒊𝒔

𝑲𝒗𝒊𝟓

𝒉𝒂𝒓𝒈𝒆

න⬚

𝑲𝒊𝒑𝟏

𝑰∗𝒉

𝑲𝒊𝒊𝟏

5 KHz

(b)

න⬚

𝑰𝒓𝒆𝒇
Zero

𝑲𝒊𝒑𝟐

Switching
signal for IGBT

𝑰∗

𝑲𝒊𝒊𝟐

𝒉

න⬚
5 KHz

Fig. 3.7. Bidirectional converter local controller: a) voltage control mode, b) current control mode.
Fig. 7. Bidirectional converter local controller: a) voltage control mode, b) current control mode.

𝑃𝑣𝑏𝑖 (𝑚) ∗ (

∗ )
𝑣 (𝐺 (𝑆)
𝐾𝑝4
− 𝐼𝑐ℎ
+
𝑣
𝑣
𝐾𝑖4

𝑠

𝐺𝑣𝑏𝑖 (𝑆)

∗ )
(𝐺𝑣 (𝑆) − 𝐼𝑐ℎ

) 𝑉𝐷𝐶 > 𝑉𝑟𝑒𝑓

=

(3-17)

{

𝑃𝑣𝑏𝑖 (𝑚)

∗ (

𝑣 (𝐺 (𝑆)
∗ )
𝐾𝑝5
− 𝐼𝑑𝑐ℎ
+
𝑣
𝑣
𝐾𝑖5

𝑠

∗ )
(𝐺𝑣 (𝑆) − 𝐼𝑑𝑐ℎ

) 𝑉𝐷𝐶 < 𝑉𝑟𝑒𝑓

From Figs. 3.5 and 3.6:

𝑃𝑣𝑏𝑖 (𝑚)

=

∑2𝑗=0 ∑2𝑖=1 𝑚𝑖,𝑗

1 (∃𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝑣𝑏𝑖 (𝑚) = 1
={
0 (∀ 𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝑣𝑏𝑖 (𝑚) = 0

(3-18)

And from (3-14) and (3-15), the PI transfer function for charging/discharging the batteries
through the bidirectional converter is:
𝑏𝑖
𝑖
∗
(𝑚) ∗ (𝐾𝑝1
𝑃𝑖1
(𝐼𝑟𝑒𝑓 − 𝐼𝑐ℎ
)+

𝑖
𝐾𝑖1

𝑠

∗
(𝐼𝑟𝑒𝑓 − 𝐼𝑐ℎ
) ) 𝐼𝑟𝑒𝑓 > 0

𝐺𝑖𝑏𝑖 (𝑆) =

(3-19)

{

𝑏𝑖
𝑖
∗
(𝑚) ∗ (𝐾𝑝2
𝑃𝑖2
(𝐼𝑟𝑒𝑓 − 𝐼𝑑𝑐ℎ
)+

𝑖
𝐾𝑖2

𝑠

∗
(𝐼𝑟𝑒𝑓 − 𝐼𝑑𝑐ℎ
)) 𝐼𝑟𝑒𝑓 ≤ 0

Where a single current reference is used. Depending on the sign of the reference current,
the LCBi switches between charging and discharging modes. From Fig. 3.4:

𝑏𝑖
(𝑚)
𝑃𝑖1

= 𝑚01 = {

𝑏𝑖
(𝑚) = 1
1 (∃𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝑖1
𝑏𝑖
(𝑚) = 0
0 (∀𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝑖1

(3-20)
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(b)

(a)
𝒗
𝑲𝒑𝟔

𝑰𝑷
∗
𝑫𝑪

𝑲𝒗𝒊𝟔

MPPT
Perturb and Observe

𝑷

න−
Switching

Switching

signal for IGBT

signal for IGBT

5 KHz

5 KHz

Fig. 3.8. Boost converter local controller: a) voltage control mode, b) MPPT control mode
𝑏𝑖
(𝑚) = ∑1𝑖=0 𝑚0,2𝑖 = {
𝑃𝑖2

𝑏𝑖
(𝑚) = 1
1 (∃𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝑖2
𝑏𝑖
(𝑚) = 0
0 (∀ 𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝑖2

(3-21)

Therefore, from (3-17) and (3-19), the complete transfer function with FSM of the
bidirectional local control is:
𝐺𝑇𝑏𝑖 (𝑠) = 𝐺𝑣𝑏𝑖 (𝑠) + 𝐺𝑖𝑏𝑖 (𝑠)

(3-22)

It can be noticed from (3-14) through (3-22), that the state variables of the LCBi to maintain
its various modes are the input/output currents and the output voltage of the bidirectional
converter. Moreover, it can be seen that the set of event-driven modes, {m20, m22, m10, m12,
m21, m11, m01, m02} ⊆ M, commanded by the MGCC will have a direct impact on the
operation of the LCBi.

3.4.3.2. Boost converter local controller
The boost converter local controller (LCBo) could function either as MPPT or voltage
regulator, as shown in Fig. 3.8. The values for Kp and Ki are shown in the Appendix, Table
A.VI. The transfer function for the LCBo can be derived similarly as was shown above:
𝑟𝑒𝑓

𝑣
∗
𝐺𝑣𝑏𝑜 (𝑆) = 𝐾𝑝6
(𝑉𝐷𝐶 − 𝑉𝐷𝐶
)+

𝑣
𝐾𝑖6

𝑟𝑒𝑓

∗
(𝑉𝐷𝐶 − 𝑉𝐷𝐶
)

(3-23)

𝐺𝑇𝑏𝑜 (𝑆) = 𝑃𝑖𝑏𝑜 (𝑚)*𝑀𝑃𝑃𝑇(𝑆) + 𝑃𝑣𝑏𝑜 (𝑚) ∗ 𝐺𝑣𝑏𝑜 (𝑆)

(3-24)

𝑠

From Figs. 3.4, 3.5 and 3.6:

𝑃𝑖𝑏𝑜 (𝑚) = ∑2𝑗=0 ∑2𝑖=0 𝑚𝑖,𝑗 = {

1 (∃𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝑖𝑏𝑜 (𝑚) = 1
0 (∀ 𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝑖𝑏𝑜 (𝑚) = 0

(3-25)
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1 (∃𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝑣𝑏𝑜 (𝑚) = 1
0 (∀ 𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝑣𝑏𝑜 (𝑚) = 0

(3-26)

For the LCBo, the state variables are the voltage and current of the solar panel, and the
output voltage of the boost converter as shown in Table I. The modes that trigger the MPPT
are {m00, m01, m02, m10, m11, m12, m20, m21, m22} ⊆ M, and those that trigger voltage control
are {m13, m23} ⊆ M.

3.4.3.3. Inverter local controller
The inverter local controller (LCInv) is considered the primary responsible when it comes
to maintaining the DC bus voltage, as shown in Fig. 3.9. vabc is measured from the utility grid
side to acquire the voltage, phase and frequency using a phase locked loop (PLL) to enable
synchronization with the main grid. The inverter output currents in the abc frame of
references are converted to dq0 frame of references, and regulated through PI controllers.
Then, the reference dq voltages, after decoupling, are used to generate the modulation signals.
𝑟𝑒𝑓

∗
Id is regulated through another PI, which has an input of (𝑉𝐷𝐶 - 𝑉𝐷𝐶
), to maintain DC bus

voltage. If a grid outage occurs, the microgrid islands itself, and the LC Inv receives a signal
from the MGCC to maintain the AC bus voltage and frequency, as long as the inverter is still
connected to the DC bus (i.e. not tripped). In this mode, the LC Inv compares the RMS value
of the phase voltage of the AC load with an arbitrary 120 V, 60 Hz sine wave reference signal
through a PI controller to create the modulation signal. This modulation signal is then
compared with a saw-tooth signal, to generate the pulses for the IGBTs of the inverter.
𝑟𝑒𝑓

Moreover, The LCInv could operate in a current control mode, if an 𝐼𝐷 replaces the outer
voltage PI loop, as shown in Fig. 3.9. LCInv may operate with current control in case the utility
takes control over the MG. The values of Kp and Ki for the LCInv various modes, are shown
in the Appendix, Table A.VI.
The transfer function for the inverter AC voltage controller with FSM will be as follows:
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𝑝ℎ

∗
𝑎𝑐
𝐾𝑝7
(𝑉𝑟𝑒𝑓 − 𝑉𝑝ℎ
)

𝑖𝑛𝑣 (𝑆)
𝑖𝑛𝑣 (𝑚)
𝐺𝑎𝑐
= 𝑃𝑎𝑐
∗ ( 𝐾𝑎𝑐 𝑝ℎ
)
∗
+ 𝑠𝑖7 (𝑉𝑟𝑒𝑓 − 𝑉𝑝ℎ
)

(3-27)

From Fig. 3.5:
𝑖𝑛𝑣 (𝑚)
𝑃𝑎𝑐
= ∑3𝑗=0 𝑚1,𝑗 = {

𝑖𝑛𝑣 (𝑚)
1 (∃𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝑎𝑐
=1
𝑖𝑛𝑣 (𝑚)
0 (∀ 𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝑎𝑐
=0

(3-28)

The transfer function for the Inverter DC voltage controller, the outer loop, will be as
follows:
𝑟𝑒𝑓

𝑖𝑛𝑣 (𝑆)|
𝐷𝐶
∗
𝐺𝐷𝐶
= 𝐾𝑝8
(𝑉𝐷𝐶 − 𝑉𝐷𝐶
) +
𝑜𝑙

𝐷𝐶
𝐾𝑖8

𝑠

𝑟𝑒𝑓

∗
(𝑉𝐷𝐶 − 𝑉𝐷𝐶
)

(3-29)

The nested PI controller transfer function, for maintaining the DC bus voltage with FSM
will be:

𝑖𝑛𝑣 (𝑆)
𝐺𝐷𝐶

=

𝑖𝑛𝑣 (𝑚)
𝑃𝐷𝐶

=

∑2𝑗=0 𝑚0,𝑗

𝐷𝐶
𝑖𝑛𝑣 (𝑆)|
𝐾𝑝9
(𝐺𝐷𝐶
− 𝐼𝑑∗ )
𝑜𝑙

∗(
)
𝐷𝐶
𝑖𝑛𝑣 (𝑆)|
∗
+𝐾𝑖9
(𝐺𝐷𝐶
−
𝐼
)
𝑑
𝑜𝑙

(3-30)

From Fig. 3.4:

𝑖𝑛𝑣 (𝑚)
𝑃𝐷𝐶

𝑖𝑛𝑣 (𝑚)
1 (∃𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝐷𝐶
=1
={
𝑖𝑛𝑣 (𝑚)
0 (∀ 𝑚𝑖,𝑗 ∈ 𝑀)𝑃𝐷𝐶
=0

(3-31)

Also, the transfer function for the inverter current controller, active and reactive current
control, will be as follows:
𝑟𝑒𝑓

𝑖𝑛𝑣
𝑖𝑑
(𝑆) = 𝑃𝑖𝑖𝑛𝑣 (𝑚) ∗ (𝐾𝑝10
𝐺𝑖𝑑
(𝐼𝑑

𝑟𝑒𝑓

𝑖𝑞
𝑖𝑛𝑣
(𝑆) = 𝑃𝑖𝑖𝑛𝑣 (𝑚) ∗ (𝐾𝑝11
𝐺𝑖𝑞
(𝐼𝑞

− 𝐼𝑑∗ ) +

− 𝐼𝑞∗ ) +

𝑖𝑑
𝐾𝑖10

𝑠

𝑖𝑞

𝐾𝑖11
𝑠

𝑟𝑒𝑓

− 𝐼𝑑∗ ) )

(3-32)

𝑟𝑒𝑓

− 𝐼𝑞∗ ))

(3-33)

(𝐼𝑑

(𝐼𝑞

Since it takes place during utility mode M03, then:
𝑃𝑖𝑖𝑛𝑣 (m) = m30 = {

1 (∃mi,j ∈ M)m30 = 1
0 (∀mi,j ∈ M)m30 = 0

(3-34)
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Fig. 3.9. Inverter local controller to maintain the DC bus voltage.

The complete transfer function with FSM for the inverter controller is:
𝑖𝑛𝑣
𝑖𝑛𝑣
𝑖𝑛𝑣 (𝑆)+𝐺 𝑖𝑛𝑣 (𝑆)
(𝑆) + 𝐺𝑖𝑞
(𝑆)
𝐺𝑇𝑖𝑛𝑣 (𝑆) = 𝐺𝑎𝑐
+ 𝐺𝑖𝑑
𝐷𝐶

(3-35)

The inverter state variables are the three-phase voltages of the grid, the three-phase output
currents of the inverter, the phase and the frequency of the grid and the DC bus voltage. DC
or AC voltage control for the LCInv will be activated in modes: {m00, m01, m02, m10, m11, m12,
m13} ⊆ M, while current control may only be activated in the utility mode, m30 ∈ M.
If the microgrid configuration is D2, all P(m) functions will be altered, such that, the
islanding layer M10 and its modes would be removed {m10, m11, m12, m13}. The reason is that
the emergency and islanding modes will be the same in D1, as explained in sub-section 3.4.2.

3.4.4. Cases Studies, Results, and Discussion
The proposed communication-based controller has been verified through various case
studies. Selected cases, involving a series of transitions between modes/sub-modes, will be
presented and discussed. Each case is presented by a set of four subplots. Each subplot has
five segments, each segment reflects a new event or a set of events taking place. Subplot (a)
of each figure presents DC currents for the inverter, boost converter, bidirectional converter,
and DC load. Subplots (b), (c) and (d), depict the DC bus voltage, three phase AC currents
from the inverter to the grid, and three phase AC voltages, respectively. All cases start with
the assumed initial mode M00, where LCInv is maintaining the DC bus voltage, LCBo operates
as MPPT and LCBi is in a neutral state. A sampling frequency of 60 kHz was used (i.e. 𝑇𝑁𝑠 =
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𝑠𝑒𝑐). It will be noticed that a maximum of six events occurred in one of the following

cases during 3.5 seconds time interval. During each event, only one to three LCs are
communicating with the MGCC, depending on the type of event. Therefore, during operation:
6

𝑇𝑠 |𝑒 = 60,000 * No. of the LCs communicating with the MGGC, which is considerably low
compared to Ts in HBC and LBC that require constant communication signaling (i.e. constant
back and forth communication) between all the LCs and the MGCC. This reduces the
communication load and computational cycles significantly and consequently save energy.

3.4.4.1. Case I
This case demonstrates the control of the MGCC for D1 configuration of the DC MG in
case of islanding. It shows the impact of solar intermittency on the transition between modes
of operations, among other events.
Segment (1) displays the transition from m00 to m10, due to a blackout being signaled by
SSRGrid (ⱤGrid = 1). The first level of load shedding is triggered by the MGCC, reducing the
AC and DC load currents as shown in Figs. 3.10(a) and 3.10(c), governed by (1). In addition,
it can be observed that the inverter DC and AC currents changed their direction, (i.e. the grid
was supplying the loads before the blackout). The inverter DC current becomes negative,
also, the AC current magnitude decreases (i.e. load shedding was executed) as shown in Figs.
3.10(a) and 3.10(c), i.e. sending current/power to the AC loads instead of the grid. During
m10, the MGCC commands the inverter LC to maintain 120 V RMS AC bus voltage at 60
Hz, LCBi to maintain the DC bus voltage to 300 V, and LCBo to maintain operation with
MPPT control, as derived in (3-22), (3-24) and (3-35). It can be noticed from Fig. 3.10(d)
that the AC voltage started to be slightly distorted with ripples, due to the absence of the main
grid.
During segment (2), the solar intermittency caused the batteries to over discharge beyond
5 A (i.e. I1c). The over discharging lasted for a time interval that is greater than the settling
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time of the nested PI of the LCBi (200 msec.). Consequently, Bod becomes one, signaled by
LCBi, which triggers the transition to the critical sub-mode m12. Within m12, another level of
AC and DC load shedding is introduced, which can be seen from the AC and DC load currents
in Figs. 3.10(a) and 3.10(c), respectively, governed by (3-5). The LCs maintain the same
duties in m12 as in m10.
During segments (3) and (4), the mode of operation is m12. The boost converter is tripped
in segment (3) and reconnected during segment (4). The LCBi reacted to maintain the DC bus
voltage, i.e. discharged when the boost converter was tripped, and charged when it was
reconnected. Throughout segments (3) and (4), the loads were not affected because during
this mode, the load shedding is governed by (3-3), which is only a function of the battery
power as discussed in sub-section 3.4.3.
Segment (5) represents the tripping of the bidirectional converter, triggering the extreme
mode m13. This leads to the maximum load shedding, while the LCBo switches to voltage
control, as derived in (3-24). It can be observed from Figs. 3.10(b) and 3.10(d) that the DC
and AC bus voltages during all events were maintained within acceptable limits when using
the proposed FSM logic to maneuver various critical scenarios.

3.4.4.2. Case II
Case II shows the operation of the MGCC for D2 during emergency mode M20, showing
the battery depletion impact on the performance of the MGCC, among other events.
Segment (1) represents a transition from m00 to m20 due to a power outage from the grid
side, signaled by SSRInv (ⱤInv = 1). The AC currents and voltages dropped to zero as shown
in Figs. 3.11(c) and 3.11(d) respectively. Since all loads are connected to the DC bus in this
configuration, the MG will be islanded utilizing the emergency mode instead of the islanding
mode as discussed earlier. During m20, the MGCC triggers the first level of DC load shedding,
which can be observed from the DC load current in Fig. 3.11(a) and governed by (3-1) and
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(3-2). LCBi is commanded to maintain the DC bus voltage to 300 V and LCBo to maintain
MPPT, which can be expressed by (3-22) and (3-24).
During segment (2), LCBi signals battery system depletion (SOC = 1); and since the SSRBo
did not report any fault within the boost converter zone of protection (ⱤBo = 0), a transition
from m20 to m21 occurs. In m21, the MGCC triggers 𝐿𝑆𝐷𝐶 |2 such that the battery system
charges with 50% of I1c (~2-3 A), while LCBi is still controlling the voltage, and LCBo
operates with MPPT.
At segment (3), the SSRBo signals the boost converter tripping (ⱤBo = 1). The MGCC
confirms that the bidirectional converter is not tripped, since the SSRBi did not report any
fault operation (ⱤBi = 0), leading to a transition from m21 to m22. The MGCC trigger 𝐿𝑆𝐷𝐶 |3
in m22, which can be seen in Fig. 3.11(a), where the load current reduces to be exactly equal
to the bidirectional converter output current I1c. The LCBi keeps carrying out the same task in
m22 as in m12 maintaining the DC bus voltage.
During segment (4), a reconnection for the boost converter was established. The battery
receives the extra current/power as shown in Fig. 3.11(a). No load is allowed to reconnect
during segment (4) to avoid excessive load shedding and reconnection to preserve load safety.
Finally, segment (5) represents tripping of the bidirectional converter (ⱤBi = 1), leading to
transition to m24. The MGCC executes the maximum DC load shedding 𝐿𝑆𝐷𝐶 |4, while LCBo
switches to voltage control, as derived in (24). Moreover, it can be noticed from Fig. 3.11(a)
that the DC load current dropped to 20% of 𝑃𝑝𝑣 |𝐿𝑠𝑡4 , and became exactly equal to the boost
converter output current. Fig. 3.11(b) shows that the DC bus voltage was maintained to 300
V during all modes.
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. MGCC for D1, during islanding mode.
Fig. 3.11. Case I shows the operation of the

Fig. 3.10. Case II shows the operation of the MGCC for D2, during emergency mode.
Fig. 11. Case II shows the operation of the MGCC for D2, during emergency mode.

73

3. Control and Management Strategies of Microgrids

74

3.4.4.3. Case III
Case III illustrates the operation of the MGCC in D1, during the grid-tied/energy saving
mode M00.
During segment (1), a signal is sent by the utility to the MGCC, informing it that the energy
price is low (ĘP = 1). The MGCC checks the last SOC of the battery system through the latest
signal received from the LCBi confirming it is not full (SOC = 1), and the last status of SSRBi
assuring normal operation (ⱤBi = 0), which leads the MGCC to trigger the m01 sub-mode.
Within m01, each converter LC maintains the same task, except for LCBi, which initiates
maximum charging (Iref = I1c), using current control as derived in (3-19). It can be noticed
during segment (1) in Fig. 3.12(a) that the bidirectional converter current becomes -5 A, i.e.
charging with Iref = 5 A; therefore, the inverter DC current increases to 5 amps to maintain
the DC bus voltage to 300 V as shown in Fig. 3.12(b). Moreover, the AC current increases
as well from the grid to the DC MG through the inverter, and becomes 180o phase shifted
from the voltage as shown in Fig. 3.12(d).
For the period of segment (2), LCBi signals that the battery system is fully charged (SOC =
0), then m00 is retained by the MGCC. The bidirectional converter output current drops to
zero and that of the inverter as well, maintaining the DC bus voltage as shown in Figs. 3.12(a)
and 3.12(b), since the DC MG can self-sustain its DC loads at that instant.
Throughout segment (3), the mode of operation is m00, solar fluctuations (e.g. a passing
cloud) caused the boost converter output current to decrease gradually. The inverter DC/AC
currents increase in order to maintain the DC bus voltage, which can be noticed in Figs.
3.12(a), 3.12(b) and 3.12(c), respectively.
During segment (4), the solar irradiance goes back to the same value as in segment (1) and
the boost converter output current as well, which can be shown in Fig. 3.12(a). The inverter
DC/AC current drops to almost zero, maintaining the DC bus voltage, as shown in Figs.
3.12(b) and 3.12(c), respectively. During the last segment, the utility signals high-energy
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price to the MGCC (ĘP = 0). The MGCC confirms the availability of the bidirectional
converter (ⱤBi = 0), a transition from m00 to m02 takes place. Through m02, LCBi switches to
discharge, governed by (19), and starts the rated discharging current (Id = I1c) with 5 A. The
inverter DC current drops to -5 A to maintain the DC bus voltage to 300 V, i.e. sending 5 A
to the grid, and the AC current/voltage become in phase, as shown in Figs. 3.12(a), 3.12(b)
and 3.12(d), respectively.

3.4.4.4. Case IV
Case IV represents a transition between grid-tied and islanding modes, followed by a
transition to the emergency mode and its sub-modes. In segment (1), a power outage happens
(ⱤGrid = 1), triggering a transition from m00 to m10, same as the earlier cases.
During segment (2), the LCBi signals that the battery system is depleted (SOC = 1), and
since the last status of the SSRBo was no fault (ⱤBo = 0), a transition from m10 to m11 takes
place. Similar to segment (2) in case II, the second level of load shedding is triggered by the
MGCC, except that 𝐿𝑆𝑇 |2 is executed instead of only 𝐿𝑆𝐷𝐶 |2. The load shedding takes place
such that the battery system charges with 50% of I1c (~2-3 A). In m11, LCBi regulates the DC
bus voltage, LCInv maintains the AC bus voltage and frequency, and LCBo operates with
MPPT. The bidirectional current becomes negative, receiving the extra current to maintain
the DC bus voltage as shown in Fig. 3.13(a). The DC and AC load currents decreased due to
load shedding execution as seen in Figs. 3.13(a) and 3.13(c). At the time 2 s, between
segments (2) and (3), the SSRInv senses a fault and signals (ⱤInv = 1), isolating the AC loads
and the inverter from the DC MG. This leads to a transition from m11 to m20. The DC load
stays the same, i.e. no reconnection, as can be seen in Fig. 3.13(a). The AC current dropped
to zero, as shown in Fig. 3.13(c). Moreover, the DC current from the inverter to the AC load
dropped to zero. The excess current is utilized for charging the battery system, since the
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bidirectional converter is regulating the DC bus voltage, which can be observed in Fig.
3.13(a).
During segment (3), SSRBo signals the tripping of the boost converter (ⱤBo = 1), and since
the last status of SSRBi was available (ⱤBi = 0), a transition from m21 to m22 occurs.
Throughout m22, the MGCC commands the LCBi to regulate the DC bus voltage, which can
be seen in Fig. 3.13(a), where the boost converter output current drops to zero, and the DC
load current coincides with the bidirectional converter output current.
In segment (4), SSRBo signals that the fault has been cleared and the boost converter is
ready to be reconnected (ⱤBo = 0). Once the boost converter was reconnected, no load
reconnection happens, because of the downstream load shedding condition discussed earlier.
The bidirectional converter takes the extra current to charge the battery system, maintaining
the DC bus voltage to 300 V, which can be seen in Fig. 3.13(a).
During the last segment, SSRBi signals the tripping of the bidirectional converter (ⱤBi = 0),
and the last status of the boost converter from segment (4) was available (ⱤBo = 0), a transition
from m22 to m23 takes place. Within m23, the MGCC triggers the maximum level of DC load
shedding, and the boost converter regulates the DC bus voltage. This can be observed in Fig.
3.13(a). The bidirectional converter output current drops to zero once tripped as shown in
Fig. 3.13(a). The DC load current drops to (~10-20% of 𝑃𝑝𝑣 |𝐿𝑠𝑡4 ) and becomes equal to the
boost converter output current, which regulates the DC bus voltage as shown in Figs. 3.13(a)
and (b).
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.

Fig. 3.13. Case III shows the operation of the. MGCC for D1, during grid-tied/energy saving mode.

Fig. 3.12. Case IV shows the transition between grid-tied, islanding, and emergency modes
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3.5. Conclusion
In this chapter, a communication-based hierarchical heuristic hybrid state/event control
scheme for DC microgrids was developed and verified. A mathematical model that is based
on Finite State Machine was developed to realize the proposed control scheme, and
analytically relate state variables and triggering events, during all conceived modes of
operation. To reduce communication network requirement, a hierarchical hybrid design was
adopted. Primary controllers are state driven and require continuous communication. This
does not impose challenging communication requirements since primary controllers (or local
controllers) are typically collocated with their corresponding converters. Secondary control
is event driven; therefore, communication is only needed when a new event takes place.
Several cases were studied to examine the validity and applicability of the proposed
control scheme with reduced communication load and computational cycles. Results show
that the proposed scheme can preserve reliable/stable and resilient microgrid operation
throughout various severe scenarios. Since DC microgrid stability is highly related to that of
its DC bus voltage. During all possible scenarios and transition, the DC bus voltage was
maintained constant while supplying the required loads. It was shown that the proposed
state/event control scheme reduces the communication load and computational processing,
which may lead to increased dependence on communication within modern microgrid
controls. Consequently, the proposed control scheme can potentially lead to near-optimal
operation, and enhanced power quality and protection system functionalities of the MG.

3.6. Future work
Numerous hybrid control techniques, combining two or more of the aforementioned control
methods, were introduced in a hierarchical scheme to overcome the inherent drawbacks of a
specific control technique, which eventually have to rely on communication to some extent.
For example, many authors adopted the idea of improving the droop control by integrating a
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secondary communication-based control layer to adjust the setting points of the LCs and
overcome the droop control inherent problems [16, 21, 29, 30, 31, 32]. However, the optimal
operation of the MG was not discussed which could be considered as a future work to be
investigated. [33] suggested adding a secondary distributed communication-based layer to
enhance droop control power allocation and voltage restoration in DC MGs, but also optimal
operation was not discussed. In [34], we discussed extensively how to automate a centralized
communication-based controlled DC MG and increased its preparedness level, while
achieving optimal and resilient operation. Also, they introduced a control scheme to minimize
the continuous reliance on communication and reduce system cost. However, single point
failure was discussed briefly.
In literature, some research gaps are yet to be explored and investigated to enhance MGs
control. For example, developing a control scheme that can achieve autonomous, reliable,
and resilient operation, offers plug and play features to new MG assets, and immune to single
point failure as well. Many approaches could be explored and analyzed to achieve such
features in a control scheme. For instance, developing a centralized control scheme to achieve
optimal/ resilient operation while having detection mechanisms for a single point failure to
signal and trigger a transition to a distributed or droop control scheme. Another approach
could be having different control schemes for different modes of the MG operations. For
example, in an islanded mode, it is necessary to optimize the operation of the MG assets, then
a centralized or distributed control scheme should be utilized, and in case of communication
failure, a transition to droop control scheme should take place. Also, accurate detection
methods and control algorithms that trigger transitions between different control schemes
could be developed, along with exploring which parameters to be monitored (e.g. DC bus
voltage, converters’ current) to achieve effective transitions (i.e. avoid false transitions).
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3.7. Chapter Appendix
Tables A.II, A.III, A.IV, and A.V show a list of the operational modes/sub-modes, and the
transitions between them. It should be noted that the shaded cells indicate that an “or”
operator has been applied in the logic. Tables A.I and A.VI show the values of the inductors
and capacitors of the DC microgrid converters and the values of the Kp and Ki used for their
controllers.
TABLE A.I
INDUCTANCES AND CAPACITANCE OF THE
CONVERTERS UTILIZED IN THE DC MG
Compone
Converter
Value
nt
LBD1
4.5 mH, 0.25 Ohms
LBD2
8 mH, 1 Ohms
Bidirectional
converter
CBD1
890 μF
CBD2
1200 μF
LB1
4.5 mH, 0.25 Ohms
LB2
8 mH, 1 Ohms
Boost
converter
CB1
1200 μF
CB2
1200 μF
LDC
19m H, 1.4 Ohms
CDC
1488 μF
Inverter
3-phase each (19 mH,
LAC
1 Ohms)
TABLE A.II
TRANSITIONS BETWEEN OPERATIONAL SUB-MODES WITHIN THE GRID-TIED/ENERGY SAVING MODE
Event
0: Off state 1: On
Transition
state
Transition Drive
Current
ĘP
ⱤBi SOC
Next Mode
Mode
Energy price is low, bidirectional
1
0
1
Charging
converter is available, and batteries are not
fully charged
Energy
Saving
Energy price is high, bidirectional
0
0
0
discharging
converter is available, and batteries are
fully/near full charged
Bidirectional is tripped or batteries are
1
0
Energy Saving
fully charged
Charging
discharging
N/A
Bidirectional is tripped or batteries are not
1
1
Energy Saving
fully charged
discharging
Charging
N/A
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TABLE A.III
TRANSITIONS BETWEEN OPERATIONAL MODES WITHIN THE CORE MODE
Events
0: Off state 1: On state

Transition
Current
Mode

Next
Mode

Transition drive

ⱤGrid

Ɽinv

ⱤBo

ⱤBi

SDC

SAC

ÇU

1

-

-

-

-

1

-

-

1

-

-

-

-

-

0

0

0

0

-

-

1

Utility

1

1

1

1

-

-

-

Shut Down

0

-

-

-

-

0

-

Grid-Tie

-

1
-

-

-

-

-

-

1

1

1

1

0

0

-

Shut Down

-

0

-

-

-

0

-

Grid-Tie

-

0
-

-

-

-

-

-

1

-

1

1

-

-

-

Shut Down

1

1

1

1

-

-

0

Grid-Tie

1

-

-

-

-

1

-

1

1
1

1

1

-

-

-

Emergency
Shut Down

Utility stops controlling the DC MG or
any of the resources/converters is tripped
Blackout or disturbance of Utility AC
power occurred
Inverter is tripped
Absence of all resources

-

-

-

-

-

-

-

Grid-Tie
Islanded
Emergency
Utility

N/A
N/A
N/A
N/A

Islanded
Grid-Tie

Islanded

Emergency

Emergency
Utility

Islanded
Utility

Emergency

Islanded

Utility

Shut Down

Blackout or disturbance of utility AC
power occurred
Inverter is tripped
Utility request control while all resources
operational
Absence of all resources
Fault is cleared and resynchronization is
ready
Inverter is tripped
N/A
Absence of all resources or AC/DC
violations beyond permissible limits
occurred
Inverter/AC-DC link is restored and
reconnection condition is satisfied
Inverter/AC-DC link is restored
N/A
Absence of all resources or DC violations
beyond permissible limits occurred

TABLE A.IV
TRANSITIONS BETWEEN OPERATIONAL SUB-MODES WITHIN THE EMERGENCY MODE
Event
0: Off state 1: On state

Transition
Current
Mode

ⱤBo

ⱤBi

SOC

SDC

Bod

0

-

1

-

-

1

0

-

-

1

-

1
-

-

-

-

1

0

-

1

-

-

0

-

-

-

Extreme

-

-

-

-

-

Emergency
Contingency

0

1

1

-

-

0
-

-

-

-

-

Next Mode
Contingency

Emergency

Critical
Extreme
Emergency

Contingency

Critical

Critical
Extreme

Extreme

Emergency
Contingency
Critical

Transition Drive
Batteries are depleted and boost converter
is available
(Boost converter is tripped and
bidirectional converter is available) or
(over discharge last beyond ts)
Bidirectional converter is tripped
N/A
(Boost converter is tripped and
bidirectional converter is available) or (DC
bus voltage deviation last beyond ts)
Bidirectional converter is tripped
N/A
N/A
(Boost converter is tripped and
bidirectional converter is available) or
(batteries are depleted)
Bidirectional converter is available
N/A
N/A
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TABLE A.V
TRANSITIONS BETWEEN OPERATIONAL SUB-MODES WITHIN THE ISLANDING MODE
Event
0: Off state 1: On state

Transition
Current
Mode

ⱤBo

ⱤBi

SOC

SAC

SDC

Bod

0

-

1

-

-

-

1

0

-

-

-

1

-

1

-

-

-

-

Extreme

-

-

-

-

-

-

Islanded

1

0

-

1

1

-

-

1
-

-

-

-

-

0

1

1

-

-

-

0
-

-

-

-

-

-

Next Mode
Contingency

Islanded

Contingency

Critical

Critical

Critical
Extreme
Islanded
Contingency
Extreme

Extreme

Islanded
Contingency
Critical

Transition Drive
Batteries are depleted and boost converter is
available
(Boost converter is tripped and bidirectional
converter is available) or (over discharge last
beyond ts)
Bidirectional converter is tripped
N/A
(Boost converter is tripped and bidirectional
converter is available) or (DC/AC bus voltage
deviation last beyond ts)
Bidirectional converter is tripped
N/A
N/A
(Boost converter is tripped and bidirectional
converter is available) or (batteries are depleted)
Bidirectional converter is available
N/A
N/A

TABLE A.VI
KP AND Ki OF VARIOUS CONTROL TECHNIQUE USED IN THE DC
MG
Inner Loop
Control
Outer
Converter
technique
Loop
Charge
Discharge
Kp Ki
Kp
Ki
Kp
Ki
Current
N/A N/A 0.02 110 0.02
3
Bidirectional control
converter
Voltage
3
1 0.002 10
0.02
3
control
Outer
Id
Iq
Loop
Current
N/A N/A 192.1 97671 192.1 97671
control
DC
voltage 0.1 10 192.1 97671 192.1 97671
Inverter
control
AC
voltage 0.15 1 N/A N/A N/A N/A
control
Boost
Voltage
0.02 100 N/A N/A N/A N/A
converter
control

The controllers were tuned using the signal constrain tool from Matlab/ Simulink along
with some trial and error.
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Chapter 4
4. Role of Information and Communication
Technologies in Microgrid Operations
▪ Contributions:
o Provide an extensive review of the conducted research regarding the impact
of Information Communication Technology (ICT) degradation on the MGs
performance and control
o Shed the light on the research gaps and challenges to be explored regarding
the impact of ICT intrinsic limitations on MGs operations and control.
Besides, list essential furture research prospects that are needed to anlayze
the impact of ICT latencies on MGs and consequently on the smart grid
o Introduce a mathematical approach to analyze and predict the behavior of
MGs during latency
o Present a practical solution to mitigate the impact of ICT degradation

4.1. Introduction
Smart grids are intelligent and dynamically interactive real-time power grids, introduced
with the urgent need for more resilient, and self-healing capabilities. The realization of smart
grid became more feasible with the outburst of new technologies, e.g. information and
communications technology (ICT), advanced metering infrastructure (AMI), microgrids,
electrical vehicles, etc. Essentially it involves integration of measuring circuits, sensors and
communication networks, among various technologies, that is capable of supervising the
electric grid system, and control of the energy flow in real time [1, 2, 3]. As discussed in
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chapter one the expected functionalities to enable the smart grid heavily rely on effective
two-way communication and monitoring capabilities.
Microgrid is one of the main pillar of smart grids, which prominently contribute to its level
of resiliency, and could indemnify for partial grid generation loss [4, 5, 6]. . Smart grids and
microgrids are expected to profoundly depend on ICT to a great extent. However, in the
literature, impact of ICT degradation (e.g. latency), from a power system perspective, on
microgrids’ operation, which is a key application in the future smart grid, was not fully
addressed and analyzed. A few research papers were invested in this area.

4.2. Literature Review
A few papers in the literature have studied the interdependence between the power grid and
ICT network on a large scale [7, 8, 9], which modeled and analyzed the impact of
communication nodes failure on a large-scale power system, and the initiation of a cascaded
failure. However, there is no technical analysis on the impact of ICT latency, from the power
systems perspective, on the performance of smart grids or small-scale systems such as
distributed energy resources (DERs) and/or DC MGs. Some papers focused on the AC MGs.
Others briefly showed the impact of communication delay on their proposed control without
analysis, concluding that with long delays the proposed control system fails. To the best of
my knowledge, the work described in this chapter is the first attempt to investigate/analyze
the impact of communication latency on the performance of centralized control DC MGs
from a power system perspective.

4.2.1. Impact of ICT Degradation on Microgrids
S. Ci et al. in [10] study the impact of time-varying wireless-communication latency on
load sharing among geographically dispersed power inverters within a distributed
communication-based controlled DC MGs. Also, they suggest a solution regarding how to
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overcome latency in such a scheme. In this work, two types of delays were discussed, LCs
processing delay and wireless communication delay. Processing delays were neglected since
it is less than half one full PWM cycle (i.e. less than 𝟏⁄𝟐 ∗ 𝟏𝟖𝟓 μs) [11, 12, 13]. A
probabilistic model was used to describe the delay within a communication link, which was
obtained from [14]. The results show briefly that the delay between the local feedback
measurements and remote signals of an inverter’s LC could cause a shift in both the inverter
output voltage phase and magnitude, and reduces its active output power significantly as well.
This is because the LC operates in a suboptimal mode with a delayed information about the
current system. In order to overcome this, the authors used a unified Smith Predictor [15] to
introduce an equivalent delay to both local feedback measurements and remote signals of the
LC. Therefore, all signals arriving at the controller will be synchronized and this might fix
the voltage deviations issues. However, the impact of the proposed controller on load-sharing
was not shown or discussed and the duration of the delay imposed was not mentioned. Also,
the authors provided minimal analysis from the power system perspective. Moreover, the
system under study and the details of the utilized control techniques were not discussed.
Q. Shafiee et al. proposed a distributed power flow hierarchal control framework for DC
MG clusters [16]. A system of three interconnected DC microgrids was utilized. The primary
layer of this hierarchy is an adaptive droop control where the word ‘adaptive’ refers to the
droop coefficients being determined based on the state of charges (SOCs) of the batteries
within the system (i.e. batteries with higher SOC should have higher contribution compared
to those with low SOC). In the secondary layer, a distributed control is introduced, mainly,
to eliminate average voltage deviation among the MG cluster. The authors discussed briefly
the impact of various delays on the performance of their proposed controller showing that
with 200-400 ms delays, the system maintains stable operation, while at 500 ms delay
interval, the system starts to oscillate, concluding that with long delays the system might
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collapse. In this work, the impact delay was not discussed in details, and it was not clearly
mentioned where the delays were imposed in the control hierarchy.
Also, Q. Shafiee et al. in [17] compared integrating centralized and distributed secondary
control layers to a droop controlled AC MGs. The system under study contains two DGs and
a nonlinear load. The authors investigated the impact of delays and data drop-out on both the
proposed centralized and distributed secondary control layers. They showed that both
controllers could handle up to 200 ms of time delays. However, for delays ranging between
2 s to 4 s, the centralized controller failed to maintain the system stability and restore the
voltage and frequency deviations compared to the distributed controller. Also, it was shown
that both controllers could handle up to 50% packet losses, assuming 100 ms delay. However,
if the packet losses reached 95%, the central controller will not be able to restore the voltage
and frequency deviations and the system will fail after a while. On the other hand, the
distributed controller maintain the system operating under the same system conditions. In this
work, uniform delays associated with all the signals in the secondary layer were assumed,
which is not usually the case. Also, none of the existing communication technologies in the
market that might cause the delay intervals or the packet losses mentioned in this work were
discussed, which affect the practicality of the analysis.
X. Lu et al. in [18] proposed an improved droop control method to overcome the main
limitations of the conventional one (i.e. the accuracy of current sharing and increased voltage
deviations with more loading) by integrating a secondary distributed control layer, which is
low bandwidth communication-based. The system understudy composed of two 2.2 kW
converters. The transfer function of the proposed control technique for each converter was
derived including the communication delay parameter. The derived transfer functions show
that as the communication delay parameter increases, the dominant closed-loop poles of the
system travel toward the imaginary axis indicating a less stable system. Also, through the
derivation of the transfer functions, it was depicted that communication delays make the
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converters more tightly regulated, and the maximum allowable delays should be considered
with the required bandwidth of the outer voltage loop. However, the results did not discuss
these findings thoroughly, since the main focus was on the performance of the developed
control technique to overcome the main limitations of the droop control method. The authors
picked three different delay intervals (1 μs, 20 ms, and 1 s), and showed that their proposed
control technique could handle 1 μs and 20 ms delays, but the system becomes oscillatory at
a 1 s delay, concluding that with higher delays it is harder to keep the control system stable,
with no further analysis.
C. Macana et al. in [19] study the impact of time delay on load frequency control within
a centralized controlled hybrid MG. The MG understudy composed of solar panels, diesel
generator and loads. The authors presented a cyber-physical modeling approach to identify
the cybernetic signals which are most susceptible to delays. Also, an approach was proposed
to find the delay margin stability using Rekasuis substitution and sum of squares algorithms
[20]. However, the results were minimal and the discussion was extremely brief. Also, in the
results, it was not mentioned at which instant the delay was imposed.
S. Lui et al. investigate the impact of communication latency on the secondary frequency
control layer of an islanded centralized controlled AC MG encompassing various DGs [21].
The authors used the Canadian urban distribution system as a case study [22, 23, 24] to verify
that latency could adversely impact the secondary frequency-based control layer of an
islanded AC MG. A small signal model, including the communication delays, was developed
for the AC MG. Also, a relationship between the frequency control gains in the secondary
layer and latency interval margins was obtained, and a gain scheduling mechanism was
proposed to enhance the robustness of the frequency-based secondary layer against delays.
Within the scheduling mechanism, each LC compares the consecutive received time-stamped
set points from the MGCC and adjust its gain according to the calculated delay. The authors
introduced three uniform time delay intervals (0.1, 0.15, and 0.22 s) to all signals within the
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control scheme. The results show that when the islanding action gets delayed, the frequency
oscillations associated with the delay increase significantly as the delay interval increases,
and the frequency oscillations associated with the islanding event itself increase as well.
Moreover, the results show that by utilizing the gain scheduling mechanism, the frequency
oscillations within the MG were damped. However, the delay discussed in this work was
imposed on all signals from the MGCC to the LCs, which is not mentioned clearly and is not
common to take place.
J. Lai et al. proposed a distributed secondary control layer to improve the performance
of hybrid droop controlled MGs and investigated the impact of latency on synchronizing its
DGs [25]. The system under study consists of five connected DGs and loads. A constant
delay interval was applied to a fixed communication digraph (i.e. topology). The delay was
applied to all signals within the control scheme, which is not practical. The results showed
briefly that communication-latency delays the convergence speed of each DG’s frequency
within the MG to the operating frequency (i.e. synchronous speed).
E. Ancillotti et al. in [26] and Z. Fang et al. in [27] discussed the smart grid
communication architecture and standardization. However, there were no discussions on
microgrids communication standardization or architecture. IEEE standard 1547.3 [28]
provides guidelines for monitoring, information exchange, and control (MIC) of distributed
energy resources (DERs) tied to the electric grid. However, the standard does not provide a
clear description of the control hierarchy for different applications (e.g. AC, DC MG), or the
communication degradation thresholds within an MG.
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4.2.2. Future Recommendations
There are many gaps regarding the impact of ICT intrinsic-limitations on MGs are yet to
be addressed. For example:
• Conducting detailed analysis regarding the impact of ICT degradation on microgrid
communities’ operations and resilience;
• Defining communication-based control architectures and minimum requirements for
various MGs’ types and applications;
• Studying the impact of latency in the event of synchronizing a single MG with the
electric grid or within MG community;
• Proposing and analyzing non-hardware solutions to mitigate the severe impacts of
latency on MGs. Since the impact of delay varies with the operational conditions which
are unpredictable factors and function of, more adaptive techniques have to be
developed. (e.g. utilizing AI tools such as machine learning to sense and mitigate
communication delays);
• Conducting a risk assessment of ICT degradation’s impact on the physical structure
(i.e. hardware) of different types of MGs (i.e. DC, AC, hybrid);
• Integrate Fault Diagnosis and Prognosis processes (FDP) to MGCC functionalities.
Investigate the impact of ICT degradation on fault diagnosis and prediction, how
would a delay impact the FDP and consequently the MG health;
• Recently, a few papers have been published regarding implementing Internet of Things
(IoT) domains for MGs’ control [29, 30, 31]. However, the impact of delays associated
with such domains needs to be analyzed;
• Examining how the severity of ICT delay impact may vary with the scalability of a
single MG and MG communities, either statistically or through modeling;
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Table I. HAN, FAN, and WAN layers’ applications, allowable delays, and utilized communication technologies
Home Area Network
Example of applications

Average allowable latency ranges

Microgrids

msec. – sec.

Communication technologies
- ZigBee
- Bluetooth
- WiFi

Building automation

seconds

- High Speed Packet Access Machine 2
Machine (HSPA M2M)

Field Area Network
Pricing
Demand response

< 1 min.
< 1 min.

Electric transportation (e.g. pricing
info, charge status)

< 15 sec.

Wide Area Network
Adaptive islanding
Voltage stability monitoring

< 0.1 sec.
< 5 sec.

- WiMax
- Long Term Evolution (LTE)
- WiFi
- Cellular
- Passive Optical Network (PON)
- Synchronous Digital Hierarchy (SDH)
- Cellular

• Evaluating the impact of delaying the control signals to the dispatchable resources such
as batteries within renewable based MGs during renewable resources intermittency
events. Also, analyzing how does MG community dispatch-capabilities’ delay might
impact the utility peak demand in demand response programs;

4.2.3. Communication Network Requirements in MGs and Smart grids
The functional requirements of communication networks, such as permissible latencies,
coverage ranges, and data rates, utilized in MGs, and in smart grids in general, depends on
the control layer. For example, within community MG’s control layer, the coverage ranges
are expected to be wider compared to a single MG’s control layer. For that reason, the
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communication architectures for smart grids are conceived in a hierarchical multilayered
structure, an example of a centralized multi-layer hierarchy control for smart grids is shown
in Fig 4.1.
The communication architecture for smart grids is expected to be composed of three
main layers [32]: 1) Home Area Network (HAN), which is suitable for short coverage ranges
(i.e. up to hundreds of meters), and low communication bandwidths (i.e. up to hundreds of
Kbps). HAN is mostly used in smart grid applications at the prosumer level (e.g.
communication between MG assets, between smart meters and home appliances, in home
automation applications). The common communication protocols used in HAN is mostly
WiFi, Zigbee, and Bluetooth [33]; 2) Field Area Network (FAN) is considered as a portal to
transmit information between the HAN and WAN layers. This layer is most suitable for
community MG’s applications since the coverage ranges could be in Kilometers and the
communication bandwidth could reach up to tens of Mbps. It could be realized using WiMax
or LTE [34, 35]; 3) Wide Area Network (WAN), is the layer where all aggregated data are
being processed and command signals are being sent/received to and from the portal (i.e.
FAN) and then to the HAN layer. WAN’s applications are on the power transmission/
generation scales since it has wide coverage ranges and considerable communication
bandwidths. Fiber optics remains to be the first choice for this layer since it is dealing with
high transmission power, but this option is costly. Table I shows some applications in the
three different layers of HAN, FAN, and WAN [36, 37, 38].
In the subsequent sections, the derivation of two mathematical models describing the
behavior of MGs during latency will presented along with case studies showing the impact
of latency on a DC MG operations and that the impact of latency varies with the MGs designs.
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Microgrids

during

Communication Delays
In this section, analysis of the impact of communication latency on DC MGs during
islanding was conducted. Moreover, a discussion of how the DC bus voltage varies when a
communication delay takes place was presented. Deviations in the bus voltage are critical
since they affect the stability of the MG, and are directly related to the relays settings within
the MG. Two mathematical models were derived to examine the variation of the large signal
(ignoring ripples) of the DC bus voltage VBus(t) with various ranges of time delays, associated
with the various communication technologies.

4.3.1. Approximate Model
Considering the Block diagram of a general DC MG, at the islanding instant (to) as shown
in Fig 4.2, an approximate mathematical model was derived representing the circuit response.
In case of delay and none of the converters is preserving the DC voltage, KCL can be applied
at t0 as follows:
(∑𝑛𝑖=1 𝐶𝑏𝑜−𝑖 + ∑𝑚
𝑗=1 𝐶𝑏𝑖−𝑗 ) ×

𝑑𝑉𝐵𝑢𝑠 (𝑡)
𝑑𝑡

+

𝑉𝑏𝑢𝑠 (𝑡)
−1
𝑘
(∑𝑖=1 1/𝑅𝑙𝑜𝑎𝑑−𝑖 )

= ∑𝑛+𝑚
𝑖=1 𝐼𝐷𝐺−𝑖

(4-1)

Where
𝑚
𝑛
∑𝑛+𝑚
𝑖=1 𝐼𝐷𝐺−𝑖 = ∑𝑗=1 𝐼𝑏𝑖−𝑗 + ∑𝑖=1 𝐼𝑏𝑜−𝑖

(4-1-a)

𝑑𝑉𝐵𝑢𝑠 (𝑡)
−1
= 𝑘
𝑛
𝑑𝑡
∑𝑖=1 𝑅𝑙𝑜𝑎𝑑−𝑖 × (∑𝑖=1 𝐶𝑏𝑜−𝑖 + ∑𝑚
𝑗=1 𝐶𝑏𝑖−𝑗 )
−1

𝑘
× (𝑉𝐵𝑢𝑠 (𝑡) − (∑𝑛+𝑚
𝑖=1 𝐼𝐷𝐺−𝑖 × (∑𝑖=1 1/𝑅𝑙𝑜𝑎𝑑−𝑖 ) ))

(4-2)

Where Cbi and Cbo are the capacitances of the bidirectional and boost converters
respectively, m and n are the numbers of bidirectional and boost converters, Rload is the DC
bus load and k is their number connected the DC bus. Integrating (4-2):
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𝑉

(𝑡)

∫𝑉 𝐵𝑢𝑠(0−)
𝐷𝐶

𝑑𝑉𝑏𝑢𝑠 (𝑡)
−1
1
𝑛+𝑚
𝑉𝑏𝑢𝑠 (𝑡)−(∑𝑖=1 𝐼𝐷𝐺−𝑖 ×(∑𝑘
𝑖=1𝑅𝑙𝑜𝑎𝑑−𝑖 ) )

95

𝑡

−1

0

−1
𝑛
𝑚
(∑𝑘
𝑖=1 1/𝑅𝑙𝑜𝑎𝑑−𝑖 ) × (∑𝑖=1 𝐶𝑏𝑜−𝑖 + ∑𝑗=1 𝐶𝑏𝑖−𝑗 )

= ∫𝑡

𝑛+𝑚

. 𝑑𝑡 (4-3)

−1

𝑘

𝑉𝑏𝑢𝑠 (𝑡) = ( ∑ 𝐼𝐷𝐺−𝑖 × (∑ 1/𝑅𝑙𝑜𝑎𝑑−𝑖 ) )
𝑖=1

𝑖=1

(0−)

+ (𝑉𝐷𝐶

𝑋𝑒

−1

1

𝑘
− (∑𝑛+𝑚
𝑖=1 𝐼𝐷𝐺−𝑖 × (∑𝑖=1 𝑅

𝑙𝑜𝑎𝑑−𝑖

) ))

×

−𝛼
−1
𝑛 𝐶
∑𝑚
(∑𝑘
1/𝑅
)
×
(∑
𝑙𝑜𝑎𝑑−𝑖
𝑖=1
𝑖=1 𝑏𝑜−𝑖 + 𝑗=1 𝐶𝑏𝑖−𝑗 )

(4-4)

(0−)

Where 𝑉𝐷𝐶 is the DC bus voltage just before the islanding, α = t – t0 is the delay time. (44) Introduces a rough estimation of how the DC bus voltage will behave in an islanding mode,
while none of the MG agents received a signal to regulate the DC bus voltage, because of the
time delay within centralized control. The accuracy of this model is noticeably degraded with
increased latency, since the dynamics of the sources and converters were not included.
Legend
DER: Distributed Energy Resource.
ESS: Energy Storage System.
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Fig. 4.3. Block diagram of a general DC microgrid.
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4.3.2. Detailed model
Considering the Block diagram shown in Fig 4.2, during grid-connected operation,
applying KCL at the DC bus:
(∑𝑛𝑖=1 𝐶𝑏𝑜−𝑖 + ∑𝑚
𝑗=1 𝐶𝑏𝑖−𝑗 )

𝑑𝑉𝐵𝑢𝑠 (𝑡)
𝑑𝑡

𝑛
= 𝐼𝐺 − 𝐼𝐷 = (±𝐼𝑖𝑛𝑣 ± ∑𝑚
𝑗=1 𝐼𝑏𝑖−𝑗 + ∑𝑖=1 𝐼𝑏𝑜−𝑖 ) −

∑𝑘𝑖=1 𝐼𝑙𝑜𝑎𝑑−𝑖

(4-5)

Where IG, ID, Iinv, Ibo and Ibi are the generated currents from all sources, total demand,
inverter, bidirectional and boost converters currents, respectively. During steady state, IG ≈
ID. Therefore, the rate of change of the DC bus voltage with respect to time is almost zero.
However, at the moment of islanding, Iinv = 0 A almost instantaneously, forcing the capacitors
connected to the DC bus to inject or receive current (discharge or charge) to maintain its
voltage level at instant of islanding.
(∑𝑛𝑖=1 𝐶𝑏𝑜−𝑖 + ∑𝑚
𝑗=1 𝐶𝑏𝑖−𝑗 )
∑𝑛𝑖=1∆𝐼𝑏𝑜 |𝑡0+ )

−

𝑑𝑉𝐵𝑢𝑠 (𝑡)
𝑑𝑡

= (∑𝑚
𝑗=1𝐼𝑏𝑖−𝑗 |𝑡

0−

+ ∑𝑛𝑖=1𝐼𝑏𝑜−𝑖 |𝑡0− + ∑𝑚
𝑗=1∆𝐼𝑏𝑖−𝑗 |𝑡

0+

𝑉𝑏𝑢𝑠 (𝑡)

+

(4-6)

𝑅𝑒𝑞

Where:

∑𝑛𝑖=1𝐼𝑏𝑜 |𝑡0−

=

𝐷1 |𝑡0−
(I𝑛 − [ ⋮
0

′
11×𝑛
.

[

∆𝐼𝑏𝑜−𝑖 |𝑡0+ ≈ ±

𝐼𝑝𝑣−1 |0−
⋯
0
⋱
⋮ ]) . [
]
⋮
⋯ 𝐷𝑛 |𝑡0−
𝐼𝑝𝑣−𝑛 |0−

𝐶𝑏𝑜−𝑖
𝑚
(∑𝑛
𝑖=1 𝐶𝑏𝑜−𝑖 + ∑𝑗=1 𝐶𝑏𝑖−𝑗 )

. 𝐼𝑚

𝐼𝑚 = 𝐼𝐺 |𝑡0+ − 𝐼𝐺 |𝑡0− = 𝐼𝑖𝑛𝑣
∆𝐼𝑏𝑖−𝑗 |𝑡

0+

≈ ±

𝐶𝑏𝑖−𝑗
𝑛
(∑𝑖=1 𝐶𝑏𝑜−𝑖 + ∑𝑚
𝑗=1 𝐶𝑏𝑖−𝑗 )

(4-7)
]
(4-8)
(4-9)

. 𝐼𝑚

(4-10)

Where 𝐼𝑏𝑜−𝑖 |𝑡0− , 𝐼𝑏𝑖−𝑗 |𝑡 , 𝐼𝑝𝑣−𝑖 |0− , 𝐼𝐺 |𝑡0− and 𝐷𝑖 |𝑡0− are the boost, bidirectional,
0−

photovoltaic, generated currents and duty cycle right before islanding, respectively. The
value of 𝐼𝑏𝑖−𝑖 |𝑡0− is calculated based on the current reference prior to islanding, Im is the
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difference between the currents 𝐼𝐺 |𝑡0− and 𝐼𝐺 |𝑡0+ that was generated just before and after
islanding. ∆𝐼𝑏𝑜−𝑖 |𝑡0+ and ∆𝐼𝑏𝑖−𝑖 |𝑡0+ are the difference in boost and bidirectional converters
output currents just after islanding. The signs in (4-8) and (4-10) are dependent on whether
Pgenerated is greater or less than Pdemand in the islanded mode. (6) could be rewritten as:
𝑑𝑉𝑏𝑢𝑠 (𝑡)
𝑑𝑡

=

−1
∑𝑘
𝑖=1 𝑅𝑙𝑜𝑎𝑑−𝑖

𝑚
× (∑𝑛
𝑖=1 𝐶𝑏𝑜−𝑖 + ∑𝑗=1 𝐶𝑏𝑖−𝑗 )

× (𝑉𝐵𝑢𝑠 (𝑡) − 𝐼𝐺 |𝑡0+ × (∑𝑘𝑖=1 1/𝑅𝑙𝑜𝑎𝑑−𝑖 )

−1

) (4-11)

Where:
𝐼𝐺 |𝑡0+ = ∑𝑚
𝑗=1𝐼𝑏𝑖−𝑗 |𝑡

0−

𝑛
+ ∑𝑛𝑖=1𝐼𝑏𝑜−𝑖 |𝑡0− + ∑𝑚
𝑗=1 ∆𝐼𝑏𝑖−𝑗 + ∑𝑖=1 ∆𝐼𝑏𝑜−𝑖

(4-12)

By integrating (11), (13) is obtained, then simplified to get (14):
𝑉𝑏𝑢𝑠 (𝑡)

∫𝑉

𝐷𝐶

(0−)

𝑑𝑉𝑏𝑢𝑠 (𝑡)

𝑡

−1
𝑉𝑏𝑢𝑠 (𝑡)−𝐼𝐺 |𝑡0+ ×(∑𝑘
𝑖=1 1/𝑅𝑙𝑜𝑎𝑑−𝑖 )

VBus (t) = 𝐼𝐺 |𝑡0+ × (∑𝑘𝑖=1 1/𝑅𝑙𝑜𝑎𝑑−𝑖 )

= ∫𝑡

−1

0

−𝑑𝑡
−1
(∑𝑘
𝑖=1 1/𝑅𝑙𝑜𝑎𝑑−𝑖 )

(0−)

+ (𝑉𝐷𝐶

(4-13)

𝑚
× (∑𝑛
𝑖=1 𝐶𝑏𝑜−𝑖 + ∑𝑗=1 𝐶𝑏𝑖−𝑗 )

− 𝐼𝐺 |𝑡0+ × (∑𝑘𝑖=1 1/𝑅𝑙𝑜𝑎𝑑−𝑖 )

−1

) ×

−𝛼

𝑒

−1
𝑚
(∑𝑘
× (∑𝑛
𝑖=1 1/𝑅𝑙𝑜𝑎𝑑−𝑖 )
𝑖=1 𝐶𝑏𝑜−𝑖 + ∑𝑗=1 𝐶𝑏𝑖−𝑗 )

(4-14)

The dynamics of the sources and controllers need to be introduced to (4-14), to improve
the accuracy of the model. At the instant of islanding, the increase/decrease in the DC/DC
boost converter output current is governed by (4-8). This leads to a new operating point on
the I-V curve of the solar array (towards {0, Isc} if Im is –ve, and {VOC, 0} if Im is +ve). The
maximum power point (MPP) tracker (MPPT) attempts to recover to the MPP. However,
since the delay time is short compared to the MPPT speed, the new operating point can be
considered stationary during the delay time. Therefore, Ibo-i can be considered as a constant
current source during that time, while the discharging rate will be dominated by the highest
Cbi and the DC MG equivalent circuit will be as shown in Fig 4.3, with the circuit components
colored in blue connected. However, if there is Cbo-i, which is greater than any other
individual capacitance, the discharging rate will be dominated by that Cbo-i and the equivalent
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circuit will be as shown in Fig 4.3, with the circuit components colored in red connected
instead of the blue ones. Therefore (4-12) and (4-14) can be written as follows:
∑𝑚
𝑗=1𝐼𝑏𝑖−𝑗 |𝑡

0−

+ ∑𝑛𝑖=1𝐼𝑏𝑜−𝑖 |𝑡0− + ∑𝑛𝑗=1∆𝐼𝑏𝑖−𝑗 |𝑡
𝑗≠𝑥

∑𝑛𝑖=1∆𝐼𝑏𝑜−𝑖 |𝑡0+
𝐼𝐺 |𝑡0+ ≈

∑𝑚
𝑗=1𝐼𝑏𝑖−𝑗 |𝑡

0−

0+

, 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 1

+ ∑𝑛𝑖=1𝐼𝑏𝑜−𝑖 |𝑡0− + ∑𝑛𝑗=1∆𝐼𝑏𝑖−𝑗 |𝑡

{

+

0+

∑𝑛𝑖=1∆𝐼𝑏𝑜−𝑖 |𝑡0+
𝑖≠𝑦

(4-15)
+

, 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 2

Where x is the number of the bidirectional converter that has the highest capacitance, y is the
number of the boost converter that has the highest capacitance, condition 1 is:

∃𝑗 [

(∀𝑖(𝐶𝑏𝑖−𝑗 ≥ 𝐶𝑏𝑜−𝑖 )) ∧

]

(4-15-a)

]

(4-15-b)

(𝑙 = {1, 2, … 𝑚}(𝑙 ≠ 𝑗 → 𝐶𝑏𝑖−𝑗 ≥ 𝐶𝑏𝑖−𝑙 ))

And Condition 2 is:
∃𝑖 [

(∀𝑗(𝐶𝑏𝑜−𝑖 > 𝐶𝑏𝑖−𝑗 )) ∧
(𝑙 = {1, 2, … 𝑛}(𝑙 ≠ 𝑖 → 𝐶𝑏𝑜−𝑖 > 𝐶𝑏𝑜−𝑙 ))

Conditions 1 means that if there exists a bidirectional converter capacitance in the circuit
which is greater than any other individual capacitance in the DC MG then 𝐼𝐺 |𝑡0+ can be
approximated as shown in (4-15). Conditions 2 means that if there exists a boost converter
capacitance in the circuit which is greater than any other individual capacitance, the
discharging rate will be dominated by it.

𝐼𝐺 |𝑡0+ ×

−1
(∑𝑘𝑖=1 1/𝑅𝑙𝑜𝑎𝑑−𝑖 )

𝑒

(0−)

+(

−𝛼
−1
𝑘
(∑𝑖=1 1/𝑅𝑙𝑜𝑎𝑑−𝑖 ) ×𝐶𝑏𝑖−𝑥

𝑉𝐷𝐶

− 𝐼𝐺 |𝑡0+

× (∑𝑘𝑖=1 1/𝑅𝑙𝑜𝑎𝑑−𝑖 )

−1 )

×

, 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 1

𝑉𝑏𝑢𝑠 (𝑡) ≈

(4-16)
𝐼𝐺 |𝑡0+ ×
{

−1
(∑𝑘𝑖=1 1/𝑅𝑙𝑜𝑎𝑑−𝑖 )

𝑒

(0−)

+(

−𝛼
−1
𝑘
(∑𝑖=1 1/𝑅𝑙𝑜𝑎𝑑−𝑖 ) ×𝐶𝑏𝑜−𝑦

𝑉𝐷𝐶

− 𝐼𝐺 |𝑡0+

× (∑𝑘𝑖=1 1/𝑅𝑙𝑜𝑎𝑑−𝑖 )
, 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 2

−1 )

×
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(4-4) and (4-16) will be used to calculate the DC bus voltage at the instant of islanding and
during the delay, and their accuracies will be compared with detailed simulation results.
During the delay, the controllers are blind and there is no local controller to regulate the DC
bus voltage and therefore the bus voltage temporarily floats. (4-4) and (4-16) capture this
floating behavior during the delay.

4.4. Case Study (A) Impact of ICT Degradation on the
Performance of Centralized Controlled DC MG
4.4.1. DC MG Topology Understudy
The topology of the DC MG example under study in this paper is depicted in Fig 4.4. It
comprises the followings: a 6 kW photovoltaic (PV) system that is integrated to the DC bus
through a step up DC-DC converter, a 1.8 kW batteries integrated to the DC bus through a
bidirectional DC-DC charger, a bidirectional AC-DC smart inverter tying the DC MG to the
main grid. The working voltage of the DC MG is 300 V, and it includes a total load of 8 kW,
where 1.5 kW connected to the AC side and 6.5 kW connected to the DC bus. The various
individual converters are controlled locally, and a central MGCC is used to coordinate the
operation of the local control agents and optimize the MG performance. The complete details
about the example MG, including the circuits design, the components values, the monitoring
system and the complete control algorithm can be found in [39, 40, 41, 42, 43, 44, 45, 46].

4.4.2. System Control Scheme
The control hierarchy for the DC MG is a communication-based scheme. In the primary
layer, the local controllers (LCs) are state driven (i.e. controlling their respective converters
by continuously monitoring certain state variables), which requires incessant communication,
e.g. voltage/current measurements and pulse signals to the switches of the converters. These
types of signals are usually transmitted through wired communication channels since the LCs
collocate with the measurement devices of their converters. In the secondary layer, the modes
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and set points are being assigned
LC by the
MGCC, to maintain the required voltage

level within the DC MG and optimize its operation [41]. DC/AC agents are being utilized for
monitoring purposes to detect and report any violations to the MGCC, e.g. exceeding the
permissible voltage limits, according to the standards [47, 48]. Also, the relays within the
protection system report any fault to the MGCC. In the presented control scheme, all signals
received or sent by the MGCC (i.e. signals within the secondary layer) are wireless signals.
These signals and control parameters are showen in Table III, IV and can be seen in Fig 4.4.
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The LCs of the DC MG understudy have different types of control. The boost converter LC
(BLC) could operate as a voltage regulator or MPPT as shown in Fig 4.4, based on the CmBo
signal from the MGCC. The bidirectional converter LC (BiLC) has two types of operation,
current and voltage control. For the current control, two PIs are being utilized to reach the
desired current reference for charging and discharging operations. For the voltage control, a
nested PI is implemented as shown in Fig 4.4. As for the inverter LC, it is responsible for
fixing the DC bus voltage during the grid-tied mode. It could operate in current or voltage
control. The inverter LC receives the voltage measurements of the three phases (vabc) on the
AC side, then the phase and frequency are acquired using phase locked loop (PLL) to enable
synchronization with the main grid as shown in Fig 4.8. Also, it receives the inverter output
currents.

4.4.3. System Operational Modes
The MGCC of the DC MG shown in Fig 4.4 operates in either grid-tied or islanded mode
as shown in Figs 4.5 and 4.6. Each mode encompasses several sub-modes. The MGCC
triggers a transition between the modes/ sub-modes based on the most recent and the stored
signaled events from the agents, relays, and LCs. All transition triggering signals (ADC, AAC,
Rinv, RB, RPV, Sbi, and Su) are either one or zero, where “0” indicates normal operation and “1”
indicates the opposite. For example, if RB is “1,” that means that the bidirectional converter
is disconnected, when it’s “0,” it indicates normal operation.
Grid-tied Mode: in this mode, the objective is to maintain economic operation by managing
the exchange of power between the MG and the main grid. The transition between the submodes occurs according to the pricing signal from the utility Su, the state of charge of the
batteries SBi, and the state of the bidirectional relay RB. During normal operation, the MGCC
commands the inverter LC to regulate the DC bus voltage, the BLC to perform MPPT, and
the bidirectional converter to be neutral (i.e. current control with Iref = 0). If Su changed to
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Table II. Transitions between Functional Sub-Modes within the Islanded and Grid-Tied Modes of Operation
Islanding Mode Transitions
Present Sub-mode

Next Sub-mode
Contingency
Critical
Extreme
Shutdown
Islanding
Critical
Extreme
Shutdown
Islanding
Contingency
Extreme
Shutdown
Islanding
Contingency
Critical
Shutdown

Initial islanding
- BLC operates with MPPT control
-BiLC maintain the DC bus voltage
Contingency
- BLC operates with MPPT control
-BiLC charges the batteries while maintaining the DC bus voltage
-Trigger the 1st level of load shedding
Critical
-BiLC maintain the DC bus voltage
nd
-Trigger the 2 level of load shedding
Extreme
-BLC maintain the DC bus voltage
-Trigger the maximum level of load shedding
Grid-tied Mode Transitions
Initial grid-tied
-Inverter LC regulates the DC bus voltage
- BLC operates with MPPT control
-BiLC operate with current control Iref = 0
Charging
-Inverter LC & BLC maintain similar operation
-BiLC operate with current control Iref = maximum charging current
Discharging
-Inverter LC & BLC maintain similar operation
-BiLC operate with current control Iref = maximum discharge

Transition Explanation
Batteries are depleted and boost converter is available
Boost converter is tripped and bidirectional converter is available
Bidirectional converter is tripped
Boost converter is tripped and bidirectional converter is available
Bidirectional converter is tripped
Boost is tripped and bidirectional is available, or batteries are depleted
Boost and bidirectional converters are tripped
Bidirectional converter is available
Boost and bidirectional converters are tripped

Initial grid-tied

Energy price is low, the bidirectional converter is available, and the
batteries are not fully charged
Energy price is high, the bidirectional converter is available, and the
batteries are fully/near full charged
Batteries got fully charged or bidirectional converter got disconnected

Discharging

-

Initial grid-tied

Batteries are not fully charged, or bidirectional converter got disconnected

Charging

-

Charging
Discharging

Table III. Kp And Ki of Various Control Techniques Used in The
DC MG
Control
technique

Converter

Bidirectional
converter

Inverter
Boost converter

Current
Voltage
control
control
Current
Voltage
control
control
Voltage
control
MPPT

Outer Loop
Kp
N/A
3

Charge

Ki
N/A
1

Kp
0.02
0.002

Outer Loop
N/A N/A
0.1
10

192.1
192.1

0.02
N/A

N/A
N/A

100
N/A

Inner Loop
Discharge

Ki
110
10

Kp
0.02
0.02

Id

Ki
3
3
Iq

97671 192.1
97671 192.1
N/A
N/A

N/A
N/A

97671
97671
N/A
N/A

Table IV. Signals Transmitted and Received by The MGCC
Signals
Cminv
Command
signals

Relay and
monitoring
signals

CmBi
CmBo
Cmls
ADC
AAC
Rinv
RB
RPV
SBi
SBo
Su

Functionality
Select voltage or current control for the inverter
Select voltage or current control for the bidirectional
converter
Select voltage or MPPT control for the boost converter
Execute load shedding
DC agent reports violations of DC bus operational limits
AC agent reports violations of AC bus operational limits
Solid state relay signal within the inverter zone
Solid state relay signal in the bidirectional converter zone
Solid state relay signal in the boost converter zone
Batteries state of charge signal
BLC signals major changes in the V and I of the PV that the
boost cannot supply the loads while fixing the bus voltage
Utility pricing signal

“1” (i.e. energy price is low), the MGCC checks the last battery state of charge (SOC) to
confirm it’s not fully charged (SBi = 0), and RB = 0 to assure that there is no fault operation,

4. Role of Information and Communication Technologies in Microgrid operations

103

then a transition to the charging sub-mode takes place. In this sub-mode the BiLC start
charging the batteries with maximum current (i.e. Iref = 5 A, 1C) to exploit the advantages of
low energy price, while the other LCs maintain the same operation. The rest of the transitions
can be observed in Fig 4.5 and Table II.
Islanded Mode: this mode is either triggered if SSRinv signals fault condition (Rinv = 1) or
the AC agent reports a grid disconnection due to frequency or voltage violations on the AC
side (SAC = 1). The islanded mode contains initial islanding; contingency; critical; extreme;
and shutdown sub-modes as shown in Fig 4.6. Once this mode is triggered, the MGCC
activate the initial islanding sub-mode commanding the BiLC to fix the bus voltage and the
BLC to maintain MPPT control. If RB changed to “1” (i.e. faulty operation of the bidirectional
converter), a transition to the extreme sub-mode occurs. In this sub-mode, the boost converter
regulates the bus voltage and a maximum load shedding is executed (i.e. 5~10% of the total
loads). This is because of the intermittent nature associated with the photovoltaic generation.
During the extreme sub-mode, if RPV changed to “1” indicating faulty operation of the boost
converter, or SBo changed to “1” indicating sever intermittency, a transition to the shutdown
sub-mode will take place. This transition occurs to preserve the safety of the connected loads.
The rest of transitions can be observed in Fig 4.6 and Table II.
The MG was designed to self-sustain its loads during initial islanding sub-mode. There are
three levels of load shedding within the rest of sub-modes. The first level of load shedding is
executed during the contingency sub-mode such that a portion of the solar energy power is
supplying the critical loads and the rest is charging the batteries for emergencies. The second
level of load shedding takes place during the critical sub-mode when the boost converter is
tripped, or it is sunset. Load shed in this sub-mode is done such that the amount of power of
connected loads is equal to that from batteries. The maximum level of load shed is
commanded during the extreme sub-mode such that the connected loads has minimal demand
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Fig. 4.7-a. Equivalent circuit of the DC MG understudy.
(a)

(b)
t0

t0

IDG

Rload

Cbo

∆Ibi

Iinv

∆Ibo

IDG

Cbi

Iinv

Figure 4.7-b. DC MG equivalent circuit in case of: (a) Cbi < Cbo and (b) Cbi ≥ Cbo.

and could withstand a wide range of voltage variations to handle solar fluctuations due to
intermittency. Through these sub-modes, load shed is done in a downstream unidirectional
fashion (i.e. no reconnection of loads unless the normal operation is restored).
Figure 7-b. DC MG equivalent circuit in case of: (a) Cbi < Cbo and (b) Cbi ≥ Cbo.

In order to analyze the impact of ICT dependence, we will intentionally delay the control
messages between the MGCC and LCs and inspect the impact on the MG operation and the
transitions between its sub-modes. If the signal transmitted from the MGCC to the LC that is
supposed to fix the bus voltage is delayed, then no converter is regulating the MG bus voltage
during the delay. Therefore, the DC bus voltage temporarily floats, which may lead to the
MG shutdown if the V or I swing meet one of the protection system pick-up thresholds.

4.4.4. Transient Analysis of the DC MG Understudy during Delays
Considering the DC MG in Fig 4.4, the equivalent circuit in Fig 4.3 will be simplified as
shown Fig 4.7-a and 4.7-b, and equations 4-1 through 4-16 could be rewritten as follows:

4.4.4.1. Approximate model
𝐶𝑇

𝑑𝑉𝐵𝑢𝑠 (𝑡)
𝑑𝑡

+

𝑑𝑉𝑏𝑢𝑠 (𝑡)
𝑅𝑙𝑜𝑎𝑑

= 𝐼𝐷𝐺

(4-1− )

𝑑𝑉𝐵𝑢𝑠 (𝑡)
−1
=
× (𝑉𝐵𝑢𝑠 (𝑡) − 𝐼𝐷𝐺 ∗ 𝑅𝐷𝐶 𝑙𝑜𝑎𝑑 )
𝑑𝑡
𝑅𝑙𝑜𝑎𝑑 ∗ 𝐶𝑇
=

−1
τ𝑀𝐺𝐼

∗ (𝑉𝐵𝑢𝑠 (𝑡) − 𝑉𝑠𝑠 )

(4-2− )

Where CT = Cbi + Cbo is the total capacitance, Cbi and Cbo is the capacitance of the
bidirectional and boost converters respectively, Rload is the total DC bus load, τMGI = Rload ×
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CT is the circuit time constant, and Vss = IDG × Rload is the steady state voltage of the MG in
the islanding mode. Integrating (4-2− ):
𝑉𝐵𝑢𝑠 (𝑡) 𝑑𝑉𝑏𝑢𝑠 (𝑡)
(0−)
𝑉𝑏𝑢𝑠 (𝑡)−𝑉𝑠𝑠
𝐷𝐶

𝑡 −1

= ∫𝑡

∫𝑉

0 τ𝑀𝐺𝐼

(4-3− )

. 𝑑𝑡
−𝛼

(4-4− )

VBus (t) = Vss + (VDC(0-) - Vss) 𝑒 𝜏𝑀𝐺𝐼

4.4.4.2. Detailed model
𝐶𝑇
𝐶𝑇

𝑑𝑉𝐵𝑢𝑠 (𝑡)
𝑑𝑡
𝑑𝑉𝑏𝑢𝑠 (𝑡)
𝑑𝑡

= (𝐼𝑏𝑖 |𝑡0− + 𝐼𝑏𝑜 |𝑡0− + ∆𝐼𝑏𝑖 |𝑡0+ + ∆𝐼𝑏𝑜 |𝑡0+ ) −

∆𝐼𝑏𝑜 |𝑡0+ ≈ ±

𝐶𝑏𝑜
𝐶𝑇

𝐶

(4-10− )

𝑇

−1
𝑙𝑜𝑎𝑑

𝐶𝑇

(4-6− )

(4-9− )

∆𝐼𝑏𝑖 |𝑡0+ ≈ ± 𝐶𝑏𝑖 . 𝐼𝑚
=𝑅

𝑅𝑙𝑜𝑎𝑑

(4-8− )

. 𝐼𝑚

𝐼𝑚 = 𝐼𝐺 |𝑡0+ − 𝐼𝐺 |𝑡0− = 𝐼𝑖𝑛𝑣

𝑑𝑡

𝑑𝑉𝑏𝑢𝑠 (𝑡)

(4-7− )

𝐼𝑏𝑜 |𝑡0− = (1 − 𝐷𝑡0− ) . 𝐼𝑝𝑣 |0−

𝑑𝑉𝑏𝑢𝑠 (𝑡)

(4-5− )

= 𝐼𝐺 − 𝐼𝐷 = (±𝐼𝑖𝑛𝑣 ± 𝐼𝑏𝑖 + 𝐼𝑏𝑜 ) − 𝐼𝐷

× (𝑉𝐵𝑢𝑠 (𝑡) − 𝐼𝐺 |𝑡0+ ∗ 𝑅𝑙𝑜𝑎𝑑 )

(4-11− )
(4-12− )

𝐼𝐺 |𝑡0+ = 𝐼𝑏𝑖 |𝑡0− + 𝐼𝑏𝑜 |𝑡0− + ∆𝐼𝑏𝑖 + ∆𝐼𝑏𝑜
Integrating (4-11):
𝑉𝑏𝑢𝑠 (𝑡)

∫𝑉

𝐷𝐶

(0−)

𝑑𝑉𝑏𝑢𝑠 (𝑡)
𝑉𝑏𝑢𝑠 (𝑡)−𝐼𝐺 |𝑡0+ ∗𝑅𝑙𝑜𝑎𝑑

𝑡 −𝑑𝑡

(4-13− )

= ∫𝑡

0 τ𝑀𝐺𝐼
−𝛼

VBus (t) = 𝐼𝐺 |𝑡0+ ∗ 𝑅𝑙𝑜𝑎𝑑 + (VDC(0-)− 𝐼𝐺 |𝑡0+ ∗ 𝑅𝑙𝑜𝑎𝑑 ) * 𝑒 τ𝑀𝐺𝐼
𝐼𝐺 |𝑡0+ ≈ {

𝐼𝑏𝑖 |𝑡0− + 𝐼𝑏𝑜 |𝑡0− + ∆𝐼𝑏𝑜 |𝑡0+
𝐼𝑏𝑖 |𝑡0− + 𝐼𝑏𝑜 |𝑡0− + ∆𝐼𝑏𝑖 |𝑡0+

, 𝐶𝑏𝑖 ≥ 𝐶𝑏𝑜
, 𝐶𝑏𝑖 < 𝐶𝑏𝑜

(4-14− )
(4-15− )

𝐼𝐺 |𝑡0+ ∗ 𝑅𝑙𝑜𝑎𝑑 + (𝑉𝐷𝐶 (0−) − 𝐼𝐺 |𝑡0+ ∗ 𝑅𝑙𝑜𝑎𝑑 ) ∗
−𝛼

𝑒 𝑅𝑙𝑜𝑎𝑑 ∗𝐶𝑏𝑖
𝑉𝑏𝑢𝑠 (𝑡) ≈
𝐼𝐺 |𝑡0+ ∗ 𝑅𝑙𝑜𝑎𝑑 + (𝑉𝐷𝐶

, 𝐶𝑏𝑖 ≥ 𝐶 𝑏𝑜
(0−)

− 𝐼𝐺 |𝑡0+ ∗ 𝑅𝑙𝑜𝑎𝑑 ) ∗

−𝛼

{ 𝑒 𝑅𝑙𝑜𝑎𝑑 ∗𝐶𝑏𝑜

, 𝐶𝑏𝑖 < 𝐶 𝑏𝑜

(4-16− )
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Fig. 4.9. Case 1 shows the MGCC control
operation during grid-tied mode

Fig. 4.9. Case 2 shows the MGCC control operation
during islanded mode

4.4.5. Results and discussions
The control scheme operations described in the sub-section C will be shown through
selected case studies, during which a series of transitions between the sub-modes of the
islanding and grid-tied modes take place. The cases will be presented by two sub-plots
showing five different states of operation. The first sub-plot of each case shows the load,
inverter, bidirectional, and boost converter currents. The second sub-plot shows the variation
of the DC bus voltage.
Two cases will be presented showing the DC MG operation in grid-tied and islanded
modes. A third case will be presented to show the impact of delay on the MG operation during
the transitions between the islanding sub-modes. Then the math model validation and
applications will be discussed.

4.4.5.1. Cases demonstrating the operation of DC MG understudy
Case 1: demonstrates the MGCC control during the grid-tied mode, the connected loads to
the DC bus in this scenario are equal to 3.6 kW. BLC is MPPT controlled, BiLC is in a neutral
state (i.e. Iref = 0), and the inverter is regulating the bus voltage to 300 V.
During segment (1), Su changed to “1” indicating low energy price. The MGCC checks the
last signal sent from SSRBi to confirm the bidirectional converter connectivity (RB = 0) and
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the last signal from BiLC confirming that the batteries are not fully charged (SBi = 0). Then
the MGCC switch to the charging sub-mode commanding the BiLC to charge the batteries
with 1C (i.e. current control with Iref = 5A) to take advantage of the low energy price. It can
be seen in Fig 4.8(a) that the bidirectional current (IBi) changed to -5A and since the inverter
is maintaining the bus voltage, the inverter current (Iinv) increased to 5A while the boost
converter (IBo) and load (Iload) currents still the same.
In segment (2), BiLC signals that the batteries are fully charged (SBi = 0), then a transition
back to the initial grid-tied happens. It can be seen in Fig 4.8(a) that Ibi and Iinv dropped to
zero since the MG can self-sustain its loads, maintaining the bus voltage to 300 V as shown
in Fig 4.8(b).
In segment (3), the intermittency of the solar energy is demonstrated. The solar irradiance
started to decrease gradually leading to a gradual decrease in IBo, simulating an example of a
passing cloud. It can be seen from Fig 4.8(a) that Iinv started to increase gradually as well to
maintain the bus voltage.
Throughout segment (4), the solar irradiance goes back to its value in segment (1) and IBo
and Iinv as well, as seen in Fig 4.8.
During the last segment, Su changes to “0” (i.e. high energy price). The MGCC checks the
last status of the batteries SOC to make sure it can discharge (SBi = 1) and that RB = 0, then a
transition to the discharging sub-mode occurs. The MGCC tries to increase the economic
savings by commanding the BiLC to discharge the batteries at a rate of 1C. It can be observed
that IBi changes to 5A and Iinv changes to -5A to maintain the DC bus voltage to 300 V.
Case 2: shows the MGCC operation during islanded mode. The connected loads to the DC
bus are 6.5 kW, and the total connected capacitance is 4800 µF.
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The first segment shows a transition to the initial islanding sub-mode due to power outage
signaled by the AC agent or SSRinv (AAC = 1 or Rinv = 1), where Iinv drops to zero as shown in
Fig 4.9(a). Through this sub-mode, the MGCC commands BiLC to maintain the DC bus
voltage (CmBi = 1), while the BLC to keep operating as MPPT (CmBo = 0). It can be seen
from Fig 4.9(a) that IBi increases to cover the loss of Iinv.
In segment (2), BiLC signals batteries depletion (SBi = 1). The MGCC subsequently checks
the last SSRBo signal to confirm that the boost converter is connected (RPV = 0) and then
triggers a transition to the contingency sub-mode. Within this sub-mode, the first level of
load shed is triggered (Cmls = 01) and the extra energy from the solar panels is utilized to
charge the batteries with a rate of 2C to prepare it for emergencies. These changes could be
observed in Fig 4.9(a), where the load current dropped as a result of the load shed (~11A)
and the bidirectional starts charging instead of discharging (i.e. current changes from ~3A to
-8A) maintaining the bus voltage to 300 V.
During segment (3), SSRBo signals the tripping of the boost converter (RPV = 1). The MGCC
checks the last SSRBi signal to confirm it’s not tripped and then switches to the critical submode. In this sub-mode, the second level of load shed is triggered (Cmls = 10) such that the
amount of the load power connected to the bus is equal to the batteries power, which
corresponds to 1C. These changes could be seen in Fig 4.9(a), where IBo drops to zero while
IBi and Iload coincide at 5A.
In segment (4), the boost converter is reconnected and the solar irradiance is increasing (i.e.
a cloud is moving away from the solar panels) leading to a gradual increase in IBo. It can be
seen in Fig 4.13(a) that as IBo increases gradually, IBi decreases gradually to maintain the bus
voltage.
During the last segment, SSRBo signals that the bidirectional is tripped (RB = 1). Then the
MGCC confirms that the boost converter is connected (RPV = 0), subsequently a transition to
the extreme sub-mode is triggered. In this sub-mode, the MGCC commands the BLC to
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regulate the bus voltage (CmBo = 1) and maximum level of load shed (Cmls = 11). The
remaining connected loads can handle voltage variations as explained earlier. It can be seen
in Figs 4.9(a) and 4.9(b) that IBi drops to zero while IBo and Iload coincide, and the bus voltage
was fixed at 300 V through all transitions.
Case 3: is similar to case 2; however, a delay is imposed on different signals during the
transitions.
During segment (1), The MGCC receives a signal (Rinv = 1) and then sends a command
signal (CmBi = 1) while the other controllers maintain the same operation. A delay of 40 msec
in total has been imposed on the received-sent signals to the MGCC. During this delay, there
was no LC regulating the bus voltage and since Iload > IBo, the DC bus voltage started to
decrease as shown in Figs 4.10(a) and 4.10(b). Once the delay ended and the BiLC received
the command signal (CmBi = 1), it attempted to retain the bus voltage to 300 V. It can be
noticed in Fig 4.10(a) high oscillations once the BiLC starts regulating the bus voltage due
to the increased error input to its PI controller, which will be explained in the next sub-section.
During segment (2), the MGCC receives a signal (SBi = 1) and sends a signal (Cmls = 01).
A delay of msec order in this segment will not have a significant impact on the batteries SOC.
In segment (3), the MGCC receives a signal (RPV = 1) and sends a command (Cmls = 10).
A collective delay of 50 msec was imposed on the received-sent signals to the MGCC. It can
be seen from Fig 4.10(a) that the delay led to over discharge of the batteries during the delay
interval. This is because BiLC is responsible for regulating the bus voltage during this period
of time.
During the last segment, the MGCC receives a signal (RB = 1) and send two signals to
execute load shed (Cmls = 11) and to change the boost converter control (CmBo = 1). A
collective delay of 20 msec has been imposed on the received-sent signals (RB and CmBo).
During this delay, the bidirectional converter was disconnected and there was no LC
regulating the bus voltage. It can be seen from Fig 4.10(b) that the bus voltage has increased
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significantly because IBo is much higher than Iload during the delay. Once the BLC received
the command to regulate the bus voltage after the delay ended, the bus voltage started to be
retained to its original value 300 V. It can be seen in the zoomed areas in Fig 4.10(b) that
(16) matches the simulation results, which will be further explained in the following subsection.

(a)

(b)

(16)

Fig. 4.10. Case 3 shows the impact of delay during the islanded mode operation

Fig. 4.11. VBus(t) with different α, CT = 4800 µF and Im = 7.1 A
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Fig. 4.12. VBus(t) with different CT, Cbi:Cbo = 1:1, α = 40 msec and Im = 3.2 A.

Fig. 4.13. VBus(t) with different Im, α = 40 msec, Cbi:Cbo = 1:1 and CT = 4800 µF.

X

Fig. 4.14. IBoost with different Im, α = 40 msec, Cbi:Cbo = 1:1 and CT = 4800 µF.
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Fig. 4.15. VBus(t) of (4), (16) and simulation results with different Im, α= 40 msec, Cbi:Cbo = 1:1 and CT =
4800 µF: (a) Im = 5, (b) Im = 3.2 A, (c) Im = 1.7 A.

Fig. 4.16. VBus(t) of (4), (16) and simulation at α = 40 msec, Im = 5 A and various Cbi:Cbo (a) 1200:4800, (b)
1200:3600, (c) 2400:2400, (d) 4800:1200 and (e) 3600:1200 µF.
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4.4.5.2. Mathematical model verification
The mathematical models derived in section 3, representing communication delay impact
on the DC MG bus voltage, were compared and validated with the help of results obtained
from the Simulink model in Fig 4.4. The variation of Vbus(t) during
MG islanding with various delays (i.e. representing different wireless techs), mismatch
currents (i.e. demonstrating several operating conditions), capacitance ratios and total
capacitance (i.e. showing different designs) was shown and analyzed in this section. The
delay event starts at 0.5 sec in the following results.
Fig 4.11 shows the effect of different intervals of delays (α) on the DC bus voltage with
constant total capacitance (CT = 4800 µF), and mismatch current (Im = 7.1 A). The first shaded
area represents the average delay of the HSPA M2M technology (α ≈ 10~26 msec), the
second shaded area represents the delay of LTE M2M, which is almost double the first one
(α ≈ 30~40 msec), then the Zigbee technology latency, which is higher (α ≈ 50~140 msec).
Hybrid communications shall have a delay-impact in-between these curves. It can be noticed
that as the delay lasts longer, the voltage deviation increases, which leads to an increased
error in the PI controller of the bidirectional converter, that is supposed to regulate the bus
voltage in case of islanding, causing higher spikes. This error could be expressed as e(t=α) =
Vref - Vbus(t=α), where Vbus(t) could be calculated from (16) and subsequently calculate the
expected error. With HSPA M2M, LTE M2M and Zigbee, at this value of CT and Im, the
voltage deviation reaches up to 6.67%, 10%, and 16.67%, respectively. Furthermore, the
voltage deviation is a function of the mismatch current Im and total capacitance CT as well,
i.e. worst-case scenario could take place if the generated power from the DERs at the instant
of islanding is zero, e.g. a cloud was passing by the solar panels, the batteries were depleted
and CT was critically small. This scenario might lead to swift changes in the voltage level,
triggering protection relays of the DC MG, which are occasionally based on the (d/dt) values
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of voltage and current, and/or voltage limits of ±(0.05~0.01 pu) [47]. Spikes are a function
of Cbi:Cbo among other variables, which will be discussed hereafter.
Fig 4.12 demonstrates how the DC bus voltage behaves with different CT values, fixed α =
40 msec and Im = 3.2 A. It can be seen that the rate of voltage deviation is decreasing with
the increase in the capacitance value, as the discharge rate is governed by 𝑒 𝛼/𝜏𝑀𝐺𝐼 , where
𝜏𝑀𝐺𝐼 is the circuit time constant, which is equal to (∑𝑘𝑖=1 1/𝑅𝑙𝑜𝑎𝑑−𝑖 )

−1

× (∑𝑛𝑖=1 𝐶𝑏𝑜−𝑖 +

∑𝑚
𝑗=1 𝐶𝑏𝑖−𝑗 ).
Fig 4.13 presents the DC bus voltage behavior at fixed CT =4800 µF, α = 40 msec and
various mismatch currents. It can be noticed that as the Im increase/decreases, the DC bus
voltage varies proportionally with it. If Pgenerated ≈ Pdemand, the DC bus voltage remains around
300 V, as shown when Im ≈ - 0.25 A.
Fig 4.14 verifies that at the islanding moment, for different Im values, constant α = 40 msec,
Cbi:Cbo = 1:1 and CT =4800 µF, the average output boost current changes suddenly and
almost stays at the new operating point during the delay (varies slowly), since the latency
duration is short compared to the MPPT speed, which is consistent with (4-15) when Cbi ≥
Cbo. In addition, it can be noticed that in the time interval marked (X) all the currents take 10
msec to reach the new operating point. This is due to the low pass filter, which collects the
measurements with an average of 100 cycle/sec.
Fig 4.15 shows a comparison of (4-4), (4-16) and the simulation results at different Im and
constant α = 40 msec, Cbi:Cbo = 1:1 and CT =4800 µF. It can be seen that the error in (4-4) is
around 20% and increases with α, while it’s less than 4% in (4-16). This is due to the fact that
(4) was simplified using ideal sources.
Fig 4.16 shows a comparison of (4-4), (4-16) and the simulation results at different
capacitance ratios and constant α = 40 msec and Im = 5 A. It can be noticed that the error
increases in (4-4) and (4-16) as the ratio Cbi:Cbo varies from unity, this can be explained in
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(4-16) due to the approximation, that one of the DERs with its converter, could be represented
as a current source depending on the ratio of Cbi:Cbo as mentioned earlier. Furthermore, it can
be seen that as Cbo/Cbi increases, the DC voltage spike decreases and that is because most of
the current injected by Cbi to recover to 300 V is being absorbed by the bigger capacitor Cbo.
Moreover, this has to do with the dynamics of the PI controllers, sources and the converters
after the delay ends, which is beyond the scope of this paper. It can be perceived from Figs
4.19 and 4.20 that (4-16) can be used to represent the behavior of the DC bus during a delay.

4.4.5.3. Utilization of the developed mathematical model to mitigate the
latency impact
The mathematical model could be used to give insight and predict the DC bus voltage
behavior during a delay. The inputs to the mathematical model are design parameters, the
total capacitance, capacitances ratio of the DERs, and ICT to be used. The operational
condition inputs to the mathematical model are the load demands and the DERs generation.
The output shall show the DC bus variation under the various selected operational conditions,
which could be used either to alter the MG design parameters or change the protection set
points to tolerate the delay impact while no LC is regulating the bus voltage.
Fig 4.17(a) captures the floating behavior of the DC bus voltage during the delay using the
mathematical model (4-16). It represents the variation of the mismatch current Im, delay α
and the DC bus voltage Vbus(t) in (4-16) at load demands 7.8 kW, DERs generation ≥ 5.7 kW,
CT = 2400 µF and capacitance ratio 1:1. It can be observed that as the delay and the mismatch
current increase (IDERs-generation|t0- greater than Idemand|t0-), Vbus(t) increases. This is because
once the inverter got disconnected, the extra current that was going to the grid started to
increase the bus voltage since there was no LC to regulate the voltage during the delay (i.e.
take the extra current). While, as the delay increases and mismatch current decreases, Vbus(t)
decreases. This is because Pgeneration|t0- of the DERs < Pdemand|t0- (i.e. the MG was receiving
current from the grid right before the inverter got disconnected and the delay occurrence). At
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α = zero (i.e. no delay), it can be seen that the DC bus voltage will be 𝑉𝐷𝐶 , which is the
value of the bus voltage right before any delay happens, in our case it is 300 V, assuming the
voltage was regulated by one of the LCs. This validates (4-16) conceptually.
Also, it can be seen in Fig 4.17(a) that Vbus(t) could vary between ~ 116% and 67% of its
original value (i.e. 300 V) under these operational conditions with long delays. It can be
noticed in Figs 4.17(a)- 4.21(d) that as CT increases, Vbus(t) variation decreases, and at high
CT values, Vbus(t) variation becomes > 0.3% (i.e. > 1V) as shown in Fig 4.17(d). Then it can
be perceived that as a physical solution to mitigate the latency impact of the ICT to be used
in the MG, is to increase CT.
Figs 4.18(a) - 4.18(d) are similar to Figs. 4.17(a) - 4.17(d). However, the MG operational
condition inputs to the mathematical model were Pdemand = 4.5 and DERs generation ≥ 4.5
kW. It can be seen that at Im = zero (i.e. MG was not sending or receiving any current to the
grid), Vbus(t) is fixed at 300 V regardless of α. This is due to the operational conditions of the
MG right before and during the delay (i.e. Idemand|t0- = Igeneration|t0-). Also, it can be seen that
the bus voltage could reach up to ~500 V with α =100 msec under certain operational
conditions. The model shows a physical solution to mitigate the impact of latency of the ICT
to be used in the MG, which is increasing the total capacitance connected to the DC bus CT.
The latency impact severity varies with the mismatch current, which is an unpredictable
factor, and the total capacitance/ capacitance ratios of the converters, which is a design factor.
This study suggests that the design of an MG should be coordinated along with the selection
of the ICT. If cost-effective ICT with long delays is to be deployed, more investment has to
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Fig. 4.17. Representation of the mathematical model (16) showing the DC bus voltage behavior of the MG with the variation of I m
and α, at operational conditions: load demands = 7.8 kW and DERs generation ≥ 5.7 kW, and at different CT : (a) 2*1200 µF,
(b) 10*1200 µF, (c) 100*1200 µF, and (b) 1000*1200 µF.
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Fig. 4.18. Representation of the mathematical model (16) showing the DC bus voltage behavior of the MG with the variation of I m
and α. at operational conditions: load demands = 4.5 kW and DERs generation ≥ 4.5 kW, and at different CT : (a) 2*1200 µF, (b)
10*1200 µF, (c) 100*1200 µF, and (b) 1000*1200 µF.

be done on the MG design. For example, if Zigbee is to be used, a high capacitance should
be utilized to mitigate the impact of long delays, and if HSPA M2M is to be employed, less
capacitance is required. However, the use of large capacitances to compensate for the
mechanical inertia, as in the AC systems, leads to high fault currents. Moreover, long
latencies at high mismatch current and low capacitance will cause a swift change in DC bus
voltage and current, which might cause the protection relays to be triggered. Therefore, MGs
should be designed, while considering ICT latency, the capacitance of the DER’s converters,
protection relay settings and the mathematical models to have more sustainable DC MGs,
especially if they are used for rural electrification.
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MGCC

Measurements
Command signal from the MGCC (𝑆 𝑀𝐺𝐶𝐶 ):
𝑆1𝑀𝐺𝐶𝐶 : Signal during grid-tie (000)
𝑆2𝑀𝐺𝐶𝐶 = ̅̅̅̅̅̅̅̅
𝑆1𝑀𝐺𝐶𝐶 : Signal during islanding (111)

Inverter
controller
Inverter controller logic
if ( 𝑆 𝑀𝐺𝐶𝐶 && 1000) ← 0000 then
Inverter maintain the DC bus voltage
to 300 V.
else if ( 𝑆 𝑀𝐺𝐶𝐶 && 1000) ← 1000 then
Disconnect the inverter.

Bidirectional
converter controller

Boost converter
controller
Boost converter is MPPT controlled
if ( 𝑆 𝑀𝐺𝐶𝐶 && 0100) ← 0000 then

Bidirectional converter controller logic
if ( 𝑆 𝑀𝐺𝐶𝐶 && 0011) > 0000 then

Boost converter is MPPT controlled.
Bidirectional converter is current controlled.
else if ( 𝑆 𝑀𝐺𝐶𝐶 && 0100) ← 0100 then
else if ( 𝑆 𝑀𝐺𝐶𝐶 && 0011) ← 0000 then
Boost converter fix the bus voltage and
Bidirectional converter fix the DC bus voltage
minimal loads are connected.
to 300 V.

Fig. 4.20. Control scheme for the DC microgrid during grid-tie and islanded mode for case study (B).

4.5. Case Study (B) Effect of Microgrid Design on The
Ramifications of ICT Degradation
4.5.1. DC MG Topology Understudy
A coil was added to the output of the bidirectional converter of the system in Figure 4 to
smooth the output current during islanding mode when the bidirectional converter regulates
the DC bus voltage. The block diagram of the new system is shown in Fig 4.19. The value of
the smoothing coil is 8 mH with internal resistance of 1 ohm.

4.5.2. System Control Scheme
The control hierarchy for the DC MG shown in Fig 4.19, is a centralized communicationbased scheme similar to the one described in section 4.B. The control scheme and the logic
implemented in the local controllers can be seen in Fig 4.20. During grid-tie mode the MGCC
maintain normal operation, where the inverter is fixing the DC bus voltage to 300 V, 300 V,
the boost converter is MPPT controlled and the bidirectional converter is current controlled.
Once the MG is islanded, the MGCC receive a signal from the protection system.
Accordingly, the MGCC sends a four-bit signal to the LCs (𝑺𝑴𝑮𝑪𝑪= 1111). Each bit in this
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signal corresponds to a control type for a specific LC. For example, the two least significant
bits (LSB) variation in 𝑺𝑴𝑮𝑪𝑪 reflects only on the bidirectional converter control type. The
logic impeded in the bidirectional converter LC, shown in Fig 4.20, is set up to read only the
two LSBs. If the two LSBs are zero that means that the bidirectional converter should regulate
the DC bus voltage of the MG, when any of these two LSB changes to one, the bidirectional
converter is current controlled. If the two LSB is 10 that means charging the batteries with
1C, if they change to 01 that indicates that the batteries should discharge with 1C. However,
if the two LSB becomes 11 that means that the batteries are in neutral mode (i.e. current
reference is zero). Similarly, the inverter LC reads only the most significant bit of 𝑺𝑴𝑮𝑪𝑪, if
it is zero, the inverter regulates the DC bus voltage, when it changes to one, the inverter is
disconnected. In severe cases, if all the converters in the MG got disconnected, the boost
converter could be used to regulate the DC bus voltage, while connecting minimal loads that
could handle voltage variations. In such a case the second bit of the 𝑺𝑴𝑮𝑪𝑪 changes to one
indicating that the boost converter control should change from MPPT to regulate the DC bus
voltage.
In the subsequent section we will intentionally introduce delay to the control signal
communicated between the MGCC and the bidirectional converter LC once the MG is
islanded, similar to case study (A), and observe the impact on the MG DC bus voltage and
converters.

4.5.3. Results and Discussions
In this section, the impact of communication delay on the voltage of the DC bus (
converters switches (

𝒔𝒘
𝒃𝒐

and

𝒔𝒘
𝒃𝒊 )

𝑫𝑪 )

and

of the MG has been shown and discussed using results

obtained from the Simulink model for the MG shown in Fig 4.19. To simulate the impact of
delay on the DC bus voltage of the MG, a delay (α) has been imposed on the 𝑺𝑴𝑮𝑪𝑪 signal

4. Role of Information and Communication Technologies in Microgrid operations
600

120

0 ms
15 ms
30 ms
60 ms
100 ms
150 ms

550

Voltage (V)

500
450
400

350
300

250
0.45

0.5

0.55

0.6
Time (sec)

0.65

0.7

0.75

Fig. 4.22. DC bus voltage variation with different α, CT = 4800
µF and Im = 7.1 A.
Voltage (V)

400

(a)

Delay 0 ms

300
200
100
0
0.45

0.5

0.55

0.6
Time (sec)

0.65

0.7

0.75

Voltage (V)

500
400
300

Delay 15 ms

200
100
0
0.45

Voltage (V)

(b)

0.5

0.55

600
500
400

0.6
Time (sec)

0.65

0.7

(c)

0.75

Delay 150 ms

300
200
100
0

0.45

0.5

0.55

0.6
Time (sec)

0.65

0.7

0.75

Fig. 4.21. Impact of delay on the boost converter switch Sbo, CT = 4800 µF and
Im = 7.1 A: a) during grid-tie, b) for a delay of 15 ms, c) for a delay of 150 ms.

once the protection system islands the MG. In this scenario, the islanding of the MG occurs
at the time 0.5 sec. In case of delay, none of the converters is maintaining the DC bus voltage.
Fig 4.21 shows the effect of different delays intervals (i.e. different values of α), which
represents the delays that might be associated with the various communication technologies
shown in Table V, similar to the ones used in case study (A), on

𝑫𝑪

with constant total

capacitance (CT = Cbo + Cbi = 4800 µF), and mismatch current (Im = 7.1 A). Mismatch current
here means the current that was supplied from the grid to the MG through the inverter right
before the islanding. Once the MG is islanded, this current has to be supplied by the source
whose converter is regulating the DC bus voltage. It can be noticed that as the delay lasts
longer, the voltage deviation from the desired value (i.e. 300 V) increases, which leads to an

Tech name
Average Delay
(msec)
Coverage
range
Advantages

TABLE V
WIRELESS COMMUNICATION TECHNOLOGIES
LTE
HSPA
Zigbee
M2M
M2M
50 ~ 140
30 ~ 40
10 ~ 26
[49]
[50]
[50]

WIFI
Up to 300
[51]

Short

Wide

Wide

Short

Low cost, power &
scalable

Reliable

Low
latency

Ease of use
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increased error in the PI controller of the bidirectional converter, that is supposed to regulate
the bus voltage in case of islanding, causing higher spikes. With HSPA M2M, LTE M2M
and Zigbee average delays shown in Table V, at these values of CT and Im, the voltage
deviation might reach up to approximately 8.3%, 15%, and 17.3%, respectively. Furthermore,
the voltage deviation is a function of the mismatch current Im and total capacitance CT as well,
i.e. worst-case scenario could take place if the generated power from the DERs, at the instant
of islanding, is zero (e.g. a cloud was passing by the solar panels, and the batteries are
depleted), and CT was critically small to hold the voltage. This scenario might lead to swift
changes in the voltage level, triggering protection relays of the DC MG, which are
occasionally based on the (d/dt) values of voltage and current, and/or voltage limits of
±(5~10)% of its nominal value [47].
Figs 4.22(a), 4.22(b), and 4.22(c) demonstrate the voltage across the boost converter
switch Sbo during zero (i.e. normal operation), 15, and 150 ms delay intervals, respectively.
It can be noticed that the voltage across the switch

𝒔𝒘
𝒃𝒐

is almost the same as the DC bus

voltage in Fig 4.21, if the voltage across the diode is neglected. It can be seen that

𝒔𝒘
𝒃𝒐

during

delays can reach up to more than 1.5 the nominal value of the DC bus voltage. This impact
of delay associated with the communication technology to be used within the MG should be
taken into consideration while designing the boost switches.
Figs 4.23(a), 4.23(b), and 4.23(c) depict the voltage across the bidirectional converter
switch Sbi during zero (i.e. normal operation), 15, and 150 ms delay intervals, respectively. It
can be seen that before the islanding (i.e. 0.5 sec) the bidirectional converter was not boosting
any current (i.e. the current reference to the PI controller was zero) and

𝒔𝒘
𝒃𝒊

was almost equal

to the battery system voltage 210 V. Since LBD was almost short-circuited as the bidirectional
converter was not operational. In Figs 4.23(b) and 4.23(c), it can be noticed that once the
delay ends,

𝒔𝒘
𝒃𝒊

can reach to more than double the nominal DC bus voltage. In case the delay
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last longer and there was a current supplying a considerable portion of the DC bus loads (i.e.
𝒔𝒘
𝒃𝒊

high mismatch current),

might be more than 2.5 the nominal DC bus voltage. This

phenomenon could be better explained through the following analysis. The voltage across Sbi
is equal to the DC bus voltage plus the voltage drop across the smoothing coil and the diode,
which can be observed from the circuit model in Fig 4.19, as shown in (4-17):
𝒔𝒘
𝒃𝒊

Where

𝑫𝒊𝒐 𝒆
𝒃𝒊

=

𝑫𝑪

+

𝑫𝒊𝒐 𝒆
𝒃𝒊

+

𝑺𝒎𝒐𝒐𝒕𝒉𝒊𝒏𝒈 𝒐𝒊𝒍

(4-17)

is the voltage across the series diode in the bidirectional converter, and

the voltage across the smoothing coil could be expressed as follows:

𝑺𝒎𝒐𝒐𝒕𝒉𝒊𝒏𝒈 𝒐𝒊𝒍

=𝑳

𝑰∗𝒃𝒊⁄

𝒕

(4-18)

Where 𝑰∗𝒃𝒊 is the output measured current of the bidirectional converter, which is being
controlled through a nested loop, in case the bidirectional converter is supposed to regulate
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the DC bus voltage. The transfer function of the outer loop for voltage control, during the
delay, could be expressed as follows:
𝑟𝑒𝑓

𝛼

𝑟𝑒𝑓

𝐺(𝑆)|𝑜𝑙 = 𝐾𝑝𝑜𝑙 (𝑉𝐷𝐶 − 𝑉𝐷𝐶 (𝑡)) + 𝐾𝑖𝑜𝑙 ∫𝑡𝑜(𝑉𝐷𝐶 − 𝑉𝐷𝐶 (𝑡))𝑑𝑡

(4-19)

Where 𝐾𝑝𝑜𝑙 and 𝐾𝑖𝑜𝑙 are the proportional and integral gains of the outer control loop,
respectively.
The transfer function for the inner current loops in case of charging and discharging the
batteries are as shown in (4) and (5), respectively:
𝑟𝑒𝑓

𝛼

𝑟𝑒𝑓

∗
∗
𝐺𝑐ℎ (𝑆) = 𝐾𝑝𝑖−𝑐ℎ (𝐼𝑐ℎ − 𝐼𝑏𝑖
) + 𝐾𝑖𝑖−𝑐ℎ ∫𝑡𝑜(𝐼𝑐ℎ − 𝐼𝑏𝑖
) 𝑑𝑡
𝑟𝑒𝑓

𝛼

(4-20)

𝑟𝑒𝑓

∗
∗
𝐺𝑑𝑐ℎ (𝑆) = 𝐾𝑝𝑖−𝑑𝑐ℎ (𝐼𝑑𝑐ℎ − 𝐼𝑏𝑖
) + 𝐾𝑖𝑖−𝑑𝑐ℎ ∫𝑡𝑜(𝐼𝑑𝑐ℎ − 𝐼𝑏𝑖
) 𝑑𝑡

(4-21)

Where 𝐾𝑝𝑖−𝑐ℎ and 𝐾𝑝𝑖−𝑑𝑐ℎ are the proportional gains of the inner current control loop for
charging and discharging, respectively. 𝐾𝑖𝑖−𝑐ℎ and 𝐾𝑖𝑖−𝑑𝑐ℎ are the integral gains of the inner
𝑟𝑒𝑓

𝑟𝑒𝑓

current control loop for charging and discharging, respectively. 𝐼𝑐ℎ and 𝐼𝑑𝑐ℎ are the charging
and discharging current references, respectively. Within the nested PI of the bidirectional
converter to regulate the DC bus voltage, the outer loop provides the current reference for the
inner loop, which means that the reference currents in (4-20) and (4-21) could be replaced by
(4-19), as shown in (4-22):
∗
)+
𝐾𝑝𝑖−𝑐ℎ (𝐺(𝑆)|𝑜𝑙 − 𝐼𝑏𝑖

( 𝑖−𝑐ℎ 𝛼
∗ )
)
𝐾𝑖
∫𝑡𝑜(𝐺(𝑆)|𝑜𝑙 − 𝐼𝑏𝑖

𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔

𝐺(𝑆)|𝑏𝑖 =

(4-22)
∗
)+
𝐾𝑝𝑖−𝑑𝑐ℎ (𝐺(𝑆)|𝑜𝑙 − 𝐼𝑏𝑖

( 𝑖−𝑑𝑐ℎ 𝛼
∗ ) 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔
)
∫𝑡𝑜(𝐺(𝑆)|𝑜𝑙 − 𝐼𝑏𝑖
{ 𝐾𝑖

As the delay lasts longer, the voltage deviation increases (i.e.

𝒓𝒆𝒇
𝑫𝑪

−

𝑫𝑪 (𝒕)).

In other

words, the error within the PI controller increases, as shown in (4-19), and (4-22). This
increased error leads consequently the bidirectional converter to inject more current to
regulate the bus voltage, which means higher 𝑰∗𝒃𝒊 . Inspecting (4-18), that leads to higher
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𝑰∗𝒃𝒊 ⁄ 𝒕, which increases

𝑺𝒎𝒐𝒐𝒕𝒉𝒊𝒏𝒈 𝒐𝒊𝒍
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and consequently from (4-17) that increases the

voltage across the switch Sbi, might damage the switch if the switch was not properly
designed.
Figs 4.24(a) - 4.24(d) present the impact of different delay intervals on the load current,
output boost and bidirectional converters’ currents, and the DC bus voltage, respectively. It
can be seen that once the delay interval α ends and the bidirectional converter gets the 𝑺𝑴𝑮𝑪𝑪
signal to regulate the DC bus voltage, it’s PI controller overshoot. This overshoot reflects on
the boost output current and the load current. It can be noticed from Figs. 4.24(a) - 4.24(c)
that an overshoot of ~75 A is injected from the bidirectional converter once the 15 ms delay
ends. This causes a momentary ~25 A overshoot in the load current and the rest is absorbed
by the boost capacitor. Also, oscillations start to show up in the DC bus voltage and
converters current due to the presence of the RLC components within the circuit.

4.6. Conclusion
In this chapter it has been deliberately analyzed the effect of communication latency on the
operation, resiliency, and the DC bus voltage of centralized communication-based controlled
DC MGs. Two mathematical models were developed to describe the behavior of DC MGs
during latency. The MG system that was utilized to validate and investigate the developed
mathematical models, included solar panels, batteries, variable loads, along with all the
necessary DC/DC converters and an inverter connecting the DC MG to the main grid.
Different delay intervals that are associated with existing communication technologies were
imposed on different signals in the centralized control scheme. The results demonstrated that
the impact of various wireless communication delays (e.g. LTE, ZigBee) varies with the
microgrid design and operational conditions (e.g. amount of power being sent or received
from the main grid). A physical solution was suggested to minimize the impact of latency,
which is increasing the total capacitance connected the DC bus according to the expected
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interval of delay from the communication technology being utilized. However, changing the
total capacitance connected to the DC bus might have an impact on the fault currents/voltages
within the MG, which needs to be investigated. In other words, this study suggests that the
design of an MG should be coordinated along with the selection of the ICT. If cost-effective
ICT with long delays is to be deployed, more investment has to be done on the MG design.
For example, if Zigbee is to be used, a high capacitance should be utilized to mitigate the
impact of long delays, and if HSPA M2M is to be employed, less capacitance is required.
However, the use of large capacitances to compensate for the mechanical inertia, as in the
AC systems, leads to high fault currents. Moreover, long latencies at high mismatch current
and low capacitance will cause a swift change in DC bus voltage and current, which might
cause the protection relays to be triggered. Therefore, in order to maximize the resilience of
communication-based controlled MGs, the MGs should be designed while considering the
expected ICT latencies, the total capacitance connected to the DC bus, protection relay
settings, and the proposed mathematical models. Also, it was shown that the thresholds of the
ICT degradation that might severely impact the microgrid operations, are not fixed and varies
with the MG design and operating conditions.
The mathematical model could be used to give insight and predict the DC bus voltage
behavior during a delay. The inputs to the mathematical model are design parameters, the
total capacitance, capacitances ratio of the DERs, and ICT to be used. The operational
condition inputs to the mathematical model are the load demands and the DERs generation.
The output shall show the DC bus variation under the various selected operational conditions,
which could be used either to alter the MG design parameters or change the protection set
points to tolerate the delay impact while no LC is regulating the bus voltage. The model
shows and confirms that a physical solution to mitigate the impact of latency of the ICT to
be used in the MG is to increase the total capacitance connected to the DC bus CT.
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Chapter 5
5. Control and Energy Management of
Community Microgrids in Distribution
Networks
▪ Contributions:
o Investigate the concept of microgrid clustering, control hierarchy, and
communication with the Distribution System Operator (DSO) during a
blackout to enhance the overall resilience and stability of the distribution
networks
o Develop a real-time energy management algorithm for DSO controllers to
increase the resilience of active distribution networks (i.e. distribution
networks with control hierarchy to efficiently manage its integrated energy
resources and loads)

5.1. Nomenclature
[C]

Correction matrix.

C0
C1

Signal that indicates whether the system is connected to the main grid (0), or there
is a blackout (1).
Constraint showing the second selection criteria of the proposed algorithm.

𝐺𝑖𝑘 , 𝐵𝑖𝑘

Real and imaginary components of 𝑌𝑖𝑘 .

I

The set of inputs.

[J]

Jacobian matrix

[M]

Mismatch matrix.

NC

Sets of numbers of all combinations.

NMG

Sets of numbers of the MGs within the system.

𝑚𝑎𝑥
𝑃𝐿𝐿

Maximum transmission line loading.

𝑟
𝑟
𝑃𝑙,𝑖
, 𝑄𝑙,𝑖

Load active and reactive power request at bus i.
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Calculated active and reactive powers from the load flow for the selected MG
connected to the slack bus.
Generation active and reactive power request from bus i.

PSL, QSL Active and reactive power limit of the MG connected to the slack bus.
PLS

Total power losses of the system.

PLS|VL
S

Aggregated power losses of the entire system associated with each combination of
SVL.
Set of all possible solutions.

SGL

Set of solutions for granting that passed the generating limit constraint.

SVL

Set of solutions that passed C1.

Sg

Solution satisfied all constraints.

𝑚𝑎𝑥
𝑉𝑑𝑒𝑣

Maximum bus voltage deviation among all the buses within the system.

Vi, Vk

Voltages at buses i and k

5.2. Introduction
Microgrids have the capability of satisfying their emergency loads during blackouts.
However, distributed energy resources (DERs) usually dominate microgrids, which are
affected by the uncertainty of their input energy supply, e.g. impact of solar irradiance on
photovoltaic (PV) output. Moreover, an individual islanded microgrid is prone to instability
issues due to large sudden load/generation changes. In other words, the independent
microgrid controller monitors the status of the point of common coupling (PCC), where the
main grid and microgrid connect, and isolate the microgrid when a power disturbance occurs,
e.g. due to a fault, in the main grid. Typically, during blackouts, individual islanded
microgrids are operated independently from each other. If the generation of these microgrids
is dominated by distributed energy resources (DERs), which are volatile and nondispatchable
by nature, the stability of the islanded microgrids may be easily jeopardized by sudden
changes in the load or generation intermittency. Connecting multiple microgrids during a
blackout is possible with special switching on the distribution feeders, especially that the
distribution infrastructures are typically underground and therefore they are intrinsically less
susceptible to damage than transmission lines, during natural disasters.
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5.3. Hierarchical Structure of Interconnected Microgrids
In a cluster of interconnected MGs, one MG has to act as a slack bus to regulate the
frequency. Preferably, this slack MG would have a rotating mass generator (e.g. diesel
generator) with relatively high inertia and excess energy, to increase the stability of the group
of interconnected MGs. The other microgrids connected at the different buses shall act as PV
or PQ buses according to the type of resources they have, and their generated capacity
compared to their local load demand.
In case of a blackout, each MG has two passive islanding detection mechanisms [1, 2] at
the PCC, one of them is voltage detection, i.e. if the voltage exceeds ± 5% of the nominal
voltage [3] this passive voltage detection islands the MG. The other detection mechanism
measures the rate of change of frequency (ROCOF). When this rate increases beyond a
certain limit [3], the ROCOF relay islands the MG.
As shown in Figs. 5.1 and 5.2, we assume here that all MGs should be able to communicate
with each other in case of a blackout. When the MGs are islanded due to a power outage,
they will communicate with each other to confirm and get acknowledgment that all of them
detected the blackout. The present control sets up the MGs to connect to each other by making
one of them act as a slack bus (i.e. master) and the others as slaves. The main controller
evaluates which of the MGs has more energy and can make the cluster of MGs more stable.
After this assessment has been done and a decision has been taken by the main controller, the
connection between the MGs takes place throughout the designated infrastructure. The
interconnected MGs have the option to supply the emergency loads between the
interconnected MGs (loads at other buses external to the local MG) if they have excess
energy, or isolate all the loads between them. This decision should be pre-decided based on
the capacity of each MG and the amount of excess energy it might have, and the capacity of
the emergency loads between the MGs.
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Such a scenario will require a fully functional smart grid that has highly reliable
communication system and predetermined control techniques [4, 5]. It also requires strong
coordination between the DSO and the MG cluster. This is essential to protect the microgrids
from getting overloaded when the grid gets back to service and all loads get connected.
In this chapter, a case study will be presented including two MGs connected to the IEEE
13-Bus standard distribution feeder [6, 7, 8]. The impact of a blackout in the distribution
network on the performance of both MGs when they are interconnected versus the case when
they operate independently will be investigated. Another study will be dedicated to show the
impact of generator inertia on the stability of interconnected MGs.
Start

No

Yes

Blackout

MGs in a gridtie mode

MGs in an
islanded mode

Each MG
Measure/forecast it’s
load and generation
Communicate with
the Area Controller
No

Each MG
share its loads
with the grid

Area Controller
decides on the
slack and demands
to be supplied

MGs
cluster

Yes

Each MG
supplies it’s
own loads

End
Fig. 5.1. Flow chart of the distribution network operation during a blackout.
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Fig. 5.2. Microgrid cluster control hierarchy.

5.4. Case Studies Showing the Impact of Clustering MGs during
Blackouts on Their Stability and Supply Availability
5.4.1. Network Understudy
In order to analyze the impact of microgrids clustering during blackouts, a case study was
simulated. This simulation was based on the occurrence of a blackout in the main grid while
two MGs connected to it, under different connectivity scenarios. The system was simulated
in MATLAB® Simulink® environment. The main components of the example system
include:
-

IEEE 13 bus

-

Two DC Microgrids each include:

-

▪

300 KVA diesel generator

▪

100 KW photo voltaic panels

▪

50 KW batteries

Loads
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The islanding detection was implemented at the point of common coupling between each
microgrid and the main grid to island the MG in case of blackouts. Blackouts in this
simulation were executed by opening a three-phase circuit breaker after the main substation
of the IEEE 13 bus to simulate a three-phase short circuit fault that leads to a blackout. The
entire system is shown in Fig. 5.3.
Each DC microgrid [9] implemented in this design contains three main components as
shown in Fig. 5.4:
-

A photovoltaic system connected to the common DC bus through a DC/DC boost
converter [10] controlled by a Perturb & Observe maximum power tracking (MPPT)
technique [11].

-

A battery bank connected to the DC bus through a bidirectional DC/DC converter
[10] using a PID current control technique.

-

A diesel generator connected directly to the AC bus, using an AC1A excitation system
[12], to maintain the terminal voltage fixed, and a governor to regulate the mechanical
input power to maintain 60 HZ.
DSO
MGCC

MG

Island

PMU

X
Grid

MG

MGCC

Island
Transformer

Fig. 5.3. A 13-bus distirbution network understudy with MGs integrated.
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Fig. 5.4. A block diagram for an individual hybrid Microgrid.

5.4.2. Case Studies Scenarios
5.4.2.1. Case one: non-connected MGs
In this case, the simulation starts in the steady state mode as both MGs are already
connected to the 13-Bus system. A blackout happens after 7 seconds. Each islanding passive
detection mechanism for each MG senses the fault and disconnects the MG from the main
grid. Since the microgrids are disconnected from each other, each will function in an islanded
mode trying to supply the demanded energy required by its local loads.
After 10 seconds, an effect of a cloud passing by blocking the irradiance from reaching the
solar panels of MG-1 was simulated to investigate its capabilities to support its loads
independently while the batteries weren’t charged (i.e. depleted).

5.4.2.2. Case two: MG cluster
In this case, the two MGs are connected during the blackout forming a cluster trying to
support the same loads they had as in case one, under the same conditions simulated before
(i.e. blackout at the seventh second, and a cloud passes by MG-1 at the tenth second).

5. Control and Energy Management of Community Microgrids in Distirtbution Networks

5.4.2.3.

136

Case three: impact of generator inertia on the MG cluster

In case three, with no cloud passing, the blackout takes place after six seconds. In this case,
the impact of various generator inertias on the power transferred from MG-2 to MG-1 will
be shown.

5.4.3. Results and Discussion
5.4.3.1. Case one
Before the blackout happens, both MGs were stable while sharing their loads with the main
grid before the blackout occurred as shown in the green circles before seventh second.
After the fault occurred at the seventh second, each MG islands itself and tries to support
its own loads independently. The electrical output Pe of each generator in MG-1 and 2
increases suddenly to balance this sudden change in the loading as shown in the red circles
in Figs. 5.5(c) and 5.5(d). Their speed (i.e. frequency) decreases momentarily as shown in
Figs. 5.5(e) and 5.5(f) in the red circles. The output of each generator Pe decreases gradually
with the gradual increase in the irradiance to provide its respective load with the fixed power
it needs. However, MG-1 starts to fail to support its own loads once a cloud passes by, as
shown in Fig. 5.5(c), while MG-2 goes to steady state, as shown in Fig. 5.5(d), because MG2 has more generation than demand.
At the tenth second, a cloud passes over the PV of MG-1 as shown in the black circle in
Fig. 5.5(a), leaving the generator of that MG handling the whole load alone, which aggravates
the problem and Pe goes to zero. Since the loads were too large to be supported by the
generator, it led the generator to fail. This consequently leads to rotor disturbances, which
reflects on the output power that oscillates by the end as shown in the purple circles for MG1.
The red circles in Figs. 5.5(a) and 5.5(b) depicts the output of the inverter showing that the
electrical output of the inverter of both DC MGs is affected by disturbances due to the
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blackout. Moreover, the purple circle in Fig. 5.5(a) shows that the electrical output of the
inverter was affected by the collapse of the synchronous generator in MG-1. This is because
the inverter’s controllers of the two MGs receive AC current and voltage signals from their
respective sensors that are located at the AC bus-bar, in addition to a voltage signal from their
local DC bus, to perform vector decoupling control on the output active and reactive power
independently [13]. In islanded mode, the generator replaces the grid, and the voltage and
current of the generator of the MG directly impact the output power profile of the inverter.

5.4.3.2. Case two
As shown in Fig. 5.6 below, the two MGs are stable while sharing the loads with the main
grid as shown in the green circles, similar to the previous case.
At the seventh second, at the moment of blackout, the two MGs are islanded. Then they
communicate with each other to confirm that they all detected the blackout, and communicate
with the DSO, then connect to each other through the infrastructure of the main grid and
isolate all the loads in between. MG-2 act as a slack bus as it has more excess energy, while
MG-1 acts as a slave by fixing its mechanical input to 0.95 pu as shown in Figs. 5.6(c) and
6(d).
When the clouds passes by the PVs of MG-1 as shown in the black circle in Fig. 5.6 (a),
the generator of MG-2 increases its electrical output power Pe to cover this decrease in power
from MG-1 due to that cloud as shown in the black circles in Fig. 5.6 (d).
Finally, when the power of PVs of the two MGs goes to zero, the generator of MG-2
increases its power to provide the loads with its required energy as shown in the green circle
toward the end in Fig. 5.6(d).
The frequencies of the two generators are similar, since the generator in MG-1 is following
the generator in MG-2 (slack bus) Figs. 5.6(e) and 5.6(f). When the cloud passes by MG-1,
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the frequency drops as shown in the black circle in Fig. 5.6 (a) because the loading increases
on the generator of MG-2 and consequently its speed decreases.
The power transferred from the generator of MG-2 varies with the output power of the PV
of MG-1. As the irradiance increases gradually, the power transferred from MG-2 decreases
gradually and vice versa. When the clouds pass by MG-1, the generator of MG-2 sends more
power to the loads of MG-1 as shown in the black circle in Fig. 5.7. Towards the end of the
24-hour irradiance which was simulated by 24-seconds in the simulation, the generator of
MG-2 keeps increasing the energy sent to MG-1 until it reaches its maximum when PV output
is zero at night, as shown in the green circle by the end in Fig. 5.7.

5.4.3.3. Case three
In Fig. 5.8, the power transferred between the two MGs under the same previous conditions
(but no passing clouds), with different values of generators inertia, is depicted.
During the first six seconds, no power is transferred between the two MGs, once the
blackout occurs and the main controller establishes a connection between the two MGs, the
power starts to flow from MG-2 (act as a slack generator) to MG-1 that has more loads.
As noticed from Fig. 5.8, as the inertia of the two generators of both MGs increases, the
microgrid cluster becomes more stable. However, it is shown that at relatively low inertia
(H=0.79) at the moment of blackout, the generator of MG-2 that sends power to MG-1 starts
to oscillate and becomes unstable, driving the whole system of the two MGs to be less stable.
The generator different inertias were selected from a generator catalogue [14].
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Fig. 5.5. Results of Case I, (a) Inverter electrical power output of MG-1; (b) Inverter electrical power output
of MG-2; (c) Generator electrical power output of MG-1; (d) Generator electrical power output of MG-2; (e)
Generator frequency of MG-1; and (f) Generator.
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Fig. 5.6. Results of Case II, (a) Inverter electrical power output of MG-1; (b) Inverter electrical power output
of MG-2; (c) Generator electrical power output of MG-1; (d) Generator electrical power output of MG-2; (e)
Generator frequency of MG-1; and (f) Generator.
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Fig. 5.7. Case II: Power transfer during Microgrid clustering.

Fig. 5.8. Case III: Impact of generator inertia on Microgrid cluster.

5.4.4. Conclusion
During blackouts, independent MGs may fail to support their own loads individually,
especially when they are highly dependent on renewable resources (e.g. solar panels) that are
affected directly by weather variations (e.g. cloud passing by blocking the irradiance from
the sun). However, if the same MGs are interconnected forming a cluster of MGs using
reliable proper ICT-based control, they can handle such variation better and in a more stable
way.
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The transferred power between the interconnected MGs is more stable when the inertia of
both generators in the MGs is relativity high. At the moment of blackout, generators with low
inertia tend to oscillate and may lead the whole microgrid cluster to be unstable. When
interconnecting islanded MGs, it is recommended to connect MGs with rotating masses that
have high inertia to increase the stability of that group of MGs.

5.5. Energy Management Algorithm for Resilient DSO Controller
Resilience as articulated by Presidential Policy Directive 21 (PPD)-21 refers to “the ability
to prepare for and adapt to changing conditions and withstand and recover rapidly from
disruptions. Resilience includes the ability to withstand and recover from deliberate attacks,
accidents, or naturally occurring threats or incidents” [15, 16, 17, 18, 19]. The ever-increasing
dependence on electricity in current societies makes the power grid one of the most critical
infrastructures. The recent series of severe storms that have caused massive and extended
power outages affecting millions of people in the mid-Atlantic and Northeast regions of the
USA, and causing billions of dollars of economic losses, has triggered the imperative to
explore new approaches to increase the power grid resilience [20, 21, 22].
Inspecting how previous blackouts initiated, and how a few contingencies caused cascaded
failures that propagated throughout the power grid, a major reason for blackouts, in our view,
is loads discretionary access to electric power. For a stable power system, at any given instant,
the total power produced by all the generators must equal the total power demanded by the
loads, in addition to the power lost during the power transmission and distribution stages.
While power system operators have control over the generation, they have very limited
control over the loads. In other words, loads can draw power at any time as long as they are
connected to the power grid. Historically, this critical load/generation balance has been
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achieved through frequency signaling –that is using frequency deviation from the nominal 60
Hz to signal load/generation unbalance.
Since all generators within an interconnected power grid are precisely synchronized,
frequency is a global characteristic that can be measured at any bus. An under-frequency
condition (i.e. less than 60 Hz) implies that generators need to produce more power, while
over-frequency means that they need to produce less. This operational philosophy has the
advantage of controlling the power grid with minimal dependence on real-time feedback from
loads and consequently less dependence on communication networks. However, it is likely
to fail under heavy loading conditions, such as those experienced in hot summer days.
Moreover, it almost always fails under severe contingencies, such as those resulting from
weather-driven events. Load shedding represents a means for operators to reduce the total
demand, by coarsely cutting some feeders during emergencies. This helps confine some of
the failures. However, load shedding in some occasions may aggravate the problem, and it
cannot guarantee prevention of further cascaded failures.
The Controlled Delivery Grid (CDG) concept has been developed by Grebel and RojasCessa in [23, 24]. The CDG challenges the common wisdom of passively responding to
arbitrary load changes, and depending minimally on communication networks for power grid
operation. It suggests full real-time monitoring and control of the loads. A controlled delivery
grid is overlaid with a data network that communicates with every load on the network. Loads
communicate with a central controller, periodically sending “requests” for power. The central
controller processes all the requests, and yield back “grants.” Loads may or may not be
granted the power that they requested.
While the CDG can potentially result in major enhancement in several power grid
operational functions, such as service restoration, this chapter will be focused on the impact
of CDG on power grid resilience. We hypothesize that a CDG can substantially increase the
resilience of a power grid; a controller will run an algorithm to process the load requests, and
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only grant power after evaluating, ahead of time, the impact of the loads. Therefore,
theoretically, the possibility for a blackout is minimal. In order to test this hypothesis, we
have developed an energy management algorithm to process load requests, and implemented
it on a power grid with finite generation capability and multiple microgrids.
Previous research on energy management algorithms either focused on small scale systems
like microgrids [25, 26, 27], or distribution systems with electrical vehicles [28, 29]. Others
used game theory to analyze economically the energy transfer between distributed
generations within a smart distribution system [30]. In this chapter, a real-time energy
management was implemented in a modified IEEE 30-bus distribution system with high
penetration of microgrids. It was developed adopting the CDG concept to increase the
resilience of the system.

5.6. Proposed Real-Time Energy Management Algorithm
The proposed RTEMA processes all the load and power injection requests. It searches for
an optimal solution, and yield grants to the loads to consume energy, or to the microgrids to
inject power. Requests may be fully or partially granted depending on the state of the power
system, which is determined by iteratively solving the load flow problem using the Newton
Raphson method. The active and reactive power are calculated in rectangular coordinates
using (5-1) and (5-2), respectively,
𝑛

𝑃𝑖 = ∑|𝑉𝑖 ||𝑉𝑘 |(𝐺𝑖𝑘 cos 𝜃𝑖𝑘 + 𝐵𝑖𝑘 sin 𝜃𝑖𝑘 )

(5-1)

𝑘=1
𝑛

𝑄𝑖 = ∑|𝑉𝑖 ||𝑉𝑘 |(𝐺𝑖𝑘 sin 𝜃𝑖𝑘 − 𝐵𝑖𝑘 cos 𝜃𝑖𝑘 )

(5-2)

𝑘=1

Where 𝐺𝑖𝑘 and 𝐵𝑖𝑘 are the real and imaginary components of 𝑌𝑖𝑘 (the element at the ith row,
kth column of the Ybus), 𝜃𝑖𝑘 is the angle of 𝑌𝑖𝑘 .
A load flow solution is achieved by minimizing mismatches between the calculated and
specified values of Pi at load (P-Q) and voltage-controlled (P-V) buses, and Qi at the P-Q
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buses. The Jacobian matrix (J), in (5-3), is calculated to relate the mismatches, to corrections
in the unknown quantities (Newton Raphson variables), which are the voltage magnitude |𝑉𝑖 |
and angle 𝛿𝑖 at P-Q buses, and angles only at P-V buses.
(5-3)
[𝑀](𝑣) = [𝐽](𝑣) [𝐶](𝑣)
Where v denotes the iteration number, [M] is the mismatches matrix, [J] is the Jacobian
matrix, and [C] is the correction matrix.
Once it receives requests, the developed RTEMA runs the load flow assuming that all loads
will be granted. It then sequentially eliminates unacceptable results based on predefined
constraints. The output is the amount of power granted to each load, and the power injection
(set points) from each microgrid.
This can be represented as,
𝑁𝐵
𝑔

𝑟
∑(𝑃𝑙,𝑖
− 𝑃𝑙,𝑖 )

minimize

(5-4a)

𝑖=1
𝑁𝐵

subject to

𝑔

𝑃𝑖 = ∑|𝑉𝑖 ||𝑉𝑘 |(𝐺𝑖𝑘 cos 𝜃𝑖𝑘 + 𝐵𝑖𝑘 sin 𝜃𝑖𝑘 )

(5-4b)

𝑘=1
𝑁𝐵
𝑔
𝑄𝑖

= ∑|𝑉𝑖 ||𝑉𝑘 |(𝐺𝑖𝑘 sin 𝜃𝑖𝑘 − 𝐵𝑖𝑘 cos 𝜃𝑖𝑘 )

(5-4c)

𝑘=1
𝑔

𝑟
𝑃𝑔,𝑖 ≤ 𝑃𝑔,𝑖
𝑚𝑎𝑥
| < |𝑉|𝑚𝑎𝑥 ) &&(PLL< PL)
C1 = (|𝑉|𝑚𝑖𝑛 ≤ |𝑉𝑑𝑒𝑣

(5-4d)
(5-4e)

Algorithm I depicts the operation of the proposed RTEMA during normal operation or in
case of blackout. The multilayer decision Algorithm encompasses several selection phases
including: maximum generation limits, maximum bus voltage deviation, maximum line
loading and the least system losses.
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Algorithm I: Real Time Energy management
Algorithm
𝑟
𝑟
𝑟
𝑟
Load and power injection requests 𝑃𝑔,𝑖
, 𝑄𝑔,𝑖
,𝑃𝑙,𝑖
and 𝑄𝑙,𝑖
every time
𝑟
𝑟
𝑟
𝑟
step, such that (∀I ∈ NB)({𝑃𝑔,𝑖 , 𝑄𝑔,𝑖 ,𝑃𝑙,𝑖 , 𝑄𝑙,𝑖 } ∈ I )
𝑔
𝑔
Output:
Set of (𝑃𝑔,𝑖 , 𝑄𝑔,𝑖 ) IN SG ∈ S
if C0 = 1 then
for k ← 1 to NMG do
Select MGk to be the slack
for n ← 1 to ∀𝑐 ( c ≠ k → ∃𝑆𝑐 ∈ 𝐶𝐵) do
Solve load flow for Sc
if Ps < PSL && Qs < QSL then
Sc ∈ SGL
end if
end for
end for
if SGL= {∅}then
repeat with the next level of load request
end if
for each combination in SGL
if C1 = 1 then
Sc ∈ SVL
end if
end for
if SVL = {∅}then
repeat with the next level of load request
end if
PLS ← any of the combination ∈ SVL
for each combination in SVL do
if PLS|VL < PLS
PLS ← PLS|VL
Sc ∈ Sg
end if
end for
else
for j ← 1 to NC do
Solve for the load flow for Sc
if C1 = 1 then
Sc ∈ SVL
end if
end for
if SVL = {∅}then
repeat with the next level of load request
end if
PLS ← any of the combination ∈ SVL
for each combination in S1 do
if PLS|VL < PLS
PLS ← PLS|VL
Sc ∈ Sg
end if
end for

Input:

Return Sg
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5.6.1. System Understudy and Case Studies Showing the Operation of
RTEMA
The system understudy is shown in Fig. 5.9. It represents the IEEE 30-bus standard Test
Case. The bus and line data have been extracted from [31]. The system has been modified to
represent a blackout condition, by disconnecting the main infeed coming from generator 1.
The system is divided into three load areas, namely Area 1, Area 2 and Area 3. The loads at
each area follow a different profile as shown in Fig. 5.9. These load profiles were adapted
from actual load patterns of three regions in New York State: Mohawk Valley, Long Island,
and New York City [32].
The total demand is 283.4 MW of active power, and 126.2 MVar of reactive power. We
assume that three microgrids are connected to the system, at buses 3, 5 and 10. The rated
apparent power, {Pi, Qi}, for these three microgrids are {80 MW, 50 MVar}, {80 MW, 30
MVar} and {50 MW, 20 MVar}. Bus 3 was chosen to connect microgrid 1 (MG1) to be close
to the slack bus. Bus 5 was chosen to connect MG2 to be close to the dense load area. Bus 10
was arbitrarily chosen to connect MG3.
Each bus has a local controller. These controllers, in the case of load buses, send load
𝑟
requests (𝑃𝑙,𝑖
, where subscript l means “load” and i denotes the bus number) to the control

center that runs the RTEMA. In the case of microgrid buses, these local controllers represent
𝑟
the Microgrid Central Controllers (MGCC), and send generation requests (𝑃𝑔,𝑖
). In other

words, loads send requests asking to receive power for the next time step, while microgrids
ask for a permission to inject a certain amount of active and reactive power. Microgrids can
also request power if needed.
For each time step, the control center aggregates all the requests, and attempts to grant
100% of the total requested load, i.e. it runs the algorithm to find a solution that satisfies all
the constraints with all requested loads granted. If no feasible solution exists, the algorithm
has to search for a solution with some requests not being fully granted. The grant reduction
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decision may be based on a priority list.
In this chapter, we assume that each bus controller will send a load request, in the form of
a set that contains four load levels, with a minimum of 10% difference as shown in Table I.
The three load areas of the 30-bus system have different load-serving priorities, such that
Area 1 has the highest priority, followed by Area 2, followed by Area 3. The control center
will attempt to grant all the requested loads. If it fails to do so, it will repeat the algorithm for
a reduced load, based on their priorities, as shown in Table I.

Fig. 5.9. The modified IEEE 30-bus Test Case.
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TABLE I
LOAD AREAS, REQUEST LEVELS AND PRIORITIES
Level 1
Level 2
Level 3
Level 4
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{(1, 1), (1, 1), (1, 1)}
1

P,Q (p.u.)

Area 1

1,1

Area 2
Area 3

P,Q (p.u.)
3

0.8, 0.8

1,1

2

1,1

1

P,Q (p.u.)
6

0.5, 0.5

0.75, 0.75

5

0.7, 0.7

4

P,Q (p.u.)
9

0.4, 0.4

0.45, 0.45

8

0.3, 0.3

0.4, 0.4

7

0.3, 0.3

{(1, 1), (1, 1), (0.7, 0.7)}
2
{(1, 1), (0.75, 0.75),
(0.7, 0.7)}
9
{(0.4, 0.4), (0.3, 0.3),
(0.3, 0.3)}

5.6.2. Results and Discussion
The operation of the proposed energy management algorithm has been tested using the
modified IEEE 30-bus system described in Section III. The system is experiencing a blackout
condition, since the main infeed from bus 1 is disconnected. We will analyze how the CDG
with the proposed algorithm enable the microgrids to re-energize the power grid, supplying
the loads. The various bus controllers send load requests based on the profiles shown in Fig.
5.9. Figs 5.10 and 5.11 show the sequential search procedure of the algorithm for an optimal
solution, for 7:00am and 9:00pm, respectively. These two hours were arbitrarily chosen to
depict the operation of the algorithm during off-peak and peak times. The first, second and
third rows in Figs. 5.2 and 5.3 show the algorithm results for the cases when buses 3, 5 and
10 are considered the slack bus, respectively. The x-axis in all subplots of Figs. 5.2 and 5.3
represent the combined apparent power from all microgrids except the one connected to the
slack bus. The y-axis in the first, second and third columns in Figs. 5.2 and 5.3 represent the
active power of the microgrid connected to the slack bus, the maximum line loading, and the
maximum voltage deviation, respectively. The red dashed line in each subplot of Figs. 5.2
and 3 represents the passing threshold for the algorithm results. The red circles represent the
rejected solutions, while the blue circles represent the acceptable ones. The focus in the
graphs is on the active power because it was observed that the reactive power within
acceptable limits.
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As shown in Fig. 5.2a, at 7:00am, some solutions were acceptable (marked with the blue
circles), since the power of the microgrid connected to the slack bus is below its limit (i.e. PS
< PSL in Algorithm I). Note that we check the power limit of the microgrid connected to the
slack bus only, since the other two microgrids will receive generation set points within their
acceptable limits. Fig. 5.2d shows the solutions with respect to line loading (the limit was
chosen to be 80%). It can be seen that some solutions were exceeding the permissible limit,
while other solutions were acceptable. Fig. 5.2g shows the algorithm results with respect to
maximum voltage deviation. It can be observed that all the results through this phase are
within acceptable voltage limits. Finally, among the solutions that pass all the three selection
phases, the one that results in the minimum overall losses is chosen. It should be noted that
all the load requests were granted during this hour since the total load is not high (i.e. offpeak hour).
Similarly, Fig. 5.11 shows the selection process at 9:00pm. However, in this case, since the
requested load is relatively high, the algorithm cannot find a feasible solution if it grants all
the load requests. It recursively searches for a solution, until it finds one when it grants 80%,
75% and 40% of the requested loads at Area 1, Area 2 and Area 3, respectively. According
to Table I, the algorithm had to go through five loops of load reduction, since the aggregate
load requested is higher than the total generation from all microgrids.
Figs 5.12a, 5.12b and 5.12c shows the normalized requested load, and the normalized
granted power for 24 hours at Areas 1, 2 and 3, respectively. The number of the bus chosen
by the algorithm to be the slack bus is presented at each hour. It can be observed that all the
requested loads are granted during the early hours when the load is low. As the load increases,
the gap between the two curves increases showing that less requests are being granted. It can
also be observed that Area 1 has the highest ratio of granted power over requested load, as
compared to Areas 2 and 3 since it has the highest priority throughout the day, as described
in Table I. It can also be noted that as the load changes in the three areas, the algorithm
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decides which microgrid bus will serve as the slack bus, such that all the constraints described
in Algorithm I are satisfied, and the total losses are minimum. At 4:00pm, the requested load
from Area 1 slightly decreased allowing Area 3 to be granted more power. It can also be seen
that the algorithm chose the microgrid connected to bus five to be the slack bus.
In order to study the impact of the microgrid location on the operation of the algorithm,
Fig. 5.13 shows the normalized requested load and granted power for the case when
microgrids 1, 2 and 3 were connected to buses 27, 29 and 30, respectively. The microgrids
were intentionally located at neighboring buses in Area 1. Comparing Figs. 5.13a with 5.12a,
it can be seen that during the 24 hours, the algorithm maintained almost the same grant to
request ratio in Area 1, which has the highest priority. However, in Areas 2 and 3, the
algorithm was not able to maintain the same grant to request ratio, as compared with the case
in Fig. 5.13, since the majority of the loads were located in Areas 2 and 3. This introduced
more losses, which limited the granted power. It can be also observed that the microgrid
connected to bus 27 was always chosen to be the slack bus. This is due to the fact bus 27 has
more connections to the other buses, as compared to buses 29 and 30, as shown in Fig. 5.1.
Therefore, the line loading constraint eliminates the possibility of buses 29 and 30 to serve
as the slack bus. It can also be noted that in this case, the total load requests were not granted
during the off-peak hours, due to the location of the microgrids.
Similar to Figs. 5.10 and 5.11, Figs. 5.14 and 5.15 show the algorithm results for 7:00am
and 9:00pm, respectively. It can be noted that the number of acceptable solutions in Figs.
5.14 and 5.15 is less as compared to Figs. 5.10 and 5.11, due to the fact that when either of
buses 29 or 30 are chosen as the slack bus, none of the results yielded an acceptable solution
in terms of line loading. It can be observed that Fig. 5.14 has more acceptable solutions as
compared to Fig. 5.15, which represents the peak period. It should be noted that, in Figs. 5.14
and 5.15, some of the line loading and voltage results are outside the displayed range of yaxis.
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Fig. 5.16 shows the voltage at the various buses for the 24 hours for the first case when the
microgrids are connected to buses 3, 5 and 10. It can be seen that the voltage deviation
increases during the peak hours, and that buses encounter the maximum voltage deviation.
Since the algorithm selected the microgrid connected to bus 3 to serve as the slack bus for
most of the day, the voltage at bus 3 is always close to 1 p.u.

Fig. 5.10. Algorithm results at 7:00am, with microgrids at buses 3, 5 and 10.

Fig. 5.11. Algorithm results at 9:00pm, with microgrids at buses 3, 5 and 10.
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Fig. 5.12. Load request and granted power for 24 hours, with microgrids at buses 3, 5 and 10, for: a) Area 1,
b) Area 2 and c) Area 3
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Fig. 5.13. Load request and granted power for 24 hours, with microgrids at buses 27, 29 and 30, for: a) Area
1, b) Area 2 and c) Area 3.
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Fig. 5.14. Algorithm results at 7:00am, with microgrids at buses 27, 29 and 30.

V (p.u.)

Fig. 5.15. Algorithm results at 9:00pm, with microgrids at buses 27, 29 and 30.

Fig. 5.16. Voltage variation at each bus during 24 hours, with microgrids at buses 3, 5 and 10.
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Fig. 5.17. Progression of the algorithm as it goes through the various constraints at 7:00am, with microgrids
at buses 27, 29 and 30.

Fig 5.17 shows the progression of the algorithm as it goes through the various constraints.
It can be seen that the algorithm starts with a large set of potential solutions, and then it
converges to the optimal solution.

5.6.3. Conclusion
An energy management algorithm has been developed to enhance the resilience of electric
power systems involving high penetration of microgrids, based on the Controlled Delivery
Grid (CDG). The CDG concept suggests a radical change in the way electricity is delivered
to end consumers. Loads have to send requests to the main controller, which may or may not
grant them the requested energy based on the state of the power grid. Currently, the grid
cannot cope with major disruption events. We have shown that by using power requests from
the buses and by simulating the grid health ahead of actual power delivery, one can
successfully minimize the risk of extended blackouts. The IEEE 30-bus Test Case has been
used to examine the validity and applicability of the proposed algorithm. The developed
algorithm aims at granting most of the load requests, while maintaining the voltage at each
bus, line loading, and overall losses with acceptable limits. The results showed the feasibility
of the proposed algorithm, and the potential of the CDG to enhance the resilience of the power
grid.
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Chapter 6
6. Optimal Microgrid Placement in Electric
Distribution Systems Utilizing Complex
Network Framework
▪ Contributions:
o Provide a thorough review of the research conducted on complex network
analysis application in electric power systems
o Provide a novel approach to find optimal locations for microgrids to maximize
electric distribution systems (EDS) resilience utilizing complex network
analysis

6.1. Introduction
Scientists in many fields have, through the years, established extensive tools,
mathematical, computational, and probabilistic, aimed at scrutinizing, modeling, and
understanding different networks. The study of network science predicated its basic
foundations on the development of graph theory, which was early examined by Leonhard
Euler in 1736, when he published the famous Seven Bridges of Königsberg paper [1]. In the
context of the network theory, a complex network could be defined as a graph that is
composed of relatively many mutually related nodes (e.g., structural or functional relation)
[2,3]. It could also be defined as a network that has non-observable topological features that
do not arise in simple networks such as random ones, but often occur in graph models of real
systems [4]. Based on the former description, electric power systems can be classified as
complex networks and investigated through the lens of CNA [5,6]. The electric power system
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is categorized one of the most critical infrastructures. It is going through significant changes
driven by the aging of the centralized energy infrastructure while electricity demand is
growing [7], and the worldwide determination to reduce CO2 emissions [8,9]. Moreover,
recent natural disasters, such as Hurricane Sandy, exposed some of the power system’s
weaknesses. Therefore, a national call to enhance the grid’s resilience and self-healing
abilities was raised [10]. This led to the imperative upgrade to the “smart grid”, with a key
role expected to be played by MGs. In order to maximize the benefits of MGs within the
electric power system, MGs placement is an essential feature to examine.
Recently, many states have started to encourage MGs deployment, for example, by
announcing competitions and prizes regarding microgrids implementation to promote clean
energy and increase grid resilience. For example, in July 2017, the New Jersey Board of
Public Utilities decided to deploy 13 new MGs statewide in an attempt to maximize their
resilience in the face of catastrophic weather events. The board president announced that the
Board’s Town Center Distributed Energy Resource (DER) MG program is funding feasibility
studies/research for 13 separate proposed town center MGs across New Jersey [11,12]. The
NY Prize has been announced in New York State as well. While these initiatives encourage
faster deployment of microgrids, they do not seem to use a systematic approach to to
strategically locate them. In order to maximize the resilience of the electric power grid,
microgrid placement must be considered and investigated. Finding microgrid optimal
locations contributes to maximizing the power grid’s resilience during a blackout. Optimal
locations are those that target the following goals: (1) supply most of the critical loads within
the distribution network; (2) maintain voltage within acceptable limits; (3) operate within the
line loading capacities; (4) and minimize system losses. In order to attempt to solve the
aforementioned problem, one can think of a “trial and error” approach, i.e., if N-microgrids
are to be implemented in an M-buses system, then we are looking at NM trails to determine
the microgrid locations that will enhance the system resilience (e.g., implementing three
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microgrids in a 30-bus system will lead to 330 = 2.06 × 1014 trials). Not including the
processing time, the whole procedure will require a tremendous amount of time to find
optimal locations, especially in big systems. Therefore, another approach that can provide
pointers regarding the plausible optimal locations should be explored.
Preceding research concentrated on finding the optimal location of distributed generation
within an MG using metaheuristic means to minimize network losses [13]. Some of the
performed research used complex network similarity with the electric power system to look
into transient stability assessment [5,6]. Others used game theory to economically investigate
the transfer of energy between distributed energy resources within an intelligent distribution
system [14]. Researchers in [15] tried to coordinate the injection of the reactive power of
photovoltaic generators to regulate the distribution network voltage without having to
integrate new components and consequently eliminate the additional costs. Also, research
was conducted in [16] to find the optimal reconfiguration of a distribution network (i.e., selfsustainable islands/MGs or sub-area partitioning) to maximize the energy savings. In [17],
the research was focused on managing the power exchange between MGs during emergencies
to keep all of them operational. We used the CDG model developed in [18,19] to enhance the
EDS resilience with a high penetration of MGs in [20]. The CDG model suggests full
observability and control of the loads by a central controller (i.e., distribution system operator
(DSO)) that processes “requests” (i.e., demands) from all loads and yield back “grants” (i.e.,
power) according to an energy management algorithm (EMA).
In this chapter, abstract and weighted complex network frameworks have been established
for a modified IEEE 30 bus system, along with utilizing the COM concept and centrality
analysis, to determine the plausible optimal locations to deploy microgrids within electric
distribution systems. The real-time energy management based on the CDG model, presented
in [20], was used as an operational EMA for the distribution system operator (DSO) to
evaluate the resilience aspect of the proposed locations from the developed complex network
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framework. In other words, the EMA implemented in the DSO takes into account the
operational conditions (e.g., voltage variations, congestion limits, etc.). The input to the DSO
is the available energy from the MGs and the load requests. The DSO tries to find the solution
that has the fewest losses and highest grant/request ratio and is within the acceptable
operational limits. Also, this chapter aimed to provide an extensive review of previously
conducted research that attempted to analyze the electric power system using complex
networks theory. It should be mentioned that some practical limitations were not considered
during the analysis such as the location availability.

6.2. Literature Survey
We attempted to scrutinize the electric power systems from two main points of view: (1)
an abstract perspective (i.e., as a graph consisting of nodes and edges), regardless of the
electric power aspects (e.g., transmission line impedances); (2) weighted graphs that blend
an abstract understanding of complex network theories and electric power systems.

6.2.1. Examining the Electric Power System from an Abstract Perspective
Recent advancements in mapping the topology of abstract complex networks have
revealed that a large segment of them are extremely heterogeneous with respect to the degree
of the nodes (i.e., the number of edges connected directly to a node) [21]. In complex
networks, most of the nodes have a low degree, but there is a continuous hierarchy of high
degree nodes called “hubs,” which play a significant role in the network. According to the
node degree distribution of the complex network, the system can be classified as a scale-free
or single-scale network. Scale-free networks have most of their nodes with a low degree and
some nodes are hubs; the node degree distribution of these networks follows a power law
P(k)~k−γ with an exponent γ that mostly ranges between a value of two and three, where k is
the node degree. Single-scale networks, in the context of power systems indicate that there is
a path of transmission lines (TLs) between any power plant and any distribution substation;
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these networks can be considered regular networks where every node has roughly the same
degree. Scientists examining and assessing the vulnerabilities of complex networks are
usually interested in deciding whether the system understudy is a single-scale or scale-free
network. One of the reasons is that, for example, scale-free networks are more resilient to the
random disconnection of nodes; however, they are vulnerable to targeted attacks on hubs
[22–24].
From a power system perspective, it is very important to examine whether the
connectivity of the electric power grid is dependent on a small set of hubs and if their
disconnection might initiate an extensive obstruction of the power transmission capabilities
(e.g., a blackout).
Researchers in [21] investigated the North American power grid from an abstract
complex network point of view and tried to determine its ability to transfer power between
generation and distribution when specific nodes are disconnected. The work attempted to
model this power grid based on the data stored in the mapping system developed by Platts
[25]. This mapping system comprises data regarding every power plant, major substation,
and 115–765 kV TLs of the North American power grid. The model developed represents the
North American electric grid as a network that contains approximately 14,000 nodes (i.e.,
substations) and 19,000 edges (i.e., transmission lines). Some of the significant findings of
this work are as follows:
-

The cumulative degree distribution of the North American grid follows an exponential
function P(k > K)~e−0.5K, which agrees with that of the Western power grid that is
categorized as a single-scale network.

-

The cumulative betweenness node distribution follows P(l > L)~(2500 + L)−0.7. The
betweenness (l) of a node in a network is defined as the number of shortest paths that
pass through it [26,27]. Assuming that the power is sent through the shortest route, the
betweenness of a substation could be considered as an indication of how much energy
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passes through it. The calculated betweenness node distribution demonstrates that almost
40% of the substations are part of tens and hundreds of shortest paths, while 1% of the
substations lie on a million or more shortest paths. These high betweenness substations,
even though they may not be considered hubs, have a significant role in power
transmission.
-

To ensure the reliability of the loads being continuously supplied, the transmission
network of the electric power grid was designed in such a way that there is more than a
single electrical line between any two substations. In an attempt to verify whether the
North American grid topology has this characteristic of global redundancy or has
vanished through the grid expansions, the authors presented a measure of the network
redundancy called the “edge range”. This measure is defined as the distance between the
ends of an edge if the edge linking them was removed [28]. It was found that around 900
TLs connecting generators and/or transmission substations are radial. These radial TLs
represent a clear weakness, as their disconnection isolates their endpoints and
subsequently creates islanded clusters in the electric power grid.

-

Degree-based and random disconnection of nodes was performed to examine the
connectivity loss percentage, which quantifies the average reduction in the number of
generators connected to a specific distribution substation. Through this experiment, it
was found that the elimination of generating substations does not change the overall
connectivity of the grid due to the high level of redundancy at the generating substation
level. However, the situation can be radically different when the substations being
disconnected were transmission substations. For accidental or random disconnection, the
connectivity loss is considerably low and remains proportional to the number of nodes
that got disconnected. On the other hand, the connectivity loss is significantly increased
when high betweenness or high degree transmission hubs are disconnected. In their
conclusion, the electric grid can endure only a few failures of this type before substantial
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parts of the grid become separated, leading to a significant connectivity loss at the
distribution level. For example, the failure of 4% of the substations that have high
betweenness might lead to a 60% loss of connectivity in the grid.
Similar work was conducted on the Italian power grid for the 220 and 380 kV
transmission lines, which includes 341 substations and 517 transmission lines [29]. The aim
of the study was to show that the structure of the power grid could reveal important
information regarding the vulnerability of the network under cascading failures. In this study,
the weights of the transmission lines were updated after disconnecting a node or line such
that if the load in a line exceeds its capacity, the weight will be varied by a factor equal to the
capacity divided by the line loading. The calculated cumulative node degree distribution of
the Italian grid was calculated to be equal to 2.5 e−0.55k and the cumulative betweenness node
distribution follows (785 + l)−1.44, which indicates that this grid is very homogeneous
regarding the node degree distribution and shows a high heterogeneity in the nodes’
betweenness. The authors found that the node degree and betweenness are not correlated and
that the failure of high betweenness nodes is more significant and could lead to large-scale
blackouts. Moreover, they studied the impact of increasing the line capacity (e.g., 1.2~1.5
times) on the initiation of a cascading failure and found that there was no substantial
difference in the results. Following the same type of scrutiny, Casals et al. [30] examined the
structural topology of the European electric grid and its tolerance to targeted and accidental
failures. In another work, Sole et al. [31] explored the fragility of the European electric power
grid under targeted attacks, where specific substations in the network were disconnected and
the patterns of failures were analyzed. Coelho et al. conducted the same analysis on a
Brazilian test system [32].
In 1998, Watts and Strogatz proposed the small-world phenomenon in network models.
The small-world networks exhibit a high clustering coefficient similar to that in regular
networks and a small average distance like random networks. Through the formulation
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procedure of the small-world network, it is noticeable to see that it is the few long edges (i.e.,
edges that connect nodes to another far away ones) that make small-world networks different
from both random and regular networks. The main reason is that nodes’ distances have been
significantly shortened since the shortest paths generally pass through those long edges. As
a result, the nodes connected by long edges in the network have higher betweenness centrality
than of the other nodes. Also, in case these nodes are being disconnected intentionally (e.g.,
attacked) the structure of the network should greatly changes (e.g., more islands might be
created) [33]. Researchers in [34] analyzed the north part of the Chinese national grid and
found that the normalized distribution of the lengths of its shortest paths is similar to that of
the West State Power Grid (WSPG) in the United States and tried to show it is a small-world
network as well.
Most of these studies focus only on the abstract structure of the power grid using node
degree distribution and betweenness distribution, which introduces substantial insight
regarding the vulnerability assessment of the grid. Also, these studies are considered a
foundational building block in establishing theoretical probability models for the cascading
failures research in the power grids. Other research tried to examine whether the electric
power grid understudy is a small-world phenomenon by utilizing the properties of centrality
and path lengths in an attempt to study the vulnerability of the system and its tendency to
form islands [35–37]. However, no cohesive study on an electric power grid has been
conducted that keeps all of these parameters in perspective through the analysis.
Through these types of studies, the category of the grid structure could be identified from
the complex network perspective (e.g., single-scale, scale-free). This classification might
help the electric power system engineers in the planning stage or while upgrading the
infrastructure (e.g., add a new transmission line) to maintain a proper redundancy level in
the transmission system.
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6.2.2. Scrutinizing the Electric Power System Utilizing Weighted Graphs
Numerous measures/indices could be developed that could specify certain features of the
network, if the structure of the network is known. Social scientists have used some centrality
indices [38–41] to better explain a person’s impact within a network. Among these centrality
indices, the most widely used in the electric power systems are degree centrality and
betweenness centrality, as mentioned earlier. However, for further in-depth analysis, selected
electric power system parameters need to be included (e.g., relate the weight of the edges to
a group of electric power system properties) according to the type of study being conducted
[42].
Ian Dobson from Iowa State University is considered one of the pioneers in investigating
power system blackouts initiation and propagation using probabilistic complex network
analysis models and finding the feature of self-organized criticality of the electric power grid
[43–48]. Motter and Lai [28] showed how the redistribution of loads on substations due to
the failure of certain important substations or TLs can result in a cascading failure. Dwivedi
and Yu explore the idea of vulnerability analysis of power systems using maximum power
flow-based centrality in [49]; the study was done on the IEEE 39 bus system. Their work
presented a new direction for identifying important links in structural vulnerability analysis
[50]. Nasiruzzaman et al. in [51] attempted to identify the critical nodes within the system
using the conventional centrality measures of complex networks and the line weights were
based on the electric grid impedances and power flow. Moreover, Nasiruzzaman and Pota in
[5] conducted transient stability assessment utilizing the betweenness index and the power
flow as the weight of the lines. Also, Chen et al. [52] introduced a bus admittance matrix into
the traditional topological model, as weights of the TLs, for the purpose of further studying
power grid vulnerability. Arianos et al. [53] presented a complex network-based parameter
called net-ability to evaluate the performance of power grids during normal operation. Fang
et al. in [54] investigated the cascading failure behavior using directed complex networks.
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They performed two attack strategies on the IEEE 118 bus network, namely “minimum indegree”, which refers to the intentional attack to the input link of the node with the minimum
in-degree; and “maximum out-degree”, which refers to the intentional attack on the input link
of the node with the maximum out-degree. Their work concluded the following: (1) the
cascading failure impact could be minimized by increasing the line capacity by a tolerance
factor; and (2) an initial small-scale fault may result in a complete power outage of the
network when the tolerance factor is small.
All the aforementioned efforts have shed light on exploring the electric power system
from a new perspective through the complex network lens, which led to significant findings,
especially regarding grid vulnerability assessments. However, there is no commonly accepted
approach that involves complex network analysis in conventional power system analysis.
In subsequent sections, the use of complex network analysis to find a plausible optimal
location to implement microgrids within a distribution system will be demonstrated.

6.3. Application of CNA for Optimal Resilient MGs Placement
The optimal placement in this chapter points to the location that will result in enhanced
grid resilience, reduced power losses and line loading, better voltage stability, and a supply
to critical loads during a blackout. The criteria used to point out the optimal placement of the
MGs were predicated on the centrality analysis selected from the complex network theory,
the center of mass (COM) concept from physics, and the recently developed controlled
delivery grid (CDG) model. An IEEE 30 bus network was utilized as a case study.
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6.3.1. System Understudy
The system being studied is presented in Fig 6.1. It shows the IEEE 30 bus system. The
buses and lines data were extracted from [55]. The network was altered to represent a power
outage condition by removing the main infeed from the grid. The network is divided into
three areas, namely Areas 1, 2, and 3, each with a different load profile, as can be seen in Fig
6.1. The aggregated demand is 283.4 MW, and 126.2 MVar. We assumed that the three MGs
are connected to the system at three different buses. The rated available apparent power
during the 24 h, {Pi, Qi}, for these three MGs is {80, 50}, {80, 30} and {50, 20} MW and
MVar, respectively.

Each bus has a local controller. These controllers, in the case of load buses, send load
requests to the DSO and also have the ability to execute load shedding on their controllable
loads. In the case of microgrid buses, these local controllers represent the Microgrid Central
Controllers (MGCCs) and send generation permissions as shown in Fig 6.2. The microgrid
could represent a group of resources (wind turbines, solar farm, diesel generators, etc.) along
with energy storage systems (batteries, flywheels, etc.). Also, it could be thought of as a
cluster of MGs managed by one controller. The DSO does not need to have prior knowledge
about the details of the MGs. The MGCC checks its resources and loads then only send a
signal representing the possible available power that the MG could supply. The footprint of
the IEEE 30 bus system is more than 100 km2 [56]. A single microgrid could supply several
megawatts, such as UCSD MG in California, which supplies ~31.2 MW to a 4 km2 campus;
New York University MG, which has a capacity of 13.4 MW to supply 22 buildings; and
Illinois Institute of Technology MG, which has a collective DERs capacity close to 9 MW
[57].
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Fig. 6.1. Modified IEEE 30 bus system.

Fig. 6.2. Grant/request process in the distribution network.

The central controller (i.e., DSO) executes the EMA in [20]. The brute force algorithm
looks for a solution that agrees with all the constraints (i.e., acceptable voltage limits, line
capacities and minimum losses) and allows all the requested demands to be granted. If the
algorithm does not find a possible solution, it has to find another solution, with some of the
requests not being fully supplied (i.e., load shedding). It was assumed that each bus controller
will send a demand request, in the form of a signal that comprises four load levels with a 10%
difference or more. The grant signal from the DSO will be based on a priority list in [20].
The priority has been assigned such that Area 3 has the lowest priority and Area 1 has the
highest. In other words, the DSO will try to grant all the requested demands. If that is not
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feasible, it will execute the brute force algorithm for a reduced demand, based on their
priorities. In this chapter, the locations of the MGs that will enhance the DSO operation will
be further scrutinized using the complex networks framework, which will be explained in the
subsequent section.

6.3.2. Complex Network Framework
In order to inspect an electric grid utilizing the CNA, the first step is to model this grid as
a graph (i.e., TLs as edges and the buses as nodes). Fig 6.3 displays the equivalent graph of the
IEEE 30 bus network. It contains 30 nodes (i.e., vertices) and the TLs are shown by 41 edges,
which link the network nodes. Through this chapter, we tried to use the complex network
framework in the grid abstract form (i.e., undirected and unweighted) to learn about the central
buses/nodes from a connectivity point of view. Moreover, we used different weights for the
network edges (i.e., TLs) to understand the impact of electric system parameters such as
normalized impendences and the centrality of nodes. Three main features were chosen to
understand the nodes’ centrality in the IEEE 30 bus network: the clustering coefficient,
betweenness and closeness centrality. Betweenness centrality could be defined as the number
of shortest paths between all vertices (i.e., buses) that go through this vertex. It is utilized as a
main measure of centrality [58] (i.e., a node with higher betweenness will have more impact
over the system). The weights of the edges in betweenness were selected to be the normalized
admittance of the TLs such that it becomes more correlated to the network power flow. In other
words, the greater the lines admittances linked to a node, the greater the odds that the power
will flow through this node. Betweenness can be calculated using Equation (1):
𝑐(𝑣) = ∑𝑠,𝑡≠𝑢

𝑛𝑠𝑡 (𝑣)
𝑁𝑠𝑡

,

(1)

where nst(v) is the number of shortest paths between vertices s and t that pass by the vertex
v, and Nst is the overall number of shortest paths between vertices s and t. Closeness centrality
could be defined as the average of the shortest paths between specific node and the rest of the
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nodes in the network [59]. The increase in node closeness indicates how near it is to the other
nodes. The shortest electric route is the one that has the minimum resistance. Therefore, the
edges’ weights were chosen to be the normalized impedance, since closeness is more
associated with distance. Closeness can be calculated using Equation (2):
𝑣

𝑖
𝑐(𝑖) = (𝑁−1
)

2 1
𝐶𝑖

,

(2)

Where vi is the number of nearby vertices from vertex i (not including i), N is the number
of vertices in any graph G, and Ci is the overall sum of distances from vertex i to all nearby
vertices. If there is no path from vertex i to the nearby vertices, then c(i) is zero.
The clustering measure is an index that evaluates which vertices in a graph will cluster
together. The local clustering coefficient (LCC) of a node computes the average connections
of its nearby nodes. The LCC for each node and the overall CC of the network can be
calculated as in Equations (3) and (4), respectively:

𝐶𝐶(𝑣) =

2 𝑁𝑣
𝐾𝑣 (𝐾𝑣 − 1)

1

𝐶𝐶(𝐺) = 𝑛 ∑𝑛𝑖=1 𝐶𝑖 ,

(3)

(4)

Where Nv is the number of edges between vertex v nearby nodes and Kv is the vertex degree.
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Fig. 6.3. Shows the IEEE 30 bus network: (a) graph; (b) Closeness centrality; (c) Betweenness centrality.

The LCC was calculated to examine the clustering tendency of the IEEE 30 bus. In
addition, from the power system point of viewpoint, a bus having a high CC might indicate
that if it gets separated, the power flow will have alternative paths to the nearby buses. In
other words, a high LCC could indicate a less central bus, but this is not enough as a selfindicator. The overall CC was calculated for the 30 bus system as 0.234. It is equal to one
(i.e., clique [60]) if all the vertices in the graph are linked to one another.
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Table 1. Results conducted using complex network analysis (CAN) in a complex
network framework.
Bus No.
Weights
Bus No.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30

Closeness
Centrality

Average
Closeness

Betweenness

Average
Betweenness

CC

1/|Z| Abstract

-

-

1.5
34.25
2
107.875
17.5
192.2917
32.75
0
28
138.3333
0
106.25
0
0
67.5
9.208333
16.95833
17.20833
7.708333
16.625
0
38.45833
27.625
55.20833
42.91667
0
65.41667
67.91667
0
14

0
0.166667
0
0.166667
0
0.142857
0
1
0.333333
0.133333
0
0.1
0
1
0.166667
0
0
0
0
0
1
0.333333
0
0
0
0
0.166667
0.333333
1
1

|Z|

Abstract

-

0.03757
0.04114
0.037896
0.051342
0.04297
0.052748
0.049101
0.036862
0.038094
0.047808
0.026385
0.048605
0.032721
0.04005
0.045568
0.040794
0.041507
0.040242
0.03232
0.035456
0.031265
0.037667
0.036848
0.030453
0.025163
0.017861
0.024411
0.044617
0.019412
0.020425

0.009346
0.012346
0.009901
0.013333
0.009346
0.015152
0.01087
0.011364
0.012195
0.013889
0.009091
0.012048
0.009009
0.009804
0.011111
0.010101
0.011111
0.009174
0.009174
0.010753
0.010638
0.011765
0.010309
0.011111
0.010101
0.007874
0.010638
0.012346
0.008264
0.008264

0.023458
0.026743
0.023898
0.032338
0.026158
0.03395
0.029985
0.024113
0.025145
0.030848
0.017738
0.030326
0.020865
0.024927
0.02834
0.025447
0.026309
0.024708
0.020747
0.023104
0.020952
0.024716
0.023579
0.020782
0.017632
0.012868
0.017525
0.028481
0.013838
0.014345

2
28
0
126
34
208
57
0
28
161
0
125
0
0
81
8
18
23
4
7
0
42
24
54
37
0
54
63
0
28

1
40.5
4
89.75
1
176.5833
8.5
0
28
115.6667
0
87.5
0
0
54
10.41667
15.91667
11.41667
11.41667
26.25
0
34.91667
31.25
56.41667
48.83333
0
76.83333
72.83333
0
0

It can be observed from the CNA in Table 1 that buses 4, 6 and 10 have more effect than
the others. It can also be seen in Fig 6.3b and 6.3c. However, if the COM analogy is utilized
to find the load center using Equations (6-5) and (6-6), bus number 5 will be the closest one
to the load center. In the next section, it will be shown that the location of the MGs placement
impacts the operation of the DSO.
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(6-5)

(6-6)

Where xl and yl are the coordinates of loads center, Li is the load associated with bus i, and
n is the number of buses in the system. Weighted closeness centrality.

6.3.3. Results and Analysis
The MG placements decided by the CNA and the COM (i.e., placed in between the most
loaded buses) have been evaluated utilizing the IEEE 30 bus system in Fig 6.1. The network
is undergoing a blackout that happened as a result of the disconnection of the main infeed
from bus 1. Three different sets of places for the MGs were chosen to demonstrate their effect
on the real-time EMA based on the CDG model in [21] and the resilience of the EDS.
The COM analogy showed that the load center is near to bus 5, and therefore buses 5, 3
and 10 were chosen to be the set of places/locations (L1) to connect the three MGs. Buses 3
and 10 were chosen alongside bus 5 to assure that the MGs are spread over the IEEE 30 bus
system. Sets of places (L2) were chosen to be buses 27, 29 and 30, which have the highest
CC according to CNA. Set of places (L3) were chosen to be buses 4, 6, and 10, which have
the highest betweenness and closeness centralities among the other buses, as explained in
Section 4.
Fig 6.4 illustrates the effect of locating the MGs at L1. Fig 6.4a–c depicts the normalized
requested demands, and the power granted for 24 h at Areas 1, 2, and 3, respectively. The
number of the bus selected by the EMA to be the swing bus is displayed hourly. Similarly,
Figs 5 and 6 show the impact of locating the MGs at L2 and L3, respectively.
Comparing Figs 6.4–6.6, it demonstrates that location L3, which is proposed by the CNA,
has the highest yield (i.e., grant/request) in all the areas (i.e., more loads were being supplied
during the power outage). Moreover, the results in Fig 6.5 demonstrate that higher CC does
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not imply optimal placement. Even during the early hours of the 24 h, when the demands are
lower compared to the peak ones, the DSO could not supply the demands in Areas 2 and 3,
as seen in Fig 6.5b,c. By inspecting the results in Fig 6.4, it can be seen that L1 is near optimal
to connect MGs. Intuitively, one might think that placing MGs near the biggest demand
should reduce the system losses and enhance the yield, but the system structure may play a
substantial role. Also, if bus 4 is removed, using the PowerWorld model in [55], a power
outage takes place. Similarly, with bus 6, when bus 10 is removed, the majority of the lines
in the network were overloaded.
Figs 6.7a–c further show in details the yield factor through the 24 h in Area 1, 2 and 3
when the MGs were located at L1, L2, and L3 locations, respectively. Fig 6.7a shows that the
yield factor of Area 1 among the three locations L1, L2, and L3 is comparable because Area
1 has the highest priority to be granted power. Also, the average yield factors of Area 1 for
L1, L2, and L3 are 85.5%, 85.49%, and 87.31%. Fig 6.7b shows that for Area 2, the L2 MGs
location has the lowest hourly yield factor and that of L3 is the highest. The average yield
factors of Area 2 for L1, L2, and L3 are 82.6%, 61.57%, and 84.7%. Fig 6.7c demonstrates
that L3 has the highest hourly yield factor for Area 3. The average yield factors of Area 3 for
L1, L2, and L3 are 62.6%, 56%, and 79.3%. The overall average yield factor of the IEEE 30
bus system for L1, L2, and L3 MGs locations are 76.9%, 67.68%, and 83.76%. Fig 6.7d
shows that L3 has the highest overall hourly yield factor in the IEEE 30 bus system. The
overall average yield factors for the whole distribution network for locations L1, L2 and L3
are 76.89%, 67.68%, and 83.76%. These results show that with the MGs deployed at L3,
which is suggested by the centrality analysis, more loads (~30 MW) could be supplied during
a blackout within the permissible operational network limits. For further information about
the detailed operation of the MGCC, the authors have other related work in [61–68].
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Fig. 6.4. Normalized requested demand, and the power granted for 24 h when MGs located at L1 for: (a) Area
1; (b) Area 2 and (c) Area 3.
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Fig. 6.5. Normalized requested demand, and the power granted for 24 h when MGs located at L2 for: (a) Area
1; (b) Area 2; and (c) Area 3.

Figs 6.7a–c further show in details the yield factor through the 24 h in Area 1, 2 and 3 when
the MGs were located at L1, L2, and L3 locations, respectively. Fig 7a shows that the yield
factor of Area 1 among the three locations L1, L2, and L3 is comparable because Area 1 has
the highest priority to be granted power. Also, the average yield factors of Area 1 for L1, L2,
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and L3 are 85.5%, 85.49%, and 87.31%. Fig 6.7b shows that for Area 2, the L2 MGs location
has the lowest hourly yield factor and that of L3 is the highest. The average yield factors of
Area 2 for L1, L2, and L3 are 82.6%, 61.57%, and 84.7%. Fig 6.7c demonstrates that L3 has
the highest hourly yield factor for Area 3. The average yield factors of Area 3 for L1, L2, and
L3 are 62.6%, 56%, and 79.3%. The overall average yield factor of the IEEE 30 bus system
for L1, L2, and L3 MGs locations are 76.9%, 67.68%, and 83.76%. Fig 6.7d shows that L3
has the highest overall hourly yield factor in the IEEE 30 bus system. The overall average
yield factors for the whole distribution network for locations L1, L2 and L3 are 76.89%,
67.68%, and 83.76%. These results show that with the MGs deployed at L3, which is
suggested by the centrality analysis, more loads (~30 MW) could be supplied during a
blackout within the permissible operational network limits. For further information about the
detailed operation of the MGCC, the authors have other related work in [61–69].

6.4. Conclusion
This chapter introduced a new methodology to inspect and analyze EDSs using CNA in a
complex network framework to obtain pointers about the probable optimal locations/places
to implement/connect MGs. The examination was executed utilizing CNA, the COM
concept, and the controlled delivery grid (CDG) model. The IEEE 30 bus system was utilized
to inspect the rationality and practicality of the suggested approach. It is worth mentioning
that investigating all potential solutions to place/allocate an M no. of MGs in an N busses
EDS needs enormous time and impractically large processing power. Complex network
theory displays considerable advantages regarding finding the optimal location of MGs in an
EDS to enhance its resilience.
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Fig. 6.6. Normalized requested demand, and the power granted for 24 h when MGs located at L3 for: (a) Area
1; (b) Area 2; and (c) Area 3.
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Fig. 6.7. The yield factors for various locations of the MGs (L1, L2, and L3) in: (a) Area 1; (b) Area 2; (c)
Area 3; and (d) the IEEE 30 bus system.
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Chapter 7
7. Case Study Inspecting the Impact of High
Penetration of Renewable Energy Resources
on the Transmission System
▪ Contributions:
o A case study is conducted to investigate the impact of integrating renewable
energy resources in the transmission system.

7.1. Introduction
As discussed in chapter one, RESs are being encouraged to be implemented to reduce GHG
emissions from new and existing power plants and to defer infrastructure costly upgrades.
However, RESs are intermittent by nature, especially wind and solar energy, which increases
the degree of uncertainty in generation/demand balance. This introduces operational
challenges in terms of requiring significantly higher levels of regulation and ramping
capacity, moreover, with additional demand and intermittent generation, grid reliability is
severely compromised. Two publicized incidents illustrate some of the challenges associated
with the intermittent resources. The first incident, an example of the potential short-term
operational impacts, occurred in Texas, U.S., on February 26, 2008. During that time, the
Electric Reliability Council of Texas (ERCOT) experienced a large under frequency event as
a result of wind generation output unexpectedly dropping 1400 MW over approximately 3
hours during the evening peak load ramp. The second incident, is an example of potential
long-term supply adequacy impacts, occurred in California, U.S., during a heat wave in the
summer of 2006. The California ISO experienced significant system operation problems due
to supply deficiencies of 2700 MW of installed wind generation capacity operating at
capacity factors between 2% and 10%.
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Decision-making in the energy sector is frequently informed by the results of analytical
models. Yet these models differ significantly in their theoretical frameworks, assumptions,
and scope, among other parameters. An understanding of how these factors affect results is
necessary to allow comparisons across energy analyses and give insights during the
development of polices and regulations.
This chapter presents the modelling of New York State (NYS) transmission lines along
with a case study that investigates the impact of high penetration of RES on the resiliency,
buses voltage levels, and network overall losses of Long Island City grid using NEPLAN
software. In this conducted study, the operation of the Long Island City grid was examined
in the presence and absence of the wind farm. This study was to analyze the impact of the
postponed Long Island Power Authority (LIPA) wind farm project located at the east end of
Long Island (LI) in NYS.

7.2. New York State Transmission System Modeling
Figs. 7.1 and 7.2 show the modelling of NYS and LI transmission lines. Manhattan is
considered a very congested area with the highest demand in NYS, Fig. 7.2 shows eight
transmission lines feeding it from upstate and the rest is being supplied from Long Island
City grid.
In order to model NYS transmission grid and be able to conduct power flow analysis three
main information are required: 1) generation locations and capacities; 2) transmission grid
including mainly impedances and lengths; and 3) loads.
In the first step the “Gold Book” was used to acquire the transmission line data and the
substations locations. The Gold Book provides detailed data regarding the existing and
proposed transmission lines in NYS. The second step was to use U.S. Energy Information
Administration (EIA) website to get all the information regarding the generation power plants
and their locations in the electric grid. As for the loads, it was assumed that every inhabitant
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consumes 1 kWh, then the number of inhabitants in each county was acquired and
consequently the approximate collective load.
With this information and assumptions, it was possible to model parts of NYS grid using
NEPLAN software and conduct some case studies. 85% substations out were pinpointed and
60% of the transmission lines were simulated in NEPLAN.

7.3. Results and Discussion
In this case study we will focus on LI transmission system, which is mostly 138 KV lines.
A wind farm of 500 MW capacity was integrated at the east end of Long Island off Montauk.
According to NYS wind power map this location has high wind potential and consequently
high-power generation. The impact of integrating the wind farm at this location on the
transmission system voltage levels, overall losses, and resilience will be shown.

Fig. 7.1. New York State transmission system higher than 230 KV: a) the actual transmission system, b) the
simulated transmission system in NEPLAN software.

Fig. 7.2. Long Island City transmission system (138 KV).
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7.3.1. Impact on Voltage Levels
Figs 7.3 and 7.4 show the voltage levels of LI grid buses when the wind farm is not
connected and when it’s connected, respectively. Inspecting the voltages of two buses, one
close to the wind farm and another far away, Canal and Miller Place buses in blue circles,
to see the impact of integrating the 500 MW wind farm on the voltage levels. It can be seen
from Figs. 7.3 and 7.4 that integrating the wind farm enhanced the voltage levels at Canal
and Miller Place buses. Their voltage levels increased from 97.85% and 98.18% to 99.33%
and 99.08%, respectively.

Open Circuit
Breaker

Fig. 7.3. The voltage levels of the LI grid buses without connecting the wind farm.

Fig. 7.4. The voltage levels of the LI grid buses while connecting the wind farm.

7. Case Study Ispecting the Impact of High Penetration of Renewable Energy Resources on the Transmission System 189

7.3.2. Impact on Overall Network Losses
Figs 7.5 and 7.6 show the LI grid status with and without connecting the 500 MW wind
farm including power losses, power flowing to Manhattan from upstate and LI, and voltage
levels at Miller place bus. It can be observed that the peak losses of the network dropped
from 464 MW to 274 MW, the peak power flowing from upstate to Manhattan dropped
from 3100 MW to 2426 MW, and the peak power flowing from LI to Manhattan increased
from 583 MW to 1082 MW. During this scenario none of the lines were overloaded
including the lines from LI to Manhattan, which means that the infrastructure is ready for
renewable integration at the proposed location. Moreover, the voltage levels of Miller place
increased from ~ 98% to 99%.

Network Power Losses

Power flow from upstate to Manhattan

Power flow from Long Island to Manhattan

Voltage level at Miller Place (Near Wind Farm)

Fig. 7.5. LI grid status without connecting the wind farm.

Network Power Losses

Power flow from upstate to Manhattan

Power flow from Long Island to Manhattan

Voltage level at Miller Place (Near Wind Farm)

Fig. 7.6. LI grid status while connecting the wind farm.
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7.3.3. Impact on Network Resilience
Figs 7.7 and 7.8 show the status of the network in case one of the main 8 transmission
lines coming from upstate is tripped while the wind farm is and is not connected,
respectively. It can be seen in Fig 7.7 that the rest of the lines coming from upstate got
overloaded, which will consequently lead to their tripping and eventually the loss of a total
power of 3100 MW coming from Upstate, which increases the chances of a total blackout.
Fig 7.8 shows that with the connection of the wind farm the transmission infrastructure
could handle the tripping of a main transmission line, which is an indicator of a better
resilience.

Wind Farm is
not connected
Red color indicates that
the rest of the lines are
overloaded

Network Power Losses

Power flow from upstate to Manhattan

Power flow from Long Island to Manhattan

Voltage level at Miller Place (Near Wind Farm)

Fig. 7.7. LI grid status and resilience without connecting the wind farm.
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Wind Farm
connected
Even with the same T.L
tripped, the rest of the lines
are not overloaded

Network Power Losses

Power flow from upstate to Manhattan

Power flow from Long Island to Manhattan

Voltage level at Miller Place (Near Wind Farm)

Fig. 7.8. LI grid status and resilience without connecting the wind farm.

7.4. Conclusion
In order to exploit the benefits of integrating RES in a transmission systems, including
resilience, and guarantee stable operation of the grid some factors has to be considered such
as:
•

A global knowledge about the existing grid is required

•

Information about the different types of RESs and which is most appropriate
should be considered

•

Location of the implemented RES

•

Simulating the existing grid with and without the RES and inspect its impact on
the grid health
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Chapter 8
8. Conclusion
8.1. Dissertation Overview
The current electric power grid is highly reliable but yet to be resilient, which became
obvious through the recent challenges such as the extended blackouts and the intermittencydriven events associated with the penetration of RESs (e.g. under frequency events).
Resilience is a key feature that distinguishes the smart grid from the current grid. The
Department of Energy (DOE) and the Electric Power Research Institute (EPRI) define it as
the ability of the electric grid to adapt and withstand severe conditions and rapidly recover
from disruptions. In this context utilization of MGs technology along with ICT-based
coordinated monitor and control is essential for the realization and enabling of the full
resilient future smart electric grids.
This thesis seeks to facilitate and pave the way toward smarter resilient electric grid through
utilizing MGs technology and developing novel ICT-based coordinated control frameworks
and energy management algorithms in the prosumer, distribution and transmission levels. To
accomplish this, firstly, a single MG resilience has to be fully developed and analyzed,
therefore:
-

At the prosumer level:
o A custom-made reconfigurable microgrid testbed was designed and built with
minimum off-the-shelf components to understand the system being under study,
the utilized monitoring and control systems and their practical limitations.
o A novel hybrid state/event driven autonomous communication-based control
framework for microgrids using finite state machine was developed. This
control framework is aiming at reducing the communication load and
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complexity, processor computations, and consequently system cost while
maintaining resilient autonomous operation during all possible scenarios.

o However, to guarantee a resilient operation of communication-based controlled
MGs, the impact of ICT networks performance degradation, such as latency,
should be analyzed. Therefore, the impact of communication delays on a
microgrid performance and resilience was deliberately analyzed and
mathematically formulated to predict the MGs behavior during latencies.
Utilizing the developed mathematical model, a physical solution was proposed
to safely mitigate latency impact.
With these three steps we were able to have a fully developed resilient ICT-based MG
against failures and intermittency associated with the renewable resources. Since the vision
of smart grids entails high penetration of microgrids, it was clear for the next step to
investigate community MGs (i.e. MGs clustering) control and energy management
algorithms to maximize the resilience in the distribution network level, therefore:
-

At the distribution level:
o An actual IEEE distribution network with multiple MGs integrated was
modeled and a control scheme to manage the community MGs to mitigate RESs
intermittency and enhance the grid resiliency was developed. The impact of
clustering multiple microgrids during blackouts on their stability and supply
availability was investigated as well.
o A Real-Time Energy Management Algorithm to increase the resilience of a
distribution networks with high penetration of MGs was developed.
o Optimal resilient placement and operation of communities MGs using complex
network framework was investigated.

-

Finally some case studies regarding the impact of high penetration of renewable energy
resources on Long Island city grid resilience, losses, and voltage levels was conducted.
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8.2. Conclusion
In this thesis we followed a bottom-up research approach to maximize the electric smart
grid resilience among its various levels staring from the prosumer up to the transmission
level. The conceived vision of the smart grid is a cyber-physical system that integrates high
processing power and increased dependence on communication networks to enable real-time
monitoring and control. This will allow for, among other objectives, the realization of
maximized resilience. This vision entails a hierarchical control architecture in which a myriad
of microgrids, each locally controlled in the prosumer level, coordinates within the
distribution level with their correspondent distribution system operator (i.e. area controllers).
The various area controllers are managed by a Wide Area Monitoring, Protection and Control
operator. In order to achieve increased resilience in a smart grid, it is clear that its foundation
has to be flexible and resilient as well. Accordingly, we started from the granular level, which
is the microgrid since it is the foundational building block of smart grids up to community
MGs, developing novel ICT-based control frameworks and energy management algorithms
aiming at maximizing the grid resilience. The conclusions of the thesis can be itemized as
follows:
Microgrid Design, Modeling, Experimental Implementation, and Control
In order to successfully operate, maintain, and upgrade the future smart grid, it is crucial to
validate research ideas experimentally along with the common simulation-based studies. We
presented the development and implementation of a DC microgrid testbed. The design of the
various power electronic converters and controllers was discussed. Various experiments were
performed to validate the applicability of the individual components as well as the whole
microgrid. We shared our observations and design considerations with the research
community, especially to those who may be interested in reproducing a similar facility.

8. Conclusion

195

It was demonstrated that MGs, with the proper control and energy management, are smart
resilient platforms that facilitates the integration, operation, and optimization of multiple
resources and loads in a grid-tied or islanded mode of operation.
Control and Management Strategies for Microgrids
An ICT-based hierarchical heuristic hybrid state/event control scheme for DC microgrids
was developed and verified. A mathematical model that is based on Finite State Machine
(FSM) was developed to realize the proposed control scheme, and to analytically relate state
variables and triggering events, during all conceived modes of operation. To reduce
communication network requirement, a hierarchical hybrid design was adopted. Primary
controllers are state driven and require continuous communication. This does not impose
challenging communication requirements since primary controllers (or local controllers) are
typically collocated with their corresponding converters. Secondary control is event driven;
therefore, communication is only needed when a new event takes place.
Several cases were studied to examine the validity and applicability of the proposed control
scheme with reduced communication load and computational cycles. Results show that the
proposed scheme can preserve reliable/stable and resilient microgrid operation throughout
various severe scenarios. Since DC microgrid stability is highly related to that of its DC bus
voltage. During all possible scenarios and transition, the DC bus voltage was maintained
constant while supplying the required loads. It was shown that the proposed state/event
control scheme reduces the communication load and computational processing, which may
lead to increased dependence on communication within modern microgrid controls.
Consequently, the proposed control scheme can potentially lead to near-optimal operation,
and enhanced power quality and protection system functionalities of the MG.
It was shown that the proposed hybrid state/event ICT-based control framework utilizing
FSM modeling could achieve resilient operation and increased preparedness levels against
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failures and intermittency of renewable resources while reducing the communication load
and computational processing. This promotes and encourages utilizing ICT-based control in
MGs and the deployment of more renewable energy resources.
Role of Information and Communication Technology in Microgrids Performance
We deliberately analyzed the effect of communication latency on the operation, resiliency,
converters, and the DC bus voltage of centralized ICT-based controlled DC MGs. Two
mathematical models were developed to describe the behavior of DC MGs during latency.
The MG system that was utilized to validate and investigate the developed mathematical
models, included solar panels, batteries, variable loads, along with all the necessary DC/DC
converters and an inverter connecting the DC MG to the main grid. Different delay intervals
that are associated with existing communication technologies were imposed on different
signals in the centralized control framework. The results demonstrated that the impact of
various wireless communication delays (e.g. LTE, ZigBee) varies with the microgrid design
and operational conditions (e.g. amount of power being sent or received from the main grid).
A physical solution was suggested to minimize the impact of latency, which is increasing the
total capacitance connected the DC bus according to the expected interval of delay from the
communication technology being utilized. However, changing the total capacitance
connected to the DC bus might have an impact on the fault currents/voltages within the MG,
which needs to be investigated. In other words, this study suggests that the design of an MG
should be coordinated along with the selection of the ICT. If cost-effective ICT with long
delays is to be deployed, more investment has to be done on the MG design. For example, if
Zigbee is to be used, a high capacitance should be utilized to mitigate the impact of long
delays, and if HSPA M2M is to be employed, less capacitance is required. However, the use
of large capacitances to compensate for the mechanical inertia, as in the AC systems, leads
to high fault currents. Moreover, long latencies at high mismatch current and low capacitance
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will cause a swift change in DC bus voltage and current, which might cause the protection
relays to be triggered. Therefore, in order to maximize the resilience of communicationbased controlled MGs, the MGs should be designed while considering the expected ICT
latencies, the total capacitance connected to the DC bus, protection relay settings, and the
proposed mathematical models.
Also, it was shown that the thresholds of the ICT degradation that might severely impact
the microgrid operations, are not fixed and varies with the MG design and operating
conditions.
The mathematical model could be used to give insight and predict the DC bus voltage
behavior during a delay. The inputs to the mathematical model are design parameters, the
total capacitance, capacitances ratio of the DERs, and ICT to be used. The operational
condition inputs to the mathematical model are the load demands and the DERs generation.
The output shall show the DC bus variation under the various selected operational conditions,
which could be used either to alter the MG design parameters or change the protection set
points to tolerate the delay impact while no LC is regulating the bus voltage. The model
shows and confirms that a physical solution to mitigate the impact of latency of the ICT to
be used in the MG is to increase the total capacitance connected to the DC bus CT.
Control and Energy Management of Community Microgrids in Distribution
Networks
During blackouts, independent MGs may fail to support their own loads individually,
especially when they are highly dependent on renewable resources (e.g. solar panels) that are
affected directly by weather variations (e.g. cloud passing by blocking the irradiance from
the sun). However, if the same MGs are interconnected forming a cluster of MGs using
reliable proper ICT-based control, they can handle such variation better and in a more stable
way.
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The transferred power between the interconnected MGs is more stable when the inertia of
both generators in the MGs is relativity high. At the moment of blackout, generators with low
inertia tend to oscillate and may lead the whole microgrid cluster to be unstable. When
interconnecting islanded MGs, it is recommended to connect MGs with rotating masses that
have high inertia to increase the stability of that group of MGs.
Moreover, we developed an energy management algorithm to enhance the resilience of
electric power systems involving high penetration of microgrids, based on the Controlled
Delivery Grid (CDG), which is ICT based. The CDG concept suggests a radical change in
the way electricity is delivered to end consumers. Loads have to send requests to the main
controller, which may or may not grant them the requested energy based on the state of the
power grid. Currently, the grid cannot cope with major disruption events. We have shown
that by using power requests from the buses and by simulating the grid health ahead of actual
power delivery, one can successfully minimize the risk of extended blackouts. The IEEE 30bus Test Case has been used to examine the validity and applicability of the proposed
algorithm. The developed algorithm aims at granting most of the load requests, while
maintaining the voltage at each bus, line loading, and overall losses with acceptable limits.
The results showed the feasibility of the proposed ICT-based energy management algorithm,
and its potential to enhance the resilience of the power grid.
Optimal Microgrids Placement in Electric Distribution Systems Utilizing Complex
Network Framework
We introduced a new methodology to inspect and analyze EDSs using CNA in a complex
network framework to obtain pointers about the probable optimal locations/places to
implement/connect MGs. The examination was executed utilizing CNA, the COM concept,
and the controlled delivery grid (CDG) model. The IEEE 30 bus system was utilized to
inspect the rationality and practicality of the suggested approach. It is worth mentioning that

8. Conclusion

199

investigating all potential solutions to place/allocate an M no. of MGs in an N busses EDS
needs enormous time and impractically large processing power. Complex network theory
displays considerable advantages regarding finding the optimal location of MGs in an EDS
to enhance its resilience.
Case Study Inspecting the Impact of High Penetration of Renewable Energy
Resources on the Transmission Level
In order to exploit the benefits of integrating RES in a transmission systems, including
resilience, and guarantee stable operation of the grid some factors has to be considered such
as:
•

A global knowledge about the existing grid is required

•

Information about the different types of RESs and which is most appropriate
should be considered

•

Location of the implemented RES

•

Simulating the existing grid with and without the RES and inspect its impact on
the grid health
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