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Resumo
O problema de estados ligados em um potencial delta duplo e´ revisto com o uso do me´todo
das transformadas seno e cosseno de Fourier.
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The problem of bound states in a double delta potential is revisited by means of Fourier sine
and cosine transforms.
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1 Introduc¸a˜o
Em 1927, a quantidade δ (x) definida por
∫ +∞
−∞
dx δ (x) = 1, δ (x) = 0 para x 6= 0 (1)
foi utilizada por P.A.M. Dirac para mostrar a equivaleˆncia entre treˆs diferentes formalismos
da mecaˆnica quaˆntica [1]. Embora seja atualmente conhecida como func¸a˜o delta de Dirac, tal
quantidade apareceu pela primeira vez em trabalhos de O. Heaviside ja´ em 1895 (veja, e.g.,
[2]). Conquanto δ (x) na˜o seja uma func¸a˜o no sentido usual da palavra, ela pode ser entendida
como o limite de uma sequeˆncia de func¸o˜es, e a teoria das distribuic¸o˜es permite que ela possa
ser considerada efetivamente como uma func¸a˜o ordina´ria [3]. A utilidade da func¸a˜o delta
estende-se muito ale´m de seu uso original em mecaˆnica quaˆntica e na definic¸a˜o de func¸a˜o
impulsiva. E´ proveitosa no ca´lculo de soma de se´ries de Fourier [4] e de integrais [5], ale´m de
ser fundamental na busca de soluc¸o˜es particulares de equac¸o˜es diferenciais na˜o-homogeˆneas
com o me´todo da func¸a˜o de Green (veja, e.g., [6]). Outrossim, a func¸a˜o delta tem serventia
para simular func¸o˜es com valores extremamente grandes em um intervalo extremamente
pequeno e para generalizar o conceito de densidade associado com quantidades cont´ınuas para
quantidades discretas, sendo a densidade de massa de um objeto pontual um dos exemplos
mais elementares. Em muitas circunstaˆncias, a raza˜o da substituic¸a˜o de func¸o˜es ordina´rias
por func¸o˜es delta e´ porque, via de regra, tais modelos tornam-se mais simples, e a`s vezes
exatamente solu´veis [7]-[8]. De fato, as func¸o˜es delta teˆm sido utilizadas em uma pletora de
trabalhos em situac¸o˜es variadas em f´ısica estat´ıstica [9], eletromagnetismo [10], o´tica [11],
modelos nucleares [12]-[13], f´ısica do estado so´lido [8], [14], f´ısica de part´ıculas elementares
[15], teoria do espalhamento [16], simulac¸a˜o do comportamento de a´tomos e mole´culas [17]-
[18], fotoionizac¸a˜o [19], efeito Hall quantizado [20], f´ısica multidimensional [21], efeito Casimir
[22], regularizac¸a˜o e renormalizac¸a˜o em teoria quaˆntica de campos [23].
A equac¸a˜o de Schro¨dinger com um potencial constitu´ıdo de uma soma de duas func¸o˜es
delta de Dirac, doravante denominado potencial delta duplo, tem sido usada na descric¸a˜o da
transfereˆncia de um nu´cleon de valeˆncia durante uma colisa˜o nuclear [12] tanto quanto para
para modelar as forc¸as de troca entre os dois nu´cleos no ı´on de hidrogeˆnio molecular [18].
A bem da verdade, os estados estaciona´rios de uma part´ıcula em um potencial delta duplo
ocupa as pa´ginas de muitos livros-texto [24]-[30]. Costumeiramente, os poss´ıveis estados li-
gados sa˜o encontrados pela localizac¸a˜o dos polos complexos da amplitude de espalhamento
ou por meio de uma soluc¸a˜o direta da equac¸a˜o de Schro¨dinger baseada na descontinuidade
da derivada primeira da autofunc¸a˜o, mais a continuidade da autofunc¸a˜o e seu bom com-
portamento assinto´tico. Os estados ligados da equac¸a˜o de Schro¨dinger com potenciais delta
tambe´m tem sido alvo de investigac¸a˜o tanto com a transformada de Laplace [31] quanto com
a transformada exponencial de Fourier [32], e no caso de potenciais constitu´ıdos de func¸o˜es
delta de Dirac a equac¸a˜o de Schro¨dinger independente do tempo transmuta-se numa equac¸a˜o
alge´brica de primeira ordem para a transformada da autofunc¸a˜o. O uso de transformadas
integrais para resolver uma equac¸a˜o diferencial e´ louva´vel se a equac¸a˜o transformada puder
ser resolvida com maior simplicidade. No entanto, deve-se executar a inversa˜o da transfor-
mada para obter a func¸a˜o original do problema. Esta u´ltima tarefa pode ser penosa mas e´
extremamente facilitada pelo uso de tabelas de integrais.
Neste trabalho usamos as transformadas seno e cosseno de Fourier na busca de soluc¸o˜es
de estados ligados da equac¸a˜o de Schro¨dinger com o o potencial delta duplo. A abordagem
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da equac¸a˜o de Schro¨dinger com o potencial delta duplo via transformadas seno e cosseno
de Fourier fornece uma aplicac¸a˜o adicional do me´todo de transformadas integrais em um
problema f´ısico simples que pode ser do interesse de professores e estudantes de f´ısica ma-
tema´tica e mecaˆnica quaˆntica dos cursos de graduac¸a˜o em f´ısica. O procedimento adotado
envolve contato com equac¸o˜es diferenciais e o comportamento assinto´tico de suas soluc¸o˜es,
func¸a˜o delta de Dirac, condic¸o˜es de contorno, paridade e extenso˜es sime´trica e antissime´trica
de autofunc¸o˜es, degeneresceˆncia em sistemas f´ısicos unidimensionais, et cetera.
2 As transformadas seno e cosseno de Fourier
As transformadas seno e cosseno de Fourier de φ (x), denotadas por ΦS (k) e ΦC (k) respec-
tivamente, sa˜o definidas como [6]-[33]
ΦS (k) = FS {φ (x)} =
√
2
pi
∫ ∞
0
dx φ (x) sen kx,
(2)
ΦC (k) = FC {φ (x)} =
√
2
pi
∫ ∞
0
dx φ (x) cos kx,
e as transformadas inversas sa˜o dadas por
φ (x) =


F−1S {Φ (k)} =
√
2
pi
∫∞
0
dkΦS (k) sen kx,
F−1C {Φ (k)} =
√
2
pi
∫∞
0
dkΦC (k) cos kx.
(3)
A existeˆncia das transformadas seno e cosseno de Fourier, e de suas inversas, e´ assegurada se
as func¸o˜es envolvidas nos integrandos forem absolutamente integra´veis no intervalo [0,∞),
e para isto acontecer φ (x) → 0 quando x → ∞, e tambe´m ΦS (k) e ΦC (k) devem tender a
zero quando k →∞. Neste caso, o teorema de Parseval garante que∫ ∞
0
dx |φ (x) |2 =
∫ ∞
0
dk |ΦS (k) |
2 =
∫ ∞
0
dk |ΦC (k) |
2. (4)
Ale´m disto, se dφ (x) /dx for tambe´m absolutamente integra´vel valera˜o as seguintes proprie-
dades diferenciais
FS
{
d2φ (x)
dx2
}
= −k2FS {φ (x)}+
√
2
pi
kφ (0) ,
(5)
FC
{
d2φ (x)
dx2
}
= −k2FC {φ (x)} −
√
2
pi
φ′ (0) ,
onde
φ (0) = lim
x→0+
φ (x) , φ′ (0) = lim
x→0+
dφ (x)
dx
. (6)
Somente quatro quatro integrais relacionadas com as transformadas seno e cosseno de Fourier
de sen kc/(k2 ± d2) e cos kc/(k2 ± d2), sera˜o necessa´rios na ana´lise dos estados ligados de um
potencial delta duplo. Apesar de que apenas duas integrais sejam utilizados na expressa˜o
final das autofunc¸o˜es.
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3 Os estados ligados de um potencial delta duplo
O potencial delta duplo sime´trico pode ser visto como o caso limite de um potencial de poc¸o
(ou barreira) quadrado duplo como esta´ ilustrado na Figura 1, onde L e θ sa˜o quantidades
positivas. O limite apropriado deve ser realizado impondo θ → 0 e |V0| → ∞ de tal forma
Figura 1: Esboc¸o do poc¸o duplo sime´trico. Cada poc¸o tem lagura θ e profundidade V0.
que o produto θV0 permanec¸a constante. Usando as definic¸o˜es
α = θV0 (7)
e
a =
~
2
2mαL
, κ =
√
2mE
~2
, (8)
a equac¸a˜o de Schro¨dinger independente do tempo para uma part´ıcula de massa m sujeita a
um potencial delta duplo sime´trico
V (x) = −α [δ (x+ L) + δ (x− L)] (9)
pode ser escrita na forma
d2φ (x)
dx2
+
1
aL
[δ (x+ L) + δ (x− L)]φ (x) + κ2φ (x) = 0. (10)
Para estados ligados, devemos procurar autofunc¸o˜es que se anulam a` medida que |x| → ∞.
Tendo em vista que (9) e´ invariante sob reflexa˜o atrave´s da origem (x→ −x), se φ(x) satisfaz
a` equac¸a˜o de Schro¨dinger para um dado E, assim acontece com φ(−x), e portanto tambe´m
satisfazem as combinac¸o˜es lineares φ(x)± φ(−x). Da´ı, assegura-se que autofunc¸o˜es com
paridades bem definidas podem ser constru´ıdas, sendo suficiente concentrar a atenc¸a˜o sobre
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o semieixo e impor condic¸o˜es de contorno adicionais sobre φ na origem. Autofunc¸o˜es em todo
o eixo podem ser constru´ıdas tomando combinac¸o˜es lineares sime´tricas e antissime´tricas de
φ definida no lado positivo do eixo x:
φ(±) (x) = [θ (x)± θ (−x)]φ (|x|) , (11)
onde θ (x) e´ a func¸a˜o degrau de Heaviside (1 para x > 0, e 0 para x < 0). Estas duas
autofunc¸o˜es linearmente independentes possuem a mesma energia, enta˜o, em princ´ıpio, existe
uma dupla degeneresceˆncia. Por causa da continuidade da autofunc¸a˜o e sua derivada em x =
0, as condic¸o˜es de contorno sobre φ na origem podem ser combinadas de duas formas distintas:
a func¸a˜o par obedece a` condic¸a˜o de Neumann homogeˆnea φ′ (0) = 0, enquanto a func¸a˜o ı´mpar
obedece a` condic¸a˜o de Dirichlet homogeˆnea φ (0) = 0. Haja vista que φ (x) e dφ (x) /dx sa˜o
nulas no infinito, temos a garantia da existeˆncia de FS {d
2φ (x) dx2} e FC {d
2φ (x) dx2} caso
existam as transformadas de φ (x) e dφ (x) /dx. As transformadas seno e cosseno de Fourier
de (10) resultam em equac¸o˜es alge´bricas de primeiro grau:
(
k2 − κ2
)
ΦS (k) =
√
2
pi
[
φ (L)
aL
sen kL+ kφ (0)
]
,
(12)
(
k2 − κ2
)
ΦC (k) =
√
2
pi
[
φ (L)
aL
cos kL− φ′ (0)
]
.
A condic¸a˜o de contorno na origem dita qual o tipo de transformada e´ mais apropriado:
transformada seno de Fourier para uma autofunc¸a˜o ı´mpar e transformada cosseno de Fourier
para uma autofunc¸a˜o par. A transformada seno (cosseno) de Fourier atende a` convenieˆncia
da autofunc¸a˜o ı´mpar (par) porque a transformada inversa requer φ (0) = 0 (φ′ (0) = 0) como
pode ser depreendido de (3). Destarte, obtemos as soluc¸o˜es
ΦS (k) =
√
2
pi
φ (L)
aL
sen kL
k2 − κ2
, φ (−x) = −φ (x) ,
(13)
ΦC (k) =
√
2
pi
φ (L)
aL
cos kL
k2 − κ2
, φ (−x) = +φ (x) .
Das integrais tabeladas em [33] e transcritas em (A3) e (A4) conclu´ımos sobre a inexisteˆncia
de transformadas inversas no caso em que κ ∈ R (E > 0). Isto sucede porque a presenc¸a de
cos κx ou sen κx faz com que φ (x) na˜o seja absolutamente integra´vel. Entretanto, diante das
integrais tabeladas expressas por (A1) e (A2), conclu´ımos que a existeˆncia das transformadas
inversas e´ assegurada para κ = iξ/L com ξ > 0 de tal forma que
E = −
~
2ξ2
2mL2
. (14)
Neste caso, a transformada inversa de (13) pode ser obtida usando os resultados tabelados
expressos por (A1) e (A2). Assim, para φ (−x) = +φ (x) temos
φ (x) = φ (0)×


cosh ξx
L
, |x| ≤ L,
cosh ξ e−ξ(|x|/L−1), |x| ≥ L,
(15)
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onde
φ (0) =
φ (L) e−ξ
aξ
. (16)
Por outro lado, para φ (−x) = −φ (x) temos
φ (x) =
L
ξ
φ′ (0)×


senh ξx
L
, |x| ≤ L,
ε (x) senh ξ e−ξ(|x|/L−1), |x| ≥ L,
(17)
onde ε (x) e´ a func¸a˜o sinal de x (+1 para x > 0, e −1 para x < 0), e
φ′ (0) =
φ (L) e−ξ
aL
. (18)
Note que, considerando (15) e (17), podemos escrever
φ (L) =


φ (0) cosh ξ, φ (−x) = +φ (x) ,
L
ξ
φ′ (0) senh ξ, φ (−x) = −φ (x) .
(19)
A consisteˆncia de (16), (18) e (19) requer que ξ seja soluc¸a˜o das equac¸o˜es transcendentais
2aξ =


1 + e−2ξ, φ (−x) = +φ (x) ,
1− e−2ξ, φ (−x) = −φ (x) .
(20)
A condic¸a˜o de quantizac¸a˜o surgiu, ale´m da exigeˆncia de normalizabilidade das auto-
func¸o˜es, como uma necessidade de consisteˆncia no ajuste dos valores de φ (0), φ′ (0) e φ (L).
Ha´ de se notar que a condic¸a˜o de quantizac¸a˜o tambe´m poderia ter sido obtida pela fo´rmula
de conexa˜o entre dφ/dx a` direita e a` esquerda de x = L. Tal fo´rmula pode ser avaliada pela
integrac¸a˜o de (10) numa pequena regia˜o em redor x = L, e pode ser sumarizada por
lim
ε→0
dφ
dx
∣∣∣∣
x=L+ε
x=L−ε
= −
φ (L)
aL
. (21)
Ja´ que as func¸o˜es 1 + e−2ξ e 1 − e−2ξ sa˜o limitadas a valores positivos ao passo que 2aξ
e´ limitada a valores negativos quando a < 0, podemos inferir que na˜o ha´ possibilidade de
soluc¸a˜o para estados ligados se a < 0 (potencial repulsivo). Para um potencial atrativo
(a > 0), a natureza do espectro resultante das soluc¸o˜es das equac¸o˜es transcendentais (20)
podem ser visualizadas na Figura 2, onde constam esboc¸os do membro direito de (20), e do
lado esquerdo de (20) para a = 3/2 e a = 1/4. As curvas representadas por1 + e−2ξ e 2aξ
sempre se interceptam. Note que 1 − e−2ξ ≈ 2ξ para |ξ| ≪ 1 e assim a curva representada
por 2aξ oscula a curva representada por 1− e−2ξ em ξ = 0 quando a = 1, e estas duas curvas
se interceptam em algum ponto com abscissa ξ > 0 se e somente se a < 1. As abscissas das
intersec¸o˜es de 1±e−2ξ e 2aξ correspondem aos valores permitidos de ξ. Pode-se depreender da
Figura 2 que sempre ha´ uma e somente uma soluc¸a˜o para o caso de uma autofunc¸a˜o sime´trica,
correspondendo a` intersec¸a˜o das curvas 1+e−2ξ e 2aξ. A existeˆncia de uma adicional soluc¸a˜o,
necessariamente para o caso de uma autofunc¸a˜o antissime´trica, sucede ta˜o somente quando
a < 1, correspondendo a` intersec¸a˜o das curvas 1 − e−2ξ e 2aξ. Em todo caso, os valores
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Figura 2: Esboc¸o da condic¸a˜o de quantizac¸a˜o 2aξ = 1± e−2ξ para a > 0. Curva cont´ınua espessa
para 1 + e−2ξ. Curva cont´ınua delgada para 1 − e−2ξ. Curva pontilhada para 2aξ com a = 3/2, e
curva tracejada para 2aξ com a = 1/4.
permitidos de ξ aumentam a` medida que a diminui. Ale´m disto, o valor permitido de ξ
para a soluc¸a˜o ı´mpar e´ menor que o valor permitido de ξ para a soluc¸a˜o par. A relac¸a˜o
entre E e ξ dada por (14) permite concluir que a energia dos estados ligados diminui com
o aumento de ξ e consequentemente a soluc¸a˜o com autofunc¸a˜o par corresponde ao ub´ıquo
estado fundamental. Relembrando a relac¸a˜o entre a, L e α dada por (8), podemos concluir
que a existeˆncia de uma soluc¸a˜o ı´mpar, correspondendo ao estado excitado, ocorre somente se
o potencial for suficientemente forte (α > ~2/2mL). E´ tambe´m instrutivo observar que, para
a < 1, o espectro torna-se degenerado no limite ξ →∞ (E → −∞) com a→ 0 (α→∞).
4 Comenta´rios finais
Este trabalho apresentou uma abordagem alternativa para a busca de estados ligados do
potencial delta duplo baseada nas transformac¸o˜es seno e cosseno de Fourier. Com essa abor-
dagem a equac¸a˜o de Schro¨dinger independente do tempo transmutou-se em equac¸o˜es alge´bicas
de primeira ordem para as transformadas da autofunc¸a˜o. O processo de inversa˜o das trans-
formadas tornou-se amiga´vel porque as integrais envolvidas no procedimento esta˜o presentes
em tabelas, do contra´rio a abordagem, ainda que l´ıcita, perderia o seu valor pedago´gico.
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A Integrais u´teis
As fo´rmulas 3.742.1, 3.742.3, 3.742.6 e 3.742.8 da Ref. [33] sa˜o as integrais u´teis para nossos
propo´sitos: ∫ ∞
0
dk
sen kc sen kx
k2 + d2
=
pi
2d
×


e−cd senh dx,
senh cd e−dx,
x < c,
x > c,
(A1)
∫ ∞
0
dk
cos kc cos kx
k2 + d2
=
pi
2d
×


e−cd cosh dx,
cosh cd e−dx,
x < c,
x > c,
(A2)
∫ ∞
0
dk
sen kc sen kx
k2 − d2
=
pi
2d
×


cos cd sen dx,
sen cd cos dx,
x < c,
x > c,
(A3)
∫ ∞
0
dk
cos kc cos kx
k2 − d2
= −
pi
2d
×


sen cd cos dx,
cos cd sen dx,
x < c,
x > c,
(A4)
com x > 0, c > 0 e d ∈ R.
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