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Observability Robustness under Sensor Failures: Complexities and algorithms
Yuan Zhang
Abstract—The problem of determining the minimal number
of sensors whose removal destroys observability of a linear time
invariant system is addressed. This problem is closely related to
the ability of unique state reconstruction of a system under adver-
sarial sensor attacks, and the dual of it is inverse to the recently
studied minimal controllability problems. It is proven that this
problem is NP-hard both for a numerically specific system, and
for a generic system whose nonzero entries of its system matrices
are unknown but can take values freely (also called structured
system). Two pseudo-polynomial time algorithms are provided to
solve the corresponding problems, respectively, on a numerical
system with bounded maximum geometric multiplicities, and on
a structured system with bounded matching deficiencies, which
are often met by practical engineering systems. These algorithms
can be easily extended to the case where each sensor has a non-
negative cost. Numerical experiments show that the structured
system based algorithm could be alternative when the exact
values of system matrices are not accessible.
Index Terms—Observability robustness, sensor attack, compu-
tational complexity, algorithm, recursive tree
I. INTRODUCTION
Modern control systems are often quipped with computer-
based components, which could be vulnerable to cyber attacks
[1]. As such, security has become a more and more important
issue in control and estimation of cyber-physical systems,
such as chemical processes, power grids and transportation
networks [1, 2]. Typical attacks could be imposed on actuators,
sensors or controllers of a control system. Among the related
issues, one problem has attracted researchers’ interest, which is
that, under what condition it is possible to uniquely reconstruct
the states of a system by observations of system outputs in the
presence of adversarial sensor attacks [2–4]. To be specific,
consider the following linear time invariant (LTI) system under
attack:
x˙(t) = Ax(t), y(t) = Cx(t) + e(t), (1)
where x(t) ∈ Rn, y(t) ∈ Rr are respectively the state and
output vectors, and e(t) ∈ Rr is the attack signal injected
to sensors. Vector e(t) is sparse in the sense that only the
components corresponding to the attacked sensors can be
nonzero, t ≥ 0, but identities of the attacked sensors are not
known.
It is found in [2, 3] that, unique state reconstruction of
system (1) under s attacks (i.e., the number of nonzero entries
in e(t) through all t) is possible, if and only system (1) remains
observable after the removal of arbitrary sets of 2s sensors.
Such condition is called 2s-sparse observability in [4], and
s-attack observability in [3]. For a given system and s ∈ N,
verifying the aforementioned condition seems combinatorial in
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nature. To the best of our knowledge, however, no literature
has systematically discussed its computational complexity
or provided the associated (approximation) algorithms. This
motivates our present work on observability robustness under
sensor failures.
More precisely, we will consider the following problem:
given an LTI system, determine the minimal number of sensors
whose removal makes the resulting system unobservable. We
will call this problem minimum sensor removal observability
problem (minSRO). Here, sensor removal could also be re-
garded as the result of denial-of-service attacks on a specific
set of sensors [5], which means that the attacked sensors
cannot output any system information.
On the other hand, the dual of the minSRO, i.e., determining
the minimal number of actuators (inputs) whose removal
destroys system controllability, is inverse to the recently
studied minimal controllability problem (MCP), which can be
formulated as selecting the minimal number of inputs from
a given set of inputs to ensure system controllability [6, 7].
The MCP is proven to be NP-hard, and can be approximated
gracefully using simple greedy algorithms [6, 7]. An extension
of the MCP is to determine the sparsest input matrices such
that the system remains controllable against a desired level
of actuator failures [8]. Notice that this problem is different
from the minSRO, as the former is a design problem where
the input matrices are to be determined, while the latter is to
measure robustness of a given system. Apart from focusing
on the binary concept of controllability/observability, some
energy/estimation related quantitative metrics have also been
studied for actuator/sensor selections [7, 9].
Robustness of controllability and observability of a net-
worked system under structural perturbations (such as
edge/node/actuator/sensor removals/deletions) have been con-
sidered by several authors [10–15]. For examples, [10] has
discussed observability preservation under sensor removals,
and [11] has studied controllability preservation under simul-
taneous failures in both the edges and nodes. Controllability
robustness is also measured by the number of additional
inputs needed for controllability under edge/node removals
in [14, 15]. These works mainly focus on the classifications
of edges and nodes according to effects of their failures on
system controllability/observability, rather than the associated
optimization problems. A similar problem to the minSRO
under structured system framework with ununiform actuator
costs has been proven to be NP-hard in [13]. However, no
efficient algorithm was provided therein.
In this paper, it is proven that the minSRO is generally NP-
hard, thus confirming the conjecture implicitly made in [2, 4]
that verifying the 2s-sparse observability condition is compu-
tationally intractable. Nevertheless, a pseudo-polynomial time
algorithm for solving this problem is provided on systems with
bounded maximum geometric multiplicities. Particularly, this
result indicates that, in contrast to the minimal controllability
problems, the computational intractability of the minSRO is
essentially caused by the increase of maximum geometric
multiplicities of system matrices, rather than that of the
system dimensions or number of sensors. Considering that
this algorithm requires accurate eigenspace decompositions
of system matrices, we then focus on the minSRO under the
structured system framework. It is proven that such problem is
still NP-hard for the structured systems. Afterwards, a pseudo-
polynomial time algorithm is provided on a structured system
with bounded matching deficiencies. Numerical experiments
show that for randomly generated systems, the structured
system based algorithms could be good alternatives for observ-
ability robustness evaluation when the exact values of system
matrices are not available.
All the above results could be directly extended to similar
problems on controllability robustness under actuator failures
by duality between controllability and observability.
The rest of this paper is organized as follows. Section II
provides the problem formulation, and Section III presents
some preliminaries. Sections IV and V give the computational
complexity and pseudo-polynomial time algorithms for the
considered problem, respectively. Section V studies the struc-
ture counterpart of the minSRO, with Section VI providing
some numerical results. The last section concludes this paper.
Notations: For an m×n matrix M , letting J1 ⊆ {1, ...,m}
and J2 ⊆ {1, ..., n}, MJ1,J2 denotes the submatrix of M
whose rows are indexed by J1 and columns are indexed by
J2, MJ1 the submatrix consisting of rows indexed by J1, and
M[J2] the submatrix consisting of columns indexed by J2. By
col{Xi|Ni=1} (resp. diag{Xi|
N
i=1}) we denote the composite
(resp. diagonal) matrix with its ith row block (resp. diagonal
block) being Xi. span(X) denotes the space spanned by the
row vectors of X .
II. PROBLEM FORMULATIONS
Consider the following LTI system
x˙(t) = Ax(t) +Bu(t), y(t) = Cx(t) (2)
where x(t) ∈ Rn, u(t) ∈ Rm and y(t) ∈ Rr are re-
spectively the state, input and output vectors, A ∈ Rn×n,
B = [b1, ..., br] ∈ Rn×m and C = col{ci|ri=1} ∈ R
r×n are
respectively the state transition, input and output matrices, with
bi ∈ Rn, ci ∈ R1×n. Without loss of generality, assume that
every row of C is nonzero. Let V
.
= {1, ..., r}.
In the field of cyber-physical security, it is of both theo-
retical and practical interest to know whether a given system
like (2) can preserve its observability under the removal of
a cardinality-constrained set of sensors. As mentioned earlier,
this is not only related to the ability of unique reconstruc-
tion of system states under adversarial sensor attacks, but
also significant to measure observability robustness/resilience
under denial-of-service attacks on sensors. We say System
(2) is s-robust observable, s ∈ N, if under the removal of
arbitrary s sensors, the resulting system is still observable. To
measure such observability robustness/resilience, the following
minSRO is considered.
Problem 1: Given (A,C) in (2)
min
S⊆V
|S|
(A,CV \S) is unobservable
Denote the cardinality of the optimal solution to Problem
1 by rmin. Then, it is easy to see that, System (2) is s-robust
observable for any integer s ≤ rmin − 1. Moreover, according
to [2, 3], it is possible to uniquely reconstruct the system states
under s′ sensor attacks with s′ ≤
⌊
rmin−1
2
⌋
, where ⌊•⌋ denotes
the floor of a scalar (see Section I).
Next, we will also consider the structure counterpart of
Problem 1. This is motivated by the fact that, the exact values
of system matrices may sometimes be hard to know in practise
due to modeling errors or parameter uncertainties. Instead,
the sparsity patterns of system matrices are often easily
accessible. Under this circumstance, one may be interested
in the generic properties of a system, i.e., properties that hold
almost everywhere in the corresponding parameter space [16].
Controllability and observability are such generic properties.
To be specific, a structured system is a system whose system
matrices are either fixed zeros or free parameters. A structured
system is said to be structurally observable, if there exists one
numerical realization of its system matrices that is observable.
Let A¯ and C¯ be two matrices representing the sparsity patterns
of A and C, which will be called structured matrices. Denote
the set of all n×m structured matrices by {0, ∗}n×m, where
∗ denotes the entry which can take values freely. We consider
the following problem.
Problem 2: Given (A¯, C¯) of (A,C) in (2)
min
S⊆V
|S|
(A¯, C¯V \S) is structurally unobservable
It is straightforward to see that, the optimal value of Problem
2 is an upper bound of that of Problem 1. As observability
is a generic property, it is expected that, the optimal values
of these two problems coincide with each other in most
randomly generated systems, which is also demonstrated by
the numerical experiments in Section VI.
III. PRELIMINARIES
This section presents some necessary preliminaries on ob-
servability, structural observability and graph theories.
Lemma 1: [PBH test,[17]] System (2) is observable, if and
only if for each λ ∈ C, there exists no x ∈ Cn, x 6= 0, such
that Ax = λx and Cx = 0.
Given System (2), supposeA has p ≤ n distinct eigenvalues,
and denote the ith one by λi. Let ki be the dimension of
the null space of λiI − A; equivalently, ki is the geometric
multiplicity of λi. In addition, let Xi = [xi1, ..., xiki ] be a
eigenbasis of A associated with λi; that is, Xi is stacked by
ki vectors which are linearly independent spanning the null
space of λiI−A. With these definitions, the following lemma
is immediate from the PBH test.
Lemma 2 ([17]): System (2) is observable, if and only if
CXi is of full column rank for i = 1, ..., p.
Criteria for structural observability often have explicit
graphical presentations. To this end, for System (2), let X ,
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Y denote the sets of state vertices and output vertices respec-
tively, i.e., X = {x1, ..., xn}, Y = {y1, ..., ym}. Denote the
edges by EX ,X = {(xi, xj) : A¯ji 6= 0}, EX ,Y = {(xj , yi) :
C¯ij 6= 0}. Let D(A¯, C¯) = (X ∪Y, EX ,X ∪EX ,Y) be the system
digraph associated with (A¯, C¯), and D(A¯) = (X , EX ,X ). A
state vertex x ∈ X is said to be output-reachable, if there
exists a path from x to an output vertex y ∈ Y in D(A¯, C¯).
The generic rank of a structured matrix M , denoted by
grank(M), is the maximum rank M can achieve as the
function of its free parameters. The bipartite graph associated
with a matrix M is given by B(M) = (R(M), C(M), E(M)),
where the left vertex set R(M) corresponds to the row index
set ofM , the right vertex set C(M) corresponds to the column
index set of M , and the edge set corresponds to the set of
nonzero entries of M , i.e., E(M) = {(i, j) : i ∈ R(M), j ∈
C(M),Mij 6= 0}. A matching of a bipartite graph is a subset
of its edges among which any two do not share a common
vertex. The maximum matching is the matching with the
largest number of edges among all possible matchings. It is
known that, grank(M) equals the cardinality of the maximum
matching of B(M) [18].
Lemma 3 ([19], [20]): The pair (A¯, C¯) is structurally
observable, if and only if (a) every state vertex is output-
reachable in D(A¯, C¯), and (b) grank([A¯⊺, C¯⊺]) = n.
We shall call (a) of Lemma 3 the output reachability-
condition, and (b) the matching condition.
IV. COMPUTATIONAL COMPLEXITY OF PROBLEM 1
A natural question is whether Problem 1 is solvable in
polynomial time. In this section we will give a negative answer.
Theorem 1: Problem 1 is both NP-hard.
We will give a proof based on the linear degeneracy
problem, defined as follows.
Definition 1 ([21]): The linear degeneracy problem is
to determine whether a given d × p rational matrix F =
[f1, ..., fp] contains a degenerate submatrix of order d, i.e.,
det[fi1 , ..., fid ] = 0, for some {i1, ..., id} ⊆ {1, ..., p}.
In [21], it is proven that the linear degeneracy problem is
NP-complete, and there are infinitely many integral matrices
associated with which this problem is NP-complete.
Proof of Theorem 1: We give a reduction from the linear
degeneracy problem. Let X be an arbitrary k × n integral
matrix (k < n) with full row rank, and α1 = max{|Xij |}.
Notice that the full row rank constraint does not alter the NP-
completeness of the linear degeneracy problem associated with
X . Let X⊥ be the basis matrix of the null space of X , i.e.,
X⊥ is an n × (n − k) matrix spanning the null space of X .
X⊥ can be constructed via the Gaussian elimination method in
polynomial time O(n3) [22]. Moreover, let α2 = max{|X⊥ij |},
and αmax = max{α1, α2}. Notice that the entries of X⊥ are
rational, and X⊥ multiplied by any nonzero scalars is still
a basis matrix of the null space of X . Hence, the encoding
length of α2 (i.e., log2 α2) can be polynomially bonded by k
and n; so is αmax. Define H(η) as
H(η) =
[
X⊺, X⊥ + η1n×(n−k)
]
,
where 1n×(n−k) denotes the n× (n−k) matrix whose entries
are all one. Then, clearly, detH(0) 6= 0. We are to show that
one can find a scalar η∗ satisfying η∗ > α2 and detH(η
∗) 6= 0
in polynomial time. Notice that detH(η) is a polynomial
of η with degree at most one as the coefficient matrix of
η in H(η) is rank-one. Hence, H(η) can be expressed as
detH(η) = [detH(1) − detH(0)]η + detH(0). Therefore,
in arbitrary set consisting of 2 distinct rational numbers
which are bigger than α2, there must exist one η
∗, such that
detH(0)(1−η∗)+detH(1)η∗ 6= 0, leading to detH(η∗) 6= 0.
Moreover, it holds that detH(0) ≤ αnmaxn
n by noting that
detH(0) consists of the summations of n! ≤ nn signed
products of precisely one entry per row and column of H(0).
Similarly, detH(1) ≤ (αmax +1)nnn. Hence, both detH(0)
and detH(1) have encoding lengths polynomially bounded by
n (i.e., the encoding lengths are n log2 αmax + n log2 n and
n log2(αmax + 1) + n log2 n respectively).
Afterwards, let matrices P = H(η∗), Γ =
diag{Ik, 2, 3, ..., n− k + 1}, construct the system (A,C) as
A = PΓP−1, C = In.
Since the encoding lengths of entries of P are polynomially
bounded by n, its inversion P−1 can be computed in poly-
nomial time and has polynomially bounded encoding lengths
too. Hence, A can be computed in polynomial time.
We claim that the optimal value of Problem 1 associated
with (A,C) is no more than n− k, if and only if there exists
an k × k submatrix of X which has zero determinant.
Indeed, from the construction of A, the (k+ i)th column of
P , denoted by P[k+i] , is the eigenvector of A associated with
the eigenvalue i + 1, i = 1, ..., n− k. Notice that, all entries
of P[k+i] are nonzero as η
∗ > α2. Hence, all n rows of C
need to be removed, such that the resulting CV \SP[k+i] fails
to be of full column rank, where S ⊆ V . From Lemma 2, the
optimal value of Problem 1 associated with (A,C) then equals
the minimal number of rows (resp. columns) whose removal
from X⊺ (, X) makes the resulting matrix fail to be of full
column (row) rank. If such value is no more than n−k, there
must exist an k×k+ submatrix of X which is not of full row
rank for some k+ ≥ k. Then clearly, the linear degeneracy
problem associated with X is yes.
Conversely, suppose that there is an k × k submatrix of X
with zero determinant, and denote it by X[S¯], S¯ ⊆ V . Then,
clearly one just needs to remove the columns indexed by V \S¯
from X , such that the resulting X[S¯] fail to be of full row
rank. Hence, the optimal value of Problem 1 is no more than
|V \S¯| = n−k. Combining the fact that the linear degeneracy
problem associated with X is NP-complete, this proves the
NP-hardness of Problem 1. 
The above result indicates that, there is in general no
efficient ways to verify whether a given system is s-robust
observable for a given s ∈ N. This confirms the conjecture
implicitly made in [3] and [2] where they seem to believe that
computing the maximal number of sensor attacks that can be
tolerated is computationally intractable (see Section I). In the
following, we present some corollaries of Theorem 1.
First, notice that in the proof of Theorem 1, C = In
which means that each sensor measures only one state vari-
able. Hence, removing one sensor corresponds to that exactly
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one state variable loses its direct measurements, leading the
following corollary.
Corollary 1: Given a system (A,C), it is NP-hard to
determine the minimal number of state variables that need
to be prevented from being directly measured, such that the
resulting system becomes unobservable.
Next, by duality between controllability and observability,
it is easy to obtain the following corollary on controllability
robustness under actuator failures/removals.
Corollary 2: For System (2), it is NP-hard to determine
the minimal number of actuators whose removal makes the
resulting system uncontrollable.
Taking the input and output into consideration together, we
have the following conclusion.
Corollary 3: For System (2), it is NP-hard to determine the
minimal total number of sensors and actuators whose removal
makes the resulting system neither controllable nor observable.
Proof: Construct (A,C) as suggested in the proof of
Theorem 1, i.e., A = PΓP−1, C = In. Construct B such that
B ∈ Rn×k and (A,B) is controllable. Since the eigenbases
P of A are available, the matrix B can be constructed
in polynomial time as suggested in [23]. Notice that k is
the maximum geometric multiplicity of eigenvalues of A.
According to [23], the minimal number of inputs (actuators)
that ensures controllability of the associated system equals k.
Hence, removing any one of these k actuators can make the
system uncontrollable. As a result, the minimal total number of
actuators and sensors whose removal causes uncontrollability
and unobservability equals rmin+1, where rmin is the minimal
number of sensors that need to be removed to make the
associated system unobservable. The latter problem is shown
to be NP-hard in Theorem 1. The required result follows. 
V. PSEUDO-POLYNOMIAL TIME ALGORITHMS
In this section, we give a pseudo-polynomial time algorithm
for Problem 1 for systems with bounded eigenvalue geometric
multiplicities. Then, we extend this algorithm to the case
where each input has a non-negative cost.
We shall assume that a collection of eigenbases of A are
computationally available, and denote them by Xi|
p
i=1 as
mentioned earlier. The symbols p, ki|
p
i=1 are defined in Section
III. We first consider the simple spectrum case where A has
no repeated eigenvalues, and then the general case.
A. Simple Dynamics Case
Assume that matrix A has no repeated eigenvalues. Then,
{Xi|ni=1} becomes a collection of eigenvectors of A. For the
ith eigenvalue of A, define Fi as the collection of rows of
C that are not orthogonal to Xi. Since Xi is a vector, cjXi
becomes a scalar, j ∈ {1, ..., r}. One has
Fi = {j : cjXi 6= 0, j ∈ {1, ..., r}}.
Then, from Lemma 2, it’s obvious that
rmin = min
i∈{1,...,n}
|Fi|.
Obviously, finding rmin can be done in polynomial time.
Indeed the above analysis seems trivial, but in the following
we will extend it to the general case.
B. General Case
Now we assume that the geometric multiplicities of eigen-
values of A are bounded by some fixed constant k¯ ∈ N.
That is, ki ≤ k¯, i = 1, ..., p, as n and r increase. For most
practical engineering systems, this assumption is reasonable.
In fact, it is found in [24] that, with probability tending to
1, symmetric matrices with random entries have no repeated
eigenvalues, and Erdos-Renyi (ER) random graph has simple
spectrum asymptotically almost surely.
Let us focus on an individual eigenvalue λi, i ∈ {1, ..., p}.
Let ri be the minimum number of rows whose removal
from Y (i)
.
= col{cjXi|rj=1} makes the remaining matrix fail
to be full of column rank. To determine ri, an exhaustive
combinatorial search needs to compute the ranks of at most(
r
1
)
+
(
r
2
)
+ · · ·+
(
r
r − ki
)
→ O(2r) submatrices,
which increases exponentially with r even when ki is bounded.
Hence, the direct combinatorial search is not computationally
efficient.
Algorithm 1 : Algorithm for Problem 1
Input: System parameters (A,C)
Output: The optimal solution to Problem 1
1: Calculate the eigenbases {Xi|
p
i=1} of A.
2: for κ = 1 to p do
3: Initialize τ=0, T
(0)
1 = φ, L−1 = 1.
4: while τ < kκ do
5: for i = 1 to Lτ−1 do
6: T¯
(τ)
i = T
(τ)
i ∪{
j : span(Y
(κ)
{j} ) ∈ span(Y
(κ)
T
(τ)
i
), j ∈ V \T
(τ)
i
}
.
7: Ω
(τ)
i = V \T¯
(τ)
i . Let c
(τ)
i =
i∑
l=1
|Ω
(τ)
l |, c
(τ)
0 =0.
8: Rewrite Ω
(τ)
i
.
= {j1, ..., j|Ω(τ)
i
|
} and let
T
(τ+1)
c
(τ)
i−1+q
=T¯
(τ)
i
⋃
{jq} for q = 1, ..., |Ω
(τ)
i |.
9: end for
10: Lτ = c
(τ)
Lτ−1
, τ + 1← τ .
11: end while
12: T
[κ]
max = argmax
{
|T¯
(kκ−1)
1 |, · · · , |T¯
(kκ−1)
L(kκ−2)
|
}
, Fκ =
V \T
[κ]
max.
13: end for
14: Return Fmin = argmin {|F1|, ..., |Fp|} and rmin =
|Fmin|.
In what follows, a pseudo-polynomial time algorithm based
on traversals over a recursive tree is presented. The pseudo
code of this algorithm is given in Algorithm 1. The intuition
behind Algorithm 1 is that, for the κth eigenvalue of A,
κ ∈ {1, ..., p}, instead of directly determining rκ, we try to
determine r − rκ, which is the maximum number of rows
of Y (κ) that fail to have full column rank. Algorithm 1 first
builds a recursive tree and then searches the maximum return
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Fig. 1: Illustration of the recursive tree in Algorithm 1 asso-
ciated with Y (1). In this example, T¯
(0)
1 = ∅, T¯
(1)
i = {i} for
i = 1, 3, 5, T¯
(1)
2 = T¯
(1)
4 = {2, 4}, and T¯
(2)
j = {1, 2, 3, 4}
for j = 1, 2, 3, 5, 6, 8, 9, 10, 12, 13, T¯
(2)
l = {2, 4, 5} for
l = 7, 14, 16, 18, T¯
(2)
4 = T¯
(2)
15 = {1, 5}, T¯
(2)
11 = T¯
(2)
17 = {3, 5}.
value among the leafs of this recursive tree. An illustration of
such recursive tree is given in Fig. 1. To build the recursive
tree for the κth eigenvalue, the root is T¯
(0)
1 = ∅. In the τ th
layer, τ = 0, ..., kκ − 11, set T
(τ)
i ⊆ V has the property
that Y
(κ)
T
(τ)
i
has rank τ , i = 1, ..., Lτ−1, where Lτ−1 is the
number of nodes in the τ th layer. Then, Y
(κ)
T¯
(τ)
i
is obtained by
adding the maximal rows of Y
(κ)
V \T
(τ)
i
to Y
(κ)
T
(τ)
i
while its rank
is preserved. The collection of sets {T¯
(τ)
i |
Lτ−1
i=1 } form the τ th
layer of the tree. Next, each set T¯
(τ)
i generates |Ω
(τ)
i | sets,
constituting {T
(τ+1)
j |
Lτ
j=1} for the (τ +1)th layer, where Ω
(τ)
i
is such set whose arbitrary element j makes matrix Y
(κ)
T¯
(τ)
i ∪{j}
have rank τ + 1. After τ = kκ − 1, the complete recursive
tree is obtained, and one just needs to search the set with
maximum cardinality among the leafs of this tree, i.e., T
[κ]
max,
whose cardinality equals exactly r− rκ. The key principle of
Algorithm 1 is the rank-one update rule expressed by (3).
Theorem 2: Given a system (A,C) with geometric mul-
tiplicities of eigenvalues of A bounded by k¯, A ∈ Rn×n,
C ∈ Rr×n, Algorithm 1 can determine the optimal solution
to Problem 1 in time complexity at most O(k¯2rk¯+1n+ rn3).
Proof: As argued above, the main procedure of Algorithm 1
is to determine the maximum number of rows of Y (κ) that fail
to have full column rank for each eigenvalue λκ, κ = 1, ..., p.
To justify the recursive procedure, observe that for any S ⊆ V ,
j ∈ V ,
rankY
(κ)
S
⋃
{j} =
{
rankY
(κ)
S , if span(Y
(κ)
{j} ) ⊆ span(Y
(κ)
S )
rankY
(κ)
S + 1, if span(Y
(κ)
{j} ) /∈ span(Y
(κ)
S )
(3)
Hence, for the κth eigenvalue, the recursive tree has depth
exactly kκ. Moreover, {T¯
(kκ−1)
1 , · · · , T¯
(kκ−1)
Lkκ−2
} index all the
submatrices formed by rows of Y (κ) with the property that:
it has rank kκ − 1, and adding any rest rows from Y (κ) can
make it have full column rank. The optimality of the solution
returned from Algorithm 1 then follows immediately.
In the recursive tree for the κth eigenvalue, each parent node
has at most r child nodes. Thus, the τ th layer has at most rτ
1In this paper, the root of a tree is indexed as the 0th layer.
nodes, τ = 0, ..., kκ−1. Hence, the total nodes in that recursive
tree is at most
∑kκ−1
τ=0 r
τ = (rkκ −1)/(r−1)→ O(rkκ−1) <
rkκ (r ≥ 3). For each node, the rank update procedure incurs
O(k2κr · r) using the singular value decomposition (Line 6
to Line 7 of Algorithm 1). To obtain Y (κ)|pκ=1, it incurs
computational complexity O(rn3). Note that kκ ≤ k¯ for
κ = 1, ..., p, and p ≤ n. To sum up, the total computational
complexity of Algorithm 1 is at most O(k¯2rk¯+1n+ rn3). 
Remark 1: The above results show that, the computational
intractability of Problem 1 is essentially caused by the increase
of geometric multiplicities of eigenvalues of A, rather than the
increase of dimensions of states and number of sensors. By
contrast, from [6, 7], it is known that the minimal control-
lability problems discussed therein are NP-hard and cannot
be approximated within a constant multiplicative factor even
when the involved system has no repeated eigenvalues, which
means that increases in system dimensions and number of
actuators cause the exponential increase in the computation
cost. This is perhaps the essential difference between the
MCPs and the minSRO considered here.
Remark 2: To accelerate Algorithm 1, one could use the
rank-one update rule (3) in Line 6 to Line 7, to reduce
the number of nodes in the τ th layer of the recursive tree,
τ = 0, ..., kκ− 1. More specific, instead of directly generating
|Ω
(τ)
i | nodes for each T
(τ)
i , one can collect all the rows
J ⊆ Ω
(τ)
i that make Y
(κ)
T¯
(τ)
i
∪J
have rank τ + 1 as a node.
C. Minimal Cost Sensor Removals
In actual systems, different sensors may incur different costs
to be removed. Here, cost could be used to measure the budget
of an sensor to be destroyed, or the difficulty/fragility to be
attacked. In such case, an attacker/protector may be more
interested in the minimal cost set of sensors whose removal
causes unobservability. Let c(i) ≥ 0 denote the cost of the ith
sensor, i ∈ V . Given S ⊆ V , let c(S) =
∑
i∈S c(i). Then,
Problem 1 can be generalized to the following Problem 3
Problem 3: Given (A,C) in (2)
min
S⊆V
c(S)
(A,CV \S) is unobservable
The following theorem reveals that Problem 3 is pseudo-
polynomial time solvable with bounded maximum geometric
multiplicities of A.
Theorem 3: Given a system (A,C) with geometric mul-
tiplicities of eigenvalues of A bounded by k¯, A ∈ Rn×n,
C ∈ Rr×n, Algorithm 2 can determine the optimal solution
to Problem 3 with complexity at most O(k¯2rk¯+1n+ rn3).
Proof: Note that the distinction between Algorithm 2 and
Algorithm 1 lies in Line 4 of Algorithm 2. To be specific, in
Algorithm 2, the cardinality of a set of sensors is replaced by
its total cost. With this observation, the proof of Theorem 3
follows similar arguments to that of Theorem 2. 
VI. COMPLEXITY AND ALGORITHMS FOR PROBLEM 2
The pseudo-polynomial time algorithm for Problem 1 re-
quires accurate eigenspace decomposition of the system ma-
trices, which may encounter numerical instabilities or rounding
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Algorithm 2 : Algorithm for Problem 3
Input: System parameters (A,C), sensor costs {c(i)}i=1,...,r
Output: The optimal solution to Problem 3
1: Calculate the eigenbases {Xi|
p
i=1} of A.
2: for κ = 1 to p do
3: Run the same procedure from Line 3 to Line 11 in
Algorithm 1.
4: T
[κ]
max = arg max
{T¯
(kκ−1)
i
}
{
c(T¯
(kκ−1)
1 ), · · · , c(T¯
(kκ−1)
L(kκ−2)
)
}
,
Fκ = V \T
[κ]
max.
5: end for
6: Return F cmin = argmin
{Fi}
{|c(F1)|, ..., |c(Fp)|} and rcmin =
c(F cmin).
errors for large-scale engineering systems. Hence, studying the
corresponding structured systems may be more practical. In
this section, we first prove that Problem 2 is NP-hard, and
then provide a pseudo-polynomial time algorithm on systems
with bounded matching deficiencies, and finally discuss its
accelerations.
A. Computational Complexity
Theorem 4: Problem 2 is NP-hard.
We first give some definitions and lemmas needed to pro-
ceed with our proof. Let 1¯m×n be an m×n structured matrix
whose entries are all free parameters. A set of columns of
a structured matrix are said to be linearly dependent, if the
generic rank of the matrix consisting of them is less than
the number of their columns. A circuit of an m × n matrix
M , is a set J ⊆ {1, ..., n} of column indices, such that
rank(M[J]) = |J | − 1. The set of indices of any linearly
dependent columns of M contains at least one circuit of M .
A clique of an undirected graph is a subgraph such that any
two of its vertices are adjacent. The k-clique problem is to
determine whether there is a clique with k vertices, which is
NP-complete.
Lemma 4: Let matrix M¯ ∈ {0, ∗}n×l. If
grank([1¯n×m, M¯ ]) < n, where m < n, then
grank(M¯) < n−m.
Proof: Suppose grank(M¯) = p ≥ n − m. Then, there
exist two sets J1 ⊆ {1, ..., n} and J2 ⊆ {1, ..., l} with
|J1| = |J2| = p, such that grank(M¯J1,J2) ≥ n − m.
Then, grank([1¯n×m, M¯ ]) ≥ grank(
[
1¯n−p,m 0
1¯p,m M¯J1,J2
]
) =
min{n− p,m}+ p ≥ n, which causes a contradiction. 
Proof of Theorem 4: Our proof is a reduction from the
NP-complete k-clique problem to one instance of Problem 2.
We divide our proofs into three steps.
Step 1). Let G = (V , E) be an undirected graph, and |V| =
n, |E| = r. The incidence matrix of G, denoted by In(G), is
an r × n matrix so that [In(G)]ij = 1 if vj ∈ V (ei) and 0
otherwise, where vj ∈ V , ei ∈ E . Construct the input matrix
C¯ as C¯ =
[
In(G), 1¯
r×(
(
k
2
)
−k−1)
]
, where k ≥ 4 (so that(
k
2
)
− k − 1 ≥ 1), and ‘1’ in In(G) represents a free entry.
Let q
.
=
(
k
2
)
. Without any losing of generality, assume that
G is connected. It demonstrates in Page 53 of [25] that: 1)
Every circuit J of C¯⊺ must satisfy |J | ≥ q. 2) If G has an
k-clique, then C¯⊺ has a circuit with cardinality q. 3) If C¯⊺
has a circuit with cardinality q, then G has an k-clique.
From the aforementioned results, it can be declaimed that,
C¯⊺ has q linearly dependent columns, if and only if the digraph
G has an k-clique. Indeed, from Fact 1), if C¯⊺ has q linearly
dependent columns, then such columns must form a circuit
of C¯⊺. Otherwise, C¯⊺ has a circuit with cardinality less than
q. With Fact 3), the ‘only if’ direction is obtained. The ‘if’
direction comes directly from Fact 2).
Step 2). Construct the state transition matrix A¯ as
A¯ =
[
0q×q 0q×(n−q)
1¯(n−q)×q 1¯(n−q)×(n−q)
]
.
Construct the system digraph D(A¯, C¯), and let state vertices
X = X1 ∪ X2 with X1 = {x1, ..., xq}, X2 = {xq+1, ..., xn},
output vertices Y = {y1, ..., yr}. From the construction, it is
clear that every state vertex in X\{xn} is an in-neighbor of
xn, and xn is reachable to every output in Y . Hence, all the
r outputs must be deleted so that at least one state vertex is
output-unreachable. In other words, the minimal number of
outputs (sensors) needed to be deleted to destroy the output-
reachability of at least one state vertex equals r (Lemma 3).
Step 3). We declaim that the optimal value of Problem 2
associated with (A¯, C¯) is no more than r − q, if and only if
there exist q linearly dependent columns in C¯⊺. Let B¯
.
= C¯⊺.
Denote the optimal solution to Problem 2 by Sopt, opt ⊆ V .
For the one direction, suppose there are q linearly dependent
columns in C¯⊺, and denote the set of its indices by Sld. Let
Sre = V \Sld. It holds that
grank([A¯⊺, B¯[V \Sre]]) = grank([A¯
⊺, B¯[Sld]])
≤ grank(A¯) + grank(B¯[Sld]) < n− q + q = n.
As a result, Sre is a feasible solution to Problem 2 associated
with (A¯, C¯). Since |Sre| = r − q, we have |Sopt| ≤ r − q.
For the other direction, suppose that |Sopt| ≤ r − q. Then,
since the minimal number of sensors whose removal destroys
the ouput-reachability condition equals r, it must hold that
grank([A¯⊺, B¯[V \Sopt]]) < n. As grank(A¯) = n − q, from
Lemma 4, it is valid that grank(B¯[V \Sopt]) < q. Noting that
|V \Sopt| ≥ q, we have that the columns of C¯
⊺ indexed by
V \Sopt are linearly dependent.
Since we have shown that verifying whether there are q
linearly dependent columns in C¯⊺ is equivalent to verifying
whether the digraph G has an k-clique, which is NP-complete,
and the above-mentioned reduction is in polynomial time, it
is concluded that Problem 2 is NP-hard. 
The key challenge to prove Theorem 4 lies in constructing a
system associate with which there is an explicit relationship in
size between the number of sensors whose removal destroys
the output-reachability condition, and that of sensors whose
removal destroys the matching condition (see Lemma 1). Note
that [13] has proven that, determining the minimal cost of
inputs whose removal causes structural uncontrollability is NP-
hard, while in their proof different inputs may have different
costs. Here to eliminate the ununiform cost used therein, we
have adopted a different construction of A¯⊺ and C¯⊺.
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B. Pseudo-polynomial Time Algorithm
We will call the number of vertices of R(A¯) that
are not matched in any maximum matching of B(A¯) =
(R(A¯), C(A¯), E(A¯)), as the matching deficiency, which is
equal to n− grank(A¯).
Assumption 1: The matching deficiency of A¯ is bounded
by some fixed constant k¯s as n and r increase.
Remark 3: Assumption 1 is satisfied by most practical
systems. For example, in consensus networks [26] or many
multi-agent systems [27], every state vertex has a self-loop, un-
der which circumstance B(A¯) always has a perfect matching.
Moreover, connected ER random networks can be controlled
using only one dedicated input with probability 1 [28], which
means that the associated matching deficiency is no more than
1 with probability 1.
To determine the minimal number of sensors whose re-
moval destroys the output-reachability condition, we restore
to the strongly connected component (SCC) decomposition.
A digraph is said to be strongly connected, if every two of
its vertices are reachable from each other. An SCC of G is a
subgraph that is strongly connected and no additional edges
or vertices from G can be included in this subgraph without
breaking its property of being strongly connected. We call an
SCC the sink SCC, if there is no outgoing edge from this
SCC to any other SCCs. Suppose there are l sink SCCs in
D(A¯) = (X , EX ,X ). For each sink SCC Ni, denote by N(Ni)
the out-neighbors of Ni in D(A¯, C¯) (hence N(Ni) ⊆ Y).
Define Jyi = {j : yj ∈ N(Ni)}; that is, J
y
i is the set of
sensors that are reachable from Ni. Then, the minimal number
of sensors whose removal destroys the output-reachability
condition equals min1≤i≤l |J
y
i |.
To determine the minimal sensors whose removal destroys
the matching condition, the similar idea to Algorithm 1, by
constructing a recursive tree, is utilized. The root of this tree is
an empty set. In the τ th layer, each node T¯
(τ)
i indexes a subset
of sensors such that grank(col{A¯, C¯T¯ τ
i
}) = grank(A¯) + τ ,
and no other element from V \T¯
(τ)
i can be added to T¯
τ
i without
increasing grank(col{A¯, C¯T¯ τi }). Hence, in the τm
.
= (n −
grank(A¯)− 1)th layer, the leaf with the maximum cardinality
is the complementary set to the minimal rows of C¯ whose
removal from col{A¯, C¯} makes the resulting matrix having
generic rank n−1. This means the total layers of the recursive
tree is exactly n− grank(A¯). This recursive tree has a similar
structure to Fig. 1.
Theorem 5: Given a system (A¯, C¯), where A¯ ∈ {0, ∗}n×n,
C¯ ∈ {0, ∗}r×n, under Assumption 1, Algorithm 3 provides an
optimal solution to Problem 2 with time complexity at most
O((r + n)2.373rk¯s).
Proof: The correctness of Algorithm 3 follows the above
arguments and is similar to the proof of Theorem 2. The SCC
decomposition along with the step to obtain Jyre has complex-
ity at most O(n2+nr) [22]. In building the recursive tree, the
depth is exactly n−grank(A¯), which is no more than k¯s. In the
ith layer, there is at most ri nodes, i = 0, ..., n−grank(A¯)−1.
Hence, the number of total nodes in the recursive tree is at
most
∑k¯s−1
τ=0 r
τ = (rk¯s − 1)/(r − 1)→ O(rk¯s−1) (r ≥ 3). In
each node, the operation updating T¯
(τ)
i can be done by calling
the maximum matching algorithm on bipartite graphs for at
most r times, which incurs time complexityO((r+n)2.373r) in
the worst case [22]. Hence, the total time complexity of Algo-
rithm 3 is O(n2+rn+(r+n)2.373rk¯s), i.e, O((r+n)2.373rk¯s).

Algorithm 3 : Algorithm for Problem 2
Input: System parameters (A¯, C¯)
Output: The optimal solution to Problem 2
1: Do SCC-decompositions on D(A¯), and find all the sink
SCCs Ni, i = 1, ..., l. Let J
y
i = {j : yj ∈ N(Ni)}.
Jyre = arg min
1≤i≤l
|Jyi |.
2: Initialize τ=0, T
(0)
1 = φ, L−1 = 1.
3: while τ < n− grank(A¯) do
4: for i = 1 to Lτ−1 do
5:
T¯
(τ)
i = T
(τ)
i ∪ {j : grank(col{A¯, C¯T (τ)
i
∪{j}
})
= grank(col{A¯, C¯
T
(τ)
i
}), j ∈ V \T
(τ)
i }
.
6: Ω
(τ)
i = V \T¯
(τ)
i . Let c
(τ)
i =
i∑
l=1
|Ω
(τ)
l |, c
(τ)
0 =0.
7: Rewrite Ω
(τ)
i
.
= {j1, ..., j|Ω(τ)
i
|
} and let
T
(τ+1)
c
(τ)
i−1+q
=T¯
(τ)
i
⋃
jq for q = 1, ..., |Ω
(τ)
i |.
8: end for
9: τ + 1 ← τ , Lτ = c
(τ)
Lτ−1
.
10: end while
11: Tmax = argmax
{
|T¯
(τm−1)
1 |, · · · , |T¯
τm
Lτm−1
|
}
, Jyma =
V \Tmax, with τm
.
= n− grank(A¯)− 1.
12: Return Jopt = argmin{|Jyma|, |J
y
re|}, with the optimal
value |Jopt| = min{|J
y
ma|, |J
y
re|}.
C. Acceleration of Algorithm 3
A method to accelerate Algorithm 3 is first to do Dulmage-
Mendelsohn decomposition (DM-decomposition) on A¯. Then
implement Algorithm 3 on the reduced system, which usually
has a dimension much less than that of the original system.
Definition 2 (DM-decomposition,[29]): Let
M¯ ∈ {0, ∗}m×n. There exist two permutation matrices
Pr ∈ Rm×m and Pc ∈ Rn×n, such that
PrM¯Pc =


M¯11 M¯12 M¯13 M¯14
0 0 M¯23 M¯24
0 0 0 M¯34
0 0 0 M¯44

 ,
where M¯12, M¯23, and M¯34 are square with zero-free diago-
nals. The columns of M¯11 (or the rows of M¯44) correspond to
the unmatched vertices of at least one maximum matching in
B(M¯), and the rows (or columns) of M¯23 correspond to the
vertices that appear in every maximum matching in B(M¯).
The generic rank of M¯ equals m minus the number of rows
of M¯44.
Using the DM-decomposition, suppose there are two permu-
tation matrices Pr and Pc with compatible dimensions, such
that
Pr[A¯
⊺
, C¯
⊺]
[
Pc
I
]
=


A¯11 A¯12 A¯13 A¯14 B¯1
0 0 A¯23 A¯24 B¯2
0 0 0 A¯34 B¯3
0 0 0 A¯44 B¯4

 ,
7
where the left block of the right-hand side matrix of the above-
mentioned formula is the DM-decomposition of A¯⊺. Since[
A¯12 A¯13
0 A¯23
]
has full generic rank, it can be validated that
grank([A¯⊺, C¯⊺]) =
∣∣∣∣C(
[
A¯12 A¯13
0 A¯23
]
)
∣∣∣∣+grank(
[
A¯34 B¯3
A¯44 B¯4
]
)
where C(•) denotes the set of column indices of a matrix.
Hence, we just need to identify the minimal number of
columns of col{B¯3, B¯4} whose deletion makes
[
A¯34 B¯3
A¯44 B¯4
]
row rank deficient. As col{B¯3, B¯4} is obtained by permutating
columns of C¯ , the set of indices of the above-mentioned
columns exactly correspond to the optimal solution to Problem
2 associated with (A¯, C¯). Hence, the reduced system([
A¯⊺34 A¯
⊺
44
0 0
]
, [B¯⊺3 , B¯
⊺
4 ]
)
has the same solution as that of the original system (A¯, C¯)
on Problem 2, where zero matrix is added to
[
A¯
⊺
34 A¯
⊺
44
0 0
]
to
square it. For a sparse matrix A¯, |C(col{A¯34, A¯44})| is usually
much less than |C(A¯)|. Hence, it is perhaps safe to expect that
the DM-decomposition can accelerate Algorithm 3.
VII. NUMERICAL RESULTS
We implement some numerical experiments to validate the
effectiveness of our proposed algorithms. In our simulations,
we generate ER random networks with n nodes and use their
adjacent matrices as the state transition matrices, n ranging
from 20 to 120. For each n, the probability of the existence
of a directed edge between two nodes is set to be c
n
, which
means that the average degree (the sum of in-degree and
out-degree) is 2c [22]. The weight of each directed edge
is randomly generated in the internal [−1, 1]. For each n,
randomly generate 40 observable systems (to save experiment
time, all these systems have maximum geometric multiplicities
less than 5), where 40% of the nodes are randomly selected to
be measured by dedicated sensors (i.e., each sensor measures
exactly one node). Five methods are adopted to identify a set
of sensors whose removal destroys (structural) observability,
the first of which is selecting the measured nodes in the
descending order of their in-degrees, the second of which is
randomly selecting the measured nodes, and the rest three of
which are respectively based on Algorithm 1, Algorithm 3
and Algorithm 3 accelerated by the DM decomposition. The
results are shown in Fig. 2. Note that the vertical axis is the
ratio between the number of removed sensors and that of the
total sensors.
Fig. 2 shows that, for each fixed n, the ratio of removed
sensors returned by Algorithm 1 is much less than that of
the degree based and the random selection methods. This
is reasonable, as Algorithm 1 returns the optimal solutions.
Moreover, Algorithms 1, 3 and the DM-decomposition accel-
erated Algorithm 3 return almost the same values for each
fixed n.2 This indicates that, when we are not accessible to
2A deep insight shows that for some n, Algorithm 1 returns values slightly
smaller than those of Algorithm 3. This is consistent with the fact that for a
given (A,C), the optimal value of Problem 2 is a theoretical upper bound of
that of Problem 1.
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Fig. 2: Experiments on ER random networks.
the exact values of system matrices, the structured system
based Algorithm 3 could be an alternative for the observability
robustness evaluation. Comparing Fig. 2(a) and (b), it seems
that networks with stronger connectivity (i.e., bigger average
degrees) tend to have better observability robustness under
sensor attacks.
VIII. CONCLUSIONS
Motivated by the question whether it is possible to uniquely
reconstruct states of an LTI system under adversarial sensor
attacks, the problem of determining the minimal number of
sensors whose removal destroys system observability is con-
sidered. The dual of this problem is also inverse to the minimal
controllability problems [6]. It is shown that this problem
is NP-hard, both for a numerically specific system, and for
a structured system. Nevertheless, pseudo-polynomial time
algorithms are provided to solve this problem, respectively,
on a numerical system with bounded maximum geometric
multiplicities, and on a structured system with bounded match-
ing deficiencies, which are met by most practical engineering
systems. Numerical experiments show that when we have no
access to the exact values of system matrices, the structured
system based algorithms could be alternative for observability
robustness evaluation.
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