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In this paper, we present preliminary results of a user 
research study investigating factors with high potential 
impact on user experience (UX) of autonomous vehicles 
(AVs). The study was conducted with 29 participants in 
10 sessions, each one lasting around 2 hours. 
Participants conveyed their requirements verbally, as 
well as visually through sketching. The extensive 
rounds of discussions revealed an underlying trend of 
general mistrust towards AVs expressed in three 
requirement categories concerning: safety, 
empowerment and interaction style. In response to 
these requirements, designers need to ensure the 
vehicle’s reliability is “expressed” in users’ “language”, 
passengers are allowed to have some decision power 
during navigation (despite the car being autonomous) 
and are able to interact with the AV in a flexible, easy 
and straightforward manner. We believe such design 
decisions would be beneficial to generate more trust 
towards AVs and improve the overall UX.  
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Introduction 
Since Norman Bel Geddes envisioned self-driving cars 
in the 1939 World's Fair General Motors exhibit 
Futurama, autonomous vehicle technology has come a 
long way [11]. The first commercially-available 
driverless car Navia was launched in 2014 by France's 
Induct Technology followed by other car manufacturers, 
such as Mercedes, BMW and Tesla [10] [2]. However, 
while most work has been on technical features, little 
has been done in the way of UX design and user 
research [8][4]. Just a handful of studies report on 
designing UX for activities performed in AVs [9], 
gamification experiences [14] and conversational 
entertainment systems [15]. Similarly, the only 
available user research studies seem to be rather 
limited to public opinion surveys [5], [1], [13].  
In this context, our study fills an important gap in the 
UX field by conducting in-depth user research in face-
to-face settings. These settings enabled us to find out 
what people of different ages, backgrounds and life 
styles think about AVs, what needs they have and how 
these needs can be translated into user requirements.  
In short, our study goal was to determine factors with 
potential high impact on UX design of autonomous 
vehicles and gather design ideas from participants. 
Such ideas are interesting for us as we are currently 
working on a research project aiming at developing 
autonomous vehicles for daily city use. At the moment, 
our AVs can be driven in autonomous mode, but allow 
manual intervention and teleoperation: in cases of 
emergency, operators can use a minimal user interface 
to control the car [6]. For passengers, however, no 
particular UIs were developed. Therefore, with our 
study goal in mind we created some first interactive UI 
sketches (see fig. 2) along with a robot mock-up 
representing the car embodiment. The robot Elf, 
reminiscent of Nissan’s Pivo [12] was built using a 
mobile phone mounted in a painted cardboard frame 
(see fig. 3). A voice and eye animation was run on 
phone each time the mock-up was demonstrated. The 
robot Elf’s tasks were to greet passengers, check seat 
belts, “drive” the car to a desired travel destination and 
give information about traffic, estimated arrival time 
etc. The feedback received from the study was later 
used to develop our first high-fidelity prototypes for 
passengers1 (see fig. 1). 
 
Methods 
The study was conducted by a moderator whose task 
was to lead the discussion and encourage participants 
to share ideas. Each session had three distinct phases. 
In the first phase, participants were shown short video 
documentaries about AV technology. The videos served 
as introduction for the participants to elaborate on user 
profiles, requirements, as well as possible dangers and 
problems associated with AVs. Since requirements are 
context dependent we chose a specific scenario as the 
basis for discussion: a daily AV drive with normal traffic 
in Singapore. Main discussion points were written on 
the whiteboard and grouped under several categories 
(see fig. 4).  
To set the sessions on more concrete ground, 
participants received in the second phase our UI 
                                                  
1 The development of these new prototypes is however, not the 
objective of this paper, but rather its by-product. We mention 
it for the sake of completeness at this particular stage as it 
gives readers a follow-up perspective on our current work-in-
progress.  
Fig. 2 Low fidelity sketch of the 
navigation screen 
Fig. 3 Cardboard robot Elf  
Fig. 4 White board at the end of the 
study  
Fig. 5 Moderator demonstrating 
some of the robot’s features   
 sketches and watched the moderator demonstrating the 
robot prototype (fig. 5). The sketches and the robot 
prototype were meant to provoke reactions and boost 
discussions while at the same time to give informal 
feedback on our first design ideas. 
Finally, in the third phase participants had the 
opportunity to articulate requirements visually by 
sketching their own concepts. During this phase, we 
played on the screens surrounding the participants 
continuous video-clips of people traveling in AVs (see 
fig. 6). We chose this method in an attempt to re-
create the atmosphere inside of an AV.  
All phases were meant to help participants express 
their deepest thoughts and fears towards AVs and 
translate them into requirements.  
 
Experimental settings 
The sessions were held in our design lab and lasted for 
7 consecutive days. Two pilot test studies with 3 
participants were run in advance. The studies helped us 
to restructure the session chronology more efficiently 
and to keep the schedule on track. Participants filled in 
a questionnaire with personal data, driving 
habits/preferences, as well as a consent form allowing 
us to record the sessions.  
The sessions were recorded with three cameras: a 
frontal camera facing the participants and two ceiling 
cameras. Additionally, two annotators trained in 
psychology and linguistics took notes during the entire 
study. Their task was to observe participants’ behavior, 
as well as the group interactions. One of our team 
members was in charge of taking photos while another 
one was responsible for the multimedia setup. 
A total of 29 people participated in the study: 23 adults 
(ages 18–56), 3 teenagers (all age 15) and 3 children 
(ages 1, 3 and 8). Children were included as intrinsic 
part of their families participating in the study. 61% of 
the participants were male and 39% were female. We 
conducted 10 sessions in total (8 + 2 pilot studies). The 
sessions were held in groups of 3-5 people to enable 
more efficient group discussions.  
One of the challenges we faced was to organize the 
participants in compatible groups. Compatibility makes 
people comfortable with each other and more prone to 
discussion. We took into account differences in age, 
gender, power distance (especially important in Asian 
contexts), domain expertise, language fluency, 
nationality and family membership. As such, we formed 
groups of teenagers, young university students, HCI 
experts, work colleagues with same staff grade, English 
fluency and local/foreign nationality. Also, two young 
families with children took part in the study. Our goal 
was to get a broad sample of people of different 
backgrounds and lifestyles.  
 
Results 
The extensive round of discussions with our participants 
enabled us to identify several important aspects with 
high potential impact on the UX. These aspects can be 
categorized into three groups: 1. concerns about 
safety, 2. fears of lacking decision power and 3. worries 
of being overwhelmed by a complex interaction style 
with the vehicle. We also found that an unspoken lack 
of trust towards the AV seemed to subtly connect these 
aspects together, influencing the requirements our 
participants chose to express. In the following, we will 
discuss in detail each aspect group and their associated 
requirements as proposed by our participants. 
Safety: unsurprisingly, discussions around safety while 
riding in an AV in city areas were predominant in all 
 
Fig. 6 Surrounding screen settings 
(info kiosk, video projector, TV 
screen) 
Fig. 7 Participant hugging a doll 
representing her daughter 
 participant groups. To provide a safe environment for 
all traffic participants, the car is required to constantly 
monitor outdoor surroundings to detect anomalies. A 
reliable and up-to-date system was found to be a top 
factor influencing feelings of safety by other studies as 
well [3]. However, our participants found that simply 
having a reliable system is not enough: users need to 
be aware of its capabilities. As such, they requested 
any detected anomalies to be immediately reported 
back to users. Furthermore, road obstacles (e.g. 
pedestrians, traffic lights) and distance to the next 
vehicle should be constantly displayed on the UI. 
“Seeing” through the car’s “eyes” would make 
passengers feel safer and would give them a feeling of 
control. One participant proposed special tracks for AVs 
on streets and expressways. AVs should also highlight 
their presence to other traffic participants by turning on 
a rotating beacon. This would warn drivers to be careful 
when driving nearby. 
Another requirement mentioned was the car’s capacity 
to predict emergencies and to have backup plans in 
case of failure. Participants requested manufacturers to 
provide at least two backup plans and inform 
passengers accordingly before starting the trip. Our 
initial proposal in emergency cases was a direct 
connection to a tele-operation desk that would offer 
instant advice or drive the car remotely to a safe 
location. Further, “insurance companies”, said a male 
participant in his 30s, “need to ensure that in 
emergency situations teleoperation services will be 
available within 10 seconds”.  
The car’s ability to cope with human sabotage was also 
mentioned as an important safety requirement. Here a 
distinction was made between voluntary (using a laser 
pointer to mislead car’s sensors, hijacking, etc.) and 
involuntary human sabotage (during routine checks 
maintenance engineers could accidentally delete 
important files; this would lead to navigation problems 
resulting in accidents). While no immediate solutions to 
human sabotage were found, another further question 
was raised: “Who is responsible if the car hits 
someone: the manufacturing company or the 
maintenance engineer?”, which was asked by a male 
participant in his 40s.  
The car hijacking topic was extensively discussed 
especially in the context of children travelling alone. To 
help participants to imagine themselves in such a 
scenario we gave them a doll and asked them to 
imagine the doll was their baby child (see fig. 7); the 
technique is inspired from theater performances and 
has been successfully used in previous design studies 
[7]. From a total of ten, six groups included at least 
one parent participant while four groups had no 
parents.  
While both groups (parents/non-parents) reacted with 
additional sets of requirements (double safety locks for 
children, cameras that connect to a remote desk for 
parents to see their children, special safety belts, alarm 
baby sensors etc.) the parent group reacted more 
strongly, generating more discussions around the topic. 
The doll managed to raise parents’ emotions to the 
point where one participant refused to return it while 
another discarded the possibility of ever leaving small 
children alone in the car considering it “abusive and 
irresponsible”.  Some participants requested highly 
secure authentication protocols to prevent hijackers 
from kidnapping passengers while several others 
warned against the danger of having too strong safety 
policies: ”[…] too much safety sometimes can be 
counterproductive. What happens if I have an accident 
 
UX aspects Requirements  
Safety - Report anomalies 
-Display obstacles 
detected 
-Enable AV tracks 




plans for failure 
-Proven ability to 
cope human 
sabotage 
Empowerment -enable passages to 
change stop, change 
driving direction  
and take over in 





- info on request: 





maps info on 
gas/charging station 
& toilets 
- modular interface 
allowing 
customization 
-physical buttons & 
voice feedback 
- wearables & robot 
presence  
Tab1. Overview AV requirements 
 and the authentication does not allow me to get out of 
the car?!”, said a father of two in his 30s. Generally, 
the parent groups considered the use of AVs for 
children traveling alone unacceptable while the non-
parent groups were rather neutral. 
Empowerment: AV technologies promise a stress-free 
travel experience, but for those enjoying driving giving 
up control and decision power might not sound all too 
appealing. In our study, we found that concerns 
regarding lack of control arose more frequently among 
groups where enthusiastic drivers (a total of 16 people) 
were predominant. In particular, these participants 
requested a flexible vehicle that allows passengers to 
stop, speed up, slow down or change the driving 
direction at any point in time. While such requirements 
relate to a normal desire to decide where and how to 
be driven, several comments showed an unspoken 
underlying mistrust: “I don’t want to be trapped inside 
and go where the car wants me to go“, “I think if the 
car takes a wrong path I need to do something”, “What 
if the car is too slow and I am really in a hurry …?” 
(male participants in their 30s). Additionally, the 
driving enthusiasts requested to be allowed to change 
completely from autonomous to manual mode. This 
would enable drivers to take over in cases of 
emergency when the internet fails and no further 
connection to a tele-operation desk is possible. This 
finding is similar to other studies reporting on people 
being more likely to use AVs if they could take back the 
control if needed [5] [1] while perceived control and 
fun decreased continually with higher autonomy [13].  
Interaction style: given the fact that AV technology is 
fairly complex, participants expressed their concerns of 
seeing this complexity translated into the vehicle’s 
interface and communication style. Our first UI 
sketches brought up this topic. Participants criticized 
the vehicle health-check screen as being too technical 
(see fig. 8): the information regarding several modules 
being successively checked was regarded as 
incomprehensible: “Just show me what doesn’t work 
and what I have to do”. Most of participants suggested 
a scanning visualization displaying percentages until 
completion with optional details for technicians2. It is 
crucial that reporting anomalies is done in users’ 
“language” followed by an indication on how the 
problem should be solved.  
The general look and feel of the interface is expected to 
be very simple, minimalistic, like for “dummies”: 
“something that indicates START/STOP and the address 
but nothing more” said one of the female participants in 
her 30s (see fig. 9). Additional information on the 
interface should be displayed only on request to avoid 
cluttering; such information could include time & 
distance to destination, traffic conditions, daily 
schedule, maps highlighting the driving area with public 
toilets, etc. (see fig. 10). However, the connectivity 
status of the teleoperation desk is important to be 
always highlighted, i.e. whether it is on or off. The 
interface should be modular, i.e. it should allow 
customization depending on user’s preference. This 
idea of modularization and flexibility was presented in a 
sketch by one male participant in his 20s. In his vision, 
the modularity would enable ordinary cars to become 
autonomous by connecting certain modules downloaded 
from internet to the interface. 
Another interesting idea came from a male participant 
in his 30s (with no driving license) who suggested 
                                                  
2 This suggestion was incorporated in our high-fidelity prototype 
as shown in fig. 1 
Fig. 8 Health check screen 
 
Fig. 9 Simple interface STAR/STOP 
 
Fig. 10 UI with optional information 
Fig. 11 Physical buttons  
 physical buttons; such buttons -similar to those 
typically encountered in trains and subway wagons-
could be pressed or pulled in case of an emergency 
(see fig. 11). The suggestion exposes subtle hidden 
mistrust and fear not only about safety, but also about 
communication incomprehensibility in cases of failure. 
Further, participants proposed several interface ideas 
relating to wearables. Wearables could, for example, 
detect alcohol intake and prohibit users from using the 
car in manual mode (collective work, teenager group – 
fig. 12); wearables could inform the car of users' 
immediate needs, such as opening the car doors when 
the user approaches with grocery bags (mother in 
family group – fig. 13) or set the optimal climate 
temperature according to user's body temperature 
(member of the university student group) etc.  
Our idea of having a robot presence in the AV was 
welcomed by 19 out of 26 people. Three people 
indicated they would prefer a virtual character on the 
screen (see fig. 14) while the other four said they 
would like just a voice as a surrounding ‘presence’. 
Such presence could be useful to offer guidance, help 
users find certain functionalities, undo actions 
performed by mistake and generally simplify the 
interaction through natural language use.  
 
Conclusions and Future work  
Autonomous vehicles are inevitable as technology 
advances. Consequently, investigating the UX design in 
this area becomes increasingly important. Discussions 
with our participants revealed an underlying trend of 
general mistrust towards the AV connecting through all 
three requirement categories: safety, control, and 
interaction style. Such mistrust is natural since the 
technology is new and people have never experienced it 
before, i.e. safety records are not yet proven. On the 
other side, mistrust can be a real handicap in bringing 
AVs to commercial success. As such, designers need to 
ensure an appropriate UX design that responds 
appropriately to people’s concerns. Passengers have to 
be aware of the car’s reliability and designers needs to 
communicate this reliability in a way users can 
understand. Further, the driving experience shouldn’t 
give passengers the feeling of being trapped in the car, 
but rather offer alternatives for direct control. The 
participants made several concrete suggestions on how 
such requirements could be addressed from a UX 
perspective. In the future, we plan to test the new 
prototypes inside the AV under real driving conditions 
and deepen the analysis of our data collection to 
extract more differentiated user profiles. This would 
enable us to generate modular interface prototypes 
capable of adapting to different user categories. 
Further, our interest extends into the study 
methodology: we are interested in finding out how 
knowledge is generated by stimulating creativity and 
group dynamics. We plan to perform comparative 
studies to test the effectiveness of our methods in 
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Fig. 12 Wearables & interface 
focusing on detecting alcohol intake  
Fig. 13 Wearables & car with 
sensors opening doors to welcome a 
shopping mom  
Fig. 14 UI with a customizable 
speech avatar/presence  
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