Variable Selection in the Cox Regression Model with Covariates Missing at Random by Garcia, Ramon I. et al.
Variable Selection in the Cox Regression Model with Covariates
Missing at Random
Ramon I. Garcia, Joseph G. Ibrahim*, and Hongtu Zhu
Department of Biostatistics, University of North Carolina at Chapel Hill, North Carolina
27599-7420, U.S.A
Summary
We consider variable selection in the Cox regression model (Cox, 1975, Biometrika 362, 269–
276) with covariates missing at random. We investigate the smoothly clipped absolute deviation
penalty and adaptive least absolute shrinkage and selection operator (LASSO) penalty, and
propose a unified model selection and estimation procedure. A computationally attractive
algorithm is developed, which simultaneously optimizes the penalized likelihood function and
penalty parameters. We also optimize a model selection criterion, called the ICQ statistic (Ibrahim,
Zhu, and Tang, 2008, Journal of the American Statistical Association 103, 1648–1658), to
estimate the penalty parameters and show that it consistently selects all important covariates.
Simulations are performed to evaluate the finite sample performance of the penalty estimates.
Also, two lung cancer data sets are analyzed to demonstrate the proposed methodology.
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1. Introduction
In the analysis of regression models for censored survival data, one primary objective is to
assess the importance of certain prognostic factors such as age, gender, or race in predicting
survival outcome. This objective is further complicated by the presence of missing
covariates. This is a general problem that is encountered in most clinical trials research in
cancer and AIDS. There is a vast literature on parameter estimation in the Cox regression
model in the presence of missing covariates, including Schluchter and Jackson (1989);
Lipsitz and Ibrahim (2000); Paik and Tsai (1997); Chen and Little (1999); Herring and
Ibrahim (2001); and Chen (2002). When trying to perform variable selection in this scenario,
it is common to use some model selection criteria, such as Akaike information criterion
(AIC), Bayesian information criterion (BIC), or deviance information criterion (DIC)
(Celeux et al., 2006; Pettitt et al., 2006), to select a small set of “covariates” that best
predicts the outcome of interest. In the presence of missing covariate data, this approach
requires the calculation of the observed data likelihood, which is not available in a closed
form and is very difficult to approximate accurately. Because these likelihood calculations
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are necessary for each of the models under consideration, model selection criteria based
approaches can become infeasible for variable selection (Fan and Li, 2001, 2002).
Alternatively, penalized likelihood methods (Fan and Li, 2001), which perform variable
selection and estimation simultaneously, do not require these likelihood calculations for
each of the models under consideration.
Penalized likelihood methods using the smoothly clipped absolute deviation (SCAD) (Fan
and Li, 2001) and adaptive Lasso (ALASSO) (Zou, 2006) penalties have been successfully
applied to various parametric and semiparametric models including Cox’s proportional
hazards model without the presence of missing covariates (Fan and Li, 2002; Zhang and Lu,
2007). Extending penalized likelihood methods to perform variable selection in the Cox
model with missing covariates raises many new statistical challenges, underscoring the need
for methodological development. The first challenge is in maximizing the observed data log-
likelihood function along with the SCAD or ALASSO penalties to select important variables
and calculate their estimates. As already noted, the observed data log likelihood for missing
data problems is often not available in closed form, and is computationally intractable and
infeasible because it involves complicated high dimensional integrals, and the accuracy of
the approximation to such integrals is essentially impossible to verify in many cases. The
second challenge is in selecting appropriate penalty parameters to produce efficient
estimates with suitable asymptotic properties such as sparsity and asymptotic normality (Fan
and Li, 2001). The primary method of selecting penalty parameters for survival models is to
use the penalty parameter value which optimizes the generalized crossvalidation (GCV)
(Fan and Li, 2002) criterion. It has been shown that for the linear model, the GCV cannot
identify the true model consistently whereas the BIC can (Wang and Leng, 2007; Wang, Li,
and Tsai, 2007). We expect that this is also the case for general statistical models including
the Cox regression model. Also, this criterion needs to be well defined (Celeux et al., 2006)
in the presence of missing data and should incorporate the parameters of the covariate
distribution, which will need to be specified due to the presence of missing covariate data.
To the best of our knowledge, a well-defined criterion and easy-to-compute penalty estimate
are not currently available for the Cox regression model with missing covariate data.
The aim of this article is to develop a variable selection procedure and a consistent penalty
estimation criterion based on the SCAD and ALASSO penalties for the Cox regression
model with missing at random (MAR) covariates. We reformulate the penalty parameters in
the SCAD and ALASSO penalty functions as hyperparameters of the regression
coefficients. Then, we use the expectation–maximization (EM) algorithm to simultaneously
optimize the penalized likelihood function and estimate the penalty parameters. In addition,
we also develop an alternative method based on the ICQ criterion to select penalty
parameters. Under some regularity conditions, we establish the asymptotic properties of the
maximum penalized likelihood (MPL) estimator and consistency of the ICQ -based penalty
estimation method.
To illustrate the proposed methodology, we consider data from a phase III advanced
nonsmall-cell lung cancer (SCLC) clinical trial, labeled LCCC 9719, conducted by the
University of North Carolina at Chapel Hill (Socinski et al., 2002). The goal of this trial is to
compare a defined duration of therapy (A) to continuous therapy followed by a second line
therapy (B) to determine optimal duration of therapy in SCLC patients. LCCC 9719 had n =
230 patients. The outcome variable is time (months) to progression, i.e., continued growth of
the cancer. Several prognostic factors were identified as important predictors of progression.
These include treatment, gender, patient’s age, toxicity, and quality of life (QOL). Among
these covariates, toxicity and QOL were missing for some patients. We model the covariate
distribution of these missing covariates using a sequence of one-dimensional conditional
distributions as in Ibrahim, Lipsitz, and Chen (1999), which we discuss in detail in Section
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2.1. Our objective in the analysis of the LCCC 9719 data set was to select the most
important predictors of SCLC progression and estimate the parameters of the best model.
These selection and estimation processes can be done simultaneously by combining one of
the two penalty functions, SCAD or ALASSO, with one of the two penalty estimates, these
being the random effects penalty estimate or the ICQ penalty estimate.
The rest of the article is organized as follows. Section 2 gives the general development of
maximizing the penalized likelihood function and estimating penalty parameters. In Section
3, we characterize the asymptotic properties of the MPL estimator and ICQ penalty selection
procedures. Section 4 presents a simulation study that examines the finite sample
performance of the MPL estimates and gives analyses of two lung cancer data sets. We
conclude the article with some discussion in Section 5.
2. Variable Selection for the Cox Model with Missing Covariates
2.1 Model Formulation
Suppose that there are n independent observations (T1, c1, z1, x1), …, (Tn, cn, zn, xn), where
Ti is the time-to-the event, ci is the censoring time,  is a p × 1 vector of covariates
where xi is a (p − q) × 1 vector of fully observed covariates and  is a q × 1
vector of partially observed covariates. Denote yi = min(Ti, ci), and let the vectors zi,o, and
zi,m denote the observed and missing components of zi, respectively. Let δi = 1 {Ti ≤ ci } be
the indicator of censoring, and (t) = {i: yi ≥ t} be the set of subjects at risk at time t. Let
di,o = (yi, δi, zi,o, xi) and di,c = (yi, δi, zi, xi) denote the observed data and complete data,
respectively, for the ith observation. Throughout this article, we assume that the covariates
are MAR, i.e., the probability of a missing covariate does not depend on any of the observed
covariate values (Little and Rubin, 2002). We also assume that the parameters of the missing
data mechanism are distinct from the sampling model, so that the missing data mechanism
need not be modeled in the complete data likelihood. We specify the joint distribution of (yi,
δi, zi |xi) as a product of two conditional distributions,
where θ includes all the unknown parameters. The generic label f(u1|u2) is used to denote the
conditional distribution of u1 given u2. We assume that the parameters of the distribution of
the censoring times are distinct from those of the distribution of the survival times and that
the distribution of the censoring times is independent of the unobserved covariates. Under
these assumptions, the conditional distribution of (yi, δi) given (zi, xi) can be written as
where ft, St, fc, and Sc are the density and survival functions of the survival time and
censoring time, respectively.
We assume a proportional hazards model (Cox, 1975) for the failure times, which assumes
that the hazard of subject i at failure time yi is , where λ(·) is an
unspecified baseline hazard function and β = (β1, …, βp)T is a p × 1 vector of regression
coefficients. This allows the distribution of (yi, δi) given (zi, xi) to be written as
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where  is the cumulative baseline hazard function. Note that we have ignored
all terms that are independent of (β, Λ) and xi. Finally, following Ibrahim et al. (1999), we
write the distribution of zi given xi as
where α are the parameters corresponding to the covariate distribution.
2.2 EM Algorithm for Maximizing the Penalized Likelihood
In the variable selection problem, our objective is to identify nonzero components of β in
equation (1) and simultaneously estimate all other parameters while accounting for missing
covariates. We propose to maximize the penalized likelihood function, given by
(2)
where θ = (β, α, Λ), ℓi (θ) = log ∫f(yi, δi, zi |xi; θ) dzi,m is the observed-data log likelihood
for the ith observation, τj is the penalty parameter corresponding to the jth regression
coefficient, and the penalty function, fτj (·), is a nonnegative, nondecreasing, differentiable
function on (0, ∞) (Fan and Li, 2001; Zou, 2006). These properties ensure that the
maximization of equation (2) results in certain estimates of β being zero (Antoniadis and
Fan, 2001; Fan and Li, 2001). The regression coefficients that are estimated to be zero
correspond to the covariates which are insignificant predictors of survival time, whereas
other covariates are significant predictors.
Because the observed-data log-likelihood function usually involves intractable integration,
we develop a Monte Carlo EM algorithm to compute the MPL estimator of θ, denoted by θ ̂τ,
for each τ = (τ1, …, τp). Let Dc and Do denote the complete and observed data for all
subjects, respectively, and let Lc (θ|Dc) = log f(Dc |θ) denote the complete-data log-
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Because the integrals in equations (4) and (5) are often intractable, we approximate these
integrals by taking a Markov chain Monte Carlo sample of size L from the density f(zi,m |
di,o; θ(s)) (see Herring and Ibrahim, 2001). Let , where  is the lth
simulated value at the sth iteration of the algorithm. The integrals in equations (4) and (5)
can be approximated as
(6)
The M-step involves maximizing Qτ (θ|θ(s)) with respect to (β, α, Λ). Rather than estimate
the absolutely continuous function Λ(t), t ≥ 0, we estimate an increasing stepwise version of
Λ. This involves maximizing with respect to (β, α) and the parameters {Λ(xi): δi = 1 for i =
1, … n}. Using this parametrization, the maximizers of Qτ (θ|θ(s)) are given by
where
, and
Maximizing Q2(α|θ(s)) with respect to α is straightforward and can be done using a standard
optimization algorithm, such as the Newton–Raphson algorithm (Little and Schluchter,
1985; Schluchter and Jackson, 1989). Maximizing PQ1,τ (β|θ(s)) with respect to β, however,
is very difficult because PQ1,τ (β|θ(s)) is a nondifferentiable and nonconcave function of β
(Zou and Li, 2008).
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To maximize PQ1,τ (β|θ(s)), following Fan and Li (2001), a second-order Taylor’s series
approximation of PQ1(β|θ(s)), centered at the value β(s), is used. An expression for this
approximation is given in Web Appendix A. Using this approximation, PQ1,τ (β|θ(s))
resembles a penalized weighted least squares regression, so algorithms for minimizing
penalized least squares can be used. Such algorithms include the local quadratic
approximation algorithm (Fan and Li, 2001) and the local linear approximation algorithm
(Zou and Li, 2008). We use the local linear approximation algorithm because it reduces the
computational cost of penalized maximizations (Zou and Li, 2008).
Using the approximation of PQ1(β|θ(s)), let β(s +1) be the maximizer of PQ1,τ (β|θ(s)).
Because an approximation is used for PQ1(β|θ(s)), β(s +1) may not necessarily be the
maximizer of Q1,τ (β|θ(s)). Following the expectation conditional maximization (ECM)
algorithm (Meng and Rubin, 1993), a value θ(s+1) can be produced, such that Qτ (θ(s +1) |θ(s))
≥ Qτ (θ(s) |θ(s)) rather than directly maximizing Qτ (θ |θ(s)). Therefore, we only need to
obtain a β(s+1) which satisfies Q1,τ (β(s +1) |θ(s)) ≥ Q1,τ (β(s) |θ(s)). This process is iterated
until convergence and the value at convergence is denoted as θ ̂τ. The value θ ̂τ maximizes the
penalized observed data log-likelihood function.
2.3 Penalty Parameter Selection Procedure
To ensure that θ ̂τ has good properties, the penalty parameter τ has to be appropriately
selected. Two commonly used criteria for selection of the penalty parameter include the
GCV and BIC criteria. These criteria cannot be easily computed in the presence of missing
data, because they are functions of observed data quantities whose expressions require
intractable integrals. Moreover, it has been shown in Wang et al. (2007) that even in the
simple linear model, the GCV criterion can lead to significant overfit.
We propose two methods to select the penalty parameter: an ICQ criterion and a random
effects penalty estimation method. The ICQ criterion (Ibrahim, Zhu, and Tang, 2008) selects
the optimal τ by minimizing
where θ ̂0 = argmaxθℓ(θ) and cn (θ) is a function of the data and the fitted model. For
instance, if cn equals twice the total number of parameters, then we obtain an AIC-type
criterion; alternatively, we obtain a BIC-type criterion when cn (θ) = dim(θ) × log n.
Moreover, in the absence of missing data, ICQ (τ) reduces to the usual AIC or BIC criteria.
As in the EM algorithm, we can draw a set of samples from f(zi,m|di,o; θ ̂0) for i = 1, …, n to
to estimate Q(θ ̂τ|θ ̂0) for any τ.
The random effects penalty estimator is calculated under the assumption that the regression
coefficients β are distributed as random effects in a hierarchical model. The parameter τ can
be regarded as a parameter in the distribution of β, denoted by f(β|τ, n). Then, τ can be
estimated by maximizing the marginal likelihood with respect to (α, Λ, τ), which is given by
(7)
where f(β|τ, n) is defined by
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and C(τj, n) is the normalizing constant of f(β|τj, n). The resulting estimate of τ, denoted by
τ̂RE, from the maximization of equation (7), is the random effects penalty estimator. Treating
the regression coefficients as missing data, the EM algorithm can be used to calculate τ̂RE.
We consider the SCAD and ALASSO penalty functions for estimating τRE. The ALASSO
penalty is defined by
Typical values chosen for τj are τj = τ0|β ̂j|−γ, where β ̂j is the unpenalized maximum likelihood
(ML) estimate and γ > 0 is a pre-specified positive scalar. The SCAD penalty (Fan and Li,
2001) is a nonconcave function defined by φτ (0) = 0 and for |β| > 0,
where t+ denotes the positive part of t and a = 3.7. Because the integral of the negative
exponential of the SCAD penalty is not finite, i.e., , we use a
truncated version of pτ (|β|). This density is defined in Web Appendix A. For the ALASSO
penalty, this truncation is not necessary because . Because a closed
form expression of τ̂RE is unavailable for both the ALASSO and SCAD penalties, we use the
Newton–Raphson algorithm along with the ECM algorithm to estimate τ̂RE.
Algorithms to estimate the ICQ penalty estimate, the random effects penalty estimate, and
the MPL estimate are given in Web Appendix A.
3. Theoretical Results
In this section, we establish the asymptotic theory of the MPL estimator and the consistency
of the penalty estimation procedure based on ICQ. Suppose , where β(1) and
β(2) are, respectively, p1 × 1 and p2 × 1 subvectors such that p = p1 + p2. Let 
denote the true value of β. Without loss of generality, we assume that  and all of the
components of  are not equal to zero.
Let  = {j1, …, jd } be a candidate model containing the j1th, …, jd th covariates. Thus,  =
{1, …, p} and  = {1, …, p1} denote the full and true covariate models, respectively. If 
misses at least one important covariate, that is  ⊅ , then  is referred to as an underfitted
model; however, if  ⊃  and  ≠ , then  is an overfitted model. Suppose we only
consider the selected covariates in . The unpenalized and penalized ML estimators of θ =
(βT, αT, Λ)T, denoted by θ ̂S and θ ̂τ, respectively, are defined as
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and particularly  = θ ̂0. We obtain the following theorems whose assumptions and proofs
can be found in Web Appendix A.
Theorem 1
Under Assumptions (C1)–(C7) in Web Appendix A, we have
a. γ ̂τ − γ* = Op (n−1/2) as n → ∞, where γ = (βT, αT)T and γ* is the true value of γ;
b. Sparsity: P(β ̂(2)τ = 0) → 1;
c.
Asymptotic normality:  is asymptotically normal with
mean and covariance matrix defined in Web Appendix A.
Theorem 1 states that by appropriately choosing the penalty τ, there exists a root-n estimator
of γ, γ ̂τ, and that this estimator must possess the sparsity property, i.e., β ̂(2)τ = 0 in
probability. Moreover,  is asymptotically normal.
We investigate whether the ICQ (τ) criterion can consistently select the correct model. For
each τ ∈ Rp+, β ̂τ naturally defines a candidate model  = {j: β ̂τ,j ≠ 0}. Generally,  can be
either underfitted, overfitted, or true. Therefore, Rp+ can be partitioned into three mutually
exclusive regions , and
. Furthermore, if we can choose a reference penalty
parameter sequence , which satisfies the conditions of Theorem 1, then  = 
in probability.
To select τ, we first calculate
for any two τ1 and τ2. We assume  ⊃  and choose the model  resulting from using the
penalty value τ1 if dICQ (τ2, τ1) ≥ 0, otherwise we choose the model .
Define , and δc (τ2, τ1) = cn (θ ̂τ2) − cn(θ ̂τ1), where
 is defined in the supplementary document.
Theorem 2
Under Assumptions (C1)–(C7) in Web Appendix A, we have the following results.
a. If for all  ⊅ , lim infn δQ (τ, 0)/n > 0 and δc (τ, 0) = op (n), then dICQ (τ, 0) > 0
in probability.
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If  and 
for t = 1, 2, then dICQ (τ2, τ1) > 0 in probability as n−1/2δc (τ2, τ1) converges to ∞
in probability.
c. If Q(θ ̂τ1|θ ̂0) − Q(θ ̂τ2|θ ̂0) = Op (1), then dICQ (τ2, τ1) > 0 in probability as δc (τ2, τ1)
converges to ∞ in probability.
Theorem 2 has some important implications. Theorem 2(a) shows that ICQ (τ) chooses all
significant covariates with probability 1. Because , the optimal model selected
by minimizing ICQ (τ) will not select a τ with  ⊅  because dICQ (τ, 0) > 0 in probability.
Therefore, the ICQ (τ) criterion selects all significant covariates with probability tending to
1. Generally, the most commonly used cn (θ), such as 2 dim(θ), dim(θ)log(n), and K log
log(n)(K > 0), satisfy the condition δc (τ, 0) = op (n). The condition lim infn n−1 δQ (τ, 0) > 0
ensures that ICQ (τ) chooses a model with large . This condition is analogous to
condition 2 in Wang et al. (2007), which elucidates the effect of underfitted models. The




By Jensen’s inequality, the third and fourth terms of equation (8) are greater than zero and
the first and second terms must be greater than zero for large n. Thus, lim infn n−1 δQ (τ, 0)
≥ 0 in probability.
If τ1 and τ2 have the same average , that is, lim infnn− 1δQ (τ2, τ1) = 0, then
Theorem 2 (b) and (c) indicate that ICQ (τ) picks out the smaller model  when δc (τ2, τ1)
increases to ∞ at a certain rate (e.g., log(n)). For example, for the BIC-type criterion, δc (τ2,
τ1) = {dim( ) − dim( )} log(n) ≥ log(n) because we assume  ⊃ . The AIC-type
criterion, for which cn (θ) = 2 × dim(θ), however, does not satisfy this condition. Thus,
similar to the AIC criterion with no missing data, ICQ (τ) with cn (θ) = 2 × dim(θ) tends to
overfit.
4. Numerical Studies
4.1 Example 1: Simulation Study
We demonstrate the performance of the MPL estimate using our proposed penalty
estimators via simulations and compare them to the unpenalized ML estimator. Our
objectives for these simulations were: (i) to compare the performance of the random effects
and the ICQ penalty estimators; (ii) to compare the performance of the SCAD and ALASSO
penalty functions; and (iii) to determine how the comparisons in (i) and (ii) differ in the
complete data and missing covariate settings.
We simulated data sets consisting of n = 100, 300, and 500 observations from the hazard
model λ(t|u) = λ0(t)exp(uTβ*), where λ0(t) = 1, β* = (0.8, 1, 0, 0, 0, 0, 0.6, 0)T, and the
components of u = (u1, …, u8) are standard normal and the correlation between ui and uj is
ρ|i − j | with ρ = 0.5. The censoring times, Ti, were selected to have an exponential
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distribution with mean vexp(0.6u7), where v is uniformly distributed over [4, 6]. Under these
conditions, each simulated data set has about 30% of its survival times right censored. For
the data sets with missing data, the missing covariates zi = (ui1, ui2)T were taken to be MAR
and xi = (ui3, ui4, ui5, ui6, ui7, ui8)T were completely observed. The covariate distribution for
the missing covariates is zi ~ N2(μi, Σ) for i = 1, …, n, the zi’s are independent where
, for s = 1, 2 and Σ is an unstructured 2 × 2 covariance
matrix. The missing data mechanism was given by f(ri1, ri2 |xi, ξ) = f(ri1|ri2, xi, ξ1) f(ri2|xi,
ξ2), where
The values ξ1 and ξ2 were selected to achieve 25% missingness.
For each simulated data set, the unpenalized ML and the MPL estimates using the SCAD
and ALASSO penalties were computed using the random effects and ICQ estimators. For the
ICQ estimates, the BIC-type criterion, cn (θ) = dim(θ) × log n, was used. For the simulated
data sets with no missing data, the ICQ criterion is equivalent to BIC. To compute the
penalty estimates and MPL estimate, 1000 Monte Carlo iterations were used within each
iteration of EM. Initially, simulations with Monte Carlo samples of 5000 and 10,000
iterations were computed but the resulting estimates did not differ with those using 1000
Monte Carlo iterations, and therefore, samples of 1000 iterations were used to lessen the
computational demand of the MPL procedure. Different starting values were selected to
ensure that the algorithm converges to the global maximum. For the ALASSO penalty, we
set τj = τ0|β ̂j0|−1, where β ̂j0 is the unpenalized ML estimate, while for the SCAD penalty we
let τj = τ0, for all j, where in both cases τ0 was selected using the random effects and ICQ
penalty selection methods. For each estimate, β ̂τ, the mean squared error (β ̂τ − β)E (uuT)(β ̂τ
− β) was computed. The ratio of the model error of an MPL estimate to that of the
unpenalized ML estimate was calculated. The median of these ratios over the 100
simulations is reported in the column MRME. Also, the average mean square error (MME)
across all simulations was computed. Additionally, the average number of coefficients
correctly estimated to be zero and incorrectly estimated to be zero are reported in the
columns “Correct” and “Incorrect,” respectively. All of these statistics were also calculated
for the true model, which is denoted as “True.”
The results of the simulations are presented in Table 1. The SCAD and ALASSO penalty
estimators using the random effects and ICQ penalty selection methods are denoted as
SCAD-RE, SCAD-ICQ, ALASSO-RE, and ALASSO-ICQ, respectively. The results indicate
that when the sample size is small (n = 100), the SCAD-RE and ALASSO-ICQ have the
smallest model error. When the sample size is relatively large (n = 300 and n = 500), the
ALASSO-ICQ estimator has the smallest model error. For all the estimators, as the sample
size gets larger, the model error gets smaller but it decreases at a slower rate than that of the
unpenalized ML estimate. Some of the estimators had smaller error than that of the true
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model. A possible explanation for this is that because the number of parameters increases as
the sample size gets larger, the difference in the number of parameters between any model
and the true model is relatively small in value. Comparatively, the ALASSO estimators
tended to have larger overfit compared to the SCAD estimators. The ICQ estimators had
larger overfit compared to the random effects penalty estimators for the SCAD penalty but
not for the ALASSO penalty. In particular, the ALASSO-RE estimator showed significant
overfit.
4.2 Example 2: Veterans Administration Lung Cancer Data
We applied the proposed methodology to the well known Veterans Administration lung
cancer data set of Kalbfleisch and Prentice (2002). Although these data have no missing
covariates, we analyzed these data to compare complete data results with scenarios based on
hypothetical missing data. The result of this analysis is available in Web Appendix A.
4.3 Example 3: Small Lung Cancer Data
We revisit the lung cancer data discussed in Section 1. As mentioned in Section 1, the
covariates xi1 = treatment (2 arms: A and B, coded as 1 and 0), xi2 = gender (female and
male, coded as 0 and 1), and xi3 = age in years were fully observed for all patients, and zi1 =
highest grade toxicity (recorded by cycle) (2 levels: 0 versus > 0, coded as 0 and 1), and zi2
= quality of life (QOL) score were missing. The missing data fraction for toxicity and QOL
individually were 28.2% and 35.2%, respectively, with 52.7% of the data containing missing
information on at least one of these covariates. We assume that zi1 and zi2 are MAR and
consider the two covariate distributions used in Chen, Ibrahim, and Shao (2009). The first
distribution, called model 1, is specified by assuming
, and [zi2 |xi] ~ N (μi, σ2) for i
= 1, …, n, where , and . For the second covariate
distribution, called model 2, we assume [zi1, zi1 |xi] = [zi2|zi1, xi] [zi1|xi], in which we specify
a normal linear regression model for [zi2|zi1, xi] and a logistic regression model for [zi1|xi].
The results of the analyses are presented in Table 2. For both models 1 and 2, the ALASSO-
RE estimator identifies treatment and toxicity as significant predictors of survival of SCLC.
The results of these estimators are consistent with the results of the unpenalized ML analysis
where toxicity and treatment are the only covariates that are strongly significant (p-value ≤
0.01). The SCAD and ALASSO-ICQ estimators did not identify any covariates as significant
predictors.
5. Discussion
We have proposed a general method to simultaneously perform model selection and
estimation in the Cox regression model with MAR covariates. Under some regularity
conditions and appropriate rates of the penalty parameter, we have shown that the MPL
estimate possesses sparsity and asymptotic normality properties. We have developed two
methods to select the penalty parameter, the ICQ penalty estimator, and the random effects
penalty estimator. Under an appropriate choice of cn (·), we have shown that the ICQ penalty
estimate can choose all significant predictors with probability 1.
Simulation results have shown that the SCAD penalty function with the random effects
penalty estimator performs well when the noise level is low, whereas it performs poorly
when the noise level is high. Overall, the SCAD penalty performs better when it is used with
the random effects penalty estimator whereas the ALASSO performed better when it is used
with the ICQ criterion. The ALASSO penalty shows significant overfit in the small sample
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simulations and this overfit is also present in the real data analyses. In the presence of
missing data, there seems to be significant underfit compared to the analysis with no missing
data. The differences in the results between the penalty functions and penalty selection
methods indicate that sensitivity analyses should be performed between the ICQ and random
effects penalty estimates and between the SCAD and ALASSO penalty functions.
A disadvantage of penalized likelihood methods is that they do not provide a measure of
model uncertainty, i.e., the probability of selecting each model in the model space. Other
methods, such as Bayesian model averaging (Hoeting et al., 1999), or other Bayesian
methods in general, provide estimates of posterior model probabilities. However,
implementation of fully Bayesian methods can be difficult in many cases, because it requires
specifying priors for the parameters in the covariate distribution of all the models in the
model space as well as calculating marginal likelihoods and enumerating all of the models in
the model space. Alternatively, unlike MPL methods, Bayesian methods do not give an
estimate of the parameters of the “best” model. An MPL estimate, however, is equal to the
posterior mode of a fully Bayesian analysis with the prior
. Therefore, the algorithm proposed in Section 2.2
to maximize the penalized likelihood can be easily modified to obtain the posterior mode in
a fully Bayesian analysis.
The method proposed in this article only considers the p < n setting, therefore
generalizations of our method to the p > n and p ≫ n settings need to be studied. Although
we have only applied our method to data sets with dozens of covariates, we believe that it
can be applied to data sets with hundreds of covariates with any type of missingness because
our method is very similar to the algorithm used in Ibrahim et al. (1999). As p and n get
large, however, certain computational issues can arise which make the implementation of
our method difficult. For instance, it is important make sure that the EM algorithm
converges to the global maximum of the penalized likelihood function. This can be ensured
by starting the algorithm from multiple starting values. When p and n are large, it is easier to
use the ALASSO penalty function along with the random effects penalty estimate because a
closed form expression for the conditional maximizer of the penalty parameter is available.
This allows easy implementation of the ECM algorithm to estimate the penalty parameter.
Many other aspects of this work warrant further research and investigation. As it stands,
calculating the penalty estimate is computationally demanding. The random effects penalty
estimate is easier to compute than the ICQ penalty estimate. The theoretical properties of the
random effects penalty estimate, however, need to be investigated, whereas the theoretical
properties of the ICQ penalty estimate are established. Alternative methods which select the
penalty parameter based on optimizing some easy-to-compute criterion such as DIC (Celeux
et al., 2006) or a modification of ICQ can be investigated. For example, one could select the
penalty parameter which minimizes −2Q(θ̃τ|θ ̂0) + cn(θ̃τ), where
. This method is less computationally intensive
because θ̃τ does not require as many iterations to compute compared to the ICQ penalty
estimate. We will formally study these issues in future work.
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