Introduction
Depth hull approximation is a technique for reconstruction of the shape of a 3D object from a number of reference views, where each view provides a color image and a depth (range) image of the object. Although depth hulls have been used in the context of full 3D reconstruction, it seems that its more attractive feature is the ability to quickly approximate the geometry of an object from a small number of reference depth images. This makes it suitable for applications such as live free-viewpoint video, where a small number of depth cameras are used to capture a dynamic scene and immediately reproduce its appearance, typically from a novel viewpoint, for any number of remote viewers.
The depth hull can be considered a successor technique to the traditional visual hull, which uses reference images without depth data. Geometric information about the object is obtained from its silhouettes. It is a much less powerful reconstruction method than the depth hull, but it is widely used in many applications because it does not require any depth sensing equipment -its input is just images of the object.
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Figure 1: (a) -rendering without DH. (b) -DH rendering. (c) -DH of a complex scene; notice the phantom geometry behind the two objects.
There are many other methods for capturing the 3D geometry of an object. In many cases, this is done by capturing the visible geometry from multiple viewpoints around the object. If the final goal is rendering, it is usually unnecessary to integrate all the captured pieces of geometry into a single mesh. However, it is generally impossible to completely cover the surface of an object with a small number of cameras. Simply rendering the available geometry from a novel viewpoint using some kind of triangulated mesh, point splats or by any other technique which does not attempt to fill in missing parts will produce an incomplete image, like in Figure 1a . In this example the object was captured by two depth cameras, one in front and one from behind and two regular video cameras from the sides. The depth images were triangulated and rendered as textured triangle meshes. To obtain a complete image of the object, we would need to apply a reconstruction algorithm capable of filling the missing geometry. This is typically a slower process and would not suit applications where the reconstruction and rendering must be done on-the-fly at real-time rates, as is the case for dynamic scenes. Hull-based techniques are able to do just that. Figure 1b shows the depth hull rendering of the same object as in (a). The geometry that was filled in can be textured with the images from the regular video cameras. Actually, some off-line reconstruction algorithms are, in fact, based on depth hull [PDH * 97,CL96] or visual hull [KS98] principles, but they are too slow for real-time rendering applications because they try to achieve more than mere object appearance.
Despite its promise, use of depth hull (DH) and visual hull (VH) techniques in a complex scene is problematic, especially when the number of reference views is small. DH and VH may produce geometric artifacts, otherwise known as phantom geometry, as in Figure 1c .
A complex scene is one which consists of an object with complex geometry or of many, even simple, objects. More precisely, we consider a scene to be complex if there exists a plane whose intersection with the scene consists of more than one connected region.
The depth hull of a complex scene may consist of several connected components, some of which are connected to the depth maps of the reference views. The latter correspond to objects that are visible to at least one of the cameras. The components not connected to any depth map represent the regions of space occluded from all the cameras. Potentially, these regions can contain scene objects, but, in most cases, these regions are, in fact, empty. In these cases, severe artifacts are often produced where the resulting approximating geometry bears no resemblance to the true geometry of the occluded objects and the only relation between them is that the approximation contains these objects. Thus, we assume that we are interested only in the portion of the DH connected to any of the depth maps and would like to eliminate the remainder. In this paper we present an algorithm for rendering this reduced DH.
In the DH case the phantom geometry can only appear behind the true objects because the depth maps are evidence that the space in front of the objects is empty. This information is unavailable in the VH, so the phantom geometry may also appear in front of the objects. This poses an ambiguity problem which requires additional information to resolve. In this work we consider the use of object correspondence information for resolving the VH ambiguity during rendering.
We also show that this is equivalent to using depth information.
Related Work
The majority of the state-of-the-art is devoted to use of the visual hull. Starting with the introduction of this concept by Laurentini [Lau94] , the visual hull became popular in the context of 3D reconstruction by space carving [KS98] . It was subsequently used for novel view generation from reference images [MBR * 00,WC01]. Later Matusik et al. [MBM01] described how to construct polyhedral visual hulls from reference images, which allowed for some geometric processing and hardware-accelerated rendering. If geometric processing is not required and the main use of the visual hull is for novel view synthesis, explicit reconstruction can be avoided and hardware-accelerated methods for VH rendering directly from the reference images can be used [LMS03a, LMS03b, LMS04a] .
The first use of the depth hull, although not under this name, was by Curless and Levoy [CL96] . In a nutshell, the depth hull is the minimal 3D region containing the depth images and the intersection of the cones of space behind them (occluded from the camera). They used a volumetric approach to construct a depth hull from reference range images. More recently, the depth hull was used for novel view synthesis in a free-viewpoint video setup [BGM06] .
There are many other works that propose different approaches to novel view rendering. Some of them are purely image-based, like Light-Field rendering [LH96] . Others use a mixture of image-based and geometry based techniques, like the Lumigraph [GGSC96] and ULR [BBM * 01]. There are geometric approaches that build a geometric approximation of the scene, but spend a lot of effort on recovering partial scene geometry. Different techniques are used for that purpose, e.g. stereo [KNR95, CSS02] , volume carving [KS98] , point-based representation and rendering [LWG04, WWCG07] , photo-consistency, like voxel coloring [SD97] and its successor photo-hull [YWB03, LMS04b] . The advent of depth video cameras [Ins,Via,Can] open new horizons for novel view synthesis. These cameras allow us to create a more complete reconstruction of the scene using the depth hull. Although conceptually similar to the visual hull, DH provides a much more accurate approximation of the scene from much fewer reference views. For example, voxel coloring and photo-consistency depend on large overlaps in multiple views. This leads to a large number or closely spaced views if good coverage of the scene is needed.
To the best of our knowledge, there have been no attempts to solve the problem of phantom geometry in the DH. Wexler and Chellappa [WC01] mentioned the existence of the problem for the VH, but provided no solution. For the most part the issue was evaded by working with objects and scenes that are simple enough for the available number of reference views to cover sufficiently. This, however, is not an entirely realistic scenario, because it is very difficult and sometimes impossible to increase the number of reference views as the scene becomes more complex. This is especially true in a live free-viewpoint video setup, where the scene is dynamic and it is desirable to make as few assumptions as possible about it.
As this paper under review, we became aware of a paper on Safe Hulls by Miller and Hilton [MH07] . Safe hulls are similar to our concept of Reduced Visual Hull. Their approach is fully automatic and does not require any additional information such as object correspondence. However, their algorithm is not guaranteed to produce a completey correct result, and in some especially difficult configurations may remove valid pieces of geometry.
Definitions
Let scene S be the set of all points belonging to the objects in the scene. O i denotes the center of projection of the ith camera, C = {O i } is the camera set. We define the depth map D i of the ith camera as the set of all points of S visible to camera i. The projection P i (P) of a point P on the depth map of camera i is the intersection of D i with the ray L(O i , P) originating at O i and passing through P. Note that not all points in space have a projection on D i -only those whose corresponding rays intersect with
The umbra U i of D i is the set of all points in space that lie at least as far from O i as their projections on D i . The umbra of a view is the space that is occluded in this view by the objects of the scene. Since the depth map is exactly the set of all visible points it can be considered the occluder in this view. All points that lie behind the depth map belong to the umbra.
The depth hull DH(S,C) of the scene S relative to the camera set C = {O i } is the intersection of all umbrae U i .
The depth hull (Figure 2 (right) ) is a conservative approximation which bounds the scene geometry. Since the umbra of each view contains all the objects of the scene, the intersection of all umbrae also contains all the objects. The more umbrae participate in the intersection the smaller the intersection is and hence the tighter the approximation. DH(S,C) is the minimal volume that can be obtained from the depth maps of C, yet guaranteed to contain all of the geometry of S. A point P is said to be straight line connected to D i if L i (P) ⊆ DH(S,C). The second depth layer D 2 i of the DH relative to the ith camera is the set of all farthest points that are straight line connected to D i . Consider a ray from O i into the scene. First it hits the closest object at a point on the depth map D i , which is the first depth layer. After traveling inside the object, the ray exits through some point on the second depth layer. After that, the ray may enter and exit objects in the scene, creating more entry and exit points belonging to deeper depth layers. The set of first exit points for all rays from O i defines the second depth layer D 2 i . A more detailed explanation of depth layers and algorithms for their construction was given by Guha et al. [GKMV] .
The reduced depth hull RDH(S,C) of the scene S relative to the camera set C = {O i } is the set of all points of DH(S,C) that are straight line connected to one of {D i }.
Note that there are points in the DH that are connected to {D i } but not straight line connected to it. The DH consists of connected components of two types: those that are straightline connected to {D i } and those that are not. The depth map connected components are guaranteed to contain valid scene geometry. The other components, however, are not guaranteed; in fact, they are often empty of any geometry of S and constitute large artifacts. The RDH eliminates these.
RDH rendering algorithm
The RDH is a subset of the DH. The same relationship holds for their boundaries, which is what rendering algorithms actually compute. Rendering of the boundary of an RDH can be done by considering all points of the corresponding DH boundary and using only those that belong to the RDH. By definition, for a point P to belong to the RDH it has to be straight line connected to {D i }. This means that there must exist a view i for which P lies between the first and the seconds depth layers. This is what is checked by our RDH rendering algorithm. The algorithm is specifically designed to utilize many of the capabilities of modern graphics hardware. It allows accelerated RDH rendering without explicit reconstruction of its geometry. The RDH rendering algorithm is detailed in Algorithm 1.
In the first stage of the algorithm the second depth layers of the reference views are constructed. This is performed by depth peeling [GKMV] . The first depth layers are readily available as the depth maps of the reference views. Since only the second depth layers are needed, it is necessary to perform only one iteration of the depth peeling procedure for each reference view.
In the second stage the DH is rendered while discarding the pieces that do not belong to the RDH. Any of the existing DH rendering algorithms [BGM06] can be used, as long as they satisfy the following condition: At the rasterization step 3D coordinates of the fragments are available. Steps 4-10 of Algorithm 1 ensure that the rendered fragment lies between the first and the second depth layer of some reference view. This is done in the same way as projective shadow mapping: The fragment's 3D coordinates are first transformed into the coordinate frame of the reference view, after which its depth is compared to the two depth layers.
Steps 5-7 check the fragment against the first depth layers of all reference views. If there is a reference view in which the fragment is closer than the depth map, it does not belong to the DH, so it is discarded. Steps 8-10 check against the second depth layers. If the fragment is closer than (or lies on) the second depth layer of at least one reference view, it is sufficient to conclude that it belongs to the RDH. Exactly one action, either discard or accept, is performed on a fragment, after which the processing proceeds to the next fragment.
For each reference view, fragments of the DH polygons originating from that view lie on the boundaries of the view's depth map. This may cause inconsistencies during the depth comparison against the layers of the same view and lead to rendering artifacts. To avoid this, it is advisable to dilate the depth layers to extend them a little. 
The VH case
The VH is constructed using much less information than is available in the DH case. Thus, the reduced visual hull, or the RVH, might not even be unique, as illustrated in Figure 3 . Here the scene consists of two disjoint objects, thus each view sees two unconnected silhouettes. The VH consists of the union of the two blue regions (containing the true geometry) and two red phantom regions. The RVH would be either the two blue regions or the two red regions, depending on how the two silhouettes in each image are paired. Interestingly, in this situation, if the two objects have the same color the Voxel Coloring algorithm [SD97] would incorrectly reconstruct the two red regions, because it is closer to the volume containing the cameras.
To resolve possible ambiguities in the RVH, additional information is required. A possible source of additional information is the correspondence between the silhouettes, which may, for example, be obtained from the colors of objects.
Algorithm 2 presents an outline of RVH rendering that takes advantage of the object correspondence, which is specified by labeling each object image (silhouette) with a unique ID.
Algorithm 2: Reduced Visual Hull rendering algorithm.
The algorithm checks for inclusion only between a fragment and a silhouette that both belong to the same object. Consider two reference views O 1 and O 2 in Figure 3 . I i (A) and I i (B) are, respectively, the silhouettes of objects A and B in the reference images I 1 and I 2 . When rendering the face created by the bottom-left edge of I 2 (A), the correspondence information is used to test the points of that face for inclusion only in I 1 (A). For example, the point P of the hull will be accepted because T 1 (P).xy lies in I 1 (A). This is not true for Q, so it will be discarded.
An example of RVH rendering can be seen in Figure 6 .
Depth and Correspondence
Our main observation in the previous section was that information akin to depth could be obtained from correspondence information. This is hardly surprising, as it is well known that correspondence information between pixels in images taken from similar viewpoints can lead to depth information at that pixel, using stereo techniques.
But the opposite is also true. Sparse depth information can lead to correspondence information which is useful in the rendering of the RVH, as described in the previous section, even if the depth information has low quality and resolution and even has partial occlusions. The only condition is that at least one depth value is available for each separate object in the scene. For this purpose a very small, lowresolution and thus low-cost, 3D sensor can be used, e.g. that of Canesta [Can] .
Furthermore, in a mixed setup where some of the views come from regular cameras and some have depth information, it is possible to use both types of information to compute a reduced hull, which is somewhere inbetween the RVH and the RVH. In this case, explicit correspondence information is not required between the video views. It suffices that the depth camera "sees" all the objects in the scene. The rendering algorithm for this hybrid reduced hull is described in Algorithm 3. Figure 6 shows such a hull compared to a RVH and RDH.
Occlusions
When viewing a scene from a reference view, the objects in the scene may occlude each other in many ways. Guan et al. [GSFP06] explicitly treated partial occlusions during VH construction. Here we elaborate on the output of our RDH algorithm in the different scenarios. The most straightforward case (Figure 4 (a) ) is when the object is completely occluded in all reference views. This is treated both by RDH and RVH as if there were no object at all. Indeed, from the reference views it is impossible to tell whether the completely occluded space contains any objects or not. Another simple case is when the object is occluded in some reference views, but in at least one depth view it is completely visible. This case is handled without any problem by both RDH and HybridRDH algorithms. For RVH the object must be seen in at least two reference views.
A less obvious case of occlusion is when the object is partially visible in just one reference view (Figure 4 (b) ). In this
accept f (15) discard f Ω(I j ) -the silhouette in the reference image I j .
Algorithm 3: Hybrid Hull rendering algorithm using mixed types of reference views.
case, the RDH will reconstruct only the part of the object that corresponds to its depth layers that can be computed from this reference view. In the same scenario, the RVH will still not be able to reconstruct any part of the occluded object (Figure 4 (d) ).
The last occlusion scenario is when the object is partially visible in several reference views. For the RDH, it is a combination of several one-view partial occlusion cases (Figure 4 (c) ). RVH will be able to reconstruct only those parts of the object that are seen by at least two reference views (Figure 4 (e) ).
Experimental Results
We implemented the RDH rendering algorithm as part of our depth camera-based free-viewpoint video system. It is written in C++ with OpenGL; the GPU part is written in Cg. All buffer operations, such as transformations, depth peeling and morphological operations on the depth maps are performed in the GPU. The RVH and the hybrid algorithms were tested in semi-automatic fashion, meaning that the different parts of the algorithms were not integrated into a single framework, rather executed separately.
Because of the computational overhead that comes from the preparation of the second depth layers, the RDH frame rate is reduced in comparison to DH by a factor of 2-2.5, as can be seen in Table 1 . Still RDH performance remains interactive and beyond.
The results of applying the RDH algorithm to different scenes can be seen in Figures 5-7 . The reference views in Figure 6 were produced by a simulated depth-camera, 
Discussion and Conclusion
We have presented rendering algorithms for reduced phantom-free depth and visual hulls. In our experiments using the RDH algorithm led to improved rendering quality and performance. We also showed that a small amount of complementary depth information suffices to eliminate phantom geometry from the VH. This can be used to improve existing multi-view VH systems, especially real-time systems, by supplementing the video cameras with a small low-cost depth-sensing component.
While in our experiments the proposed method performed well for the real-world data from obtained from our (Vialux) depth video cameras, we realize that some depth sensors may be more noisy than others. There is typically a tradeoff between the frame rate and spatial resolution of the sensor and the data quality (noise level), but this is constantly improving. When particularly noisy data is given, filtering outliers will result in incomplete depth data, effectively "drilling" holes through the depth hull. In some cases this can be solved by using filling-in techniques, e.g. [VCBS03] .
The same issue occurs with the visual hull when object silhouettes are not very well defined. This could probably be treated by advanced image segmentation techniques, e.g. "snakes". Moderate noise levels can also make it difficult to distinguish between the depth levels and the silhouettes of the phantom and non-phantom geometry around the points where they connect. Generally, these points are not ideally reconstructed by the algorithm.
Another issue that requires a further investigation is related to the silhouette boundaries in the depth layers. Because of the errors produced by the aliasing in projective texturing, the depths of some boundary fragments may not compare correctly, producing artifacts. Although this is solved by dilating the depth layers, some parameter tuning is required for each frame. 
