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Abstract
In this paper, we study geometric features of orientation-preserving random
dynamical systems on the circle driven by memoryless noise that exhibit stable
synchronisation: we consider crack points, invariant measures, and the link
between synchronisation and compressibility of arcs; we also characterise stable
synchronisation in additive-noise stochastic differential equations on the circle, in
terms of “subperiodicity” of the vector field.
1 Introduction
It is well-known that any “sufficiently noisy” invertible random dynamical system on the
circle driven by memoryless noise exhibits “contraction of orbits” or “synchronisation”,
in the sense that the distance between the trajectories of two given initial conditions
almost surely converges to 0 as time tends to ∞. In discrete time, we have the following:
Proposition ([Ant84], [Mal14]). Given a set F ⊂ Homeo+(S1), equipped with the uniform
topology, and a probability measure ν on F with full support, if either:
(a) there is no finite-order orientation-preserving homeomorphism other than idS1 that
commutes with every f ∈ F , and for every x ∈ S1 and open U ⊂ S1, there exist
f1, . . . , fn, f˜1, . . . , f˜m ∈ F such that
fn ○ . . . ○ f1(x) ∈ U and x ∈ f˜m ○ . . . ○ f˜1(U) ; or
(b) for every distinct x, y ∈ S1 there exist f1, . . . , fn ∈ F such that
d(fn ○ . . . ○ f1(x) , fn ○ . . . ○ f1(y) ) < d(x, y)
and there does not exist p ∈ S1 such that for every f ∈ F , f(p) = p;
then given any x, y ∈ S1, we have that for ν⊗N-almost all (fn)n≥1,
d(fn ○ . . . ○ f1(x) , fn ○ . . . ○ f1(y) ) → 0 as n →∞.
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In case (a), the result is due to [Ant84]; in case (b), the result is due to [Mal14]. Moreover,
it is shown in [Mal14] that the convergence occurs at an exponential rate.
Now by [Mal14, Theorem A], we can add the following to the conclusion in the above
proposition: given any x ∈ S1, we have that for ν⊗N-almost every (fn)n≥1, there exists a
neighbourhood U of x such that
diam(fn ○ . . . ○ f1(U) ) → 0 as n→∞.
(Again, the convergence is at an exponential rate.) This additional property implies
physically that small unexpected perturbations to the evolution of the trajectories
are unlikely to destroy the synchronisation described in the above proposition.
Hence, we refer to synchronisation combined with this additional property as “stable
synchronisation”.
Synchronisation in continuous-time systems on the circle has been studied in [Crau02],
and some specific examples in [Bax86]. Necessary and sufficient conditions for stable
synchronisation in a more general context have been given in [New17].
The goal of this paper is to describe certain geometrical features of orientation-preserving
random dynamical systems on the circle exhibiting stable synchronisation. Our results
apply in both discrete and continuous time. In Section 2, we will introduce our setting.
In Section 3, we will present a characterisation of stable synchronisation in terms of
“crack points”. On the basis of this, in Section 4 we will describe the “invariant
measures” of systems exhibiting stable synchronisation. In Section 5, we will present
a result linking contractibility for pairs of trajectories, compressibility for arcs, and
stable synchronisation; we will then characterise stable synchronisation in additive-noise
stochastic differential equations on the circle, in terms of “subperiodicity” of the vector
field.
2 Our setting
Let T+ denote either N ∪ {0} or [0,∞). Let (Ω,F , (Ft)t∈T+ ,P) be a filtered probability
space (the “noise space”), and write F+ ∶= σ(Ft ∶ t ∈ T+). Let (θt)t∈T+ be a family of
P-preserving (F ,F)-measurable functions θt ∶ Ω → Ω such that θ0 = idΩ and θs+t = θt ○ θs
for all s, t ∈ T+. Suppose moreover that:
(i) θt is (Fs+t,Fs)-measurable (i.e. θ−tFs ⊂ Fs+t) for all s, t ∈ T+;
(ii) for each t ∈ T+, Ft and θ−tF+ are independent σ-algebras according to P (i.e.
P(E ∩ θ−t(F )) = P(E)P(F ) for all E ∈ Ft and F ∈ F+).
(Here, we use the convention θ−t(E) ∶= (θt)−1(E).)
Heuristically, as suggested by (i), θtω represents a time-shift of the noise realisation ω
forward by time t. The fact that P is invariant under (θt) represents the assumption that
the noise is strictly stationary, and condition (ii) represents the assumption that the noise
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is memoryless. We emphasise that, whether we are considering a one-sided-time noise
process or a two-sided-time noise process, Ft always represents the information available
between time 0 and time t.
Example 2.1 (Gaussian white noise). Following sections A.2 and A.3 of [Arn98], an
“eternal” one-dimensional Gaussian white noise process may be described according to
the framework above as follows: Let Ω ∶= {ω ∈ C(R,R) ∶ ω(0) = 0}. For each t ∈ [0,∞),
let Ft be the smallest σ-algebra on Ω with respect to which the projection Ws ∶ ω ↦ ω(s)
is measurable for every s ∈ [0, t]. Let F be the smallest σ-algebra on Ω with respect
to which the projection Ws ∶ ω ↦ ω(s) is measurable for every s ∈ R. Let P be the
Wiener measure on (Ω,F)—that is, P is the unique probability measure under which the
stochastic processes (Wt)t≥0 and (W−t)t≥0 are independent Wiener processes. Finally, for
each τ ≥ 0 and s ∈ R, set θτω(s) ∶= ω(τ + s) − ω(τ).
Now let S1 be the unit circle, which we identify with R/Z in the obvious manner, and let
l denote the Lebesgue measure on S1 (with l(S1) = 1). Let pi ∶ R→ S1 denote the natural
projection, i.e. pi(x) = x + Z ∈ S1; a lift of a point x ∈ S1 is a point x′ ∈ R such that
pi(x′) = x, and a lift of a set A ⊂ S1 is a set B ⊂ R such that pi(B) = A. Define the metric
d on S1 by
d(x, y) = min{∣x′ − y′∣ ∶ x′ is a lift of x, y′ is a lift of y}.
Note that under this metric, for any connected J ⊂ S1,
diamJ = min(l(J), 1
2
).
Let ϕ = (ϕ(t, ω))t∈T+, ω∈Ω be a (T+ × Ω)-indexed family of orientation-preserving
homeomorphisms ϕ(t, ω) ∶ S1 → S1 such that:
(a) the map (ω,x)↦ ϕ(t, ω)x is (Ft ⊗B(S1),B(S1))-measurable for each t ∈ T+;
(b) ϕ(0, ω) = idS1 for all ω ∈ Ω;
(c) ϕ(s + t, ω) = ϕ(t, θsω) ○ϕ(s,ω) for all s, t ∈ T+ and ω ∈ Ω;
(d) for any decreasing sequence (tn) in T+ converging to a time t, and any sequence(xn) in S1 converging to a point x, ϕ(tn, ω)xn → ϕ(t, ω)x as n →∞ for all ω ∈ Ω;
(e) there exists a function ϕ− ∶ T+ ×Ω × S1 → S1 such that for any strictly increasing
sequence (tn) in T+ converging to a time t, and any sequence (xn) in S1 converging
to a point x, ϕ(tn, ω)xn → ϕ−(t, ω, x) as n→∞ for all ω ∈ Ω.
We refer to ϕ as a random dynamical system (RDS) on S1; more specifically, since ϕ(t, ω)
is a homeomorphism for all t and ω, we refer to ϕ as an invertible RDS. Conditions (d)
and (e) constitute the “ca`dla`g” property, with (d) being right-continuity and (e) being
left limits.1 It is not hard to show that property (d) implies the following:
1The left-limits property is included simply to ensure that “asymptotic stability” (defined as the
existence of a neighbourhood of the initial condition that contracts in diameter to 0 under the flow)
implies stability in the sense of Lyapunov.
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(d’) for any decreasing sequence (tn) in T+ converging to a time t, and any sequence(xn) in S1 converging to a point x, ϕ(tn, ω)−1(xn) → ϕ−1(t, ω)(x) as n →∞ for
all ω ∈ Ω.
We will say that ϕ is a continuous RDS if for all ω ∈ Ω the map (t, x) ↦ ϕ(t, ω)x is jointly
continuous. (In this case, (t, x) ↦ ϕ(t, ω)−1(x) is also jointly continuous for all ω.)
Definition 2.2. We say that ϕ is synchronising if for all x, y ∈ S1,
P(ω ∶ d(ϕ(t, ω)x,ϕ(t, ω)y) → 0 as t →∞ ) = 1.
Definition 2.3. We say that ϕ is everywhere locally stable if for all x ∈ S1,
P(ω ∶ ∃open U ∋ x s.t. l(ϕ(t, ω)U) → 0 as t→∞ ) = 1 ;
and we say that ϕ is stably synchronising if ϕ is both synchronising and everywhere
locally stable.
An example of a system that is synchronising but not stably synchronising is the following:
Within a deterministic setting (i.e. taking Ω to be just a singleton {ω}), let f ∶ S1 → S1
be an orientation-preserving homeomorphism with a unique fixed point p, and (working
in discrete time) take ϕ(n,ω) ∶= fn. For every x ∈ S1, fn(x) → p as n → ∞. Hence
in particular, for all x, y ∈ S1, d(fn(x), fn(y)) → 0 as n → ∞; and yet for every
neighbourhood U of p, l(fn(U)) tends to 1 rather than to 0 as n→∞.
3 Crack points
Observe that for any ω ∈ Ω, the binary relation ∼ω on S1 defined by
x ∼ω y ⇐⇒ d(ϕ(t, ω)x,ϕ(t, ω)y) → 0 as t→∞
is an equivalence relation. It is easy to show (by considering only rational times) that
the set {(x, y,ω) ∈ S1 × S1 ×Ω ∶ x ∼ω y} is a (B(S1 × S1)⊗F+)-measurable set.
Definition 3.1 (c.f. [Kai93]). Given a point r ∈ S1 and a sample point ω ∈ Ω, we will say
that r is a crack point of ω if the following equivalent statements hold:
• for every A ⊂ S1 with r ∉ A¯, diam(ϕ(t, ω)A) → 0 as t →∞;
• for every closed G ⊂ S1 with r ∉ G, l(ϕ(t, ω)G)→ 0 as t→∞;
• for every open U ⊂ S1 with r ∈ U , l(ϕ(t, ω)U) → 1 as t→∞.
Obviously, any sample point admits at most one crack point. If a sample point ω admits
a crack point, then we will say that ω is contractive.
Now if a sample point ω admits a crack point r, then either (a) the equivalence relation
∼ω has two equivalence classes, namely {r} and S1 ∖ {r}, or (b) the equivalence relation
∼ω has one equivalence class (the whole of S1). In case (a), we say that r is a repulsive
crack point of ω.
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Definition 3.2. Let Ωc ⊂ Ω be the set of contractive sample points, and let r˜ ∶ Ωc → S1
denote the function sending a contractive sample point ω onto its crack point r˜(ω).
Lemma 3.3. Ωc is F+-measurable, and r˜ ∶ Ωc → S1 is measurable with respect to the
σ-algebra Fc of F+-measurable subsets of Ωc. For each t ∈ T+, θ−t(Ωc) = Ωc and r˜(θtω) =
ϕ(t, ω)r˜(ω) for all ω ∈ Ωc.
Proof. Let R be a countable dense subset of S1. For any connected J ⊂ S1, it is clear (by
considering rational times) that
{ω ∈ Ω ∶ l(ϕ(t, ω)J)→ 0 as t→∞} ∈ F+. (1)
So then, in order to show that Ωc ∈ F+, it suffices to prove the following statement: a
sample point ω ∈ Ω is contractive if and only if for every n ∈ N there is a connected open
set Un ⊂ S1 with endpoints in R such that 1− 1n < l(Un) < 1 and l(ϕ(t, ω)Un)→ 0 as t→∞.
Now the “only if” direction is obvious. For the “if” direction: suppose that for every n ∈ N
there exists a connected open set Un ⊂ S1 with endpoints in R such that 1− 1n < l(Un) < 1
and l(ϕ(t, ω)Un)→ 0 as t →∞; and let U ∶= ⋃∞n=1Un. Since Un is connected for all n and
l(Un) → 1 as n →∞, we clearly have that either U = S1 or S1 ∖ {U} is a singleton. Now
suppose, for a contradiction, that U = S1. Then, since S1 is compact, there is a finite
subset {n1, . . . , nk} of N such that S1 = ⋃ki=1Uni ; but since l(ϕ(t, ω)Uni)→ 0 as t→∞ for
each i, we then have that l(ϕ(t, ω)S1) → 0 as t →∞, which is absurd. So then, we must
have that S1 ∖ U is equal to a singleton {r}. We now show that r is a crack point. Fix
any closed G ⊂ S1 with r ∉ G. Take n such that l(Un) > 1 − d(r,G); then G ⊂ Un and so
l(ϕ(t, ω)G) → 0 as t→∞. Hence r is a crack point of ω.
Thus we have shown that Ωc is F+-measurable. Now for any ω ∈ Ωc and any non-empty
closed connected K ⊂ S1, observe that r˜(ω) ∈K if and only if for every closed connected
G ⊂ S1 ∖K with ∂G ⊂ R, l(ϕ(t, ω)G) → 0 as t →∞. So by (1) and the countability of R,
r˜−1(K) ∈ Fc for every closed connected K ⊂ S1. Hence r˜ is Fc-measurable.
Now fix any t ∈ T+ and ω ∈ Ω. First suppose that ω admits a crack point r: then
for any closed G /∋ ϕ(t, ω)r,
diam(ϕ(s, θtω)G) = diam(ϕ(s + t, ω) (ϕ(t, ω)−1(G)) ) → 0 as s→∞
since ϕ(t, ω)−1(G) is a closed set not containing r; so ϕ(t, ω)r is a crack point of θtω.
Now suppose that θtω admits a crack point q: then for any closed G /∋ ϕ(t, ω)−1(q),
diam(ϕ(s + t, ω)G) = diam(ϕ(s, θtω) (ϕ(t, ω)G) ) → 0 as s→∞
since ϕ(t, ω)G is a closed set not containing q; so ϕ(t, ω)−1(q) is a crack point of ω. Thus
we have proved that ω admits a crack point if and only if θtω admits a crack point, and
that in this case, r˜(θtω) = ϕ(t, ω)r˜(ω).
Theorem 3.4. P(Ωc) is equal to either 0 or 1. In the case that P(Ωc) = 1, either:
(a) for every x ∈ S1, P(ω ∈ Ωc ∶ r˜(ω) = x) = 0; or
(b) there exists a deterministic fixed point p ∈ S1 such that P(ω ∈ Ωc ∶ r˜(ω) = p) = 1.
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ϕ is stably synchronising if and only if P(Ωc) = 1 and case (a) holds. In this case, we
also have that for P-almost every ω ∈ Ωc, r˜(ω) is a repulsive crack point of ω.
Remark 3.5. In the case that there is no deterministic fixed point, the fact that stable
synchronisation implies P(Ωc) = 1 can also be derived using results from [Mal14].
Proof of Theorem 3.4
Lemma 3.6. The measure-preserving flow (Ω,F+,P∣F+ , (θt)t∈T+) is ergodic.
For a proof, see e.g. [New15, Corollary 133].
Corollary 3.7. P(Ωc) is equal to either 0 or 1.
Proof. Follows immediately from Lemmas 3.3 and 3.6.
Now for each x ∈ S1 and t ∈ T+, define the probability measure ϕ¯tx on S1 by
ϕ¯tx(A) ∶= P(ω ∶ x ∈ ϕ(t, ω)A ) = P(ω ∶ x ∈ ϕ(t, θsω)A )
for all A ∈ B(S1) and any s ∈ T+. Given any s, t ∈ T+, observe that
• under the random map ϕ(s,ω)−1 ∶ S1→ S1, the transition probability from a point
y to a set A is precisely ϕ¯sy(A);
• under the random map ϕ(t, θsω)−1 ∶ S1→ S1, the transition probability from a point
x to a set Y is precisely ϕ¯tx(Y );
• under the random map ϕ(s+t, ω)−1 ∶ S1→ S1, the transition probability from a point
x to a set A is precisely ϕ¯s+tx (A).
Therefore, since the σ-algebras Fs and θ−sFt are independent, the Chapman-Kolmogorov
equation
ϕ¯s+tx (A) = ∫
S1
ϕ¯sy(A) ϕ¯tx(dy)
is satisfied for any x ∈ S1, A ∈ B(S1) and s, t ∈ T+. Moreover, since the map(t, x) ↦ ϕ(t, ω)−1(x) is jointly continuous in x and right-continuous in t for every ω ∈ Ω,
the dominated convergence theorem gives that the map (t, x) ↦ ϕ¯tx is (with respect to
the topology of weak convergence) jointly continuous in x and right-continuous in t.
We will say that a probability measure ρ on S1 is reverse-stationary (with respect to
ϕ) if for all t ∈ T+ and A ∈ B(S1),
ρ(A) = ∫
Ω
ρ(ϕ(t, ω)A)P(dω).2
Note that for any s ∈ T+, since P is θs-invariant this is equivalent to saying that for all
t ∈ T+ and A ∈ B(S1),
ρ(A) = ∫
Ω
ρ(ϕ(t, θsω)A)P(dω).
2If θτ is a measurable automorphism of (Ω,F) for all τ ∈ T+, then one can naturally define ϕ(t, ω)
for negative t by ϕ(t, ω) ∶= ϕ(∣t∣, θtω)−1. However, we emphasise that even in this case, in the definition
of reverse-stationarity we must restrict to nonnegative t.
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Note also that ρ is reverse-stationary if and only if ρ is a stationary measure of the family
of transition probabilities (ϕ¯tx)x∈S1, t∈T+ , i.e.
ρ(A) = ∫
S1
ϕ¯tx(A)ρ(dx)
for all t ∈ T+ and A ∈ B(S1). Therefore, by the Krylov-Bogolyubov theorem (e.g. [New15,
Theorem 114] or [Kif86, Lemma 5.2.1]), there must exist at least one reverse-stationary
probability measure.
Definition 3.8. We say that a point p ∈ S1 is a deterministic fixed point (of ϕ) if P-almost
every ω ∈ Ω has the property that for all t ∈ T+, ϕ(t, ω)p = p.
Definition 3.9. We say that a set A ⊂ S1 is forward-invariant (under ϕ) if P-almost
every ω ∈ Ω has the property that for all t ∈ T+, ϕ(t, ω)A ⊂ A.
Note that a finite set P ⊂ S1, the following statements are equivalent:
• P is forward-invariant;
• S1 ∖ P is forward-invariant;
• for each t ∈ T+,
P(ω ∶ ϕ(t, ω)P = P ) = 1.
Now we say that a probability measure ρ on S1 is atomless if for all x ∈ S1, ρ({x}) = 0.
Lemma 3.10. Let ρ be a probability measure that is ergodic with respect to the family
of transition probabilities (ϕ¯tx)x∈S1, t∈T+. Then either ρ is atomless, or ρ = 1∣P ∣∑x∈P δx for
some finite forward-invariant set P ⊂ S1.
Proof. Suppose that ρ is not atomless. Let m ∶= max{ρ({x}) ∶ x ∈ S1} and let P ∶= {x ∈
S1 ∶ ρ({x}) = m}. For any t ∈ T+ and ω ∈ Ω, if P ≠ ϕ(t, ω)P then ρ(ϕ(t, ω)P ) < ρ(P ); so
since ρ is reverse-stationary, we have that for each t ∈ T+,
P(ω ∶ P = ϕ(t, ω)P ) = 1,
i.e. P is forward-invariant. Note that ϕ¯tx(P ) = 1 for each x ∈ P and t ∈ T+. So since ρ is
ergodic with respect to (ϕ¯tx)x∈S1, t∈T+ and ρ(P ) > 0, it follows that ρ(P ) = 1.
Corollary 3.11. Let ρ be as in Lemma 3.10, and suppose moreover that ϕ is
synchronising. Then ρ is either atomless or a Dirac mass at a deterministic fixed point.
Proof. Since ϕ is synchronising, any finite forward-invariant set P must be a singleton.
So the result is immediate.
Lemma 3.12. Suppose we have an F+-measurable function q ∶ Ω → S1 with the property
that for each t ∈ T+, for P-almost all ω ∈ Ω, ϕ(t, ω)q(ω) = q(θtω). Then q∗P is an ergodic
measure of the family of transition probabilities (ϕ¯tx)x∈S1, t∈T+, and is either atomless or a
Dirac mass at a deterministic fixed point.
7
Proof. First we show that q∗P is stationary with respect to (ϕ¯tx) (i.e. is reverse-stationary
with respect to ϕ). Note that for each t, the map ω ↦ q(θtω) is θ−tF+-measurable. For
any t ∈ T+ and A ∈ B(S1),
∫
S1
ϕ¯tx(A) q∗P(dx) = ∫
S1
ϕ¯tx(A) (q ○ θt)∗P(dx) (since P is θt-invariant)
= ∫
Ω
ϕ¯tq(θtω)(A)P(dω)
= ∫
Ω
P(ω˜ ∶ ϕ(t, ω˜)−1(q(θtω)) ∈ A) P(dω)
= P(ω ∶ ϕ(t, ω)−1(q(θtω)) ∈ A)
since Ft and θ−tF+ are independent σ-algebras
= P(ω ∶ q(ω) ∈ A)
= q∗P(A).
Hence q∗P is stationary with respect to (ϕ¯tx). Now let A ∈ B(S1) be a set such that for
each t ∈ T+, for (q∗P)-almost every x ∈ A, ϕ¯tx(A) = 1; to prove that q∗P is ergodic with
respect to (ϕ¯tx), we need to show that q∗P(A) ∈ {0,1}. Let E ∶= q−1(A) ∈ F+, and for each
t ∈ T+ let
E˜t ∶= {ω ∶ ϕ(t, ω)−1(q(θtω)) ∈ A}.
Obviously P(E △ E˜t) = 0 for each t. So then
P(E ∩ θ−t(E) ) = ∫
θ−t(E)
P(E∣θ−tF+)(ω) P(dω)
= ∫
θ−t(E)
P(E˜t∣θ−tF+)(ω) P(dω)
= ∫
θ−t(E)
P(ω˜ ∶ ϕ(t, ω˜)−1(q(θtω)) ∈ A) P(dω)
since Ft and θ−tF+ are independent σ-algebras
= ∫
θ−t(E)
ϕ¯tq(θtω)(A)P(dω)
= ∫
A
ϕ¯tx(A) q∗P(dx)
= q∗P(A)
= P(E).
Hence P(E ∖ θ−t(E)) = 0 for each t. Therefore, since E ∈ F+, Lemma 3.6 gives that
P(E) ∈ {0,1}. So q∗P(A) ∈ {0,1}, as required.
Thus we have shown that q∗P is ergodic with respect to (ϕ¯tx). Now suppose that q∗P is
not atomless. Then by Lemma 3.10, there is a finite forward-invariant set P ⊂ S1 such
that q∗P = 1∣P ∣∑x∈P δx. Fix an arbitrary x ∈ P . Let E ∶= q−1({x}) ∈ F+, and for each t ∈ T+
let
E˜t ∶= {ω ∶ q(θtω) = ϕ(t, ω)x}.
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Once again, P(E △ E˜t) = 0 for each t. For each n ∈ N, for any F ∈ Fn, we have that
P(E ∩F ) = ∫
F
P(E∣Fn)(ω) P(dω)
= ∫
F
P(E˜n∣Fn)(ω) P(dω)
= ∫
F
P(ω˜ ∶ q(θnω˜) = ϕ(n,ω)x) P(dω)
since Fn and θ−nF+ are independent σ-algebras
= ∫
F
q∗P({ϕ(n,ω)x}) P(dω)
= ∫
F
1
∣P ∣ P(dω)
= 1∣P ∣P(F )
= P(E)P(F ).
So E is independent of Fn for each n ∈ N, and therefore E is independent of F+. In
particular, E is independent of itself, and so P(E) = 1. Hence ∣P ∣ = 1, i.e. q∗P is a Dirac
mass at a deterministic fixed point.
Corollary 3.13. If P(Ωc) = 1 then either case (a) or case (b) in the statement of
Theorem 3.4 holds.
Proof. Fix an arbitrary k ∈ S1, and define the function q ∶ Ω → S1 by
q(ω) = { r˜(ω) ω ∈ Ωc
k ω ∈ Ω ∖Ωc.
By Lemma 3.3, q is an F+-measurable function. If P(Ωc) = 1 then by Lemma 3.3, for
each t ∈ T+, for P-almost all ω ∈ Ω, q(θtω) = ϕ(t, ω)q(ω). Hence Lemma 3.12 gives the
desired result.
Lemma 3.14. If ϕ is stably synchronising then ϕ admits at least one atomless reverse-
stationary probability measure.
Proof. Suppose ϕ is stably synchronising. First suppose that ϕ does not have a
deterministic fixed point. We know that there exists at least one probability measure
ρ that is ergodic with respect to (ϕ¯tx); by Corollary 3.11, such a probability measure
must be atomless. So now suppose that ϕ does have a deterministic fixed point p. Let
p′ ∈ R be a lift of p, and for each v ∈ [0,1], let Jv ∶= pi([p′, p′ + v]). Define the function
h ∶ Ω→ [0,1] by
h(ω) = sup{v ∈ [0,1) ∶ l(ϕ(t, ω)Jv)→ 0 as t→∞}.
For any c ∈ [0,1) and ω ∈ Ω, h(ω) > c if and only if there exists v ∈ (c,1) ∩Q such that
l(ϕ(t, ω)Jv) → 0 as t → ∞. Hence h is F+-measurable. Now we know that for P-almost
every ω ∈ Ω there exists an open neighbourhood U of p such that l(ϕ(t, ω)U) → 0 as
t→∞. Hence h(ω) ∈ (0,1) for P-almost all ω ∈ Ω.
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Now define the function q ∶ Ω→ S1 by
q(ω) = pi(p′ + h(ω)).
Since h is F+-measurable, q is F+-measurable. Given any t ∈ T+ and ω ∈ Ω, we have that
for all v ∈ [0,1),
l(ϕ(s,ω)Jv)→ 0 as s→∞ ⇐⇒ l(ϕ(s, θtω) (ϕ(t, ω)Jv) )→ 0 as s→∞
and therefore q(θtω) = ϕ(t, ω)q(ω). Hence, by Lemma 3.12, q∗P is ergodic with respect
to (ϕ¯tx). Moreover, since h(ω) ∈ (0,1) for P-almost all ω ∈ Ω, q∗P is not equal to δp. Since
ϕ is synchronising, ϕ cannot have more than one deterministic fixed point, and therefore
by Corollary 3.11 (or the second statement in Lemma 3.12) q∗P must be atomless.
Lemma 3.15. Suppose we have an atomless3 reverse-stationary probability measure ρ.
Then for any connected J ⊂ S1, for P-almost all ω ∈ Ω, ρ(ϕ(t, ω)J) is convergent as
t→∞.
The main idea of the proof is the same as in [LeJ87, Lemme 1].
Proof. Fix a connected J ⊂ S1, and for each t and ω let ht(ω) = ρ(ϕ(t, ω)J). Note that
for each boundary point x of J , the map t↦ ϕ(t, ω)x is right-continuous for all ω. Hence,
since ρ is atomless, the map t ↦ ht(ω) is right-continuous for all ω. So if we can show
that (ht)t∈T+ is an (Ft)t∈T+-adapted martingale, then the martingale convergence theorem
will give the desired result. Fix any s, t ∈ T+. We have that
E[hs+t∣Fs](ω) = E[ ω˜ ↦ ρ(ϕ(s + t, ω˜)J) ∣Fs ](ω)
= E[ ω˜ ↦ ρ(ϕ(t, θsω˜)(ϕ(s, ω˜)J)) ∣Fs ](ω)
= E[ ω˜ ↦ ρ(ϕ(t, θsω˜)(ϕ(s,ω)J)) ]
since Fs and θ−sFt are independent σ-algebras
= ρ(ϕ(s,ω)J)
since ρ is reverse-stationary
= hs(ω).
So we are done.
Lemma 3.16. If ϕ is stably synchronising then ϕ admits at least one atomless reverse-
stationary probability measure.
Proof. Suppose ϕ is stably synchronising. First suppose that ϕ does not have a
deterministic fixed point. We know that there exists at least one probability measure
ρ that is ergodic with respect to (ϕ¯tx); by Corollary 3.11, such a probability measure
must be atomless. So now suppose that ϕ does have a deterministic fixed point p. Let
3The condition that ρ is atomless can in fact be dropped, although the proof then becomes significantly
longer, as it is harder to justify that the martingale (ht)t∈T+ almost surely has right-continuous sample
paths. In any case, we will not need this for our purposes.
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p′ ∈ R be a lift of p, and for each v ∈ [0,1], let Jv ∶= pi([p′, p′ + v]). Define the function
h ∶ Ω→ [0,1] by
h(ω) = sup{v ∈ [0,1) ∶ l(ϕ(t, ω)Jv)→ 0 as t→∞}.
For any c ∈ [0,1) and ω ∈ Ω, h(ω) > c if and only if there exists v ∈ (c,1) ∩Q such that
l(ϕ(t, ω)Jv) → 0 as t → ∞. Hence h is F+-measurable. Now we know that for P-almost
every ω ∈ Ω there exists an open neighbourhood U of p such that l(ϕ(t, ω)U) → 0 as
t→∞. Hence h(ω) ∈ (0,1) for P-almost all ω ∈ Ω.
Now define the function q ∶ Ω→ S1 by
q(ω) = pi(p′ + h(ω)).
Since h is F+-measurable, q is F+-measurable. Given any t ∈ T+ and ω ∈ Ω, we have that
for all v ∈ [0,1),
l(ϕ(s,ω)Jv)→ 0 as s→∞ ⇐⇒ l(ϕ(s, θtω) (ϕ(t, ω)Jv) )→ 0 as s→∞
and therefore q(θtω) = ϕ(t, ω)q(ω). Hence, by Lemma 3.12, q∗P is ergodic with respect
to (ϕ¯tx). Moreover, since h(ω) ∈ (0,1) for P-almost all ω ∈ Ω, q∗P is not equal to δp. Since
ϕ is synchronising, ϕ cannot have more than one deterministic fixed point, and therefore
by Corollary 3.11 (or the second statement in Lemma 3.12) q∗P must be atomless.
Lemma 3.17. Suppose ϕ is synchronising and admits an atomless reverse-stationary
probability measure ρ. Then P(Ωc) = 1.
Proof. Given any connected J ⊂ S1 with 0 < l(J) < 1, writing ∂J =∶{x, y}, for P-almost all
ω ∈ Ω we have the following: d(ϕ(t, ω)x,ϕ(t, ω)y) → 0 as t →∞ (since ϕ is synchronising),
and ρ(ϕ(t, ω)J) is convergent as t → ∞ (by Lemma 3.15); and therefore (since ρ is
atomless) l(ϕ(t, ω)J) converges to either 0 or 1 as t → ∞. Now fix an arbitrary k ∈ R,
and for each v ∈ [0,1], let Jv ∶= pi([k, k + v]). Let Ω′ ⊂ Ω be a P-full set such that for each
ω ∈ Ω′ and v ∈ [0,1]∩Q, l(ϕ(t, ω)Jv) converges to either 0 or 1 as t →∞. For each ω ∈ Ω′,
let
c(ω) ∶= sup{v ∈ [0,1] ∶ l(ϕ(t, ω)Jv)→ 0 as t→∞}
= inf{v ∈ [0,1] ∶ l(ϕ(t, ω)Jv)→ 1 as t→∞}.
It is clear that for each ω ∈ Ω′, pi(k + c(ω)) is a crack point of ω. So we are done.
Combining Lemmas 3.16 and 3.17 gives that if ϕ is stably synchronising then P(Ωc) = 1.
Lemma 3.18. Suppose P(Ωc) = 1. Then ϕ is stably synchronising if and only if case (a)
in the statement of Theorem 3.4 holds.
Proof. For any x, y ∈ S1 and ω ∈ Ωc, if r˜(ω) ≠ x and r˜(ω) ≠ y then x ∼ω y. Hence it is
clear that in case (a) in the statement of Theorem 3.4, ϕ is synchronising. For any x ∈ S1
and ω ∈ Ωc, if r˜(ω) ≠ x then there obviously exists a neighbourhood U of x such that
diam(ϕ(t, ω)U) → 0 as t →∞. Hence, in case (a) in the statement of Theorem 3.4, ϕ is
everywhere locally stable. Thus, in case (a) in the statement of Theorem 3.4, ϕ is stably
synchronising. Now if there exists p ∈ S1 such that P(ω ∈ Ωc ∶ r˜(ω) = p) > 0, then ϕ is
clearly not everywhere locally stable (since the point p serves as a counterexample), and
so ϕ is not stably synchronising.
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Now we will say that a probability measure ρ on S1 is forward-stationary if for all t ∈ T+
and A ∈ B(S1),
ρ(A) = ∫
Ω
ρ(ϕ(t, ω)−1(A))P(dω).
Again, by the Krylov-Bogolyubov theorem, there is at least one forward-stationary
probability measure.
Lemma 3.19. Let q ∶ Ω → S1 be as in Lemma 3.12, and suppose that q∗P is atomless.
Let ρ be any forward-stationary probability measure. Then for P-almost every ω ∈ Ω,
ρ(x ∈ S1 ∶ x ∼ω q(ω)) = 0.
Proof. Define the functions
Θ ∶ Ω × S1 → Ω × S1
Θ2 ∶ Ω × S1 × S1 → Ω × S1 × S1
by
Θ(ω,x) = (θ1ω,ϕ(1, ω)x)
Θ2(ω,x, y) = (θ1ω,ϕ(1, ω)x,ϕ(1, ω)y).
It is not hard to show (e.g. as in [New15, Theorem 143(i)] or [Kif86, Lemma 1.2.3]) that
Θ is a measure-preserving transformation of (Ω × S1 , F+ ⊗B(S1) , P∣F+ ⊗ ρ). Now define
the probability measure p on the measurable space (Ω × S1 × S1 , F+ ⊗B(S1 × S1)) by
p(A) ∶= P⊗ ρ( (ω,x) ∈ Ω × S1 ∶ (ω,x, q(ω)) ∈ A ).
For any A ∈ F+ ⊗B(S1 × S1), since q is F+-measurable, the set {(ω,x) ∶ (ω,x, q(ω)) ∈ A}
is (F+ ⊗B(S1))-measurable. With this, we have
p(Θ−12 (A)) = P⊗ ρ( (ω,x) ∈ Ω × S1 ∶ (θ1ω,ϕ(1, ω)x,ϕ(1, ω)q(ω)) ∈ A )
= P⊗ ρ( (ω,x) ∈ Ω × S1 ∶ (θ1ω,ϕ(1, ω)x, q(θ1ω)) ∈ A )
= P⊗ ρ(Θ−1{(ω,x) ∈ Ω × S1 ∶ (ω,x, q(ω)) ∈ A} )
= P⊗ ρ( (ω,x) ∈ Ω × S1 ∶ (ω,x, q(ω)) ∈ A )
= p(A).
So p is Θ2-invariant. Now let ∆ ∶= {(x,x) ∶ x ∈ S1}. Since q∗P is atomless, we have that
p(Ω ×∆) = P⊗ ρ( (ω,x) ∈ Ω × S1 ∶ q(ω) = x )
= ∫
S1
P(ω ∈ Ω ∶ q(ω) = x)ρ(dx)
= 0.
So letting Uε ∶= {(x, y) ∈ S1 × S1 ∶ d(x, y) < ε} for each ε > 0, we have that p(Ω × Uε) → 0
as ε→ 0. Hence the set
K ∶= { (ω,x, y) ∈ Ω × S1 × S1 ∶ d(ϕ(n,ω)x,ϕ(n,ω)y)→ 0 as n→∞}
=
∞
⋂
n=1
∞
⋃
i=1
∞
⋂
j=i
Θ−j
2
(U 1
n
)
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is a p-null set. Hence the set
L ∶= { (ω,x) ∈ Ω × S1 ∶ d(ϕ(n,ω)x,ϕ(n,ω)q(ω)) → 0 as n→∞}
is a (P⊗ ρ)-null set. So (with Fubini’s theorem) we are done.
Corollary 3.20. If ϕ is stably synchronising then for P-almost all ω ∈ Ωc, r˜(ω) is a
repulsive crack point of ω.
Proof. Taking q to be as in the proof of Corollary 3.13, the result follows immediately
from Lemma 3.19 and the existence of a forward-stationary probability measure.
4 Invariant measures
We will describe the set of invariant random probability measures for ϕ in the case that
P(Ωc) = 1 (and in particular, in the case that ϕ is stably synchronising). We begin with
motivation from the deterministic setting:
An autonomous flow of the circle is a T+-indexed family (f t)t∈T+ of orientation-preserving
homeomorphisms f t ∶ S1 → S1 such that f s+t = f t ○f s for all s, t ∈ T+ and f 0 is the identity
function. Given an autonomous flow of the circle (f t), we will say that a point p ∈ S1 is a
fixed point if f t(p) = p for all t ∈ T+. Note that if Ω is a singleton {ω} then (ϕ(t, ω))t∈T+
is an autonomous flow of the circle.
Let M1 be the set of probability measures on S1. Now, heuristically, the map x ↦ δx
serves as a natural way of identifying points in S1 with measures on S1. On the basis of
this identification, given an autonomous flow of the circle (f t), for each t ∈ T+ the map
ρ ↦ f t∗ρ on M1 serves as a natural way of “lifting” f t from S1 to M1, since f t∗δx = δf t(x)
for all x ∈ S1. In particular, a point p ∈ S1 is a fixed point of (f t) if and only if δp is an
invariant measure (and in fact, an ergodic invariant measure) of (f t).
We will say that an autonomous flow of the circle (f t) is simple if there exist distinct
points r, a ∈ S1 (respectively called the repeller and the attractor of (f t)) such that r is a
fixed point and for all x ∈ S1 ∖ {r}, f t(x) → a as t →∞. (It follows that a is also a fixed
point.) In this case, it is easy to show that the set of invariant probability measures for(f t) is given by {λδr + (1 − λ)δa ∶ λ ∈ [0,1]}. We will refer to the pair (a, r) as a global
attractor-repeller pair for (f t); the basis for this terminology that “r repels all points in
S1 (other than itself) towards a”.
If Ω is a singleton {ω}, the flow (ϕ(t, ω))t∈T+ is simple if and only if ω admits a
repulsive crack point r, in which case r is the repeller of (ϕ(t, ω))t∈T+ . Obviously, in
this case, ϕ is not synchronising, since the repeller and attractor of (ϕ(t, ω))t∈T+ are
distinct deterministic fixed points of ϕ. (Note that it is impossible for ϕ to be stably
synchronising when Ω is a singleton.)
We now go on to extend the notion of “simplicity” to the random setting, and show
that if ϕ is stably synchronising then ϕ is simple. We will need a couple of assumptions.
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Assumption A: For all t ∈ T+, θt is a measurable automorphism of the measurable
space (Ω,F).
The heuristic interpretation of this assumption is that the underlying noise process has
been going on since eternity past. We refer to F+ as the future σ-algebra, and we define
the past σ-algebra by F− ∶= σ(θtFt ∶ t ∈ T+) ⊂ F . It is not hard to show that F+ and F−
are independent (according to P).
Let F˜ ∶= σ(θtFs ∶ s, t ∈ T+). Note that F+ and F− are both sub-σ-algebras of F˜ , and
that for all t ∈ T+, θt is a measurable automorphism of (Ω, F˜). Moreover, we have the
following:4
Lemma 4.1. For all t ∈ T+ ∖ {0}, θt is an ergodic measure-preserving transformation of
the probability space (Ω, F˜ ,P∣F˜).
Proof. Fix t ∈ T+ ∖ {0}. For each n ∈ Z, let Gn = θntF+. (Note that Gn is increasing in n.)
Let G−∞ ∶= ⋂n∈Z Gn, and observe that F˜ = σ(⋃n∈Z Gn). Let E ∈ F˜ be a set with θ−t(E) = E,
and let g ∶ Ω → [0,1] be a version of P(E∣F+); so for every n ∈ Z, g ○ θnt is a version of
P(E∣G−n). By a version of the Kolmogorov 0-1 law (e.g. [New15, Proposition 132]), G−∞
is a P-trivial σ-algebra, and so the constant map ω ↦ P(E) is a version of P(E∣G−∞).
Therefore, by Le´vy’s downward theorem ([Will91, Theorem 14.4]), g ○ θnt(ω) → P(E) as
n →∞ for P-almost all ω ∈ Ω. But since θt is itself P-preserving, it follows that for each
n ∈ Z, g ○ θnt(ω) = P(E) for P-almost all ω ∈ Ω. So the constant map ω ↦ P(E) is a
version of P(E∣Gn) for each n, i.e. E is independent of Gn for each n. It follows that E is
independent of F˜ . In particular, E is independent of itself, and so P(E) ∈ {0,1}.
Hence (by reducing our underlying probability space to (Ω, F˜ ,P∣F˜) if necessary) we may
add the following assumption without loss of generality:
Assumption B: P is an ergodic measure of the dynamical system (θt)t∈T+ on (Ω,F).
Throughout Section 4, we will work with Assumptions A and B.
We equip M1 with the “evaluation σ-algebra” K ∶= σ(ρ ↦ ρ(A) ∶ A ∈ B(S1)). So for
any measurable space (E,E), a function f ∶ E →M1 is measurable if and only if the map
ξ ↦ f(ξ)(A) from E to [0,1] is measurable for all A ∈ B(S1). It is not hard to show that
the map x↦ δx is a measurable embedding of S1 into M1—that is to say, a set A ⊂ S1 is
B(S1)-measurable if and only if the set {δx ∶ x ∈ A} is K-measurable.5
Definition 4.2. A random probability measure (on S1) is an Ω-indexed family (µω)ω∈Ω
of probability measures µω on S1 such that the map ω ↦ µω from Ω to M1 is measurable
4Lemma 5.1 is a generalisation of some of the content of the section “Invariant and Tail σ-Algebra”
on p547 of [Arn98].
5On the one hand, the map x↦ δx is obviously measurable, and so if {δx ∶ x ∈ A} is measurable then
A is measurable. On the other hand, for any A ∈ B(S1), {δx ∶ x ∈ A} is precisely the set of probability
measures ρ for which ρ⊗ ρ({(x,x) ∶ x ∈ A}) = 1. Now the set {(x,x) ∶ x ∈ A} = ∆ ∩ (A ×A) is obviously
measurable, and it is not hard to show that the map ρ ↦ ρ ⊗ ρ is measurable (with respect to the
respective evaluation σ-algebras); therefore {δx ∶ x ∈ A} is measurable.
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(i.e. such that for each A ∈ B(S1), the map ω ↦ µω(A) from Ω to [0,1] is measurable). We
say that two random probability measures (µω)ω∈Ω and (µ′ω)ω∈Ω are equivalent if µω = µ′ω
for P-almost all ω ∈ Ω.
Definition 4.3. We will say that a probability measure µ on the measurable space(Ω×S1,F ⊗B(S1)) is compatible if µ(E ×S1) = P(E) for all E ∈ F . We write MP
1
for the
set of compatible probability measures.
The disintegration theorem (e.g. [Crau02a, Proposition 3.6]) states that for every
compatible probability measure µ there exists a random probability measure (µω)ω∈Ω
(unique up to equivalence) such that
µ(A) = ∫
Ω
µω(Aω)P(dω)
for all A ∈ F ⊗ B(S1), where Aω denotes the ω-section of A. The random probability
measure (µω) is called a (version of the) disintegration of µ, and we will refer to µ as the
integrated form of (µω).
Lemma 4.4. Let µ1 and µ2 be compatible probability measures, with (µ1ω) and (µ2ω) being
disintegrations of µ1 and µ2 respectively. If µ1 and µ2 are mutually singular then for
P-almost every ω ∈ Ω, µ1ω and µ2ω are mutually singular.
Proof. Suppose we have a set A ∈ F ⊗B(S1) such that µ1(A) = 1 and µ2(A) = 0. Then it
is clear that for P-almost all ω ∈ Ω, µ1ω(Aω) = 1 and µ2ω(Aω) = 0. So we are done.
Definition 4.5. For any measurable function q ∶ Ω → S1, we define the probability
measure δq on (Ω × S1,F ⊗B(S1)) by δq(A) = P(ω ∈ Ω ∶ (ω, q(ω)) ∈ A).
Note that δq is a compatible probability measure, and admits the disintegration (δq(ω))ω∈Ω.
We will say that two measurable functions q, q′ ∶ Ω → S1 are equivalent if q(ω) = q′(ω)
for P-almost all ω ∈ Ω. Let L0(P,S1) denote the set of equivalence classes of measurable
functions from Ω to S1; and for any measurable q ∶ Ω → S1, let qˆ ∈ L0(P,S1) denote the
equivalence class represented by q. For any sub-σ-algebra G of F , we say that an element
qˆ of L0(P,S1) is G-measurable if it admits a representative q ∶ Ω→ S1 that is G-measurable.
Heuristically, L0(P,S1) can be viewed as the set of “random points in S1”, identified
up to equivalence; and by the disintegration theorem, MP
1
can be regarded as the set
of random probability measures on S1, identified up to equivalence. Note that the map
qˆ ↦ δq from L0(P,S1) to MP1 is well-defined and injective. Thus, heuristically, this map
serves as a natural way of identifying random points in S1 with random measures on S1.
Now for each t ∈ T+, define the map Φt ∶ L0(P,S1)→ L0(P,S1) by
r ∈ Φt(qˆ) ⇐⇒ r(ω) = ϕ(t, θ−tω)q(θ−tω) for P-almost all ω ∈ Ω.
(It is easy to show that since P is θt-invariant, this is indeed a well-defined map.) One
can easily check that Φ0 is the identity function and Φs+t = Φt ○Φs for all s, t ∈ T+. If Ω is
a singleton {ω} then we may identify L0(P,S1) with S1 in the obvious manner, in which
case Φt is simply equal to ϕ(t, ω) for all t.
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Definition 4.6. An element p of L0(P,S1) is called a random fixed point (of ϕ) if Φt(p) = p
for all t ∈ T+. In this case, for convenience, we will also refer to any representative of p
as a random fixed point.
Note that a measurable function q ∶ Ω → S1 is a random fixed point if and only if for
each t ∈ T+, for P-almost all ω ∈ Ω, ϕ(t, ω)q(ω) = q(θtω). (This is precisely the property
described in the statement of Lemma 3.12.)
We now describe how to “lift” the dynamics of (Φt)t∈T+ from L0(P,S1) onto MP1 . For
each t ∈ T+, define the map Θt ∶ Ω × S1 → Ω × S1 by
Θt(ω,x) = (θtω,ϕ(t, ω)x).
Note that (Θt)t∈T+ is a dynamical system on the measurable space (Ω×S1,F ⊗B(S1))—
that is to say: Θ0 is the identity function; Θs+t = Θt ○ Θs for all s, t ∈ T+; and Θt is a
measurable self-map of Ω × S1 for all t ∈ T+.
Lemma 4.7. For any compatible probability measure µ with disintegration (µω) and any
t ∈ T+, Θt∗µ is a compatible probability measure with disintegration (ϕ(t, θ−tω)∗µθ−tω).
In particular, for any measurable q ∶ Ω → S1 and any t ∈ T+, we have that Θt∗δq = δr where
r is a representative of Φt(qˆ). Thus the semigroup (Θt∗)t∈T+ on MP1 serves as a natural
“lift” of the semigroup (Φt)t∈T+ on L0(P,S1). For a proof of Lemma 4.7, see [Arn98,
Lemma 1.4.4].
Definition 4.8. A probability measure µ on (Ω × S1,F ⊗ B(S1)) is called an invariant
(probability) measure of ϕ if µ is compatible and is an invariant measure of the dynamical
system (Θt)t∈T+ . In this case, we will refer to any disintegration (µω) of µ as an invariant
random probability measure of ϕ.
Note that a random probability measure (µω) is invariant if and only if for each t ∈ T+,
for P-almost all ω ∈ Ω, ϕ(t, ω)∗µω = µθtω.
Obviously, a measurable function q ∶ Ω → S1 is a random fixed point if and only if
δq is an invariant measure. Moreover (as a consequence of Assumption B) we have the
following:
Lemma 4.9. For any random fixed point q ∶ Ω → S1, δq is ergodic with respect to (Θt)t∈T+ .
Proof. Fix any A ∈ F ⊗B(S1), and for each t ∈ T+, let
Et ∶= {ω ∈ Ω ∶ Θt(ω, q(ω)) ∈ A}.
Note that for every t ∈ T+, δq(Θ−t(A)△A) = P(Et△E0). Now since q is a random fixed
point, we have that for each t ∈ T+, P(Et△ θ−t(E0)) = 0.
So, if δq(Θ−t(A) △ A) = 0 for all t ∈ T+, then P(θ−t(E0) △ E0) = 0 for all t ∈ T+, so
P(E0) ∈ {0,1} (since P is (θt)-ergodic), so δq(A) ∈ {0,1}. Thus δq is (Θt)-ergodic.
We will now describe the set of invariant measures of ϕ when P(Ωc) = 1.
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Theorem 4.10. Suppose P(Ωc) = 1, and let r ∶ Ω → S1 be a measurable function with
r(ω) = r˜(ω) for all ω ∈ Ωc. (By Lemma 3.3, rˆ is an F+-measurable random fixed point.)
Either:
(A) δr is the only ϕ-invariant probability measure; or
(B) there exists an F−-measurable random fixed point a ∶ Ω → S1, with a(ω) ≠ r(ω)
for P-almost every ω ∈ Ω, such that the set of invariant measures of ϕ is given
by {λδr + (1 − λ)δa ∶ λ ∈ [0,1]}.
Obviously, in case (B), we have that for P-almost every ω ∈ Ωc, for all x ∈ S1 ∖ {r(ω)},
x ∼ω a(ω).
Definition 4.11. If P(Ωc) = 1 and case (B) of Theorem 4.10 holds, then we will say that
ϕ is simple. In this case, letting r and a be as in Theorem 4.10, we refer to the pair (aˆ, rˆ)
as the global random attractor-repeller pair of ϕ.
Before proving Theorem 4.10, it will be useful to introduce the following definition (taken
from [KN04]):
Definition 4.12. The spread D(ρ) of a probability measure ρ on S1 is defined as
D(ρ) ∶= inf{v > 0 ∶ ∃ closed connected J ⊂ S1 with l(J) < v and ρ(J) > 1 − v}.
It is not hard to show (by considering connected sets with rational endpoints) that D(⋅)
serves as a measurable map from M1 to [0, 12], and that D(ρ) = 0 if and only if ρ is a
Dirac mass.
Proof of Theorem 4.10. Suppose δr is not the only invariant measure, and let µ be an
invariant measure distinct from δr. Let µa and µs denote respectively the absolutely
continuous and singular parts of the Radon-Nikodym decomposition of µ with respect to
δr; note that µa and µs are themselves invariant under the dynamical system (Θt)t∈T+ .
By Lemma 4.9, δr is ergodic with respect to (Θt) and therefore µa must be a scalar
multiple of δr. Hence the probability measure ν on Ω×S1 given by ν(A) = 1µs(Ω×S1)µs(A)
is compatible, and is therefore an invariant measure of ϕ. Let (νω)ω∈Ω be a disintegration
of ν. By Lemma 4.4, νω({r(ω)}) = 0 for P-almost all ω ∈ Ω. Hence D(ϕ(t, ω)∗νω) → 0
as t → ∞ for P-almost every ω ∈ Ω. Since ν is invariant, this implies that for P-almost
all ω ∈ Ω, D(νθnω) → 0 as n →∞ (in the integers). But since P is θ1-invariant, it follows
that D(νω) = 0 for P-almost all ω ∈ Ω, i.e. νω is a Dirac mass for P-almost all ω ∈ Ω. So
there exists a measurable function a˜ ∶ Ω → S1 such that νω = δa˜(ω) for P-almost all ω ∈ Ω
(and so ν = δa˜). Since ν is ϕ-invariant, it follows that a˜ is a random fixed point.
So far, we have seen that any invariant measure µ is a convex combination of δr and
δa˜ for some random fixed point a˜ ∶ Ω → S1 such that a˜(ω) ≠ r(ω) for P-almost all
ω ∈ Ω. We next show that up to equivalence, there is only one random fixed point that
is P-almost everywhere distinct from r. Let a, b ∶ Ω → S1 be two random fixed points
that are P-almost everywhere distinct from r. It is clear that for P-almost every ω ∈ Ω,
d(b(θnω), a(θnω)) → 0 as n →∞ (in the integers). But since P is θ1-invariant, it follows
that d(b(ω), a(ω)) = 0, i.e. b(ω) = a(ω), for P-almost all ω ∈ Ω.
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So then, the set of all invariant measures takes the form {λδr + (1 − λ)δa˜ ∶ λ ∈ [0,1]}
for some random fixed point a˜ ∶ Ω → S1 that is P-almost everywhere distinct from r.
It remains to show that one can modify a˜ on a P-null set to obtain an F−-measurable
function. Fix any point y ∈ S1 such that P∗r({y}) = 0. For P-almost every ω ∈ Ω,
d(ϕ(n,ω)y, a˜(θnω))→ 0 as n →∞ (in the integers). Since almost sure convergence implies
convergence in probability, it follows that the random variable ω ↦ d(ϕ(n,ω)y, a˜(θnω))
converges in probability to 0 as n →∞. But since P is θn-invariant for all n, this is the
same as saying that the random variable ω ↦ ϕ(n, θ−nω)y converges in probability to a˜
as n → ∞. Hence in particular, there exists an unbounded increasing sequence (mn)n∈N
in N such that for P-almost all ω ∈ Ω, ϕ(mn, θ−mnω)y → a˜(ω) as n → ∞. So, fixing an
arbitrary k ∈ S1, the function a ∶ Ω → S1 given by
a(ω) = { limn→∞ ϕ(mn, θ−mnω)y if this limit exists
k otherwise
is F−-measurable and agrees with a˜ P-almost everywhere. So we are done.
Now by Theorem 3.4, ϕ is stably synchronising if and only if P(Ωc) = 1 and P∗r is
atomless.
Theorem 4.13. If ϕ is stably synchronising then ϕ is simple.
To prove Theorem 4.13, we introduce the following:
Definition 4.14. We will say that a compatible probability measure µ is past-measurable
if there is a version (µω) of the disintegration of µ such that the map ω ↦ µω is (F−,K)-
measurable.
Lemma 4.15. For every forward-stationary probability measure ρ, there exists a past-
measurable invariant measure µρ such that ρ(A) = µρ(Ω ×A) for all A ∈ B(S1).
For a proof (detailing the explicit construction of µρ), see [KS12, Theorem 4.2.9(ii)].
Proof of Theorem 4.13. Suppose P(Ωc) = 1 and ϕ is not simple. We know that there
exists a forward-stationary probability measure ρ. Since δr is the only invariant measure
of ϕ, Lemma 4.15 then implies that δr is past-measurable. So r has an F−-measurable
modification. But r also obviously has an F+-measurable modification. Since F− and F+
are independent, it follows that P∗r is a Dirac mass, so ϕ is not stably synchronising.
5 Contractibility and compressibility
Definition 5.1. We say that ϕ is contractible if for any distinct x, y ∈ S1,
P(ω ∶ ∃ t ∈ T+ s.t. d(ϕ(t, ω)x,ϕ(t, ω)y) < d(x, y) ) > 0.
Lemma 5.2. Suppose ϕ is contractible, and fix any x, y ∈ S1. For P-almost all ω ∈ Ω there
is an unbounded increasing sequence (tn) in T+ such that d(ϕ(tn, ω)x,ϕ(tn, ω)y) → 0 as
n→∞.
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For a proof, see see Section 4.1 of [New17]. (A similar statement can also be found in
[BS88, Proposition 4.1].)
Now define the anticlockwise distance function d+ ∶ S1 × S1 → [0,1) by
d+(x, y) = min{r ≥ 0 ∶ pi(x′ + r) = y}
where x′ may be any lift of x. Obviously d+ is not symmetric, but rather satisfies the
relation
d+(y, x) = 1 − d+(x, y).
It is clear that for all x, y ∈ S1,
d(x, y) = { d+(x, y) if d+(x, y) ≤ 12
d+(y, x) if d+(x, y) ≥ 12 .
Note that d+ is continuous on the set {(x, y) ∈ S1 × S1 ∶ x ≠ y}. For any interval I ⊂ R of
positive length less than 1, letting x1 ∶= pi(inf I), x2 ∶= pi(sup I) and J ∶= pi(I), we have
that
l(ϕ(t, ω)J) = d+(ϕ(t, ω)x1, ϕ(t, ω)x2)
for all t and ω.
Definition 5.3. We say that ϕ is compressible if for any distinct x, y ∈ S1,
P(ω ∶ ∃ t ∈ T+ s.t. d+(ϕ(t, ω)x,ϕ(t, ω)y) < d+(x, y) ) > 0.
By reversing the order of inputs, this is equivalent to saying that for any distinct x, y ∈ S1,
P(ω ∶ ∃ t ∈ T+ s.t. d+(ϕ(t, ω)x,ϕ(t, ω)y) > d+(x, y) ) > 0.
Perhaps more intuitively, we can also define compressibility in terms of connected subsets
of S1: ϕ is compressible if and only if for every connected set J ⊂ S1 with 0 < l(J) < 1,
P(ω ∶ ∃ t ∈ T+ s.t. l(ϕ(t, ω)J) < l(J) ) > 0.
Again, this is equivalent to saying that for every connected set J ⊂ S1 with 0 < l(J) < 1,
P(ω ∶ ∃ t ∈ T+ s.t. l(ϕ(t, ω)J) > l(J) ) > 0.
Obviously, if ϕ is compressible then ϕ is contractible.
Proposition 5.4. If ϕ is compressible then for any x, y ∈ S1 and ε > 0 there exists t ∈ T+
such that
P(ω ∶ d+(ϕ(t, ω)x,ϕ(t, ω)y) < ε ) > 0.
Proof. Suppose we have x, y ∈ S1 and ε > 0 such that for all t ∈ T+,
P(ω ∶ d+(ϕ(t, ω)x,ϕ(t, ω)y) < ε ) = 0.
Let ∆ be the diagonal in S1 × S1, i.e. ∆ = {(ξ, ξ) ∶ ξ ∈ S1}. (From now on, we follow the
terminology of Section 2.2 of [New17].) Let G(x,y) ⊂ S1 × S1 be the smallest closed set
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containing (x, y) that is forward-invariant under the two-point motion of ϕ. The open
set {(u, v) ∈ S1 × S1 ∶ 0 < d+(u, v) < ε} is not accessible from (x, y), and therefore (e.g. by
[New17, Lemma 2.2.3]) G(x,y) does not intersect this set. So if we let (u¯, v¯) be a point from
the compact set K ∶= {(u, v) ∈ G(x,y) ∶ ε ≤ d+(u, v) ≤ d+(x, y)} which minimises d+ on K,
then (u¯, v¯) will minimise d+ on the whole of G(x,y) ∖∆. Since G(x,y) is forward-invariant,
we then have that
P(ω ∶ ∃ t ∈ T+ s.t. 0 < d+(ϕ(t, ω)u¯, ϕ(t, ω)v¯) < d+(u¯, v¯) ) = 0.
Obviously, since ϕ(t, ω) is bijective for all t and ω, d+(ϕ(t, ω)u¯, ϕ(t, ω)v¯) cannot be 0; so
we can simply write that
P(ω ∶ ∃ t ∈ T+ s.t. d+(ϕ(t, ω)u¯, ϕ(t, ω)v¯) < d+(u¯, v¯) ) = 0.
Thus ϕ is not compressible.
Definition 5.5. We say that ϕ has reverse-minimal dynamics if the only open forward-
invariant sets are ∅ and S1.
Obviously if ϕ has a deterministic fixed point p then S1 ∖ {p} is forward-invariant, and
so ϕ does not have reverse-minimal dynamics.
Proposition 5.6. If T+ = [0,∞) and ϕ is a continuous RDS, then the following are
equivalent:
(i) ϕ has reverse-minimal dynamics;
(ii) the only closed forward-invariant sets are ∅ and S1.
Remark 5.7. In general, when ∅ and S1 are the only closed forward-invariant sets, we
say that ϕ has minimal dynamics. So Proposition 5.6 says that for continuous RDS in
continuous time, minimal dynamics and reverse-minimal dynamics are equivalent.
Proof of Proposition 5.6. We first show that (i)⇒(ii). Suppose we have a closed forward-
invariant non-empty proper subset G of S1; we need to show that there exists an open
forward-invariant non-empty proper subset U of S1. Firstly, if G is a singleton {p}
then U ∶= S1 ∖ {p} is clearly forward-invariant. Now consider the case that G is not a
singleton, and let V be a connected component of S1 ∖G; we will show that U ∶= S1 ∖ V¯
is forward-invariant. (Note that U is non-empty, since G is not a singleton.) Fix any ω
with the property that ϕ(t, ω)G ⊂ G for all t ∈ T+. Since ∂V ⊂ G, we have that for all t,
ϕ(t, ω)∂V ⊂ G and therefore in particular ϕ(t, ω)∂V ∩ V = ∅. Now since ϕ is a continuous
RDS, it is clear that we can define continuous functions a, b ∶ [0,∞)→ R with a < b such
that [a(t), b(t)] is a lift of ϕ(t, ω)V¯ for all t. (So {a(t), b(t)} projects onto ϕ(t, ω)∂V
for all t.) For all t, since ϕ(t, ω)∂V ∩ V = ∅, we have that a(t), b(t) ∉ (a(0), b(0)).
Therefore (due to the intermediate value theorem), a(t) ≤ a(0) for all t and b(t) ≥ b(0)
for all t. Hence V¯ ⊂ ϕ(t, ω)V¯ for all t. Since ϕ(t, ω) is bijective for all t, it follows that
ϕ(t, ω)U ⊂ U for all t. So U is forward-invariant.
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Now, in order to show that (ii)⇒(i), first observe that a set A ⊂ S1 is forward-invariant if
and only if P-almost every ω ∈ Ω has the property that for all t ∈ T+,
ϕ(t, ω)−1(X ∖A) ⊂ X ∖A.
Hence the fact that (ii)⇒(i) follows from the fact that (i)⇒(ii), except with ϕ(t, ω)
replaced by ϕ(t, ω)−1.
Proposition 5.8. Suppose ϕ is contractible and has no deterministic fixed point. Then
ϕ is compressible if and only if ϕ has reverse-minimal dynamics; and in this case, ϕ is
stably synchronising.
Remark 5.9. At least in discrete time, if ϕ is contractible and has no deterministic fixed
point, then it actually follows automatically that ϕ is stably synchronising, and moreover
at an exponential rate; see [Mal14]. (Nonetheless, our proof of stable synchronisation
under the additional assumption of compressibility/reverse-minimality is simpler and
more elementary than the proof for the results in [Mal14].)
Proof of Proposition 5.8
Lemma 5.10. Suppose ϕ is compressible and has no deterministic fixed point. Then ϕ
has reverse-minimal dynamics.
Proof. Suppose for a contradiction that ϕ does not have reverse-minimal dynamics, and
let U be an open forward-invariant non-empty proper subset of S1. Let V be a maximal-
length connected component of U . Since there are no deterministic fixed points, S1 ∖ U
is not a singleton and so l(V ) < 1. Hence, since ϕ is compressible, there is a positive-
measure set of sample points ω ∈ Ω for each of which, for some t ∈ T+, l(ϕ(t, ω)V ) > l(V ).
However, ϕ(t, ω)V is connected for all t and ω, and so if l(ϕ(t, ω)V ) > l(V ) then ϕ(t, ω)V
cannot be a subset of U . This contradicts the fact that U is forward-invariant.
Lemma 5.11. Suppose ϕ is contractible and admits a reverse-stationary probability
measure ρ that is atomless and has full support. Then ϕ is synchronising.
(We will soon prove that under these same conditions, ϕ is in fact stably synchronising.)
Proof. Fix any distinct x, y ∈ S1. Let J ⊂ S1 be a connected set with ∂J = {x, y}. By
Lemmas 3.15 and 5.2, there is a P-full set of sample points ω with the properties that
(a) there exists an unbounded increasing sequence (tn) in T+ such that
d(ϕ(tn, ω)x,ϕ(tn, ω)y)→ 0 as n →∞ ;
(b) ρ(ϕ(t, ω)J) is convergent as t→∞.
Fix any ω with both these properties, and let (tn) be as in (a). For any n,
d(ϕ(tn, ω)x,ϕ(tn, ω)y) is precisely the smaller of l(ϕ(tn, ω)J) and 1−l(ϕ(tn, ω)J). Hence
there must exist a subsequence (tmn) of (tn) such that either l(ϕ(tmn , ω)J) → 0 as
n → ∞ or l(ϕ(tmn , ω)J) → 1 as n → ∞. Since ρ is atomless, it follows that either
ρ(ϕ(tmn , ω)J) → 0 as n → ∞ or ρ(ϕ(tmn , ω)J) → 1 as n → ∞. Since ρ(ϕ(t, ω)J) is
convergent as t →∞, it follows that either ρ(ϕ(t, ω)J) → 0 as t →∞ or ρ(ϕ(t, ω)J) → 1
as t → ∞. Since ρ has full support, it follows that either l(ϕ(t, ω)J) → 0 as t → ∞ or
l(ϕ(t, ω)J) → 1 as t →∞. Hence d(ϕ(t, ω)x,ϕ(t, ω)y) → 0 as t→∞.
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Lemma 5.12. Under the hypotheses of Lemma 5.11, for any connected J ⊂ S1,
P(ω ∶ l(ϕ(t, ω)J) → 0 as t→∞ ) = 1 − ρ(J).
Proof. Fix any connected J ⊂ S1. As in the proof of Lemma 3.3, we have that for P-almost
every ω ∈ Ω, either
ρ(ϕ(t, ω)J) → 0 and l(ϕ(t, ω)J) → 0 as t→∞.
or
ρ(ϕ(t, ω)J) → 1 and l(ϕ(t, ω)J) → 1 as t→∞.
So then, letting E denote the set of sample points ω for which the latter scenario holds,
the dominated convergence theorem gives that as t→∞,
∫
Ω
ρ(ϕ(t, ω)J)P(dω) → ∫
Ω
1E(ω)P(dω) = P(E).
But we also know that for any t,
∫
Ω
ρ(ϕ(t, ω)J)P(dω) = ρ(J).
Hence P(E) = ρ(J), i.e. the probability of the latter scenario is ρ(J) and the probability
of the former scenario is 1 − ρ(J).
Combining Lemmas 5.11 and 5.12, we have:
Corollary 5.13. Under the hypotheses of Lemma 5.11, ϕ is stably synchronising.
Proof. We already know (from Lemma 5.11) that ϕ is synchronising. Now fix any x ∈ X .
Let (Un)n∈N be a nested sequence of connected neighbourhoods of x such that ⋂nUn = {x}.
For each n,
P(ω ∶ ∃open U ∋ x s.t. l(ϕ(t, ω)U) → 0 as t →∞ )
≥ P(ω ∶ l(ϕ(t, ω)Un)→ 0 as t →∞ )
= 1 − ρ(Un).
But since ρ is atomless, ρ(Un)→ 0 as n→∞. Hence
P(ω ∶ ∃open U ∋ x s.t. l(ϕ(t, ω)U) → 0 as t →∞ ) = 1.
So we are done.
Lemma 5.14. Given a dense subset D of T+, an open set A ⊂ S1 is forward-invariant if
and only if for each t ∈D, for P-almost all ω ∈ Ω, ϕ(t, ω)A ⊂ A.
Proof. The “only if” direction is clear. Now fix an open set A ⊂ S1, and let D be a dense
subset of T+ such that for each t ∈ D, for P-almost all ω ∈ Ω, ϕ(t, ω)A ⊂ A. Let D˜ be a
countable dense subset of D. P-almost every ω ∈ Ω has the property that for every t ∈ D˜,
ϕ(t, ω)A ⊂ A and so ϕ(t, ω)−1(S1 ∖A) ⊂ S1 ∖A. But since S1 ∖A is closed and the map
t ↦ ϕ(t, ω)−1(x) is right-continuous for each x and ω, it follows that P-almost every ω
has the property that for every t ∈ T+, ϕ(t, ω)−1(S1 ∖A) ⊂ S1 ∖A and so ϕ(t, ω)A ⊂ A. So
we are done.
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Lemma 5.15. For any reverse-stationary probability measure ρ, S1 ∖ suppρ is forward-
invariant.
Proof. Let ρ be a reverse-stationary probability measure, and let U ∶= S1 ∖ supp ρ. For
each t ∈ T+,
0 = ρ(U) = ∫
Ω
ρ(ϕ(t, ω)U)P(dω).
Therefore, for each t ∈ T+, for P-almost all ω, ρ(ϕ(t, ω)U) = 0 and so ϕ(t, ω)U ⊂ U .
Hence, by Lemma 5.14, U is forward-invariant.
Lemma 5.16. If ϕ has reverse-minimal dynamics then every reverse-stationary
probability measure is atomless and has full support.
Proof. By Lemma 5.15, if ϕ has reverse-minimal dynamics then every reverse-stationary
probability measure has full support. Now suppose that ϕ has reverse-minimal dynamics
and let ρ be a probability measure on S1 that is not atomless; we will show that ρ is not
reverse-stationary. Let m ∶= max{ρ({x}) ∶ x ∈ S1} and let P ∶= {x ∈ S1 ∶ ρ({x}) =m}. (So
ρ(P ) =m∣P ∣.) Since ϕ has reverse-minimal dynamics, S1∖P is not forward-invariant and
so (by Lemma 5.14) there must exist t0 ∈ T+ such that
P(ω ∶ P ≠ ϕ(t0, ω)P ) > 0.
Obviously, for any ω, if P ≠ ϕ(t0, ω)P then ρ(ϕ(t0, ω)P ) < ρ(P ). Hence we have that
∫
Ω
ρ(ϕ(t0, ω)P )P(dω) < ρ(P ).
Thus ρ is not reverse-stationary.
Combining Lemma 5.16 with Corollary 5.13, we have that if ϕ has reverse-minimal
dynamics then ϕ is stably synchronising.
Lemma 5.17. Under the hypotheses of Lemma 5.11, ϕ is compressible.
Proof. For any connected J ⊂ S1 with 0 < l(J) < 1, since ρ has full support, ρ(J) < 1.
Hence, by Lemma 5.12, there is a positive-measure set of sample points ω such that
l(ϕ(t, ω)J) → 0 as t →∞. So in particular, ϕ is compressible.
So we are done.
Additive-noise SDE
Large classes of ordinary differential equations in Euclidean space have been proven to
exhibit synchronous behaviour after the addition of Gaussian white noise to the right-
hand side (see [CF98] for the one-dimensional case, and [FGS17] for higher-dimensional
cases). We shall now do the same for ODEs on S1. Let (Ω,F ,P, (θt), (Wt)) be as in
Example 2.1. Let b ∶ R→ R be a 1-periodic Lipschitz function, and let ϕ be the RDS on
S1 with trajectories (ϕ(t, ω)x)t≥0 whose lifts to R satisfy the integral equation
Xt(ω) = X0(ω) + ∫ t
0
b(Xs(ω))ds + σWt(ω) (2)
(where σ > 0). It is clear that if b is 1
n
-periodic for some n > 1 then ϕ is not synchronising,
since any two trajectories starting at a distance 1
n
apart will remain of distance 1
n
apart.
In the converse direction, Proposition 5.8 yields the following result:
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Proposition 5.18. If the least period of b is 1 then ϕ is stably synchronising.
Proof. ϕ clearly has no deterministic fixed points, so we just need to show that ϕ is
compressible. Fix a connected J ⊂ S1 with 0 < l(J) < 1. Now, regarding Ω as being
equipped with the topology of uniform convergence on bounded intervals, it is known
([Bur83, Theorem 3.4.1]) that for any x ∈ S1 and t ≥ 0 the map ω ↦ ϕ(t, ω)x is continuous,
and it is also known ([Fre13, Proposition 477F]) that the Wiener measure P assigns strictly
positive measure to every non-empty open subset of Ω. In view of these facts, in order to
prove compressibility, we just need to find one sample point ω0 ∈ Ω with the property that
at some time t > 0, l(ϕ(t, ω0)J) < l(J). Let [c1, c2] ⊂ R be a lift of J¯ (so c2 − c1 = l(J)).
Since b is continuous and periodic but not l(J)-periodic, there must exist a > c1 such
that b(a + l(J)) < b(a). Now for large η > 0, consider a sample point ω(η)
0
whose path on
the time-interval [0,1] is given by
ω
(η)
0
(t) = { ηt t ∈ [0, a−c1ση ]a−c1
σ
t ∈ [a−c1
ση
,1].
Let a1(t) be the solution of (2) with ω ∶= ω(η)0 and X0 ∶= c1. Let a2(t) be the solution
of (2) with ω ∶= ω(η)
0
and X0 ∶= c2. (So [a1(t), a2(t)] is a lift of ϕ(t, ω(η)0 )J¯ for all t.)
Provided η is sufficiently large: a1(a−c1ση ) will be very close to a, and a2(a−c1ση ) will be very
close to a + l(J); hence in particular, b(a2(a−c1ση )) < b(a1(a−c1ση )), and so there will exist
δ > 0 such that at time t ∶= a−c1
ση
+ δ, we have l(ϕ(t, ω(η)
0
)J) = a2(t) − a1(t) < l(J). Thus ϕ
is compressible. Hence Proposition 5.8 gives that ϕ is stably synchronising.
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