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PARAMETRIZATION OF REPRESENTATIONS OF BRAID
GROUPS
CLAUDIA MARI´A EGEA, ESTHER GALINA
Abstract. We give a method to produce representations of the braid group
Bn of n− 1 generators (n ≤ ∞). Moreover, we give sufficient conditions over
a non unitary representation for being of this type. This method produces
examples of irreducible representations of finite and infinite dimension.
1. Introduction
The braid group of n string, Bn, is defined by generators and relations as follows
Bn =< τ1, . . . , τn−1 >/∼
∼= {τkτj = τjτk, if |k − j| > 1; τkτk+1τk = τk+1τkτk+1, 1 ≤ k ≤ n− 2}
We will consider non unitary representations of the braid groups on separable
Hilbert spaces, they are homomorphisms of groups ψ : Bn → B(H), where B(H) is
the set of bounded linear operators on a Hilbert space H. In this context we will
admit n =∞, where B∞ is the braid group with infinity many generators.
One of the purpose of this work is to obtain non unitary representations of a
locally compact group G which satisfies the second axiom of countability. Given a
5-tuple (pi,X, µ, ν, U), where (X,µ, ν) define a direct integral Hilbert space H, pi is
an action of G on X , the measure µ and the function ν satisfy certain compatibility
with the action pi and U is a cocycle on B(H) that verifies some relations (definition
2.9), then we define a non unitary representation φ(pi,X,µ,ν,U) of G.
In the particular case of the braid group, we can also establish sufficient condi-
tions over a non unitary representation to be of this type. That is, given a repre-
sentation ρ which satisfies certain conditions we present a 5-tuples (pi,X, µ, ν, U)
such that ρ ≈ φ(pi,X,µ,ν,U). Therefore, we parametrize a family of representations
by 5-tuples. This family is really huge.
A similar parametrization was obtained by Varadarajan through of systems of
imprimitivity. The systematic development of this concept is due to Mackey and he
applies his results to the notion of induced representations. The reader can consult
Chapter VI of [V] for references and comments. A system of imprimitivity is a pair
(ρ,P), where ρ is a unitary representation over a separable Hilbert space H and
P := {Pα : α ∈ A} is a family of projections such that
ρ(g)Pαρ(g)
−1 = Pg·α
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Varadarajan shows that given a system of imprimitivity there exist certain param-
eters, equivalents to our 5-tuple, such that ρ is like φ(pi,X,µ,ν,U). But from the
properties of a non unitary representation ρ in the family that we parametrize, we
propose a set of projections P , that depends on ρ, such that (ρ,P) can be a system
of imprimitivity.
The family of representations that we consider is the following. Let ψ be a
representation of Bn, n ≤ ∞, over a separable Hilbert space H such that the family
F = {ψ(τk)ψ(τk)
∗ : k = 1, . . . , n − 1} is commutative and each operator of F has
discrete spectral decomposition, that is
ψ(τk)ψ(τk)
∗ =
∑
l∈Ik
λk,lPk,l
for some projections Pk,l and complex numbers λk,l. Note that if dimH <∞, the
last condition is trivially satisfied. At infinite dimension, if the operator ψ(τk) is
compact it is satisfied.
Let N be the von Neumann algebra generated by F . As F is a commutative set,
then N is a commutative algebra and the space H can be seen as a direct integral
Hilbert space (see section 2). We also impose that ψ(τk)Pj,lψ(τk)
−1 ∈ N , for all
spectral projection Pj,l associated to the operator ψ(τj)ψ(τj)
∗. These relations say
that there exists an action pi of Bn on N . This action induce one of Bn on H that
permits us to give an expression for each ψ(τk) in terms of a 5-tuple (pi,X, µ, ν, U).
The strategy of using the theory of commutative von Neumann algebras to pa-
rametrize representations has been used by Ga¨rding and Wightman to parametrize
the representations of commutation and anti-commutation relations [GW1], [GW2].
In [G] the reader can find more details. It has been also used by Galina, Kaplan
and Saal to classify real, complex or quaternionc representations of the Clifford
algebras associated to infinity dimensional vector spaces [GKS1], [GKS2].
We give explicitly the 5-tuple associated to some well known representations as
the standard representation [TYM] or [S] and some local representations [AG], [AS]
(the ones obtained from solutions of the Yang-Baxter equation, see section 4). In
the same way, the finite dimensional representations given in [EG] can be obtained
by 5-tuples.
This work is divided in 6 sections. In the section 2, we give some basic results and
notation of von Neumann algebras. The main result of this section is theorem 2.10
that gives a method to obtain a non unitary representation of a locally compact
group G from a 5-tuple (pi,X, µ, ν, U). In section 3, we prove the theorem that
parametrize the representations of the braid group mentioned before through of 5-
tuples, using the results of von Neumann algebras theory. In section 4, we present
the corresponding parameters of some well known representations as the standard
representation and diagonal local representations. In this way, we can generalize
these classical representations of Bn to representations of B∞. In section 5 we
analyze some relations between the measure µ and the action of the group Bn on
X . In particular, for n =∞, we show that some non discrete measure, as product
measure or Lebesgue measure for the interval [0, 1], can be considered. Finally, in
section 6 we give some conditions in the 5-tuple to guarantee the irreducibility of
the associated representation.
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2. A way to obtain non unitary representations
In this section we first revise some concepts and we fix notation. We give a
method to obtain non unitary representations of a locally compact group G from a
specific data.
Definition 2.1. Let (X,µ) be a measure space, that is, X is a set with a σ-algebra
of subsets and µ is a non-negative completely additive set function defined on the
σ-algebra. Let ν : X → N ∪ {∞} a measurable function, ν divides the set X into
disjoints measurable subsets Xm = {x ∈ X : ν(x) = m}, where m ∈ N ∪ {∞}. For
each x ∈ X , let m := ν(x), and let Hx := Hm a fixed m-dimensional separable
Hilbert space.
Let H be the space consisting of measurable vector functions f , x→ f(x), such
that f(x) ∈ Hx for almost all x ∈ X and
∫
X
‖f(x)‖2dµ <∞. A vector function f is
measurable if for each h ∈ Hm the scalar function α(x) =< f(x), h > is measurable
over Xm. In H we consider the addition, multiplication by scalars and the scalar
product respectively defined by
x→ f(x) + g(x), x→ λf(x), < f, g >=
∫
X
< f(x), g(x) > dµ(x).
Then H is a Hilbert space called the Direct Integral of the Hilbert space {Hx}
over (X,µ). We write H =
∫ ⊕
X
Hxdµ(x).
The function ν is called dimension function. Sometimes, we will identify the
Hilbert space H with the triple (X,µ, ν).
Example 2.2. If X = N with the measure that assigns to each set its cardinal,
the direct integral is just the direct sum of Hilbert space of the family {Hn}.
Example 2.3. If (X,µ) is any measure space and Hx = C for each x ∈ X , then
the direct integral is L2(X,µ) the space of square integrable functions on X .
Definition 2.4. Let H =
∫ ⊕
X Hxdµ(x). A bounded linear operator T over H is
said to be decomposable if there is a function x→ T (x) over X such that T (x) is a
bounded linear operator of Hx, and for each f ∈ H, (Tf)(x) = T (x)f(x) for almost
every x ∈ X .
If, in addition, each T (x) is a multiple of the identity operator of Hx, we say
that T is diagonalizable.
If H =
∫ ⊕
X Hxdµ(x), for each essentially bounded measurable function ϕ ∈
L∞(X,µ), there is a diagonalizable operator on H given by
(Mϕf)(x) = ϕ(x)f(x)
The set of operators Mϕ form a weakly closed commutative ∗-subalgebra of
B(H).
Definition 2.5. A von Neumann algebra is a weakly closed ∗-subalgebra of B(H)
for some Hilbert space H, that contains the identity operator of H.
With this definition we may rewrite the last statement in the following way.
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Remark 2.6. If the Hilbert space H is the direct integral of the Hilbert spaces
Hx, then the subalgebra {Mϕ} of B(H) is a commutative von Neumann algebra.
Moreover, the converse holds too. For all commutative von Neumann algebra in a
separable Hilbert space H, there is a measure space (X,µ) and a measurable family
of Hilbert spaces {Hx} such that H =
∫ ⊕
X
Hxdµ(x) and each element of the algebra
has the form Mϕ for some essentially bounded function ϕ (see by example [vN] or
theorem 14.2 of [KR]).
Let G be a locally compact group. We want to define a representation of G over
H the direct integral Hilbert space associated to (X,µ, ν). Let pi : G×X → X be
an action of G on X , that is, for each g ∈ G, pi(g) is a continuous function, and
pi(gh) = pi(g)pi(h) for all g, h ∈ G. Suppose that the measure µ and the dimension
function ν verify the following compatibilities with pi.
Definition 2.7. The measure µ is said pi-quasi-invariant if the measures µ(x) and
µ(pi(g)x) have the same set of measure zero, for all g ∈ G. That is, µ(E) = 0 if and
only if µ(pi(g)E) = 0, for all g ∈ G.
If µ(pi(g)E) = µ(E) for all E subset of X and for all g ∈ G, then the measure µ
is said invariant.
Definition 2.8. The dimension function ν(x) is said pi-invariant if ν(x) = ν(pi(g)x),
for all g ∈ G, and for almost every x ∈ X .
We need just one more ingredient. Given H a Hilbert space, then B(H) is a
Borel space with the smallest σ-algebra of measurable subsets which makes all the
maps A→< Af, h > measurable, for all f, h ∈ H.
Definition 2.9. Let G be a locally compact group, and H a direct integral Hilbert
space associated to the triple (X,µ, ν). Let pi be an action of G on X , such that
µ is pi-quasi-invariant and ν is pi-invariant. A (G,X,H)-cocycle relative to µ is a
function U : G×X → B(H) which satisfies the following properties:
(1) U is a Borel map,
(2) for each g ∈ G, U(g, .) is a decomposable bounded operator of B(H), with
decomposition function x→ U(g, x),
(3) U(1, x) = 1H, for almost all x ∈ X ,
(4) U(g1g2, x) = U(g1, pi(g2)x)U(g2, x) for almost all x ∈ X .
Teorema 2.10. Let G be a locally compact group and let (pi,X, µ, ν, U) be a 5-tuple
where
(1) pi is an action of G on X;
(2) (X,µ) is a measure space with µ a pi-quasi-invariant measure;
(3) ν : X → N ∪ {∞} is a pi-invariant measurable function;
(4) U : G×X → B(H) is a cocycle relative to µ, where H is the direct integral
Hilbert space associated to (X,µ, ν).
Then
φ = φ(pi,X,µ,ν,U) : G→ B(H)
defined by
(2.1) (φ(g)f)(x) =
√
dµ(pi(g−1)x)
dµ(x)
U(g, pi(g−1)x)f(pi(g−1)x)
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is a representation of G on H.
Proof.
(2.2) φ(gh) = φ(g)φ(h)
By Lemma 5.28 of [V], φ is continuous if it is measurable. By definition of the
σ-algebra of measurable subsets of B(H), it is enough to verify that for f, h ∈ H,
the function G→ C defined by < φ(g)f, h > is measurable. But
< φ(g)f, h > =
∫
X
< (φ(g)f)(x), h(x) > dµ(x)
=
∫
X
√
dµ(pi(g−1)x)
dµ(x)
< U(g, pi(g−1)x)f(pi(g−1)x), h(x) > dµ(x)
Since the integrand on the right is a Borel function on G×X , because U is a Borel
function, and the function
∫
X < ·, · > dµ(x) of H × H in R is a Borel function,
< φ(g)f, h > is a measurable function.
Let us compute φ(gh), let f ∈ H
(φ(gh)f)(x) =
√
dµ(pi((gh)−1)x)
dµ(x)
U(gh, pi((gh)−1)x)f(pi((gh)−1)x)
=
√
dµ(pi(h−1)pi(g−1)x)
dµ(x)
U(gh, pi(h−1)pi(g−1)x)f(pi(h−1)pi(g−1)x)
On the other hand
(φ(g)φ(h)f)(x) =
√
dµ(pi(g−1)x)
dµ(x)
U(g, pi(g−1)x)(φ(h)f)(pi(g−1)x)
=
√
dµ(pi(g−1)x)
dµ(x)
√
dµ(pi(h−1)pi(g−1)x)
dµ(pi(g−1)x)
U(g, pi(g−1)x)U(h, pi(h−1)pi(g−1)x)f(pi(h−1)pi(g−1)x)
The conditions on U to be a cocycle and the property of the measure µ imply that
2.2 is true. So, φ is a representation of G on H. 
Note that two different tuples may define equivalent representations.
The operator φ(g) is not necessarily a unitary operator; it will be, if U(g, .) is
unitary. Varadarajan shows this results when the function dimension ν is constant
and the cocycle U is unitary, that is U(g, .) is a unitary operator for each g ∈ G
(see [V], theorem 6.7, pag 215).
If G is a discrete group presented by generators and relations, it is enough to
define a cocycle U in the generators such that they satisfy the relations of G. In
the case G = Bn, the equations of cocycle for the generators are
(2.3)
U(τk,pi(τ
−1
k )x)U(τk+1 , pi(τ
−1
k+1)pi(τ
−1
k )x)U(τk, pi(τ
−1
k )pi(τ
−1
k+1)pi(τ
−1
k )x) =
= U(τk+1, pi(τ
−1
k+1)x)U(τk, pi(τ
−1
k )pi(τ
−1
k+1)x)U(τk+1 , pi(τ
−1
k+1)pi(τ
−1
k )pi(τ
−1
k+1)x)
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if 1 ≤ k ≤ n− 2
(2.4)
U(τk, pi(τ
−1
k )x)U(τj , pi(τ
−1
j )pi(τ
−1
k )x) = U(τj , pi(τ
−1
j )x)U(τk, pi(τ
−1
k )pi(τ
−1
j )x)
if |j − k| > 1.
From now on fix the notation for pikx = pi(τk)x.
Example 2.11. Let X = {(x1, . . . , xn) : xi ∈ A} for some set A ⊂ N, n ≤ ∞, let
pi the action of Bn on X given by
pik(x1, . . . , xk, xk+1, . . . , xn) = (x1, . . . , xk+1, xk, . . . , xn)
Note that pi−1k x = pikx. Then, the following equations on U(τk, pikx) implies the
equations 2.3 and 2.4. They have a more simple expression.
(1) U(τk+1, pik+1x) = U(τk, pikpik+1pikx) if 1 ≤ k ≤ n− 2,
(2) U(τk, pikpijx) = U(τk, pijx) if |j − k| > 1,
(3) the operators U(τk, pikx), U(τk, pikpik+1x), and U(τk, pikpik+1pikx) commute
and U(τk, pikx) commutes with U(τk, pikpijx).
Furthermore, in this case, (1) permits us to define inductively the cocycle in
the following way, we define U(τ1, x) for all x ∈ X . Then, we obtain U(τk, x),
2 ≤ k ≤ n − 1, from (1). Finally we verify the other conditions. Therefore this
gives a machinery to construct examples.
Example 2.12. Let ρ be a representation of Bn on a vector space V . Consider
the 5-tuple (pi,X, µ, ν, U) likewise in Theorem 2.10, where ν(x) = dimV for almost
all x ∈ X and the cocycle is a constant function on X defined by U(τk, x) = ρ(τk).
Then we can generalize any representation of Bn. In section 6 we are going to give
conditions in the 5-tuple such that the associated representation to be irreducible.
Note that if X = {x0}, µ(x0) = 1 and pi is the trivial action of Bn on X , then
φ(pi,X,µ,ν,U) ≈ ρ. But this is a trivial parametrization of representations. In the
next section, we are going to give a non trivial parametrization.
In section 4 we will give more interesting examples.
3. Parametrization of a family of representations of Bn
With the notation of the previous section, we characterize a class of representa-
tions of Bn through the 5-tuple (pi,X, µ, ν, U) parametrization.
Let ψ : Bn → B(H) be a representation of the group Bn (n ≤ ∞), over a
separable Hilbert space H. We denote by ψk := ψ(τk). Assume that the family
{ψkψ
∗
k} is a commutative family of operators with discrete spectral decomposition,
that is
(3.1) ψkψ
∗
k =
∑
l∈Ik
λk,lPk,l for all k
(3.2) ψkψ
∗
kψjψ
∗
j = ψjψ
∗
jψkψ
∗
k, for all j, k
Assume that the cardinality of Ik is greater than 1 for technical reasons. In
particular, ψkψ
∗
k is a non unitary operator. The second condition ensures that the
von Neumann algebra N generated by the family F˜ = {ψkψ
∗
k} is commutative.
Then, by remark 2.6, H decomposes in a direct integral associated to a triple
(X ′, µ, ν). Respect of this decomposition, each element of N corresponds to a
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diagonalizable operator Mϕ of B(H). In particular, each projection is exactly the
operator multiplication by the characteristic function χXk,l of a measurable set Xk,l
of positive measure. That is
Pk,l =MχXk,l
It is known that every von Neumann algebra is generated by its spectral pro-
jections. Then N is generated by the spectral projections Pk,l. So, it is enough
to consider the σ-algebra of subsets of X ′ generated by Xk,l with l ∈ Ik and
k = 1, . . . , n − 1. Furthermore, since
∑
l∈Ik
Pk,l = 1H for each k, we have that⋃
l∈Ik
Xk,l = X
′, then each x′ ∈ X ′ belongs to a set Xk,xk for some k ∈ {1, . . . , n−
1}. Hence, we can replaced X ′ by its factor set X , whose points are the subset of
X ′ of the form ∩n−1k=1Xk,xk . Thus Hx = ∩
n−1
k=1 ImPk,xk .
If we assign the number xk to each set Xk,xk , then each element x ∈ X can be
identified with the (n− 1)-tuple (x1, . . . , xn−1) (n can be ∞). Under this identifi-
cation note that Xj,l = {(x1, . . . , xn−1) ∈ X : xj = l}. Hence, Xj,l ⊂ X and the
σ-algebra de subsets of X and X ′ coincide.
If the dimension of H is finite, this reduction to the diagonal form is not more
than the process of the simultaneous diagonalization of a commutative family of
operators.
On the other hand, ψkPj,lψ
−1
k is a projection, assume that it is in N and denote
it by Ppik(j,l), that is
Ppik(j,l) := ψkPj,lψ
−1
k
Or equivalently, since Pj,l =MχXj,l , we have that
(3.3) ψkMχXj,lψ
−1
k =Mχpik(Xj,l)
We can define an action pi of the group Bn in the σ-algebra of the subsets of X
by pi(τk) := pik, where the values in the generators of the σ-algebra are
pik
Xj,l −→ pik(Xk,l)
Indeed, by the braid group equations we have that
ψkψk+1ψkPj,xjψ
−1
k ψ
−1
k+1ψ
−1
k = ψk+1ψkψk+1Pj,xjψ
−1
k+1ψ
−1
k ψ
−1
k+1
if 1 ≤ k ≤ n− 2 and
ψiψkPj,xjψ
−1
k ψ
−1
i = ψkψiPj,xjψ
−1
i ψ
−1
k
if |i− k| > 1, hence
pikpik+1pik = pik+1pikpik+1
for all k such that 1 ≤ k ≤ n− 2, and
pikpij = pijpik
if |j − k| > 1. So, the braid group Bn acts in the σ-algebra of subsets of X .
Lemma 3.1. This action of Bn in the σ-algebra of sets of X induces an action on
X given by
pik(x) = pik(∩
n−1
j=1Xj,xj) := ∩
n−1
j=1 pik(Xj,xj )
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Proof. We must see that ∩n−1j=1 pik(Xj,xj ) 6= Ø and that pik(x) is an element of X ,
this is ∩n−1j=1 pik(Xj,xj ) = ∩
n−1
j=1Xj,lj for some lj ∈ Ij .
In fact, x is identified with the set ∩n−1j=1Xj,xj which is associated to the non-zero
projection ∧n−1j=1 Pj,xj (indeed, if P and Q are projections, P ∧Q denotes the orthog-
onal projection onto ImP ∩ ImQ). In the same way, ∩n−1j=1 pik(Xj,xj ) is associated
to the operator ∧n−1j=1 (ψ(τk)Pj,xjψ(τ
−1
k )) = ψ(τk)(∧
n−1
j=1 Pj,xj )ψ(τ
−1
k ). It is non zero
since ψ(τk) is invertible. Hence, ∩
n−1
j=1 pik(Xj,xj ) 6= Ø.
Note that for each j and r, 1 ≤ j, r ≤ n− 1, there exists lr ∈ Ir such that Xr,lr ∩
pik(Xj,xj ) 6= Ø. In fact, for each r,
∑
l∈Ir
Pr,l = 1H. Hence ψ(τk)Pj,xjψ(τ
−1
k ) =∑
l∈Ir
ψ(τk)Pj,xjψ(τ
−1
k ) ∧ Pr,l. As left side is a non-zero projection, there exists
lr ∈ Ir such that ψ(τk)Pj,xjψ(τ
−1
k ) ∧ Pr,l is non-zero. Then, Xr,lr ∩ pik(Xj,xj ) is a
measurable set with positive measure.
This says that all the sets Xr,lr , 1 ≤ r ≤ n − 1, appear in the expression of
pik(Xj,xj ) as union of intersections of elements of the σ-algebra of subsets of X .
That is, if
pik(Xj,xj ) =
⋃
mj∈Lj
Xtj1,m
j
1
∩Xtj2,m
j
2
∩ · · · ∩Xtj
rj
,mj
rj
∩ . . .
where 1 ≤ j ≤ n− 1 and mj = (mj1,m
j
2, . . . ,m
j
rj , . . . ), then for each r there exists
i such that tji = r and m
j
i = lr.
Note that lr can depend on j, but we can choose it such that it does not depend
on j. In fact, we want to see that for each r there exists lr ∈ Ir such that for all
j, 1 ≤ j ≤ n− 1, Xr,lr ∩ pik(Xj,xj ) 6= Ø. Suppose that for all l ∈ Ir, there exists j
′
such that Xr,l ∩ pik(Xj′,xj′ ) = Ø. Hence,
Ø = ∪l∈Ir (Xr,l ∩ pik(Xj′,xj′ )) = (∪l∈IrXr,l) ∩ pik(Xj′,xj′ ) = X ∩ pik(Xj′,xj′ )
which is a contradiction.
Compute ∩n−1j=1 pik(Xj,xj ),
n−1⋂
j=1
pik(Xj,xj ) =
n−1⋂
j=1
(
⋃
mj∈Lj
Xtj1,m
j
1
∩Xtj2,m
j
2
∩ · · · ∩Xtj
rj
,mj
rj
∩ . . . )
=
⋃
m1∈L1,...,mn−1∈Ln−1
(
Xt11,m11 ∩Xt12,m12 ∩ · · · ∩Xt1r1 ,m
1
r1
∩ · · · ∩Xtk1 ,mk1 ∩Xtk2 ,mk2∩
∩ · · · ∩Xtk
rk
,mk
rk
∩ · · · ∩Xtn−11 ,m
n−1
1
∩Xtn−12 ,m
n−1
2
∩ · · · ∩Xtn−1
rn−1
,mn−1
rn−1
∩ . . .
)
But if in a term of the union
(3.4)
Xt11,m11 ∩Xt12,m12 ∩ · · · ∩Xt1r1 ,m
1
r1
∩ · · · ∩Xtk1 ,mk1 ∩Xtk2 ,mk2∩
∩ · · · ∩Xtk
rk
,mk
rk
∩ · · · ∩Xtn−11 ,m
n−1
1
∩Xtn−12 ,m
n−1
2
∩ · · · ∩Xtn−1
rn−1
,mn−1
rn−1
∩ . . .
appears the subsets Xtlα,mlα and Xtlα,mlβ , with the same first subindex t
l
α, then the
second ones have to be equal, α = β, or the intersection 3.4 is empty. Therefore,
each term of the union is intersection at most of n− 1 sets, or it is empty. But the
n− 1 sets Xr,lr are the unique sets which appear in the decomposition of pik(Xj,xj )
for all j. Then, they appear in each not empty term of the union.
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Therefore
⋂n−1
j=1 pik(Xj,xj) = ∩
n−1
r=1Xr,lr or it is empty. But we have already seen
that it is non empty, so pik(x) is well defined. 
Under these conditions we can establish the following parametrization
Teorema 3.2. Let ψ : Bn → B(H) be a representation of the braid group Bn
(n ≤ ∞) over a separable Hilbert space H, that satisfies the following conditions,
for all k, j
(1) ψkψ
∗
k has discrete spectral decomposition such that ψkψ
∗
k 6= λ1H;
(2) ψkψ
∗
kψjψ
∗
j = ψjψ
∗
jψkψ
∗
k;
(3) if N is the von Neumann algebra generated by
F = {ψkψ
∗
k : k = 1, . . . , n− 1}
then ψkPψ
−1
k ∈ N , for all projection P ∈ N . That is Bn act in N by
conjugation.
Then there exist a 5-tuple (pi,X, µ, ν, U) such that ψ = φ(pi,X,µ,ν,U), where
(a) pi is an action of the braid group on X;
(b) (X,µ) is a measure space with µ a pi-quasi-invariant measure;
(c) ν : X → N ∪ {∞} is a pi-invariant measurable function;
(d) U : Bn × X → B(H) is a cocycle on H, the direct integral Hilbert space
associate to (X,µ, ν), such that
(3.5) U(τk, ·)U(τk, ·)
∗ is a diagonalizable operator on H,
That is
(3.6) (ψkf)(x) = (ψ(τk)f)(x) =
√
dµ(pi−1k x)
dµ(x)
U(τk, pi
−1
k x)f(pi
−1
k x)
Conversely each 5-tuple with those properties defines a representation of Bn on
H =
∫ ⊕
X Hxdµ(x) given by 3.6 where the operators ψk satisfy the conditions (1),
(2), (3).
Remark 3.3. The conditions 3.3 and (3) of the theorem are equivalent because N
is generated by the projections Pj,l.
Proof. We have already seen that the von Neumann algebra N generated by F
decomposes H as the direct integral of the Hilbert space Hx of dimension ν(x) over
(X,µ). Furthermore, by the lemma 3.1 there is an action pi of the braid group Bn
on X . We denote pik := pi(τk) for each k, 1 ≤ k ≤ n− 1.
As N is generated by the commutative family F˜ = {Pk,l : l ∈ Ik, k = 1, . . . , n−1}
as von Neumann algebra, every element Mϕ of N is strong limit of linear combina-
tions of the elements of F˜ . Then, by condition (3) we have the following relations
(3.7) ψkMϕ =Mϕ◦pi−1
k
ψk
Now, we prove the pi-invariance of the dimension function ν. It is enough to
see that dimHx = dimHpik(x) for almost all x and all k. We assume that this
fails, then there is E ⊆ Xm a set of positive measure such that pik(E) ⊆ Xm−1.
Let x ∈ E and let {h1, . . . hm} be a base of the Hilbert space Hm. Consider the
following vector functions fi(x) = χF (x)hi with i = 1, . . . ,m and F an arbitrary
subset of E of positive measure. These functions are linearly independent in H.
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Let gi(x) = (ψkfi)(x), as ψk is invertible the set {gi} is also linearly independent
in H.
We want to see that for almost all y ∈ pik(F ), the set {gi(y)} is linearly in-
dependent in Hy. Assume that there is a set F of positive measure such that
this set is linearly dependent for almost all y ∈ pik(F ). Hence, suppose that
gm(y) =
∑m−1
i=1 aigi(y). Then, by the linearity of ψk,
(ψkfm)(y) =
m−1∑
i=1
ai(ψkfi)(y) =
(
ψk
(
m−1∑
i=1
aifi
))
(y)
That is, (ψk(fm −
∑m−1
i=1 aifi))(y) = 0 for almost all y ∈ pik(F ). Therefore
fm −
∑m−1
i=1 aifi = 0 since ψk is invertible and µ(pik(F )) > 0. But this contradicts
the linear independence of {fi}.
Therefore {gi(y)}
m
i=1 is linearly independent in Hy. On the other hand, the
dimension of Hy is m− 1 by the choose of E, then there is a contradiction. Thus,
ν(x) = ν(pikx) for almost all x ∈ X .
Now, we have to see that the measure µ is pi-quasi-invariant, that is that µ(x)
and µ(pikx) have the same set of measure zero. We are going to prove that µ(E) > 0
if and only if µ(pikE) > 0 for all k. But X is the disjoint union of the sets Xm =
{x ∈ X : ν(x) = m}. Then, E = E ∩X =
⋃
m≤∞E ∩Xm. Therefore µ(E) > 0 if
and only if µ(E ∩Xm) > 0 for some m. Hence, we may suppose that E ⊆ Xm.
Let χE be the characteristic function of the set E, let h be a unitary vector in
the space Hm, and consider the vector function x→ f(x) = χE(x)h. Then
< f, f > =
∫
X
< f(x), f(x) > dµ(x)
=
∫
X < χE(x)h, χE(x)h > dµ(x)
=
∫
E
< h, h > dµ(x) = µ(E)
On the other hand, for each k, 1 ≤ k ≤ n− 1
µ(E) =< f, f > =< ψ−1k ψkf, f >
=< ψkf, (ψ
−1
k )
∗f >
=< ψkMχEf, (ψ
−1
k )
∗MχEf >
=< Mχpik(E)ψkf,Mχpik(E)(ψ
−1
k )
∗f >
=
∫
pik(E)
< (ψkf)(x), ((ψ
−1
k )
∗f)(x) > dµ(x)
Therefore, if we suppose that µ(E) > 0 and µ(pikE) = 0 we obtain a contradic-
tion. Conversely, let E ⊂ Xm. As ν is pi-invariant, pik(E) ⊂ Xm too. We want
to see that if µ(pikE) > 0 then µ(E) > 0. Let g be a vector function such that
g(x) = χpik(E)(x)h, where h is a unitary vector of Hm. Hence
< g, g >=
∫
pik(E)
< h, h > dµ(x) = µ(pikE)
But
µ(pikE) =< g, g > =< ψkψ
−1
k g, g >
=< ψ−1k g, ψ
∗
kg >
=< ψ−1k Mχpik(E)g, ψ
∗
kMχpik(E)g >
=< MχEψ
−1
k g,MχEψ
∗
kg >
=
∫
E < (ψ
−1
k g)(x), (ψ
∗
kg)(x) > dµ(x)
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Therefore, µ(pikE) > 0 implies µ(E) > 0. Hence, the pi-quasi-invariance of the
measure is proved.
Consider the following operator on H, (Vkf)(x) =
√
dµ(pikx)
dµ(x) f(pikx). Observe
that Vk is well defined by the pi-invariance of ν and is invertible, (V
−1
k f)(x) =√
dµ(pi−1
k
x)
dµ(x) f(pi
−1
k x). Furthermore, they have the following property,
(3.8) VkMϕ =Mϕ◦pikVk
Let U(τk, ·) := Vkψk, it commutes with all the operators Mϕ of N by 3.7 and
3.8. Then it is a decomposable operator and there exists U(τk, x) : Hx → Hx such
that
(U(τk, ·)f)(x) = U(τk, x)f(x)
for almost all x.
Then ψk = V
−1
k U(τk, ·), that is
(ψkf)(x) =
√
dµ(pi−1k x)
dµ(x)
U(τk, pi
−1
k x)f(pi
−1
k x)
The relations of the braid group say that the operators U(τk, ·) verify the fol-
lowing equations,
U(τk, pi
−1
k x)U(τk+1, pi
−1
k+1pi
−1
k x)U(τk, pi
−1
k pi
−1
k+1pi
−1
k x) =
= U(τk+1, pi
−1
k+1x)U(τk, pi
−1
k pi
−1
k+1x)U(τk+1, pi
−1
k+1pi
−1
k pi
−1
k+1x)
if 1 ≤ k ≤ n− 2,
U(τk, pi
−1
k x)U(τj , pi
−1
j pi
−1
k x) = U(τj , pi
−1
j x)U(τk, pi
−1
k pi
−1
j x)
if |j − k| > 1.
This means that U : G×X → B(H) is a cocycle. Using the inner product of the
direct integral space H, we obtain that (ψ∗kf)(x) =
√
dµ(pikx)
dµ(x) U(τk, x)
∗f(pikx).
Then
(ψkψ
∗
kf)(x) =
√
dµ(pi−1k x)
dµ(x)
√
dµ(x)
dµ(pi−1k x)
U(τk, pi
−1
k x)U(τk, pi
−1
k x)
∗f(x)
But by condition (1),
(ψkψ
∗
kf)(x) =
∑
l∈Ik
λk,l(Pk,lf)(x) =
∑
l∈Ik
λk,lχXk,l(x)f(x) = λk,xkf(x)
then U(τk, pi
−1
k x)U(τk, pi
−1
k x)
∗ = λk,xk1Hx and 3.5 is true.
We have to prove the converse. By the theorem 2.10, ψ given by 3.6 defines a
representation of the braid group Bn on the direct integral Hilbert space associated
to the triple (X,µ, ν). It rests to see that they satisfy the conditions (1), (2) and
(3).
ψkψ
∗
k has discrete spectral decomposition because U(τk, ·)U(τk, ·)
∗ is diagonaliz-
able by 3.5.
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To see condition (2), we have that
(ψkψ
∗
kψjψ
∗
j f)(x) =
√
dµ(pi−1
k
x)
dµ(x)
√
dµ(x)
dµ(pi−1
k
x)
U(τk, pi
−1
k x)U(τk, pi
−1
k x)
∗√
dµ(pi−1
j
x)
dµ(x)
√
dµ(x)
dµ(pi−1
j
x)
U(τj , pi
−1
j x)U(τj , pi
−1
j x)
∗f(x)
On the other hand,
(ψjψ
∗
jψkψ
∗
kf)(x) =
√
dµ(pi−1
j
x)
dµ(x)
√
dµ(x)
dµ(pi−1
j
x)
U(τj , pi
−1
j x)U(τj , pi
−1
j x)
∗√
dµ(pi−1
k
x)
dµ(x)
√
dµ(x)
dµ(pi−1
k
x)
U(τk, pi
−1
k x)U(τk, pi
−1
k x)
∗f(x)
But, by 3.5, U(τk, pi
−1
k x)U(τk, pi
−1
k x)
∗f(x) = λk(x)1Hxf(x). In the same way
U(τj , pi
−1
j x)U(τj , pi
−1
j x)
∗(x)f(x) = λj(x)1Hxf(x). Therefore, U(τk, pi
−1
k x)U(τk, pi
−1
k x)
∗
commutes with U(τj , pi
−1
j x)U(τj , pi
−1
j x)
∗. Thus, 3.2 is proved.
For the last condition, we have that
(ψkPj,lψ
−1
k f)(x) =
√
dµ(pi−1
k
x)
dµ(x) U(τk, pi
−1
k x)χXj,l(pi
−1
k x)√
dµ(x)
dµ(pi−1
k
x)
U(τk, pi
−1
k x)
−1f(pikpi
−1
k (x))
= χXj,l(pi
−1
k (x))f(x) = (Ppik(Xj,l)f)(x)
hence, (3) is true as we wanted. 
Remark 3.4. Observe that the proof of the Theorem 3.2 does not use special prop-
erties of the braid group Bn, then we can substitute Bn for any group given by
generators and relations. The proof in general only differs in the relations of the
cocycle U that must depend on the relations of the group.
A similar results was obtained by Varadarajan for unitary representations of a
group G (see [V] Theorem 6.11, pag 220), but his data is a systems of imprimitivity.
However, we propose the family of projections F˜ such that (ψ, F˜) can be a systems
of imprimitivity.
Corolary 3.5. Let (pi,X, µ, ν, U) be a 5-tuple which satisfies the conditions of the
Theorem 3.2. Let φ be the representation of Bn, n ≤ ∞, associated to that 5-
tuple such that φ(τk) is a self-adjoint operator for all k, 1 ≤ k ≤ n − 1. Then,
every invariant closed subspace K of the direct integral Hilbert space H associated
to (X,µ, ν), is a direct integral Hilbert space associated to (XK, µK, νK), where
XK ⊂ X, µK = µ|XK and νK(x) ≤ ν(x) for all x ∈ XK.
Proof. Let K ⊆ H be a closed invariant subspace, then K is also invariant for
φ(τk)
∗ = φ(τk). Thus, φ(τk) commutes with PK, the orthogonal projection onto
the subspace K.
Therefore, φ˜k := PKφkPK is a representation of Bn on K that verifies the hy-
pothesis of the Theorem 3.2. In fact,
φ˜kφ˜k
∗
= PKφkPKφ
∗
kPK = PKφkφ
∗
kPK =
∑
l∈Ik
λk,lPKPk,lPK =
∑
l∈Ik
λk,lQk,l
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and
φ˜kφ˜k
∗
φ˜j φ˜j
∗
= PKφkPKφ
∗
kPKPKφjPKφ
∗
jPK = PKφkφ
∗
kφjφ
∗
jPK
= PKφjφ
∗
jφkφ
∗
kPK = φ˜j φ˜j
∗
φ˜kφ˜k
∗
Finally
φ˜kQj,lφ˜k
−1
= PKφkPKPKPk,lPKPKφ
−1
k PK = PKφkPk,lφ
−1
k PK ∈ N˜ := PKNPK
Then, φ˜ = φ(piK,XK,µK,νK,PKUPK).
Moreover
XK = {(x1, . . . , xn−1) ∈ X : PKPk,xkPK 6= 0 for all k, 1 ≤ k ≤ n− 1} ⊆ X
and
Kx = ∩k Im(PKPk,xkPK) = ImPK ∩ (∩k ImPk,xk) = K ∩Hx
Therefore, νK ≤ ν and µK = µ|XK . 
4. Well known examples
4.1. The standard representation. As long as we know, the first time that
the standard representation appeared was in a work of Dian-Min Tong, Shan-De
Yang and Zhong-Qi Ma [TYQ]. Sysoeva probed that it is the unique irreducible
representation of Bn of dimension n, if n ≥ 9, [S]. It is defined in the following way
for each k = 1, . . . , n− 1,
ρ(τk) =

1
1
. . .
0 t
1 0
. . .
1

where t is in the place (k, k + 1) and ρk := ρ(τk) acts on H = C
n.
They verify the conditions of the theorem. In fact,
ρkρ
∗
k =

1
1
. . .
|t|2
1
. . .
1

is a linear operator with two eigenvalue λk,0 = 1 and λk,1 = |t|
2; the projec-
tions associated to them are the orthogonal projections over the spaces Wk,0 =
Ker(ρkρ
∗
k − 1H) and Wk,1 = Ker(ρkρ
∗
k − |t|
21H) respectively.
As ρkρ
∗
k are diagonal for all k, they commute. It is easy to see that for every l, k,
0 ≤ l ≤ 1 and 1 ≤ k ≤ n− 1 we have that ρkPj,lρ
−1
k = Pj,l if j 6= k, k + 1. While
ρkPk,lρ
−1
k = Pk+1,l and ρkPk+1,lρ
−1
k = Pk,l if k ≤ n− 2. Finally ρn−1Pn−1,0ρ
−1
n−1 =
∧n−1j=1Pj,1 and ρn−1Pn−1,1ρ
−1
n−1 =
∑n−1
j=1 Pj,0. Hence, the condition (3) of theorem
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3.2 is verified. Following the proof of theorem 3.2, we can see that the standard
representation is equivalent to the representation φ(pi,X,µ,ν,U) given by the 5-tuple
(pi,X, µ, ν, U), where
(1) X = {(x1, . . . , xn−1) : xi = 0, 1; i = 1, . . . , n− 1},
(2) If δk is the (n − 1)-tuple with 1 in the place k and zero elsewhere for
k = 1, . . . , n− 1, and δ0 = (0, . . . , 0)
µ(x) =
{
1 if x = δk for some k = 0, . . . , n− 1
0 in other case
(3) The action pi is defined for almost all x ∈ X by
pik(x1, . . . , xn−1) = (x1, . . . , xk−1, xk+1, xk, . . . , xn−1)
if k = 1, . . . , n− 2. And pin−1 is defined by
pin−1(x1, . . . , xn−1) =

(0, . . . , 0) if (x1, . . . , xn−1) = (0, . . . , 1)
(0, . . . , 1) if (x1, . . . , xn−1) = (0, . . . , 0)
(x1, . . . , xn−1) in other cases
(4) ν(x) = 1 for almost all x ∈ X , then Hx = C,
(5) U(τk, τ
−1
k x) = 1 + (t− 1)xk+1 ∈ C.
Note that the measure µ is invariant by the action pi. Therefore pk(x) =
dµ(pik(x)
dµ(x) = 1 for almost all x.
If {βj : j = 1, . . . , n} is the canonical basis of C
n, and fj = χδj is the character-
istic function of the element δj define
α : Cn → H
βj 7→
{
fj if j = 1, . . . , n− 1
f0 if j = n
Then α(ρk(βj)) = φk(α(βj)) for all j,1 ≤ j ≤ n. Thus, the representations are
equivalent.
Observe that |X | = 2n, however the dimH = n. This happens because there are
only n points of X with non zero measure.
Note that when n =∞, the action of the element pik consists on the permutation
of the places k and k+1. Hence, we obtain a representation of B∞ as a generalization
of the standard representation.
4.2. Local Representations. Let V be a vector space and c : V ⊗V → V ⊗V an
invertible lineal operator, c satisfies the braid equation if it satisfies the following
equality in V ⊗ V ⊗ V = V ⊗3
(c⊗ 1V )(1V ⊗ c)(c⊗ 1V ) = (1V ⊗ c)(c⊗ 1V )(1V ⊗ c)
In this case (V, c) is called a braid vector space and c a R-matrix. On the
space V ⊗n we may define a representation of Bn in the following way. For each
k = 1, . . . , n − 1 let c(τk) := ck : V
⊗n → V ⊗n given by ck = 1k−1 ⊗ c ⊗ 1n−k−1,
where 1k = 1V ⊗ · · · ⊗ 1V , is the k times tensor product of the identity on V ; this
representation is called local.
If there exists a basis β = {v1, . . . , vm} of V such that c(vi ⊗ vj) = qijvj ⊗ vi for
all i, j, 1 ≤ i, j ≤ m where the qij are non zero complex numbers, the representation
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is called of diagonal type [AG]. In this case, the operators ck satisfy the hypothesis
of the theorem 3.2. In fact,
ck(vj1 ⊗ · · · ⊗ vjn) = qjk,jk+1vj1 ⊗ · · · ⊗ vjk+1 ⊗ vjk ⊗ · · · ⊗ vjn
where ji ∈ {1, . . . , dimV } for all i = 1, . . . , n. Then
c∗k(vj1 ⊗ · · · ⊗ vjn) = qjk+1,jkvj1 ⊗ · · · ⊗ vjk+1 ⊗ vjk ⊗ · · · ⊗ vjn
Then,
ckc
∗
k(vj1 ⊗ · · · ⊗ vjn) = |qjk,jk+1 |
2vj1 ⊗ · · · ⊗ vjk ⊗ vjk+1 ⊗ · · · ⊗ vjn
If S = {(a, b) : a, b ∈ {1, . . . , dimV }}, we have that
ckc
∗
k =
∑
(a,b)∈S
|q(a,b)|
2Pk,(a,b)
where Pk,(a,b) is the projection over the subspace of V
⊗n generated by all the vectors
vj1 ⊗ · · · ⊗ vjn such that jk = a y jk+1 = b.
As ckc
∗
k is diagonal for all k, ckc
∗
k and cjc
∗
j commute for all j.
We have to see the condition (3) of theorem 3.2. In fact,
ckPj,(a,b)c
−1
k =

Pj,(a,b) if |j − k| > 1
Pj,(b,a) if j = k∑dimV
c=1 Pk−1,(a,c) ∧ Pk,(c,b) if j = k − 1∑dimV
c=1 Pk,(a,c) ∧ Pk+1,(c,b) if j = k + 1
Therefore, following the proof of Theorem 3.2, the representation is equivalent
to φ(pi,X,µ,ν,U), where
(1) X = {(x1, . . . , xn−1) : xi = (ai, bi), ai, bi ∈ {1, . . . , dimV }},
(2) µ((a1, b1), . . . , (an−1, bn−1)) =
{
1 if bi = ai+1 for all i = 1, . . . , n− 2
0 in other case
(3) The action pi is defined for almost all x ∈ X by
pik((a1, a2), (a2, a3), . . . , (an−1, bn−1)) =
= ((a1, a2), . . . , (ak−1, ak+1), (ak+1, ak), (ak, ak+2), . . . , (an−1, bn−1)),
and pi−1k (x) = pik(x) for almost all x.
(4) ν(x) = 1 for all x ∈ X ,
(5) U(τk, τ
−1
k x) = qxk .
Let α : V ⊗n → H be the lineal operator defined in the basis of V ⊗n by
α(vj1 ⊗ · · · ⊗ vjn) = χ((j1,j2),(j2,j3),...,(jn−1,jn))
It verifies that α(ck(vj1 ⊗ · · · ⊗ vjn)) = φk(α(vj1 ⊗ · · · ⊗ vjn)) showing the equiv-
alence of the representations.
In the same way as in the previous example, if n =∞ this construction permits
us to generalize this representation to one of B∞ in a natural way.
Other local representation is the following ([AS]). Let H be any group and let
T ⊂ H be such that for all g ∈ H and t ∈ T , gtg−1 ∈ T , that is T is closed by
conjugation of elements of H . Let γ : H ×T → C−{0} be a function such that for
all g, h ∈ H , and t ∈ T
(1) γ(1, t) = 1
(2) γ(gh, t) = γ(g, hth−1)γ(h, t)
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Let V be the complex vector space with orthonormal basis {vt : t ∈ T } and let
c be defined by c(vs ⊗ vt) = γ(s, t)vsts−1 ⊗ vs. The conditions imposed to γ ensure
that c verify the braid equation.
Then
ck(vg1 ⊗ · · ·⊗ vgn) = γ(gk, gk+1)vg1 ⊗ . . . vgk−1 ⊗ vgkgk+1g−1k
⊗ vgk ⊗ vgk+2 ⊗ · · ·⊗ vgn
Taking the inner product in V ,
c∗k(vg1⊗· · ·⊗vgn) = γ(gk+1, g
−1
k+1gkgk+1)vg1⊗· · ·⊗vgk−1⊗vgk+1⊗vg−1
k+1gkgk+1
⊗· · ·⊗vgn
We obtain that
ckc
∗
k(vg1 ⊗ · · · ⊗ vgn) = |γ(gk+1, g
−1
k+1gkgk+1)|
2vg1 ⊗ · · · ⊗ vgn
If S = {(a, b) : a, b ∈ T } we have that
ckc
∗
k =
∑
(a,b)∈S
|γ(b, b−1ab)|2Pk,(a,b)
where Pk,(a,b) is the projection over the subspace of V
⊗n generated for all the
vectors vg1 ⊗ · · · ⊗ vgn such that gk = a and gk+1 = b.
As ckc
∗
k is diagonal for all k, it commutes with cjc
∗
j for all j. We have just
checked only the conditions (1) and (2) of Theorem 3.2. For the condition (3) we
have that,
ckPj,(a,b)c
−1
k =

Pj,(a,b) if |j − k| > 1
Pj,(aba−1,a) if j = k∑
c∈T Pk−1,(a,c) ∧ Pk,(c,b) if j = k − 1∑
c∈T Pk,(cac−1,c) ∧ Pk+1,(c,b) if j = k + 1
Then this representation is equivalent to φ := φ(pi,X,µ,ν,U), where
(1) X = {(x1, . . . , xn−1) : xi = (ai, bi), ai, bi ∈ T },
(2) µ((a1, b1), . . . , (an−1, bn−1)) =
{
1 if bi = ai+1 for all i = 1, . . . , n− 2
0 in other cases
(3) The action pi is defined for almost all x ∈ X by
pik((a1, a2), (a2, a3) . . . , (an−1, bn−1)) =
= ((a1, a2), . . . , (ak−1, akak+1a
−1
k ), (akak+1a
−1
k , ak), (ak, ak+2), . . . , (an−1, bn−1)),
and
pi−1k ((a1, a2), (a2, a3) . . . , (an−1, bn−1)) = ((a1, a2), . . . , (ak−1, ak+1),
(ak+1, a
−1
k+1akak+1), (a
−1
k+1akak+1, ak+2), . . . , (an−1, bn−1)),
Note that pi−1k 6= pik
(4) ν(x) = 1 for all x ∈ X ,
(5) U(τk, τ
−1
k x) = γ(xk) = γ(ak, bk).
The map α : V ⊗n → H defined in the basis of V ⊗n by
α(vg1 ⊗ · · · ⊗ vgn) = χ((g1,g2),(g2,g3),...,(gn−1,gn))
gives the equivalence between the representations.
Likewise in the previous examples, this representations can be generalized to B∞
in a natural way taking n =∞.
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4.3. The Burau Representation. The Burau representation was defined by Bu-
rau in 1936. Formanek [F] proved that this representation and an “extended” one
of it, are the unique irreducible representations of Bn of dimension n− 1, if n ≥ 7.
The Burau representation is defined by the following operators acting on Cn−1,
ρ1 =

−t 1
0 1
1
. . .
1
1
. . .
1

,
ρk =

1
1
1
. . .
1 0 0
t −t 1
0 0 1
. . .
1

, if 2 ≤ k ≤ n− 2,
where −t is in the place (k, k),
ρn−1 =

1
1
1
. . .
1
1
. . .
1 0
t −t

,
These operators do not satisfy the condition that ρkρ
∗
k commute with ρjρ
∗
j for all
j, therefore they do not correspond to a representation given by a 5-tuple as in
Theorem 3.2.
4.4. Other examples. Consider the representations given in [EG], they are con-
structed in the following way. Choose n non negative integers z1, z2, . . . , zn, no
necessarily different. Let X be the set of all the possible n-tuples obtained by per-
mutation of the coordinates of the fixed n-tuple (z1, . . . , zn). Let V be a complex
vector space with orthonormal basis β = {vx : x ∈ X}. Then the dimension of V
is the cardinality of X .
Define φ : Bn → Aut(V ), such that
φ(τk)(vx) = qxk,xk+1vσk(x)
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where qxk,xk+1 is a non-zero complex number that depends on x. Really it only
depends on the places k and k + 1 of x. Define
σk(x1, . . . , xn) = (x1, . . . , xk+1, xk, . . . , xn))
It is easy to see that this representation is given by the 5-tuple (pi,X ′, µ, ν, U),
where
(1) Let Y := {z1, z2, . . . , zn}, then X
′ := Y n;
(2) pi(τk)(x1, . . . , xk, xk+1, . . . , xn) = (x1, . . . , xk+1, xk . . . , xn), 1 ≤ k ≤ n− 1;
(3) Let a := (z1, z2, . . . , zn) ∈ X
′. µ is defined by
µ(x) = 1⇔ there exists τ ∈ Bn such that x = pi(τ)a;
(4) ν(x) = 1, for all x ∈ X ′;
(5) U(τk, τkx) := qxk,xk+1 .
In [EG] the reader can find a necessary condition for this representation to be
irreducible and the following explicit family of irreducible representations. Let
z1 = · · · = zm = 1, zm+1 = · · · = zn = 0 and
qxk,xk+1 =
{
1 if xk = xk+1
t if xk 6= xk+1
where t is a real number, t 6= 0, 1,−1. The dimension of this representation is( n
m
)
= n!m!(n−m)! . If m = 1, it is equivalent to the standard representation.
5. Quasi-invariant measure
In this section we analyze the pi-quasi-invariance condition of the measure. We
will give examples of measures that satisfy this condition.
5.1. Discrete Measures. A measure µ over a set X is called discrete if the σ-
algebra of measurable sets is P(X) the set of all the subsets of X . In particular,
single points are measurable sets.
Let X = {(x1, . . . , xn−1) : xi ∈ Ii}, n ≤ ∞, for some index sets Ii and let a be a
fixed element of X . Then an easy example of pi-quasi-invariant discrete measure is
the following
µa(x) = 1⇐⇒ there exists τ ∈ Bn such that x = pi(τ)a
That is, µa is concentrated in pi(Bn)a, the orbit of a. This is the case in examples
4.1 and 4.4.
More generally, let Y be a subset of X , µ =
∑
a∈Y µa is a pi-quasi-invariant
discrete measure. It is concentrated in ∪a∈Y pi(Bn)a, the union of the orbits pi(Bn)a,
with a ∈ Y .
5.2. Product Measures. Consider that the space X is a direct product of n− 1
set Yk, n ≤ ∞. If we assign to each set Yk a measure µk, we can construct the
product measure for X .
Remember the construction of the product space. Assume that for all k, (Yk, µk)
is a measure space and that µk(Yk) = 1. If X is a product of a finite number of Yk,
this last condition is not necessary.
We assign to X the σ-algebra R of Borel subsets, generated by “cylindrical” sets.
These sets are defined by
X(ai1 , . . . , air) = {(x1, . . . , xn−1) : xij = aij , j = 1, . . . , r}
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where aij ∈ Yij for all j = 1, . . . , r, r <∞.
Now, we have to define a measure over this σ-algebra R. It is enough to define
the measure of the cylindrical set (see [H] pags 155-160), that is
µ(X(ai1 , . . . , air )) =
r∏
j=1
µij (aij ) > 0
Let pi be an action of Bn on X . We analyze the pi-quasi-invariance of product
measures. In order to that we suppose that all the Yk are equal, that is Yk = Y for
all k. Furthermore, we assume that pik(X(ai1 , . . . , air )) = X(bj1 , . . . , bjs) then,
µ(pik(X(ai1 , . . . , air ))) = µ(X(bj1 , . . . , bjr )) =
r∏
l=1
µjl(bjl) =
=
∏s
l=1 µjl(bjl)∏r
l=1 µij (aij )
µ(X(ai1 , . . . , air ))
Hence, if A is a cylindrical set there exists a complex number ck,A such that
µ(pik(A)) = ck,Aµ(A)
Proposition 5.1. Let (X =
∏n−1
k=1 Y, µ =
∏n−1
k=1 µk) be a product measure space
with n ≤ ∞. If Y = {a1, . . . , at} is a finite set and each pik acts changing only
finite coordinates xj of x, then µ is pi-quasi-invariant.
Proof. We have to prove that E is a set with µ(E) = 0 if and only if µ(pik(E)) = 0
for all k = 1, . . . , n− 1.
Let E be a set of measure zero. By definition of the σ-algebra R, for each
ε > 0, there is a family of disjoint cylindrical sets {El} such that E ⊂
⋃
l∈NEl and
µ(
⋃
El) < ε.
Given k = 1, . . . , n − 1, we want to see that µ(pik(E)) = 0. It is enough to
prove that µ(pik(
⋃
El)) < δ(ε). Assume that pik changes the places i
k
1 , . . . , i
k
rk . For
each s ∈ {1, . . . , rk} let J = J(s) = (j1, . . . , js) and a = a(s) = (a1, . . . , as) be a
multi-index such that jm ∈ {i
k
1, . . . , i
k
rk
} and am ∈ Y for all m, 1 ≤ m ≤ s. Let F Ja
be the union of all the cylindrical set El that fix the places jm by the value a
ym
and let F be the union of the remaining cylindrical sets. Then,
µ
(
pik(
⋃
El)
)
= µ
pik(F ∪⋃
s
⋃
J,a
F Ja )
 = µ
pik(F ) ∪⋃
s
⋃
J,a
pik(F
J
a )
 =
≤ µ(pik(F )) +
∑
s
∑
J,a
µ(pik(F
J
a )) = µ(F ) +
∑
s
∑
J,a
ck,J,aµ(F
J
a ) ≤
≤ (1 +
∑
s
∑
J,a
ck,J,a)µ
(⋃
El
)
As
∑
s
∑
J,a ck,J,a is finite, this last expression is arbitrarily small.
With a similar argument, changing the role of pik by pi
−1
k , we can shows that if
E is a measurable set such that µ(E) = 0 then µ(pi−1k E) = 0. 
Example 5.2. We consider the Lebesgue measure on the interval [0, 1]. Let n =∞
and X be the set of sequences x = (x1, x2, . . . ), with xk ∈ {0, 1, 2, . . . , r− 1} for all
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k ∈ N. The map
X →[0, 1]
x 7→
∞∑
k=1
xkr
−k
is a bijection off a countable set. Under it, the Lebesgue measure can be seen as the
product measure given by
∏
k µ, where µ(aj) =
1
r , for all aj ∈ {0, 1, . . . , r− 1}. By
Proposition 5.1 this mesure is pi-quasi-invariant, for all action pi of B∞ on X ≈ [0, 1]
with the following property: each pik acts changing only finite coordinates xj of x.
5.3. Ergodic Measures. We start with the definition.
Definition 5.3. Let µ be a pi-quasi-invariant measure, µ is said pi-ergodic if each
subset E of X invariant by the action of pi have measure zero or its complement
have measure zero.
Equivalently (see [J] Proposition 11.1.2, or [G] p. 15), µ is pi-ergodic if every
essentially bounded measure function ϕ(x) on X which is invariant by the action of
pi (that is ϕ(x) = ϕ(pik(x)) for almost all x ∈ X and all k,1 ≤ k ≤ n− 1, n ≤ ∞),
is constant for almost all x ∈ X .
Definition 5.4. Two measures µ and µ′ defined over the σ-algebra of subsets of
X , with µ(X) = µ′(X) = 1, are disjoint if there is a measurable set F such that
µ(F ) = 1 and µ′(F ) = 0.
Proposition 5.5. Let µ and µ′ be two pi-ergodic measures on X such that µ(X) =
µ′(X) = 1. If µ′ is absolutely continuous respect to µ, then µ and µ′ are equivalent.
If they are not equivalent, then they are disjoint.
Proof. The second statement implies the first one. Assume that µ and µ′ are
not equivalent, then there is a measurable set E with µ(E) > 0 and µ′(E) = 0.
As µ′ is pi-quasi-invariant, µ′(pik(E)) = 0 for all k = 1, . . . , n − 1. Furthermore,
µ′(pi(τ)(E)) = 0 for all τ ∈ Bn. Therefore F =
⋃
τ∈Bn
pi(τ)(E) is a measurable set
with µ′(F ) = 0.
On the other hand µ(F ) ≥ µ(E) > 0, then we have that µ(F ) = µ(X) = 1, since
F is invariant by the action pi and µ is ergodic. Therefore µ and µ′ are disjoint. 
Remark 5.6. From this proposition on deduce easily that every pi-ergodic discrete
measure is concentrated in the orbit of an element x ∈ X , that is, the points in the
orbit of x are the unique points of X of non zero measure.
6. Irreducibility and Factor Representations
Given the 5-tuple (pi,X, µ, ν, U), we will analyze the irreducibility of the associ-
ated representation φ(pi,X,µ,ν,U).
Proposition 6.1. Let φ(pi,X,µ,1,U) be a representation of Bn such that for all k,
φk := φ(τk) is a self-adjoint operator. If the measure µ is pi-ergodic, µ(X) = 1 and
U(τk, pi
−1
k x) is not a constant operator, then the representation is irreducible.
Proof. Let K ⊆ H be a closed invariant subspace, then by corollary 3.5, φ˜ :=
PKφPK = φ(piK,XK,µK,νK,PKUPK), where XK ⊆ X , µK = µ|XK and νK(x) ≤ ν(x).
As ν(x) = 1 for almost all x ∈ X and Kx ⊆ Hx, then Kx = 0 or Kx = Hx, for
x ∈ XK. Now, let A = {x ∈ XK : Kx 6= 0} = {x ∈ X : νK(x) = 1} ⊆ X . It is a
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measurable set because νK is measurable. Moreover, it is invariant by pi, since νK is
pi-invariant. As µ is pi-ergodic, µ(A) = 0 or µ(A) = 1. Then K = 0 or K = H. 
Definition 6.2. A representation φ is a factor representation if the von Neumann
algebraM generated by {φ(τk)}k is a factor, that is, if the commutatorM
′ contains
just the operators λ1M , with λ ∈ C.
If M is the von Neumann algebra generated by an irreducible representation
φ, then by Schur’s Lemma, M ′ = C1H, that is φ is a factor representation. The
converse is only true if the representation is unitary.
From von Neumann algebras theory it is known that every representation can be
decomposed, in a unique way, as sum or direct integral of factor representations.
Proposition 6.3. If φ(pi,X,µ,ν,U) is a factor representation, then µ is pi-ergodic.
Proof. Let ϕ be an essentially bounded measurable function such that ϕ(x) =
ϕ(pikx). By 3.3 we have that
(φkMϕf)(x) = (Mϕ◦pi−1
k
φkf)(x) = ϕ(pi
−1
k x)(φkf)(x)
= ϕ(pi−1k x)U(τk, pi
−1
k x)
√
dµ(pi−1
k
x)
dµ(x) f(pi
−1
k x)
= ϕ(x)U(τk, pi
−1
k x)
√
dµ(pi−1
k
x)
dµ(x) f(pi
−1
k x)
= (Mϕφkf)(x)
Then Mϕ ∈ M
′. This means that Mϕ = λ1H, and ϕ(x) = λ for almost all
x ∈ X . 
Corolary 6.4. If φ := φ(pi,X,µ,ν,U) is a factor representation and ν is an essentially
bounded measurable function, then ν is constant.
Proof. As φ is a factor representation, then µ is pi-ergodic. This means that every
pi-invariant essentially bounded measurable function is a constant function. So is
ν. 
Note that, under the condition of the corollary, ν(x) = a <∞ for all x ∈ X .
Proposition 6.5. Let φ(pi,X,µ,ν,U) be an irreducible representation of Bn, n ≤ ∞,
where the 5-tuple (pi,X, µ, ν, U) satisfies the conditions of the example 2.11 and µ
is a pi-invariant finite measure. If ν is an essentially bounded measurable function
then ν(x) = 1.
Proof. As the representation is irreducible, it is a factor. Then, the measure is
ergodic. Therefore ν(x) is constant. We suppose that ν(x) = r <∞ for almost all x.
By conditions of the example 2.11, U(τk, pikx) commute with U(τk, pikpik+1pikx) =
U(τk+1, pik+1x) for all k, 1 ≤ k ≤ n − 2. Hence, the operators {U(τk, pikx)}k
commute. Therefore, they simultaneously triangularize for each x. Then there is
vx ∈ Hr such that U(τk, pikx)vx = λk(x)vx, for every k. We choose an element
in each class of X/Bn, y1, y2, . . . , and unitary vectors vy1 , vy2 , · · · ∈ Hr such that
U(τk, pikyl)vyl = λk(yl)vyl , for each l = 1, 2, . . . . We define the vector function
x → f(x) such that f(y) = vyl if y = pi(τ)(yl), for some τ ∈ Bn. Then, f ∈ H
because
∫
X
|f(x)|2 dµ(x) = µ(X) <∞. It verifies that
(φkf)(x) = λk(x)f(x)
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Then, since f is non zero, the closed subspace K generated by f is a non zero
invariant subspace. Moreover, K is invariant by φ∗k for all k, because
(φ∗kf)(x) = U(τk, x)
∗f(pikx) = λk(x)f(x)
Thus, by corollary 3.5, K =
∫
XK
KxdµK(x). Where νK(x) = 1 for almost all
x ∈ XK.
If r = ν(x) > 1, there is wyl ∈ Hyl , linearly independent to vyl . Let K˜ =∫ ⊕
X Cwx dµ, where wx := wyl if x = pi(τ)(yl), for some τ ∈ Bn. K˜ is a closed
subspace of H such that K˜ ∩ K = 0 because K˜x ∩ Kx = 0 for almost all x ∈ X .
Therefore K 6= H which is a contradiction since the representation is irreducible.
Then ν(x) = 1. 
Proposition 6.6. Let ρ be an irreducible self-adjoint representations of Bn on a
vector space V of dimension m ≤ ∞. Let (pi,X, µ, ν, U) be a 5-tuple where µ is a
pi-ergodic invariant measure, ν(x) = m and U(τk, x) := ρ(τk) for almost all x ∈ X.
Then φ(pi,X,µ,ν,U) is an irreducible representation of Bn.
Proof. Let K be an invariant closed subspace of H :=
∫
X V dµ(x). As φ(pi,X,µ,ν,U) is
self-adjoint, by Corollary 3.5, K =
∫
XK
KxdµK(x), where XK ⊂ X , Kx is a subspace
of V and µK = µ|XK . Given y ∈ XK, we have to see that Ky is an invariant subspace
by ρ. Let v ∈ Ky be a non zero vector, let us see that for all k, 1 ≤ k ≤ n − 1,
ρ(τk)v ∈ Ky. For each k, let fk ∈ K defined by
fk(x) =
{
v if pikx = y
0 if pikx 6= y
Then, as K is invariant by φ, we have that
(φkfk)(x) = U(τk, pi
−1
k x)fk(pi
−1
k x) =
{
ρ(τk)v if pikpi
−1
k x = y
0 if pikpi
−1
k x 6= y
But (φkf)(x) ∈ Kx for almost all x since K is invariant. Hence, ρ(τk)v ∈ Ky as we
wanted. Therefore Kx is invariant for almost all x ∈ XK, then Kx = 0 or V because
ρ is irreducible. Now, let A = {x ∈ XK : Kx = 0} = {x ∈ X : νK(x) = 0} ⊆ X .
It is a measurable set because νK is measurable. Moreover, it is invariant by pi,
since νK is pi-invariant. As µ is pi-ergodic, µ(A) = 0 or µ(A) = 1. Then K = H or
K = 0. 
Remark 6.7. There are representations of Bn (n ≤ ∞), that are not completely
reducible.
We construct the following example using Theorem 2.10. LetX = {(x1, . . . , xn) :
xi = 0, 1}, pik acting on each x ∈ X by permutation of its coordinates xk and xk+1,
ν(x) = 2 and U(τk, x) = A for almost all x ∈ X and for all k, where A is the
following matrix
A =
(
1 1
0 1
)
The operator U(τk, pikx) satisfy the relations of the example 2.11. If f(x) ≡ (1, 0)
then the closed subspace K generated by f is invariant. Moreover, it is invariant
by φ∗k, then, by corollary 3.5, K =
∫
XK
KxdµK(x). But K has not invariant com-
plements. Indeed, suppose that there exits a closed subspace W ⊂ H, invariant by
{φk}, such that W ⊕K = H. We may suppose that W is orthogonal to K, in the
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contrary, we change W by W˜ = {w − PKw : w ∈ W}, where PK is the orthogonal
projection over K. Then W˜ is an orthogonal invariant complement of K.
Moreover W is invariant for φ∗k, then φk commute with PW , the orthogonal
projection overW . Therefore φ˜k := PWφkPW satisfy the hypothesis of the Theorem
3.2. Hence, W =
∫
XWxdµ(x), with Wx ⊂ Hx and Wx ⊕ Kx = Hx for almost all
x. Then dimWx = 1 for almost all x, since ν(x) = 2 and dimKx = 1. This is a
contradiction since A has a unique eigenspace of dimension 1.
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