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Abstract
The problem of detection time distribution concerns a quantum particle sur-
rounded by detectors and consists of computing the probability distribution of
where and when the particle will be detected. While the correct answer can be
obtained in principle by solving the Schro¨dinger equation of particle and detec-
tors together, a more practical answer should involve a simple rule representing
the behavior of idealized detectors. We have argued elsewhere [23] that the most
natural rule for this purpose is the “absorbing boundary rule,” based on the 1-
particle Schro¨dinger equation with a certain “absorbing” boundary condition, first
considered by Werner in 1987, at the ideal detecting surface. Here we develop a
relativistic variant of this rule using the Dirac equation and also a boundary con-
dition. We treat one or several detectable particles, in flat or curved space-time,
with stationary or moving detectors.
Key words: time of arrival, absorbing boundary condition in quantum mechanics,
non-Hermitian Hamiltonian, Dirac equation, time observable, detector, POVM.
1 Introduction
We consider a quantum particle at time t = 0 with wave function ψ0 in a region Ω ⊂ R3
of physical space, surrounded by detectors placed along the boundary ∂Ω, and ask for the
probability distribution µ of Z = (T,X), where T ≥ 0 is the time at which a detector
clicks, and X is the location on ∂Ω where the particle gets detected; if no detector
ever clicks, we write Z = ∞. As we have discussed in [23], quantum mechanics in
principle makes a prediction for µ, assuming that the wave function of all detectors were
exactly known and we could solve the Schro¨dinger equation for a macroscopic number
of particles. In practice, however, it is desirable to have a simple mathematical rule
for computing µ from ψ0 for an ideal detector. For comparison, consider the standard
rule that if we make a quantum measurement of position at time t on a particle with
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wave function ϕt then the outcome has |ϕt|2 distribution; also this rule is certainly
highly idealized and requires no detailed information about the nature or state of the
measurement apparatus. A particularly convincing rule for µ from ψ0 for ideal detectors
along a surface ∂Ω in the non-relativistic case is the absorbing boundary rule [23], based
on evolving ψ0 according to the Schro¨dinger equation with an “absorbing” boundary
condition (ABC) on ∂Ω first considered by Werner [26],
n(x) · ∇ψ(x) = iκψ(x) (1)
at all x ∈ ∂Ω, where n(x) is the outward unit normal vector on ∂Ω and κ > 0 a constant
(the detector’s wave number of sensitivity). The ABC entails that the probability current
across ∂Ω always points outward. The rule can be expressed by saying that Z = (T,X)
is the time and place where the random Bohmian trajectory starting out with the
|ψ0|2 distribution, and guided by a wave function evolving according to the Schro¨dinger
equation with ABC, hits ∂Ω. (We note that this trajectory is different from what it
would be in the absence of detectors.) Other rules for the detection time distribution
have been proposed in the literature; see, e.g., [15, 16, 17] for an overview.
In this paper, we describe a relativistic analog of the absorbing boundary rule using
the Dirac equation instead of the non-relativistic Schro¨dinger equation. A key element is
again a boundary condition on the detecting surface, an absorbing boundary condition
for the Dirac equation (ABCD). Like in the non-relativistic case, the Hamiltonian with
an ABCD is not self-adjoint and the time-evolution not unitary. That is because it is
part of the setup that, upon detection, the particle gets absorbed (or removed from
consideration); since |ψt(x)|2 d3x represents the probability that the particle is located
at time t in the volume d3x, we have that ‖ψt‖2 =
∫
Ω
d3x |ψt(x)|2 equals the probability
that the particle has not been detected up to time t. And again, the time and place
of detection can be expressed as the time and place where the Bohmian trajectory hits
the boundary. Among the family of suitable boundary conditions, there is one simplest
choice for every Lorentz frame (detector rest frame); we propose this choice as part of
the definition of ideal detector. We note that the absorbing boundary rule (in either
its non-relativistic or the present relativistic form) is inequivalent to the detection time
observables considered by Werner in [25].
While in the non-relativistic case, the boundary condition involves the parameter κ
(such that ~2κ2/2m represents the particle energy at which the detector is maximally
efficient), the condition proposed here (the “ideal” ABCD) does not involve such a
parameter, although it does involve two other parameters, representing the choice of the
detector rest frame, which do not show up in the non-relativistic case. In fact, the ideal
ABCD does not possess a non-relativistic limit. For this reason, we also consider another
family of absorbing boundary conditions for the Dirac equation that we call semi-ideal
ABCDs which do possess a non-relativistic limit, given by the boundary condition
σ · ∇φ(x) = iκn(x) · σ φ(x) , (2)
where φ is a C2-valued non-relativistic wave function governed by the Pauli equation,
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and σ = (σ1, σ2, σ3) are the three Pauli matrices. Also (2) is a non-relativistic absorbing
boundary condition, similar but not equivalent to (1).
We also describe in this paper variants of the ABCD rule for moving detectors, for
curved space-time, and for several detectable particles; similar extensions of the non-
relativistic rule to moving detectors and several particles are described in [24]. For a
discussion of another boundary condition for the Dirac equation that leads to a self-
adjoint Hamiltonian, see [14]; for a general discussion of boundary conditions for Dirac
operators, see [1]; for a discussion of detection time on a lattice, see [8]; an uncertainty
relation between detection time and energy in the non-relativistic case is derived in [9].
It is often assumed that only positive-energy states (i.e., wave functions from the
subspace of Hilbert space L2(R3,C4) associated with the positive half of the spectrum
of the free Dirac Hamiltonian) are physical. For our discussion we need to drop this
assumption, as the initial wave function ψ0 needs to be concentrated inside Ω, while
positive-energy states cannot be so concentrated but have nonzero tails over all of R3.
The remainder of this paper is organized as follows. In Section 2 we state and discuss
the proposed rule for the Dirac equation in flat space-time for ideal detectors at rest
relative to some fixed Lorentz frame. In Section 3, we provide a version of the rule for
curved space-time and moving ideal detectors. In Section 5, we discuss the case of several
particles. In Section 4, we discuss another model that we call semi-ideal detectors and
derive that its non-relativistic limit agrees with the non-relativistic absorbing boundary
rule based on (1).
2 Absorbing Boundary Rule for a Single Dirac Par-
ticle in Minkowski Space-Time
We begin with the simplest case, of a single particle in flat space-time and detectors
along a surface in 3-dimensional space that is at rest in some Lorentz frame, which we
take to be the rest frame of each detector in the continuous family of detectors placed
along ∂Ω.
2.1 Statement of the Proposed Rule
Let ψ : [0,∞)× Ω→ C4 be the unique solution of the Dirac equation
ic~γµ∂µψ = mc2ψ (3)
with initial condition
ψ(0,x) = ψ0(x) for all x ∈ Ω, (4)
and boundary condition
n(x) ·α ψ(t,x) = ψ(t,x) for all t > 0,x ∈ ∂Ω. (5)
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We call (5) an absorbing boundary condition for the Dirac equation (ABCD). As we
explain elsewhere [21], the Hille-Yosida theorem implies that this initial value-boundary
value problem (3)–(5) has a unique solution (in the appropriate sense) for every ψ0 ∈
L2(Ω,C4).
Let jµ be the 4-vector field usually called the probability current of ψ,
jµ = ψγµψ (6)
or, equivalently,
j = (j0, j) = (|ψ|2, ψ†αψ) . (7)
Suppose ‖ψ0‖2 =
∫
Ω
d3x |ψ0(x)|2 = 1, where |ψ|2 means
∑4
s=1 |ψs|2. Then, the proposed
rule asserts, the distribution µ of Z satisfies
µ
(
t1 ≤ T < t2,X ∈ B
)
=
t2∫
t1
dt
∫
B
d2x n(x) · jψt(x) (8)
=
t2∫
t1
dt
∫
B
d2x |ψt(x)|2 (9)
for any 0 ≤ t1 < t2 and any set B ⊆ ∂Ω. Note that the formulas (8) and (9) are
equivalent by virtue of the ABCD (5). Furthermore,
µ(Z =∞) = 1−
∞∫
0
dt
∫
∂Ω
d2x n(x) · jψt(x) . (10)
This completes the statement of the rule.
Equivalently, the rule can be expressed in terms of the Bohmian trajectory Xµ(s)
[3], i.e., the integral curve of jµ,
dXµ
ds
∝ jµ(X(s)) (11)
with arbitrary curve parameter s (which can, but does not have to, be taken to be
coordinate time t or proper time τ , the latter as long as the integral curve is timelike)
and initial point
X(0) =
(
0,X(0)
)
, (12)
where X(0) ∈ Ω is random with |ψ0|2 distribution. The Bohmian trajectory is guided
by ψ evolving according to (3) and (5). The space-time point Z = (T,X) of detection is
where the Bohmian trajectory hits [0,∞)× ∂Ω (and ends), and Z =∞ if the Bohmian
trajectory never hits the boundary.
Should the experiment be terminated at time t > 0 without any detection having
occurred, then the collapsed wave function, which becomes the initial wave function at
time t for any subsequent experiment, is ψt/‖ψt‖.
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2.2 Discussion
Here are some comments on the mathematics involved. The boundary condition (5)
means that the spinor ψ(t,x) ∈ C4 is an eigenvector of the matrix αn(x) = n(x) · α,
the Dirac alpha matrix associated with the normal direction, with eigenvalue +1. It is
known that, for every unit vector e ∈ R3, e·α has eigenvalues ±1, each with multiplicity
2. Thus, (5) constrains ψ(t,x) to lie in a particular 2-dimensional subspace of C4. It is
common [1] that boundary conditions on the Dirac equation are of this form, requiring
ψ at each boundary point to lie in a particular 2-dimensional subspace of 4-dimensional
spin space.
The ABCD (5) implies that the Bohmian particle, when it reaches the boundary,
moves at the speed of light in the outward direction normal to the boundary. So the
Bohmian particle can cross ∂Ω only outward.
Since it also follows from the ABCD (5) that n(x) · jψt(x) = |ψ(t,x)|2, the density
of µ relative to dt d2x is non-negative. Since the Dirac equation (3) implies that
∂µj
µ = 0 , (13)
we obtain by integrating (13) over Ω and t ∈ [0,∞) and applying the divergence theorem
that ∞∫
0
dt
∫
∂Ω
d2x n(x) · jψ(x, t) =
∫
Ω
d3x |ψ0(x)|2 − lim
t→∞
∫
Ω
d3x |ψ(x, t)|2 , (14)
so, using that ‖ψ0‖ = 1,
µ(Z =∞) = lim
t→∞
∫
Ω
d3x |ψ(x, t)|2 ≥ 0 . (15)
Thus, µ is a probability measure. It can also be expressed as
µ(·) = 〈ψ0|E(·)|ψ0〉 (16)
with the POVM E on [0,∞)× ∂Ω ∪ {∞} given by
E(dt× d2x) = W †t |x〉〈x|Wt dt d2x (17)
E({∞}) = lim
t→∞
W †tWt (18)
with Wt the time evolution operator on L
2(Ω,C4),
ψt = Wtψ0 , (19)
according to (3) and (5). As explained in detail in [21], the operators (Wt)t≥0 form a
semigroup, WsWt = Ws+t and W0 = I, and are in general not unitary but contractions,
‖Wtψ‖ ≤ ‖ψ‖. In fact, ‖Wtψ0‖2 = µ(T > t or Z = ∞). The time evolution is of
the form Wt = exp(−iHt/~), but the Hamiltonian H, defined by (3) and (5), is not
self-adjoint.
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3 Rule for Curved Space-Time and Moving Detec-
tors
The version formulated in this section is the natural generalization of the one in Section 2
to curved space-time and an arbitrary space-time shape of the detecting surface.
3.1 Setup
Let (M , g) be a Lorentzian manifold, suppose it is globally hyperbolic, and let S be a
vector bundle of Dirac spin spaces over (M , g) [18]. Thus, for every x ∈M , Sx is a 4-
dimensional complex vector space, the spin space at x, equipped with an indefinite inner
product φψ and Dirac matrices γµ; moreover, the bundle is equipped with a covariant
derivative ∇µ; the inner product and the Dirac matrices are parallel relative to ∇µ. With
any spacelike hypersurface Σ in M there is associated a Hilbert space HΣ = L2(Σ,S )
of cross-sections ψ : Σ→ S with the positive definite inner product
〈φ|ψ〉Σ =
∫
Σ
d3xφ(x) γµ(x)nΣµ (x)ψ(x) , (20)
where d3x is the volume of a hypersurface element defined by the Riemannian 3-metric
on Σ, and nΣµ (x) is the future-pointing unit normal vector to Σ at x. As usual, the norm
is ‖ψ‖2Σ = 〈ψ|ψ〉Σ. The Dirac equation in curved space-time reads
ic~γµ(x)∇µψ(x) = mc2ψ(x) (21)
and defines, for any two Cauchy hypersurfaces Σ,Σ′, a unitary isomorphismHΣ →HΣ′ .
The probability current 4-vector field is, in analogy to (6), given by
jµ = ψ γµ ψ (22)
and satisfies, by virtue of the Dirac equation (21), the continuity equation
∇µjµ = 0 (23)
analogous to (13).
Now let Σ0 be a spacelike hypersurface in M , and let S be a subset of the future of
Σ0 with (piecewise smooth) boundary ∂S, see Figure 1. The detectors are placed along
∂˜S = ∂S \ Σ0. We are given an initial 1-particle wave function ψ0, which is a cross-
section of S defined on Σ0 ∩ ∂S, and the rule defines, in terms of ψ0, the probability
distribution of Z ∈ ∂˜S ∪{∞}, where Z is either the space-time point of detection or ∞
if the particle is never detected.
Note that this setup includes, also in flat space-time, the possibility of a moving
detecting surface, as opposed to the resting detecting surface (of the form [0,∞)×∂Ω in
some Lorentz frame) considered in Section 2. This possibility can be thought of either
6
Σ0
S
Figure 1: Example of a space-time region S in the future of a spacelike hypersurface Σ0,
shown here in 1+1 dimensions. This example happens to have finite volume, although
S is not required to.
as moving detectors or as detectors that get switched on at a certain time; the latter
scenario makes it clear that the detecting surface can very well have spacelike regions.
The detecting surface ∂˜S can be subdivided into the region ∂tiS where it is timelike, the
region ∂pspS where it is spacelike or null and lies in the past of S, and the region ∂fspS
where it is spacelike or null and lies in the future of S; see Firgure 2. The particle may
be detected in ∂tiS or ∂fspS, but it cannot reach ∂pspS along a timelike curve from its
starting region Σ0 ∩ ∂S. (There may be parts of ∂tiS and ∂fspS that cannot be reached
either.)
0Σ
S
Figure 2: Parts of the boundary of S. Thick curves: ∂tiS; dashed: ∂fspS; dotted: ∂pspS.
Lightlike directions are drawn at 45◦. The dash–dotted line (which is at 45◦) means
that ψ vanishes to the right of it because ψ cannot reach that region within S from Σ0
propagating no faster than light (assuming that ψ vanishes on ∂pspS).
3.2 Detector Frame
As mentioned already, the rule requires that we specify the rest frame of every detector
in ∂tiS. This will be encoded in a future-pointing timelike unit vector field u
µ defined
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on and tangent to ∂tiS. Note that there are two degrees of freedom for the choice of u
µ
for every x ∈ ∂tiS, as the tangent space Tx∂S is 3-dimensional and the future-pointing
timelike unit vectors in there form a 2-dimensional set.
To get an understanding of why the choice of a vector uµ is necessary, let us consider
the setting of Section 2, in which there is a Lorentz frame in which the set Ω is time
independent. Specifically, consider Ω = {x1 < 0} ⊂ R3, so the detecting surface is
plane ∂Ω = {x1 = 0}, corresponding to the timelike hyperplane {x1 = 0} in space-time.
Apart from the Lorentz frame Λ in which Equations (3)–(5) hold, let us consider another
Lorentz frame Λˆ with coordinates xˆµ, arising from Λ by a boost in the x2 direction,
xˆ0 = x0 cosh ξ + x2 sinh ξ xˆ1 = x1
xˆ2 = x0 sinh ξ + x2 cosh ξ xˆ3 = x3 . (24)
Since the space-time set {x1 < 0} is the same as {xˆ1 < 0}, the timelike hyperplane where
the detectors are located, {xˆ1 = 0}, looks static also in the xˆ coordinates. However,
the boundary condition (5), which holds in the Λ coordinates, does not hold in the Λˆ
coordinates. This can be seen, e.g., from the Bohmian trajectories: While (5) entails
that everywhere on the boundary (x1 = 0), the coordinate velocity v defined by
vi =
dX i
dX0
, i = 1, 2, 3, (25)
is pointing in the x1 direction,
v = (1, 0, 0) , (26)
the coordinate velocity in Λˆ must be
vˆ =
(
1
cosh ξ
, tanh ξ, 0
)
(27)
(as can be seen easily by transforming the lightlike wordline X(s) = (s, s, 0, 0) to Xˆ(s) =
(s cosh ξ, s, s sinh ξ, 0)). Since vˆ does not point in the xˆ1 direction, (5) cannot hold in Λˆ.
That is why we need to specify the Lorentz frame in which (5) holds or, equivalently, in
which the coordinate velocity on the boundary is perpendicular to the boundary.
So let a future-timelike tangent vector field uµ on ∂tiS be given.
3.3 Statement of the Rule
Let ψ be the cross-section of S defined on S that is the unique solution of the Dirac
equation (21) with the initial condition
ψ(x) = ψ0(x) for all x ∈ Σ0 ∩ ∂S , (28)
the boundary condition
n∂Sµ (x) γ
µ(x)ψ(x) = uµ(x) γ
µ(x)ψ(x) for all x ∈ ∂tiS, (29)
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where n∂S(x) is the (spacelike) unit normal vector to ∂S at x ∈ ∂tiS, and the further
condition
ψ(x) = 0 for all x ∈ ∂pspS . (30)
The last condition plays mathematically the role of a further part of the initial condition;
for our purposes it states that the detecting surface does not emit particles, so the one
particle we consider has to start in the region Σ0 ∩ ∂S, not in ∂pspS. As a shorthand for
(29), we also write
n/ψ = u/ψ on ∂tiS, (31)
where n is for n∂S, and the slash / denotes the contraction with γµ.
Let Z be the space-time point on ∂S where the particle gets detected, if it gets
detected, and Z = ∞ it the particle never gets detected. We take for granted that ψ0
vanishes outside ∂S and ‖ψ0‖Σ0 = 1 and assume for simplicity that the lightlike portion
of ∂fspS has dimension < 3 (see Remarks 1 and 6 below for a formulation that does not
require this assumption).
Our rule asserts that Z has probability density
n∂Sµ j
µ = ψ n/ ψ (32)
on ∂˜S relative to the volume measure on ∂˜S defined by the 3-metric on ∂˜S. That is,
the distribution µ of Z is given by
µ(Z ∈ d3x) = ψ(x)n/(x)ψ(x) d3x (33)
µ(Z =∞) = 1−
∫
∂˜S
d3xψ(x)n/(x)ψ(x) . (34)
This completes the statement of the rule. Its relativistic invariance is manifest.
3.4 Remarks
1. Equivalently, the rule can be expressed in terms of the Bohmian trajectory Xµ(s),
guided by ψ evolving according to (21), (29), and (30), and starting at a ran-
dom point in Σ0 ∩ ∂S with probability density given by |ψ0|2 (i.e., by ψ0 n/ Σ0 ψ0).
Namely, Z is the random point at which the Bohmian trajectory hits ∂˜S if it
hits ∂˜S, and Z = ∞ otherwise. This formulation also applies when the lightlike
portion of ∂fspS has dimension 3, a case in which (33) does not apply because
d3x = 0.
2. It seems very plausible that the Dirac equation (21) on S together with initial
and boundary conditions (28)–(30) possesses a unique solution for every ψ0 ∈
L2(Σ0 ∩ ∂S,S ); it would be of interest to have a rigorous proof. It then follows
from (23) that for every spacelike hypersurface Σ in the future of Σ0, the restriction
ψΣ of ψ to Σ is an element of L
2(Σ∩S,S ) whose norm squared ‖ψΣ‖2Σ equals the
probability that either Z = ∞ or Z lies in the future of Σ. The time evolution
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operator WΣ2Σ1 defined for Σ2 in the future of Σ1 (in the future of Σ0, where the
“future of Σ” includes Σ itself) by ψΣ2 = W
Σ2
Σ1
ψΣ1 is a contraction HΣ1 →HΣ2 .
3. External field. In the presence of an external electromagnetic field, the ∇µ in the
Dirac equation (21) must be replaced by ∇µ + i ecAµ(x), where e is the particle’s
charge. The boundary condition does not change.
4. Let us take a closer look at the boundary condition (29). For every x ∈ ∂tiS,
there is a local Lorentz frame (i.e., an orthonormal basis of TxM ) for which u =
(1, 0, 0, 0) and n = (0, 1, 0, 0); that is because uµnµ = 0 as a consequence of the
fact that u is tangent to ∂S and n is normal to it. In this frame, the boundary
condition becomes γ1ψ = γ0ψ or, what is equivalent by virtue of the relation
α1 = (γ
0)−1γ1,
α1ψ = ψ , (35)
which is the ABCD (5) considered in Section 2. It follows that the system of
equations (3)–(5) in Section 2 is a special case of the system (21), (28)–(30) in this
section.
5. Subbundle. It also follows that the ABCD n/ψ = u/ψ is equivalent to requiring that
ψ(x) ∈ Lx (36)
for all x ∈ ∂tiS, where Lx is a subspace (of complex dimension 2) of the spin
space Sx, namely the eigenspace with eigenvalue +1 of the matrix α1 in the local
Lorentz frame with u = (1, 0, 0, 0) and n = (0, 1, 0, 0). Put differently, Lx is the
kernel (nullspace) of the operator n/ − u/ : Sx → Sx. Together, the Lx form a
rank-2 subbundle L of S over ∂tiS.
6. Differential forms. The distribution of Z over ∂˜S can also be expressed as a
differential 3-form ω on ∂˜S. Two advantages of the formalism of differential forms
in this context are its independence of any additional structure of space-time
such as a Lorentzian metric or Galilean structure and, relatedly, that it has no
difficulties with lightlike surfaces in Lorentzian manifolds, for which the concept
of 3-volume becomes degenerate.
To say that ω expresses the probability distribution µ of Z means that
µ(Z ∈ B) =
∫
B
ω (37)
for any subset B ⊆ ∂˜S (assumed to have outward orientation). In our case, the
differential form ω is given by
ωλµν = j
σεσλµν (38)
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or ω = ιjε, where ε is the 4-form that represents space-time volume (given by the
Levi-Civita symbol in any Galilean/Lorentzian frame, or ε = dt∧dx1∧dx2∧dx3),
and ιj means inserting the 4-vector field j into the first slot of a differential form.
Equation (37) with (38) is a reformulation of (33) that remains valid when the
lightlike portion of ∂fspS has dimension 3.
In the non-relativistic (Galilean) case [24], with Σ0 a t = const. hypersurface and
possibly moving detectors, (37) and (38) are still valid with j = (|ψ|2, jψ) and
jψ = (~/m)Im(ψ∗∇ψ); that is, (37) agrees with Equation (13) of [24].
In general, for Bohm-like world lines that are integral curves of a current 4-vector
field j, the integral
∫
B
ω with ω as in (38) and B an oriented piece of hypersur-
face has the following meaning [22]. The integral equals the expected number of
signed crossings of the random world line through B, where a crossing against the
orientation of B is counted negative. In the present case, if B is any piece of ∂˜S,
the particle world line can cross B only outward and at most once, so
∫
B
ω equals
the probability of crossing B, in agreement with (37).
7. We now verify that µ as defined in (33) and (34) is a probability measure. Since
µ(∂˜S∪{∞}) = 1 by construction, it only remains to verify that µ is non-negative.
The density of µ relative to d3x, ψ n/ψ, is non-negative because it is equal, by
virtue of n/ ψ = u/ ψ, to ψ u/ψ, and this is equal to |ψ|2 in any Lorentz frame with
u = (1, 0, 0, 0).
We now show that µ({∞}) ≥ 0, or, equivalently, µ(∂˜S) ≤ 1. Consider first the
case that S is compact (as in Figure 1). We integrate the equation ∇µjµ = 0 over
S. The divergence theorem in Lorentzian manifolds yields that∫
S
d4x∇µjµ =
∫
∂S
d3xn∂Sµ j
µ (39)
with outward orientation (in deviation from our previous convention that n∂S
points to the future on spacelike parts of ∂S).1 The left-hand side vanishes, and
the right-hand side equals (paying attention to the orientation)
− ‖ψ0‖2 +
∫
∂˜S
d3xn∂Sµ j
µ . (40)
Since j vanishes on ∂pspS by (30), we obtain that∫
∂tiS∪∂fspS
d3xn∂Sµ j
µ = 1 . (41)
1Equivalently, this step can be expressed (and may be more transparent) in terms of differential
forms, noting that (∇µjµ)ε = dω with d the exterior derivative (because ∇ρεσλµν = 0). The left-hand
side of (39) equals
∫
S
dω, which by Stokes’ theorem for differential forms equals
∫
∂S
ω, which equals
the right-hand side of (39).
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Since now all remaining spacelike portions are future boundaries of S, the out-
ward orientation agrees with the future orientation, so we can return to our pre-
vious convention of taking n∂S future-pointing when timelike (or lightlike), and
the derivation of µ(∂˜S) ≤ 1 is complete. Its version with differential forms also
applies when the lightlike parts of ∂S have dimension 3.
Now suppose that S is not compact; for example, we may think of Minkowski
space-time with Ω a 3-dimensional half space in some Lorentz frame. Then the
previous reasoning still applies if we interpret ∂S as including “boundaries at
infinity,” such as parts of I +. (Alternatively, we may consider a limit in which a
sequence of compact S’s approaches the desired non-compact S.) Since we defined
∂tiS ∪ ∂fspS to contain only finite space-time points, not ideal points at infinity,
some parts of the full future boundary are missing in (41), with the consequence
that “= 1” must be replaced by “≤ 1” in (41).
8. POVM. As in the flat case, the distribution of Z is given by a POVM E(·) on ∂˜S
acting on HΣ0 ,
µ(·) = 〈ψ0|E(·)|ψ0〉 . (42)
A perhaps useful explicit specification of this POVM can be given in terms of
the operators Jti and Jfsp that map ψ0 to the restriction of ψ to ∂tiS and ∂fspS,
respectively. Although ∂tiS is not spacelike, it is naturally associated with a Hilbert
space Hti = H∂tiS,u (= “L
2(∂tiS,L )”), consisting of cross-sections φ : ∂tiS → L
(with L as defined in Remark 5) and equipped with the inner product
〈φ|χ〉∂tiS =
∫
∂tiS
d3xφ(x)n/(x)χ(x) . (43)
While this inner product would not be positive definite for cross-section of S , it
is for cross-sections of L because for them n/χ = u/χ, and χu/χ ≥ 0 as pointed
out already at the beginning of Remark 7. Both Hti and Hfsp = H∂fspS, being
spaces of functions, are equipped with natural PVMs Pti and Pfsp, where P#(B)
is the multiplication with the characteristic function of B. Both Jti : HΣ0 → Hti
and Jfsp :HΣ0 →Hfsp are contractions, so J := Jti ⊕ Jfsp is a contraction HΣ0 →
Hti ⊕Hfsp. We find that
E(B) = J∗
[
Pti(B ∩ ∂tiS)⊕ Pfsp(B ∩ ∂fspS)
]
J (44)
for B ⊆ ∂tiS ∪ ∂fspS, and we can see that this is a positive operator. Since E
vanishes on ∂pspS, it only remains to specify E({∞}), which is
E({∞}) = I − J∗J . (45)
9. Conditional Distribution. Given that no detection has occurred between Σ0 and
another spacelike hypersurface Σ1 in the future of Σ0, the conditional distribution
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of the detection space-time point Z is 〈ψ˜1|E1(·)|ψ˜1〉Σ1 , where ψ˜1 = ψ1/‖ψ1‖ with
ψ1 = W
Σ1
Σ0
ψ0, and E1(·) is the POVM constructed from Σ1 and S ∩ future(Σ1) in
the same way as E(·) is constructed from Σ0 and S. This follows from two facts:
First, that the conditional distribution of a random variable Z in a probability
space (X,µ), given that Z ∈ C ⊂ X, is µ(Z ∈ B|Z ∈ C) = µ(B ∩ C)/µ(C). And
second, that ψ0 and ψ1 actually lead to the same wave function ψ, up to a global
factor ‖ψ1‖, on S ∩ future(Σ1).
4 Semi-Ideal Detectors
The Dirac equation with the ideal ABCD (5) or, more generally, (29), does not possess
a non-relativistic limit, as is obvious already from the fact that the ideal ABCD forces
the particle to cross the detecting surface ∂Ω at the speed of light. However, (5) is
not the only absorbing boundary condition for the Dirac equation, and another type
of these conditions, which we call the semi-ideal ABCDs, do possess a non-relativistic
limit. They are of the form (
n(x) ·α+ θβ)ψ = √1 + θ2 ψ (46)
with θ ∈ R a constant, or, in a more general formulation that also applies to curved
space-time and moving detectors,
(n/+ θ)ψ =
√
1 + θ2 u/ψ . (47)
Obviously, the ideal ABCD (5) or (29) is included for θ = 0.
4.1 Discussion of the Semi-Ideal ABCD
It is well known that the eigenvalues of the matrix v ·α+ θβ (for arbitrary v ∈ R3 and
θ ∈ R) are ±√|v|2 + θ2, each with multiplicity two. This is often formulated as the fact
that the free Dirac Hamiltonian in Fourier form, which is multiplication by the matrix
H(k) = c~k ·α+mc2β , (48)
has eigenvalues
E(k) = ±
√
c2~2|k|2 +m2c4 , (49)
each with multiplicity two. In our case with v = n(x), we obtain that n(x) · α + θβ
has eigenvalues ±√1 + θ2, and the ABCD (46) amounts to saying that ψ(x) for x ∈ ∂Ω
has to lie in the 2-dimensional eigenspace Lx with the positive eigenvalue.
In order to show that (46) implies that the current points outward at every point of
the boundary ∂Ω, we use the Dirac basis in spin space (a.k.a. standard representation),
in which
γ0 = β =
(
I2 0
0 −I2
)
, γi = γ0αi =
(
0 σi
−σi 0
)
, αi =
(
0 σi
σi 0
)
(50)
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with I2 the 2× 2 identity matrix, and write
ψ =
(
ψ1
ψ2
)
(51)
with 2-spinors ψ1, ψ2. We obtain that, at any x ∈ ∂Ω,
n · j = ψ†(n ·α)ψ (52)
= ψ†(−θβ +
√
1 + θ2)ψ (53)
=
(√
1 + θ2 − θ
)
ψ†1ψ1 +
(√
1 + θ2 + θ
)
ψ†2ψ2 ≥ 0 (54)
since
√
1 + θ2 ≥ |θ|. This is what we claimed.
We note further that the current j is, in fact, everywhere orthogonal to the boundary.
To see this, one can derive that eigenvectors ψ of n · α + θβ with eigenvalue √1 + θ2
satisfy
ψ2 =
(√
1 + θ2 − θ
)
(n · σ)ψ1 . (55)
Thus, for any vector v orthogonal to n,
v · j = ψ†(v ·α)ψ (56)
= ψ†1(v · σ)ψ2 + ψ†2(v · σ)ψ1 (57)
=
(√
1 + θ2 − θ
)
ψ†1
[
(v · σ)(n · σ) + (n · σ)(v · σ)
]
ψ1 (58)
= 0 (59)
because, as is well known,
(a · σ)(b · σ) = (a · b)I2 + i(a× b) · σ (60)
for any a, b ∈ R3 and × the cross product in R3.
Also with the semi-ideal ABCD (46), the Dirac Hamiltonian generates, for a time-
independent region Ω, a contraction semigroup Wt = e
−iHt/~ with non-self-adjoint H
[21].
4.2 Non-Relativistic Limit
In the non-relativistic limit c→∞ of the Dirac equation, one considers wave functions
superposed of energy eigenstates with energies infinitesimally above mc2. Such wave
functions obey, in the Dirac basis again, [10]
ψ2 ≈ − i~
2mc
σ · ∇ψ1 , (61)
so in particular (since c is large) ψ2  ψ1. In the limit, the 2-spinor wave function
φ = ψ1 (62)
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satisfies the Pauli equation, which coincides with the usual Schro¨dinger equation in the
absence of external fields. The current has j0 = |φ|2 and spacelike components [4, p. 216]
j =
~
m
Im[φ†∇φ] + ~
2m
∇× [φ†σφ] , (63)
or, equivalently,
j = −i ~
2m
[
φ†σ(σ · ∇)φ− (σ · ∇φ)†σφ
]
. (64)
The semi-ideal ABCD (46), or equivalently (55), becomes, if we express ψ2 using (61)
and write φ for ψ1, the non-relativistic ABC (2), which we repeat here for convenience:
σ · ∇φ(x) = iκn(x) · σ φ(x) , (65)
with
κ =
2mc
~
(√
1 + θ2 − θ
)
. (66)
Since the inverse relation to (66) is
θ =
r−1 − r
2
with r =
~κ
2mc
, (67)
a non-relativistic limit of the ABCD (46) exists if we let θ → ∞ as c → ∞ in such a
way that 0 < lim(θ/c) <∞; then,
lim
θ
c
=
m
~κ
. (68)
We note that also (65) leads to an outward-pointing current, as inserting it into (64),
contracting with n, and using (n · σ)2 = I2 yields
n · j = ~κ
m
φ†φ ≥ 0 . (69)
We note further that also (65) leads to a contraction semigroup.
5 Rule for Several Particles
In this section, we outline the combination of the version of the absorbing boundary rule
developed here for the Dirac equation with that developed in [24] for n > 1 particles.
For simplicity, we suppose that all particles have the same detecting surface ∂˜S. For
now, we also suppose that they do not interact (and will make a remark about the
interacting case later).
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5.1 Statement of the Rule
Let F be any spacelike foliation of the space-time (M , g) containing the initial hyper-
surface Σ0, and choose a coordinate system in which {x0 = const.} are the leaves of
F , which we will denote Σt with t = x0,and the initial hypersurface is {x0 = 0}. For
t ≥ 0, the wave function ψt(x1, . . . , xn) ∈ Sx1⊗· · ·⊗Sxn is defined on the set (Σt∩S)n.
Note that the union ∪t≥0(Σt ∩ S)n forms the set C ⊂ Sn of configurations that are
simultaneous relative to F , and all ψt together define a function ψ on C .
The Dirac equation for a single particle naturally defines a time evolution for the n-
particle wave function ψ, which can be formulated as follows. Consider the n multi-time
Dirac equations [2, 19]
ic~γµj (xj)∇jµφ(x1, . . . , xn) = mjc2φ(x1, . . . , xn) (70)
for j = 1, . . . , n and functions φ on Sn with φ(x1, . . . , xn) ∈ Sx1 ⊗ · · · ⊗ Sxn , where
γµj (xj) acts on Sxj and ∇jµ denotes the (covariant) derivative relative to xµj . They are
supplemented by the boundary conditions
n/(xj)φ(x1, . . . , xn) = u/(xj)φ(x1, . . . , xn) when xj ∈ ∂tiS (71)
and quasi-initial conditions
φ(x1, . . . , xn) = 0 when xj ∈ ∂pspS . (72)
As explained in [19], multi-time equations on Sn define a time evolution on the set C
of simultaneous configurations; this is the time evolution of ψ. (We will come back
to φ later.) That is, ψ satisfies (70)-summed-over-j, (71), and (72), and is uniquely
determined by these equations from initial data ψ0 on (Σ0 ∩S)n. As before, we take for
granted that ‖ψ0‖ = 1.
Let T 1 be the first time (according to F ) at which a particle is registered by a
detector, Z1 ∈ ΣT 1∩∂˜S the space-time point where it got registered, and I1 ∈ {1, . . . , n}
the label of the registered particle. Our proposed rule asserts, in analogy to that in [24],
that their joint probability distribution is
Prob
(
I1 = j, Z1 ∈ d3xj
)
= d3xj
∫
(Σ
x0
j
∩S)n−1
d3x1 · · · d̂3xj · · · d3xn ψ n/(xj)ψ (73)
where d3xj is a hypersurface element of ∂˜S and the hat ̂ denotes omission. In the
event of a detection of particle j at time t, the wave function collapses according to
ψ′t(x1, . . . , xn) = N ψt(x1, . . . , xj−1, Z
1, xj+1, . . . , xn) δ
3(xj − Z1) (74)
with N a normalization factor and δ3 the 3-dimensional Dirac delta function (relative
to the 3-metric on Σt). If we remove particle j from consideration after detection, we
may equivalently proceed with the following collapsed wave function of n− 1 particles:
ψ′t(x1, . . . , x̂j, . . . , xn) = N ψt(x1, . . . , xj−1, Z
1, xj+1, . . . , xn) . (75)
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Now proceed in the time evolution along F as above but with n − 1 particles and
starting out on Σt with ψ
′
t. Note that ψ
′, while it has only n− 1 space-time arguments,
still has n spin indices, i.e., 4n components, or values in Sx1 ⊗ · · · ⊗Sxn including Sxj .
However, since the future time evolution does not act on Sxj , the equations given above
still equally apply, even if ψ′ carries a further index. This completes the statement of
the rule.
Sorting the detection events by particle label, we write Zj (with lower index, where
our use of upper and lower indices is unrelated to that in relativity for contravariant
and covariant components of a 4-vector, as this index does not label space-time com-
ponents) for Zk if Ik = j (and Zj = ∞ if all Ik 6= j); that is, Zj is the space-time
point where particle j was detected. The outcome of the experiment is thus the n-
tuple (Z1, . . . , Zn) ∈ (∂˜S ∪ {∞})n. Importantly, as we will show below, its probability
distribution is independent of the choice of the foliation F .
5.2 Discussion
We begin with the brief remark that the Bohmian trajectories that occur in this scenario
are those for which F is the preferred foliation of space-time (“time foliation”): First,
already the Bohmian motion of a free n-particle system depends on F [11], and second,
the collapses must be taken instantaneous relative to F because they represent the
decoherence due to the entanglement with the detectors, which the Bohmian particles
at spacelike separation from a detection event Zj will feel instantaneously relative to F .
Note that the trajectories depend on F while the distribution of the Zj does not.
Now let us leave aside the Bohmian trajectories and turn to the multi-time wave
function φ. As discussed in [2, 19], the multi-time equations (70), here with (71) and
(72), actually possess a unique solution φ on Sn. While multi-time equations can be
inconsistent, the equations here are easily seen to be consistent because of the absence
of interaction; and while multi-time wave functions are usually defined only on space-
like configurations, in this case it is defined on all of Sn, again because of absence of
interaction. If desired, the solution can be expressed in coordinates as
φ(x1, . . . , xn) = (W
Σ
x01
Σ0
⊗ · · · ⊗WΣx0nΣ0 ψ0)(x1, . . . ,xn) . (76)
However, both the equations (70)–(72) and the solution φ are independent of any choice
of coordinates or foliation. We note that the ψt of Section 5.1 is just the restriction
of φ to Σnt , and that the post-collapse wave function ψ
′ of n − 1 particles, evolved to
later times from its initial value given in (75), is also a restriction of φ, except for the
normalization factor N . Namely, plug Z1 into xj and let the other xk lie in the future
of Σt. It follows from (73) that
Prob
(
Z1 ∈ d3x1, . . . , Zn ∈ d3xn
)
= φ n/(x1) · · ·n/(xn) φ d3x1 · · · d3xn (77)
with φ = φ(x1, . . . , xn). That is, the use of multi-time wave functions allows us to
compute the probability distribution in a direct way without recourse to collapse.
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From here, it also follows easily that the joint distribution of Z1, . . . , Zn is given by
a POVM En(·) on (∂˜S ∪ {∞})n acting on H ⊗nΣ0 ,
Prob
(
(Z1, . . . , Zn) ∈ B
)
= 〈ψ0|En(B)|ψ0〉 , (78)
where En(·) is the product POVM on n copies of the 1-particle POVM E(·) introduced
in Remark 8 in Section 3.4 (and in (17), (18) for the flat and stationary case). The
defining property of a product POVM is
En(B1 × · · · ×Bn) = E(B1)⊗ · · · ⊗ E(Bn) . (79)
(The existence and uniqueness of the product POVM follows from Corollary 7 in Sec-
tion 4.4 of [12].) Note that while En is a product measure, the probability distribution
(78) is not unless ψ0 is a product function; in other words, Z1, . . . , Zn are not indepen-
dent unless the n particles are disentangled.
We now turn to the case with interaction. It is not easy to write down an explicit
example of such a dynamics because because instantaneous interaction by means of po-
tentials would break the relativistic invariance, so the interaction should be implemented
by the creation and annihilation of other particles, which lies beyond the scope of this
paper. However, we make a few remarks on what we expect to happen in this case.
While the joint distribution of Z1, . . . , Zn will still be given by a POVM En(·) as in (78),
the POVM will no longer be of product form (79). While a multi-time wave function is
still well defined [20], it is no longer of the form (76), and it is defined only on spacelike
configurations. As a consequence, (77) will be valid only when the xj are mutually
spacelike (while n(xj) may be either spacelike or timelike). When xj and xk are timelike
separated, then also the calculation with φ needs to take collapses into account. The
formulation of the rule given in Section 5.1 in terms of a single-time wave function ψt
is still correct, except that its time evolution is different from the non-interacting one
expressed by (70). For setting up a model with interaction, it makes a difference whether
detected particles get absorbed or are allowed to further interact with the undetected
particles; also, whether the particles emitted by the n Dirac particles get detected (or
absorbed, reflected, or transmitted) on ∂˜S. It would be of interest to study such a
model.
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