Abstract
Introduction
Consider a linear system:
Ax b 
Where n n A R   is nonsingular. Instead of solving system (1) by a direct method, e.g., by Gaussian elimination, in many cases it may be advantageous to use an iterative method of solution. This is particularly true when the dimension n of system (1) is very large. This paper provides some classical iterative methods.
The general scheme of what is known as the first order iteration process consists of successively computing the terms of the sequence:
Where the initial guess 0 n x R  is specified arbitrarily [1] . The matrix B is known as the iteration matrix. Clearly, if the sequence k x converges, i.e., if there is a limit: lim
x is the solution of system (1).
Iterative method (2) is first order because the next iterate In section 2, Richardson iteration method and convergence analysis are demonstrated, and HSS iteration method and convergence analysis are developed in Section 3. Optimal convergence speeds of Richardson and HSS iteration are studied in Section 4 for symmetric positive definite matrix. Section 5 gives some numerical example generated randomly. Section 6 concludes the paper.
We now describe our notation. All vectors will be column vectors. 
Richardson Iteration for Symmetric Positive Definite Matrix
Richardson iteration was proposed by Lewis Richardson [3] . It is similar to the Jacobi and Gauss-Seidel method.
By recasting system (1) as follows:
The Richardson iteration is:
In doing so, the new system will be equivalent to the original one for any value of the parameter 0   . System (3) is a particular case of (2) In order to prove convergence of Richardson iteration, we first give following lemma.
Lemma 2.1 Let
1. If the parameter  satisfies the inequalities opt min opt min opt max opt max
Which yields: 
Moreover, when ρ( )  achieves its minimal value max min opt opt max min
iteration has the best performance of convergence in theory.
HSS Iteration for Generalized Positive Definite Matrix
For system of linear equations with generalized positive definite matrix 
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Hermitian/skew-Hermitian splitting (HSS, [4] [5] ). HSS iteration method of system (1) as follows:
Where 
2) The ρ( )  achieves its minimal value max min opt opt max min
Consequently, the minimum value of 
, and bold polygonal line
From Figure 3 , for any 0   , then:
Following we apply the above lemmas to obtain the convergence of HSS iteration. 
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Moreover, when ρ( )  achieves its minimal value max min opt opt max min
Remark. In HSS iteration, if A is symmetric positive definite (SPD), then:
Compared with Richardson iteration, HSS iteration reduces the requirement of symmetry. So absolute value equations [7] , saddle point problem [8] are also solved by HSS iterative method.
Optimal Convergence Speed of Richardson and HSS Iteration
For symmetric positive definite matrix, the optimal convergence speed of Richardson and HSS iteration are contrasted in this section. 
Computational Results
In order to illustrate the performance of Richardson iteration and HSS iteration method, we solve linear systems with symmetric positive definite matrix generated randomly. Where the data (A, b) are generated by the Matlab scripts: rand('state',0);R=rand(n,n);A=R'*R+n*eye(n);b=A*ones(n,1);
is the unique solution. We set the random-number generator to the state of 0 so that the same data can be regenerated. Let Simulations were carried out to compare the performance of the Richardson iteration, HSS iteration, and Gauss-Seidel iteration. Spectral radius (ρ), iterations (k), and elapsed time (t) of three iteration methods are listed in Table 1 for different dimension n. We can see that Gauss-Seidel iteration method is poor, while HSS iteration method is the best. 
Conclusion
We have demonstrated two iterative methods, Richardson iteration and HSS iteration. Theoretical analyses and computational results show that the HSS iteration method has the advantages of fast convergence speed, high computation efficiency, and without requirement of symmetry. Future works will also focus on studying the applications of HSS iteration on saddle point problems [9] , continuous Sylvester equations [10] , and choices of parameters in iteration method [11] [12] .
