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Abstract
In this note we give a connection between the truncated complex moment problem and the sub-
normal completion problem for the unilateral weighted shifts.
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1. Introduction
Given a closed subset K ⊆ C and a doubly indexed finite sequence of complex numbers
γ : γ00, γ01, γ10, γ02, γ11, γ20, . . . , γ0,2n, γ1,2n−1, . . . , γ2n−1,1, γ2n,0, (1)
with γ00 > 0 and γji = γ¯ij , the truncated K-moment problem entails finding a positive
Borel measure μ such that
γij =
∫
z¯izj dμ (0 i + j  2n) and suppμ ⊂ K; (2)
γ is called a truncated moment sequence (of order 2n) and μ is called a representing
measure for γ (cf. [2,3,5]).
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S.H. Lee / J. Math. Anal. Appl. 320 (2006) 396–402 397For n 1, let m ≡ m(n) := (n + 1)(n + 2)/2. For A ∈ Mm(C) (the set of m × m com-
plex matrices), we denote the successive rows and columns according to the following
lexicographic-functional ordering:
1,Z, Z¯,Z2, Z¯Z, Z¯2,Z3, Z¯Z2, Z¯2Z, Z¯3, . . . ,Zn, . . . , Z¯n.
Given the truncated moment sequence γ in (1) and 0 i, j  n, we define the (i + 1)×
(j + 1) matrix M[i, j ] whose entries are the moments of order i + j :
M[i, j ] :=
⎛
⎜⎜⎝
γi,j γi+1,j−1 · · · γi+j,0
γi−1,j+1 γi,j · · · γi+j−1,1
...
...
. . .
...
γ0,i+j γ1,i+j−1 · · · γj,i
⎞
⎟⎟⎠ , (3)
where we note that M[i, j ] has the Toeplitz-like property of being constant on each di-
agonal; in particular, M[i, i] is a self-adjoint Toeplitz matrix. We now define the moment
matrix M(n) ≡ M(n)(γ ) via the block decomposition M(n) := (M[i, j ])0i,jn. For ex-
ample, if n = 1, the quadratic moment problem for
γ : γ00, γ01, γ10, γ02, γ11, γ20
corresponds to
M(1) =
(
M[0,0] M[0,1]
M[1,0] M[1,1]
)
=
(
γ00 γ01 γ10
γ10 γ11 γ20
γ01 γ02 γ11
)
(4)
and if n = 2, the quartic moment problem for
γ : γ00, γ01, γ10, γ02, γ11, γ20, γ03, γ12, γ21, γ30, γ04, γ13, γ22, γ31, γ40
corresponds to
M(2) =
(
M[0,0] M[0,1] M[0,2]
M[1,0] M[1,1] M[1,2]
M[2,0] M[2,1] M[2,2]
)
=
⎛
⎜⎜⎜⎜⎜⎝
γ00 γ01 γ10 γ02 γ11 γ20
γ10 γ11 γ20 γ12 γ21 γ30
γ01 γ02 γ11 γ03 γ12 γ21
γ20 γ21 γ30 γ22 γ31 γ40
γ11 γ12 γ21 γ13 γ22 γ31
γ02 γ03 γ12 γ04 γ13 γ22
⎞
⎟⎟⎟⎟⎟⎠ . (5)
We introduce some notations. For A a positive N × N matrix, if 1  n1 < · · · < nk 
N let [A]{n1,...,nk} denote the compression of A to the rows and columns indexed by{n1, . . . , nk}. Let C{n1,...,nk} and R{n1,...,nk} denote the column space and the row space,
respectively of A, i.e., the subspaces of CN spanned by the columns and the rows indexed
by {n1, . . . , nk} of A, respectively. We also denote the entry of A ∈ Mm(n)(C) in row Z¯kZl
and column Z¯iZj by A(k,l)(i,j). Then it is easy to see that
M(n)(k,l)(i,j) = γi+l,j+k.
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linear operators on H. An operator T ∈ L(H) is said to be normal if T ∗T = T T ∗ and
subnormal if T has a normal extension, i.e., T = N |H, where N is normal on some
Hilbert spaceK⊇H. Given a bounded sequence of positive numbers α: α0, α1, . . . (called
weights), the (unilateral) weighted shift Wα associated with α is the operator on 2(Z+)
defined by Wαen := αnen+1 for all n 0, where {en}∞n=0 is the canonical orthonormal ba-
sis for 2. The moments of Wα are usually defined by γ0 := 1 and γn := α20α21 . . . α2n−1
(n 1). C. Berger’s characterization of subnormality for unilateral weighted shifts (cf. [4],
[1, III.8.16]) states that Wα is subnormal if and only if there exists a Borel probability
measure (so called Berger measure) μ supported in [0,‖Wα‖], with ‖Wα‖ ∈ suppμ, such
that
γn =
∫
t2n dμ(t) for all n 0.
Given an initial segment of weights α: α0, . . . , αm, a sequence αˆ ∈ ∞(Z+) such that
αˆi = αi (i = 0, . . . ,m) is said to be recursively generated by α if there exist r  1 and
ϕ0, . . . , ϕr−1 ∈ R such that γn+r = ϕ0γn + · · · + ϕr−1γn+r−1 (all n  0), where γ0 := 1,
γn := α20 . . . α2n−1 (n  1); in this case Wαˆ is said to be recursively generated. If the as-
sociated recursively generated weighted shift Wαˆ is subnormal, then its Berger measure
is a finitely atomic measure of the form μ := ρ0δs0 + · · · + ρr−1δsr−1 . Let α: α0, . . . , αm
(m  0) be an initial segment of positive weights and let ω = {ωn}∞n=0 be a bounded se-
quence of positive numbers. We say that Wω is a completion of α if ωn = αn (0 nm),
and we write α ⊂ ω. The completion problem for a property (P) entails finding necessary
and sufficient conditions on α to ensure the existence of a weight sequence ω ⊃ α such that
Wω satisfies (P). In [2, Theorem 3.5], the following criterion was established.
Theorem 1 (Subnormal completion criterion). If α: α0, . . . , αn (n  0) is an initial seg-
ment of positive weights then the following conditions are equivalent:
(i) α has a subnormal completion;
(ii) α has a recursively generated subnormal completion;
(iii) the Hankel matrices A(l) and B(m − 1) are both positive (l := [n+12 ], m := [n2 ] + 1)
and the vector⎛
⎝ γl+1...
γ2l+1
⎞
⎠ , respectively
⎛
⎝γm+1...
γ2m
⎞
⎠ ,
is in the range of A(l) (respectively B(m − 1)) when n is even (respectively odd),
where
A(j) :=
⎛
⎜⎜⎝
γ0 γ1 . . . γj
γ1 γ2 . . . γj+1
...
...
. . .
...
⎞
⎟⎟⎠ andγj γj+1 . . . γ2j
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⎛
⎜⎜⎝
γ1 γ2 . . . γj+1
γ2 γ3 . . . γj+2
...
...
. . .
...
γj+1 γj+2 . . . γ2j+1
⎞
⎟⎟⎠
for j  1.
In this note we provide a connection between the truncated moment problem and the
subnormal completion problem for the unilateral weighted shifts.
2. The main results
For the weighted shift Wα , define γij := 〈Wjα e0, W iαe0〉: then
γij = δij γi (6)
where γ0 := 1 and γi := α20α21 . . . α2i−1 (i  1).
We then have:
Theorem 2. If α0, . . . , αn(n  0) is a finite sequence of positive real numbers and γij =
δij γi for 0 i + j  2n, then the following conditions are equivalent:
(a) M(n + 1) 0;
(b) A(l)  0 and B(m − 1)  0 (l = [n+12 ]; m = [n2 ] + 1). Furthermore, M(n + 1) is
invertible if and only if A(l) and B(m − 1) are both invertible.
Proof. We first claim that M(n) can be decomposed as
M(n) =
(
n⊕
r=0
[
M(n)
]
X(r)
)
⊕
(
n⊕
r=1
[
M(n)
]
Y(r)
)
, (7)
where
X(r) := {Zr, Z¯Zr+1, . . . , Z¯sZr+s} and Y(r) := {Z¯r , Z¯r+1Z, . . . , Z¯r+sZs}
(s := [n−r2 ]). Since M(n) is Hermitian and each entry is nonnegative, it suffices to show
that each column of M(n) indexed by X(r) and Y(r) are mutually orthogonal for each r , or
equivalently, the column Z¯sZr+s and the column Z¯iZj (j = i + r) of M(n) are mutually
orthogonal for each r, i, j and also the column Z¯r+sZs and the column Z¯iZj (i = j + r)
are mutually orthogonal. Indeed we have
〈CZ¯sZr+s , CZ¯iZj 〉Cm(n) = 〈CZ¯sZr+s , RZ¯iZj 〉Cm(n)
=
∑
0p+qn
M(n)(p,q)(s,r+s) · M(n)(i,j)(p,q)
=
∑
0p+qn
γs+q,p+r+s · γj+p,i+q
= 0
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q = p + r then γs+q,p+r+s = 0. Similarly,
〈CZ¯r+sZs , CZ¯iZj 〉Cm(n) = 〈CZ¯r+sZs , RZ¯iZj 〉Cm(n)
=
∑
0p+qn
M(n)(p,q)(r+s,s) · M(n)(i,j)(p,q)
=
∑
0p+qn
γr+s+q,s+p · γj+p,i+q
= 0,
which proves (7).
For the implication (a) ⇒ (b), observe that M(n + 1)(i,i)(j,j) = γi+j,i+j = γi+j , and
hence
[
M(n + 1)]
X(0) ≡
[
M(n + 1)]{1,Z¯Z,...,Z¯lZl} =
⎛
⎜⎜⎝
γ0 γ1 . . . γl
γ1 γ2 . . . γl+1
...
...
...
γl γl+1 . . . γ2l
⎞
⎟⎟⎠= A(l),
where l = [n+12 ]. Also observe that M(n + 1)(i,i−1)(j,j−1) = γi+j−1,i+j−1 = γi+j−1, and
hence
[
M(n + 1)]
Y(1) ≡
[
M(n + 1)]{Z¯,Z¯2Z,...,Z¯mZm−1} =
⎛
⎜⎜⎝
γ1 γ2 . . . γm
γ2 γ3 . . . γm+1
...
...
...
γm γm+1 . . . γ2m−1
⎞
⎟⎟⎠
= B(m − 1),
where m = [n2 ] + 1. Thus if M(n + 1) 0 then by (7) we have that
A(l) 0 and B(m − 1) 0.
This proves the implication (a) ⇒ (b).
For the converse, in view of (7), it will suffice to show that if A(l) 0 and B(m−1) 0
then for each p,[
M(n + 1)]
X(p)
= [M(n + 1)]{Zp,Z¯Zp+1,...,Z¯qZp+q }  0 (0 p  n + 1)
and [
M(n + 1)]
Y(p)
= [M(n + 1)]{Z¯p,Z¯p+1Z,...,Z¯p+qZq }  0 (1 p  n + 1),
where p + 2q  n + 1; q = [n+1−p2 ]. But since for p  1,
[
M(n + 1)]{Zp,Z¯Zp+1,...,Z¯qZp+q } =
⎛
⎜⎜⎝
γp γp+1 . . . γp+q
γp+1 γp+2 . . . γp+q+1
...
...
...
⎞
⎟⎟⎠γp+q γp+q+1 . . . γp+2q
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[
M(n + 1)]{Z¯p,Z¯p+1Z,...,Z¯p+qZq } =
⎛
⎜⎜⎝
γp γp+1 . . . γp+q
γp+1 γp+2 . . . γp+q+1
...
...
...
γp+q γp+q+1 . . . γp+2q
⎞
⎟⎟⎠ ,
it follows that if p  1 then [M(n + 1)]X(p) = [M(n + 1)]Y(p) is a principal submatrix
of A(l) or B(m − 1). Consequently, every direct summand of M(n + 1) is positive, and
therefore M(n + 1) is positive. Hence, the second assertion is obvious from (7). 
Corollary 3. Let α ≡ {αn}∞n=0 be a weight sequence and let γ be the sequence defined
by (6). Then the following conditions are equivalent:
(a) Wα is subnormal;
(b) M(n)(γ ) 0 for all n 1.
Proof. If Wα is subnormal then there exists a Berger measure μ such that γn =
∫
t2n dμ(t).
So by the solution of the Stieltjes (power) moment problem (cf. [5]), A(l) 0 for all l  0
and B(m− 1) 0 for all m 1. It thus follows from Theorem 1 that M(n+ 1) 0 for all
n 0. This proves the implication (a) ⇒ (b). This argument is reversible. 
We now have:
Theorem 4. Let α: α0, . . . , αn (n  0) be a finite sequence of positive real numbers and
γij = δij γi for 0 i + j  2n. If M(n + 1)(γ ) > 0 then γ has a representing measure.
Proof. If M(n+ 1)(γ ) > 0 then by Theorem 1, A(l) and B(m− 1) are strictly positive. In
this case the range condition in the third condition of the subnormal completion criterion
is automatically satisfied. It thus follows from the subnormal completion criterion that α
has a subnormal completion. 
We conclude with a solution of a nonsingular moment problem. This provides a con-
nection between the truncated moment problem and the subnormal completion problem
for the unilateral weighted shifts.
Corollary 5. Let α: α0, . . . , αn (n 0) be a finite sequence of positive real numbers and
γij = δij γi for 0 i + j  2n. If M(n + 1)(γ ) is invertible then the following conditions
are equivalent:
(a) α has a subnormal completion;
(b) M(n + 1)(γ ) 0;
(c) γ has a representing measure.
Proof. (a) ⇔ (b). This follows at once from Theorem 1 and the subnormal completion
criterion.
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(c) ⇒ (b). See [3, (3.2)]. 
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