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Two Euler tours of a graph G are compatible if no pair of adjacent edges of G 
are consecutive in both tours. We obtain a good characterisation for the graphs 
which contain three pairwise compatible Euler tours. As a corollary we deduce that 
the line graph of a 3-connected, 4-regular simple graph is decomposable into three 
edge-disjoint Hamilton circuits. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
All graphs considered will be finite. They may contain multiple edges 
but, for technical reasons we do not allow loops. Our results may still be 
applied to graphs with loops by replacing each loop by a circuit of length 
two. By a simple graph we shall mean a graph without loops or multiple 
edges. Let G = (V, E) be a graph all of whose vertices have even degree. 
For k an integer, put V,, = {u E V : d(u) = 2k). We shall consider each edge 
e of G to be composed of two half edges eU, eV having one end each, the 
ends of the whole edge (a, u} being the union of those of its half edges. For 
UE V, let h(u, G) be the set of half edges incident with u in G. A transition 
at u is a subset of h(u, G) of size two. Let T(U) be a set of disjoint transi- 
tions at U. Putting T = IJ UE v T(u), we obtain a set of disjoint transitions for 
G. If T(u) is a partition of h(u, G) we shall say that T(u) is a transition 
system at U, and, if this holds for all u E V, that T is a transition Ty!tem for 
G. Two transition systems T, and T2 are compatible if T,(u) n T*(u) = $3 
for all UE V- V,. 
A tour in G is a sequence H= vOe,vle2 . ..e.v,, where U,E V, eiE E, ei is 
incident with ui- I and ui (where subscripts are read modulo m), and ei # ej 
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for 1< i < j < m. If Ii includes every edge of E we shall say that H is an 
Euler tour of G. It is well known that E can be decomposed into edge- 
disjoint tours of G. Moreover, there is a natural correspondence between a 
tour decomposition X of G and a transition system TX for G: the transition 
t = {et;, e;> belonging to T,(u) if and only if the edge e,, vertex u, and 
edge e, are consecutive in a tour of 3’. By extension, we say that two tour 
decompositions X, and X, are compatible if their corresponding transition 
systems are compatible (in terms of tours this means that no triple 
(e,, u, ez) is consecutive in both a tour of X, and a tour of A’,). We shall 
consider an Euler tour of G as a decomposition of E into one tour. Com- 
patible tour decompositions were first considered by Kotzig [Kl, K2], and 
subsequently in [F, FHJ, Jl, JW, S]. 
In this paper we will be concerned with determining the maximum 
number t(G) of pairwise compatible Euler tours in an Eulerian graph G. 
Suppose V# V,, and let 2k be the minimum degree of the vertices of 
V- V2 in G. We showed in [Jl] that k - 1 d t(G) Q 2k - 1 and conjectured 
that t(G) E (2k - 2, 2k - 1 }. This conjecture is valid for k = 2 by a result of 
Kotzig [K2]. The lower bound on t(G) was raised to t(G) > k in [JW]. 
We shall show in this paper that the conjecture remains valid for k = 3 by 
proving: 
THEOREM 1.1. Let G be an Eulerian graph without vertices of degree 
four. Then G has four pairwise compatible Euler tours. 
Our main purpose, however, is to formulate a second conjecture as to 
which graphs satisfy t(G) = 2k - 1, and verify the second conjecture when 
k = 2. To describe the conjectured characterisation of graphs satisfying 
t(G) = 2k - 1 we need one further definition. 
Let T be a set of disjoint transitions in G. For UE V, let t’(u) be the set 
of half-edges incident with u which do not belong to any transition of T(u). 
Put 
S(u) = 
1 
T(u) if T(u) is a partition of h(u, G) 
T(u)” {t’(u)> otherwise. 
Define a new graph GT by splitting each vertex UE V into IS(u)1 =: d 
vertices 24,) u2, . . . . ud such that S(u)= (h(ui, G’) : 1~ ib d) for all UE V. 
Let w(G) denote the number of components of G. Using induction on 1 T( 
we easily obtain 
co(G=) < co(G) + I TI. (1) 
Moreover, if T is a transition system for G corresponding to a tour 
decomposition X, then 
co(GT) = 1x1. (2) 
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Conjecture 1.1. Let G be an Eulerian graph such that d(u) >, 2k for each 
v E V- V2. Then G has (2k - 1) pairwise compatible Euler tours if and 
only if 
(2k- l)(w(G=)- 1)<(2k-2) ITI 
for all sets of disjoint transitions T in G which satisfy T(u) = J~J for 
UE v- v,,. 
To see that the above condition is necessary, suppose G has (2k - 1) 
pairwise compatible Euler tours X,, X,, . . . . Jx’,,~, and let T,, T,, . . . . T2k- 1 
be the corresponding transition systems for G. Let T be a set of disjoint 
transitions in G satisfying T(u) = QJ for all u E I/- Vzk. Since Xi is an Euler 
tour of G, Ok= 1 and a(GcnT)= 1. Since G’= (GrnK)‘--, it follows 
from (1) that o(G’) < 1 + I T - Ti 1 and thus 
(2k- l)(o(G=)- 1)~ 1 IT- TiI. (3) 
l<i<2k-I 
Choose u E V,,. Since d(u) = 2k and T, , T2, . . . . T2k _ 1 are pairwise com- 
patible, each transition at u occurs in precisely one T,(u), 1 < i < 2k - 1. 
Thus each transition of T occurs in precisely one T, and 
c IT- Tjl =(2k-2) ITI. (4) 
lCi<Zk-1 
Combining (3) and (4) gives the required inequality. 
The main result of this paper is the following theorem which verifies 
Conjecture 1.1 for the special case when k = 2. 
THEOREM 1.2. Let G be an Eulerian graph. Then G has three pairwise 
compatible Euler tours if and only if 3(w(GT) - 1) < 2 ITI for all sets of 
disjoint transitions T for G such that T(u) = % for u E V - V4. 
COROLLARY 1.3. Let G be a 3-connected, simple Eulerian graph. Then G 
has three pairwise compatible Euler tours. 
Proof. Let T be a set of disjoint transitions of G satisfying T(u) = 0 for 
UE V- V4, Let U= (~6 V,: T(u) # a} and let U, be the set of vertices of 
GT which are obtained by “splitting” the vertices of U. Then I U, I = 2 1 UI. 
Since G is 3-connected and simple, each component of GT must contain at 
least three vertices of U,. Thus 3w(GT) < I U,I = 2 I UJ < 2 ITI and by 
Theorem 1.2, G has three pairwise compatible Euler tours. 
The graph G depicted in Fig. 1 illustrates that the hypothesis of “simple” 
is necessary in Corollary 1.3. 
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FIGURE 1 
To see that G does not have three pairwise compatible Euler tours let T 
be the set of disjoint transitions indicated in Fig. 1. Then / T( = 12 and 
a(GT) = 10, so the assertion follows by Theorem 1.2. 
Constructing a simple graph H by subdividing one edge of each 2-cycle 
of the above graph G, we see that the hypothesis of 3-connectivity is also 
necessary in Corollary 1.3. 
2. ISOTROPIC SYSTEMS 
Isotropic systems were introduced by Bouchet in [Bl, B2). They are 
defined as follows. Let K denote a 2-dimensional vector space over GF(2), 
provided with the bilinear form given by (x, y ) = 1 if and only if 
0 #x # y ~0. For a finite set V, consider that the vector space KY is 
provided with the bilinear form (A, B) =C,. v (A(v), B(u)). A subspace 
L of KY is totally isotropic if (A, B) = 0 for all A, BE L. A partial isotropic 
system is a pair (L, V) where V is a finite set and L is a totally isotropic 
subspace of K “. For any partial isotropic system 
In the case when dim L = 1 VI, (L, V) is said to be an isotropic system. 
For AEK” let IA/ = /(us V: A(u)#QI)I and let 2 be the subspace of 
K” given by 
84 BILL JACKSON 
The vector A is complete if IAl = 1 V(. Two complete vectors A, BE KY are 
supplementary if A(u) # B(u) for all u E I’. 
Let S = (L, V) be a partial isotropic system. The rank of A in S is defined 
as r(A, S) = dim(a n L). The vector A is said to be an Eulerian vector of S 
if it is complete and r(A) = 0. In [J2] we characterised the isotropic 
systems which contain three pairwise supplementary Eulerian vectors. 
THEOREM 2.1. Let S = (L, V) be an isotropic system. Then S has three 
pairwise supplementary Eulerian vectors $ and only if 3r(A) < 2 IAl for all 
AEP. 
We shall see in the next section that Theorem 2.1 immediately gives a 
characterisation of the I-regular graphs which have three pairwise com- 
patible Euler tours. In order to deduce Theorem 1.1, however, we shall 
need a lemma used in the proof of Theorem 2.1. Let Si = ( Li, V) be a par- 
tial isotropic system for ie { 1, 2, 3). We shall say (S,, S,, S,) is admissible 
ifC,,i,3r(A,Si)<21Al for all AEK “. For u E V and xi E K- 0, define 
X; E Z?“.by X;(u) = xi and X;(v) = 0 for v E V - U. In addition if I VI 2 2, we 
may construct the elementary minor Sj:,=(LI;8, V-u) by putting Lit, 
equal to the canonical projection of {A EL : A(u)E (0, xi}} into KY-“. It 
can easily be seen that Sl:, is itself a partial isotropic system. (In [Bl, 
Lemma 8.11, Bouchet proves the deeper result that, if S is an isotropic 
system, then so is Sit,). The result we shall need is: 
LEMMA 2.2. [J2, Lemma 71. Let Si= (Lj, V) be a partial isotropic 
system for ie { 1,2, 3) and suppose (S,, S,, S,) is admissible. Choose u E V. 
Then there exists an ordering x,, x2, x3 of the elements of K - 0 such that: 
(a) r(XY, Si)=O for iE (1,2, 3) and 
(b) if I V( 22, (S,lt,, SzI:2, S,l:,) is admissible. 
3. ISOTROPIC SYSTEMS AND EULERIAN GRAPHS 
In [Bl], Bouchet shows how to associate an isotropic system with a 
4-regular graph. We shall extend his construction by allowing G to have 
arbitrary even degrees. We first give G a transition coding by labelling each 
of the three possible transition systems at u with a distinct element of 
K - 0, for all u E V,. Such a labelled graph will be called a coded graph. Let 
Z(G) be the cycle space of G and put 
where h(v, C) denotes the set of half-edges of C which are incident with v. 
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Finally let L be the image of Z,(G) in KY4 under the linear transforma- 
tion a which takes CE Z,(G) onto U(C) E K v4 defined by a(C)(u) = 0 if 
40, Cl E {Izr, Mu, (31, and otherwise putting u(C)(o) = x E K- 0, where x 
is the label of the unique transition system T(o) which satisfies h(o, C) E 
T(V). Bouchet showed in [Bl, Lemma 5.1) that if G is Ltregular then 
S= (Z,, V) is an isotropic system. We shall need: 
LEMMA 3.1. Let G be a coded graph. Thkn S = (L, V4) is a partial 
isotropic system. 
Prooj It can easily be checked that Z,(G), is a s&space of Z(G), that 
c1 is indeed a linear transformation, and hence that E is a subpace of K v4. 
The proof that L is totally isotropic is the same as that given in [Bl, 
Lemma 5.13. 
The labelling of the transition systems T(u) for UE V, gives a natural 
correspondence between vectors A E K v4 and disjoint sets of transitions T, 
in G, where T,(v) = @ if u E V- V, or A(u) =O, and otherwise TA(u) is the 
transition system at u labelled by A(o). In order to apply Theorem 2.1 and 
Lemma 2.2 to graphs we need the following graph theoretic interpretation 
of Sit, and r(A, S), which extend results of Bouchet from the special case 
when G is 4-regular (and A is complete). 
LEMMA 3.2. Let G be a coded graph, UE V,, T(u) be a transition system 
at u, and xi E K - 0 be the label of T(u). Then the partial isotropic system 
S[ “,, corresponds to the coded graph GT(“‘. 
Proof: We proceed as in [Bl, Lemma 8.21. 
LEMMA 3.3. Let G be a coded graph and A E Kv4. Then r(A, S) = 
co(G=“) - o(G). 
Proof We proceed by induction on (Al. The lemma clearly holds 
if I Al = 0. Thus we may assume IA I > 0 and choose u E V4 such that 
A(u) = xie K - 0. Suppose (A( = 1. Then A = X;. Suppose further, that 
m(GTA) -o(G) = 1. Then some component H of G “splits” into two com- 
ponents H, and H2 of G TA. Let C be the cycle of Z,(G) equal to the edge 
set of H,. Then a(C) = X~E L and thus r(A, S) = 1. On the other hand if 
r(A, S) = 1 then we may reverse the above argument to deduce that 
w(GTA) - o(G) = 1. Since 0 < r(A, S), m(GTA) - o(G) < 1, the lemma holds 
when IAl = 1. 
Finally suppose IAj>l. Define BEK’-” by B(u)=A(o) for UEV--u 
and put D = Xr. By the inductive hypothesis and Lemma 3.2, 
r(B, S~:,)=W((G~~)‘~)--O(G~~). (5) 
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Clearly (CT”)‘“= GTA. Since IDI = 1, it follows from the above that 
m(GTD) = o(G) + r(D, S). Using [J2, Lemma 11, r(B, Sl:,) = r(A, S) + 
r(D, S). Substituting into (5) completes the proof of the lemma. 
For the special case of a connected 4-regular coded graph G and 
corresponding isotropic system S, complete vectors A E KY correspond to 
transition systems TA for G, supplementary pairs of complete vectors of KY 
to compatible pairs of transition systems, and, by Lemma 3.3, Eulerian 
vectors of S to transition systems of Euler tours in G. Thus G has three 
pairwise compatible Euler tours if and only if S has three pairwise sup- 
plementary Eulerian vectors and Theorem 1.2 may be deduced for 
4-regular graphs by applying Theorem 2.1. 
4. PROOFS OF THEOREMS 1.1 AND 1.2 
Our proofs use a technique developed in [FHJ], which relies on a 
slightly more general concept of compatibility in order to push through a 
stronger inductive hypothesis. We shall say that two Eulerian graphs G, 
and G, are equivalent if V(G,) = V(G,) = I’, E(G,) =E(G,), V,,(G,) = 
V,,(G,) = Vzk for all k B 1, and h(u, G,) = h(u, G2) for all u E I’-- Vz. Thus, 
for each u E V - Vz, the sets of edges incident with u in G, and G, are 
identical. We extend our notion of compatibility by saying that two transition 
systems T, of G, and Tz of G2 are compatible if T,(u, G,) n T2(u, G,) = 12/ 
for all UE V- V, and that two tour decompositions of G, and G2 are 
compatible if their corresponding transition systems are compatible. The 
principal idea of [FHJ] is to relate the existence of compatible Euler tours 
to that of disjoint l-factors in complete graphs. 
LEMMA 4.1. Let k, t be positive integers and G1, Gz, . . . . G, be pairwise 
equivalent Eulerian graphs with d(u) > 2k for u E V - V,. Suppose that for 
any m > k and any t l-factors F,, F2, . . . . F, of K,,, there exist t pairwise 
disjoint I-factors L,, L,, ..,, L, such that Fiu Li is a Hamilton cycle of Kzm, 
1~ i< t. Then there exist pairwise compatible Euler tours Xi of Gi, 1 G i< t. 
ProoJ We use induction on 1 V - V,I. If V = V2 then the lemma is 
trivially true, hence suppose V # V, and choose v E V- Vz. Let d(v) = 2m 
and choose an Euler tour Y; of Gi, 1 6 i < t. Let Si be the transition system 
for G, corresponding to Y, and put CT = GF’“‘. Then G:, G:, . . . . G,? are 
pairwise equivalent Eulerian graphs with fewer vertices of degree greater 
than two so by induction there exist pairwise compatible Euler tours XT of 
CT, 1 <id t. Let X! be the Euler tour of G, “induced” by Xi*. Then 
x;, x;, . ..) A’: are pairwise compatible at every vertex of V - (v J. We shall 
“redirect” each Xi at v to obtain compatibility at v. 
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Let Ti be the transition system for Gi corresponding to A’,!. Put Hi = 
G ?- 7,(“). Then Hi is an Eulerian graph with V( Hi) - V,( Hi) = {u}. Let Fi 
be the transition system at u containing those transitions at u whose dele- 
tion disconnects Hi, 1 < i< t. Consider each Fi as a l-factor of K,,, where 
the vertices of K,, are labelled with the half-edges incident with u. By the 
hypotheses of the lemma, there exist disjoint l-factors L,, L,, . . . . L, of K,, 
such that Fi u Li is a Hamilton cycle of K2,,,, 1 d i $ t. It now follows, as in 
[FHJ], that by redirecting each X,’ along the transitions at u corre- 
sponding to Li in Gi, we obtain the required set of t pairwise compatible 
Euler tours. 
Using Lemma 4.1, the truth of Theorem 1.1 will follow from: 
LEMMA 4.2. Let F, , F,, F,, F4 be l-factors of K2,,,, m > 3. Then there 
exist pairwise disjoint l-factors L,, L,, L,, L4 of K,, such that Li u Fi is a 
Hamilton cycle of K2,,, , 1 < i < 4. 
Proof: If m > 4 then the lemma foliows from [JW, Theorem 41. Hence 
we may suppose that m = 3. Since the union of any two disjoint l-factors 
of K, is a Hamilton cycle it will suffice to construct l-factors Li such that 
Fi n Li = @ for 1 d id 4. We first consider two special cases. 
(1) FinFF,=@ for all l<i<j64. Putting Li=Fi+t for l$i<3 
and L, = F, gives the required l-factors. 
(2) Fi = F, for some 1 < i < j d 4. Relabelling we may suppose that 
F, = F2. Choose a l-factorization Y of K6 with F, E Y. Since IF31 = 3 and 
1 YI = 5 we can choose L, E Y with L, n Fj = 0. Similarly we may choose 
L4e Y- {L,} with L4nF4=0. Choosing L,, LZe Y- {L3, L,, F,} gives 
the required l-factors of K6. 
Using cases (1) and (2) and relabelling if necessary we may assume that 
@#F,nF,#F,. Thus F,nF*={e} for some eEE(K,). If eeF,nF, 
then, since e is contained in only three l-factors of K6, we have Fi= Fj for 
some 1 < i < j < 4 and we may return to case (2). Thus we may assume that 
e4Fj. 
Choose a l-factor L, of K6 such that e E L, and L, n F, = /a. Let Y be 
a 1-factorisation of K6 such that L3 E Y. Since IF41 = 3 and 1 YI = 5, we may 
choose L, E Y- {F3} such that L4 n F4 = 0. Since e E F, n F2 n L3 we 
have IF,-L,l,<2 for ic (1,2). Thus we may choose Hi6 Y- {L3, L4) 
such that Hin F,= @ for in { 1,2}. If H, # H, then putting L, = H, and 
L, = H, gives the required l-factors. Hence we may suppose that H, = H, 
and that F,nH#@#F2nH for each HEY-{L,,L,, H,}. Thus we 
may choose edges e, E F, n H and ez E F2 n H. Since e E L3 and HE Y - 
{L3} we have e#H, and thus e${e,,e,). Using the fact that F,nF,= 
88 BILL JACKSON 
{e}, it follows that e, and e2 are not independent. This contradicts the 
assumption that e,, e2 E H and completes the proof of the lemma. 
Proof of Theorem 1.1. Follows immediately from Lemma 4.2 and 
Lemma 4.1, taking k = 3, t =4, and G, = G, = G, = G4 = G. 
The truth of Theorem 1.2 will follow in an analogous fashion using 
Lemma 2.2. We shall say that three pairwise equivalent Eulerian graphs 
Gi, GZ, and G, are admissible if C, Gi63 (w(GT) - 1) d 2 1 TI for all sets of 
disjoint transitions T such that T(u) = @ for u E V- V,. 
Choose a transition coding for Gi such that identical transition systems 
at u in Gi and Gj are given the same label for all u E I’,. Let Si= (Li, V,) 
be the partial isotropic system corresponding to Gi. Then (Gi}i, (,.2,3j is 
admissible if and only if {Si}ieil,2,31 is admissible. To see this we associate 
a set of disjoint transitions T with each A E KY4 where T contains exactly 
one transition of the transition system T,(u) for each UE V4. Then 
1 TI = /A 1 and, by Lemma 3.3, 
r(A, Si) = o(GiT”) - 1 = o@T) - 1. 
We shall prove: 
LEMMA 4.3. If G,, G2, and G, are admissible then there exists three 
pairwise compatible Euler zours Xi of Gi, ie { 1,2, 3). 
ProoJ: We proceed by induction on 1 V,l. If V, = @ then the lemma 
follows by applying Lemma 4.2, and Lemma 4.1 with k = 3 and t = 3. Hence 
suppose V, # 0 and choose u E V,. We shall construct transition systems 
Ti(u) at v such that TJu)n Ti(u) = @ for 1 < i<j< 3, and (G7(“)}iP(,,2,J) 
is admissible. Applying in8uction, we obtain pairwise compatible Euler 
tours X. of GF(“), iE (1,2, 3 ), which clearly “induce” pairwise compatible 
Euler tours in Gi, iE(l,2,3), since Ti(u)nTj(u)=@ for l<icj<3. 
Let S,(L, V4) be the partial isotropic system corresponding to Gi, 
ie {1,2, 3). Then (S,, S,, S,) is admissible. Let xi, x2, x3 be an ordering 
of the elements of K-O. satisfying Lemma 2.2, and let T,(u) be the 
transition system at v labelled by xi, ie (1, 2, 3). Then {G~(“))i,(1,2,3) is 
admissible by Lemma 2.2, Lemma 3.2, and Lemma 3.3. Thus T,(v), 
i E { 1, 2, 3}, are the required transition systems at v. This completes the 
proof of the lemma. 
Proof of Theorem 1.2. The necessity of the condition 3w(GT) - 1 < 
2 ITI follows from the general discussion following Conjecture 1.1. The 
sufficiency follows from Lemma 4.3 taking Gi = G, = G3 = G. 
PAIRWISECOMPATIBLEEULERTOURS 89 
5. LINE GRAPHS OF %-REGULAR GRAPHS 
Jaeger [Ja, Lemma] has shown that if G is a 4-regular simple graph 
which can be decomposed into two Hamilton circuits then the line graph 
of G, L(G), can be decomposed into three Hamilton circuits. Since pairwise 
compatible Euler tours of G give rise in an obvious way to edge-disjoint 
Hamilton circuits in L(G), Corollary 1.3 implies the related result: 
COROLLARY 5.1. Let G be a 3-connected, 4-regular simple graph. Then 
L(G) can be decomposed into three Hamilton circuits. 
It remains an open problem to decide for which connected 2k-regular 
graphs G, L(G) can be decomposed into (2k - 1) Hamilton circuits. An 
obvious necessary condition is that L(G) is (4k- 2)-edge connected. To 
transform this to a necessary condition on G, let S be a minimum edge-cut 
of L(G) and H,, H, be the components of L(G) -S. Then (V(H,), V(H,)) 
corresponds to a partition of E(G) into the edge sets of two subgraphs, 
F1 and Fz say. Let V(F,) n V(F,) = (u,, v2, . . . . a,}. Then ISI = 
Cy= I d,,(uJ dF2(Ui). Since d&v,) = 2k we deduce that ISI 3 4k - 2 unless 
m=l and dr,(u,)=2 for some iE{1,2}. Thus L(G) is (4k-2)-edge 
connected if and only if G has no separating transitions (where a transition 
t is separating if o(G’) > o(G)). 
PROBLEM 5.2. Is it true that the line graph of a connected 2k-regular 
graph G has a Hamilton decomposition if and only if G has no separating 
transitions? 
Note that L(G) may have a Hamilton decomposition even if G does not 
have (2k - 1) pairwise compatible Euler tours--consider the graph of 
Fig. 1. On the other hand the truth of Conjecture 1.1 would imply the 
truth of the following conjectured generalisation of Corollary 5.1. 
Conjecture 5.3. The line graph of a 3-connected 2k-regular simple 
graph is decomposable into Hamilton circuits. 
6. CLOSING REMARKS 
6.1. Bouchet [B3] has used the characterisation given in Theorem 1.2 
to develop a polynomial algorithm which either constructs three pairwise 
compatible Euler tours in a given 4-regular graph or shows that such tours 
do not exist. 
6.2. Kotzig [K2] showed that any given transition system T for an 
Eulerian graph G has a compatible Euler tour. We do not know if there 
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exists a good characterisation for when G has two Euler tours X, and X, 
such that Xi, X,, and T are pairwise compatible. An obvious necessary 
condition, which is in the spirit of Theorem 1.2, is that for all sets of 
disjoint transitions A in G which satisfy A(u) = @ for u E V- V, and 
A(u)nT(u)=@ for UE V4, we have 2(o(GA) - 1) < /A(. By considering 
the transition system T for KS indicated in Fig. 2 we shall show that this 
condition is not sufficient. 
It is easily seen that 2(o(Kt) - 1) < [A( for all disjoint sets of transitions 
A in K,. Suppose K, has two Euler tours X, and X, such that T, Xi, and 
X, are pairwise compatible. Let T, be the transition system for K, indicated 
in Fig. 3. Let T2 be the unique transition system for KS which is compatible 
to both Tand T,. Let P’,={uE&: Txi(u)=Tj(u), l<i,j<2) and vii= 
1 Vi, (. Since Xi, X,, and T are pairwise compatible and T1, T2, and T are 
pairwise compatible we have 
ui, + ui2 = 5 = Vlj + vzj (6) 
for 1 < i, j < 2. Since Xi is an Euler tour, it can easily be seen that vi, # 5 
and vi2 # 4. Relabelling if necessary, and using ~(6), we may assume that 
V ii = 2 and vzl = 3. Since X, is an Euler tour it can be seen that the two 
vertices of V,, are not consecutive on the “outside 5-cycle” of K5. This 
determines Xi, and hence X,, uniquely up to symmetry and we contradict 
the fact that X, is an Euler tour of K,. Thus X, and X, do not exist. 
FIGURE 2 
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FIGURE 3 
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