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Abstract
Cognitively inspired NLP leverages human-
derived data to teach machines about language
processing mechanisms. Recently, neural net-
works have been augmented with behavioral
data to solve a range of NLP tasks spanning
syntax and semantics. We are the first to ex-
ploit neuroscientific data, namely electroen-
cephalography (EEG), to inform a neural at-
tention model about language processing of
the human brain with direct cognitive mea-
sures. Part of the challenge in working with
EEG is that features are exceptionally rich and
need extensive pre-processing to isolate sig-
nals specific to text processing. We devise
a method for finding such EEG features to
supervise machine attention through combin-
ing theoretically motivated cropping with ran-
dom forest tree splits. This method consider-
ably reduces the number of dimensions of the
EEG data. We employ the method on a pub-
licly available EEG corpus, and demonstrate
that the pre-processed EEG features are capa-
ble of distinguishing two reading tasks. We
apply these features to regularise attention on
relation classification, and show that EEG is
more informative than strong baselines. This
improvement, however, is dependent on both
the cognitive load of the task, and the EEG
frequency domain. Hence, informing neural
attention models through EEG signals has ben-
efits but requires further investigation to under-
stand which dimensions are most useful across
NLP tasks.
1 Introduction
Cognitively inspired NLP is a research field at the
intersection of Cognitive Neuroscience and Natu-
ral Language Processing (NLP), which lately has
received ample attention. Cognitive Neuroscience
aims to investigate cognitive processes that occur
in the human brain through high-level explanations,
whereas NLP has the overall objective to teach
machines to read and understand human language.
The recent merge of those fields led to the overarch-
ing goal of introducing human bias (Wilson et al.,
2015; Schwartz et al., 2019; Toneva and Wehbe,
2019) into machines, and hence augment neural
networks with cognitive data in solving NLP tasks.
Human readers process words without notable
effort as most reading processes happen subcon-
sciously. Human text processing can be studied e.g.
through eye tracking (ET) records from reading
where fixation durations on word level are robustly
correlated with cognitive load (Drieghe et al., 2005;
Fitzsimmons and Drieghe, 2011; Rayner et al.,
2011). Recently, numerous studies have proven
that words represented as Eye-Tracking (ET) fea-
tures can help a wide range of NLP tasks including
Part-of-Speech (POS) tagging (Barrett et al., 2016),
Relation Detection (Hollenstein et al., 2019a), and
Sentiment Detection (Mishra et al., 2017, 2016;
Barrett et al., 2018).
Fixation durations correlate with cognitive load
but prolonged fixation duration will not help dif-
ferentiate which cognitive process occurs. There-
fore, eye movements are considered indirect mea-
sures of human text processing whereas electroen-
cephalography (EEG) and fMRI technologies are
direct measures of human brain activity. EEG mea-
sures electric activity in the brain. When used non-
intrusively, a number of electrodes are placed on
the scalp to measure brain surface activity. In the
field of Cognitive Science, EEG data plays a vi-
tal role to explain various brain phenomena such
as cognitive load (Antonenko et al., 2010; Zar-
jam et al., 2011; Kumar and Kumar, 2016). It is
even possible to decode human cortical activity to
synthesize audible speech (Anumanchipalli et al.,
2019).
In NLP, however, there has just been a single
study that investigated how EEG data can enhance
machines’ ability to perform named entity recog-
nition, sentiment, and relation classification (Hol-
lenstein et al., 2019a). In contrast to eye move-
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ments, EEG contains not only signals about cogni-
tive load and mental state, but all brain surface ac-
tivity (including facial muscle activity which must
be removed from the data after recording). There-
fore, EEG requires much more de-noising and pre-
processing before any text processing signals are
exploitable for NLP.
Providing a rigorous and clear approach for the
latter is the main aim of this study. On top of
that, we go one step further and show how our
approach improves performance on three sequence
classification tasks - even with access to little brain
data.
1.1 Contributions
• We devise a method for extracting human lan-
guage processing signals from EEG record-
ings of a publicly available EEG corpus (Hol-
lenstein et al., 2018). In a sanity check, we
demonstrate that these multi-dimensional fea-
ture vectors let us distinguish between two
different reading tasks, namely Normal Read-
ing (NR) and Task Specific Reading (TSR).
• We inject this human bias into a multi-task
neural model for sequence classification. In
so doing, we extract the most informative sig-
nals on the word-level from these embeddings
to regularize the attention mechanism of a Re-
current Neural Network (RNN).
• We observe that the differences in EEG sig-
nals between NR and TSR affect NLP down-
stream performances differently. Moreover,
we show that downstream performance fur-
ther varies as a function of EEG frequency
domains.
Together, these insights have decisive implica-
tions about which human EEG signals are most
suitable to inject into Machine Learning (ML) mod-
els for enhancing their language processing perfor-
mance. We make our code publicly available 1.
2 Related work
Recently, an array of studies has investigated how
external cognitive signals, and thus the injection of
human bias, can enhance the capacity of artificial
neural networks (ANNs) to understand natural lan-
guage (Hollenstein et al., 2019a; Strzyz et al., 2019;
1https://github.com/LukasMut/
NER-with-EEG-and-ET/
Schwartz et al., 2019; Toneva and Wehbe, 2019;
Gauthier and Levy, 2019), and vice versa, how
language processing in ANNs might enhance our
understanding of human language processing (Hol-
lenstein et al., 2019b). Others scrutinized whether
machine attention deviates from human attention
when disentangling linguistic or visual scenes (Bar-
rett et al., 2018; Das et al., 2016).
Most studies, however, focused on the use of ET
data, and hence exploited gaze features on the word
level. Some utilized gaze features as word embed-
dings to inform ANNs about which syntactic lin-
guistic features humans deem decisive in their lan-
guage processing. In so doing, they have success-
fully refined state-of-the-art Named Entity Recogni-
tion (NER) systems (Hollenstein and Zhang, 2019),
POS taggers (Barrett et al., 2016) and Dependency
Parsers (Strzyz et al., 2019). Others have drawn
attention to the enhancement of semantic disen-
tanglement, and improved tasks such as sarcasm
detection (Mishra et al., 2017), or sentiment analy-
sis (Mishra et al., 2016) through leveraging human
gaze.
One recent study, from which we take inspira-
tion, exploited gaze information to regularize at-
tention in a multi-task-like setting for sequence
classification (Barrett et al., 2018). Here, gaze in-
formation improved grammatical error detection,
hate speech detection, and sentiment classification.
The authors enabled ANNs to utilize human at-
tention during training time without the need of
accessing this information during test time. Al-
though this study is similar to ours and serves as
the foundation for our code, we go one step beyond,
and regularize attention with human brain activity
instead of indirect proxies of direct measures such
as gaze.
3 EEG feature extraction
First, we introduce the corpus we exploit for this
study, then explain our feature extraction and di-
mensionality reduction approach in detail, and fi-
nally outline our attention-based sequence classifi-
cation model.
3.1 EEG data
In this study, we utilized the recently created Zurich
Cognitive Language Processing Corpus (ZuCo)2
(Hollenstein et al., 2018). It is a corpus of simul-
taneous ET and EEG recordings of 12 English na-
2https://osf.io/q3zws/
(a) Normal Reading (NR)
(b) Annotation Reading (AR)
Figure 1: EEG activity during Total Reading Time (TRT) in the left (two upper plots) and right (two lower plots)
temporal cortex for the θ-frequency band (4 - 8Hz) over time for a single test subject.
tive speakers reading individual sentences. Thus,
through the ET and EEG alignment, neural activi-
ties are available for single words in English. The
corpus contains cognitive data from the following
three reading tasks:
Task 1 Normal Reading (NR) of 400 sentences
that contain sentiment annotations from the Stan-
ford Sentiment Treebank (Socher et al., 2013).
Task 2 Normal Reading (NR) of 300 sentences
that contain relations between named entities ex-
tracted from the Wikipedia relation extraction cor-
pus (Culotta et al., 2006).
Task 3 Task-Specific Reading (TSR) of 407
sentences that contain relations between named
entities, also from Culotta et al. (2006). We refer
to this task as Annotation Reading (AR), since
participants were required to annotate sentences
while reading by pressing a key to answer whether
one specific relation is present in the sentence.
This results in a different cognitive load for the
human reader.
Each of the 12 participants had to perform all
three reading tasks. Participants completed the
readings in two sessions on different days. For
our experiments, we exclusively used data from
NR (Relation) (i.e., Task 2) and AR since these
tasks contain text from the same domain. In Fig-
ure 1, EEG activity in the temporal cortex for the
θ-frequency domain is shown for a single test sub-
ject across trials with respect to NR and AR re-
spectively. One can clearly see that EEG activity
is stronger for AR compared to NR in the left and
right (fronto-)temporal cortex, which might con-
tribute to differences in downstream performance.
This qualitative insight into a single participant’s
brain activity over time is in line with the results
obtained from the statistical analyses across sub-
jects, which we will elaborate on later in this sec-
tion. The same activity pattern in (fronto-)temporal
areas holds for other frequency domains, but for
simplicity and layout constraints, is not shown.
EEG features correspond to ET features (e.g.,
First Fixation Duration). As such, eight 105-
dimensional EEG vectors were extracted for each
ET feature corresponding to the EEG activity dur-
ing the specific eye-movement event (i.e., ET fea-
ture) w.r.t. this word. Each of the eight 105-
dimensional vectors corresponds to one of the fol-
lowing EEG frequency domains: θ1 (4-6 Hz), θ2
(6.5-8 Hz) α1 (8.5-10 Hz), α2 (10.5-13 Hz), β1
(13.5-18 Hz) β2 (18.5-30 Hz), γ1 (30.5-40 Hz) and
γ2 (40-49.5 Hz) (Hollenstein et al., 2018). Each of
the 105 dimensions corresponds to a specific elec-
trode on a 128-channel EEG cap used for recording
(see Figure 2). 23 electrodes were removed through
Automagic (Pedroni et al., 2019) prior to any data
analysis, since they did not contain signals rele-
vant for cognitive processing due to their position
(Hollenstein et al., 2018).
Given that n = number of recorded ET features,
m = number of EEG frequency domains, and, k =
number of electrodes, this results in n×m× k =
4200 EEG features per word per ET feature, where
n = 5, m = 8, and, k = 105. Since most of these
4200 features reflect signals that are not relevant to
cognitive text processing, we apply various feature
extraction techniques to reduce the dimensionality.
3.2 EEG feature reduction
We split the EEG data for NR and AR into a train,
development and test split with 70/15/15% of the
data. Splits were created w.r.t. sentence-level sam-
ples. We calculated feature reduction on the train
set, tuned it on development splits, and evaluated
the reduced features on a held-out test set.
We first investigated how to pre-process the EEG
features to find differences between AR and NR.
This was done to scrutinize potential differences in
EEG signals as a function of cognitive load, and
evaluate whether the dimensionality reduction is
able to capture those. As a validation step, we also
tuned the method for classifying NR (Sentiment)
into its first and second halves respectively. Partic-
ipants completed NR (Relation) and the first half
of NR (Sentiment) in the first session, and AR and
the rest of NR (Sentiment) in the second session.
Such experimental designs may bias the data with
session-specific effects. Hence, this validation step
serves both as a data quality check of the dimen-
sionality reduction as well as of the noise removal.
Ideally, the text processing signal should remain
coherent for both halves of NR (Sentiment). For
both steps, we employed a Random Forest clas-
sifier to the train set to find the most informative
EEG channels for this task.
Firstly, to extract the k most predictive features
per word, per ET feature, and per EEG frequency
domain we reduced m and n based on literature.
Reducing m We binned the eight frequency do-
mains (see above) into the four general frequency
bands, θ (4-8 Hz), α (8.5-13 Hz), β (13.5-30 Hz)
and γ (30.5-49.5 Hz). This strategy was applied
to manually decrease the dimensionality prior to
exploiting any machine learning techniques, and
reduce computational cost at an early stage. To
yield binned frequency domains, we calculated
the average power spectrum per electrode for each
of the four frequency pairs (e.g., x¯(α1, α2)), thus
m = 4. Due to the fact that γ frequencies mainly
relate to emotion detection (Zheng and Lu, 2015;
Li and Lu, 2009; Oathes et al., 2008; Luo et al.,
2008), and not to attentiveness, we further reduced
m = 4 to m = 3, and computed embeddings in
low-dimensional brain space for α, β, and θ only.
Reducing n In initial data analyses, kernel den-
sity estimates (KDE) and t-test bootstrapping
showed that power spectra vary across EEG fre-
quency domains but are highly correlated among
the different ET features. Therefore, we decided to
extract EEG features that correspond to total read-
ing time (TRT), as this ET feature covers all activity
related to an individual word, and has proven to
be the most informative gaze feature in previous
studies (Hollenstein and Zhang, 2019; Hollenstein
et al., 2019a). Hence, n = 1.
Furthermore, we exploited a Random Forest clas-
sifier (Breiman, 2001) with 100 trees. Random
Forest reveals the respective feature indices it re-
quires to solve the classification task. Those can
easily be mapped to electrodes on the EEG cap,
and hence help to find the brain regions where ac-
tivity varied across the different reading tasks. We
exploited scikit-learn’s Random Forest implemen-
tation with the default parameters (Pedregosa et al.,
2011). However, we set the bootstrap parameter
to false to use the entire data set to build each tree
which led to better classification results in initial
experiments.
We extracted the k most informative features
to distinguish between NR and AR according to
our Random Forest implementation. We conducted
experiments over three different values for k (i.e.,
k = [5, 15, 30]), and scrutinized performances of
different k-dimensional embeddings as input for
an LSTM (Hochreiter and Schmidhuber, 1996) to
classify sentences in the respective tasks. This
notably reduced the feature space from 4200 di-
mensions to n × m × k = [15, 45, 90], where
n = 1,m = 3, k = [5, 15, 30].
We computed t-test bootstrapping for each elec-
trode in the four general frequency bands between
NR and AR to inspect which electrodes show
higher power spectra in which task (see Figure 2).
All electrodes in the left temporal cortex, which is
responsible for both language comprehension and
production, that show significantly higher power
spectra for AR compared to NR, were included in
the k most predictive features to solve the binary
classification task through Random Forest. This
means that Random Forest assigned more impor-
tance to brain signals that are enhanced for AR. We
assume that stronger EEG activity in these (fronto-
)temporal areas of the human brain (as shown quali-
tatively for a single test subject in Figure 1) are due
to higher cognitive load for AR compared to NR
(a) θ-frequency band (4-8 Hz) (b) α-frequency band (8.5-13 Hz) (c) β-frequency band (13.5-30 Hz)
Figure 2: Differences in EEG power spectra for TRT in specific electrodes between Normal Reading (NR) and
Annotation Reading (AR) for the four frequency bands θ, α, β. Best viewed in color. Electrodes colored in
green denote higher EEG power spectra for AR, whereas red electrodes indicate higher EEG signals for NR.
All differences are statistically significant with p < 0.01. Blue colored electrodes refer to no or non-significant
differences between the two reading tasks. All electrodes that are not colored are electrodes that have been excluded
during pre-processing prior to data analysis. The reference electrode (Cz), however, was not excluded as a pre-
processing step, but not considered during statistical analyses since it always has the minimum value of 0.
VAL TEST
TASK 15 45 90 15 45 90
NR–AR 100 100 93.8 100 98.4 85.9
Ses1–Ses2 48.4 57.8 50.5 45. 50. 48.8
Table 1: LSTM binary classification accuracies with
EEG word embeddings of different dimensions for two
different tasks on both development and test set. Em-
bedding dimensions were extracted through Random
Forest tree splits.
in language comprehension and production areas.
However, further investigation must go into this
line of research to draw definite conclusions.
3.3 Classifying reading task and reading
session using reduced EEG features
We test the reduced EEG features in a simple, bi-
nary classification task in order to make it likely
that we managed to isolate the cognitive processing
of text and get rid of noise. We, therefore, use the
reduced features to classify NR and AR as well as
classifying whether a sentence was read in the first
or second half of NR (Sentiment).
LSTM architecture We use a vanilla LSTM
with 1 hidden layer, 50 hidden units per layer,
a layer dropout rate of 0.5, and Adam optimizer
(Kingma and Ba, 2015) with the default learning
rate of α = 0.001. Since the main goal was to pre-
dict the two different reading tasks, we minimized
binary cross-entropy loss through mini-batch train-
ing with a batch size of 32. The model was im-
plemented end-to-end in PyTorch (Paszke et al.,
2019).
−→
h t = LSTM
(−→
h t−1,xt
)
, t = 1, · · · , |x| (1)
LSTM denotes the LSTM function (Hochreiter
and Schmidhuber, 1996), ht is the hidden state
at time step t, and xt represents the word input
at current time step, where x was embedded in
k-dimensional EEG space (xt ∈ Rk). We experi-
mented with different values for k, which can seen
in Table 1. Results show that NR and AR appear
to result in different brain signals and can thus be
easily classified into two distinct classes. This is in
line with Figure 2. In contrast, session could not
be classified into its respective days. Hence, it is
likely that our features capture a great amount of
cognitive text processing signals and little noise,
of which the latter could have been confounded by
session.
To visualize whether Random Forest features are
capable of classifying words into their respective
tasks in low-dimensional space, we plotted each
word that appeared in sentences in NR or AR re-
spectively using only the two most useful features
in Figure 3. The plot shows that even in 2D space,
features well reflect the differences between NR
and AR.
Figure 3: Dimensionality reduction. Words embedded
in two-dimensional brain space through Random Forest
tree splits.
4 Sequence labeling with EEG attention
4.1 EEG features to scalar
Attention scores are scalar values that weigh their
respective hidden word representations accordingly.
To regularize attention, we were thus required to
further reduce each k-dimensional word vector xt
represented through EEG activity to a single dimen-
sion. We experimented with different approaches
such as averaging across all k electrodes or taking
the maximum EEG power spectrum per xt. Initial
experiments on the development set revealed that
taking the mean over a k dimensional word vector
leads to notably worse results than max-pooling.
This might be due to information loss of brain ac-
tivity as a result of averaging.
Domain specific scores The final attention
scores were computed through taking the maxi-
mum electrode value per k dimensional word em-
bedding for each frequency band. k was one of [15,
45, 90] for concatenated embeddings, and one of [5,
15, 30] for embeddings per frequency domain. To
yield values within the range [0, 1), we normalized
each EEG attention score by the maximum atten-
tion score of the respective sentence. We observed
that dividing each normalized attention score by
some small constant e leads to better performance.
We assume this is due to the fact that EEG attention
scores are somewhat peaky prior to dividing by e.
Thus, the computation was as follows:
(a) Normal Reading (NR)
(b) Annotation Reading (AR)
Figure 4: Max-pooled EEG attention scores ai (aver-
aged over all 12 participants) for two example sen-
tences read in Normal Reading (NR) and Annotation
Reading (AR) respectively.
ait = max(xt ∈ Rk), t = 1, · · · , |x| (2)
ait =
ait
max(ai)
, t = 1, · · · , |x| (3)
ait =
ait
e
, t = 1, · · · , |x| (4)
xt denotes a word representation embedded in
k-dimensional EEG space at time step t for a sen-
tence i. To compute ai we did not exploit con-
catenated EEG embeddings but used isolated EEG
embeddings for each of the three frequency do-
mains α, β, θ. Therefore, k was one of [5, 15, 30].
The constant e was set to 2. The computed EEG
attention scores served as inputs for our multi-task
sequence classification model to supervise atten-
tion in the auxiliary task. Hence, final attention
weights αi were yielded through passing the EEG
attention scores through the softmax function. The
latter computation, however, happened automati-
cally during training and was not done externally.
αi = softmax
(
ai
)
(5)
Max-pooled EEG attention scores for two ex-
ample sentences read in NR and AR respectively
are depicted in Figure 4. We observe that brain
activity transitions between words are smoother in
NR compared to AR. We observe that for AR, in
particular, there are higher activations for words
relating to the relation AWARD.
TASK SOURCE TRAIN DEV TEST
n sents % positive n sents n sents
Relation Detection SemEval 2010 8,096 19.3 1,361 1,372
Relation Detection Wikipedia 1,733 10.0 361 354
NE Detection Ontonotes 5.0 89,389 29.7 11,289 11,318
Table 2: Overview of the data sets.
4.2 Model
The model is an adaptation of Rei and Søgaard
(2018) leveraged by Barrett et al. (2018).3 It is a
biLSTM architecture that jointly learns the model
parameters and the attention function by alternating
training (Luong et al., 2016), much related to multi-
task learning (Dong et al., 2015; Søgaard and Gold-
berg, 2016). The inputs are token-level labelled
sequences of EEG scalars to learn the attention
function (auxiliary task) and a set of sentence-level
labelled sequences for training the model parame-
ters (main task).
If the data point is from the main task, we per-
form normal training and model parameter update
through comparing the model’s class prediction (ŷ)
against the true label (y) on the sentence level.
Lsent =
∑
i
(
yi − ŷi)2 (6)
If the data point is sampled from the EEG corpus,
however, we do not update model parameters. We
only modify the attention weights by minimizing
the squared error between the EEG value and the
attention score as described below.
Ltok =
∑
i
∑
t
(
ait − âit
)2
(7)
The model has no access to EEG signals during
testing.
4.3 Experiments
Recall from 3.1 that participants read sentences
from the Wikipedia relation extraction corpus (Cu-
lotta et al., 2006). We employ three, for En-
glish, widely used Relation Extraction and NER
benchmark data sets respectively against a base-
line model without supervised attention and mod-
els whose attention was either supervised through
ET data as in Barrett et al. (2018) or BNC word
3https://github.com/coastalcph/
Sequence_classification_with_human_
attention
frequencies (Kilgarriff, 1995). ET and BNC fre-
quencies are similar to the ones used by Barrett
et al. (2018), which is concatenating ZuCo with an
even larger eye-tracking corpus, the Dundee Cor-
pus (Kennedy et al., 2003)). We perform binary
classification and adapt all datasets as described
below to get a sentence-level label. As such, the
main task was a k-vs.-the-rest binary sentence clas-
sification task. Overall statistics about the data sets
are displayed in Table 2.
4.3.1 Relation detection
SemEval 2010 We used the SemEval 2010 Task
8 data set that defines the task as a multi-way clas-
sification of semantic relations between pairs of
nominals (Hendrickx et al., 2010). The data set con-
tains the following nine distinct relations: CAUSE-
EFFECT, INSTRUMENT-AGENCY, PRODUCT-
PRODUCER, CONTENT-CONTAINER, ENTITY-
ORIGIN, ENTITY-DESTINATION, COMPONENT-
WHOLE, MEMBER-COLLECTION and MESSAGE-
TOPIC. Each sentence that contained the relations
ENTITY-ORIGIN or ENTITY-DESTINATION served
as a positive example of this relation. We have cho-
sen those relations due to their higher frequency
compared to other relations. Positive examples
were tested against sentences that consisted of one
of the remaining seven relations.
Wikipedia The data set provided by Culotta et al.
(2006) contains Wikipedia articles labeled with 53
relation types. Since part of this dataset is included
in ZuCo we filtered those sentences. We chose the
sentences including the most frequent relation JOB
TITLE as positive examples.
4.4 Named entity detection
Ontonotes 5.0 We use the four CoNLL-2003
NER labels PER, LOC, ORG, MISC in the
Ontonotes 5.0 data set (Weischedel et al., 2013)
as positive examples.
SEMEVAL 2010 WIKI ONTONOTES
ATTENTION Precision Recall F1 Precision Recall F1 Precision Recall F1
baseline 80.03 63.21 70.56 54.44 55.00 54.67 88.90 64.46 74.72
BNCFreqInv 78.30 58.00 66.52 61.39 60.00 60.64 91.56 67.38 77.61
MeanFixCont 79.59 60.36 68.62 59.99 58.00 58.75 92.21 66.59 77.33
5k NR (α) 77.90 65.29 70.98 58.76 51.00 54.38 90.41 67.84 77.51
5k NR (θ) 79.70 61.21 69.14 65.47 57.00 60.74 91.02 67.18 77.28
15k NR (α) 79.66 63.93 70.91 54.58 51.00 52.52 91.25 67.36 77.50
15k NR (β) 78.58 64.43 70.79 61.09 57.00 58.82 91.85 67.00 77.47
15k NR (θ) 79.91 60.86 69.04 58.67 55.00 56.65 91.66 67.10 77.47
30k NR (α) 77.88 64.57 70.53 52.83 49.00 50.77 91.04 67.68 77.63
30k NR (θ) 80.32 61.14 69.33 56.88 53.00 54.64 92.25 66.68 77.40
5k AR (α) 79.66 59.64 68.18 60.25 49.00 53.80 91.19 66.84 77.13
5k AR(θ) 79.55 63.00 70.29 56.42 49.00 52.42 91.01 67.01 77.18
15k AR (α) 79.02 64.57 71.04 56.70 60.00 57.75 90.97 67.17 77.23
15k AR (β) 79.15 63.79 70.60 57.16 51.00 53.60 90.96 67.00 77.16
15k AR (θ) 79.14 64.43 71.01 53.78 52.00 52.73 90.57 67.30 77.20
30k AR(α) 79.47 62.00 69.63 60.63 54.00 56.71 91.67 66.92 77.36
30k AR (θ) 79.96 64.50 71.34 59.63 52.00 55.16 91.03 66.87 77.10
Table 3: Relation detection and named entity detection. Results in %. Best scores per metric are displayed in bold
face.
5 Results
All scores are averages over five random seeds.
SemEval 2010 Results are in Table 3 and we
observe that EEG attention scores clearly help to
solve the task. The best EEG-augmented model,
30k AR (θ), is better than all baselines. The most
notable improvements are mainly due to a higher re-
call. Precision scores appear to be similar across all
models although BNC word frequency augmented
model show slightly lower precision than the rest.
Wikipedia Results are also in Table 3. The
F1 score of the best EEG-augmented model, 5k
NR (θ), outperformed all baselines. The BNC-
augmented model provides a strong baseline, which
could be explained through both the significantly
larger number of data points available for BNC
word frequencies and due to the fact that word fre-
quencies highly correspond to entities which are
crucial to link entities.
Ontonotes Table 3 shows that all EEG aug-
mented models outperform the baseline by a small
margin. The performance improvement for recall
is again notable. Precision scores appear to be com-
pareable across all models but the baseline. The
best model is 30k NR (α).
6 Discussion
Human brain activity appears to help machine atten-
tion in attending toward the most crucial words in
a sentence. However, there are differences between
the exploited EEG attention scores - measured as
the improvement in performance on a particular
task. This is dependent on both frequency domain
and reading task of the EEG signals, as well as the
number of features captured in the embeddings. In
general, we observe smaller performance gains for
NER compared to Relation Extraction. We suppose
this is due to NER results being fairly strong in gen-
eral for English language data (Lample et al., 2016;
Hollenstein and Zhang, 2019). Hence, additional
support through cognitive data cannot enhance per-
formance much.
Reading tasks Brain activity extracted from sen-
tences read in NR appear to be more useful to detect
named entities compared to EEG signals from AR.
This is not surprising since in an NR setting partici-
pants read sentences without any additional task to
perform (see 3.1), and therefore read each sentence
until its end (Hollenstein et al., 2018). On the other
hand, brain signals distilled from AR better help
the model to detect relations in a given sentence.
This might be due to the fact that the readers were
required to search for the respective relation while
reading the sentence. Thus, participants drew par-
ticular attention to the decisive words that form the
relation and omitted the rest (see Figure 4).
Frequency domains Performance enhancement
differed depending on the frequency domain from
which EEG attention scores were extracted. Both
θ and α frequency bands show more useful sig-
nals and lead to better performance compared to β
across all tasks. Lower frequency bands such as θ
(4-8 Hz) and α (8.5-13 Hz) are linked to cognitive
control (Williams et al., 2019) and attentiveness
(Klimesch, 2012), respectively. This might explain
why brain signals from those domains are partic-
ularly useful to guide machine attention. Higher
frequency domains such as β (13.5-30 Hz) and γ
(30.5-49.5 Hz), however, are linked to motor ac-
tivities (Pogosyan et al., 2009) and enhanced emo-
tional responses (Li and Lu, 2009; Oathes et al.,
2008), which explains why EEG power spectra
in AR increase with the hertz rate (see Figure 2)
but are less useful to supervise machine attention
than brain signals from lower frequency bands (see
Table 3).
Dimensions We tested EEG attention scores that
were max-pooled over individual frequency do-
main embeddings of different dimensionality. Over-
all, the attention scores distilled from 15- and 30-
dimensional embeddings carry slightly more in-
formative signals than attention scores extracted
from 5-dimensional embeddings (see Table 3).
The difference, however, is marginal, and for the
Wikipedia relation detection, max-pooled attention
scores over 5-dimensional θ embeddings outper-
form all other supervision signals. Contrary, to clas-
sify the word-level EEG signals of sentences into
their respective reading tasks, lower-dimensional
embeddings lead to better performance than higher-
dimensional embeddings (see Table 1). The latter is
not surprising since low-dimensional embeddings
contain those EEG signals that differ the most be-
tween NR and AR. The higher the dimensionality
of the embeddings, the more EEG signals are cap-
tured that differ less between the two reading tasks.
Improvements despite little data What is com-
pelling is the fact that we exploited little EEG data
to create the attention scores - merely 300 sentences
for NR and 407 sentences for AR, averaged over
12 participants. Both ET and BNC frequency at-
tention scores have > 10 times more sentences to
train the auxiliary task of the model. Even with
such few EEG data samples, useful signals could
be extracted that help neural networks to under-
stand language in a similar manner as the human
brain does. We assume that more data will lead to
even higher performance gains. We plan studies to
investigate the latter.
7 Conclusions
We presented the first study that leverages EEG ac-
tivity to inform machine attention about language
processing mechanisms of the human brain. This is
compelling for two reasons: First, we successfully
isolated the text processing signals from noisy EEG
data, which considerably reduced its dimensions.
Second, we demonstrated that even a small number
of EEG data points from human readers can benefit
multi-task neural models for sequence classifica-
tion. Note that the extracted attention scores may
be exploited in various neural architectures that
employ any form of attention to solve NLP tasks.
Third, we showed that downstream performance
varies as a function of both cognitive load and EEG
frequency domains. This might have decisive im-
plications about which EEG signals are to inject
into neural models. We suspect that more data will
provide deeper, and more thorough insights into
the latter avenue.
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