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CHTOUCAS POUR LES GROUPES RÉDUCTIFS ET
PARAMÉTRISATION DE LANGLANDS GLOBALE
VINCENT LAFFORGUE
Introduction
Soit Fq un corps fini et ℓ un nombre premier ne divisant pas q. Soit X une
courbe projective lisse géométriquement irréductible sur Fq et F son corps de
fonctions. Soit G un groupe réductif connexe sur F .
On montre dans cet article le sens “automorphe vers Galois” de la correspon-
dance de Langlands globale pour G [Lan70]. En fait on construit une décomposi-
tion canonique de l’espace des formes automorphes cuspidales pour G à valeurs
dans Qℓ (ou plus précisément, lorsque G n’est pas déployé, d’une somme, indexée
par ker1(F,G), des espaces de formes automorphes cuspidales pour des formes
intérieures de G). Cette décomposition canonique est indexée par les paramètres
de Langlands globaux ℓ-adiques.
On n’obtient pas de résultat nouveau dans le cas où G = GLr puisque tout
était déjà connu par Drinfeld [Dri78, Dri87, Dri88, Dri89] pour r = 2 et Laurent
Lafforgue [Laf02a] pour r arbitraire (voir le chapitre 16 pour le cas de GLr).
Cet article est totalement indépendant de la formule des traces d’Arthur-
Selberg. Il utilise les deux ingrédients suivants :
— les champs classifiants de chtoucas, introduits par Drinfeld pour GLr [Dri78,
Dri87] et généralisés à tous les groupes réductifs par Varshavsky [Var04]
— l’équivalence de Satake géométrique de Lusztig, Drinfeld, Ginzburg, et
Mirkovic–Vilonen [Lus82, Gin95, BD99, MV07].
Pour énoncer le théorème principal on suppose que G est déployé. On note Ĝ
le groupe dual de Langlands de G, considéré comme un groupe déployé sur Qℓ.
Ses racines et ses poids sont les coracines et les copoids de G, et vice-versa (voir
[Bor79] pour plus de détails).
Pour des raisons topologiques on doit travailler avec des extensions finies de Qℓ
au lieu de Qℓ. Soit E une extension finie de Qℓ contenant une racine carrée de q
et OE son anneau d’entiers.
Soit v une place de X. On note Ov l’anneau local complété en v et Fv son
corps de fractions. On a l’isomorphisme de Satake [V ] 7→ hV,v de l’anneau des
représentations (de dimension finie) de Ĝ à coefficients dans E vers l’algèbre de
Hecke Cc(G(Ov)\G(Fv)/G(Ov), E) (voir [Sat63, Car79, Gro98]). En fait les hV,v
pour V irréductible forment une base sur OE de Cc(G(Ov)\G(Fv)/G(Ov),OE).
On note A =
∏′
v∈|X| Fv l’anneau des adèles de F et O =
∏
v∈|X| Ov. Soit N un
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sous-schéma fini de X. On note ON l’anneau des fonctions sur N , et
KN = Ker(G(O)→ G(ON ))(0.1)
le sous-groupe compact ouvert de G(A) associé au niveau N . On fixe
un réseau Ξ ⊂ Z(F )\Z(A) (où Z est le centre de G). Une fonction
f ∈ Cc(G(F )\G(A)/KNΞ, E) est dite cuspidale si pour tout parabolique P ( G,
de Levi M et de radical unipotent U , le terme constant fP : g 7→
∫
U(F )\U(A) f(ug)
est nul comme fonction sur U(A)M(F )\G(A)/KNΞ. On rappelle que le E-espace
vectoriel Ccuspc (G(F )\G(A)/KNΞ, E) des formes automorphes cuspidales est de
dimension finie. Il est muni d’une structure de module sur l’algèbre de Hecke
Cc(KN\G(A)/KN , E) : on convient que la fonction caractéristique de KN est
une unité et agit par l’identité et pour f ∈ Cc(KN\G(A)/KN , E) on note
T (f) ∈ End(Ccuspc (G(F )\G(A)/KNΞ, E))
l’opérateur de Hecke correspondant.
0.1. Enoncé du théorème principal. On construira les opérateurs suivants,
dits “d’excursion”. Soient I un ensemble fini, f une fonction sur Ĝ\(Ĝ)I/Ĝ (quo-
tient grossier de (Ĝ)I par les translations à gauche et à droite par Ĝ diagonal),
et (γi)i∈I ∈ (Gal(F/F ))
I . On construira l’opérateur d’excursion
SI,f,(γi)i∈I ∈ EndCc(KN\G(A)/KN ,E)(C
cusp
c (G(F )\G(A)/KNΞ, E)).
On montrera que ces opérateurs engendrent une sous-algèbre commutative B.
On ne sait pas si B est réduite mais par décomposition spectrale on obtient
néanmoins une décomposition canonique
Ccuspc (G(F )\G(A)/KNΞ,Qℓ) =
⊕
ν
Hν(0.2)
où la somme directe dans le membre de droite est indexée par des caractères ν de
B, et où Hν est l’espace propre généralisé (ou “espace caractéristique”) associé à ν.
On montrera ensuite qu’à tout caractère ν de B correspond un unique paramètre
de Langlands σ (au sens du théorème suivant), caractérisé par (0.4) ci-dessous.
En posant Hσ = Hν , on en déduira le théorème suivant.
Théorème 0.1. (théorème 11.11) On possède une décomposition canonique de
Cc(KN\G(A)/KN ,Qℓ)-modules
Ccuspc (G(F )\G(A)/KNΞ,Qℓ) =
⊕
σ
Hσ,(0.3)
où la somme directe dans le membre de droite est indexée par des paramètres de
Langlands globaux, c’est-à-dire des classes de Ĝ(Qℓ)-conjugaison de morphismes
σ : Gal(F/F ) → Ĝ(Qℓ) définis sur une extension finie de Qℓ, continus, semi-
simples et non ramifiés en dehors de N .
Cette décomposition est caractérisée par la propriété suivante : Hσ est égal à
l’espace propre généralisé Hν associé au caractère ν de B défini par
ν(SI,f,(γi)i∈I ) = f((σ(γi))i∈I).(0.4)
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Elle est compatible avec l’isomorphisme de Satake en toute place v de X rN ,
c’est-à-dire que pour toute représentation irréductible V de Ĝ, T (hV,v) agit sur
Hσ par multiplication par le scalaire χV (σ(Frobv)), où χV est le caractère de V et
Frobv est un relèvement arbitraire d’un élément de Frobenius en v. Elle est aussi
compatible avec la limite sur N .
La compatibilité avec l’isomorphisme de Satake en les places de XrN montre
que ce théorème réalise la “correspondance” de Langlands globale dans le sens
“automorphe vers Galois”.
Dans le chapitre 12 on traitera le cas des groupes réductifs non nécessairement
déployés et on prouvera le théorème 12.3 qui est similaire au théorème ci-dessus,
à part que le membre de gauche est remplacé par une somme directe indexée
par ker1(F,G) d’espaces de formes automorphes cuspidales pour des formes inté-
rieures de G, et les paramètres de Langlands σ sont définis à l’aide du L-groupe.
Les paragraphes 12.1 et 12.2, qui peuvent être lus en complément de cette in-
troduction, contiennent les énoncés dans le cas non déployé, ainsi que les deux
conjectures suivantes. La conjecture 12.7 affirme que les paramètres de Langlands
intervenant dans la décomposition (0.3) (ou la décomposition analogue dans le
cas non déployé) proviennent de paramètres d’Arthur elliptiques. D’autre part la
conjecture 12.12 affirme que cette décomposition est définie sur Q et est indépen-
dante de ℓ.
Le chapitre 13 montre que la décomposition (0.3) existe aussi à coefficients dans
Fℓ. Le chapitre 14 indique comment adapter ces méthodes au cas métaplectique.
Dans le cas où G = GLr les théorèmes inverses [CPS94] et la formule du produit
de Laumon [Lau87] fournissent, par récurrence, le sens “Galois vers automorphe”
(voir [Laf02a] ainsi que le chapitre 16). Pour G quelconque, les conjectures de
Langlands consistent plutôt en
— une paramétrisation, obtenue dans le théorème ci-dessus,
— des formules de multiplicités d’Arthur pour les Hσ, que nous ne savons pas
calculer avec les méthodes de cet article.
Dans un article avec Alain Genestier [GL17], nous montrons la paramétrisation
de Langlands locale et la compatibilité local-global.
Dans les paragraphes 0.2 à 0.6 nous esquissons la preuve du théorème 0.1.
0.2. Chtoucas de Drinfeld pour les groupes réductifs, d’après Var-
shavsky. La preuve repose sur le fait que les champs de chtoucas, qui jouent
un rôle analogue aux variétés de Shimura sur les corps de nombres, existent
dans une généralité beaucoup plus grande. En effet, alors que les variétés de
Shimura sont définies sur un ouvert du spectre d’un anneau d’entiers d’un corps
de nombres et sont associées à un copoids minuscule du groupe dual, on possède
pour tout ensemble fini I, pour tout niveau N et pour toute représentation
irréductible W de (Ĝ)I un champ de chtoucas ChtN,I,W qui est défini sur
(X rN)I .
Les chtoucas ont été introduits par Drinfeld [Dri78, Dri87] pour GLr (et I =
{1, 2},W = St ⊗ St∗) et généralisés aux groupes réductifs (et aux copoids arbi-
traires) par Varshavsky dans [Var04] (entre-temps le cas des algèbres à division
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a été étudié par Laumon-Rapoport-Stuhler, Laurent Lafforgue, Ngô Bao Châu et
Eike Lau, et des copoids arbitraires introduits simultanément par Ngô Bao Châu
et Eike Lau, voir les réferences dans le paragraphe 0.8).
Soit E une extension finie de Qℓ contenant une racine carrée de q. On note OE
son anneau d’entiers.
Soit I un ensemble fini etW une représentation E-linéaire irréductible de (Ĝ)I .
On écrit W = ⊠i∈IWi où Wi est une représentation irréductible de Ĝ. Le champ
Cht
(I)
N,I,W classifiant les G-chtoucas avec structure de niveau N , a été étudié dans
[Var04]. Contrairement à [Var04] nous imposons dans la définition suivante qu’il
soit réduit (bien sûr cela ne change rien pour la cohomologie étale).
Notation. Pour tout schéma S sur Fq et pour tout G-torseur G sur X × S on
note τG = (IdX ×FrobS)
∗(G).
Définition 0.2. On définit Cht(I)N,I,W comme le champ de Deligne-Mumford réduit
dont les points sur un schéma S sur Fq classifient
— des points (xi)i∈I : S → (X rN)I ,
— un G-torseur G sur X × S,
— un isomorphisme
φ : G
∣∣
(X×S)r(
⋃
i∈I Γxi)
∼
→ τG
∣∣
(X×S)r(
⋃
i∈I Γxi)
où Γxi désigne le graphe de xi, tel que la position relative en xi soit bornée
par le copoids dominant de G correspondant au poids dominant ωi de Wi,
— une trivialisation de (G, φ) sur N × S.
Pour que la condition bornant les positions relatives soit définie sans ambiguïté
on demande que Cht
(I)
N,I,W soit réduit et égal à l’adhérence de Zariski de son
intersection avec l’ouvert où les xi sont deux à deux distincts.
Cette définition sera généralisée dans la définition 0.6 ci-dessous.
On note Cht
(I)
I,W lorsque N est vide et on remarque que Cht
(I)
N,I,W est un G(ON )-
torseur sur Cht
(I)
I,W
∣∣∣
(XrN)I
.
Remarque 0.3. Les lecteurs connaissant le programme de Langlands géomé-
trique noteront que Cht
(I)
N,I,W est l’intersection d’un champ de Hecke (considéré
comme une correspondance entre BunG,N et lui-même) avec le graphe du mor-
phisme de Frobenius de BunG,N .
Les xi seront appelés les pattes du chtouca. On notera
p
(I)
N,I,W : Cht
(I)
N,I,W → (X rN)
I
le morphisme correspondant.
Pour tout copoids dominant µ de Gad on note Cht
(I),≤µ
N,I,W l’ouvert de Cht
(I)
N,I,W
défini par la condition que le polygone de Harder-Narasimhan de G (ou plu-
tôt, pour être précis, du Gad-torseur associé) est ≤ µ. On fixe un réseau Ξ ⊂
Z(F )\Z(A). Alors Ξ s’envoie dans BunZ,N(Fq) qui agit sur Cht
(I)
N,I,W par torsion,
et préserve les ouverts Cht
(I),≤µ
N,I,W . On montrera que Cht
(I),≤µ
N,I,W /Ξ est un champ de
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Deligne-Mumford de type fini. On note IC
Cht
(I),≤µ
N,I,W /Ξ
le faisceau d’intersection de
Cht
(I),≤µ
N,I,W /Ξ à coefficients dans E, normalisé relativement à (X rN)
I . On note
p
(I),≤µ
N,I,W : Cht
(I),≤µ
N,I,W /Ξ→ (X rN)
I
le morphisme déduit de p
(I)
N,I,W par restriction à Cht
(I),≤µ
N,I,W et quotient par Ξ.
La définition suivante sera rendue plus canonique dans la définition 0.11.
Définition 0.4. On pose
H
0,≤µ,E
N,I,W = R
0
(
p
(I),≤µ
N,I,W
)
!
(
IC
Cht
(I),≤µ
N,I,W /Ξ
)
.
Dans le membre de droite le faisceau d’intersection est à coefficients dans E et
la cohomologie est prise au sens de [LMB99, LO08]. En fait la cohomologie étale
des schémas suffirait (en effet, dès que le degré de N est suffisamment grand en
fonction de µ, Cht
(I),≤µ
N,I,W /Ξ est un schéma de type fini).
Bien sûr H0,≤µ,EN,I,W dépend de Ξ mais on omet Ξ de la notation pour raccourcir
un peu.
Quand I est vide et W = 1, on a
lim
−→
µ
H
0,≤µ,E
N,∅,1
∣∣∣∣∣
Fq
= Cc(G(F )\G(A)/KNΞ, E)(0.5)
car ChtN,∅,1 est le champ discret BunG,N(Fq), considéré comme un champ constant
sur Fq, et par ailleurs BunG,N(Fq) = G(F )\G(A)/KN . On utilise ici l’hypothèse
que G est déployé, en général BunG,N(Fq) est une réunion finie de quotients
adéliques pour des formes intérieures de G, comme on le verra dans le chapitre
12 (pous plus de détails on renvoie le lecteur aux remarques 8.21 et 12.2).
Remarque 0.5. Plus généralement pour tout I et W = 1, le champ Cht(I)N,I,1 /Ξ
est simplement le champ constant G(F )\G(A)/KNΞ sur (X rN)I .
On considère lim−→µH
0,≤µ,E
N,I,W comme un système inductif de E-faisceaux construc-
tibles sur (X rN)I . On va introduire maintenant les actions des morphismes de
Frobenius partiels et des opérateurs de Hecke sur ce système inductif (on notera
que ces actions augmentent µ). Pour toute partie J ⊂ I on note
FrobJ : (X rN)I → (X rN)I
le morphisme qui à (xi)i∈I associe (x
′
i)i∈I avec
x′i = Frob(xi) si i ∈ J et x
′
i = xi sinon.
Alors on possède
— pour κ assez grand en fonction de W , pour tout i ∈ I et pour tout µ, un
morphisme
F{i} : Frob
∗
{i}(H
0,≤µ,E
N,I,W )→ H
0,≤µ+κ,E
N,I,W(0.6)
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de faisceaux constructibles sur (X r N)I , de sorte que les F{i} commutent
entre eux et que leur produit pour i ∈ I est l’action naturelle du morphisme
de Frobenius total de (X rN)I sur le faisceau H0,≤µ,EN,I,W ,
— pour tout f ∈ Cc(KN\G(A)/KN , E), pour κ assez grand en fonction de W
et de f , et pour tout µ, un morphisme
T (f) : H0,≤µ,EN,I,W
∣∣∣
(XrP)I
→ H0,≤µ+κ,EN,I,W
∣∣∣
(XrP)I
(0.7)
de faisceaux constructibles sur (XrP)I où P est un ensemble fini de places
contenant |N | et en dehors duquel f est triviale.
Les morphismes T (f) sont appelés des “opérateurs de Hecke” bien que ce soient
des morphismes de faisceaux. Ils sont obtenus grâce à la construction, assez évi-
dente, de correspondances de Hecke entre les champs de chtoucas. On verra après
la proposition 0.16 que T (f) peut être étendu naturellement en un morphisme
de faisceaux sur (X rN)I , mais cela n’est pas trivial. Bien sûr lorsque I = ∅ et
W = 1, les morphismes T (f) sont les opérateurs de Hecke habituels sur (0.5).
Pour construire les actions (0.6) des morphismes de Frobenius partiels, on a
besoin d’une petite généralisation des champs Cht
(I)
N,I,W où l’on demande une fac-
torisation de φ en une suite de plusieurs modifications. Soit (I1, ..., Ik) une parti-
tion (ordonnée) de I. Comme précédemment W = ⊠i∈IWi est une représentation
irréductible de (Ĝ)I .
Définition 0.6. On définit Cht(I1,...,Ik)N,I,W comme le champ de Deligne-Mumford
réduit dont les points sur un schéma S sur Fq classifient les données(
(xi)i∈I , (G0, ψ0)
φ1
−→ (G1, ψ1)
φ2
−→ · · ·
φk−1
−−−→ (Gk−1, ψk−1)
φk−→ (τG0,
τψ0)
)
(0.8)
avec
— xi ∈ (X rN)(S) pour i ∈ I,
— pour i ∈ {0, ..., k − 1}, (Gi, ψi) ∈ BunG,N(S) (c’est-à-dire que Gi est un G-
torseur sur X × S et ψi : Gi
∣∣
N×S
∼
→ G
∣∣
N×S
est une trivialisation au-dessus
de N × S) et on note (Gk, ψk) = (
τG0,
τψ0)
— pour j ∈ {1, ..., k}
φj : Gj−1
∣∣
(X×S)r(
⋃
i∈Ij
Γxi)
∼
→ Gj
∣∣
(X×S)r(
⋃
i∈Ij
Γxi)
est un isomorphisme tel que la position relative de Gj−1 par rapport à Gj
en xi (pour i ∈ Ij) soit bornée par le copoids dominant de G correspondant
au poids dominant de Wi,
— les φj, qui induisent des isomorphismes sur N ×S, respectent les structures
de niveau, c’est-à-dire que ψj ◦ φj
∣∣
N×S
= ψj−1 pour tout j ∈ {1, ..., k}.
On note Cht
(I1,...,Ik)
N,I l’ind-champ obtenu en oubliant la condition sur les posi-
tions relatives.
De plus on note Cht
(I1,...,Ik),≤µ
N,I,W l’ouvert de Cht
(I1,...,Ik)
N,I,W défini par la condition
que le polygone de Harder-Narasimhan de G0 est ≤ µ. On note
p
(I1,...,Ik)
N,I,W : Cht
(I1,...,Ik)
N,I,W → (X rN)
I
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le morphisme qui à un chtouca associe la famille de ses pattes.
Exemple. Lorsque G = GLr, I = {1, 2} et W = St⊠St
∗, les champs Cht
({1},{2})
N,I,W ,
resp. Cht
({2},{1})
N,I,W sont les champs de chtoucas à gauche, resp. à droite introduits
par Drinfeld [Dri87] (et utilisés dans [Laf02a]), et x1 et x2 sont le zéro et le pôle.
On construit maintenant un morphisme lisse (0.12) de Cht
(I1,...,Ik)
N,I,W vers le quo-
tient d’une strate fermée d’une grassmannienne affine de Beilinson-Drinfeld par
un schéma en groupes lisse. Les lecteurs familiers avec les variétés de Shimura
peuvent considérer ce morphisme comme un “modèle local” à condition de noter
— que l’on est dans une situation de bonne réduction puisque les xi appar-
tiennent à X rN ,
— et que pourtant ce modèle local n’est pas lisse (sauf si tous les Ij sont des
singletons et tous les copoids sont minuscules).
Définition 0.7. La grassmannienne affine de Beilinson-Drinfeld est l’ind-schéma
Gr
(I1,...,Ik)
I sur X
I dont les S-points classifient la donnée de(
(xi)i∈I ,G0
φ1
−→ G1
φ2
−→ · · ·
φk−1
−−−→ Gk−1
φk−→ Gk
θ
−→∼ GX×S
)
(0.9)
où les Gi sont des G-torseurs sur X × S, φi est un isomorphisme sur (X × S)r
(
⋃
i∈Ij
Γxi) et θ est une trivialisation de Gk. La strate fermée Gr
(I1,...,Ik)
I,W est le sous-
schéma fermé réduit de Gr
(I1,...,Ik)
I défini par la condition que la position relative
de Gj−1 par rapport à Gj en xi (pour i ∈ Ij) est bornée par le copoids dominant
de G correspondant au poids dominant ωi de Wi. Plus précisément au-dessus de
l’ouvert U de XI où les xi sont deux à deux distincts, Gr
(I1,...,Ik)
I est un produit
de grassmanniennes affines usuelles et
— on définit la restriction de Gr
(I1,...,Ik)
I,W au-dessus de U comme le produit des
strates fermées habituelles (notées Grωi dans [MV07, BG02] où ωi est le
plus haut poids de Wi),
— puis on définit Gr
(I1,...,Ik)
I,W comme l’adhérence de Zariski (dans Gr
(I1,...,Ik)
I ) de
sa restriction au-dessus de U.
D’après Beauville-Laszlo [BL95] (voir aussi le premier chapitre pour des ré-
férences complémentaires dans [BD99]), Gr
(I1,...,Ik)
I peut aussi être défini comme
l’ind-schéma dont les S-points classifient(
(xi)i∈I ,G0
φ1
−→ G1
φ2
−→ · · ·
φk−1
−−−→ Gk−1
φk−→ Gk
θ
−→∼ GΓ∑∞xi
)
(0.10)
où les Gi sont des G-torseurs sur le voisinage formel Γ∑∞xi de la réunion des
graphes des xi dans X × S, φi est un isomorphisme sur Γ∑∞xi r (
⋃
i∈Ij
Γxi) et θ
est une trivialisation de Gk. La restriction à la Weil G∑∞xi de G de Γ
∑
∞xi à S
agit donc sur Gr
(I1,...,Ik)
I et Gr
(I1,...,Ik)
I,W par changement de la trivialisation θ.
On a un morphisme naturel
Cht
(I1,...,Ik)
N,I,W → Gr
(I1,...,Ik)
I,W /G
∑
∞xi(0.11)
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qui associe à un chtouca (0.8) le G∑∞xi-torseur Gk
∣∣
Γ∑∞xi
et, pour toute triviali-
sation θ de celui-ci, le point de Gr
(I1,...,Ik)
I,W égal à (0.10).
Remarque 0.8. La meilleure façon d’énoncer la condition sur les positions re-
latives dans la définition 0.6 est de définir Cht
(I1,...,Ik)
N,I,W comme l’image inverse de
Gr
(I1,...,Ik)
I,W /G
∑
∞xi par le morphisme Cht
(I1,...,Ik)
N,I → Gr
(I1,...,Ik)
I /G
∑
∞xi construit
comme (0.11).
Pour (ni)i∈I ∈ NI on note Γ∑nixi le sous-schéma fermé de X×S associé au di-
viseur de Cartier
∑
nixi qui est effectif et relatif sur S. On note G
∑
nixi le schéma
en groupes lisse sur S obtenu par restriction à la Weil de G de Γ∑nixi à S. Alors si
les entiers ni sont assez grands en fonction deW , l’action de G∑∞xi sur Gr
(I1,...,Ik)
I,W
se factorise par G∑nixi. Le morphisme (0.11) fournit donc un morphisme
Cht
(I1,...,Ik)
N,I,W → Gr
(I1,...,Ik)
I,W /G
∑
nixi(0.12)
(qui associe à un chtouca (0.8) le G∑nixi-torseur Gk
∣∣
Γ∑nixi
et, pour toute trivia-
lisation λ de celui-ci, le point de Gr
(I1,...,Ik)
I,W égal à (0.10) pour toute trivialisation
θ de Gk
∣∣
Γ∑∞xi
prolongeant λ de Γ∑nixi à Γ
∑
∞xi).
On montrera dans la proposition 2.8 que le morphisme (0.12) est lisse de dimen-
sion dimG∑nixi = (
∑
i∈I ni) dimG (l’idée est la suivante : il suffit de le montrer
dans le cas où N est vide et alors cela résulte facilement du fait que le morphisme
de Frobenius de BunG a une dérivée nulle).
On en déduit que le morphisme d’oubli des modifications intermédiaires
Cht
(I1,...,Ik)
N,I,W → Cht
(I)
N,I,W(0.13)
qui envoie (0.8) sur
(
(xi)i∈I , (G0, ψ0)
φk···φ1−−−−→ (τG0,
τψ0)
)
,
est petit. En effet il est connu que le morphisme analogue
Gr
(I1,...,Ik)
I,W → Gr
(I)
I,W qui envoie (0.10) sur
(
(xi)i∈I ,G0
φk···φ1−−−−→ Gk
θ
−→∼ GΓ∑∞xi
)(0.14)
est petit, et d’ailleurs cela joue un rôle essentiel dans [MV07]. De plus l’image in-
verse de Cht
(I),≤µ
N,I,W par (0.13) est exactement Cht
(I1,...,Ik),≤µ
N,I,W puisque les troncatures
ont été définies à l’aide du polygône de Harder-Narasimhan de G0. On a donc
H
0,≤µ,E
N,I,W = R
0(p
(I1,...,Ik),≤µ
N,I,W )!
(
IC
Cht
(I1,...,Ik),≤µ
N,I,W /Ξ
)
pour toute partition (I1, ..., Ik) de I (alors que la définition 0.4 utilisait la partition
grossière (I)).
Le morphisme de Frobenius partiel
Fr
(I1,...,Ik)
I1
: Cht
(I1,...,Ik)
N,I,W → Cht
(I2,...,Ik,I1)
N,I,W ,
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défini par
Fr
(I1,...,Ik)
I1
(
(xi)i∈I , (G0, ψ0)
φ1
−→ (G1, ψ1)
φ2
−→ · · ·
φk−1
−−−→ (Gk−1, ψk−1)
φk−→ (τG0,
τψ0)
)
=
(
FrobI1
(
(xi)i∈I
)
, (G1, ψ1)
φ2
−→ (G2, ψ2)
φ3
−→ · · ·
φk−→ (τG0,
τψ0)
τφ1
−−→ (τG1,
τψ1)
)
est au-dessus du morphisme FrobI1 : (XrN)
I → (XrN)I . Comme Fr(I1,...,Ik)I1 est
un homéomorphisme local totalement radiciel, on a un isomorphisme canonique(
Fr
(I1,...,Ik)
I1
)∗(
IC
Cht
(I2,...,Ik,I1)
N,I,W
)
= IC
Cht
(I1,...,Ik)
N,I,W
.
L’isomorphisme de changement de base propre fournit alors un morphisme
FI1 : Frob
∗
I1
(H0,≤µ,EN,I,W )→ H
0,≤µ+κ,E
N,I,W
pour κ assez grand (en effet, dans les notations ci-dessus, si le polygône de Harder-
Narasimhan de G1 est ≤ µ, comme la modification entre G0 et G1 est bornée en
fonction de W , le polygône de Harder-Narasimhan de G0 est ≤ µ+κ où κ dépend
de W ). En prenant n’importe quelle partition (I1, ..., Ik) telle que I1 = {i} on
obtient F{i} dans (0.6).
Pour l’instant on a défini H0,≤µ,EN,I,W pour les classes d’isomorphismes de repré-
sentations irréductibles W de (Ĝ)I . On va raffiner cette construction en celle
canonique d’un foncteur E-linéaire
W 7→ H0,≤µ,EN,I,W(0.15)
de la catégorie des représentations E-linéaires de dimension finie de (Ĝ)I vers la
catégorie des E-faisceaux constructibles sur (X r N)I . En particulier pour tout
morphisme u : W →W ′ de représentations E-linéaires de (Ĝ)I on notera
H(u) : H0,≤µ,EN,I,W → H
0,≤µ,E
N,I,W ′
le morphisme de faisceaux constructibles associé.
Le foncteur (0.15) sera compatible à la coalescence des pattes, au sens sui-
vant. Dans tout cet article nous appelons coalescence la situation où des pattes
fusionnent entre elles. Nous aurions pu employer le mot fusion plutôt que coa-
lescence mais nous avons préféré utiliser le mot coalescence pour les pattes (qui
ne sont que des points sur la courbe) en gardant le mot fusion pour le produit
de fusion (qui intervient dans l’équivalence de Satake géométrique et concerne
les faisceaux pervers sur les grassmanniennes affines de Beilinson-Drinfeld). Soit
ζ : I → J une application. On note W ζ la représentation de ĜJ qui est la com-
posée de la représentation W avec le morphisme diagonal
ĜJ → ĜI , (gj)j∈J 7→ (gζ(i))i∈I .
On note
∆ζ : X
J → XI , (xj)j∈J 7→ (xζ(i))i∈I(0.16)
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le morphisme diagonal. On va construire, d’après [Var04] et [BV06] un isomor-
phisme de faisceaux constructibles sur (X rN)J , dit de coalescence :
χζ : ∆
∗
ζ(H
0,≤µ,E
N,I,W )
∼
→ H0,≤µ,E
N,J,W ζ
.(0.17)
Cet isomorphisme sera canonique, au sens où ce sera un isomorphisme de foncteurs
en W , compatible à la composition de ζ .
On explique maintenant la construction du foncteur (0.15) et de l’isomorphisme
de coalescence (0.17).
Lorsque W n’est pas irréductible on note Gr
(I1,...,Ik)
I,W la réunion des Gr
(I1,...,Ik)
I,V ⊂
Gr
(I1,...,Ik)
I pour V constituant irréductible deW . On fait de même avec Cht
(I1,...,Ik)
N,I,W .
On rappelle maintenant l’équivalence de Satake géométrique, due à
Lusztig, Drinfeld, Ginzburg et Mirkovic-Vilonen. Pour des références on cite
[Lus82, Gin95, BD99, MV07, Gai01, Gai07, Ric14, Zhu15]. On va utiliser ici
la forme expliquée par Gaitsgory dans [Gai07]. Habituellement l’équivalence
de Satake géométrique s’exprime de la manière suivante. Pour tout corps k
algébriquement clos de caractéristique première à ℓ, la catégorie des faisceaux
pervers G(k[[z]])-équivariants sur la grassmannienne affine G(k((z)))/G(k[[z]])
est munie d’une structure tensorielle par le produit de fusion (ou de convolution)
et d’un foncteur fibre donné par la cohomologie totale. Comme cela est expliqué
dans [MV07, BD99] et rappelé plus en détails ci-dessous, on modifie un peu
la règle des signes dans la contrainte de commutativité pour que le foncteur
fibre soit tensoriel à valeurs dans la catégorie des espaces vectoriels (et non
pas des super-espaces vectoriels). Pour être plus canonique il faut introduire
en plus une torsion à la Tate, c’est-à-dire tensoriser par E( i
2
) la partie de
degré cohomologique i pour tout i ∈ Z. Cette catégorie est donc équivalente
à la catégorie des représentations de dimension finie du groupe algébrique
des automorphismes du foncteur fibre, qui s’avère être isomorphe à Ĝ (muni
d’un épinglage canonique). De plus ces faisceaux pervers sont naturellement
équivariants par le groupe des automorphismes de k[[z]]. Ceci permet de
remplacer Spf(k[[z]]) par un disque formel arbitraire, et en particulier un disque
formel variant sur une courbe.
Ici on utilise seulement un sens de l’équivalence, à savoir le foncteur de la
catégorie des représentations de dimension finie de Ĝ vers la catégorie des fais-
ceaux pervers G(k[[z]])-équivariants sur la grassmiannenne affine. En revanche
on l’énonce en utilisant la grassmannienne affine de Beilinson-Drinfeld. Dans les
notations du théorème ci-dessous, (0.18) est un foncteur en W , et cela est plus
fort que si on avait seulement la propriété d) du théorème, qui détermine de fa-
çon non canonique la classe d’isomorphisme de S
(I1,...,Ik)
I,W,E pour chaque classe de
représentation irréductible W de (Ĝ)I . Comme on l’a rappelé précédemment, la
construction de ce foncteur repose sur le foncteur fibre donné par la cohomologie
totale. Par exemple, dans les notations du théorème ci-dessous, W est égal à la
cohomologie totale de S
(I1,...,Ik)
I,W,E dans les fibres de Gr
(I1,...,Ik)
I au-dessus de X
I (avec
les avertissements précédents concernant la règle des signes et les torsions à la
Tate). On note cependant que l’on n’utilise pas cette propriété en tant que telle,
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seulement à travers le fait qu’elle fournit le foncteur (0.18), et donc la canonicité
de nos constructions.
Théorème 0.9. (un sens de l’équivalence de Satake géométrique [BD99, MV07,
Gai07], voir le théorème 1.17 ci-dessous pour les détails). On possède pour tout
ensemble fini I et pour toute partition (I1, ..., Ik) un foncteur E-linéaire
W 7→ S
(I1,...,Ik)
I,W,E(0.18)
de la catégorie des représentations E-linéaires de dimension finie de (Ĝ)I vers
la catégorie des E-faisceaux pervers G∑∞xi-équivariants sur Gr
(I1,...,Ik)
I (pour la
normalisation perverse relative à XI). De plus S
(I1,...,Ik)
I,W,E est supporté par Gr
(I1,...,Ik)
I,W,E
et universellement localement acyclique relativement à XI . Ces foncteurs vérifient
les propriétés suivantes.
a) Compatibilité aux morphismes d’oubli (des modifications intermédiaires) :
S
(I)
I,W,E est canoniquement isomorphe à l’image directe de S
(I1,...,Ik)
I,W,E par le
morphisme d’oubli Gr
(I1,...,Ik)
I → Gr
(I)
I (défini dans (0.14)).
b) Compatibilité à la convolution : si W = ⊠j∈{1,...,k}Wj où Wj est une
représentation de (Ĝ)Ij , S
(I1,...,Ik)
I,W,E est canoniquement isomorphe à l’image
inverse de ⊠j∈{1,...,k}S
(Ij)
Ij ,Wj ,E
par le morphisme
Gr
(I1,...,Ik)
I /G
∑
i∈I ∞xi
→
k∏
j=1
(
Gr
(Ij)
Ij
/G∑
i∈Ij
∞xi
)
(G0 → G1 → · · · → Gk) 7→
((
Gj−1
∣∣
Γ∑
i∈Ij
∞xi
→ Gj
∣∣
Γ∑
i∈Ij
∞xi
))
j=1,...,k
où les Gi sont des G-torseurs sur Γ∑i∈I ∞xi.
c) Compatibilité à la fusion : soient I, J des ensembles finis et ζ : I →
J une application. Soit (J1, ..., Jk) une partition de J . Son image inverse
(ζ−1(J1), ..., ζ
−1(Jk)) est une partition de I. On note
∆ζ : X
J → XI , (xj)j∈J 7→ (xζ(i))i∈I
le morphisme diagonal associé à ζ. On note encore ∆ζ l’inclusion
Gr
(J1,...,Jk)
J = Gr
(ζ−1(J1),...,ζ−1(Jk))
I ×XI X
J →֒ Gr
(ζ−1(J1),...,ζ−1(Jk))
I .
SoitW une représentation E-linéaire de dimension finie de ĜI . On note W ζ
la représentation de ĜJ qui est la composée de la représentation W avec le
morphisme diagonal
ĜJ → ĜI , (gj)j∈J 7→ (gζ(i))i∈I .
On a alors un isomorphisme canonique
∆∗ζ
(
S
(ζ−1(J1),...,ζ−1(Jk))
I,W,E
)
≃ S
(J1,...,Jk)
J,W ζ ,E
(0.19)
qui est fonctoriel en W et compatible avec la composition pour ζ.
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d) Lorsque W est irréductible, le faisceau pervers S
(I1,...,Ik)
I,W,E sur Gr
(I1,...,Ik)
I,W est
isomorphe au faisceau d’intersection (avec la normalisation perverse relative
à XI).
Dans le théorème précédent S
(I1,...,Ik)
I,W,E est supporté par Gr
(I1,...,Ik)
I,W et on
peut donc le considérer comme un faisceau pervers (à un décalage près) sur
Gr
(I1,...,Ik)
I,W /G
∑
nixi (avec les entiers ni assez grands).
Comme on le dira plus en détails dans la remarque 1.19 la contrainte de com-
mutativité est définie par la convention modifiée, introduite dans la discussion qui
précède la proposition 6.3 de [MV07]. La contrainte de commutativité modifiée
est celle que l’on obtiendrait naturellement si tous les faisceaux d’intersection
S
(I1,...,Ik)
I,W,E pour W irréductible étaient normalisés, du point de vue du degré coho-
mologique modulo 2, pour être en degré cohomologique pair au point générique de
Gr
(I1,...,Ik)
I,W /G
∑
nixi, et alors le lemme 3.9 de [MV07] affirme que leur cohomologie
totale serait supportée en degrés cohomologiques pairs. Donc avec cette contrainte
de commutativité modifiée le foncteur fibre donné par la cohomologie totale sur
la catégorie tensorielle des faisceaux pervers G(O)-équivariants sur la grassman-
nienne affine est un foncteur tensoriel à valeurs dans la catégorie tensorielle des
espaces vectoriels (et non pas des super-espaces vectoriels), d’où l’équivalence
avec la catégorie tensorielle des représentations de dimension finie de Ĝ (défini
comme le groupe d’automorphismes du foncteur fibre).
Remarque 0.10. Dans le théorème précédent Z∑
i∈I ∞xi
⊂ G∑
i∈I ∞xi
agit trivia-
lement sur Gr
(I1,...,Ik)
I et donc (par d)) sur tous les faisceaux S
(I1,...,Ik)
I,W . On note
Gad = G/Z. On peut donc considérer S
(I1,...,Ik)
I,W comme un faisceau pervers (à un
décalage près) Gad∑∞xi-équivariant sur Gr
(I1,...,Ik)
I ou si on préfère comme un fais-
ceau pervers (à un décalage près) sur Gr
(I1,...,Ik)
I,W /G
ad∑
nixi
(avec les entiers ni assez
grands).
Voici la construction du foncteur (0.15). Le morphisme (0.12) ne se factorise
pas par le quotient par Ξ (comme me l’a fait remarquer un rapporteur anonyme),
mais c’est le cas de sa composée avec le morphisme d’oubli Gr
(I1,...,Ik)
I,W /G
∑
nixi →
Gr
(I1,...,Ik)
I,W /G
ad∑
nixi
. Autrement dit on possède un morphisme
Cht
(I1,...,Ik)
N,I,W /Ξ→ Gr
(I1,...,Ik)
I,W /G
ad∑
nixi
(0.20)
et d’après la remarque 0.10, S
(I1,...,Ik)
I,W est un faisceau pervers (à un décalage près)
sur l’espace d’arrivée.
Définition 0.11. On définit le faisceau pervers (avec la normalisation relative à
(X rN)I) F(I1,...,Ik)N,I,W,Ξ,E sur Cht
(I1,...,Ik)
N,I,W /Ξ comme l’image inverse de S
(I1,...,Ik)
I,W,E par le
morphisme (0.20). On définit alors le foncteur (0.15) en posant
H
0,≤µ,E
N,I,W = R
0(p
(I1,...,Ik),≤µ
N,I,W )!
(
F
(I1,...,Ik)
N,I,W,Ξ,E
∣∣∣
Cht
(I1,...,Ik),≤µ
N,I,W /Ξ
)
(0.21)
pour toute partition (I1, ..., Ik) de I.
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Grâce au a) du théorème précédent la définition (0.21) ne dépend pas du choix
de la partition (I1, ..., Ik).
Lorsque W est irréductible, la lissité du morphisme (0.12), donc celle du mor-
phisme (0.20), et le calcul de sa dimension impliquent que F
(I1,...,Ik)
N,I,W,Ξ,E est isomorphe
au faisceau d’intersection de Cht
(I1,...,Ik)
N,I,W /Ξ (avec la normalisation perverse rela-
tive à (X r N)I). Donc la définition précédente est cohérente avec la définition
0.4 (et la raffine en la rendant plus canonique).
L’action des opérateurs de Hecke et des morphismes de Frobenius partiels peut
se reformuler à l’aide de la définition (0.21). La canonicité de la définition (0.21)
est surtout cruciale pour la construction des isomorphismes de coalescence (0.17),
que nous allons expliquer maintenant, car les espaces de départ et d’arrivée ne
sont pas les mêmes.
Définition 0.12. L’isomorphisme canonique (0.17) est défini (grâce au théorème
de changement de base propre) par l’isomorphisme canonique entre F
(J1,...,Jk)
N,J,W ζ,Ξ,E
et
l’image inverse de F
(ζ−1(J1),...,ζ−1(Jk))
N,I,W,Ξ,E par (le quotient par Ξ de) l’inclusion
Cht
(J1,...,Jk)
N,J = Cht
(ζ−1(J1),...,ζ−1(Jk))
N,I ×(XrN)I (X rN)
J →֒ Cht
(ζ−1(J1),...,ζ−1(Jk))
N,I
qui provient de l’isomorphisme (0.19) dans le c) du théorème 0.9.
La définition précédente est indépendante du choix de la partition (J1, ..., Jk).
Remarque 0.13. Le fait d’avoir pris une partition (J1, ..., Jk) arbitraire permet
de montrer la compatibilité entre l’isomorphisme de coalescence (0.17) et les mor-
phismes de Frobenius partiels, à savoir que pour tout j ∈ J , ∆∗ζ(Fζ−1({j})) et F{j}
se correspondent par l’isomorphisme χζ de (0.17).
0.3. Morphismes de création et d’annihilation. Dans ce paragraphe notre
but est d’utiliser les isomorphismes de coalescence (0.17) pour construire des
morphismes de création et d’annihilation, puis d’exprimer les opérateurs de Hecke
en les places de X rN comme la composée
— d’un morphisme de création,
— de l’action d’un morphisme de Frobenius partiel,
— d’un morphisme d’annihilation,
et d’utiliser cela pour étendre les opérateurs de Hecke (0.7) en des morphismes de
faisceaux sur (XrN)I tout entier et pour obtenir les relations d’Eichler-Shimura.
Soient I et J des ensembles finis. On va définir maintenant les morphismes de
création et d’annihilation, dont l’idée est la suivante. Les pattes indexées par I
restent inchangées et on crée (ou on annihile) les pattes indexées par J en un
même point de la courbe (indexé par un ensemble à un élément, que l’on note
{0}).
On a des applications évidentes
ζJ : J → {0}, ζ
I
J = (IdI , ζJ) : I ∪ J → I ∪ {0} et ζ
I
∅ = (IdI , ζ∅) : I → I ∪ {0}.
Soient W et U des représentations E-linéaires de dimension finie de (Ĝ)I et
(Ĝ)J respectivement. On rappelle que U ζJ est la représentation de Ĝ obtenue
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en restreignant U à la diagonale Ĝ ⊂ (Ĝ)J . Soient x ∈ U et ξ ∈ U∗ invariants
sous l’action diagonale de Ĝ. Alors W ⊠ U est une représentation de (Ĝ)I∪J et
W ⊠U ζJ et W ⊠1 sont des représentations de (Ĝ)I∪{0} reliées par les morphismes
W ⊠ 1
IdW ⊠x−−−−→ W ⊠ U ζJ et W ⊠ U ζJ
IdW ⊠ξ−−−−→W ⊠ 1.
On note∆ : X → XJ le morphisme diagonal et on désigne par EXrN le faisceau
constant sur X rN .
Définition 0.14. On définit le morphisme de création C♯x comme la composée
H
0,≤µ,E
N,I,W ⊠ E(XrN)
χ
ζI
∅−−→∼ H
0,≤µ,E
N,I∪{0},W⊠1
H(IdW ⊠x)
−−−−−−→ H0,≤µ,E
N,I∪{0},W⊠UζJ
χ−1
ζI
J−−→∼ H
0,≤µ,E
N,I∪J,W⊠U
∣∣∣
(XrN)I×∆(XrN)
où χζI
∅
et χζIJ sont les isomorphismes de coalescence de (0.17). De même on définit
le morphisme d’annihilation C♭ξ comme la composée
H
0,≤µ,E
N,I∪J,W⊠U
∣∣∣
(XrN)I×∆(XrN)
χ
ζI
J−−→∼ H
0,≤µ,E
N,I∪{0},W⊠UζJ
H(IdW ⊠ξ)
−−−−−−→ H0,≤µ,EN,I∪{0},W⊠1
χ−1
ζI
∅−−→∼ H
0,≤µ,E
N,I,W ⊠ E(XrN).
Tous les morphismes ci-dessus sont des morphismes de faisceaux sur (XrN)I×
(X rN).
Nous allons maintenant utiliser ces morphismes avec J = {1, 2}. Soit v une
place dans |X|r |N |. On considère v également comme un sous-schéma de X et
on note Ev le faisceau constant sur v. Soit V une représentation irréductible de
Ĝ. On note 1
δV−→ V ⊗ V ∗ et V ⊗ V ∗
evV−−→ 1 les morphismes naturels.
Pour κ assez grand (en fonction de deg(v), V ), on définit SV,v comme la com-
posée
H
0,≤µ,E
N,I,W ⊠ Ev(0.22)
C
♯
δV
∣∣∣∣
(XrN)I×v
−−−−−−−−→ H0,≤µ,EN,I∪{1,2},W⊠V⊠V ∗
∣∣∣
(XrN)I×∆(v)
(0.23)
(F{1})
deg(v)
∣∣∣∣
(XrN)I×∆(v)
−−−−−−−−−−−−−−→ H0,≤µ+κ,EN,I∪{1,2},W⊠V⊠V ∗
∣∣∣
(XrN)I×∆(v)
(0.24)
C♭evV
∣∣∣∣
(XrN)I×v
−−−−−−−−−→ H0,≤µ+κ,EN,I,W ⊠Ev.(0.25)
Autrement dit on crée deux nouvelles pattes en v à l’aide de δV : 1→ V ⊗V
∗, on
applique le morphisme de Frobenius partiel (à la puissance deg(v)) à la première,
puis on les annihile à l’aide de evV : V ⊗ V
∗ → 1.
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En tant que morphisme de faisceaux constructibles sur (X r N)I × v, SV,v
commute avec l’action naturelle du morphisme de Frobenius partiel sur Ev dans
(0.22) et (0.25), puisque
— les morphismes de création et d’annihilation entrelacent cette action avec
l’action de F{1,2} sur (0.23) et (0.24), par la remarque 0.13,
— F{1} et donc F
deg(v)
{1} commutent avec F{1,2} = F{1}F{2}.
Définition 0.15. Par abus on note encore
SV,v : H
0,≤µ,E
N,I,W → H
0,≤µ+κ,E
N,I,W
le morphisme de faisceaux sur (X r N)I obtenu par descente relativement à
Z/ deg(v)Z (en prenant les invariants par l’action naturelle du morphisme de
Frobenius partiel sur Ev dans (0.22) et (0.25)).
Proposition 0.16. La restriction de SV,v à (Xr (N ∪ v))I est égale, en tant que
morphisme de faisceaux sur (X r (N ∪ v))I, à l’opérateur de Hecke
T (hV,v) : H
0,≤µ,E
N,I,W
∣∣∣
(Xr(N∪v))I
→ H0,≤µ+κ,EN,I,W
∣∣∣
(Xr(N∪v))I
.
Il suffit de le démontrer lorsque V et W sont irréductibles. La preuve est de
nature géométrique. Nous l’esquissons ici dans un cas simple, où elle se réduit
à l’intersection de deux sous-champs lisses dans un champ de Deligne-Mumford
lisse et où cette intersection s’avère être transverse. La preuve est plus compliquée
en général à cause des singularités. On renvoie à la preuve de la proposition 6.2
pour le cas général (mais une solution alternative consisterait à se ramener à une
situation d’intersection transverse lisse à l’aide des résolutions de Bott-Samelson).
Démonstration lorsque V est minuscule et deg(v) = 1. On rappelle qu’une
représentation irréductible de Ĝ est dite minuscule si tous ses poids sont conju-
gués par le groupe de Weyl. Cela équivaut au fait que l’orbite correspondante
dans la grassmannienne affine est fermée (et implique donc que la strate fermée
correspondante est lisse). On note d la dimension de l’orbite associée à V .
Grâce à l’hypothèse que deg(v) = 1 on peut supprimer ⊠Ev partout. On consi-
dère le champ de Deligne-Mumford
Z({1},{2},I) = Cht
({1},{2},I)
N,I∪{1,2},W⊠V⊠V ∗
∣∣∣
(Xr(N∪v))I×∆(v)
.
On va construire deux sous-champs fermés Y1 et Y2 dans Z
({1},{2},I), munis de
morphismes α1 et α2 vers
Z(I) = Cht
(I)
N,I,W
∣∣∣
(Xr(N∪v))I
de sorte que
— A) la restriction à (X r (N ∪ v))I de la composée (0.22)→(0.23)→(0.24)
du morphisme de création et de l’action du morphisme de Frobenius partiel
est réalisée par une correspondance cohomologique supportée par la corres-
pondance Y2 de Z
(I) vers Z({1},{2},I), et dont la restriction aux ouverts de
lissité est déterminée par son support, avec un coefficient correctif de q−d/2,
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— B) la restriction à (Xr(N∪v))I du morphisme d’annihilation (0.24)→(0.25)
est réalisée par une correspondance cohomologique supportée par la corres-
pondance Y1 de Z
({1},{2},I) vers Z(I), et dont la restriction aux ouverts de
lissité est déterminée par son support.
Le coefficient correctif de q−d/2 est évidemment dû à l’action du morphisme de
Frobenius partiel. On justifiera dans la remarque 6.9 qu’il n’y a pas de signe à
ajouter.
Donc SV,v sera réalisée par une correspondance cohomologique supportée par
le produit Y1 ×Z({1},{2},I) Y2 de ces correspondances. On verra
— que le produit Y1 ×Z({1},{2},I) Y2 n’est autre que la correspondance de Hecke
Γ(I) de Z(I) dans lui-même (qui est une correspondance finie étale)
— que SV,v, qui est donc une correspondance cohomologique supportée par
Γ(I) est en fait égale à la correspondance cohomologique supportée par Γ(I)
avec un coefficient correctif de q−d/2 (cette correspondance réalise T (hV,v)
puisque V est minuscule).
Grâce à l’hypothèse que V est minuscule il suffira de faire le calcul sur les ouverts
de lissité, et le calcul sera évident car on verra que sur les ouverts de lissité
l’intersection Y1×Z({1},{2},I)Y2 est une intersection transverse de deux sous-champs
lisses.
On construit maintenant tous ces objets. La correspondance de Hecke Γ(I) est
le champ classifiant la donnée de (xi)i∈I et d’un diagramme
(G′, ψ′)
φ′ // (τG′, τψ′)
(G, ψ)
φ //
κ
OO
(τG, τψ)
τκ
OO
(0.26)
tel que
— la ligne inférieure
(
(xi)i∈I , (G, ψ)
φ
−→ (τG, τψ)
)
et la ligne supérieure(
(xi)i∈I , (G
′, ψ′)
φ′
−→ (τG′, τψ′)
)
appartiennent à Z(I),
— κ : G
∣∣
(Xrv)×S
∼
→ G′
∣∣
(Xrv)×S
est un isomorphisme tel que la position relative
de G par rapport à G′ en v est égale au poids dominant de V (on rappelle
que V est minuscule),
— la restriction de κ à N×S, qui est un isomorphisme, entrelace les structures
de niveau ψ et ψ′.
De plus les deux projections Γ(I) → Z(I) sont les morphismes qui conservent les
lignes inférieures et supérieures de (0.26).
Comme les pattes indexées par I varient dans X r (N ∪ v) et restent dis-
jointes des pattes 1 et 2 fixées en v, on peut changer la partition ({1}, {2}, I) en
({1}, I, {2}) et on a donc
Z({1},{2},I) = Cht
({1},I,{2})
N,I∪{1,2},W⊠V⊠V ∗
∣∣∣
(Xr(N∪v))I×∆(v)
.
G-CHTOUCAS ET PARAMÉTRISATION DE LANGLANDS 17
Autrement dit le champ Z({1},{2},I) classifie la donnée de (xi)i∈I et d’un diagramme
(G1, ψ1)
φ′2 //
φ2

(G′2, ψ
′
2)
φ′3

(τG1,
τψ1)
(G0, ψ0)
φ1
99ssssssssss
(G2, ψ2)
φ3 // (τG0,
τψ0)
τφ1
88♣♣♣♣♣♣♣♣♣♣♣
(0.27)
avec (
(xi)i∈I , (G0, ψ0)
φ1
−→ (G1, ψ1)
φ2
−→ (G2, ψ2)
φ3
−→ (τG0,
τψ0)
)
∈ Cht({1},{2},I)N,I∪{1,2},W⊠V⊠V ∗
∣∣∣
(Xr(N∪v))I×∆(v)
et (
(xi)i∈I , (G0, ψ0)
φ1
−→ (G1, ψ1)
φ′2−→ (G′2, ψ
′
2)
φ′3−→ (τG0,
τψ0)
)
∈ Cht
({1},I,{2})
N,I∪{1,2},W⊠V⊠V ∗
∣∣∣
(Xr(N∪v))I×∆(v)
.
Les flèches obliques, verticales et horizontales du diagramme (0.27) sont respecti-
vement les modifications associées à la patte 1, à la patte 2 et aux pattes indexées
par I. La flèche τφ1 à droite du diagramme (0.27) est déterminée par φ1, mais on
l’a dessinée car elle servira pour définir Y2 ci-dessous.
On note Y1
ι1
→֒ Z({1},{2},I) le sous-champ fermé défini par la condition que dans
le diagramme (0.27), φ2φ1 : G0
∣∣
(X−v)×S
→ G2
∣∣
(X−v)×S
s’étend en un isomorphisme
sur X × S. On a un morphisme
α1 : Y1 → Z
(I)
qui envoie
(G1, ψ1)
φ′2 //
φ2

(G′2, ψ
′
2)
φ′3

(τG1,
τψ1)
(G0, ψ0)
φ1
99ssssssssss
∼ // (G2, ψ2)
φ3 // (τG0,
τψ0)
τφ1
88♣♣♣♣♣♣♣♣♣♣♣
sur la ligne du bas, c’est-à-dire(
(xi)i∈I , (G0, ψ0)
φ3(φ2φ1)
−−−−−→ (τG0,
τψ0)
)
.(0.28)
L’assertion B) ci-dessus vient d’un énoncé similaire concernant les faisceaux de
Mirkovic-Vilonen. En effet
— par le a) du théorème 0.9 l’image directe de S
({1},{2})
{1,2},V ⊠V ∗,E (qui est le faisceau
constant E décalé) par le morphisme d’oubli (de la modification intermé-
diaire) Gr
({1},{2})
{1,2},V ⊠V ∗ → Gr
({1,2})
{1,2},V ⊠V ∗ est égale à S
({1,2})
{1,2},V ⊠V ∗,E ,
— par le c) du théorème 0.9 la restriction de S
({1,2})
{1,2},V ⊠V ∗,E au-dessus de la
diagonale (et donc en particulier au-dessus de ∆(v)) est égale à S
({0})
{0},V ⊗V ∗,E
que l’on envoie dans le faisceau gratte-ciel S
({0})
{0},1,E par evV : V ⊗ V
∗ → 1
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et par le théorème de changement de base propre cela donne lieu à une correspon-
dance cohomologique entre Gr
({1},{2})
{1,2},V ⊠V ∗
∣∣∣
∆(v)
et le point, et on vérifie que celle-ci
est la correspondance cohomologique évidente supportée par le sous-schéma fermé
lisse de Gr
({1},{2})
{1,2},V ⊠V ∗
∣∣∣
∆(v)
formé des (G0
φ1
−→ G1
φ2
−→ G2
∼
→ G) tels que φ2φ1 soit un
isomorphisme.
On note Y2
ι2
→֒ Z({1},{2},I) le sous-champ fermé défini par la condition que dans
le diagramme (0.27), τφ1φ
′
3 : G
′
2
∣∣
(X−v)×S
→ τG1
∣∣
(X−v)×S
s’étend un isomorphisme
sur X × S. On a un morphisme
α2 : Y2 → Z
(I)
qui envoie
(G1, ψ1)
φ′2 //
φ2

(G′2, ψ
′
2)
φ′3

∼ // (τG1,
τψ1)
(G0, ψ0)
φ1
99ssssssssss
(G2, ψ2)
φ3 // (τG0,
τψ0)
τφ1
88♣♣♣♣♣♣♣♣♣♣♣
(0.29)
sur la ligne du haut, c’est-à-dire(
(xi)i∈I , (G1, ψ1)
(τφ1φ′3)φ
′
2−−−−−−→ (τG1,
τψ1)
)
.(0.30)
La justification de l’assertion A) ci-dessus se fait
— par un argument similaire à celui donné pour justifier B)
mais concernant cette fois-ci δV : 1 → V ⊗ V
∗ et le champ
Cht
(I,{2},{1})
N,I∪{1,2},W⊠V⊠V ∗
∣∣∣
(Xr(N∪v))I×∆(v)
— par le fait que la restriction à (X r (N ∪ v))I × ∆(v) du morphisme de
Frobenius partiel
Fr
({1},I,{2})
{1} : Cht
({1},I,{2})
N,I∪{1,2},W⊠V⊠V ∗ → Cht
(I,{2},{1})
N,I∪{1,2},W⊠V⊠V ∗
envoie (0.27) sur
(G1, ψ1)
φ′2 // (G′2, ψ
′
2)
φ′3

(τG1,
τψ1)
(τG0,
τψ0)
τφ1
88♣♣♣♣♣♣♣♣♣♣♣
Le fait qu’on n’ait pas besoin d’introduire de signe dans A) et B) ci-dessus sera
justifié dans la remarque 6.9, que le lecteur peut lire dès à présent s’il le souhaite.
D’autre part on a un isomorphisme canonique
Γ(I) ≃ Y1 ×Z({1},{2},I) Y2.(0.31)
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En effet un point de Z({1},{2},I) appartenant à Y1 et à Y2 est donné par un dia-
gramme
(G1, ψ1)
φ′2 //
φ2

(G′2, ψ
′
2)
φ′3

∼ // (τG1,
τψ1)
(G0, ψ0)
φ1
99ssssssssss
∼ // (G2, ψ2)
φ3 // (τG0,
τψ0)
τφ1
88♣♣♣♣♣♣♣♣♣♣♣
Il équivaut donc à la donnée d’un point de Γ(I), car en contractant les deux
isomorphismes du diagramme précédent on obtient le diagramme
(G1, ψ1)
(τφ1φ′3)φ
′
2−−−−−−→ (τG1,
τψ1)xφ1 xτφ1
(G0, ψ0)
φ3(φ2φ1)
−−−−−→ (τG0,
τψ0)
que l’on identifie au diagramme (0.26).
On a des morphismes naturels des champs Z({1},{2},I),Z(I),Y1,Y2 et Γ
(I) vers
Gr
(I)
I,W/G
∑
nixi. Comme V est minuscule ces morphismes sont lisses. Donc les
ouverts de lissité ◦Z({1},{2},I), ◦Z(I), ◦Y1,
◦Y2,
◦Γ(I) sont les images inverses de
◦Gr
(I)
I,W/G
∑
nixi où
◦Gr
(I)
I,W désigne l’ouvert de lissité de Gr
(I)
I,W .
Un calcul d’espaces tangents montre que ◦Y1 et
◦Y2 sont des sous-champs lisses
dans le champ de Deligne-Mumford lisse ◦Z({1},{2},I) et s’y s’intersectent trans-
versalement, et de plus il résulte de (0.31) que leur intersection est ◦Γ(I). On a
donc l’égalité de correspondances cohomologiques entre SV,v et T (hV,v) sur
◦Γ(I)
mais comme Γ(I) est une correspondance étale entre Z(I) et lui-même l’égalité a
lieu partout (en effet un morphisme du faisceau pervers ICΓ(I) dans lui-même est
déterminé par sa restriction à ◦Γ(I)). 
Une conséquence de la proposition 0.16 est que l’on possède, pour tout f ∈
Cc(KN\G(A)/KN , E) et κ assez grand, une extension naturelle du morphisme
T (f) (introduit dans (0.7)) en un morphisme T (f) : H0,≤µ,EN,I,W → H
0,≤µ+κ,E
N,I,W de
faisceaux constructibles sur (X r N)I tout entier, de façon compatible avec la
composition des opérateurs de Hecke. En effet, en notant KN =
∏
KN,v, il suffit
de le montrer pour toute place v et pour f ∈ Cc(KN,v\G(Fv)/KN,v, E). Il n’y a
rien à faire si v ∈ N . Si v 6∈ N il suffit de traiter le cas où f = hV,v et alors
l’extension est donnée par SV,v grâce à la proposition 0.16. Pour plus de détails,
on renvoie au corollaire 6.5.
Pour les variétés de Shimura sur les corps de nombres de tels prolongements ont
été définis dans de nombreux cas, de façon modulaire, par adhérence de Zariski
ou à l’aide de cycles proches (voir [Del71, FC90, GT05]).
Comme SV,v est le prolongement de T (hV,v), la proposition suivante exprime
exactement la relation d’Eichler-Shimura. Cette relation affirme que pour toute
place finie et pour tout i ∈ I le morphisme de Frobenius partiel en v est annulé
par un polynôme en les opérateurs de Hecke en v (à coefficients dans OE).
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On utilise encore {0} pour noter un ensemble à un élement (indexant la patte
à laquelle s’applique la relation d’Eichler-Shimura).
Proposition 0.17. (proposition 7.1) Soient I,W comme ci-dessus et V une re-
présentation irréductible de Ĝ. Alors
F
deg(v)
{0} : lim−→
µ
H
0,≤µ,E
N,I∪{0},W⊠V
∣∣∣
(XrN)I×v
→ lim−→
µ
H
0,≤µ,E
N,I∪{0},W⊠V
∣∣∣
(XrN)I×v
est annulé par un polynôme de degré dim(V ) dont les coefficients sont les restric-
tions à (X rN)I × v des morphismes SΛiV,v. Plus précisément on a
dimV∑
i=0
(−1)i(F
deg(v)
{0} )
i ◦ SΛdimV−iV,v
∣∣
(XrN)I×v
= 0.
On rappelle que SΛiV,v étend l’opérateur de Hecke T (hΛiV,,v)
de (X r (N ∪ v))I∪{0} à (X rN)I∪{0}
et on remarque que cette extension est absolument nécessaire pour prendre la
restriction à (X r N)I × v. Grâce à la définition des morphismes SΛiV,v par
(0.22)-(0.25), la preuve de la proposition 0.17 est un simple calcul d’algèbre ten-
sorielle (inspiré d’une démonstration du théorème de Hamilton-Cayley, et fondée
uniquement sur le fait que ΛdimV+1V = 0). On renvoie au chapitre 7 pour cette
preuve.
0.4. Propriétés des faisceaux de cohomologie des champs de chtoucas.
On rappelle que si x est un point géométrique d’un schéma Y son localisé strict
(ou hensélisé strict) Y(x) est défini comme la limite projective des voisinage étales
x-pointés de x. Si y est un autre point géométrique on appelle flèche de spé-
cialisation sp : x → y un morphisme Y(x) → Y(y), ou de façon équivalente un
morphisme x → Y(y). Pour tout faisceau F sur Y (pour la topologie étale), sp
induit un homomorphisme de spécialisation sp∗ : Fy → Fx (voir le paragraphe 7
de [SGA4-2-VIII]).
On fixe une clôture algébrique F de F et on note η = Spec(F ) le point géomé-
trique correspondant au-dessus du point générique η de X.
On note ∆ : X → XI le morphisme diagonal. On fixe un point géométrique ηI
au-dessus du point générique ηI de XI et une flèche de spécialisation sp : ηI →
∆(η). Le rôle de sp est de rendre le foncteur fibre en ηI plus canonique, et en
particulier compatible avec la coalescence des pattes (cette dernière affirmation
est claire lorsque sp∗ est un isomorphisme et en pratique nous serons dans cette
situation). Donc ηI et sp vont ensemble et ci-dessous les énoncés faisant intervenir
ηI dépendent du choix de sp.
Un résultat fondamental de Drinfeld (théorème 2.1 de [Dri78] et proposition
6.1 de [Dri89]) est rappelé dans le lemme suivant (voir le chapitre 8 pour d’autres
références, notamment [Lau04]). On notera toujours les OE-modules et les OE-
faisceaux par des lettres gothiques.
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Lemme 0.18. (Drinfeld) Si E est un OE-faisceau lisse constructible sur un ouvert
dense de (X r N)I , muni d’une action des morphismes de Frobenius partiels,
c’est-à-dire d’isomorphismes
F{i} : Frob
∗
{i}(E)
∣∣
ηI
→ E
∣∣
ηI
commutant entre eux et dont la composée est l’isomorphisme naturel Frob∗(E)
∼
→
E, alors il s’étend en un faisceau lisse sur U I , où U est un ouvert dense assez
petit de X rN , et la fibre E
∣∣
∆(η)
est munie d’une action de π1(U, η)
I . De plus, si
on fixe U , le foncteur E 7→ E
∣∣
∆(η)
fournit une équivalence
— de la catégorie des OE-faisceaux lisses constructibles sur U
I munis d’une
action des morphismes de Frobenius partiels
— vers la catégorie des représentations continues de π1(U, η)
I sur des OE-
modules de type fini,
de façon compatible avec la coalescence (c’est-à-dire avec l’image inverse par le
morphisme UJ → U I associé à toute application I → J).
Remarque 0.19. Dans la situation du lemme précédent, sp∗ : E
∣∣
∆(η)
→ E
∣∣
ηI
est
un isomorphisme, donc E
∣∣
ηI
est muni lui aussi d’une action de π1(U, η)
I .
Soit I un ensemble fini etW = ⊠i∈IWi une représentation irréductible de (Ĝ)
I .
On ne peut pas appliquer directement le lemme précédent, car l’action des
morphismes de Frobenius partiels augmente µ, et d’autre part la limite inductive
lim
−→µ
H
0,≤µ,E
N,I,W n’est pas constructible (car ses fibres sont de dimension infinie). Mais
on pourra l’appliquer à la partie “Hecke-finie”, au sens suivant.
Définition 0.20. Soit x un point géométrique de (X r N)I . Un élément de
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
x
est dit Hecke-fini s’il appartient à un sous-OE-module de type fini
de lim−→µH
0,≤µ,E
N,I,W
∣∣∣
x
qui est stable par T (f) pour tout f ∈ Cc(KN\G(A)/KN ,OE).
On note
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
x
)Hf
l’ensemble de tous les éléments Hecke-finis. C’est
un sous-E-espace vectoriel de lim−→µH
0,≤µ,E
N,I,W
∣∣∣
x
et il est stable par π1(x, x) et
Cc(KN\G(A)/KN , E).
Remarque 0.21. La définition ci-dessus sera appliquée avec x égal à ∆(η) ou ηI .
Dans ce cas l’action des opérateurs de Hecke T (f) sur lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
x
est évidente
(et ne nécessite pas leur extension en des morphismes de faisceaux sur (X rN)I
réalisée après la proposition 0.17).
On possède l’homomorphisme de spécialisation
sp∗ : lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
→ lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
(0.32)
où les deux membres sont considérés comme des E-espaces vectoriels (limites
inductives de E-espaces vectoriels de dimension finie).
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Lemme 0.22. (proposition 8.27) L’espace
(
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
est la réunion
de sous-OE-modules M = G
∣∣
ηI
où G est un sous-OE-faisceau constructible de
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
stable sous l’action des morphismes de Frobenius partiels.
Démonstration. On renvoie à la démonstration de la proposition 8.27 pour plus
de détails. Il suffit de traiter le cas où W = ⊠i∈IWi est irréductible. Pour toute
famille (vi)i∈I de points fermés de X r N , on note ×i∈Ivi leur produit, qui est
une réunion finie de points fermés de (X r N)I . Soit Mˇ un sous-OE-module
de type fini de lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
stable par π1(η
I , ηI) et Cc(KN\G(A)/KN ,OE).
On va construire M ⊃ Mˇ vérifiant les propriétés de l’énoncé. Comme Mˇ est
de type fini, il existe µ0 tel que Mˇ soit inclus dans l’image de H
0,≤µ0,E
N,I,W
∣∣∣
ηI
dans
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
. Quitte à augmenter µ0, on peut supposer que Mˇ est un sous-
OE-module de H
0,≤µ0,E
N,I,W
∣∣∣
ηI
. Soit Ω0 un ouvert dense de X
I sur lequel H0,≤µ0,EN,I,W est
lisse. Il existe un unique sous-OE-faisceau lisse Gˇ ⊂ H
0,≤µ0,E
N,I,W
∣∣∣
Ω0
sur Ω0 tel que
Gˇ
∣∣
ηI
= Mˇ. On choisit (vi)i∈I tel que ×i∈Ivi soit inclus dans Ω0. Pour tout i, la
relation d’Eichler-Shimura (proposition 0.17) implique alors que
(F
deg(vi)
{i} )
dimWi(Gˇ
∣∣
×i∈Ivi
) ⊂
dimWi−1∑
α=0
(F
deg(vi)
{i} )
α(SΛdimWi−αWi,vi(Gˇ
∣∣
×i∈Ivi
))(0.33)
dans lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
×i∈Ivi
. Grâce à la lissité de (Frob
deg(vi) dimWi
{i} )
∗(Gˇ) en ×i∈Ivi,
l’inclusion (0.33) se propage en ηI , c’est-à-dire que
F
deg(vi) dimWi
{i} ((Frob
deg(vi) dimWi
{i} )
∗(Gˇ
∣∣∣
ηI
))(0.34)
⊂
dimWi−1∑
α=0
F
deg(vi)α
{i} (Frob
deg(vi)α
{i} )
∗(SΛdimWi−αWi,vi(Gˇ)
∣∣
ηI
)
dans lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
. Or Gˇ
∣∣
ηI
est stable par SΛdimWi−αWi,vi = T (hΛdimWi−αWi,vi)
puisque
hΛdimWi−αWi,vi ∈ Cc(G(Ovi)\G(Fvi)/G(Ovi),OE) ⊂ Cc(KN\G(A)/KN ,OE).
Par conséquent (0.34) se simplifie en
F
deg(vi) dimWi
{i} ((Frob
deg(vi) dimWi
{i} )
∗(Gˇ
∣∣∣
ηI
)) ⊂
dimWi−1∑
α=0
F
deg(vi)α
{i} (Frob
deg(vi)α
{i} )
∗(Gˇ
∣∣
ηI
)
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dans lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
. On en déduit que
G =
∑
(ni)i∈I∈
∏
i∈I{0,...,deg(vi) dim(Wi)−1}
∏
i∈I
F ni{i}
(∏
i∈I
Frobni{i}
)∗
(Gˇ)
∣∣∣∣∣
ηI
est un sous-OE-faisceau constructible de lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
qui est stable sous l’ac-
tion des morphismes de Frobenius partiels. Comme
(
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
est la
réunion de sous-OE-modules Mˇ comme au début de la démonstration et que
M = G
∣∣
ηI
contient Mˇ on obtient l’énoncé du lemme. 
Proposition 0.23. L’espace
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
est muni d’une action naturelle
de π1(η, η)
I . Plus précisément c’est une réunion de sous-E-espaces vectoriels de
dimension finie munis d’une action continue de π1(η, η)
I .
Démonstration. Pour tout sous-OE-faisceau constructible G de lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
stable sous l’action des morphismes de Frobenius partiels, le lemme de Drinfeld
lemme 0.18 fournit (grâce à sp et à la remarque 0.19) une action continue de
π1(η, η)
I surM = G
∣∣
ηI
. D’après le lemme 0.22,
(
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
est la réunion
de tels M. 
Remarque 0.24. L’action de π1(η, η)I sur
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
est déterminée
de manière unique par les actions de π1(η
I , ηI) et des morphismes de Frobenius
partiels. Cela résulte du lemme 0.18 mais voici une autre façon de le voir (pour
plus de détails on renvoie au chapitre 8). Suivant [Dri78], on va définir un groupe
FWeil(ηI , ηI)
— qui est une extension de ZI par Ker(π1(ηI , ηI)→ Ẑ),
— et qui, lorsque I est un singleton, s’identifie au groupe de Weil usuel
Weil(η, η) = π1(η, η)×Ẑ Z.
On note F I le corps des fonctions de XI , (F I)perf son perfectisé et F I la clôture
algébrique de F I telle que ηI = Spec(F I). On définit alors
FWeil(ηI , ηI) =
{
ε ∈ AutFq((F
I)), ∃(ni)i∈I ∈ ZI , ε
∣∣
(F I)perf
=
∏
i∈I
(Frob{i})
ni
}
.
Le choix de sp fournit une inclusion F ⊗Fq · · · ⊗Fq F ⊂ F
I . Par restriction des
automorphismes, on en déduit un morphisme surjectif
FWeil(ηI , ηI)→Weil(η, η)I(0.35)
(dépendant du choix de sp). L’énoncé de la proposition 0.23 se reformule alors en
disant que l’action naturelle de FWeil(ηI , ηI) sur
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
se factorise
par le morphisme (0.35), et même à travers π1(η, η)
I .
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Proposition 0.25. (corollaire 8.34). La restriction de l’homomorphisme sp∗ de
(0.32) aux parties Hecke-finies est un isomorphisme
(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf sp∗
−→∼
(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
.(0.36)
Pour la preuve de la proposition 0.25 le lecteur peut lire dès à présent, s’il le
souhaite, les énoncés et les démonstrations des propositions 8.31 et 8.32 et du
corollaire 8.34.
Les propositions 0.23 et 0.25 permettent de définir maintenant les E-espaces
vectoriels HI,W (on omet N dans la notation HI,W pour limiter la taille des
diagrammes dans le paragraphe suivant). Dans la définition suivante on utilise le
membre de gauche de (0.36) car il est plus canonique et ne dépend pas du choix
de ηI et sp.
Définition 0.26. On définit HI,W comme le membre de gauche de (0.36).
L’action de Gal(F/F )I = π1(η, η)
I sur HI,W ne dépend pas du choix de ηI et
sp∗. En effet on peut reformuler ce qui précède en disant que d’après la proposi-
tion 0.23 on peut trouver
— une réunion croissante (indexée par λ ∈ N) de sous-OE-faisceaux construc-
tibles Fλ ⊂ lim−→µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
stables par les morphismes de Frobenius partiels
(auxquels s’applique donc le lemme de Drinfeld)
— une suite décroissante d’ouverts denses Uλ ⊂ XrN tels que Fλ se prolonge
en un faisceau lisse sur (Uλ)
I
de sorte que
⋃
λ∈N Fλ
∣∣
ηI
=
(
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
. Alors la proposition 0.25 implique
que le morphisme naturel
HI,W =
(
lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf
→
⋃
λ∈N
Fλ
∣∣
∆(η)
(0.37)
(qui vient de la lissité de Fλ sur (Uλ)
I ∋ ∆(η)) est un isomorphisme. Or l’action
de Gal(F/F )I sur le membre de droite de (0.37), qui est donnée par le lemme de
Drinfeld, ne dépend pas du choix de ηI et sp, et donc l’action de Gal(F/F )I sur
le membre de gauche n’en dépend pas non plus.
Remarque 0.27. Dans cet article nous montrons seulement que HI,W est une
limite inductive de E-espaces vectoriels de dimension finie munis de représenta-
tions continues de Gal(F/F )I . En fait Cong Xue a montré dans [Xue17] que HI,W
est de dimension finie. Les arguments de notre article nous permettent de montrer
notre résultat principal en nous passant de ce résultat, qui est de démonstration
délicate, et est seulement disponible dans le cas des groupes déployés pour le
moment.
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Pour toute application ζ : I → J , l’isomorphisme de coalescence (0.17) respecte
trivialement les parties Hecke-finies et induit donc un isomorphisme
HI,W =
(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf χζ
−→∼
(
lim
−→
µ
H
0,≤µ,E
N,J,W ζ
∣∣∣
∆(η)
)Hf
= HJ,W ζ(0.38)
où ∆ désigne le morphisme diagonal X → XI ou X → XJ .
On note
χζ : HI,W
∼
→ HJ,W ζ(0.39)
l’isomorphisme (0.38) ci-dessus. Il est Gal(F/F )J-équivariant, où Gal(F/F )J agit
sur le membre de gauche par le morphisme diagonal
Gal(F/F )J → Gal(F/F )I , (γj)j∈J 7→ (γζ(i))i∈I .
En effet, si ∆ζ : X
J → XI est le morphisme diagonal (0.16) et si la suite (Fλ)λ∈N
est comme ci-dessus relativement à I et W , alors la suite (∆∗ζ(Fλ))λ∈N vérifie les
mêmes propriétés relativement à J et W ζ, donc
χζ : HI,W =
⋃
λ∈N
Fλ
∣∣
∆(η)
=
⋃
λ∈N
∆∗ζ(Fλ)
∣∣
∆(η)
= HJ,W ζ
est Gal(F/F )J-équivariant.
Proposition 0.28. (proposition 9.7) Les HI,W vérifient les propriétés suivantes :
a) pour tout ensemble fini I,
W 7→ HI,W , u 7→ H(u)
est un foncteur E-linéaire de la catégorie des représentations E-linéaires de
dimension finie de (Ĝ)I vers la catégorie des limites inductives de représen-
tations E-linéaires continues de dimension finie de Gal(F/F )I,
b) pour toute application ζ : I → J , on possède un isomorphisme
χζ : HI,W
∼
→ HJ,W ζ ,
qui est
— fonctoriel en W , où W est une représentation de (Ĝ)I et W ζ désigne la
représentation de (Ĝ)J sur W obtenue en composant avec le morphisme
diagonal
(Ĝ)J → (Ĝ)I , (gj)j∈J 7→ (gζ(i))i∈I
— Gal(F/F )J-équivariant, où Gal(F/F )J agit sur le membre de gauche par
le morphisme diagonal
Gal(F/F )J → Gal(F/F )I , (γj)j∈J 7→ (γζ(i))i∈I ,
— et compatible avec la composition, c’est-à-dire que pour I
ζ
−→ J
η
−→ K on
a χη◦ζ = χη ◦ χζ ,
c) pour I = ∅ et W = 1, on a un isomorphisme
H∅,1 = C
cusp
c (G(F )\G(A)/KNΞ, E).
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Par ailleurs les HI,W sont des modules sur Cc(KN\G(A)/KN , E), de façon
compatible avec les propriétés a), b), c) ci-dessus.
Démonstration de la proposition 0.28. Les propriétés a) et b) ont déjà été
expliquées. On remarque qu’en appliquant b) à l’application évidente ζ∅ : ∅ →
{0}, on obtient un isomorphisme
χζ∅ : H∅,1
∼
→ H{0},1(0.40)
que l’on connaissait déjà par la remarque 0.5 (appliquée à I = {0}).
La propriété c) résulte du fait que la partie Hecke-finie de (0.5) est formée
exactement des formes automorphes cuspidales, c’est-à-dire que(
Cc(G(F )\G(A)/KNΞ, E)
)Hf
= Ccuspc (G(F )\G(A)/KNΞ, E).
Preuve de ⊃. Toute fonction cuspidale est Hecke-finie car le OE-module
Ccuspc (G(F )\G(A)/KNΞ,OE) est de type fini et stable par tous les opérateurs
T (f) pour f ∈ Cc(KN\G(A)/KN ,OE).
Preuve de ⊂. On raisonne par l’absurde et on suppose qu’une fonction Hecke-
finie f n’est pas cuspidale. Il existe alors un parabolique P ( G, de Levi M et
radical unipotent U , tel que le terme constant fP : g 7→
∫
U(F )\U(A) f(ug) soit
non nul. Soit v une place de X r N . Comme l’anneau des représentations (de
dimension finie) de M̂ est un module de type fini sur l’anneau des représentations
de Ĝ, fP est également Hecke-finie relativement aux opérateurs de Hecke pour
M en v. Ceux-ci comprennent comme cas particuliers les translations par les
éléments de ZM(Fv). On possède une application degré (relativement à M/Z), de
U(A)M(F )\G(A)/KNΞ à valeurs dans un Z-module libre de type fini, sur lequel
ZM(Fv) agit par des translations non triviales. Or le support de fP est inclus dans
le translaté d’un cône dans ce Z-module libre de type fini, et cela contredit le fait
que fP appartient à un espace vectoriel de dimension finie stable par ZM(Fv). On
renvoie à la proposition 8.23 pour une preuve plus détaillée de c). 
Dans le prochain paragraphe, nous expliquerons l’idée de la preuve du théo-
rème 0.1 à l’aide des propriétés a), b), c) de la proposition 0.28. Cette esquisse
sera complétée par la preuve de la compatibilité avec l’isomorphisme de Satake
dans le paragraphe 0.6.
0.5. Idée de la preuve du théorème 0.1 partir de la proposition 0.28.
L’idée se résume ainsi : grâce à (0.40) et au c) de la proposition 0.28, on a
H{0},1 = C
cusp
c (G(F )\G(A)/KNΞ, E).
Pour obtenir la décomposition (0.3) il est donc équivalent de construire (quitte à
augmenter E) une décomposition canonique
H{0},1 =
⊕
σ
Hσ.(0.41)
Cette dernière sera obtenue par décomposition spectrale d’une famille commuta-
tive d’endomorphismes de H{0},1, appelés opérateurs d’excursion, que nous allons
construire et étudier à l’aide des propriétés a) et b) de la proposition 0.28.
G-CHTOUCAS ET PARAMÉTRISATION DE LANGLANDS 27
Soit I un ensemble fini etW une représentation E-linéaire de dimension finie de
(Ĝ)I . On note ζI : I → {0} l’application évidente, si bien que W
ζI est simplement
W muni de l’action diagonale de Ĝ. Soit x : 1 → W ζI et ξ : W ζI → 1 des
morphismes de représentations de Ĝ (autrement dit x ∈ W et ξ ∈ W ∗ sont
invariants sous l’action diagonale de Ĝ). Soit (γi)i∈I ∈ Gal(F/F )
I .
Définition 0.29. On définit l’opérateur
SI,W,x,ξ,(γi)i∈I ∈ End(H{0},1)
comme la composée
H{0},1
H(x)
−−→ H{0},W ζI
χ−1ζI−−→∼ HI,W
(γi)i∈I
−−−−→ HI,W
χζI−−→∼ H{0},W ζI
H(ξ)
−−→ H{0},1.(0.42)
Cet opérateur sera appelé “opérateur d’excursion”. En paraphrasant (0.42) il
est la composée
— d’un opérateur de création associé à x, dont l’effet est de créer des pattes
en le même point (générique) de la courbe,
— d’une action de Galois, qui promène les pattes sur la courbe indépendam-
ment les unes des autres, puis les ramène au même point (générique) de la
courbe,
— d’un opérateur d’annihilation associé à ξ, qui annihile les pattes.
La remarque suivante propose une description conjecturale desHI,W qui permet
de mieux comprendre, de façon heuristique, le sens des opérateurs d’excursion.
Bien sûr cette description conjecturale n’intervient nulle part dans les raisonne-
ments.
Remarque 0.30. On conjecture qu’il existe un ensemble fini Σ (dépendant de N)
de paramètres de Langlands semi-simples (bien déterminés à conjugaison près),
et que, quitte à augmenter E, ils soient définis sur E et qu’on possède pour tout
σ ∈ Σ une représentation E-linéaire Aσ du centralisateur Sσ de l’image de σ dans
Ĝ (triviale sur ZĜ), de telle sorte que pour tout I et W
HI,W
?
=
⊕
σ∈Σ
(
Aσ ⊗E WσI
)Sσ
,(0.43)
où WσI désigne la représentation de Gal(F/F )
I obtenue en composant la repré-
sentation W avec le morphisme σI : Gal(F/F )I → (Ĝ(E))I . De plus Aσ doit
être un module sur Cc(KN\G(A)/KN , E), et (0.43) doit être un isomorphisme de
Cc(KN\G(A)/KN , E)-modules. Dans le cas particulier où I = ∅ et W = 1, (0.43)
doit être la décomposition (0.41) et on doit avoir Hσ = (Aσ)
Sσ .
Ces conjectures sont bien connues des experts, par extrapolation des conjec-
tures d’Arthur [Art89] et de Kottwitz [Kot90] sur les multiplicités dans les espaces
de formes automorphes et dans la cohomologie des variétés de Shimura, et grâce
à l’égalité montrée par Cong Xue [Xue17] entre une variante de HI,W (qui lui
est conjecturalement égale) et la “cohomologie cuspidale”. Dans le cas de GLr on
s’attend à ce que Σ soit l’ensemble des représentations irréductibles de dimension
r de π1(X rN, η) et que pour tout σ ∈ Σ, Sσ = Gm = ZĜ et Aσ = (πσ)
KN où πσ
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est la représentation automorphe cuspidale correspondant à σ (voir [Laf02a] et la
conjecture 2.35 de [Var04]). En général si σ est associé à un paramètre d’Arthur
elliptique ψ (voir le paragraphe 12.2.2 ci-dessous), Aσ devrait être induit d’une
représentation de dimension finie du sous-groupe de Sσ engendré par le centrali-
sateur de ψ et par le sous-groupe diagonal Gm ⊂ SL2 (parce que nous considérons
seulement la cohomologie en degré 0).
On conjecture de plus que (0.43) est fonctoriel en W et que pour toute appli-
cation ζ : I → J il entrelace χζ avec
Id :
⊕
σ
(
Aσ ⊗E WσI
)Sσ
→
⊕
σ
(
Aσ ⊗E (W
ζ)σJ
)Sσ
(commeWσI et (W
ζ)σJ sont tous les deux égaux àW comme E-espaces vectoriels,
le morphisme Id a bien un sens et est Gal(F/F )J-équivariant). Sous ces hypo-
thèses, la composée (0.42) (qui définit SI,f,(γi)i∈I ) agit sur Hσ = (Aσ)
Sσ ⊂ H{0},1
par la composée
(Aσ)
Sσ
IdAσ ⊗x−−−−→
(
Aσ ⊗E WσI
)Sσ IdAσ ⊗(γi)i∈I−−−−−−−−→ (Aσ ⊗E WσI)Sσ IdAσ ⊗ξ−−−−→ (Aσ)Sσ
c’est-à-dire par le produit par le scalaire 〈ξ, (σ(γi))i∈I · x〉 = f((σ(γi))i∈I).
La conjecture (0.43) n’est pas démontrée mais suivant une idée de Drinfeld
on peut montrer que les propriétés a) et b) de la proposition 0.28 suffisent à
impliquer une décomposition assez proche de (0.43) (mais plus difficile à énoncer,
car remplaçant la donnée de Σ et des Aσ par celle d’un “O-module sur le champ
des paramètres de Langlands”).
D’après l’observation 0.32 et la proposition 0.37 ci-dessous, la connaissance de
〈ξ, (σ(γi))i∈I · x〉 (pour I,W, x, ξ et (γi)i∈I arbitraires) détermine σ à conjugai-
son près. Par conséquent si l’on croit à la conjecture (0.43), la décomposition
(0.41) s’obtient par diagonalisation simultanée des opérateurs d’excursion. En
fait nous ne savons pas montrer qu’ils sont diagonalisables, et nous obtiendrons
la décomposition (0.41) par décomposition spectrale, c’est-à-dire “trigonalisation
simultanée” des opérateurs d’excursion.
De plus on devine que les opérateurs d’excursion vérifient les propriétés énon-
cées dans le lemme suivant.
Cette remarque était heuristique et à partir de maintenant on oublie la conjec-
ture (0.43) (sauf dans la remarque 0.35).
Le lemme suivant va résulter des propriétés a) et b) de la proposition 0.28.
Lemme 0.31. (lemme 10.1) Les opérateurs d’excursion SI,W,x,ξ,(γi)i∈I vérifient
les propriétés suivantes :
SI,W,x,tu(ξ′),(γi)i∈I = SI,W ′,u(x),ξ′,(γi)i∈I(0.44)
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où u : W → W ′ est un morphisme (Ĝ)I-équivariant et x ∈ W et ξ′ ∈ (W ′)∗ sont
Ĝ-invariants,
SJ,W ζ,x,ξ,(γj)j∈J = SI,W,x,ξ,(γζ(i))i∈I ,(0.45)
SI1∪I2,W1⊠W2,x1⊠x2,ξ1⊠ξ2,(γ1i )i∈I1×(γ2i )i∈I2 = SI1,W1,x1,ξ1,(γ1i )i∈I1 ◦ SI2,W2,x2,ξ2,(γ2i )i∈I2 ,
(0.46)
SI,W,x,ξ,(γi(γ′i)−1γ′′i )i∈I = SI∪I∪I,W⊠W ∗⊠W,δW⊠x,ξ⊠evW ,(γi)i∈I×(γ′i)i∈I×(γ′′i )i∈I(0.47)
où la plupart des notations sont évidentes, I1∪I2 et I∪I∪I désignent des réunions
disjointes, et δW : 1 → W ⊗W
∗ et evW : W
∗ ⊗W → 1 sont les morphismes
naturels.
La démonstration est très simple (elle utilise seulement les propriétés a) et b)
de la proposition 0.28). Le lecteur peut lire dès à présent, s’il le souhaite, la preuve
du lemme 10.1.
On note B ⊂ EndCc(KN\G(A)/KN ,E)(H{0},1) la sous-algèbre engendrée par tous
les opérateurs d’excursion SI,W,x,ξ,(γi)i∈I . En vertu de (0.46), B est commutative.
Dans la suite de l’introduction on considère Ĝ comme un schéma en groupes
défini sur E.
Observation 0.32. Les fonctions
f : (gi)i∈I 7→ 〈ξ, (gi)i∈I · x〉(0.48)
que l’on obtient en faisant varier W , x, et ξ sont exactement les fonctions régu-
lières sur le quotient grossier de (Ĝ)I par translation à gauche et à droite par Ĝ
diagonal, que l’on notera Ĝ\(Ĝ)I/Ĝ.
Lemme 0.33. (lemme 10.6) L’opérateur SI,W,x,ξ,(γi)i∈I dépend seulement de I, f ,
et (γi)i∈I , où f est donnée par (0.48).
Cela résulte facilement de (0.44). Le lecteur peut lire dès à présent, s’il le souhaite,
la démonstration du lemme 10.6.
Le lemme précédent permet d’introduire la notation suivante.
Définition 0.34. Pour toute fonction f ∈ O(Ĝ\(Ĝ)I/Ĝ) on pose
SI,f,(γi)i∈I = SI,W,x,ξ,(γi)i∈I ∈ B(0.49)
où W,x, ξ sont tels que f satisfasse (0.48).
Cette nouvelle notation va permettre, dans les assertions (i) à (iv) de la propo-
sition suivante, de formuler de façon plus synthétique les propriétés (0.45), (0.46)
et (0.47).
Remarque 0.35. Si on se place dans l’heuristique de la remarque 0.30, on peut
deviner facilement les propriétés énoncées dans la proposition suivante en re-
marquant que d’après la conjecture (0.43), SI,f,(γi)i∈I devrait agir sur Hσ par
multiplication par le scalaire f((σ(γi))i∈I).
Proposition 0.36. (proposition 10.8) Les opérateurs d’excursion SI,f,(γi)i∈I vé-
rifient les propriétés suivantes :
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(i) pour tout I et (γi)i∈I ∈ Gal(F/F )
I,
f 7→ SI,f,(γi)i∈I
est un morphisme d’algèbres commutatives O(Ĝ\(Ĝ)I/Ĝ)→ B,
(ii) pour toute application ζ : I → J , toute fonction f ∈ O(Ĝ\(Ĝ)I/Ĝ) et
tout (γj)j∈J ∈ Gal(F/F )
J , on a
SJ,fζ ,(γj)j∈J = SI,f,(γζ(i))i∈I
où f ζ ∈ O(Ĝ\(Ĝ)J/Ĝ) est définie par
f ζ((gj)j∈J) = f((gζ(i))i∈I),
(iii) pour tout f ∈ O(Ĝ\(Ĝ)I/Ĝ) et (γi)i∈I , (γ
′
i)i∈I , (γ
′′
i )i∈I ∈ Gal(F/F )
I on
a
SI∪I∪I,f˜ ,(γi)i∈I×(γ′i)i∈I×(γ′′i )i∈I
= SI,f,(γi(γ′i)−1γ′′i )i∈I
où I ∪ I ∪ I est une réunion disjointe et f˜ ∈ O(Ĝ\(Ĝ)I∪I∪I/Ĝ) est définie
par
f˜((gi)i∈I × (g
′
i)i∈I × (g
′′
i )i∈I) = f((gi(g
′
i)
−1g′′i )i∈I).
(iv) pour tout I et tout f , le morphisme
Gal(F/F )I → B, (γi)i∈I 7→ SI,f,(γi)i∈I(0.50)
est continu, avec B munie de la topologie E-adique.
Esquisse de démonstration. Cela résulte formellement de la proposition 0.28.
En effet, on déduit (ii) de (0.45). Pour montrer (i) on invoque (0.46) avec I1 =
I2 = I, et on applique (0.45) à l’application évidente ζ : I ∪ I → I. La propriété
(iii) résulte de (0.47), après avoir remarqué que
〈ξ ⊠ evW ,
(
(gi)i∈I ⊠ (g
′
i)i∈I ⊠ (g
′′
i )i∈I
)
· (δW ⊠ x)〉 = 〈ξ, (gi(g
′
i)
−1g′′i )i∈I · x〉.
Enfin (iv) résulte du fait que HI,W est une limite inductive de représentations
continues de dimension finie de (Gal(F/F ))I . 
On ne sait pas si B est réduite. On possède néanmoins une décomposition spec-
trale (c’est-à-dire une décomposition en espaces propres généralisés, ou “espaces
caractéristiques”)
H{0},1 =
⊕
ν
Hν(0.51)
où dans le membre de droite la somme directe est indexée par les caractères ν de
B. Quitte à augmenter E on suppose que tous les caractères de B sont définis sur
E.
La proposition suivante permet d’obtenir la décomposition (0.41) à partir de
(0.51) en associant à chaque caractère ν un paramètre de Langlands σ.
Proposition 0.37. Pour tout caractère ν de B il existe un morphisme σ :
Gal(F/F )→ Ĝ(Qℓ) tel que
(C1) σ prend ses valeurs dans Ĝ(E ′), où E ′ est une extension finie de E,
et il est continu,
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(C2) σ est semi-simple, c’est-à-dire que si son image est incluse dans un
parabolique elle est incluse dans un Levi associé (comme Qℓ est de caracté-
ristique 0 cela équivaut à dire que l’adhérence de Zariski de son image est
réductive [Ser05]),
(C3) pour tout I et f ∈ O(Ĝ\(Ĝ)I/Ĝ), on a
ν(SI,f,(γi)i∈I ) = f
(
(σ(γi))i∈I
)
.
De plus σ est unique à conjugaison près par Ĝ(Qℓ).
Démonstration. On renvoie à la preuve de la proposition 11.7 pour quelques
détails suplémentaires. La preuve utilise uniquement la proposition 0.36. Soit ν
un caractère de B.
Pour tout n ∈ N on note (Ĝ)n/ Ĝ le quotient grossier de (Ĝ)n par l’action de
Ĝ par conjugaison diagonale, c’est-à-dire
h.(g1, ..., gn) = (hg1h
−1, ..., hgnh
−1).
Alors le morphisme
(Ĝ)n → (Ĝ){0,...,n}, (g1, ..., gn) 7→ (1, g1, ..., gn)
induit un isomorphisme
β : (Ĝ)n/ Ĝ
∼
→ Ĝ\(Ĝ){0,...,n}/Ĝ,
d’où un isomorphisme d’algèbres
O((Ĝ)n/ Ĝ)
∼
→ O(Ĝ\(Ĝ){0,...,n}/Ĝ), f 7→ f ◦ β−1.
On introduit
Θνn : O((Ĝ)
n/ Ĝ)→ C(Gal(F/F )n, E)
f 7→ [(γ1, ..., γn) 7→ ν(SI,f◦β−1,(1,γ1,...,γn))]
La condition (C3) que doit vérifier σ se reformule de la façon suivante : pour
tout n et pour tout f ∈ O((Ĝ)n/ Ĝ),
Θνn(f) = [(γ1, ..., γn) 7→ f((σ(γ1), ..., σ(γn)))].(0.52)
On déduit immédiatement de la proposition 0.36 que la suite (Θνn)n∈N∗ vérifie
les propriétés suivantes
— pour tout n, Θνn est un morphisme d’algèbres,
— la suite (Θνn)n∈N∗ est fonctorielle par rapport à toutes les applications entre
les ensembles {1, ..., n}, c’est-à-dire que pour m,n ∈ N∗,
ζ : {1, ..., m} → {1, ..., n}
arbitraire, f ∈ O((Ĝ)m/ Ĝ) et (γ1, ..., γn) ∈ Gal(F/F )
n, on a
Θνn(f
ζ)((γj)j∈{1,...,n}) = Θ
ν
m(f)((γζ(i))i∈{1,...,m})
où f ζ ∈ O((Ĝ)n/ Ĝ) est définie par
f ζ((gj)j∈{1,...,n}) = f((gζ(i))i∈{1,...,m}),
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— pour n ≥ 1, f ∈ O((Ĝ)n/ Ĝ) et (γ1, ..., γn+1) ∈ Gal(F/F )
n+1 on a
Θνn+1(f̂)(γ1, ..., γn+1) = Θ
ν
n(f)(γ1, ..., γnγn+1)
où f̂ ∈ O((Ĝ)n+1/ Ĝ) est définie par
f̂(g1, ..., gn+1) = f(g1, ..., gngn+1).
Pour justifier la dernière propriété, on applique la propriété (iii) de la proposi-
tion 0.36 à
I = {0, ..., n}, (γi)i∈I = (1, γ1, ..., γn), (γ
′
i)i∈I = (1)i∈I , (γ
′′
i )i∈I = (1, ..., 1, γn+1)
et on utilise (ii) pour supprimer tous les 1 sauf le premier dans (γi)i∈I × (γ
′
i)i∈I ×
(γ′′i )i∈I .
On va montrer que ces propriétés de la suite (Θνn)n∈N∗ entraînent l’existence et
l’unicité de σ vérifiant (C1), (C2) et (C3) (c’est-à-dire (0.52)).
Pour G = GLr le résultat est déjà connu : la suite (Θ
ν
n)n∈N∗ est déterminée
par Θν1(Tr) (qui doit être le caractère de σ) et Λ
r+1St = 0 implique la relation de
pseudo-caractère d’où l’existence de σ par [Tay91]. On renvoie à la remarque 11.8
pour plus de détails.
En général on utilise des résultats de Richardson [Ric88]. On dit qu’un n-uplet
(g1, ..., gn) ∈ Ĝ(Qℓ)n est semi-simple si tout parabolique le contenant possède un
sous-groupe de Levi associé le contenant. Comme Qℓ est de caractéristique 0 cela
équivaut à la condition que l’adhérence de Zariski < g1, ..., gn > du sous-groupe
< g1, ..., gn > engendré par g1, ..., gn est réductive [Ser05]. D’après le théorème
3.6 de [Ric88] la Ĝ-orbite (par conjugaison) de (g1, ..., gn) est fermée dans (Ĝ)
n
si et seulement si (g1, ..., gn) est semi-simple. Donc les points sur Qℓ du quotient
grossier (Ĝ)n/ Ĝ (qui correspondent aux Ĝ-orbites fermées définies sur Qℓ dans
(Ĝ)n) sont en bijection avec les classes de conjugaison par Ĝ(Qℓ) de n-uplets
semi-simples (g1, ..., gn) ∈ Ĝ(Qℓ)n.
Pour tout n-uplet (γ1, ..., γn) ∈ Gal(F/F )
n on note ξn(γ1, ..., γn) le point défini
sur Qℓ du quotient grossier (Ĝ)n/ Ĝ associé au caractère
O((Ĝ)n/ Ĝ)→ Qℓ, f 7→ Θνn(f)(γ1, ..., γn).
On note ξssn (γ1, ..., γn) la classe de conjugaison de n-uplets semi-simples corres-
pondant à ξn(γ1, ..., γn) par le résultat de [Ric88] rappelé ci-dessus.
La relation (0.52) équivaut à la condition que pour tout n et pour tout
(γ1, ..., γn), (σ(γ1), ..., σ(γn)) ∈ (Ĝ(Qℓ))n (qui n’est pas en général semi-simple)
est au-dessus de ξn(γ1, ..., γn).
Unicité de σ (à conjugaison près). On choisit n et (γ1, ..., γn) tels que
σ(γ1), ..., σ(γn) engendrent un sous-groupe Zariski dense dans Im(σ). Comme σ
est supposé semi-simple, (σ(γ1), ..., σ(γn)) est semi-simple. On fixe (g1, ..., gn)
dans ξssn (γ1, ..., γn). Donc (σ(γ1), ..., σ(γn)) est conjugué à (g1, ..., gn) et quitte
à conjuguer σ on peut supposer qu’il lui est égal. Alors σ est déterminé de
façon unique car pour tout γ, σ(γ) appartient à l’adhérence de Zariski du
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sous-groupe engendré par (g1, ..., gn) et (g1, ..., gn, σ(γ)) ∈ ξ
ss
n+1(γ1, ..., γn, γ), donc
la connaissance de ξn+1(γ1, ..., γn, γ) détermine uniquement σ(γ).
Existence de σ. Pour tout n et tout (γ1, ..., γn) ∈ Gal(F/F )n on choisit
(g1, ..., gn) ∈ ξ
ss
n (γ1, ..., γn) (bien défini à conjugaison près). On choisit alors n et
(γ1, ..., γn) ∈ Gal(F/F )
n tels que
— (H1) la dimension de < g1, ..., gn > est la plus grande possible
— (H2) le centralisateur C(g1, ..., gn) de < g1, ..., gn > est le plus petit possible
(dimension minimale puis nombre de composantes connexes minimal).
On fixe (g1, ..., gn) ∈ ξ
ss
n (γ1, ..., γn) pour le reste de la démonstration et on construit
une application
σ : Gal(F/F )→ Ĝ(Qℓ)
en demandant que pour tout γ ∈ Gal(F/F ), σ(γ) est l’unique élément g de
Ĝ(Qℓ) tel que (g1, ..., gn, g) ∈ ξssn+1(γ1, ..., γn, γ). L’existence et l’unicité de g sont
justifiées de la façon suivante.
— A) Existence de g : pour (h1, ..., hn, h) ∈ ξssn+1(γ1, ..., γn, γ), (h1, ..., hn) est
forcément semi-simple. En effet (h1, ..., hn) est au-dessus de ξn(γ1, ..., γn)
et (g1, ..., gn) ∈ ξ
ss
n (γ1, ..., γn) donc d’après le théorème 5.2 de [Ric88],
< h1, ..., hn > admet un sous-groupe de Levi isomorphe à < g1, ..., gn >, or
dim(< h1, ..., hn >) ≤ dim(< h1, ..., hn, h >) ≤ dim(< g1, ..., gn >)
où la deuxième inégalité est assurée par (H1).
Donc quitte à conjuguer (h1, ..., hn, h) on peut supposer que (h1, ..., hn) =
(g1, ..., gn) et on prend alors g = h.
— B) Unicité de g : on a C(g1, ..., gn, g) ⊂ C(g1, ..., gn) et l’égalité a lieu par
(H2), donc g commute avec C(g1, ..., gn) et comme il était bien déterminé
modulo conjugaison par C(g1, ..., gn) il est unique.
Puis on montre que l’application σ que l’on vient de construire est un mor-
phisme de groupes. En effet soient γ, γ′ ∈ Gal(F/F ). Le même argument que
dans A) ci-dessus montre qu’il existe g, g′ tels que
(g1, ..., gn, g, g
′) ∈ ξssn+2(γ1, ..., γn, γ, γ
′).(0.53)
Grâce aux propriétés vérifiées par la suite (Θνn)n∈N∗ on voit que ξn+1(γ1, ..., γn, γγ
′)
est l’image de ξn+2(γ1, ..., γn, γ, γ
′) par le morphisme
(Ĝ)n+2/ Ĝ→ (Ĝ)n+1/ Ĝ, (h1, ..., hn, h, h
′) 7→ (h1, ..., hn, hh
′).
On en déduit que (g1, ..., gn, gg
′) est au-dessus de ξn+1(γ1, ..., γn, γγ
′). De plus
(g1, ..., gn, gg
′) est semi-simple par le même argument que dans A), car
dim(< g1, ..., gn, gg′ >) ≤ dim(< g1, ..., gn, g, g′ >) ≤ dim(< g1, ..., gn >)
(où la dernière inégalité vient de (H1)). Donc (g1, ..., gn, gg
′) appartient à
ξssn+1(γ1, ..., γn, γγ
′) et gg′ = σ(γγ′). Les mêmes arguments montrent que
g = σ(γ) et g′ = σ(γ′).(0.54)
On a finalement montré que σ(γγ′) = σ(γ)σ(γ′).
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Donc σ est un morphisme de groupes à valeurs dans Ĝ(E ′) (où E ′ est une
extension finie de E telle que g1, ..., gn appartiennent à Ĝ(E
′)). L’argument pour
montrer que σ est continu est le suivant. On sait que pour toute fonction f sur
(ĜE′)
n+1/ ĜE′, l’application
Gal(F/F )→ E ′, γ 7→ f(g1, ..., gn, σ(γ)) = Θ
ν
n+1(f)(γ1, ..., γn, γ)
est continue. Or le morphisme
O((ĜE′)
n+1/ ĜE′)→ O(ĜE′/C(g1, ..., gn))
f 7→ [g 7→ f(g1, ..., gn, g)]
est surjectif (parce que (g1, ..., gn) est semi-simple, donc son orbite par conjugaison
est une sous-variété affine fermée de (ĜE′)
n, isomorphe à ĜE′/C(g1, ..., gn)). De
plus, en notant D(g1, ..., gn) le centralisateur de C(g1, ..., gn) (qui contient l’image
de σ), le morphisme de restriction
O(ĜE′/C(g1, ..., gn)) = O(ĜE′)
C(g1,...,gn) → O(D(g1, ..., gn))
est surjectif parce que la restriction O(ĜE′) → O(D(g1, ..., gn)) est évidemment
surjective, qu’elle le reste lorsqu’on prend les invariants par le groupe réductif
C(g1, ..., gn) (agissant par conjugaison), et que C(g1, ..., gn) agit trivialement sur
O(D(g1, ..., gn)). Donc pour toute fonction h ∈ O(D(g1, ..., gn)), l’application
Gal(F/F )→ E ′, γ 7→ h(σ(γ))
est continue, et on a montré que σ est continu.
Il reste à montrer (0.52), c’est-à-dire que pour m ∈ N∗, f ∈ O((Ĝ)m/ Ĝ) et
(δ1, ..., δm) ∈ Gal(F/F )
m, on a
f(σ(δ1), ..., σ(δm)) =
(
Θνm(f)
)
(δ1, ..., δm).
Par les mêmes arguments que pour (0.53) et (0.54) on montre que
(g1, ..., gn, σ(δ1), ..., σ(δm)) ∈ ξ
ss
n+m(γ1, ..., γn, δ1, ..., δm).
Donc (σ(δ1), ..., σ(δm)) est au-dessus de ξm(δ1, ..., δm). 
Donc on a obtenu la décomposition (0.3). Ceci achève la démonstration du théo-
rème 0.1, à condition d’admettre les deux résultats suivants, qui seront justifiés
dans le prochain paragraphe :
— tout σ apparaissant dans la décomposition (0.3) est non ramifié en dehors
de N .
— la décomposition (0.3) est compatible avec l’isomorphisme de Satake en
toutes les places de X rN .
0.6. Compatibilité avec l’isomorphisme de Satake aux places non rami-
fiées. Le but de ce paragraphe est de montrer les deux résultats admis à la fin
du paragraphe précédent.
Lemme 0.38. Tout paramètre σ apparaissant dans (0.3) est non ramifié sur
X rN .
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Démonstration (pour un énoncé plus fort et plus de détails on renvoie à la
proposition 10.10). Soit v une place de X r N . On fixe un plongement F ⊂ Fv,
d’où une inclusion Gal(Fv/Fv) ⊂ Gal(F/F ). Soit Iv = Ker(Gal(Fv/Fv) → Ẑ)
le groupe d’inertie en v. Alors pour I,W, x, ξ comme dans (0.42), l’image de la
composée H{0},1
H(x)
−−→ H{0},W ζI
χ−1ζI−−→∼ HI,W (qui est le début de (0.42)) est formée
d’éléments invariants par (Iv)
I , car les opérateurs de création sont des morphismes
de faisceaux sur ∆(X r N) tout entier (et en particulier en ∆(v)). Donc pour
(γi)i∈I ∈ Gal(F/F )
I et (δi)i∈I ∈ (Iv)
I on a
SI,W,x,ξ,(γi)i∈I = SI,W,x,ξ,(γiδi)i∈I .(0.55)
Grâce à la preuve de l’unicité de σ incluse dans la démonstration de la proposi-
tion 0.37, la relation (0.55) implique que pour tout σ correspondant à un caractère
ν de B, on a Iv ⊂ Ker σ et donc σ est non ramifié en v. 
Le lemme suivant montre que les opérateurs de Hecke en les places non ramifiées
sont des cas particuliers d’opérateurs d’excursion.
Soit v une place dans X rN . On fixe un plongement F ⊂ F v. Comme précé-
demment 1
δV−→ V ⊗ V ∗ et V ⊗ V ∗
evV−−→ 1 sont les morphismes naturels.
Lemme 0.39. Pour tout d ∈ N et tout γ ∈ Gal(Fv/Fv) ⊂ Gal(F/F ) tel que
deg(γ) = d, S{1,2},V ⊠V ∗,δV ,evV ,(γ,1) dépend seulement de d, et si d = 1 il est égal à
T (hV,v).
Démonstration. On fixe un point géométrique v au-dessus de v et une flèche
de spécialisation spv : η → v, associés au plongement F ⊂ F v choisi ci-dessus.
On note encore spv la flèche de spécialisation ∆(η) → ∆(v) égale à son image
par ∆. Pour que le diagramme suivant tienne dans la page on pose I = {1, 2} et
W = V ⊠ V ∗. Le diagramme
Ccuspc (G(F )\G(A)/KNΞ, E)
C
♯
δV
∣∣∣∣
v 
C
♯
δV
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
∆(v)
)Hf sp∗v //
F
deg(v)d
{1}

(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf
HI,W
(γ,1)
(
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(v)
)Hf sp∗v //
C♭evV
∣∣∣∣
v 
(
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf
C♭evVtt✐✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
HI,W
Ccuspc (G(F )\G(A)/KNΞ, E)
est commutatif (la commutativité du grand rectangle sera justifiée dans le
lemme 10.4). Or S{1,2},V ⊠V ∗,δV ,evV ,(γ,1) est égal par définition à la composée par
le chemin le plus à droite. Donc il est égal à la composée donnée par la colonne
de gauche. Par conséquent il dépend seulement de d. Lorsque d = 1 la composée
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donnée par la colonne de gauche est égale par définition à SV,v, et donc à T (hV,v)
par la proposition 0.16. 
Remarque 0.40. On n’a calculé la composée de la colonne de gauche que pour
d = 1 mais pour d’autres valeurs de d elle n’apporte rien de nouveau car on pour-
rait montrer qu’elle est égale à une combinaison de SW,v avec W représentation
irréductible de Ĝ.
La proposition suivante affirme la compatibilité de la décomposition (0.3) avec
l’isomorphisme de Satake en les places de X rN .
Proposition 0.41. Soit σ apparaissant dans (0.3) et v une place de X r N .
Alors σ est non ramifié en v et pour toute représentation irréductible V de Ĝ,
T (hV,v) agit sur Hσ par multiplication par le scalaire χV (σ(Frobv)), où χV est le
caractère de V et Frobv est un relèvement arbitraire d’un élément de Frobenius
en v.
Démonstration. Le fait que σ est non ramifié en v a déjà été établi
dans le lemme 0.38. On reprend les notations du lemme 0.39. Comme
〈evV , (σ(γ), 1).δV 〉 = χV (σ(γ)) ce lemme implique que pour tout γ ∈ Gal(Fv/Fv)
avec deg(γ) = 1, et toute représentation irréductible V de Ĝ, Hσ est inclus dans
l’espace propre généralisé (ou espace caractéristique) de T (hV,v) pour la valeur
propre χV (σ(γ)). Or on sait que les opérateurs de Hecke aux places non ramifiées
sont diagonalisables (car ce sont des opérateurs normaux sur l’espace hermitien
des formes automorphes cuspidales à coefficients dans C). Donc T (hV,v) agit sur
Hσ par homothétie de rapport χV (σ(γ)). 
Cela termine la preuve du théorème 0.1.
0.7. Remarques supplémentaires. La décomposition (0.3) est certainement
plus fine en général que celle obtenue par diagonalisation des opérateurs de Hecke
en les places non ramifiées. Même en prenant en compte les classes d’isomorphisme
de représentations de Cc(KN\G(A)/KN ,Qℓ) on ne récupère pas en général la dé-
composition (0.3), et bien que les formules de multiplicités d’Arthur fassent inter-
venir une somme sur les paramètres d’Arthur, une telle décomposition canonique
semble inconnue en général dans le cas des corps de nombres. En effet d’après
des exemples de [Bla94, Lap99], pour certains groupes G (y compris déployés), la
même représentation de Cc(KN\G(A)/KN ,Qℓ) peut apparaître dans des espaces
Hσ différents, à cause du phénomène suivant. Il y a des exemples de groupes finis
Γ et de morphismes τ, τ ′ : Γ → Ĝ(Qℓ) tels que τ et τ ′ ne soient pas conjugués
mais que pour tout γ ∈ Γ, τ(γ) et τ ′(γ) soient conjugués. On s’attend alors à ce
qu’il existe un morphisme surjectif ρ : Gal(F/F )→ Γ partout non ramifié et une
représentation (Hπ, π) de G(A) tels que (Hπ)KN apparaisse à la fois dans Hτ◦ρ
et Hτ ′◦ρ. Jusqu’à présent le seul moyen systématique de distinguer ces copies de
π était le programme de Langlands géométrique (c’est d’ailleurs ce qui explique
que notre approche permette aussi de le faire, grâce au lien avec le programme
de Langlands géométrique qui est expliqué dans le chapitre 15).
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Les exemples de Blasius et Lapid sont pour G = SLr, r ≥ 3 (en fait dans
ce cas on peut retrouver a posteriori la décomposition (0.3) à l’aide du plonge-
ment SLr →֒ GLr, cf la remarque 12.13). On renvoie à [Lar94, Lar96] pour une
liste de groupes Ĝ pour lesquels existent des exemples Γ, τ, τ ′ comme ci-dessus
(et pour certains de ces groupes, par exemple E8, nous ne savons pas comment
retrouver la décomposition (0.3) autrement que par le programme de Langlands
géométrique ou par les méthodes du présent article, qui ne marchent que sur les
corps de fonctions). Plus récemment S. Wang [Wan07, Wan12, Wan15] a donné
des exemples de (Γ, τ, τ ′) comme ci-dessus, mais avec Γ semi-simple connexe.
0.8. Lien avec les travaux antérieurs. Le lien avec le programme de Lan-
glands géométrique est extrêmement étroit, et fait l’objet du chapitre 15.
Au contraire, les méthodes utilisées dans ce travail sont complètement diffé-
rentes de celles fondées sur la formule des traces qui ont été développées no-
tamment par Drinfeld [Dri78, Dri87, Dri88, Dri89], Laumon, Rapoport et Stuh-
ler [LRS93], Laumon [Lau96, Lau97], Laurent Lafforgue [Laf97, Laf98, Laf02a,
Laf02b], Ngô Bao Châu [NBC99, NBC06a], Eike Lau [Lau04, Lau07], Ngo Dac
Tuan [NDT07, NDT09, NDT11], Ngô Bao Châu et Ngo Dac Tuan [NN08], Kazh-
dan et Varshavsky [KV13, Var09] et Badulescu et Roche [BR17].
Cependant l’action sur la cohomologie des groupes de permutations des pattes
des chtoucas apparaît déjà dans les travaux de Ngô Bao Châu, Ngo Dac Tuan
et Eike Lau que nous venons de citer. Ces actions des groupes de permutations
jouent par ailleurs un rôle essentiel dans le programme de Langlands géométrique,
et notamment dans la preuve par Gaitsgory de la conjecture d’annulation [Gai04].
D’autre part la coalescence des pattes apparaît dans la thèse de Eike Lau [Lau04]
et elle est aussi utilisée dans le preprint [BV06] de Braverman et Varshavsky (afin
de montrer la non nullité de certains des morphismes (15.1)). Les chapitres 2 et
4 du présent article contiennent des rappels de l’article [Var04] de Varshavsky,
dont les résultats généraux sur la structure locale et les propriétés des champs
de G-chtoucas sont fondamentaux, et aussi du preprint très éclairant [BV06] de
Braverman et Varshavsky. Dans le cadre du lien entre cet article et le programme
de Langlands géométrique on mentionnera dans le chapitre 15 l’analogie entre les
résultats de cet article et le corollaire 4.5.5 de [Gai15].
0.9. Considérations historiques. L’idée de caractériser les classes de conjugai-
son de représentations de groupes de monodromie par un nombre fini d’invariants
numériques apparaît déjà dans les travaux de Poincaré. Dans [Poi1884] il consi-
dère une équation différentielle linéaire sur P1 − {x0, ..., xn} dont les coefficients
sont des fonctions rationnelles et dont l’espace des solutions est localement de
dimension r. Poincaré caractérise les classes de conjugaison par GLr(C) des re-
présentations de monodromie par les polynômes caractéristiques d’un nombre fini
d’éléments de π1(P1−{x0, ..., xn}). Il note que les polynômes caractéristiques des
éléments de π1(P1−{x0, ..., xn}) qui sont conjugués à un petit cercle autour d’un
des xi se calculent de façon locale (un peu comme pour les Frobv dans notre pro-
blème) alors que les autres invariants sont globaux. Comme π1(P1 − {x0, ..., xn})
est un groupe libre à n générateurs, les invariants numériques considérés par
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Poincaré sont associés à des fonctions dans O((GLr)
n/GLr). C’est Hilbert qui a
montré dans [Hil1893] que de telles algèbres sont de type fini.
0.10. Plan de l’article. La première partie est consacrée à l’étude des champs
de chtoucas, de leur cohomologie et des morphismes de création et d’annihilation.
Le chapitre 1 rappelle l’équivalence de Satake géométrique. Les chapitres 2 à 4
rappellent la définition et les propriétés élémentaires des champs classifiant les
G-chtoucas. En particulier les chapitres 2 et 4 reprennent presque mot à mot des
parties de l’article [Var04] de Varshavsky. Le chapitre 5 contient la construction
des morphismes de création et d’annihilation. Le chapitre 6 est consacré à la
preuve de la proposition 0.16. Dans le chapitre 7 on montre les relations d’Eichler-
Shimura.
La deuxième partie fait intervenir les actions des groupes de Galois. Dans le cha-
pitre 8 on utilise les relations d’Eichler-Shimura pour munir
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
d’une action de π1(η, η)
I . Dans le chapitre 9 on construit les morphismes d’excur-
sion et on étudie leurs propriétés. On en déduit dans le chapitre 11 la décomposi-
tion (0.3). Pour ne pas mélanger les difficultés, on a rédigé les chapitres 1 à 11 en
supposant G déployé. Le chapitre 12 apporte les modifications nécessaires pour
traiter le cas des groupes non nécessairement déployés. Le chapitre 13 montre que
la décomposition (0.3) existe aussi à coefficients dans Fℓ. Enfin le chapitre 14 in-
dique les modifications nécessaires pour traiter le cas des groupes métaplectiques,
le chapitre 15 explique le lien avec le programme de Langlands géométrique et le
chapitre 16 concerne le cas de GLr.
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0.12. Notations et conventions. Les notations et conventions suivantes
concernent surtout les chapitres 1 à 11. Elles reprennent celles de [Var04].
1) Soit G un groupe réductif connexe déployé sur un corps fini Fq (les nota-
tions pour les groupes non nécessairement déployés seront introduites seulement
au chapitre 12). On note Gder le groupe dérivé de G, Gsc le revêtement simple-
ment connexe de Gder, Gab := G/Gder l’abélianisé de G, et Gad le groupe adjoint
de G. Soit B ⊃ T ⊃ Z un sous-groupe de Borel, un tore maximal et le centre de
G, respectivement. On note Bsc ⊃ T sc ⊃ Zsc les sous-groupes correspondants de
Gsc, et de même pour Gder et Gad. On note X∗(T ), X∗(T ) les groupes des poids
et copoids de G, et X∗+(T ), X
+
∗ (T ) les sous-ensembles de poids et copoids domi-
nants. Les poids (resp. copoids) de G sont munis de l’ordre (standard) suivant :
λ1 ≤ λ2 si et seulement si la différence λ1 − λ2 est une combinaison à coefficients
rationnels positifs de racines (resp. coracines) simples de G. On adopte des nota-
tions semblables pour Gsc, Gder et Gad. On note ρ la demi-somme des coracines
positives de G. On note Ĝ le groupe dual de Langlands de G, considéré comme un
groupe réductif connexe déployé défini sur Qℓ (et même sur Zℓ dans le chapitre
13). Pour toute extension E de Qℓ on note ĜE le groupe algébrique défini sur E
et Ĝ(E) les points à valeurs dans E. Les représentations irréductibles de Ĝ sont
en bijection avec X+∗ (T ).
2) Pour tout poids dominant λ de G on note Vλ le module de Weyl de G de
plus haut poids λ.
3) Pour tout schéma fini N sur Fq, on note ON := Fq[N ]. On note GN la
restriction à la Weil de G de N à Fq (c’est un schéma en groupes lisse de dimension
deg(N) sur Fq).
4) Soit X une courbe projective lisse géométriquement irréductible sur Fq. On
note F le corps des fonctions rationnelles sur X. Pour tout point fermé v de X, on
note Ov l’anneau complété du faisceau structurel en v, Fv son corps des fractions
et k(v) son corps résiduel, de sorte que v = Spec(k(v)) est un sous-schéma de X.
On note A =
∏′ Fv l’anneau des adèles. On note η = Spec(F ) le point générique
de X. Pour tout ensemble fini I on note F I le corps des fonctions de XI et
ηI = Spec(F I) le point générique.
5) Pour tout S-point x d’un schéma X, on note Γx ⊂ X × S le graphe de x.
6) Sauf mention explicite du contraire, E désignera une extension finie de Qℓ
contenant une racine carrée de q, et OE son anneau d’entiers.
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7) Pour tout champ Y sur un corps fini Fq, on définit le faisceau d’intersection
ICEY comme le prolongement intermédiaire du E-faisceau pervers constant sur
un sous-champ ouvert Y0 de Y tel que le champ réduit correspondant (Y0)red
soit lisse. Ce faisceau d’intersection ICEY est normalisé pour être pur de poids 0.
Cependant on se trouvera souvent dans une situation où ICEY est universellement
localement acyclique relativement à un morphisme de Y vers une base lisse (qui
sera typiquement (X r N)I), et où on normalisera le degré et le poids de ICEY
relativement à ce morphisme.
8) Pour tout champ Y sur Fq, on note FrobY/Fq : Y → Y le morphisme de
Frobenius absolu sur Fq. On notera souvent FrobY ou simplement Frob au lieu de
FrobY/Fq .
9) Pour tout champ S sur Fq et pour tout faisceau cohérent ou pour tout G-
torseur F sur X × S, on écrira τF au lieu de (IdX ×FrobS)
∗(F). On adopte une
notation semblable pour les morphismes.
11) On adopte les conventions du chapitre 1.1 de [Del80] concernant les A-
faisceaux constructibles, pour A = OE , E ou Qℓ. Tous les A-faisceaux considérés
dans cet article seront constructibles. On ne considérera jamais les limites in-
ductives autrement que comme des systèmes inductifs abstraits, sauf pour leurs
fibres : si lim−→Fµ est un système inductif de A-faisceaux constructibles sur une
variété Y et x est un point géométrique de Y au-dessus d’un point x, lim
−→
Fµ
∣∣
x
sera considéré comme un A-module, muni d’une action de π1(x, x).
12) Si k est un corps, k désignera une clôture algébrique de k.
Table des matières
Introduction 1
1. Champs de Hecke, grassmannienne affine de Beilinson-Drinfeld, et
équivalence de Satake géométrique 41
2. Champs de G-chtoucas 52
3. Morphismes de Frobenius partiels 62
4. Faisceaux de cohomologie et coalescence des pattes 64
5. Morphismes de création et d’annihilation 70
6. Morphismes de Frobenius partiels, coalescence des pattes et opérateurs
de Hecke 73
7. Relations d’Eichler-Shimura 101
8. Sous-faisceaux constructibles stables par les morphismes de Frobenius
partiels 106
9. Opérateurs d’excursion 127
10. Propriétés des opérateurs d’excursion 133
11. Décomposition suivant les paramètres de Langlands 140
12. Cas des groupes non nécessairement déployés 148
13. Résultats à coefficients dans Fℓ 166
14. Indications sur le cas des groupes métaplectiques 169
15. Lien avec le programme de Langlands géométrique 173
16. Cas de GLr 174
G-CHTOUCAS ET PARAMÉTRISATION DE LANGLANDS 41
Références 178
1. Champs de Hecke, grassmannienne affine de Beilinson-Drinfeld,
et équivalence de Satake géométrique
Ce chapitre constitue un rappel de l’équivalence de Satake géométrique, due à
Lusztig, Drinfeld, Ginzburg, et Mirkovic–Vilonen [Lus82, Gin95, BD99, MV07].
On renvoie à [MV07, BD99, Gai07, Gai01, Var04, BV06] pour plus de détails.
Soit G un groupe réductif connexe déployé sur un corps fini Fq. Soit X une
courbe lisse projective et géométriquement irréductible sur Fq.
Soit BunG le champ lisse sur Fq classifiant les G-torseurs sur X, c’est-à-dire
que
BunG(S) = {G-torseur sur X × S, localement trivial pour la topologie étale}.
D’après le théorème 2 de [DS95] tout G-torseur sur X × S devient localement
trivial pour la topologie de Zariski de X × S après un changement de base étale
convenable sur S. Cependant nous n’aurons pas besoin de ce résultat.
Si N est un sous-schéma fini de X on note BunG,N le champ classifiant les
G-torseurs sur X avec structure de niveau N , c’est-à-dire que
BunG,N(S) = {G ∈ BunG(S), ψ : G
∣∣
N×S
∼
→ G
∣∣
N×S
}.(1.1)
Plus généralement on utilisera une version en famille de BunG,N quand N se
déplace sur la courbe. Pour tout schéma T sur Fq et tout sous-schéma fermé
Q ⊂ X × T qui est fini sur T et localement défini par une équation (c’est-à-dire
que Q est un diviseur de Cartier relatif effectif), on note BunG,Q le champ lisse
sur T tel que pour tout schéma S sur T ,
BunG,Q(S) = {G ∈ BunG(S), ψ : G
∣∣
Q×(X×T )(X×S)
∼
→ G
∣∣
Q×(X×T )(X×S)
}.(1.2)
On note GQ le schéma en groupes lisse sur T défini comme la restriction à la Weil
de G de Q à T . Il est de dimension relative deg(Q) dimG sur T , où deg(Q) est le
degré de Q (qui est une fonction localement constante sur T ). On remarque que
BunG,Q est un GQ-torseur sur BunG×T .
Les composantes irréductibles de BunG ne sont pas de type fini mais BunG est
une réunion d’ouverts Bun≤µG , définis par troncature par le polygone de Harder-
Narasimhan de G, et dont les composantes irréductibles sont de type fini. Plus
précisément, pour tout µ ∈ X∗(T
ad), on pose
Bun≤µG (S) = {G ∈ BunG(S)| pour tout point géométrique s ∈ S,(1.3)
toute B-structure B sur Gs et tout λ ∈ X
∗
+(T
ad), degBλ ≤ 〈µ, λ〉},
où Bλ est le fibré en droites correspondant. Il s’agit donc d’une troncature
de Harder-Narasimhan pour le Gad-torseur déduit de G. D’après le lemme A.3
de [Var04], Bun≤µG est ouvert dans BunG et ses composantes irréductibles (ou
connexes) sont de type fini. Cela nous suffit mais nous mentionnons qu’une étude
fine de la stratification de Harder-Naramsinham-Shatz est réalisée dans [Sch15].
42 VINCENT LAFFORGUE
Dans le chapitre 12 consacré aux groupes non nécessairement déployés on
définira des troncatures à l’aide d’un plongement de Gad dans SLr et on pourrait
évidemment faire la même chose ici, ce qui aurait l’avantage de n’utiliser les
troncatures de Harder-Naramsimhan que pour GLr.
Pour tout sous-schéma fini N de X, on note Bun≤µG,N l’image inverse de Bun
≤µ
G
dans BunG,N . On omettra souvent la lettre G dans toutes ces notations.
Remarque 1.1. ([BD99] et lemme 2.2 de [Var04]) L’ensemble π0(BunG)
des composantes connexes de BunG est canoniquement isomorphe à
π1(G) := X∗(T )/X∗(T
sc) (le quotient du réseau des copoids par le réseau des
coracines) qui est lui-même canoniquement isomorphe au groupe des caractères
de ZĜ, le centre du groupe dual de Langlands. On note [ω] ∈ π1(G) la classe de
ω ∈ X∗(T ).
La définition suivante généralise légèrement la définition 2.4 de [Var04] (voir
aussi la remarque 2.7 c) de [Var04]).
Définition 1.2. a) Soit I un ensemble fini, k ∈ N et I1, ..., Ik des parties de I telles
que {I1, ..., Ik} forme une partition de I. Soit N un sous-schéma fini de X. On
note Hecke
(I1,...,Ik)
N,I le champ tel que pour tout schéma S sur Fq, Hecke
(I1,...,Ik)
N,I (S)
classifie les données consistant en
i) des points xi ∈ (X rN)(S) pour i ∈ I,
ii) (G0, ψ0), ..., (Gk, ψk) ∈ BunG,N(S),
iii) pour j ∈ {1, ..., k}, un isomorphisme
φj : Gj−1
∣∣
(X×S)r(
⋃
i∈Ij
Γxi )
∼
→ Gj
∣∣
(X×S)r(
⋃
i∈Ij
Γxi)
,
préservant les structures de niveau, c’est-à-dire que ψj ◦ φj
∣∣
N×S
= ψj−1.
On omet N de la notation lorsque N = ∅.
b) Pour tout I-uplet ω = (ωi)i∈I de copoids dominants de G, on note
Hecke
(I1,...,Ik)
N,I,.ω le sous-champ fermé de Hecke
(I1,...,Ik)
N,I défini par la condition que,
pour tout j ∈ {1, ..., k}, la “position relative” de Gj−1 (ou plutôt φj(Gj−1)) par
rapport à Gj en les points xi (pour i ∈ Ij) est bornée par ωi dans le sens faible
suivant :
iii)ω φj((Gj−1)Vλ) ⊂ (Gj)Vλ(
∑
i∈Ij
〈λ, ωi〉Γxi) pour tout poids dominant λ de G.
Remarque 1.3. D’après le lemme 3.1 de [Var04], Hecke(I1,...,Ik)N,I,.ω est un champ al-
gébrique, localement de type fini sur Fq. On va bientôt introduire un sous-champ
fermé Hecke
(I1,...,Ik)
N,I,ω ⊂ Hecke
(I1,...,Ik)
N,I,.ω , qui est celui que l’on utilisera. Lorsque G
der
est simplement connexe il est égal au sous-champ réduit, en général il serait
égal au sous-champ réduit du sous-champ fermé de Hecke
(I1,...,Ik)
N,I,.ω donné par une
condition analogue à la condition iii′)ω de la définition 2.4 de [Var04] pourvu
que l’on remplace, pour tout point géométrique s de S la condition sur la com-
posante connexe de BunG par une condition sur la composante connexe de la
grassmannienne affine en tout point de l’ensemble {xi(s)}. La condition iii
′)ω de
la définition 2.4 de [Var04] (qui figurait aussi dans les versions 1 à 3 de cet article
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sur arXiv) ne donnait donc sans doute pas la bonne définition de Hecke
(I1,...,Ik)
N,I,ω
(même à réduction près) pour Gder non simplement connexe.
Dans la suite le point de Hecke
(I1,...,Ik)
N,I (S) fourni par les données i), ii), iii)
ci-dessus sera noté sous la forme plus concise(
(xi)i∈I , (G0, ψ0)
φ1
−→ (G1, ψ1)
φ2
−→ · · ·
φk−1
−−−→ (Gk−1, ψk−1)
φk−→ (Gk, ψk)
)
.(1.4)
Remarque 1.4. Le champ Hecke(I1,...,Ik)N,I dépend de l’ordre des parties I1, ..., Ik,
c’est pourquoi nous écrivons (I1, ..., Ik) et non {I1, ..., Ik}. Pour simplifier nous
appellerons (I1, ..., Ik) une partition de I. On remarque que si certaines parties Ij
sont vides, on peut les supprimer.
Soit k′ ∈ {1, ..., k} et (I ′1, ..., I
′
k′) une partition de I obtenue à partir de (I1, ..., Ik)
en réunissant certaines parties dont les indices sont adjacents. Plus précisément
on choisit des entiers 0 = j0 < j1 < · · · < jk′ = k et on pose I
′
j′ =
⋃
jj′−1<j≤jj′
Ij .
On considère alors le morphisme d’oubli
π
(I1,...,Ik)
(I′1,...,I
′
k′
) : Hecke
(I1,...,Ik)
N,I → Hecke
(I′1,...,I
′
k′
)
N,I(1.5)
qui envoie (1.4) sur(
(xi)i∈I , (G
′
0, ψ
′
0)
φ′1−→ (G′1, ψ
′
1)
φ′2−→ · · ·
φ′
k′−−→ (G′k′, ψ
′
k′)
)
avec (G′j′, ψ
′
j′) = (Gjj′ , ψjj′ ) et φ
′
j′ = φjj′ ◦ · · · ◦ φjj′−1+1. Autrement dit on oublie
certaines étapes intermédiaires entre (G0, ψ0) et (Gk, ψk).
Un cas particulier intéressant est le suivant :
π
(I1,...,Ik)
(I) : Hecke
(I1,...,Ik)
N,I → Hecke
(I)
N,I
envoie (1.4) sur (
(xi)i∈I , (G0, ψ0)
φk◦···◦φ1−−−−−→ (Gk, ψk)
)
.
Notation 1.5. On note p0 le morphisme Hecke
(I1,...,Ik)
N,I → BunG,N qui envoie (1.4)
sur (G0, ψ0). On note Hecke
(I1,...,Ik),≤µ
N,I l’image inverse de Bun
≤µ
G,N par p0.
La raison pour laquelle on utilise dans cet article les troncatures par les poly-
gones de Harder-Narasimhan de G0 est qu’elles sont préservées par les morphismes
d’oubli π
(I1,...,Ik)
(I′1,...,I
′
k′
).
Voici la définition de la grassmannienne affine de Beilinson-Drinfeld (sur XI).
Définition 1.6. On note Gr(I1,...,Ik)I (resp. Gr
(I1,...,Ik)
I,.ω ) l’ind-schéma (resp. le
schéma) classifiant les mêmes données que Hecke
(I1,...,Ik)
I (resp. Hecke
(I1,...,Ik)
I,.ω ),
plus une trivialisation de Gk.
Quand I est un singleton, Gr
(I)
I sera aussi noté Gr. Sa fibre Grx en un point
géométrique x de X est la grassmannienne affine habituelle, c’est-à-dire le quo-
tient fpqc G(Fx)/G(Ox) où Ox désigne la complétion en x de l’anneau local des
fonctions sur X, et Fx est son corps des fractions.
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Notation 1.7. Soit S un schéma et (xi)i∈I une famille de S-points de X. On note
Γ∑∞xi le voisinage formel de ∪i∈IΓxi dans X ×S. Un G-torseur G sur Γ
∑
∞xi est
la même chose qu’une limite projective de G-torseurs sur Γ∑nxi pour n tendant
vers l’infini.
Soit J une partie de I et G et G′ deux G-torseurs sur Γ∑∞xi. Sans chercher à
donner un sens au voisinage épointé Γ∑∞xi r (
⋃
i∈J Γxi), on définit un isomor-
phisme
φ : G
∣∣
Γ∑∞xir(
⋃
i∈J Γxi)
∼
→ G′
∣∣
Γ∑∞xir(
⋃
i∈J Γxi )
(1.6)
comme la donnée pour toute représentation de dimension finie V de G d’un
morphisme
VG → VG′(N
∑
i∈J
xi)
où l’ordre N du pôle dépend de V , de telle sorte que ces morphismes soient
fonctoriels en V et compatibles au produit tensoriel et au dual. Cette notation
(1.6) est utilisée aussi par exemple dans [Gai01] et dans le paragraphe 2.4 de
[Gai07].
Construction 1.8. Soit S un schéma et (xi)i∈I une famille de S-points de X.
Alors un point de Gr
(I1,...,Ik)
I (S) au-dessus (xi)i∈I équivaut à la donnée
— de G-torseurs G0, ...,Gk sur Γ∑∞xi,
— d’isomorphismes φj : Gj−1
∣∣
Γ∑∞xir(
⋃
i∈Ij
Γxi)
∼
→ Gj
∣∣
Γ∑∞xir(
⋃
i∈Ij
Γxi)
,
— d’une trivialisation θ : Gk
∼
→ G sur Γ∑∞xi.
En effet pour tout j ∈ {0, ..., k}, on étend Gj en un G-torseur sur X × S en le
recollant sur Γ∑∞xi r
⋃
i∈I Γxi avec le G-torseur trivial sur (X × S)r
⋃
i∈I Γxi,
grâce à θ ◦ φk ◦ · · · ◦ φj+1. Ce recollement est justifié par la remarque 2.3.7 et
le théorème 2.12.1 de [BD99] qui généralise le lemme de descente de Beauville-
Laszlo [BL95]. Bien que ce théorème concerne les modules cohérents, on peut
l’appliquer ici car un G-torseur est aussi un foncteur tensoriel de la catégorie
des représentations de dimension finie de G vers la catégorie des fibrés vectoriels
(voir la preuve du théorème 2.3.4 de [BD99]). Quand nous ferons référence à cette
construction, nous dirons qu’un tel S-point de Gr
(I1,...,Ik)
I est associé à(
(xi)i∈I ,G0
φ1
−→ G1
φ2
−→ · · ·
φk−1
−−−→ Gk−1
φk−→ Gk
θ
−→∼ G
∣∣
Γ∑∞xi
)
.(1.7)
La grassmannienne affine de Beilinson-Drinfeld a été introduite dans [BD99]
et joue un rôle fondamental dans l’équivalence de Satake géométrique [MV07]
(voir aussi [Gai07]). La fibre de Gr
(I)
I en un point géométrique (xi)i∈I ∈ X
I
est le produit de la grassmannienne affine habituelle en les points de l’ensemble
{xi, i ∈ I}. Le cas particulier où ♯I = 2 est étudié en détail pour le produit
de fusion dans [MV07]. Plus généralement, la grassmannienne affine possède la
propriété de factorisation suivante.
Remarque 1.9. Soit ζ : I → J une application surjective et (I1, ..., Ik) une par-
tition de I. Soit Uζ l’ouvert de X
I formé des (xi)i∈I tels que xi 6= xj si ζ(i) 6= ζ(j).
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AlorsGr
(I1,...,Ik)
I et
∏
j∈J Gr
(I1∩ζ−1({j}),...,Ik∩ζ
−1({j}))
ζ−1({j}) sont canoniquement isomorphes
au-dessus de Uζ .
Pour tout (ni)i∈I ∈ NI on note Γ∑nixi le sous-schéma fermé de X × X
I dont
l’idéal est engendré, localement pour la topologie de Zariski, par
∏
i∈I t
ni
i , où ti
est une équation du graphe Γxi. On note G
∑
nixi le schéma en groupes lisse sur
XI égal à la restriction à la Weil de G du sous-schéma fermé Γ∑
i∈I nixi
⊂ X×XI
à XI . C’est évidemment un quotient de G∑∞xi (défini comme la restriction à la
Weil de G de Γ∑∞xi à X
I).
On a une action évidente de G∑∞xi sur Gr
(I1,...,Ik)
I par changement de trivia-
lisation de Gk. Autrement dit, pour tout schéma S et toute section γ de G sur
Γ∑∞xi, l’action de γ envoie (1.7) sur(
(xi)i∈I ,G0
φ1
−→ G1
φ2
−→ · · ·
φk−→ Gk
Lγ◦θ
−−−→∼ G
∣∣
Γ∑∞xi
)
(où Lγ est l’automorphisme du G-torseur trivial donné par la multiplication à
gauche par γ).
Proposition 1.10. Si les entiers ni sont assez grands en fonction des copoids ωi,
cette action de G∑∞xi sur Gr
(I1,...,Ik)
I,.ω se factorise à travers le quotient G
∑
nixi. 
Remarque 1.11. Par conséquent, si les entiers ni sont comme dans la proposition
précédente, pour tout schéma S, à la donnée de
a) S-points (xi)i∈I ,
b) G0
φ1
−→ G1
φ2
−→ · · ·
φk−→ Gk, où les Gi sont des G-torseurs sur Γ∑∞xi et les
φi satisfont la condition iii)ω de la définition 1.2,
c) une trivialisation de Gk
∣∣
Γ∑nixi
,
on associe un S-point de Gr
(I1,...,Ik)
I,.ω (par la construction 1.8, après avoir étendu
de manière arbitraire la trivialisation de Gk de Γ∑nixi à Γ
∑
∞xi). Par conséquent,
aux données de a) et b) on associe un S-point de Gr
(I1,...,Ik)
I,.ω /G
∑
nixi , sur lequel le
G∑nixi-torseur tautologique est Gk
∣∣
Γ∑nixi
. Dans la suite ce S-point sera souvent
noté
(G0
φ1
−→ G1
φ2
−→ · · ·
φk−→ Gk) ∈ Gr
(I1,...,Ik)
I,.ω /G
∑
nixi .
On va définir maintenant le sous-schéma fermé Gr
(I1,...,Ik)
I,ω ⊂ Gr
(I1,...,Ik)
I,.ω . On
commence par rappeler que si I est un singleton, Gr
(I)
I est un schéma sur X dont
la fibre en un point géométrique x de X est la grassmannienne affine habituelle
Grx, c’est-à-dire le quotient fpqc G(Fx)/G(Ox). Il est bien connu que les G(Ox)-
orbites dans Grx sont des sous-schémas localement fermés indexés par les copoids
dominants ω de G. Plus précisément on note Gr0x,ω la G(Ox)-orbite de t
ω où t
est une uniformisante de Ox. On note Grx,ω son adhérence de Zariski, qui est la
réunion des orbitesGr0x,λ telles que λ soit un poids de la représentation irréductible
de Ĝ de plus haut poids ω.
46 VINCENT LAFFORGUE
Habituellement Grx,ω est noté Grx,ω et Gr
0
x,λ est noté Grx,λ. Les notations utili-
sées ici sont mieux adaptées pour nous (car nous utilisons presque exclusivement
les adhérences) et elles sont compatibles avec [Var04].
Définition 1.12. Quand I est un singleton on note Gr(I)I,ω le sous-schéma fermé
réduit de Gr
(I)
I dont la fibre en un point x ∈ X est Grx,ω. En général soit U ⊂ X
I
le complémentaire de toutes les diagonales, c’est-à-dire U = {(xi)i∈I , ∀i 6= j, xi 6=
xj}. On a un isomorphisme
θ : Gr
(I1,...,Ik)
I,.ω
∣∣∣
U
∼
→
∏
i∈I
Gr
({i})
{i},.ωi
∣∣∣∣∣
U
grâce à la remarque 1.9. On définit alors Gr
(I1,...,Ik)
I,ω comme le sous-schéma fermé
réduit de Gr
(I1,...,Ik)
I,.ω égal à l’adhérence de Zariski de θ
−1
(∏
i∈I Gr
({i})
{i},ωi
∣∣∣
U
)
.
Il est bien connu qu’il existe un isomorphisme
β
(I1,...,Ik)
I,∞ : Hecke
(I1,...,Ik)
I
∼
→
(
Gr
(I1,...,Ik)
I ×XI BunG,
∑
∞xi
)
/G∑∞xi(1.8)
où G∑∞xi agit diagonalement. En fait on utilisera plutôt l’isomorphisme (1.9)
ci-dessous où les modifications sont bornées et G∑∞xi est remplacé par G
∑
nixi.
L’avantage est que l’on reste dans le cadre des champs d’Artin et surtout que
l’isomorphisme (1.9) va permettre dans le lemme 1.14 de construire un morphisme
lisse, qui serait de dimension infinie si on avait utilisé G∑∞xi.
Soit n = (ni)i∈I ∈ NI comme dans la proposition 1.10. On a alors un isomor-
phisme
β
(I1,...,Ik)
I,.ω,n : Hecke
(I1,...,Ik)
I,.ω
∼
→
(
Gr
(I1,...,Ik)
I,.ω ×XI BunG,
∑
nixi
)
/G∑nixi(1.9)
(où G∑nixi agit diagonalement). Il est défini de la manière suivante. D’abord le
G∑nixi-torseur A sur Hecke
(I1,...,Ik)
I,.ω associé à ce morphisme est Gk
∣∣
Γ∑nixi
, pour(
(xi)i∈I ,G0
φ1
−→ G1
φ2
−→ · · ·
φk−→ Gk
)
∈ Hecke
(I1,...,Ik)
I,.ω (S).
Autrement dit l’espace total de A est constitué par les trivialisations κ de
Gk
∣∣
Γ∑nixi
. Ensuite le morphisme A→ Gr
(I1,...,Ik)
I,.ω ×XI BunG,
∑
nixi envoie((
(xi)i∈I ,G0
φ1
−→ G1
φ2
−→ · · ·
φk−→ Gk
)
, κ : Gk
∣∣
Γ∑nixi
∼
→ G
∣∣
Γ∑nixi
)
sur le produit
— du point de Gr
(I1,...,Ik)
I,.ω associé par la remarque 1.11 à(
(xi)i∈I ,G0
∣∣
Γ∑∞xi
φ1
−→ G1
∣∣
Γ∑∞xi
φ2
−→ · · ·
φk−→ Gk
∣∣
Γ∑∞xi
)
et κ,
— de
(
Gk, κ
)
dans BunG,∑nixi.
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Définition 1.13. On définit Hecke(I1,...,Ik)I,ω comme l’image inverse de(
Gr
(I1,...,Ik)
I,ω ×XI BunG,
∑
nixi
)
/G∑nixi
par l’isomorphisme β
(I1,...,Ik)
I,.ω,n .
Par définition on a donc un isomorphisme
β
(I1,...,Ik)
I,ω,n : Hecke
(I1,...,Ik)
I,ω
∼
→
(
Gr
(I1,...,Ik)
I,ω ×XI BunG,
∑
nixi
)
/G∑nixi(1.10)
(où G∑nixi agit diagonalement). L’isomorphisme inverse de β
(I1,...,Ik)
I,ω,n envoie
(y, (G, κ)) ∈ Gr
(I1,...,Ik)
I,ω ×XI BunG,
∑
nixi sur
(
(xi)i∈I ,G0
φ1
−→ G1
φ2
−→ · · ·
φk−→ Gk
)
où
Gk = G et (G0
φ1
−→ G1
φ2
−→ · · ·
φk−→ Gk) est la modification de G associée au point
y ∈ Gr
(I1,...,Ik)
I,ω grâce à la structure de niveau κ. On vérifie que ce morphisme se
factorise par le quotient par l’action diagonale de G∑nixi.
Comme BunG,
∑
nixi est lisse sur X
I , cela entraîne immédiatement le lemme
suivant.
Lemme 1.14. Soit n = (ni)i∈I ∈ NI comme dans la proposition précédente. Alors
le morphisme
δ
(I1,...,Ik)
(I),ω,n : Hecke
(I1,...,Ik)
I,ω → Gr
(I1,...,Ik)
I,ω /G
∑
nixi(1.11)
égal à la première composante de β
(I1,...,Ik)
I,ω,n est lisse. 
Le lemme suivant apparaît dans [MV07] et résulte aussi des lemmes 3.1 et A.12
de [Var04].
Lemme 1.15. Le morphisme π(I1,...,Ik)(I′1,...,I′k′)
: Gr
(I1,...,Ik)
I,ω → Gr
(I′1,...,I
′
k′
)
I,ω est projectif,
surjectif et petit. 
On a un morphisme évident
κ
(I1,...,Ik)
I,(ωi)i∈I
: Gr
(I1,...,Ik)
I,(ωi)i∈I
→
k∏
j=1
(
Gr
(Ij)
Ij ,(ωi)i∈Ij
/G∑
i∈Ij
nixi
)
(1.12)
qui envoie (
(xi)i∈I ,G0
φ1
−→ G1
φ2
−→ · · ·
φk−→ Gk
θ
−→∼ G
∣∣
Γ∑∞xi
)
sur le produit des points
(
Gj−1
φj
−→ Gj
)
∈ Gr
(Ij)
Ij ,(ωi)i∈Ij
/G∑
i∈Ij
nixi (avec les nota-
tions de la construction 1.8 et de la remarque 1.11, c’est-à-dire que le G∑
i∈Ij
nixi-
torseur tautologique est Gj
∣∣
Γ∑
i∈Ij
nixi
). Si les entiers mi sont assez grands en fonc-
tion des ni et des ωi, il se factorise à travers un morphisme
κ˜
(I1,...,Ik)
I,(ωi)i∈I
: Gr
(I1,...,Ik)
I,(ωi)i∈I
/G∑
i∈I mixi
→
k∏
j=1
(
Gr
(Ij)
Ij ,(ωi)i∈Ij
/G∑
i∈Ij
nixi
)
.(1.13)
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Lemme 1.16. Les morphismes κ(I1,...,Ik)I,(ωi)i∈I et κ˜
(I1,...,Ik)
I,(ωi)i∈I
sont lisses.
Démonstration. Il suffit de prouver la lissité de κ(I1,...,Ik)I,(ωi)i∈I . On la démontre par
récurrence sur k : κ se factorise à travers le morphisme évident
Gr
(I1,...,Ik)
I,(ωi)i∈I
→
k−1∏
j=1
(
Gr
(Ij)
Ij ,(ωi)i∈Ij
/G∑
i∈Ij
nixi
)
×Gr
(Ik)
Ik,(ωi)i∈Ik
qui est essentiellement une version tordue en famille, paramétrée par Gr
(Ik)
Ik,(ωi)i∈Ik
,
de morphismes similaires à κ
(I1,...,Ik−1)
I\Ik,(ωi)i∈I\Ik
. 
Nous rappelons maintenant l’équivalence de Satake géométrique. Les notations
suivantes sont commodes. Si W est une représentation E-linéaire de dimension
finie de (Ĝ)I on la décompose en somme d’irréductibles :
W =
⊕
ω∈(X+∗ (T ))I
(⊗
i∈I
Vωi
)
⊗E Wω(1.14)
où les Wω sont des E-espaces vectoriels de dimension finie, et sont presque
tous nuls. On définit alors Gr
(I1,...,Ik)
I,W comme la réunion de tous les sous-schémas
Gr
(I1,...,Ik)
I,ω ⊂ Gr
(I1,...,Ik)
I pour ω = (ωi)i∈I tel que Wω est non nul.
Pour tout point géométrique x ∈ X, l’équivalence de Satake géométrique de
Lusztig, Drinfeld, Ginzburg, et Mirkovic–Vilonen [Lus82, Gin95, BD99, MV07]
est une équivalence de la catégorie des représentations de dimension finie de Ĝ vers
la catégorie des faisceaux pervers G(Ox)-équivariants sur la grassmannienne affine
Grx = G(Fx)/G(Ox). De plus cette équivalence est un foncteur tensoriel, lorsque
le but est muni du produit de convolution, ou de fusion (avec la modification de
la contrainte de commutativité qui sera rappelée dans la remarque 1.19).
D’après [MV07, BD99, Gai07, Gai01, Var04] nous avons le théorème suivant,
où nous nous limitons à ce qui est nécessaire pour notre article : un foncteur de
la catégorie de représentations de dimension finie de (Ĝ)I vers la catégorie des
faisceaux pervers G∑∞xi-équivariants sur Gr
(I1,...,Ik)
I , vérifiant certaines proprié-
tés. Dans [Gai07] Gaitsgory énonce un résultat plus fort, qui décrit cette dernière
catégorie uniquement à l’aide de Ĝ. Dans le théorème suivant comme dans le
reste de l’article nous dirons “à décalage près” au lieu de “à décalage et torsion à
la Tate près”. On va énoncer le théorème suivant avec des coefficients dans E ou
OE mais le cas de OE ne servira que dans le chapitre 13 et peut donc être sauté
en première lecture.
Théorème 1.17. (Un sens de l’équivalence de Satake géométrique,
[MV07, BD99, Gai07]) Soit A égal à E ou OE. On a un foncteur canonique
W 7→ S
(I1,...,Ik)
I,W,A
de la catégorie des représentations A-linéaires de type fini de (Ĝ)I vers la catégorie
des A-faisceaux pervers G∑∞xi-équivariants sur Gr
(I1,...,Ik)
I .
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De plus si A = E, S
(I1,...,Ik)
I,W,A est supporté par Gr
(I1,...,Ik)
I,W (défini juste après (1.14))
et on peut donc le considérer comme un faisceau pervers (à un décalage près) sur
Gr
(I1,...,Ik)
I,W /G
∑
nixi (où les entiers ni sont assez grands et le décalage est déterminé
par la condition que l’image inverse sur Gr
(I1,...,Ik)
I,W est perverse relativement à X
I).
Cela reste vrai si A = OE, avec Gr
(I1,...,Ik)
I,W un sous-schéma fermé de type fini assez
grand de Gr
(I1,...,Ik)
I , dépendant de W d’une façon qui ne sera pas précisée ici.
Les S
(I1,...,Ik)
I,W,A sont universellement localement acycliques par rapport au mor-
phisme vers XI . De plus ils vérifient les propriétés suivantes :
a) Lorsque A = E et queW = ⊠i∈IVωi est irréductible, le faisceau pervers (à
décalage près) S
(I1,...,Ik)
I,W,A sur Gr
(I1,...,Ik)
I,ω /G
∑
i∈I nixi
est le faisceau d’intersection
de Gr
(I1,...,Ik)
I,ω , avec la normalisation perverse relative à X
I et la structure
G∑
i∈I nixi
-équivariante naturelle.
b) On a un isomorphisme canonique(
π
(I1,...,Ik)
(I′1,...,I
′
k′
)
)
!
(
S
(I1,...,Ik)
I,W,A
)
≃ S
(I′1,...,I
′
k′
)
I,W,A ,
c) Si W = ⊠j∈{1,...,k}Wj où Wj est une représentation de (Ĝ)
Ij sur un A-
module libre de type fini, on a un isomorphisme canonique
S
(I1,...,Ik)
I,W,A ≃
(
κ˜
(I1,...,Ik)
I,W
)∗(
⊠j∈{1,...,k} S
(Ij)
Ij ,Wj ,A
)
où on applique la contrainte de commutativité modifiée de [MV07] qui sera
rappelée dans la remarque 1.19 ci-dessous,
d) Soient I, J des ensembles finis et ζ : I → J une application. On note
∆ζ : X
J → XI , (xj)j∈J 7→ (xζ(i))i∈I
le morphisme diagonal associé à ζ. Soit W une représentation A-linéaire de
type fini de ĜI . On note W ζ la représentation de ĜJ qui est la composée de
la représentation W avec le morphisme diagonal
ĜJ → ĜI , (gj)j∈J 7→ (gζ(i))i∈I .
Soit (J1, ..., Jk) une partition de J . On en déduit une partition (I1, ..., Ik) de
I en posant Ij = ζ
−1(Jj) pour tout j. On a alors un isomorphisme canonique
∆∗ζ
(
S
(I1,...,Ik)
I,W,A
)
≃ S
(J1,...,Jk)
J,W ζ ,A
(1.15)
où ∆ζ désigne (le quotient par G∑nixi de) l’inclusion
Gr
(J1,...,Jk)
J = Gr
(I1,...,Ik)
I ×XI X
J →֒ Gr
(I1,...,Ik)
I .
De plus (1.15) est fonctoriel en W et compatible avec la composition pour
ζ.
Remarque 1.18. Le cas intéressant dans la condition d) est celui où ζ est sur-
jective. Il exprime la compatibilité avec le produit de fusion dans la grassman-
nienne affine de Beilinson-Drinfeld, c’est-à-dire le fait que l’équivalence de Satake
géométrique est un foncteur tensoriel. Les propriétés a) et b) auraient pu être
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énoncées avec des partitions plus générales, mais au prix de notations beaucoup
plus lourdes.
Remarque 1.19. La contrainte de commutativité est définie par la convention
modifiée, introduite dans la discussion qui précède la proposition 6.3 de [MV07].
C’est seulement avec cette convention modifiée que la catégorie tensorielle des
faisceaux pervers G(O)-équivariants sur la grassmannienne affine (munie du pro-
duit de fusion) est équivalente à la catégorie tensorielle des représentations de
type fini de Ĝ, et c’est elle qui intervient dans l’énoncé de la correspondance de
Langlands géométrique. Pour plus de détails, voir [MV07] et [BD99]. Voici un
bref rappel. Il se trouve que
— pour toute composante connexe de la grassmannienne affine, les strates sont
toutes de dimension paire ou toutes de dimension impaire (on parle alors
de composante paire ou impaire),
— d’après le lemme 3.9 de [MV07], si un faisceau S
(Ij)
Ij ,Wj ,A
est supporté sur une
composante paire (resp. impaire), sa cohomologie totale est concentrée en
degrés cohomologiques pairs (resp. impairs).
La contrainte de commutativité modifée consiste à ajouter aux signes habituels
donnés par les règles de Koszul un signe moins lorsque l’on permute deux fais-
ceaux S
(Ij)
Ij ,Wj ,A
et S
(Ij′ )
Ij′ ,Wj′ ,A
supportés sur deux composantes connexes impaires
de la grassmannienne affine. Autrement dit c’est la contrainte de commutativité
naturelle que l’on aurait si on normalisait les faisceaux S
(Ij)
Ij ,Wj ,A
pour que leur
cohomologie totale soit en degré pair. Le foncteur fibre donné par la cohomologie
totale, de la catégorie des faisceaux pervers G(O)-équivariants sur la grassman-
nienne affine, munie du produit de fusion (avec cette contrainte de commutativité
modifée) vers la catégorie des A-modules de type fini est donc tensoriel, d’où une
équivalence avec la catégorie tensorielle Rep(Ĝ) des représentations de Ĝ sur des
A-modules de type fini (où Ĝ est défini comme le groupe d’automorphismes du
foncteur fibre).
Démonstration. Le théorème résulte essentiellement du théorème 2.6 de [Gai07]
(qui montre un résultat beaucoup plus fort). L’argument que nous allons donner
est inspiré de la preuve du théorème 2.6 de [Gai07] (donnée dans l’appendice
B de [Gai07]). Plus précisément notre argument est identique à celui de [Gai07]
quand I est un singleton, et plus simple en général (ce qui est normal puisque
nous montrons un résultat plus faible). Mirkovic et Vilonen [MV07] associent
à toute représentation A-linéaire de type fini W de Ĝ un faisceau pervers G∞x-
équivariant sur Gr
({0})
{0} . On en déduit par convolution ou fusion, pour toute famille
(Wi)i∈I de représentations A-linéaires de type fini de Ĝ un A-faisceau pervers
G∑∞xi-équivariant S
(I1,...,Ik)
I,⊠Wi,A
sur Gr
(I1,...,Ik)
I et de plus ces faisceaux vérifient les
propriétés a), b), c), d) dans le cas particulier des représentations W de (Ĝ)I de
la forme ⊠i∈IWi. Soit R l’algèbre des fonctions régulières sur Ĝ (à coefficients
dans A), considérée comme ind-objet de Rep(Ĝ) par l’action de Ĝ sur lui-même
par multiplication à gauche (on notera qu’on peut, si on veut, écrire R comme
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une limite inductive de représentations de Ĝ sur des A-modules libres de type
fini). Alors ⊠i∈IR est l’algèbre des fonctions régulières sur Ĝ
I , considérée comme
ind-objet de Rep(ĜI) par l’action de ĜI sur lui-même par multiplication à gauche.
On définit alors
S
(I1,...,Ik)
I,W,A =
(
S
(I1,...,Ik)
I,⊠i∈IR,A
⊗W
)ĜI
.
Dans la formule précédente l’action de ĜI sur ⊠i∈IR par multiplication à droite
munit S
(I1,...,Ik)
I,⊠i∈IR,A
d’une action de ĜI , et on prend les invariants par l’action diago-
nale de ĜI sur S
(I1,...,Ik)
I,⊠i∈IR,A
⊗W . Les propriétés a), b), c), d) se déduisent aisément
de cette formule. Pour d) on utilise le fait que pour toute application I → J ,
⊠i∈IR considéré comme ind-objet de Rep(Ĝ
I) (par l’action de ĜI sur lui-même
par multiplication à gauche) est égale à l’induite de ⊠i∈JR par le morphisme
ĜJ → ĜI (si I → J n’est pas surjective, ce morphisme n’est pas injectif et pour
induire on commence par prendre les invariants par son noyau). De plus cette
égalité est compatible avec les actions à droite de ĜJ et ĜI . 
Remarque 1.20. Dans le théorème précédent Z∑
i∈I ∞xi
⊂ G∑
i∈I ∞xi
agit tri-
vialement sur Gr
(I1,...,Ik)
I et donc sur tous les faisceaux S
(I1,...,Ik)
I,W,A (en effet il suffit
de le démontrer pour I singleton et alors cela résulte de [MV07], parce que les
projectifs PZ(ν,A) permettent de reconstruire toute la catégorie des faisceaux
pervers G(O)-équivariants sur la grassmannienne affine et que Z(O) agit trivia-
lement sur eux d’après la formule (9.9) de [MV07]). On note Gad = G/Z. On
peut donc considérer S
(I1,...,Ik)
I,W,A comme un faisceau pervers (à un décalage près)
Gad∑∞xi-équivariant sur Gr
(I1,...,Ik)
I ou si on préfère comme un faisceau pervers (à
un décalage près) sur Gr
(I1,...,Ik)
I,W /G
ad∑
nixi
(avec les entiers ni assez grands).
Pour toute place v ∈ |X| et pour toute représentation irréductible V de Ĝ,
on note hV,v ∈ Cc(G(Ov)\G(Fv)/G(Ov),OE) la fonction sphérique associée à V
(ou si on préfère au caractère χV ) par l’isomorphisme de Satake classique. La
compatibilité entre l’isomorphisme de Satake classique et l’équivalence de Satake
géométrique s’exprime par le fait que, en notant ω le plus haut poids de V et ρ
la demi-somme des coracines positives de Ĝ, (−1)〈2ρ,ω〉hV,v est égale à la trace de
FrobGrv/k(v) sur le faisceau pervers S
({0})
{0},V,E
∣∣∣
Grv
(qui est le faisceau d’intersection
de la strate fermée Grv,ω, où ω est le plus haut poids de V ). Les fonctions hV,v
forment une base de Cc(G(Ov)\G(Fv)/G(Ov),OE) sur OE (cela est même vrai sur
Z[q1/2, q−1/2], cf la proposition 3.6 de [Gro98]).
Remarque 1.21. Le signe (−1)〈2ρ,ω〉 dans la définition de hV,v ci-dessus est jus-
tifié par le fait que la strate Grv,ω est de dimension 〈2ρ, ω〉. Autrement dit hV,v
serait la trace de FrobGrv/k(v) sur S
({0})
{0},V,E
∣∣∣
Grv
si on l’avait normalisé pour que
sa cohomologie totale soit supportée en degrés cohomologiques pairs (mais sans
changer la torsion à la Tate). Ce choix est cohérent avec le fait que la contrainte
de commutativité modifiée de [MV07] est celle que l’on obtiendrait naturellement
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avec de telles normalisations, ainsi qu’on l’a rappelé dans la remarque 1.19. La
cohérence de ce choix est la raison pour laquelle il n’y aura pas de signe dans
l’égalité de la proposition 6.2.
2. Champs de G-chtoucas
Ce chapitre est entièrement extrait de [Var04], à l’exception des propositions
2.8 et 2.9. On garde les notations du chapitre précédent.
Voici la définition des champs classifiants de G-chtoucas.
Définition 2.1. Soit I un ensemble fini, k ∈ N et (I1, ..., Ik) une partition de I.
Soit N un sous-schéma fini de X. On note
Cht
(I1,...,Ik)
N,I (resp. Cht
(I1,...,Ik)
N,I,ω , Cht
(I1,...,Ik),≤µ
N,I,ω )
l’ind-champ (resp. le champ) sur (X rN)I qui classifie les mêmes données i)–iii)
(de la définition 1.2) que
Hecke
(I1,...,Ik)
N,I (resp. Hecke
(I1,...,Ik)
N,I,ω , Hecke
(I1,...,Ik),≤µ
N,I,ω )
plus un isomorphisme σ : τG0
∼
→ Gk, préservant les structures de niveau, c’est-à-
dire vérifiant ψk ◦ σ
∣∣
N×S
= τψ0. On note
γ
(I1,...,Ik)
N,(I) : Cht
(I1,...,Ik)
N,I → Hecke
(I1,...,Ik)
N,I(2.1)
le morphisme tautologique qui consiste à oublier σ.
Autrement dit Cht
(I1,...,Ik)
N,I,ω est le produit fibré sur BunG,N ×BunG,N de la cor-
respondance de Hecke Hecke
(I1,...,Ik)
N,I,ω avec le graphe du morphisme de Frobenius
de BunG,N .
Pour récapituler, Cht
(I1,...,Ik)
N,I est tel que pour tout schéma S sur Fq,
Cht
(I1,...,Ik)
N,I (S) classifie la donnée de(
(xi)i∈I , (G0, ψ0)
φ1
−→ (G1, ψ1)
φ2
−→ · · ·
φk−1
−−−→ (Gk−1, ψk−1)
φk−→ (τG0,
τψ0)
)
(2.2)
tels que
i) xi ∈ (X rN)(S) pour i ∈ I,
ii) (G0, ψ0), ..., (Gk−1, ψk−1) ∈ BunG,N(S),
iii) en notant (Gk, ψk) = (
τG0,
τψ0), pour tout j ∈ {1, ..., k}
φj : Gj−1
∣∣
(X×S)r(
⋃
i∈Ij
Γxi)
∼
→ Gj
∣∣
(X×S)r(
⋃
i∈Ij
Γxi)
est un isomorphisme tel que ψj ◦ φj
∣∣
N×S
= ψj−1.
De plus Cht
(I1,...,Ik)
N,I,ω est le fermé de Cht
(I1,...,Ik)
N,I défini par la condition que(
(xi)i∈I , (G0, ψ0)
φ1
−→ (G1, ψ1)
φ2
−→ · · ·
φk−1
−−−→ (Gk−1, ψk−1)
φk−→ (Gk, ψk)
)
appartient à Hecke
(I1,...,Ik)
N,I,ω . Enfin Cht
(I1,...,Ik),≤µ
N,I,ω est l’ouvert de Cht
(I1,...,Ik)
N,I,ω défini
par la condition G0 ∈ Bun
≤µ
G .
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Remarque 2.2. a) L’ind-champ Cht(I1,...,Ik)N,I est muni d’une action naturelle du
groupe G(ON ), qui fait agir g ∈ G(ON) en remplaçant ψj par g ◦ ψj pour tout
j ∈ {0, ..., k}. Cette action préserve Cht
(I1,...,Ik)
N,I,ω et Cht
(I1,...,Ik),≤µ
N,I,ω .
b) Lorsque G = GLr, I = {1, 2}, ω1 = (1, 0, . . . , 0) et ω2 = (0, . . . , 0,−1), les
champs Cht
({1},{2})
N,I,ω , resp. Cht
({2},{1})
N,I,ω sont les champs de chtoucas à gauche, resp.
à droite introduits par Drinfeld [Dri87]. Les troncatures ne sont pas les mêmes
que dans [Laf02a] mais les systèmes inductifs sont comparables. Dans ce cas x1
et x2 sont appelés le zéro et le pôle du chtouca.
Notation 2.3. En général les xi seront appelés les pattes du chtouca. On notera
p
(I1,...,Ik)
N,I : Cht
(I1,...,Ik)
N,I → (X rN)
I
le morphisme correspondant (appelé morphisme caractéristique par certains
auteurs). On notera encore p
(I1,...,Ik)
N,I sa restriction à Cht
(I1,...,Ik)
N,I,ω et on notera
p
(I1,...,Ik),≤µ
N,I sa restriction à l’ouvert Cht
(I1,...,Ik),≤µ
N,I,ω .
Définition 2.4. Un I-uplet ω = (ωi)i∈I ∈ X∗(T )I sera dit admissible si
[
∑
i∈I ωi] = 0 dans π1(G).
Remarque 2.5. Les I-uplets de copoids dominants de G sont en bijection ca-
nonique avec les I-uplets de poids dominants de Ĝ, et donc avec les I-uplets de
représentations irréductibles de Ĝ. Par cette bijection, les I-uplets admissibles
correspondent aux I-uplets de représentations irréductibles de Ĝ tels que ZĜ
agisse trivialement sur leur produit tensoriel.
La proposition suivante, qui généralise les propositions 2.3 et 3.2 de [Dri87],
est contenue dans la proposition 2.16 de [Var04].
Proposition 2.6. (variante de la proposition 2.16 de [Var04]) a) Cht(I1,...,Ik)N,I,ω est
un champ de Deligne-Mumford sur (X r N)I , et il est localement de type fini.
De plus les composantes connexes de Cht
(I1,...,Ik),≤µ
N,I,ω sont des quotients de schémas
quasi-projectifs sur (XrN)I par des groupes finis (si N est non vide, sinon on doit
se restreindre à U I avec U ( X arbitraire), et sont des schémas quasi-projectifs
dès que dim(ON ) est assez grand en fonction de µ et ω.
b) Cht
(I1,...,Ik)
N,I,ω (resp. Cht
(I1,...,Ik),≤µ
N,I,ω ) est un revêtement fini étale et galoisien de
Cht
(I1,...,Ik)
I,ω
∣∣∣
(XrN)I
(resp. Cht
(I1,...,Ik),≤µ
I,ω
∣∣∣
(XrN)I
) de groupe de Galois G(ON).
c) Si J est une partie de I telle que ωi = 0 pour i ∈ I r J , alors en notant
Ji = Ii ∩J pour i ∈ {1, ..., k}, le champ Cht
(I1,...,Ik)
N,I,ω est canoniquement isomorphe
au produit (X rN)IrJ × Cht(J1,...,Jk)N,J,(ωj)j∈J ,
d) Si ωi = 0 pour tout i ∈ I, alors Cht
(I1,...,Ik)
N,I,ω est canoniquement isomorphe au
produit de (X rN)I avec le champ discret BunG,N(Fq).
e) Cht
(I1,...,Ik)
N,I,ω est non vide si et seulement si ω est admissible.
Démonstration. Tout est dans la proposition 2.16 de [Var04], à part c) qui est
évident. Grâce à c), il suffit de montrer d) dans le cas particulier où I = ∅, où
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il se réduit à l’affirmation que Cht
(∅)
N,∅,0 est canoniquement isomorphe au champ
discret BunG,N(Fq). 
Construction 2.7. Comme dans (1.5), soit (I ′1, ..., I
′
k′) une partition de I obtenue
à partir de la partition (I1, ..., Ik) en réunissant des parties dont les indices sont
adjacents, c’est-à-dire que l’on choisit des entiers 0 = j0 < j1 < · · · < jk′ = k et
que l’on pose I ′j′ =
⋃
jj′−1<j≤jj′
Ij . La même construction que dans (1.5) fournit
un morphisme d’oubli
π
(I1,...,Ik)
(I′1,...,I
′
k′
) : Cht
(I1,...,Ik)
N,I,ω → Cht
(I′1,...,I
′
k′
)
N,I,ω
qui conserve les (xi)i∈I , les (Gjj′ , ψjj′ ) pour j
′ ∈ {0, ..., k′}, les composées des
morphismes φj qui les relient, et σ :
τG0
∼
→ Gk.
Soit n = (ni)i∈I ∈ NI comme dans la proposition 1.10. On pose
ǫ
(I1,...,Ik)
(I),ω,n = δ
(I1,...,Ik)
(I),ω,n ◦ γ
(I1,...,Ik)
(I) : Cht
(I1,...,Ik)
I,ω → Gr
(I1,...,Ik)
I,ω /G
∑
nixi(2.3)
(où l’on rappelle que δ
(I1,...,Ik)
(I),ω,n et γ
(I1,...,Ik)
(I) ont été définis dans (1.11) et (2.1)).
Autrement dit ǫ
(I1,...,Ik)
(I),ω,n associe à un chtouca(
(xi)i∈I ,G0
φ1
−→ G1
φ2
−→ · · ·
φk−1
−−−→ Gk−1
φk−→ τG0
)
le G∑nixi-torseur égal à la restriction de Gk =
τG0 à Γ
∑
nixi et le point de
Gk
∣∣
Γ∑nixi
×G∑nixi Gr
(I1,...,Ik)
I,ω qui est déterminé par (G0
φ1
−→ G1
φ2
−→ · · ·
φk−→ Gk),
grâce à la construction 1.8, à la proposition 1.10 et à la remarque 1.11.
Proposition 2.8. Le morphisme
ǫ
(I1,...,Ik)
(I),ω,n : Cht
(I1,...,Ik)
I,ω → Gr
(I1,...,Ik)
I,ω /G
∑
nixi
est lisse de dimension dimG∑nixi = (
∑
ni) dimG.
Démonstration. Comme l’énoncé est local pour la topologie lisse sur le but, il
suffit de montrer, pour tout schéma S sur XI et tout point z de Gr
(I1,...,Ik)
I,ω (S), la
lissité sur S de
Cht
(I1,...,Ik)
I,ω ×Gr(I1,...,Ik)I,ω /G∑nixi
S.(2.4)
Or ce champ est l’égalisateur
— du morphisme d’oubli
b1 : BunG,
∑
nixi ×XIS → BunG×S
qui est lisse de dimension dimG∑nixi,
— et du morphisme
b2 :
(
FrobBunG × IdS
)
◦
(
az, IdS) : BunG,∑nixi ×XIS → BunG×S,
où az est la “modification par z”, c’est-à-dire que
az = p0 ◦
(
β
(I1,...,Ik)
I,ω,n
)−1
(z, •) : BunG,∑nixi ×XIS → BunG
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(où l’on rappelle que p0 et β
(I1,...,Ik)
I,ω,n ont été définis dans la notation 1.5 et
dans (1.10)), ou en d’autres termes, en notant
z =
(
(xi)i∈I ,G0
φ1
−→ G1
φ2
−→ · · ·
φk−1
−−−→ Gk−1
φk−→ Gk
θ
−→∼ G
∣∣
Γ∑∞xi
)
,
pour tout S-schéma S ′ et (F, ψ) ∈ BunG,∑nixi(S
′), si ψ˜ est une trivialisation
de F
∣∣
Γ∑∞xi
qui raffine ψ, on étend les Gi (ou plutôt leurs images inverses
par S ′ → S) en des G-torseurs Gˇi sur X ×S
′ en recollant Gk avec F à l’aide
de ψ˜−1 ◦ θ et alors az(F, ψ) est égal à Gˇ0.
Donc (2.4) est l’égalisateur de morphismes b1 et b2 de BunG,
∑
nixi ×XIS vers
BunG×S, et
— ces deux champs sont lisses au-dessus de S,
— b1 et b2 commutent avec la projection vers S,
— b1 est lisse et b2 a une dérivée nulle dans les fibres au-dessus de S (parce
que FrobBunG a une dérivée nulle).
On en déduit que cet égalisateur est lisse sur S. 
Plus tard on aura besoin d’une variante de la proposition préccédente, où l’on
casse Gr
(I1,...,Ik)
I,ω /G
∑
nixi en morceaux.
On note
γ
(I1,...,Ik)
(I1,...,Ik)
: Cht
(I1,...,Ik)
N,I,ω →
k∏
j=1
Hecke
(Ij)
Ij ,(ωi)i∈Ij
le morphisme qui envoie un chtouca(
(xi)i∈I ,G0
φ1
−→ G1
φ2
−→ · · ·
φk−1
−−−→ Gk−1
φk−→ τG0
)
sur la famille (
(xi)i∈Ij ,Gj−1
φj
−→ Gj
)
j∈{1,...,k}
en notant Gk =
τG0.
Par composition avec le produit des morphismes
δ
(Ij)
(Ij),(ωi)i∈Ij ,(ni)i∈Ij
: Hecke
(Ij)
Ij ,(ωi)i∈Ij
→ Gr
(Ij)
Ij ,(ωi)i∈Ij
/G∑
i∈Ij
nixi
on obtient
ǫ
(I1,...,Ik)
(I1,...,Ik),ω,n
: Cht
(I1,...,Ik)
N,I,ω →
k∏
j=1
(
Gr
(Ij)
Ij ,(ωi)i∈Ij
/G∑
i∈Ij
nixi
)
.(2.5)
La proposition 2.8 admet alors la variante suivante.
Proposition 2.9. Le morphisme ǫ(I1,...,Ik)(I1,...,Ik),ω,n est lisse.
Démonstration. On a établi dans le lemme 1.16 la lissité du morphisme
κ˜
(I1,...,Ik)
I,(ωi)i∈I
: Gr
(I1,...,Ik)
I,(ωi)i∈I
/G∑
i∈I mixi
→
k∏
j=1
(
Gr
(Ij)
Ij ,(ωi)i∈Ij
/G∑
i∈Ij
nixi
)
qui était défini lorsque les entiers mi etaient assez grands.
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Comme ǫ
(I1,...,Ik)
(I1,...,Ik),ω,n
= κ˜
(I1,...,Ik)
I,(ωi)i∈I
◦ ǫ(I1,...,Ik)(I),ω,m , et comme ǫ
(I1,...,Ik)
(I),ω,m est lisse par la
proposition 2.8, le morphisme ǫ
(I1,...,Ik)
(I1,...,Ik),ω,n
est lisse. 
Remarque 2.10. Les morphismes ǫ(I1,...,Ik)(I),ω,n et ǫ
(I1,...,Ik)
(I1,...,Ik),ω,n
des propositions 2.8
et 2.9 sont des cas particuliers d’un morphisme plus général, qui ne sera jamais
utilisé. Soit (I1, ..., Ik) une partition de I et pour tout j ∈ {1, ..., k} soit mj ∈ N∗
et (Jj,1, ..., Jj,mj) une partition de Ij . On note (Jj,l)j,l la partition de I égale
à (J1,1, ..., J1,m1 , J2,1, ..., J2,m2, ..., Jk,1, ..., Jk,mk). Lorsque les entiers ni sont assez
grands on a un morphisme naturel
ǫ
(Jj,l)j,l
(I1,...,Ik),ω,n
: Cht
(Jj,l)j,l
I,ω →
k∏
j=1
(
Gr
(Jj,1,...,Jj,mj )
Ij ,(ωi)i∈Ij
/G∑
i∈Ij
nixi
)
et il est lisse.
Les propositions précédentes généralisent la preuve donnée par Drinfeld de la
lissité du champ des chtoucas dans le cas b) de la remarque 2.2. Par ailleurs
elles impliquent que localement pour la topologie lisse, les champs de G-chtoucas
sont isomorphes à des strates fermées des grassmanniennes affines de Beilinson-
Drinfeld (ou à des produits de telles strates fermées).
La proposition suivante montre que cela est vrai localement pour la topologie
étale et en fournit une preuve constructive. C’est une variante du théorème 2.20
de [Var04]. La preuve que nous allons donner est proche de la preuve figurant dans
le paragraphe 4 de [Var04], mais mais elle n’utilise pas le théorème de Drinfeld-
Simpson (le théorème 2 de [DS95], mentionné au début du chapitre précédent).
La proposition suivante peut être sautée par le lecteur car elle ne sera pas utilisée
mais elle est intéressante par elle-même.
Proposition 2.11. (variante du théorème 2.20 de [Var04]) Localement pour la
topologie étale, Cht
(I1,...,Ik)
N,I,ω est isomorphe à
∏k
j=1Gr
(Ij)
Ij ,(ωi)i∈Ij
, de façon compatible
avec le morphisme ǫ
(I1,...,Ik)
(I1,...,Ik),ω,n
de (2.5).
Plus précisément, on suppose que les entiers (ni)i∈I sont assez grands. Pour
tout j ∈ {1, ..., k}, soit
αj × (xi)i∈Ij : Uj → BunG,N ×(X rN)
Ij(2.6)
un morphisme étale tel que, si G désigne le G-torseur universel sur X ×BunG,N ,
on a une trivialisation
θj : (IdX ×αj)
∗(G)
∣∣
Γ∑
i∈Ij
nixi
∼
→ G
∣∣
Γ∑
i∈Ij
nixi
sur le sous-schéma fermé Γ∑
i∈Ij
nixi ⊂ X × Uj.
Soit
U = Cht
(I1,...,Ik)
N,I,ω ×∏k
j=1
(
BunG,N ×(XrN)
Ij
) k∏
j=1
Uj
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obtenu par image inverse du produit des morphismes étales (2.6) par le morphisme
Cht
(I1,...,Ik)
N,I,ω →
k∏
j=1
(
BunG,N ×(X rN)Ij
)
qui envoie
(
(xi)i∈I , (G0, ψ0)
φ1
−→ (G1, ψ1)
φ2
−→ · · ·
φk−1
−−−→ (Gk−1, ψk−1)
φk−→ (Gk, ψk) ≃ (
τG0,
τψ0)
)(2.7)
sur la famille (
(Gj , ψj), (xi)i∈Ij
)
j∈{1,...,k}
.(2.8)
Evidemment la première projection U→ Cht
(I1,...,Ik)
N,I,ω est étale. Soit
β =
k∏
j=1
βj : U→
k∏
j=1
Gr
(Ij)
Ij ,(ωi)i∈Ij
le morphisme tel que pour tout j et pour tout point u dans U (d’images (2.7)
dans Cht
(I1,...,Ik)
N,I,ω et (uj)j∈{1,...,k} dans
∏k
j=1 Uj), βj(u) est le point de Gr
(Ij)
Ij ,(ωi)i∈Ij
associé à (Gj−1
φj
−→ Gj) et à la trivialisation θj (au point uj ∈ Uj) grâce à la
remarque 1.11. Alors β est étale.
Remarque 2.12. Ce théorème admet la généralisation suivante. Soit (Jj,l)j,l
comme dans la remarque 2.10. Alors, localement pour la topologie étale,
Cht
(Jj,l)j,l
N,I,ω est isomorphe à
∏k
j=1Gr
(Jj,1,...,Jj,mj )
Ij ,(ωi)i∈Ij
, de façon compatible avec le
morphisme ǫ
(Jj,l)j,l
(I1,...,Ik),ω,n
de cette remarque.
Démonstration (variante du paragraphe 4 de [Var04]). On fixe µ et on va dé-
montrer la proposition pour l’ouvert Cht
(I1,...,Ik),≤µ
N,I,ω . Pour tout niveau N
′ ⊃ N ,
Cht
(I1,...,Ik),≤µ
N ′,I,ω est un revêtement étale galoisien de Cht
(I1,...,Ik),≤µ
N,I,ω
∣∣∣
(XrN ′)I
. Il suffit
donc de montrer l’énoncé pour N assez grand. On suppose N assez grand pour
que Bun≤µ+κG,N soit un schéma, où κ est tel que pour tout point(
(xi)i∈I , (G0, ψ0)
φ1
−→ (G1, ψ1)
φ2
−→ · · ·
φk−1
−−−→ (Gk−1, ψk−1)
φk−→ (Gk, ψk)
)
(2.9)
dans Hecke
(I1,...,Ik),≤µ
N,I,ω tous les G-torseurs Gj appartiennent à Bun
≤µ+κ
G,N . La raison
pour laquelle on augmente ainsi le niveau est que le lemme 2.13 ci-dessous est
énoncé avec des schémas.
Soit
W = Hecke
(I1,...,Ik),≤µ
N,I,ω ×∏k
j=1
(
BunG,N ×(XrN)
Ij
) k∏
j=1
Uj
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obtenu par image inverse du produit des morphismes étales (2.6) par le morphisme
Hecke
(I1,...,Ik),≤µ
N,I,ω →
k∏
j=1
(
BunG,N ×(X rN)Ij
)
qui envoie (2.9) sur la famille (2.8). Evidemment la première projection W →
Hecke
(I1,...,Ik),≤µ
N,I,ω est étale. Soit
β =
k∏
j=1
βj : W→
k∏
j=1
Gr
(Ij)
Ij ,(ωi)i∈Ij
tel que pour tout j et pour tout point w dans W (d’images (2.9) dans
Hecke
(I1,...,Ik),≤µ
N,I,ω et (wj)j∈{1,...,k} dans
∏k
j=1Uj), βj(w) soit le point de Gr
(Ij)
Ij ,(ωi)i∈Ij
associé à (Gj−1
φj
−→ Gj) et à la trivialisation θj (au point wj ∈ Uj). On note
p0, pk : Hecke
(I1,...,Ik),≤µ
N,I,ω → Bun
≤µ+κ
G,N
le morphisme qui envoie w comme ci-dessus vers (G0, ψ0), resp. (Gk, ψk). Grâce à
l’isomorphisme (1.10) on montre (par récurrence sur k) que
(pk, β) : W→ Bun
≤µ+κ
G,N ×
k∏
j=1
Gr
(Ij)
Ij ,(ωi)i∈Ij
est étale. On a
U = {w ∈W, pk(w) = FrobBun≤µ+κG,N
(p0(w))}.
On applique le lemme suivant à
W = W, Z = Bun≤µ+κG,N , T =
k∏
j=1
Gr
(Ij)
Ij ,(ωi)i∈Ij
, h = (pk, β) et f = p0.
Cela termine la preuve de la proposition en montrant que β est étale. 
Lemme 2.13. (petite généralisation du lemme 4.3 de [Var04]) Soient W,Z, T des
schémas de type fini sur Fq. Soit h = (h1, h2) : W → Z × T un morphisme étale
et f :W → Z un morphisme arbitraire. On pose
U = {w ∈ W,h1(w) = FrobZ(f(w))}.
On suppose que Z est lisse sur Fq. Alors h2 : U→ T est étale.
Démonstration (d’après la preuve du lemme 4.3 de [Var04]). Comme l’énoncé
est local pour la topologie de Zariski de U et donc pour celle de Z, on peut
supposer qu’il existe un morphisme étale φ : Z → Am. Comme U est ouvert et
fermé dans
U′ = {w ∈ W,φ ◦ h1(w) = FrobAm(φ ◦ f(w))},
quitte à remplacer Z, h1, f par Am, φ◦h1, φ◦f , on est ramené au cas où Z = Am.
Quitte à remplacer T et W par des ouverts de Zariski, on suppose que T est
affine et que W est un ouvert de Spec
(
O(T )[x1, ..., xm, y1, ..., yn]/(k1, ..., kn)
)
sur
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lequel det( ∂ki
∂yj
) est inversible, et que le morphisme étale h : W → Z×T est donné
par le morphisme évident
O(T )[x1, ..., xm]→ O(T )[x1, ..., xm, y1, ..., yn]/(k1, ..., kn).
On a noté O(T ) l’anneau des fonctions régulières sur T , de sorte que
Z × T = Spec
(
O(T )[x1, ..., xm]
)
. Alors U ⊂ W est défini par les équa-
tions g1, ..., gm, où gi = xi − f
q
i et les fonctions fi sur W sont telles que
f = (f1, ..., fm) de W dans Z = Am. Par conséquent U est un ouvert de
Spec
(
O(T )[x1, ..., xm, y1, ..., yn]/(k1, ..., kn, g1, ..., gm)
)
sur lequel la matrice(
( ∂ki
∂yj
) (∂gk
∂yj
)
(∂ki
∂xl
) (∂gk
∂xl
)
)
=
(
( ∂ki
∂yj
) 0
(∂ki
∂xl
) Idm
)
est invertible, et h2 : U→ T est étale. 
On a une action évidente de Z(F )\Z(A) sur Cht(I1,...,Ik)N,I,ω . En fait Z(F )\Z(A)
s’envoie naturellement dans BunZ,N(Fq) et BunZ,N(Fq) agit sur Cht
(I1,...,Ik)
N,I,ω par
torsion d’un G-torseur par un Z-torseur. Ces actions préservent les ouverts
Cht
(I1,...,Ik),≤µ
N,I,ω (car la troncature de Harder-Narasimhan se fait sur le G
ad-torseur
associé à G0) et elles commutent aux morphismes de Frobenius partiels.
Dans toute la suite on fixe un réseau Ξ dans Z(F )\Z(A). Les quotients
Cht
(I1,...,Ik),≤µ
N,I,ω /Ξ sont des champs de Deligne-Mumford de type fini.
Soit E une extension finie de Qℓ contenant une racine carrée de q.
Définition 2.14. On note F(I1,...,Ik)N,I,ω,Ξ,E le faisceau d’intersection de Cht
(I1,...,Ik)
N,I,ω /Ξ
normalisé relativement à (X rN)I , et à coefficients dans E.
Dans les deux corollaires suivants nous allons donner des définitions équiva-
lentes de F
(I1,...,Ik)
N,I,ω,Ξ,E, qui sont mieux adaptées pour étudier la coalescence des pattes
et l’action des morphismes de Frobenius partiels.
Par l’équivalence de Satake géométrique [MV07, Gai07], que nous avons rap-
pelée dans le théorème 1.17, nous possédons le E-faisceau pervers (à un décalage
près) S
(I1,...,Ik),E
I,⊠i∈IVωi
sur Gr
(I1,...,Ik)
I,ω /G
∑
i∈I nixi
dont l’image inverse à Gr
(I1,...,Ik)
I,ω est le
faisceau d’intersection (avec la normalisation perverse relative à XI). D’après la
remarque 1.20, S
(I1,...,Ik),E
I,⊠i∈IVωi
est en fait un faisceau pervers (à un décalage près) sur
Gr
(I1,...,Ik)
I,ω /G
ad∑
i∈I nixi
, de façon canonique. Ci-dessous on considère donc S
(I1,...,Ik),E
I,⊠i∈IVωi
comme un faisceau pervers (à un décalage près) sur Gr
(I1,...,Ik)
I,ω /G
ad∑
i∈I nixi
.
Le morphisme ǫ
(I1,...,Ik)
N,(I),ω,n de la proposition 2.8 ne se factorise pas par le quotient
par Ξ (comme me l’a fait remarquer un rapporteur anonyme), mais c’est le cas de
sa composée avec le morphisme d’oubli Gr
(I1,...,Ik)
I,ω /G
∑
nixi → Gr
(I1,...,Ik)
I,ω /G
ad∑
nixi
.
En effet l’action de Ξ consiste à tordre par des Z-torseurs, et Gad = G/Z.
Autrement dit on possède un morphisme
ǫ
(I1,...,Ik),Ξ
(I),ω,n : Cht
(I1,...,Ik)
N,I,ω /Ξ→ Gr
(I1,...,Ik)
I,ω /G
ad∑
nixi
.(2.10)
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En le composant avec le morphisme étale d’oubli du niveau
Cht
(I1,...,Ik)
N,I,ω /Ξ→ Cht
(I1,...,Ik)
I,ω /Ξ
on obtient donc
ǫ
(I1,...,Ik),Ξ
N,(I),ω,n : Cht
(I1,...,Ik)
N,I,ω /Ξ→ Gr
(I1,...,Ik)
I,ω /G
ad∑
nixi
qui est lisse de dimension dimGad∑nixi = (
∑
ni) dimG
ad.
Corollaire 2.15. (variante du corollaire 2.21 c) de [Var04]) On a un isomor-
phisme canonique
λ
(I1,...,Ik)
N,I : F
(I1,...,Ik)
N,I,ω,Ξ,E ≃
(
ǫ
(I1,...,Ik),Ξ
N,(I),ω,n
)∗(
S
(I1,...,Ik)
I,⊠i∈IVωi ,E
)
(2.11)

On utilisera aussi la variante suivante (qui résulte de la proposition 2.9, ou du
corollaire 2.15 et de c) du théorème 1.17, et où ǫ
(I1,...,Ik),Ξ
N,(I1,...,Ik),ω,n
est défini de manière
analogue à ǫ
(I1,...,Ik),Ξ
N,(I),ω,n ci-dessus).
Corollaire 2.16. On a un isomorphisme canonique
λ
(I1,...,Ik)
N,(I1,...,Ik)
: F
(I1,...,Ik)
N,I,ω,Ξ,E ≃
(
ǫ
(I1,...,Ik),Ξ
N,(I1,...,Ik),ω,n
)∗(
⊠j∈{1,...,k} S
(Ij)
Ij ,⊠i∈IjVωi ,E
)
(2.12)

Remarque 2.17. Les deux corollaires précédents sont des cas particuliers de
l’énoncé suivant, qui ne sera jamais utilisé. Soit (Jj,l)j,l comme dans la remarque
2.10. On a alors un isomorphisme canonique
λ
(Jj,l)j,l
N,(I1,...,Ik)
: F
(Jj,l)j,l
N,I,ω,Ξ,E ≃
(
ǫ
(Jj,l)j,l,Ξ
N,(I1,...,Ik),ω,n
)∗(
⊠j∈{1,...,k} S
(Jj,l)j,l
Ij ,⊠i∈IjVωi ,E
)
.(2.13)
Corollaire 2.18. (variante du corollaire 2.21 de [Var04]) Dans les notations de
la construction 2.7, le morphisme d’oubli
π
(I1,...,Ik)
(I′1,...,I
′
k′
) : Cht
(I1,...,Ik)
N,I,ω /Ξ→ Cht
(I′1,...,I
′
k′
)
N,I,ω /Ξ
est projectif, surjectif et petit. Par conséquent
R
(
π
(I1,...,Ik)
(I′1,...,I
′
k′
)
)
!
(
F
(I1,...,Ik)
N,I,ω,Ξ,E
)
= F
(I′1,...,I
′
k′
)
N,I,ω,Ξ,E.
Démonstration. Cela résulte de la proposition 2.8 car
Cht
(I1,...,Ik)
N,I,ω = Cht
(I′1,...,I
′
k′
)
N,I,ω ×
Gr
(I′1,...,I
′
k′
)
I,ω /G
∑
nixi
Gr
(I1,...,Ik)
I,ω /G
∑
nixi
et la même propriété est connue pour les strates fermées des grassmanniennes
affines (voir [MV07]). 
Remarque 2.19. (variante du corollaire 2.21 de [Var04]) L’ouvert Cht0N,I,ω de
Cht
(I)
N,I,ω formé des (
(xi)i∈I , (G0, ψ0), (G1, ψ1), φ1, σ
)
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tels que les xi soient deux à deux disjoints et la position relative de G0 par rapport
à G1 ≃
τG0 en xi soit exactement ωi, est lisse et dense dans Cht
(I)
N,I,ω. Il est non
vide si et seulement si ω est admissible. De plus pour toute partition (I1, ..., Ik)
le morphisme d’oubli
π
(I1,...,Ik)
(I) : Cht
(I1,...,Ik)
N,I,ω → Cht
(I)
N,I,ω
est un isomorphisme au-dessus de cet ouvert, et l’image inverse de cet ouvert est
dense dans Cht
(I1,...,Ik)
N,I,ω . On a les mêmes résultats après quotient par Ξ.
Construction 2.20. : Correspondances de Hecke. On rappelle que KN =
Ker(G(O)→ G(ON )) est le sous-groupe ouvert compact de G(A) associé à N et
on note KN,v sa composante en la place v, de sorte que KN =
∏
vKN,v. On a
KN,v = G(Ov) pour tout v ∈ |X| r |N |. Soit T ⊂ |X| un ensemble fini de places
et g = (gv)v∈|X| ∈ G(A) tel que gv ∈ KN,v pour tout v 6∈ T. Alors g induit une
correspondance représentable finie étale ΓN(g) entre l’ouvert
Cht
(I1,...,Ik)
N,I,ω
∣∣∣
(Xr(|N |∪T))I
:= (p
(I1,...,Ik)
N,I )
−1((X r (|N | ∪ T))I) ∩ Cht(I1,...,Ik)N,I,ω
et lui-même. Cette correspondance dépend seulement de la double classe KNgKN
et si N ′ est un niveau tel que KN ′ ⊂ KN ∩ gKNg
−1 ∩ g−1KNg et |N
′| = |N | ∪ T,
elle est donnée par le diagramme
Cht
(I1,...,Ik)
N ′,I,ω /
(
(KN ∩ gKNg
−1)/KN ′
) g
−−−→
∼
Cht
(I1,...,Ik)
N ′,I,ω /
(
(KN ∩ g
−1KNg)/KN ′
)ypr1 ypr2
Cht
(I1,...,Ik)
N,I,ω
∣∣∣
(Xr(|N |∪T))I
Cht
(I1,...,Ik)
N,I,ω
∣∣∣
(Xr(|N |∪T))I
(2.14)
où la flèche du haut est l’action à droite de g, qui envoie la structure de niveau
ψ sur g−1 ◦ ψ.
De plus il existe κ (dépendant de g) tel que, pour tout µ, la corres-
pondance ΓN(g) et sa transposée envoient Cht
(I1,...,Ik),≤µ
N,I,ω
∣∣∣
(Xr(|N |∪T))I
dans
Cht
(I1,...,Ik),≤µ+κ
N,I,ω
∣∣∣
(Xr(|N |∪T))I
.
Dans le cas particulier où |N |∩T = ∅, la correspondance ΓN(g) admet une des-
cription plus simple. En effet KNgKN est déterminé par la donnée d’une famille
(λt)t∈T de copoids dominants de G. Alors ΓN(g) est le champ dont les S-points
classifient la donnée de (xi)i∈I : S → (X r (|N | ∪ T))I et d’un diagramme com-
mutatif
(G′0, ψ
′
0)
φ′1 // (G′1, ψ
′
1)
φ′2 // · · ·
φ′k−1 // (G′k−1, ψ
′
k−1)
φ′k // (τG′0,
τψ′0)
(G0, ψ0)
φ1 //
κ0
OO
(G1, ψ1)
φ2 //
κ1
OO
· · ·
φk−1 // (Gk−1, ψk−1)
φk //
κk−1
OO
(τG0,
τψ0)
τκ0
OO
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tel que la ligne inférieure(
(xi)i∈I , (G0, ψ0)
φ1
−→ (G1, ψ1)
φ2
−→ · · ·
φk−1
−−−→ (Gk−1, ψk−1)
φk−→ (τG0,
τψ0)
)
(2.15)
et la ligne supérieure(
(xi)i∈I , (G
′
0, ψ
′
0)
φ′1−→ (G′1, ψ
′
1)
φ′2−→ · · ·
φ′k−1
−−−→ (G′k−1, ψ
′
k−1)
φ′k−→ (τG′0,
τψ′0)
)
(2.16)
appartiennent à Cht
(I1,...,Ik)
N,I,ω (S) et que
— κ0 : G0
∣∣
(XrT)×S
∼
→ G′0
∣∣
(XrT)×S
soit un isomorphisme entrelaçant ψ0 et ψ
′
0,
— en tout point t ∈ T, la position relative de G0 par rapport à G
′
0 soit égale au
copoids dominant λt, plus précisément en tout point géométrique s de S, les
restrictions de (G0
φk···φ1−−−−→ τG0) et (G
′
0
φ′k···φ
′
1−−−−→ τG′0) au voisinage formel de t
dans X peuvent être trivialisées de façon unique modulo l’action de G(Ot) et
alors κ0 : G0
∣∣
(Xrt)×s
∼
→ G′0
∣∣
(Xrt)×s
définit un élément de G(Ot)\G(Ft)/G(Ot)
qui corresponde à λt (c’est-à-dire que si on trivialise (G0, φk · · ·φ1) au voisi-
nage formel de t la restriction de (G′0, φ
′
k · · ·φ
′
1) à ce voisinage formel déter-
mine un point de G(Ft)/G(Ot) appartenant à la G(Ot)-orbite de λt).
De plus pr1 et pr2 sont données par (2.15) et (2.16).
3. Morphismes de Frobenius partiels
Les morphismes de Frobenius partiels ont été introduits par Drinfeld [Dri78,
Dri87]. La généralisation à notre situation est évidente.
Le morphisme de Frobenius partiel
Fr
(I1,...,Ik)
I1,N,I
: Cht
(I1,...,Ik)
N,I → Cht
(I2,...,Ik,I1)
N,I ,
est défini par
Fr
(I1,...,Ik)
I1,N,I
(
(xi)i∈I , (G0, ψ0)
φ1
−→ (G1, ψ1)
φ2
−→ · · ·
φk−1
−−−→ (Gk−1, ψk−1)
φk−→ (τG0,
τψ0)
)
=
(
(x′i)i∈I , (G1, ψ1)
φ2
−→ (G2, ψ2)
φ3
−→ · · ·
φk−→ (τG0,
τψ0)
τφ1
−−→ (τG1,
τψ1)
)
.
Il est au-dessus du morphisme FrobI1 : (X rN)
I → (X rN)I qui envoie (xi)i∈I
vers (x′i)i∈I avec
x′i = Frob(xi) si i ∈ I1 et x
′
i = xi sinon.(3.1)
Lemme 3.1. Les morphismes de Frobenius partiels ne préservent pas les tronca-
tures, mais agissent sur les systèmes inductifs. Plus précisément on a(
Fr
(I1,...,Ik)
I1,N,I
)−1(
Cht
(I2,...,Ik,I1),≤µ
N,I,ω
)
⊂ Cht
(I1,...,Ik),≤µ+
∑
i∈I1
ωi
N,I,ω(3.2)
et
Fr
(I1,...,Ik)
I1,N,I
(
Cht
(I1,...,Ik),≤µ
N,I,ω
)
⊂ Cht
(I2,...,Ik,I1),≤µ−w0(
∑
i∈I1
ωi)
N,I,ω(3.3)
où w0 est l’élément le plus long dans le groupe de Weyl. 
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Remarque 3.2. La composée
Cht
(I1,...,Ik)
N,I,ω
Fr
(I1,...,Ik)
I1,N,I−−−−−−→ Cht
(I2,...,Ik,I1)
N,I,ω
Fr
(I2,...,I1)
I2,N,I−−−−−−→ · · ·
Fr
(Ik,...,Ik−1)
Ik,N,I−−−−−−−→ Cht
(I1,...,Ik)
N,I,ω(3.4)
est le morphisme de Frobenius (total) de Cht
(I1,...,Ik)
N,I,ω sur Fq.
Proposition 3.3. On a un isomorphisme canonique
F
(I1,...,Ik)
I1,N,I
:
(
Fr
(I1,...,Ik)
I1,N,I
)∗(
F
(I2,...,Ik,I1)
N,I,ω,Ξ,E
)
≃ F
(I1,...,Ik)
N,I,ω,Ξ,E.
Par convention on incorpore dans l’isomorphisme F
(I1,...,Ik)
I1,N,I
le scalaire q−d/2, où
d est la dimension de la strate Gr
(I1)
I1,ω1
(cela se comprend bien par la proposi-
tion 3.4 ci-dessous qui pourrait être considérée comme une définition alternative
de F
(I1,...,Ik)
I1,N,I
). Pour les signes on applique la contrainte de commutativité modifiée
de [MV07], rappelée dans la remarque 1.19.
Démonstration. La remarque 3.2 implique que les morphismes de Frobenius
partiels sont des homéomorphismes locaux complètement radiciels, et on rappelle
que F
(I1,...,Ik)
N,I,ω,Ξ,E est (à un décalage près) le faisceau d’intersection de Cht
(I1,...,Ik)
N,I,ω , et
il en va de même pour (I2, ..., Ik, I1). 
Dans le corollaire 2.16 nous avons construit un isomorphisme entre F
(I1,...,Ik)
N,I,ω,Ξ,E
et l’image inverse d’un produit extérieur de faisceaux de Mirkovic-Vilonen sur
Gr
(Ij)
Ij ,(ωi)i∈Ij
/Gad∑
i∈Ij
nixi
. Comme ces images inverses se comportent plus canoni-
quement par rapport à la coalescence des pattes (grâce au produit de fusion de
[MV07]), il est nécessaire de comprendre F
(I1,...,Ik)
I1,N,I
en ces termes (car cela per-
mettra de montrer la compatibilité entre les morphismes de Frobenius partiels et
les isomorphismes de coalescence des pattes). Dans la proposition suivante nous
l’exprimerons à l’aide du morphisme de Frobenius de Gr
(I1)
I1,(ωi)i∈I1
/Gad∑
i∈I1
nixi
, que
nous noterons simplement Frob1, et de l’isomorphisme canonique
F1 : Frob
∗
1
(
S
(I1)
I1,⊠i∈I1Vωi ,E
)
≃ S
(I1)
I1,⊠i∈I1Vωi ,E
(3.5)
où S
(I1)
I1,⊠i∈I1Vωi ,E
est le faisceau pervers (à un décalage près) sur
Gr
(I1)
I1,(ωi)i∈I1
/Gad∑
i∈I1
nixi
dont l’image inverse à Gr
(I1)
I1,(ωi)i∈I1
est le faisceau
d’intersection.
Proposition 3.4. Le diagramme
Cht
(I1,...,Ik)
N,I,ω /Ξ
Fr
(I1,...,Ik)
I1,N,I−−−−−−→ Cht
(I2,...,I1)
N,I,ω /Ξyǫ(I1,...,Ik)N,(I1,...,Ik),ω,n yǫ(I2,...,I1)N,(I2,...,I1),ω,n∏k
j=1Gr
(Ij)
Ij ,(ωi)i∈Ij
/Gad∑
i∈Ij
nixi
Frob1× Id−−−−−−→
∏k
j=1Gr
(Ij)
Ij ,(ωi)i∈Ij
/Gad∑
i∈Ij
nix′i
est commutatif et rend compatibles les isomorphismes de comparaison entre
F
(I1,...,Ik)
N,I,ω,Ξ,E, F
(I2,...,Ik,I1)
N,I,ω,Ξ,E et les faisceaux de Mirkovic-Vilonen ⊠j∈{1,...,k}S
(Ij)
Ij ,⊠i∈IjVωi ,E
,
donnés par
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— F
(I1,...,Ik)
I1,N,I
(défini dans la proposition 3.3),
— F1 × Id (défini dans (3.5)),
— et les isomorphismes λ
(I1,...,Ik)
N,(I1,...,Ik)
, λ
(I2,...,I1)
N,(I2,...,I1)
(définis dans le corollaire 2.16).
Démonstration. Il suffit de montrer la compatibilité sur un ouvert dense. Or
sur le lieu de lissité les faisceaux d’intersection sont triviaux à un décalage et une
torsion à la Tate près, et les isomorphismes de comparaison sont l’identité. Le
scalaire q−d/2 évoqué après l’énoncé de la proposition 3.3 apparaît dans F1. Dans
la ligne du bas du diagramme ci-dessus on ne change pas l’ordre des pattes, donc
il ne se pose pas de question de signes. Mais si on changeait l’ordre des pattes
on appliquerait la contrainte de commutativité modifiée, comme on l’a dit après
l’énoncé de la proposition 3.3. 
Remarque 3.5. Le diagramme de la proposition 3.4 est cartésien à des homéo-
morphismes locaux totalement radiciels près (qui sont localement le produit d’un
isomorphisme avec le morphisme de Frobenius de Gad∑
i∈I1
nixi
).
4. Faisceaux de cohomologie et coalescence des pattes
Ce chapitre ne contient rien de neuf et à part la construction de l’action des
morphismes de Frobenius partiels il est entièrement extrait de [Var04] et [BV06].
4.1. Rappels sur les correspondances cohomologiques. A la suite de
[SGA5, Var07, BV06] on appelle correspondance de X1 vers X2 un morphisme
a = (a1, a2) : A → X1 × X2 de champs algébriques localement de type fini sur
Fq tel que a2 soit représentable et de type fini. Alors, pour F1 ∈ Dbc(X1, E) et
F2 ∈ D
b
c(X2, E), un morphisme
u : a2,!(a
∗
1(F1))→ F2, ou, de façon équivalente u : a
∗
1(F1)→ a
!
2(F2)
est appelé une correspondance cohomologique de F1 vers F2 (ou de (X1,F1) vers
(X2,F2)) supportée par A.
Si a1 est propre elle induit un morphisme sur les cohomologies à support com-
pact. En effet soit Y un champ et pi : Xi → Y (pour i = 1, 2) des morphismes tels
que p1◦a1 = p2◦a2. On va supposer que X1, X2 et Y sont des champs de Deligne-
Mumford parce que ce sera le cas lorsqu’on l’appliquera et que cela permet de
rester dans la catégorie dérivée bornée. Alors la correspondance cohomologique u
induit un morphisme H(u) : p1,!(F1)→ p2,!(F2) dans D
b
c(Y,E) donné par
p1,!(F1)
adj
−→ p1,!a1,∗a
∗
1(F1) = p1,!a1,!a
∗
1(F1)
u
−→ p1,!a1,!a
!
2(F2) = p2,!a2,!a
!
2(F2)
adj
−→ p2,!(F2)
où on a utilisé, dans la deuxième étape, l’hypothèse que a1 est propre.
Si b = (b1, b2) : B → X2 × X3 est une autre correspondance, F3 ∈ D
b
c(X3, E)
et v : b2,!(b
∗
1(F2)) → F3 est une correspondance cohomologique de F2 vers F3
supportée par B, la composée de v et u est obtenue de la façon suivante. On pose
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C = A×X2 B. On a un diagramme commutatif
C
b˜2~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
a˜2   ❇
❇❇
❇❇
❇❇
❇
A
a1~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
a2   ❆
❆❆
❆❆
❆❆
❆ B
b2~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
b3   ❆
❆❆
❆❆
❆❆
❆
X1 X2 X3
où le carré est cartésien. D’où une correspondance c = (a1b˜2, b3a˜2) : C → X1×X3.
On définit la correspondance cohomologique v ◦ u de F1 vers F3 supportée par C
comme la composée
(b3a˜2)!(a1b˜2)
∗(F1) = b3,!a˜2,!˜b
∗
2a
∗
1(F1) ≃ b3,!b
∗
2a2,!a
∗
1(F1)
u
−→ b3,!b
∗
2(F2)
v
−→ F3,
où l’isomorphisme vient du changement de base propre a˜2,!b˜
∗
2 ≃ b
∗
2a2,!.
Si a1 et b2 sont propres et pi : Xi → Y (pour i = 1, 2, 3) sont des morphismes
tels que p1 ◦ a1 = p2 ◦ a2 = p3 ◦ a3 (et X1, X2, X3 et Y sont des champs de
Deligne-Mumford) on a H(v ◦ u) = H(v) ◦H(u) : p1,!(F1)→ p3,!(F3).
4.2. Définition des faisceaux de cohomologie.
Définition 4.1. Comme Cht(I1,...,Ik),≤µN,I,ω /Ξ est un champ de Deligne-Mumford de
type fini, d’après [LMB99, LO08] on peut définir
H
≤µ,E
N,I,ω = R
(
p
(I1,...,Ik),≤µ
N,I
)
!
(
F
(I1,...,Ik)
N,I,ω,Ξ,E
∣∣∣
Cht
(I1,...,Ik),≤µ
N,I,ω /Ξ
)
∈ Dbc((X rN)
I , E)(4.1)
où l’on rappelle que F
(I1,...,Ik)
N,I,ω,Ξ,E est le faisceau d’intersection de Cht
(I1,...,Ik)
N,I,ω /Ξ avec
le degré et le poids normalisés relativement à (XrN)I . Comme la notationH≤µ,EN,I,ω
l’indique, le membre de droite de (4.1) ne dépend pas du choix de la partition
(I1, ..., Ik), en vertu du corollaire 2.18. Bien sûr H
≤µ,E
N,I,ω dépend de Ξ mais on omet
Ξ de la notation pour raccourcir un peu.
Soit i ∈ Z. La cohomologie de degré i (pour la t-structure ordinaire)
H
i,≤µ,E
N,I,ω = H
i
(
H
≤µ,E
N,I,ω
)
= Ri
(
p
(I1,...,Ik),≤µ
N,I
)
!
(
F
(I1,...,Ik)
N,I,ω,Ξ,E
∣∣∣
Cht
(I1,...,Ik),≤µ
N,I,ω /Ξ
)
(4.2)
est un E-faisceau constructible sur (X rN)I . On a préféré commencer par cette
définition qui est sans doute naturelle pour le lecteur familier des variétés de
Shimura, mais on insiste sur le fait que la bonne définition, équivalente à celle
ci-dessus mais fonctorielle en W représentation de (Ĝ)I , sera donnée dans (4.9)
de la définition 4.7.
Remarque 4.2. Lorsque I est vide et ω est donc nul, H≤µ,EN,∅,0 est le faisceau
constant sur SpecFq supporté en degré 0 et égal à Cc(Bun
≤µ
G,N(Fq)/Ξ, E).
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Remarque 4.3. Pour tout niveau N ′ ⊃ N de degré assez grand en fonction de
µ, le morphisme
Cht
(I1,...,Ik),≤µ
N ′,I,ω /Ξ
p
(I1,...,Ik),≤µ
N′,I
−−−−−−−→ (X rN ′)I
est représentable quasi-projectif de type fini, et Cht
(I1,...,Ik),≤µ
N,I,ω /Ξ
∣∣∣
(XrN ′)I
est le
quotient de Cht
(I1,...,Ik),≤µ
N ′,I,ω /Ξ par le groupe fini Ker(G(ON ′)→ G(ON )). Par consé-
quent on pourrait définir les faisceaux Hi,≤µ,EN,I,ω en employant seulement la coho-
mologie étale des schémas (puis en prenant les coinvariants par le groupe fini
susmentionné).
4.3. Action des morphismes de Frobenius partiels. Le lemme 3.1 et la
proposition 3.3 fournissent, pour toute partie J de I le morphisme suivant dans
Dbc((X rN)
I , E) :
FJ : Frob
∗
J(H
≤µ,E
N,I,ω)→ H
≤µ+
∑
i∈J ωi,E
N,I,ω ,(4.3)
où FrobJ : (X r N)I → (X r N)I a été défini dans (3.1). Pour toute partition
(I1, ..., Ik) telle que I1 = J , ce morphisme est associé à la correspondance coho-
mologique de (Cht
(I2,...,Ik,I1),≤µ
N,I,ω /Ξ,F
(I2,...,Ik,I1)
N,I,ω,Ξ,E ) vers (Cht
(I1,...,Ik),≤µ
′
N,I,ω /Ξ,F
(I1,...,Ik)
N,I,ω,Ξ,E)
donnée par
— le diagramme
Cht
(I2,...,Ik,I1),≤µ
N,I,ω /Ξ
p
(I2,...,Ik,I1),≤µ
N,I

a−11 (Cht
(I2,...,Ik,I1),≤µ
N,I,ω /Ξ)
a1oo   //
p
(I1,...,Ik),≤µ
N,I

Cht
(I1,...,Ik),≤µ
′
N,I,ω /Ξ
p
(I1,...,Ik),≤µ
′
N,I

(X rN)I (X rN)I
FrobJoo Id // (X rN)I
où a1 = Fr
(I1,...,Ik)
I1,N,I
, µ′ = µ+
∑
i∈I1
ωi et l’inclusion ouverte vient de (3.2),
— le morphisme F
(I1,...,Ik)
I1,N,I
: a∗1(F
(I2,...,Ik,I1)
N,I,ω,Ξ,E ) → F
(I1,...,Ik)
N,I,ω,Ξ,E (défini dans la propo-
sition 3.3).
On peut remarquer qu’ici, bien que le carré de gauche ne soit pas cartésien, on
est essentiellement dans une situation de changement de base propre car a1 =
Fr
(I1,...,Ik)
I1,N,I
et FrobJ sont des homéomorphismes locaux totalement radiciels, et
donc le morphisme de a−11 (Cht
(I2,...,Ik,I1),≤µ
N,I,ω /Ξ) dans le produit fibré associé au
carré de gauche est un homéomorphisme local totalement radiciel : c’est pourquoi
nous avions dit dans l’introduction que FJ était obtenu par changement de base
propre. Grâce au corollaire 2.18 le morphisme FJ ne dépend pas du choix de la
partition (I1, ..., Ik) de I telle que I1 = J . Pour toute partie J de I,
FJ Frob
∗
J(FIrJ) : Frob
∗
H
≤µ,E
N,I,ω → H
≤µ+
∑
i∈I ωi,E
N,I,ω ,
est la composée de l’action naturelle du morphisme de Frobenius (total) et d’une
augmentation de la troncature.
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4.4. Action des algèbres de Hecke. Soit f ∈ Cc(KN\G(A)/KN , E) et T un
ensemble fini de places de X contenant |N | et tel que
f =
⊗
v 6∈T
1G(Ov) ⊗ f
′.(4.4)
Alors la construction 2.20 fournit, pour κ assez grand en fonction de f , un mor-
phisme
T (f) ∈ HomDbc((XrT)I ,E)
(
H
≤µ,E
N,I,ω
∣∣∣
(XrT)I
,H≤µ+κ,EN,I,ω
∣∣∣
(XrT)I
)
tel que si f est la fonction caractéristique de KNgKN (multipliée par la me-
sure de Haar sur G(A) telle que KN ait pour volume 1), T (f) est l’action de
la correspondance finie ΓN(g), c’est-à-dire pr1,! g
∗ pr∗2 dans les notations du dia-
gramme (2.14). Ces actions sont compatibles avec la composition : si f1, f2 ∈
Cc(KN\G(A)/KN , E) satisfont la condition (4.4) avec T1 et T2, alors pour κ
assez grand en fonction de f1 et f2, on a
T (f1f2) = T (f1)T (f2)(4.5)
dans
HomDbc((Xr(T1∪T2))I ,E)
(
H
≤µ,E
N,I,ω
∣∣∣
(Xr(T1∪T2))I
,H≤µ+κ,EN,I,ω
∣∣∣
(Xr(T1∪T2))I
)
.
On peut définir aussi les morphismes T (f) à l’aide de correspondances cohomo-
logiques (finies) et déduire (4.5) des règles de composition des corrrespondances.
On note que ces correspondances cohomologiques sont définies sur OE si f l’est.
Par ailleurs l’action des algèbres de Hecke commute avec l’action des mor-
phismes de Frobenius partiels.
Dans le corollaire 6.5 on verra que ces morphismes T (f) peuvent être étendus
à (X rN)I .
4.5. Définition fonctorielle en W . Soit W une représentation E-linéaire de
dimension finie de (Ĝ)I . Le corollaire 2.15 et l’équivalence de Satake géométrique
vont fournir une définition fonctorielle en W de H≤µ,EN,I,W comme la cohomologie
d’un certain faisceau pervers (à décalage près). Soit (I1, ..., Ik) une partition de I.
Notation 4.4. En tant que représentation de (Ĝ)I ,W admet une unique décom-
position de la forme
W =
⊕
ω∈(X+∗ (T ))I
(⊗
i∈I
Vωi
)
⊗E Wω(4.6)
où les Wω sont des E-espaces vectoriels de dimension finie, presque tous nuls. On
note Cht
(I1,...,Ik),≤µ
N,I,W la réunion des Cht
(I1,...,Ik),≤µ
N,I,ω pour ω tel que Wω est non nul.
On rappelle que dans le chapitre 1 on a défini de la même façon Gr
(I1,...,Ik)
I,W /G
∑
nixi
(où les entiers ni sont assez grands en fonction de W ).
Par l’équivalence de Satake géométrique (sous la forme où on l’a rappelée dans
le théorème 1.17, voir [MV07, BD99, Gai07] pour plus de détails) on a le faisceau
pervers (à un décalage près) S
(I1,...,Ik)
I,W,E sur Gr
(I1,...,Ik)
I,W /G
∑
nixi (on rappelle qu’il
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est normalisé de telle sorte que son image inverse sur Gr
(I1,...,Ik)
I,W soit perverse
relativement à XI). D’après la remarque 1.20, S
(I1,...,Ik)
I,W,E est en fait un faisceau
pervers (à un décalage près) sur Gr
(I1,...,Ik)
I,W /G
ad∑
i∈I nixi
.
On rappelle, d’après la proposition 2.8 et la notation qui précède le corol-
laire 2.15, que
ǫ
(I1,...,Ik),Ξ
N,(I),W,n : Cht
(I1,...,Ik)
N,I,W /Ξ→ Gr
(I1,...,Ik)
I,W /G
ad∑
nixi
est le morphisme lisse qui à un chtouca (2.2) associe
(G0
φ1
−→ G1
φ2
−→ · · ·
φk−→ Gk) ∈ Gr
(I1,...,Ik)
I,W /G
ad∑
nixi
(4.7)
(avec les notations de la remarque 1.11, en particulier le Gad∑nixi-torseur tautolo-
gique sur le point (4.7) est déduit du G∑nixi-torseur Gk
∣∣
Γ∑nixi
).
Définition 4.5. On définit F(I1,...,Ik)N,I,W,Ξ,E comme le faisceau pervers (à un décalage
près) sur Cht
(I1,...,Ik),≤µ
N,I,W /Ξ égal à
F
(I1,...,Ik)
N,I,W,Ξ,E =
(
ǫ
(I1,...,Ik),Ξ
N,(I),W,n
)∗(
S
(I1,...,Ik)
I,W,E
)
.(4.8)
Remarque 4.6. Ceci généralise la définition 2.14 : lorsque W = ⊠iVωi est ir-
réductible, F
(I1,...,Ik)
N,I,W,Ξ,E est égal à F
(I1,...,Ik)
N,I,ω,Ξ,E, grâce au corollaire 2.15. Cela est vrai
canoniquement (et non pas au produit tensoriel près par une droite vectorielle)
si on définit Vωi comme la cohomologie totale du faisceau d’intersection de la
strate fermée associée à ωi dans la grassmannienne affine (car le foncteur fibre
donnant l’équivalence de Satake géométrique est la cohomologie totale, comme
on l’a rappelé dans le théorème 1.17).
La définition suivante de H≤µ,EN,I,W est fonctorielle en W et de plus elle permettra
de construire l’isomorphisme de coalescence de la proposition 4.12 d’une façon
canonique.
Définition 4.7. On pose
H
≤µ,E
N,I,W = R
(
p
(I1,...,Ik),≤µ
N,I
)
!
(
F
(I1,...,Ik)
N,I,W,Ξ,E
∣∣∣
Cht
(I1,...,Ik),≤µ
N,I,W /Ξ
)
.(4.9)
Remarque 4.8. En utilisant la décomposition (4.6) avec la définition canonique
des Vωi expliquée dans la remarque 4.6, on peut réécrire la définition précédente
sous la forme
H
≤µ,E
N,I,W =
⊕
ω∈(X+∗ (T ))I
H
≤µ,E
N,I,ω ⊗E Wω.(4.10)
Cette formule permet de voir la fonctorialité en W , mais elle est beaucoup moins
commode que (4.9), notamment pour étudier la coalescence.
Notation 4.9. D’après la définition précédente, W 7→ H≤µ,EN,I,W est un foncteur
E-linéaire. Si u : W1 →W2 est un morphisme de représentations de (Ĝ)
I on note
H(u) ∈ HomDbc((XrN)I ,E)
(
H
≤µ,E
N,I,W1
,H≤µ,EN,I,W2
)
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le morphisme associé à u.
Une autre définition équivalente de F
(I1,...,Ik)
N,I,W,Ξ,E est donnée par la proposition
suivante. Elle permettra de réexprimer la proposition 3.4 (qui explicite les actions
des morphismes de Frobenius partiels) de façon fonctorielle en W .
Proposition 4.10. Soit W = ⊠j∈{1,...,k}Wj où Wj est une représentation de
(Ĝ)Ij . On a alors un isomorphisme canonique
F
(I1,...,Ik)
N,I,W,Ξ,E =
(
ǫ
(I1,...,Ik),Ξ
N,(I1,...,Ik),W,n
)∗(
⊠j∈{1,...,k} S
(Ij)
Ij ,Wj ,E
)
.(4.11)
Cet isomorphisme est compatible avec l’action du morphisme de Frobenius partiel
associé à I1.
Démonstration. Cela résulte du lemme 1.16, du corollaire 2.16 et de la propo-
sition 3.4. 
Remarque 4.11. La définition 4.5 et la proposition 4.10 admettent la générali-
sation suivante, qui ne sera jamais utilisée. Soit (Jj,l)j,l comme dans la remarque
2.10. On a alors un isomorphisme canonique
F
(Jj,l)j,l
N,I,W,Ξ,E =
(
ǫ
(Jj,l)j,l,Ξ
N,(I1,...,Ik),W,n
)∗(
⊠j∈{1,...,k} S
(Jj,1,...,Jj,mj )
Ij ,Wj,E
)
.
La proposition suivante jouera un rôle fondamental pour étudier la coalescence.
Proposition 4.12. (remarque 2.3.2 de [BV06]). Soit I, J des ensembles finis et
ζ : I → J une application. On note
∆ζ : X
J → XI , (xj)j∈J 7→ (xζ(i))i∈I
le morphisme diagonal associé à ζ. Soit W une représentation E-linéaire de di-
mension finie de ĜI . On note W ζ la représentation de ĜJ qui est la composée de
la représentation W avec le morphisme diagonal
ĜJ → ĜI , (gj)j∈J 7→ (gζ(i))i∈I .
Alors l’isomorphisme canonique rappelé dans d) du théorème 1.17 fournit un iso-
morphisme canonique
χζ : ∆
∗
ζ(H
≤µ,E
N,I,W )
∼
→ H≤µ,E
N,J,W ζ
dans Dbc((X rN)
J , E)(4.12)
que nous appellerons isomorphisme de coalescence. Il est fonctoriel en W et com-
patible avec la composition de ζ.
Remarque 4.13. Cet énoncé est vrai sans décalage cohomologique ni torsion
à la Tate parce que les faisceaux d’intersection sur les champs de chtoucas (ou
sur les grassmanniennes affines de Beilinson-Drinfeld ) ont été normalisés relati-
vement aux puissances de X. Bien sûr on utilise la contrainte de commutativité
modifiée de [MV07] (un exemple simple pour comprendre ce qui se passe est le cas
particulier où I = J et ζ est une permutation de I, de sorte que ∆ζ : X
I → XI
est le changement de l’ordre des pattes).
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Démonstration. Il suffit de montrer le résultat quand ζ est injective ou sur-
jective. Si ζ est injective, cela résulte de la propriété c) de la proposition 2.6.
On suppose maintenant que ζ est surjective. Soit (J1, ..., Jk) une partition de
J . On considère la partition (I1, ..., Ik) de I donnée par Ij = ζ
−1(Jj). On a un
isomorphisme
κ : Cht
(I1,...,Ik)
N,I ×(XrN)I (X rN)
J ∼→ Cht
(J1,...,Jk)
N,J
défini tautologiquement par
κ
((
((xζ(i))i∈I), (G0, ψ0)
φ1
−→ · · ·
φk−1
−−−→ (Gk−1, ψk−1)
φk−→ (τG0,
τψ0)
)
, (xj)j∈J
)
=
(
(xj)j∈J , (G0, ψ0)
φ1
−→ · · ·
φk−1
−−−→ (Gk−1, ψk−1)
φk−→ (τG0,
τψ0)
)
.
On note
pr1 : Cht
(I1,...,Ik)
N,I ×(XrN)I (X rN)
J → Cht
(I1,...,Ik)
N,I
la première projection. Grâce à la définition 4.5 et à la propriété d) du théo-
rème 1.17, on obtient un isomorphisme pr∗1(F
(I1,...,Ik)
N,I,W,Ξ,E) ≃ κ
∗(F
(J1,...,Jk)
N,J,W ζ,Ξ,E
). Ces
morphismes passent au quotient par Ξ. Grâce à la définition 4.7 le théorème de
changement de base propre fournit alors l’isomorphisme (4.12). 
Proposition 4.14. Les actions des morphismes de Frobenius partiels et des opé-
rateurs de Hecke sont compatibles avec les morphismes H(u) de la notation 4.9
et avec les isomorphismes de coalescence de la proposition précédente.
La compatibilité entre les morphismes de Frobenius partiels et l’isomorphisme de
coalescence (4.12) signifie que pour tout j ∈ J , ∆∗ζ(Fζ−1({j})) et F{j} se corres-
pondent par l’isomorphisme χζ de (4.12).
Démonstration. Pour les opérateurs de Hecke cela est facile et pour les mor-
phismes de Frobenius partiels cela résulte de la proposition 3.4 réexprimée de
façon fonctorielle en W grâce à la proposition 4.10. 
5. Morphismes de création et d’annihilation
Dans ce chapitre on va utiliser les isomorphismes de coalescence pour définir
des morphismes de création et d’annihilation. Ils joueront un rôle essentiel dans
la définition des opérateurs d’excursion.
Soit I et J des ensembles finis. Dans la suite des réunions comme I ∪ J et
I ∪{0} désigneront toujours des réunions disjointes. On introduit les applications
évidentes
ζJ : J → {0}, ζ
I
J = (IdI , ζJ) : I ∪ J → I ∪ {0} et ζ
I
∅ = (IdI , ζ∅) : I → I ∪ {0}.
(5.1)
Soit W et U des représentations E-linéaires de dimension finie de (Ĝ)I et (Ĝ)J
respectivement. On rappelle que U ζJ désigne la représentation de Ĝ obtenue en
restreignant U à la diagonale. Soit x : 1→ U ζJ et ξ : U ζJ → 1 des morphismes de
représentations de Ĝ. En d’autres termes on se donne x ∈ U et ξ ∈ U∗ invariants
par l’action diagonale de Ĝ.
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Alors W ⊠ U est une représentation de (Ĝ)I∪J , et W ⊠ U ζJ et W ⊠ 1 sont
des représentations de (Ĝ)I∪{0}, reliées entre elles par les morphismes IdW ⊠x et
IdW ⊠ξ.
On note ∆ : X → XJ le morphisme diagonal.
On rappelle que les isomorphismes de coalescence
H
≤µ,E
N,I,W ⊠ EXrN
χ
ζI
∅−−→∼ H
≤µ,E
N,I∪{0},W⊠1
et
H
≤µ,E
N,I∪J,W⊠U
∣∣∣
(XrN)I×∆(XrN)
χ
ζI
J−−→∼ H
≤µ,E
N,I∪{0},W⊠UζJ
ont été construits dans la proposition 4.12.
Voici maintenant la définition des morphismes de création et d’annihilation. Ce
sont des morphismes dans la catégorieDbc((XrN)
I×(XrN), E)mais on gardera
la même notation pour les actions induites sur les faisceaux de cohomologie comme
H
0,≤µ,E
N,I,W (au demeurant, seules ces actions induites serviront dans la démonstration
du théorème principal).
Définition 5.1. Le morphisme de création C♯x est défini comme la composée
H
≤µ,E
N,I,W ⊠ E(XrN)
χ
ζI
∅
−−→∼ H
≤µ,E
N,I∪{0},W⊠1
H(IdW ⊠x)
−−−−−−→ H≤µ,E
N,I∪{0},W⊠UζJ
χ−1
ζI
J−−→∼ H
≤µ,E
N,I∪J,W⊠U
∣∣∣
(XrN)I×∆(XrN)
.
Définition 5.2. Le morphisme d’annihilation C♭ξ est défini comme la composée
H
≤µ,E
N,I∪J,W⊠U
∣∣∣
(XrN)I×∆(XrN)
χ
ζI
J−−→∼ H
≤µ,E
N,I∪{0},W⊠UζJ
H(IdW ⊠ξ)
−−−−−−→ H≤µ,EN,I∪{0},W⊠1
χ−1
ζI
∅−−→∼ H
≤µ,E
N,I,W ⊠ E(XrN).
Il résulte de la proposition 4.14 que les morphismes de création et d’annihilation
commutent avec l’action des opérateurs de Hecke et qu’ils sont compatibles avec
l’action des morphismes de Frobenius partiels au sens suivant :
— si K est une partie de I, ils commutent avec FK ,
— ils entrelacent FJ et l’action naturelle du morphisme de Frobenius partiel
sur EXrN (qui correspond par χζI
∅
à l’action de F{0} sur H
≤µ,E
N,I∪{0},W⊠1).
Le lemme suivant est facile. Il dit que
— les morphismes de création et d’annihilation commutent entre eux quand
ils concernent des sous-ensembles disjoints de pattes,
— la composée de deux morphismes de création associés à deux sous-ensembles
disjoints de pattes placées au même point de X r N est le morphisme de
création associé à leur réunion,
— il en va de même pour les morphismes d’annihilation.
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Lemme 5.3. Soit I, J1, J2 des ensembles finis et W,U1, U2 des représentations
de (Ĝ)I , (Ĝ)J1 et (Ĝ)J2. Pour i = 1, 2 on se donne des morphismes xi : 1→ U
ζJi
i
et ξi : U
ζJi
i → 1 de représentations de Ĝ. Alors
a) les composées
H
≤µ,E
N,I∪J1,W⊠U1
∣∣∣
(XrN)I×∆(XrN)
⊠ E(XrN)
C♭ξ1−−→ H≤µ,EN,I,W ⊠ E(XrN)2
C
♯
x2−−→ H≤µ,EN,I∪J2,W⊠U2
∣∣∣
(XrN)I×∆(XrN)
⊠ E(XrN)
et
H
≤µ,E
N,I∪J1,W⊠U1
∣∣∣
(XrN)I×∆(XrN)
⊠ E(XrN)
C
♯
x2−−→
H
≤µ,E
N,I∪J1∪J2,W⊠U1⊠U2
∣∣∣
(XrN)I×∆(XrN)2
C♭ξ1−−→ H≤µ,EN,I∪J2,W⊠U2
∣∣∣
(XrN)I×∆(XrN)
⊠E(XrN)
sont égales (dans ces formules les deux copies de X r N ne sont pas bien dis-
tinguées mais la règle est simplement que la création par x2 agit sur l’une et
l’annihilation par ξ1 agit sur l’autre).
b) la composée
H
≤µ,E
N,I,W ⊠E(XrN)2
C
♯
x1−−→ H≤µ,EN,I∪J1,W⊠U1
∣∣∣
(XrN)I×∆(XrN)
⊠ E(XrN)
C
♯
x2−−→ H≤µ,EN,I∪J1∪J2,W⊠U1⊠U2
∣∣∣
(XrN)I×(∆(XrN))2
est égale à la composée
H
≤µ,E
N,I,W ⊠E(XrN)2
C
♯
x2−−→ H≤µ,EN,I∪J2,W⊠U2
∣∣∣
(XrN)I×∆(XrN)
⊠ E(XrN)
C
♯
x1−−→ H≤µ,EN,I∪J1∪J2,W⊠U1⊠U2
∣∣∣
(XrN)I×(∆(XrN))2
obtenue en changeant l’ordre des deux morphismes, et la restriction de ces deux
composées à (X rN)I ×∆(X rN) est égale à C♯x1⊠x2,
c) de même, la composée
H
≤µ,E
N,I∪J1∪J2,W⊠U1⊠U2
∣∣∣
(XrN)I×∆(XrN)2
C♭ξ2−−→
H
≤µ,E
N,I∪J1,W⊠U1
∣∣∣
(XrN)I×∆(XrN)
⊠ E(XrN)
C♭ξ1−−→ H≤µ,EN,I,W ⊠ E(XrN)2
est égale à la composée obtenue en changeant l’ordre des deux morphismes, et la
restriction de ces deux composées à (X rN)I ×∆(X rN) est égale à C♭ξ1⊠ξ2, 
Remarque 5.4. Soit θ une involution de Chevalley de Ĝ, telle que θ(t) = t−1 pour
t ∈ T̂ . Le théorème 1.17 (qui rappelle l’équivalence de Satake géométrique [MV07,
BD99, Gai07]) associe à toute représentation de dimension finie W de (Ĝ)I un
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faisceau pervers G∑nixi-équivariant S
(I1,...,Ik)
I,W,E sur Gr
(I1,...,Ik)
I,W (avec la normalisation
perverse relative à XI). On normalise la dualité de Verdier relativement à XI .
Alors on a un isomorphisme canonique D(S(I1,...,Ik)I,W,E ) ≃ S
(I1,...,Ik)
I,W ∗,θ,E
, fonctoriel en
W , où W ∗,θ désigne la représentation contragrédiente de (Ĝ)I , composée avec
θI : (Ĝ)I → (Ĝ)I . Par conséquent on a
Cht
(I1,...,Ik),≤µ
N,I,W = Cht
(I1,...,Ik),≤µ
N,I,W ∗,θ
et D(F(I1,...,Ik)N,I,W,Ξ,E) ≃ F
(I1,...,Ik)
N,I,W ∗,θ,Ξ,E
,
où le dernier isomorphisme est canonique, fonctoriel en W et compatible avec la
coalescence des pattes. On en déduit un morphisme de faisceaux sur (X rN)I ,
B
Ξ,E
N,I,W : H
0,≤µ,E
N,I,W ∗,θ
⊗H0,≤µ,EN,I,W → E(XrN)I .(5.2)
Les morphismes de création et d’annihilation sont transposés l’un de l’autre par
rapport à (5.2). Plus précisément, si J est un autre ensemble fini, U une repré-
sentation de dimension finie de (Ĝ)J et x ∈ U ζJ alors pour toutes sections locales
h et h′ de
H
0,≤µ,E
N,I,W ⊠E(XrN) et H
0,≤µ,E
N,I∪J,W ∗,θ⊠U∗,θ
∣∣∣
(XrN)I×∆(XrN)
sur (X rN)I × (X rN), on a(
B
Ξ,E
N,I∪J,W⊠U
∣∣∣
(XrN)I×∆(XrN)
)(
h′ ⊗ C♯x(h)
)
= BΞ,EN,I,W
(
C♭x(h
′)⊗ h
)
(5.3)
où, dans le membre de droite, x est considéré comme une forme linéaire sur U∗,θ
(invariante sous l’action diagonale de Ĝ).
6. Morphismes de Frobenius partiels, coalescence des pattes et
opérateurs de Hecke
Ce chapitre est consacré à la démonstration de la proposition 6.2, qui af-
firme que les opérateurs de Hecke en les places v de X r N , qui sont des mor-
phismes dans Dbc((Xr(N∪v))
I , E), sont les restrictions de morphismes SV,v dans
Dbc((X rN)
I , E), que nous allons définir comme la composée
— d’un morphisme de création,
— de l’action d’un morphisme de Frobenius partiel,
— d’un morphisme d’annihilation.
La proposition 6.2 servira dans le lemme 10.2 pour montrer que les opérateurs de
Hecke en les places non ramifiées sont des cas particuliers d’opérateurs d’excursion
(ce qui justifiera que la décomposition (0.3) est compatible avec l’isomorphisme
de Satake en les places non ramifiées). Elle jouera aussi un rôle technique mais
crucial dans le chapitre 8, grâce aux relations d’Eichler-Shimura qui en seront
déduites dans le prochain chapitre.
6.1. Enoncé des résultats. Soit I un ensemble fini et W une représentation de
dimension finie de (Ĝ)I . Soit V une représentation de dimension finie de Ĝ. On
considère W ⊠ V ⊠ V ∗ comme une représentation de (Ĝ)I∪{1,2}.
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Soit v une place de X r N . On considère v = Spec(k(v)) comme un sous-
schéma de X et on note Ev le faisceau constant sur v. Soit V une représentation
irréductible de Ĝ. La fonction hV,v ∈ Cc(G(Ov)\G(Fv)/G(Ov),OE) désigne la
fonction sphérique associée à V par l’isomorphisme de Satake, comme à la fin du
premier chapitre.
On note ∆ : X → X × X le morphisme diagonal. On remarque que le point
fermé ∆(v) de X ×X est préservé par Frob
deg(v)
X ×Id.
On a des morphismes naturels de Ĝ-représentations
1
δV−→ V ⊗ V ∗ et V ⊗ V ∗
evV−−→ 1.
Remarque 6.1. Les notations δV et evV, qui ont déjà été employées dans l’in-
troduction, viennent de [Del90], à ceci près que nous nous autorisons à modifier
arbitrairement l’ordre de V et V ∗. Nous renvoyons à la remarque 1.19 pour la
contrainte de commutativité modifiée en vigueur pour les faisceaux S
(I1,...,Ik)
I,W,E et
donc F
(I1,...,Ik)
N,I,W,Ξ,E.
On a une équivalence de catégories
Dbc((X rN)
I × v, E)Fv ≃ Dbc((X rN)
I , E)(6.1)
où la catégorie de gauche est formée des objets F munis d’un isomorphisme
θ : (Id(XrN)I ×Frobv)
∗(F) ≃ F dont l’itérée deg(v) fois est l’identité. L’équi-
valence (6.1) est une descente relativement à l’action de Z/ deg(v)Z (donc elle
est tautologique si deg(v) = 1). Plus précisément elle associe (de la droite vers
la gauche) à un faisceau sur (X r N)I son image inverse par la première pro-
jection p1 : (X r N)I × v → (X r N)I et comme p1 ◦ (Id(XrN)I ×Frobv) = p1
cette image inverse est munie d’une donnée de descente et appartient donc à
Dbc((X r N)
I × v, E)Fv . Inversement, si (F, θ) ∈ Dbc((X r N)
I × v, E)Fv , son
image dans Dbc((X rN)
I , E) est
(
p1,∗(F)
)Fv
(c’est-à-dire que l’on prend les inva-
riants par l’action de Z/ deg(v)Z sur p1,∗(F) donnée par θ).
Pour κ assez grand (en fonction de deg(v), V ), on définit SV,v comme la com-
posée
H
≤µ,E
N,I,W ⊠ Ev(6.2)
C
♯
δV
∣∣∣∣
(XrN)I×v
−−−−−−−−→ H≤µ,EN,I∪{1,2},W⊠V⊠V ∗
∣∣∣
(XrN)I×∆(v)
(6.3)
(F{1})
deg(v)
∣∣∣∣
(XrN)I×∆(v)
−−−−−−−−−−−−−−→ H≤µ+κ,EN,I∪{1,2},W⊠V⊠V ∗
∣∣∣
(XrN)I×∆(v)
(6.4)
C♭evV
∣∣∣∣
(XrN)I×v
−−−−−−−−−→ H≤µ+κ,EN,I,W ⊠ Ev.(6.5)
Le morphisme SV,v commute avec l’action naturelle du morphisme de Frobenius
partiel sur Ev dans (6.2) et (6.5) parce que
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— les morphismes de création et d’annihilation entrelacent cette action avec
l’action de F{1,2} sur (6.3) et (6.4),
— F{1}, et donc F
deg(v)
{1} , commutent avec F{1,2}.
Grâce à l’équivalence (6.1), SV,v se descend en un morphisme
SV,v : H
≤µ,E
N,I,W → H
≤µ+κ,E
N,I,W
dans Dbc((X rN)
I , E).
A l’aide de la proposition 4.14 et du lemme 5.3 on montre facilement que si V
et V ′ sont des représentations de Ĝ et v et v′ sont des places de X r N , SV,v et
SV ′,v′ commutent et que si v = v
′ leur composée est égale à SV⊗V ′,v.
Proposition 6.2. Pour κ assez grand (en fonction de deg(v), V ), on a égalité
dans
HomDbc((Xr(N∪v))I ,E)
(
H
≤µ,E
N,I,W
∣∣∣
(Xr(N∪v))I
,H≤µ+κ,EN,I,W
∣∣∣
(Xr(N∪v))I
)
entre T (hV,v) et la restriction de SV,v de (X rN)I à (X r (N ∪ v))I.
La proposition signifie que le morphisme SV,v défini ci-dessus prolonge à (X r
N)I l’opérateur de Hecke T (hV,v) qui était défini seulement sur (X r (N ∪ v))I
par la construction du paragraphe 4.4.
Remarque 6.3. La preuve du résultat principal de cet article utilisera seule-
ment l’égalité entre les morphismes induits de faisceaux sur (X r (N ∪ v))I de
H
0,≤µ,E
N,I,W
∣∣∣
(Xr(N∪v))I
vers H0,≤µ+κ,EN,I,W
∣∣∣
(Xr(N∪v))I
.
La preuve de la proposition 6.2 lorsque V est minuscule et deg(v) = 1 a été
esquissée dans l’introduction. La preuve du cas général sera donnée dans les pa-
ragraphes suivants.
Remarque 6.4. Pour les variétés de Shimura sur les corps de nombres une exten-
sion de T (hV,v) en v a été définie dans de nombreux cas, de façon modulaire, par
adhérence de Zariski, ou à l’aide de cycles proches (voir [Del71, FC90, GT05]).
Sans aucun effort supplémentaire on peut étendre tous les opérateurs de Hecke
en des morphismes dans Dbc((X rN)
I , E).
Corollaire 6.5. Pour toute fonction f ∈ Cc(KN\G(A)/KN , E) le morphisme
T (f) défini dans le paragraphe 4.4 s’étend naturellement, pour κ assez grand en
fonction de f , en un morphisme
T (f) ∈ HomDbc((XrN)I ,E)
(
H
≤µ,E
N,I,W ,H
≤µ+κ,E
N,I,W
)
dans Dbc((X rN)
I , E) de sorte que
— f 7→ T (f) est E-linéaire,
— pour tout v ∈ |X|rN , on a T (hV,v) = SV,v,
— ces extensions sont compatibles avec la composition : pour tout f1, f2 ∈
Cc(KN\G(A)/KN , E) et κ assez grand en fonction de f1 et f2, on a
T (f1f2) = T (f1)T (f2) dans HomDbc((XrN)I ,E)
(
H
≤µ,E
N,I,W ,H
≤µ+κ,E
N,I,W
)
.
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De plus ces extensions commutent avec l’action des morphismes de Frobenius
partiels, et avec les morphismes de création et d’annihilation.
Démonstration. Comme Cc(KN\G(A)/KN , E) est le produit tensoriel restreint
des Cc(KN,v\G(Fv)/KN,v, E), il suffit, pour toute place v ∈ |X| et pour tout
f ∈ Cc(KN,v\G(Fv)/KN,v, E), d’étendre
T (f) ∈ HomDbc((Xr(N∪v))I ,E)
(
H
≤µ,E
N,I,W
∣∣∣
(Xr(N∪v))I
,H≤µ+κ,EN,I,W
∣∣∣
(Xr(N∪v))I
)
à HomDbc((XrN)I ,E)
(
H
≤µ,E
N,I,W ,H
≤µ+κ,E
N,I,W
)
. Il n’y a rien à faire si v ∈ N . Si
v 6∈ N les fonctions hV,v forment une base de Cc(KN,v\G(Fv)/KN,v, E) et
on pose T (hV,v) = SV,v. Il reste à montrer qu’étant donné v1, v2 ∈ |X| et
fi ∈ Cc(KN,vi\G(Fvi)/KN,vi , E) pour i = 1, 2, les opérateurs T (f1) et T (f2)
définis ainsi commutent si v1 6= v2 et que leur produit est T (f1f2) si v1 = v2. Si
v1 et v2 appartiennent à |N | il n’y a rien de plus que les propriétés habituelles
des opérateurs de Hecke. Si l’un appartient à |N | et l’autre à |X rN |, on le sait
déjà car les morphismes SV,v commutent aux morphismes T (f) construits dans
le paragraphe 4.4. Si v1 et v2 appartiennent à |X rN | on l’a déjà vu juste avant
la proposition 6.2. 
6.2. La formule des traces de Grothendieck-Lefschetz par les corres-
pondances cohomologiques. Ce paragraphe rappelle des résultats de [Var07,
BV06]. Soit Y un schéma de type fini sur un corps fini k et FrobY/k le morphisme
de Frobenius k-linéaire (plus tard nous appliquerons ceci avec k = k(v)). Soit
F ∈ Dbc(Y,E). On a un isomorphisme canonique FF : Frob
∗
Y/k(F) → F. On note
ESpec k le faisceau constant sur Spec k. On note ∆ : Y → Y × Y le morphisme
diagonal et π : Y → Spec k le morphisme évident. On note KY = π
!(ESpec k)
le faisceau dualisant de Y et DF = RHom(F, KY ) ∈ Dbc(Y,E) le dual de Ver-
dier de F. On va étudier la composée des trois correspondances cohomologiques
suivantes.
— On note C∆♯ la correspondance cohomologique de (Spec k, ESpec k) vers (Y ×
Y,DF ⊠ F) supportée par la correspondance diagonale
Spec k
π
←− Y
∆
−→ Y × Y
et donnée par le morphisme tautologique
α♯ : π∗(ESpec k) = EY → RHom(F,F) = ∆
!(DF ⊠ F).
— On note CId×Frob la correspondance cohomologique de (Y ×Y,DF⊠F) vers
lui-même supportée par la correspondance “image inverse”
Y × Y
IdY ×FrobY←−−−−−−− Y × Y
IdY × IdY−−−−−→ Y × Y
et donnée par le morphisme
IdDF⊠FF : DF ⊠ Frob
∗
Y (F)→ DF ⊠ F.
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— On note C∆♭ la correspondance cohomologique de (Y × Y,DF ⊠ F) vers
(Spec k, ESpec k) supportée par la correspondance diagonale
Y × Y
∆
←− Y
π
−→ Spec k
et donnée par le morphisme tautologique
∆∗(DF ⊠ F) = DF ⊗ F → KY = π
!(ESpec k).
Sur l’ensemble Y (k) on possède la fonction f associé à F par le dictionnaire
“faisceaux-fonctions”, c’est-à-dire que pour y ∈ Y (k),
f(y) = Tr(Froby,Fy) :=
∑
i∈Z
(−1)iTr(Froby, H
i(F)y).
Dans la proposition suivante on considère Y (k) comme un schéma discret (égal
à une réunion finie de copies de Spec k indexée par l’ensemble Y (k)). On note
p : Y (k)→ Spec k le morphisme évident.
On définit Cf comme la correspondance cohomologique supportée sur
Spec k
p
←− Y (k)
p
−→ Spec k
et donnée par le morphisme
p∗(ESpec k) = EY (k) → EY (k) = p
∗(ESpec k)
de multiplication par f .
La proposition suivante est l’énoncé local sous-jacent à la formule des traces de
Grothendieck-Lefschetz, tel qu’il est formulé dans [BV06] et [Var07].
Proposition 6.6. (claim 1.5.5 de [BV06], voir aussi [Var07] 1.2.2, 1.5.7, 2.1.3,
2.2.4) La composée C∆♭ ◦CId×Frob◦C
∆
♯ est égale à la correspondance cohomologique
Cf de (Spec k, ESpec k) vers lui-même.
6.3. Reformulation de la proposition 6.2. Pour raccourcir les formules on
pose
Xˇ = X r (N ∪ v)
dans le reste de ce chapitre (un autre avantage de cette notation est qu’ici il est
clair que v est considéré comme un sous-schéma de X alors que plus tard la lettre
v désignera souvent un morphisme S → v → X, dont le graphe est strictement
inclus dans v × S ⊂ X × S si deg(v) > 1).
On peut supposer que V etW sont irréductibles. Il suffit de démontrer le lemme
suivant.
Lemme 6.7. La restriction de SV,v (définie comme la composée (6.2)-(6.5)) à
XˇI × v est égale à T (hV,v)⊠ IdEv dans
HomDbc(XˇI×v,E)
(
H
≤µ,E
N,I,W
∣∣∣
XˇI
⊠ Ev,H
≤µ+κ,E
N,I,W
∣∣∣
XˇI
⊠ Ev
)
.
On introduit quatre correspondances cohomologiques :
a) ChV,v qui réalise l’opérateur de Hecke T (hV,v),
b) C♭ qui réalise la restriction à Xˇ
I × v du morphisme d’annihilation
(6.4)→(6.5),
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c) CF qui réalise la restriction à Xˇ
I × v de l’action du morphisme de Fro-
benius partiel (6.3)→(6.4).
d) C♯ qui réalise la restriction à Xˇ
I × v du morphisme de création
(6.2)→(6.3).
Le lemme 6.7 sera impliqué par le lemme 6.11, qui affirme que la correspondance
cohomologique C♭◦CF ◦C♯ (qui réalise donc la restriction de SV,v à Xˇ
I×v) est égale
au produit de ChV,v avec la correspondance cohomologique identité de (v, Ev) vers
lui-même. L’énoncé sans quotienter par Ξ implique l’énoncé en quotientant par Ξ,
donc on montrera le premier. Pour cette raison, dans la suite de la démonstration
on quotientera par des restrictions à la Weil de G et non de Gad.
Remarque 6.8. Dans l’esquisse de preuve donnée dans l’introduction (lorsque
V est minuscule et deg(v) = 1), C♭ était supportée par Y1 et CF ◦ C♯ par Y2 (et
on pouvait calculer la composée sur des ouverts lisses où ces correspondances
cohomologiques étaient déterminées par leurs supports).
a) Construction de ChV,v (réalisant l’opérateur de Hecke T (hV,v)). On pose
Z(I) = Cht
(I)
N,I,W
∣∣∣
XˇI
(6.6)
et on notera Γ(I) la correspondance de Hecke de Z(I) vers lui-même. Le rapport
avec la construction 2.20 est que Γ(I) est la réunion des ΓN(g) pour g parcourant
G(Ov)\OrbV où OrbV ⊂ G(Fv)/G(Ov) désigne la réunion finie des G(Ov)-orbites
associées aux copoids dominants de G qui sont des poids de V . Alors les S-points
du champ Γ(I) classifient les données de (xi)i∈I : S → Xˇ
I et d’un diagramme
(G′, ψ′)
φ′ // (τG′, τψ′)
(G, ψ)
φ //
κ
OO
(τG, τψ)
τκ
OO
(6.7)
tel que
— les lignes inférieures et supérieures appartiennent à Z(I),
— au-dessus de tout point géométrique s de S, les restrictions de (G
φ
−→ τG)
et (G′
φ′
−→ τG′) au voisinage fomel de v dans X peuvent être trivialisées de
façon unique modulo l’action de G(Ov) et alors κ : G
∣∣
(Xrv)×s
∼
→ G′
∣∣
(Xrv)×s
définit un élément de G(Ov)\G(Fv)/G(Ov) qui appartient à G(Ov)\OrbV .
Les projections pr1, resp. pr2 : Γ
(I) → Z(I) sont les morphismes étales qui associent
au diagramme (6.7) sa ligne inférieure, resp. supérieure.
Pour toute fonction f ∈ Cc(G(Ov)\G(Fv)/G(Ov), E) à support inclus dans
G(Ov)\OrbV , et en particulier pour f = hV,v, l’opérateur de Hecke T (f) est réa-
lisé par la correspondance cohomologique Cf supportée par Z
(I) pr2←−− Γ(I)
pr1−−→ Z(I)
et donnée par la multiplication par f . Plus précisément on note F(I) la restriction
de F
(I)
N,I,W,Ξ,E à l’ouvert Z
(I) ⊂ Cht
(I)
N,I,W . A un décalage près c’est le faisceau d’in-
tersection de Z(I) et on a un isomorphisme canonique pr∗1(F
(I)) ≃ pr∗2(F
(I)) (que
l’on comprend mieux en disant que les deux membres sont images inverses de
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S
(I)
I,W,E). Alors Cf est la correspondance cohomologique de (Z
(I),F(I)) vers lui-
même définie comme le morphisme de multiplication par f de pr∗1(F
(I)) vers
pr∗2(F
(I)) = pr!2(F
(I)).
b) Construction de C♭ (réalisant la restriction à Xˇ
I × v du morphisme d’anni-
hilation (6.4)→ (6.5)). On pose
Z({1},{2},I) = Cht
({1},{2},I)
N,I∪{1,2},W⊠V⊠V ∗
∣∣∣
XˇI×∆(v)
.
C’est un champ sur XˇI × v dont les points consistent en la donnée de (xi)i∈I et
d’un diagramme
(G1, ψ1)
φ2

(G0, ψ0)
φ1
99ssssssssss
(G2, ψ2)
φ3 // (τG0,
τψ0)
(6.8)
où φ1, φ2 et φ3 sont respectivement les modifications associées à la patte 1, la
patte 2 et aux pattes indexées par I.
On note Y♭
i♭
→֒ Z({1},{2},I) le sous-champ fermé défini par la condition que dans
le diagramme (6.8), φ2φ1 : G0
∣∣
(X−v)×S
→ G2
∣∣
(X−v)×S
s’étend en un isomorphisme
sur X × S. On a un morphisme
p♭ : Y♭ → Z
(I) × v
dont la première composante envoie
(G1, ψ1)
φ2

(G0, ψ0)
φ1
99ssssssssss
∼ // (G2, ψ2)
φ3 // (τG0,
τψ0)
(6.9)
sur la ligne inférieure, c’est-à-dire(
(xi)i∈I , (G0, ψ0)
φ3(φ2φ1)
−−−−−→ (τG0,
τψ0)
)
.(6.10)
On pose
F({1},{2},I) = F
({1},{2},I)
N,I∪{1,2},W⊠V⊠V ∗,Ξ,E
∣∣∣
Z({1},{2},I)
.
A un décalage près, F({1},{2},I) est le faisceau d’intersection de Z({1},{2},I).
On définit maintenant une correspondance cohomologique
C♭ de (Z
({1},{2},I),F({1},{2},I)) vers (Z(I) × v,F(I) ⊠Ev)
supportée par la correspondance
Z({1},{2},I)
i♭
←֓ Y♭
p♭−→ Z(I) × v,
et qui réalisera la restriction à XˇI × v du morphisme d’annihilation (6.4)→(6.5).
On note Gr
({1},{2})
∆(v) le schéma sur v égal à la fibre de Gr
({1},{2})
{1,2},V ⊠V ∗ sur ∆(v) et
on définit de la même façon Gr
({1,2})
∆(v) . On rappelle que les points de Gr
({1},{2})
∆(v)
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consistent en des diagrammes (G0
φ1
−→ G1
φ2
−→ G2
θ
−→∼ G
∣∣
Γ∞v
)
de G-torseurs sur le
disque formel Γ∞v en v. Dans le théorème 1.17 nous avons introduit le faisceau
pervers (à un décalage près) S
({1},{2})
{1,2},V ⊠V ∗,E sur Gr
({1},{2})
{1,2},V ⊠V ∗ . Sa restriction à la fibre
Gr
({1},{2})
∆(v) en ∆(v) n’est autre que ICGr({1},{2})
∆(v)
et nous préférons utiliser cette
dernière notation car elle est plus simple. On note Y♭
i♭
→֒ Gr
({1},{2})
∆(v) le sous-
schéma fermé défini par la condition que φ2φ1 est un isomorphisme. On a un
carré cartésien
Gr
({1},{2})
∆(v)
π
({1},{2})
{1,2}

Y♭
p♭

? _
i♭
oo
Gr
({1,2})
∆(v) vν♭
oo
(6.11)
où π
({1},{2})
{1,2} est le morphisme d’oubli et ν♭ est l’inclusion du point en
l’origine. Par le produit de fusion ν♭,∗(Ev) = ν♭,!(Ev) est un facteur direct de
(π
({1},{2})
{1,2} )!
(
IC
Gr
({1},{2})
∆(v)
)
. En effet, par le b) du théorème 1.17, cette dernière
expression est la restriction du faisceau pervers (à un décalage près) S
({1,2})
{1,2},V ⊠V ∗,E
sur Gr
({1,2})
{1,2},V ⊠V ∗ à la fibre Gr
({1,2})
∆(v) en ∆(v). Par le produit de fusion (c’est-à-dire
le d) du théorème 1.17) c’est aussi la restriction de S
({0})
{0},V⊗V ∗,E à la fibre de
Gr
({0})
{0},V⊗V ∗ en v. On a donc un morphisme canonique
ε : (π
({1},{2})
{1,2} )!
(
IC
Gr
({1},{2})
∆(v)
)
→ ν♭,∗(Ev)
associé à evV : V ⊗ V
∗ → 1. Par adjonction il permet de définir une corres-
pondance cohomologique CGr♭ de (Gr
({1},{2})
∆(v) , ICGr({1},{2})
∆(v)
) vers (v, Ev) supportée
par
Gr
({1},{2})
∆(v)
i♭
←֓ Y♭
p♭−→ v.
En effet en appliquant le changement de base propre au carré cartésien (6.11) on
obtient un morphisme
p♭,!i
∗
♭ (ICGr({1},{2})
∆(v)
) ≃ ν∗♭ (π
({1},{2})
{1,2} )!(ICGr({1},{2})
∆(v)
)
ε
−→ Ev.
Toute la construction ci-dessus était équivariante sous l’action de Gnv (la res-
triction à la Weil de G de nv vers le point) pourvu que n soit assez grand en
fonction de V . On considère donc CGr♭ comme une correspondance cohomologique
de (Gr
({1},{2})
∆(v) /Gnv, ICGr({1},{2})
∆(v)
) vers (v/Gnv, Ev).
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On considère maintenant le diagramme commutatif
Z({1},{2},I)

Y♭
i♭oo
p♭ //

Z(I) × v

Gr
({1},{2})
∆(v) /Gnv × K
(I) Y♭/Gnv × K
(I)i♭×Idoo p♭×Id // v/Gnv × K
(I)
(6.12)
où K(I) est un raccourci pour
(
Gr
(I)
I,W/G
∑
nixi
)∣∣∣
XˇI
, et les entiers ni sont assez
grands. Les morphismes verticaux sont lisses par la proposition 2.8, car, d’après
la remarque 1.9,
Gr
({1},{2},I)
{1,2}∪I,W⊠V⊠V ∗
∣∣∣
XˇI×∆(v)
= Gr
({1},{2})
∆(v) ×Gr
(I)
I,W
∣∣∣
XˇI
.
De plus les deux carrés sont cartésiens. On rappelle que la flèche verticale la plus
à gauche envoie (6.8) sur le produit de
(G0
∣∣
Γ∞v
φ1
−→ G1
∣∣
Γ∞v
φ2
−→ G2
∣∣
Γ∞v
) dans Gr
({1},{2})
∆(v) /Gnv
(comme dans la remarque 1.11, c’est-à-dire que le Gnv-torseur tautologique est
G2
∣∣
Γnv
) et de (G2
∣∣
Γ∑nixi
φ3
−→ τG0
∣∣
Γ∑nixi
) ∈ K(I) (de nouveau comme dans la re-
marque 1.11 et nous ne le répèterons plus). Alors la correspondance cohomolo-
gique C♭ est définie comme l’image inverse par le diagramme (6.12) du produit
de CGr♭ et de la correspondance cohomologique identité de (K
(I), S
(I)
I,W,E) vers lui-
même. En effet par la définition 4.5, F({1},{2},I) est canoniquement isomorphe à
l’image inverse par la flèche verticale la plus à gauche de IC
Gr
({1},{2})
∆(v)
⊠ S
(I)
I,W,E, et
F(I)⊠Ev est canoniquement isomorphe à l’image inverse par la flèche verticale la
plus à droite de Ev ⊠ S
(I)
I,W,E.
c) Construction de CF (réalisant la restriction à Xˇ
I × v de l’action
du morphisme de Frobenius partiel (6.3) → (6.4)). Quand on restreint
Cht
({1},{2},I)
N,I∪{1,2},W⊠V⊠V ∗ à Xˇ
I × ∆(v) seul importe l’ordre des pattes 1 et 2 dans la
partition ({1}, {2}, I). Quand on le restreint à XˇI × (FrobX × IdX)
i∆(v), avec
i ∈ {1, ..., deg(v) − 1} l’ordre de 1, 2 et I n’importe plus. On peut donc itérer
deg(v) fois le morphisme de Frobenius partiel en la patte 1 de la façon suivante
(dans Dbc(Xˇ
I × v, E)) :
Cht
({1},{2},I)
N,I∪{1,2},W⊠V⊠V ∗
∣∣∣
XˇI×∆(v)
Fr
({1},{2},I)
{1},N,I∪{1,2}
−−−−−−−−→(6.13)
Cht
({1},{2},I)
N,I∪{1,2},W⊠V⊠V ∗
∣∣∣
XˇI×(Frob× Id)∆(v)
Fr
({1},{2},I)
{1},N,I∪{1,2}
−−−−−−−−→ · · ·
Fr
({1},{2},I)
{1},N,I∪{1,2}
−−−−−−−−→ Cht
({1},{2},I)
N,I∪{1,2},W⊠V⊠V ∗
∣∣∣
XˇI×(Frob× Id)deg(v)−1∆(v)
Fr
({1},{2},I)
{1},N,I∪{1,2}
−−−−−−−−→ Cht
(I,{2},{1})
N,I∪{1,2},W⊠V⊠V ∗
∣∣∣
XˇI×∆(v)
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En copiant les notations de b) on pose
Z(I,{2},{1}) = Cht
(I,{2},{1})
N,I∪{1,2},W⊠V⊠V ∗
∣∣∣
XˇI×∆(v)
et F(I,{2},{1}) = F
(I,{2},{1})
N,I∪{1,2},W⊠V⊠V ∗,Ξ,E
∣∣∣
Z(I,{2},{1})
.
On note Fr
deg(v)
{1} : Z
({1},{2},I) → Z(I,{2},{1}) l’itérée (6.13). En itérant l’isomor-
phisme F
({1},{2},I)
{1},N,I∪{1,2} (de la proposition 3.3) on obtient un isomorphisme
F
deg(v)
{1} :
(
Fr
deg(v)
{1}
)∗(
F(I,{2},{1})
)
∼
→ F({1},{2},I).
Alors CF est définie comme la correspondance cohomologique “image inverse”
de (Z(I,{2},{1}),F(I,{2},{1})) vers (Z({1},{2},I),F({1},{2},I)) supportée par
Z(I,{2},{1})
Fr
deg(v)
{1}
←−−−− Z({1},{2},I) = Z({1},{2},I)
et donnée par l’isomorphisme F
deg(v)
{1} .
d) Construction de C♯ (réalisant la restriction à Xˇ
I × v du morphisme de
création (6.2) → (6.3)). A la permutation près des pattes 1 et 2, C♯ n’est rien
d’autre que le dual de Verdier de C♭, mais nous préférons en donner rapidement
la construction.
On note Y♯
i♯
→֒ Z(I,{2},{1}) le sous-champ fermé défini par la condition que dans
le diagramme
(G0, ψ0)
φ1 // (G1, ψ1)
φ2

(τG0,
τψ0)
(G2, ψ2)
φ3
88qqqqqqqqqq
(6.14)
φ3φ2 : G1
∣∣
(X−v)×S
→ τG0
∣∣
(X−v)×S
s’étend en un isomorphisme sur X×S. On a un
morphisme
p♯ : Y♯ → Z
(I) × v
dont la première composante envoie
(G0, ψ0)
φ1 // (G1, ψ1)
φ2

∼ // (τG0,
τψ0)
(G2, ψ2)
φ3
88qqqqqqqqqq
vers la ligne supérieure, c’est-à-dire(
(xi)i∈I , (G0, ψ0)
(φ3φ2)φ1
−−−−−→ (τG0,
τψ0)
)
.(6.15)
On définit maintenant une correspondance cohomologique
C♯ de (Z
(I) × v,F(I) ⊠ Ev) vers (Z
(I,{2},{1}),F(I,{2},{1}))
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supportée par la correspondance
Z(I) × v
p♯
←− Y♯
i♯
→֒ Z(I,{2},{1}),
et qui réalisera la restriction à XˇI × v du morphisme de création (6.2)→(6.3).
Comme dans b), on associe à δV : 1→ V ⊗ V
∗ une correspondance cohomolo-
gique CGr♯ de (v, Ev) vers (Gr
({2},{1})
∆(v) , ICGr({2},{1})
∆(v)
) supportée par
v
p♯
←− Y♯
i♯
→֒ Gr({2},{1})∆(v)
où Y♯ est défini par le carré cartésien
Gr
({2},{1})
∆(v)
π
({2},{1})
{1,2}

Y♯
p♯

? _
i♯
oo
Gr
({1,2})
∆(v) vν♯
oo
(6.16)
Grâce au produit de fusion, on associe à δV un morphisme
ν♯,!Ev → (π
({2},{1})
{1,2} )∗ICGr({2},{1})
∆(v)
,
et donc par adjonction et changement de base propre par le carré cartésien (6.16),
un morphisme
Ev → ν
!
♯(π
({2},{1})
{1,2} )∗ICGr({2},{1})
∆(v)
≃ p♯,∗i
!
♯ICGr({2},{1})
∆(v)
.
Cette correspondance cohomologique est équivariante par l’action de Gnv. On
considère maintenant le diagramme commutatif
Z(I) × v

Y♯
p♯oo
i♯ //

Z(I,{2},{1})

v/Gnv × K
(I) Y♯/Gnv × K
(I)
p♯×Idoo
i♯×Id // Gr
({2},{1})
∆(v) /Gnv × K
(I)
(6.17)
Les morphismes verticaux sont lisses d’après la proposition 2.8 et les deux carrés
sont cartésiens. On rappelle que la flèche verticale la plus à droite de (6.17) envoie
(6.14) sur le produit de
(G1
∣∣
Γ∞v
φ2
−→ G2
∣∣
Γ∞v
φ3
−→ τG0
∣∣
Γ∞v
) dans Gr
({2},{1})
∆(v) /Gnv
et de (G0
∣∣
Γ∑nixi
φ1
−→ G1
∣∣
Γ∑nixi
) ∈ K(I). Alors la correspondance cohomologique C♯
est définie comme l’image inverse par le diagramme (6.17) du produit de CGr♯ et
de la correspondance cohomologique identité de (K(I), S
(I)
I,W,E).
Remarque 6.9. Justification des normalisations choisies pour C♭ et C♯. Il suffit
de trouver une situation où apparaissent un opérateur de création et un opérateur
d’annihilation du même type (avec des pattes crées ou annihilées apparaissant
dans le même ordre) et où on sait calculer leur composée directement. Voici une
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telle situation, où on part d’un champ de Hecke avec une patte indexée par 1, puis
on crée les pattes 2 et 3 par 1 → V ∗ ⊗ V , puis on annihile les pattes 1 et 2 par
V ⊗V ∗ → 1. Plus précisément on introduit le champ de Hecke Hecke
{1},{2},{3}
{1,2,3},V ⊠V ∗⊠V
muni du faisceau image inverse de S
{1},{2},{3}
{1,2,3},V ⊠V ∗⊠V,E que l’on note encore par la
même lettre. On introduit de même le champ de Hecke Hecke
{1}
{1},V muni de S
{1}
{1},V
(et aussi le même en remplaçant le singleton {1} par {3}). On considère alors la
composée
— de la correspondance D♯ analogue à C♯
de (Hecke
{1}
{1},V , S
{1}
{1},V ) vers (Hecke
{1},{2},{3}
{1,2,3},V ⊠V ∗⊠V , S
{1},{2},{3}
{1,2,3},V ⊠V ∗⊠V,E)
créant les pattes 2 et 3 par δV : 1 → V
∗ ⊗ V , c’est-à-dire donnée par la
correspondance
Hecke
{1}
{1},V ← X♯ →֒ Hecke
{1},{2},{3}
{1,2,3},V ⊠V ∗⊠V
où X♯ est formé des points
(G0
φ1
−→ G1
φ2
−→ G2
φ3
−→ G3) ∈ Hecke
{1},{2},{3}
{1,2,3},V ⊠V ∗⊠V
tels que φ3φ2 soit un isomorphisme,
— de la correspondance D♭ analogue à C♭
de (Hecke
{1},{2},{3}
{1,2,3},V ⊠V ∗⊠V , S
{1},{2},{3}
{1,2,3},V ⊠V ∗⊠V,E) vers (Hecke
{3}
{3},V , S
{3}
{3},V )
annihilant les pattes 1 et 2 par evV : V ⊗ V
∗ → 1, c’est-à-dire donnée par
la correspondance
Hecke
{1},{2},{3}
{1,2,3},V ⊠V ∗⊠V ←֓ X♭ → Hecke
{3}
{3},V
où X♭ est formé des points
(G0
φ1
−→ G1
φ2
−→ G2
φ3
−→ G3) ∈ Hecke
{1},{2},{3}
{1,2,3},V ⊠V ∗⊠V
tels que φ2φ1 soit un isomorphisme.
On voit que sur les lieux lisses (correspondant aux G(O)-orbites ouvertes dans les
strates fermées de grassmanniennes affines associées à V et V ∗) la composition
D♭ ◦D♯ est transverse et égale à Id. D’un autre côté le lemme “de Zorro” dit que
pour tout espace vectoriel V
la composée V
IdV ⊗ δV−−−−−→ V ⊗ V ∗ ⊗ V
evV ⊗ IdV−−−−−→ V est l’identité(6.18)
(c’est un lemme élémentaire dans la catégorie des espaces vectoriels et un des
axiomes des catégories tannakiennes [Del90]). La coïncidence des deux façons de
calculer D♭ ◦D♯ (dont la première est limitée au lieu lisse) valide la normalisation
choisie pour les correspondances C♯ et C♭.
On a donc terminé la construction de ChV,v , C♭, CF et C♯. On voit facilement que
C♭ ◦CF ◦C♯ est supportée par le produit fibré Y♭×Z(I,{2},{1}) Y♯, où les morphismes
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sont
Y♭
i♭−→ Z({1},{2},I)
Fr
deg(v)
{1}
−−−−→ Z(I,{2},{1})(6.19)
et i♯.
Lemme 6.10. On a un isomorphisme canonique
Γ(I) × v ≃ Y♭ ×Z(I,{2},{1}) Y♯.(6.20)
Démonstration. Soit S un schéma sur XˇI×v. On note v le S-point de X donné
par S → v → X et on note τ
i
v son image par FrobiX , pour i ∈ N. Les S-points v,
τv, ..., τ
deg(v)−1
v sont deux à deux disjoints mais τ
deg(v)
v = v. Soit
(G1, ψ1)
φ2

(G0, ψ0)
φ1
99ssssssssss
∼ // (G2, ψ2)
φ3 // (τG0,
τψ0)
(6.21)
un S-point de Y♭. On veut comprendre son image
(G˜0, ψ˜0)
φ˜1 // (G˜1, ψ˜1)
φ˜2

(τ G˜0,
τ ψ˜0)
(G˜2, ψ˜2)
φ˜3
99ssssssssss
(6.22)
dans Z(I,{2},{1}) par (6.19). On remarque que ∪
deg(v)−1
i=0 Γ∞τiv ⊂ X × S est la com-
plétion de X × S le long de v ×Spec Fq S. Comme φ3 est une modification en les
pattes indexées par I et φ2φ1 est un isomorphisme sur X×S, φ3φ2φ1 : G0
∣∣
Γ
∞τ
i
v
→
τG0
∣∣
Γ
∞τ
i
v
est un isomorphisme pour tout i ∈ N.
Par conséquent, pour tout i ∈ N on peut considérer (τ
i
G0
τiφ1
−−→ τ
i
G1) comme une
modification de G0 (et aussi de
τG0) en
τ iv, et dans l’énoncé suivant on notera
cette modification Ai. On remarque que A0 et Adeg(v) sont deux modifications en
le même point τ
deg(v)
v = v mais ne sont pas égales en général si on est parti d’un
S-point arbitraire (6.21) de Y♭. Avec ces notations,
— G˜0 est obtenu à partir de G0 par les modifications A0, ..., Adeg(v)−1,
— G˜1 est obtenu à partir de
τG0 par les modifications A0, ..., Adeg(v)−1,
— G˜2 est obtenu à partir de
τG0 par les modifications A1, ..., Adeg(v)−1,
— τ G˜0 est obtenu à partir de
τG0 par les modifications A1, ..., Adeg(v),
et bien sûr les structures de niveau en N sont conservées. Par conséquent (6.22)
appartient à i♯(Y♯) ⊂ Z
(I,{2},{1}) si et seulement si A0 = Adeg(v). Si on note κ :
G0 → G˜0 la modification décrite ci-dessus (et donnée par A0, ..., Adeg(v)−1), c’est
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exactement la condition pour que le diagramme
(G˜0, ψ˜0)
φ˜3φ˜2φ˜1
−−−−→ (τ G˜0,
τ ψ˜0)
κ
x τκx
(G0, ψ0)
φ3φ2φ1
−−−−→ (τG0,
τψ0)
soit commutatif et alors il appartient à Γ(I)×v (car on l’identifie avec le diagramme
(6.7)). On a donc prouvé (6.20). 
La correspondance cohomologique C♭ ◦ CF ◦ C♯ de (Z
(I) × v,F(I) ⊠ Ev) vers
lui-même est donc supportée par Γ(I) × v. Comme les projections pr1 et pr2 de
Γ(I) vers Z(I) sont étales et que F(I) est isomorphe à ICZ(I) à un décalage près,
C♭ ◦CF ◦C♯ est donné par la multiplication par une fonction localement constante
sur Γ(I) (de façon encore plus canonique pr∗1(F
(I)) et pr∗1(F
(I)) sont tous les deux
image inverse de S
(I)
I,W,E). Le lemme suivant, qui affirme qu’elle est égale à la
fonction déduite de hV,v, implique donc le lemme 6.7.
Lemme 6.11. La correspondance cohomologique C♭ ◦CF ◦C♯ est égale au produit
de ChV,v avec la correspondance cohomologique identité de (v, Ev) vers lui-même.
On verra que le lemme précédent résulte des deux lemmes suivants.
Lemme 6.12. Il existe une fonction kV,v ∈ Cc(G(Ov)\G(Fv)/G(Ov), E) (à sup-
port dans G(Ov)\OrbV ) qui dépend seulement de Spec(Ov), de la restriction de
G à Spec(Ov) et de V (et en particulier est indépendante de N , I et W ) telle que
la correspondance cohomologique C♭ ◦ CF ◦ C♯ soit égale au produit de CkV,v avec
la correspondance cohomologique identité de (v, Ev) vers lui-même.
On peut paraphraser le lemme précédent en disant que l’opérateur SV,v est
“de nature locale en v”. C’est un énoncé extrêmement intuitif, dans la mesure
où le morphisme SV,v peut être défini au niveau des chtoucas locaux (une notion
analogue à celle des groupes p-divisibles). Dans la preuve on utilisera des chtoucas
restreints (analogues aux Barsotti-Tate tronqués) au lieu des chtoucas locaux,
pour des raisons techniques. En fait il s’agit du “cas non ramifié” de [GL17] où
l’on montre que pour toute place v (y compris dans N) les opérateurs d’excursions
SI,W,x,ξ,(γi)i∈I sont de “nature locale ” en v dès lors que les γi appartiennent au
groupe de Weil local en v (la preuve du lemme 10.2 ci-dessous montre que SV,v
est un opérateur d’excursion de ce type).
Lemme 6.13. Le lemme 6.11 est vrai lorsque I = ∅, W = 1 et deg(v) = 1.
Les lemmes 6.12 et 6.13 impliquent le lemme 6.11 car si on se donne Spec(Ov)
on peut toujours trouver une courbe X sur k(v) contenant un point v ∈ X(k(v))
(de sorte que deg(v) = 1), et étendre G de Spec(Ov) à X (ici c’est automatique
puisque G est déployé), et alors, par un argument classique de séries de Poincaré
(rappelé dans [GL17]), une fonction kV,v ∈ Cc(G(Ov)\G(Fv)/G(Ov), E) est carac-
térisée par son action sur Ccuspc (BunG,N(Fq)/Ξ, E) lorsque le niveau N ⊂ X r v
et Ξ sont arbitraires.
Il reste donc à montrer les lemmes 6.12 et 6.13.
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6.4. Démonstration du lemme 6.12. Pour établir la nature locale en v du
morphisme SV,v, nous allons construire des champs classifiants de chtoucas res-
treints (c’est-à-dire en gros des chtoucas “à coefficients” sur un sous-schéma fini
nv ⊂ X pour n assez grand). Nous utilisons les chtoucas restreints plutôt que les
chtoucas locaux (c’est-à-dire des chtoucas “à coefficients” sur∞v ⊂ X) parce que
leurs champs classifiants sont des champs d’Artin, et les morphismes des champs
classifiant les chtoucas globaux vers les champs classifiant les chtoucas restreints
sont lisses.
On construira alors des analogues des correspondances cohomologiques C♭, CF ,
C♯ pour ces champs de chtoucas restreints, en utilisant la deuxième colonne du
diagramme suivant (dont les trois premières lignes n’ont pas encore été définies).
Par rapport aux autres diagrammes de ce paragraphe, le diagramme suivant ainsi
que le diagramme (6.35) quelques pages plus loin sont tournés de π/2 pour rentrer
dans la page. Nous verrons plus tard que toutes les flèches horizontales (qui étaient
donc verticales dans les diagrammes précédents) sont lisses et que tous les carrés
sont cartésiens à part le carré entre a3 et a4 qui est seulement commutatif. Ainsi
les flèches horizontales (lisses) situées entre le colonne de gauche et celle du milieu
entrelaceront les correspondances cohomologiques C♭, CF , C♯ avec leurs analogues
pour les chtoucas restreints. Voici ce diagramme, où tous les champs sont sur
XˇI × v :
Z(I) × v
a1 // Cht
res(m,n)
1
× K(I)
b1×Id // v/Gmv × K
(I)
Y♭
i♭

p♭
OO
a2 // Y
res(m,n)
♭ × K
(I)
p
res(m,n)
♭
×Id
OO
i
res(m,n)
♭
×Id

b2×Id // Y♭/Gmv × K
(I)
p♭×Id
OO
i♭×Id

Z({1},{2},I)
Fr
deg(v)
{1}

a3 // Cht
({1},{2}),res(m,n)
V⊠V ∗ × K
(I)
Fr
res(m,n)
{1}/k(v)
× Id

b3×Id // Gr
({1},{2})
∆(v) /Gmv × K
(I)
Z(I,{2},{1})
a4 // Gr
({2},{1})
∆(v) /Gnv × K
(I)
Y♯
i♯
OO
p♯

a5 // Y♯/Gnv × K
(I)
i♯×Id
OO
p♯×Id

Z(I) × v
a6 // v/Gnv × K
(I)
(6.23)
On aurait pu écrire un diagramme plus compliqué où les lignes 4, 5, 6 auraient été
similaires aux lignes 1, 2, 3 du diagramme (6.23) (avec des entiers m,n plus petits
que ceux des lignes 1, 2, 3). En fait nous pouvons concevoir les champs d’arrivée
de a4, a5 et a6 dans le diagramme (6.23) comme des “chtoucas restreints de niveau
0” et nous considérons seulement ce cas particulier parce qu’il nous suffit.
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On commence par définir le champ Cht
({1},{2}),res(m,n)
V ⊠V ∗ sur v. C’est un champ
classifiant de “chtoucas restreints en v” c’est-à-dire en gros de “chtoucas à coeffi-
cients sur le sous-schéma nv ⊂ X”. Cependant pour les définir on aura besoin de
choisir un entier subsidiaire m suffisamment grand par rapport à n, et de faire
intervenir des G-torseurs sur mv.
Remarque 6.14. Les champs rC
N
∅ de [Laf02a] II.1.a constituent une excellente
définition des “chtoucas à coefficients sur un sous-schéma fini N ” lorsque G = GLr
et V = St, car ils sont vraiment analogues aux Barsotti-Tate tronqués (pour
les experts : une action stricte au sens de Faltings [Fal02] est cachée dans leur
définition). Nous ne savons pas comment généraliser la construction de ces champs
lorsque G et V sont arbitraires.
Bien que nous ne les utilisions pas dans cet article, il est éclairant de commencer
par définir les champs classifiants de chtoucas locaux (qui ne sont pas des champs
d’Artin). Un chtouca local sur un schéma S sur v est la donnée
— d’un morphisme
κ : S → Gr
({1},{2})
∆(v) /G∞v donné par (Ĝ0
φ̂1
−→ Ĝ1
φ̂2
−→ Ĝ2)(6.24)
(où les Ĝi sont des G-torseurs sur Γ∞v ⊂ X × S et le G∞v-torseur tautolo-
gique sur le quotient Gr
({1},{2})
∆(v) /G∞v est Ĝ2)
— d’un isomorphisme
θ : Ĝ2
∼
→ (Id∞v×FrobS/v)
∗(Ĝ0).(6.25)
On renvoie à [GL11] pour une étude des chtoucas locaux. On note ici
(Id∞v×FrobS/v)
∗(Ĝ0) au lieu de
τ Ĝ0 parce que le morphisme de Frobenius est
relatif à k(v) et non à Fq. D’une façon plus concise un chtouca local peut être
écrit sous la forme
(Ĝ0
φ̂1
−→ Ĝ1
φ̂2
−→ (Id∞v×FrobS/v)
∗(Ĝ0)).(6.26)
Voici maintenant la définition des chtoucas restreints. Soit n ≥ 0. Plus tard on
demandera que n soit assez grand pour que la condition (6.32) soit satisfaite. On
a un Gnv-torseur naturel sur Gr
({1},{2})
∆(v) dont la fibre en
(Ĝ0
φ̂1
−→ Ĝ1
φ̂2
−→ Ĝ2 ≃ G
∣∣
Γ∞v
)(6.27)
(où Ĝ0, Ĝ1, Ĝ2 sont des G-torseurs sur Γ∞v) est Ĝ0
∣∣∣
Γnv
. On note Gr
({1},{2})
∆(v),trivn
l’espace
total de ce Gnv-torseur, dont les points consistent en la donnée de (6.27) et d’une
trivialisation de Ĝ0
∣∣∣
Γnv
. On choisit m ≥ n assez grand (en fonction de V et n)
pour que l’action à droite naturelle de G∞v sur Gr
({1},{2})
∆(v),trivn
(par changement de la
trivialisation de Ĝ2) se factorise à travers Gmv. On imposera plus tard la condition
supplémentaire (6.34) sur m, qui sera satisfaite s’il est assez grand (en fonction
de n). Le quotient Gr
({1},{2})
∆(v) /Gmv est muni
G-CHTOUCAS ET PARAMÉTRISATION DE LANGLANDS 89
— d’un Gmv-torseur G2,mv tautologiquement associé au quotient par Gmv
— d’un Gnv-torseur G0,nv dont l’espace total est Gr
({1},{2})
∆(v),trivn
/Gmv (la notation
Ĝ0
∣∣∣
Γnv
aurait constitué un abus car Ĝ0 existe sur Gr
({1},{2})
∆(v) et aussi sur
Gr
({1},{2})
∆(v) /G∞v mais pas sur Gr
({1},{2})
∆(v) /Gmv).
Alors, pour tout schéma S sur v, les S-points de Cht
({1},{2}),res(m,n)
V ⊠V ∗ classifient la
donnée
— d’un morphisme
κ : S → Gr
({1},{2})
∆(v) /Gmv(6.28)
de champs sur v,
— d’une identification
θ : κ∗(G2,mv
∣∣
nv
)
∼
→ (Idnv×FrobS/v)
∗κ∗(G0,nv)(6.29)
de Gnv-torseurs sur S.
Le morphisme
b3 : Cht
({1},{2}),res(m,n)
V ⊠V ∗ → Gr
({1},{2})
∆(v) /Gmv
est simplement l’oubli de θ, donc il est lisse (c’est même un Gnv-bitorseur).
Pour préparer la construction de a3 on commence par déclarer que le chtouca
local associé à un S-point (6.8) de Z({1},{2},I) est
G0
∣∣
Γ∞v
φ1
−→ G1
∣∣
Γ∞v
τdeg(v)−1(φ3φ2φ1)···τ (φ3φ2φ1)φ3φ2
−−−−−−−−−−−−−−−−−−−−→ (Id∞v×FrobS/v)
∗(G0
∣∣
Γ∞v
)(6.30)
où l’on a utilisé l’isomorphisme
τdeg(v)G0
∣∣∣
Γ∞v
≃ (Id∞v×FrobS/v)
∗(G0
∣∣
Γ∞v
)
et le fait que
τdeg(v)−1(φ3φ2φ1) · · ·
τ (φ3φ2φ1)φ3 : G2
∣∣
Γ∞v
→ τ
deg(v)
G0
∣∣∣
Γ∞v
est un isomorphisme. Pour construire a3 on considère le chtouca restreint associé
à ce chtouca local.
Plus précisément la première composante de a3 est le morphisme
Z({1},{2},I) → Cht
({1},{2}),res(m,n)
V⊠V ∗
qui envoie (6.8) vers le chtouca restreint associé au chtouca local (6.30), c’est-à-
dire
— le morphisme κ : S → Gr
({1},{2})
∆(v) /Gmv associé à
(G0
∣∣
Γ∞v
φ1
−→ G1
∣∣
Γ∞v
φ2
−→ G2
∣∣
Γ∞v
),
si bien que κ∗(G0,nv) = G0
∣∣
Γnv
et κ∗(G2,mv) = G2
∣∣
Γmv
— et
θ = τ
deg(v)−1
(φ3φ2φ1) · · ·
τ (φ3φ2φ1)φ3
∣∣∣
Γnv
: G2
∣∣
Γnv
∼
→ τ
deg(v)
G0
∣∣∣
Γnv
.
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La deuxième composante de a3 envoie (6.8) vers le S-point de K
(I) associé à
(G2
φ3
−→ τG0).
On va montrer maintenant la lissité de a3. On note BunG,[nv] le champ sur
Fq dont les S-points classifient un G-torseur G sur X × S et une trivialisation
ψ : G
∣∣
nv×S
→ G
∣∣
nv×S
(autrement dit [nv] est considéré comme un diviseur sur
X). On a un isomorphisme
BunG,[nv]×v = BunG,nv+nτv+···+nτdeg(v)−1v
de champs sur v où, dans le membre de droite, v désigne le morphisme v → X.
L’action de FrobBunG,[nv] × Idv sur le membre de gauche permute circulairement
les structures de niveau en v, τv, ..., τ
deg(v)−1
v dans le membre de droite.
Comme la lissité de a3 est une propriété locale pour la topologie lisse sur le
but, il suffit de montrer la lissité sur S de
Z({1},{2},I) ×
Cht
({1},{2}),res(m,n)
V⊠V ∗
×K(I)
S(6.31)
où S est un schéma sur Fq (ou en fait sur XˇI × v) et le morphisme S →
Cht
({1},{2}),res(m,n)
V ⊠V ∗ × K
(I) est donné par
a) un morphisme κ comme dans (6.28) provenant d’un morphisme y : S →
Gr
({1},{2})
∆(v)
b) une identification θ comme dans (6.29) provenant d’une trivialisation
λ : y∗(G0,nv)
∼
→ G
∣∣
Γnv
.
c) un morphisme z : S → Gr
(I)
I,W
∣∣∣
XˇI
.
Comparée à un S-point (κ, θ) de Cht
({1},{2}),res(m,n)
V ⊠V ∗ la donnée de a) et b) consiste
en une trivialisation λ de G0,nv, puis un raffinement de nv àmv de la trivialisation
θ◦(Idnv×FrobS/v)
∗(λ) de G2,mv
∣∣
nv
. De plus Gr
(I)
I,W
∣∣∣
XˇI
→ K(I) est évidemment lisse
puisque c’est un G∑
i∈I nixi
-torseur. On a donc justifié le fait que les S comme ci-
dessus recouvrent Cht
({1},{2}),res(m,n)
V ⊠V ∗ × K
(I) pour la topologie lisse.
Il reste à montrer que (6.31) est lisse sur S. Cela résulte du fait que (6.31) est
l’égalisateur entre les deux morphismes suivants de champs sur S : le morphisme
lisse d’oubli
Bun
G,mv+nτv+···+nτ
deg(v)−1
v+
∑
i∈I nixi
×(
XˇI×v
)S
→ Bun
G,nv+nτv+···+nτ
deg(v)−1
v
×vS = BunG,[nv]×Spec FqS
et la composée
Bun
G,mv+nτv+···+nτ
deg(v)−1
v+
∑
i∈I nixi
×(
XˇI×v
)S
az−→ Bun
G,mv+nτv+···+nτ
deg(v)−1
v
×vS
a(y,λ)
−−−→ Bun
G,nv+nτv+···+nτ
deg(v)−1
v
×vS = BunG,[nv]×Spec FqS
FrobBunG,[nv] ×Spec Fq IdS
−−−−−−−−−−−−−−−→ BunG,[nv]×Spec FqS,
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où
— az envoie (G3, ψ3) vers (G2, ψ2), où G2 est obtenu par la modification de G3
en les points (xi)i∈I donnée par z et ψ3
∣∣
Γ∑
i∈I nixi
(comme dans la preuve de
la proposition 2.8), c’est-à-dire
(G2 → G3) =
(
β
(I)
I,W,n
)−1(
z, (G3, ψ3
∣∣
Γ∑
i∈I nixi
)
)
où β
(I)
I,W,n a été défini dans (1.10) et
ψ2 = ψ3
∣∣
Γ
mv+nτ v+···+nτ
deg(v)−1
v
(grâce au fait que les xi restent disjoints du sous-schéma v ⊂ X),
— a(y,λ) envoie (G2, ψ2) vers (G0, ψ0), où G0 est obtenu par la modification de
G2 en v donnée par y et ψ2
∣∣
Γmv
(de nouveau comme dans la preuve de la
proposition 2.8), c’est-à-dire
(G0 → G1 → G2) =
(
β
({1},{2})
{1,2},V ⊠V ∗,m
)−1(
y, (G2, ψ2
∣∣
Γmv
)
)
et
ψ0
∣∣
Γnv
= λ et ψ0
∣∣
Γ
nτ
i
v
= ψ2
∣∣
Γ
nτ
i
v
pour tout i ∈ {1, ..., deg(v)− 1}.
Donc (6.31) est lisse sur S car c’est l’égalisateur entre un morphisme lisse entre
deux champs lisses sur S et un morphisme dont la dérivée relative à S est nulle
(à cause de FrobBunG,[nv]). Ceci termine la preuve de la lissité de a3.
Ensuite Y
res(m,n)
♭ est le sous-champ fermé de Cht
({1},{2}),res(m,n)
V ⊠V ∗ défini par la
condition que φ2φ1 est un isomorphisme. Plus précisément il est tel que le dia-
gramme suivant (dont le produit par K(I) apparaît dans (6.23)) soit cartésien :
Y
res(m,n)
♭
i
res(m,n)
♭

b2 // Y♭/Gmv
i♭

Cht
({1},{2}),res(m,n)
V ⊠V ∗
b3 // Gr
({1},{2})
∆(v) /Gmv
Le champ Cht
res(m,n)
1
classifie la donnée d’un Gmv-torseur G et d’un isomorphisme
θ : (Idnv×FrobS/v)
∗(G
∣∣
nv
)
∼
→ G
∣∣
nv
de Gnv-torseurs. Autrement dit c’est le champ
classifiant du groupe Km,n défini comme l’image inverse du groupe fini G(Onv)
par le morphisme d’oubli Gmv → Gnv. L’inclusion naturelle de Km,n dans Gmv
fournit le morphisme lisse b1 : v/Km,n → v/Gmv. Les lignes 4, 5, 6 du diagramme
(6.23) sont simplement obtenues en tournant le diagramme (6.17) de π/2.
Pour terminer la construction du diagramme (6.23), il ne reste plus qu’à définir
Fr
res(m,n)
{1}/k(v) : Cht
({1},{2}),res(m,n)
V ⊠V ∗ → Gr
({2},{1})
∆(v) /Gnv.
Pour comprendre l’idée, on commence par définir le morphisme de Frobenius
partiel analogue pour les chtoucas locaux : il envoie (6.26) vers
(Ĝ1
φ̂2
−→ (Id∞v×FrobS/v)
∗(Ĝ0)
(Id∞v ×FrobS/v)
∗(φ̂1)
−−−−−−−−−−−−−→ (Id∞v×FrobS/v)
∗(Ĝ1)).
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Avec les notations de (6.24) et (6.25) on peut le reformuler ainsi : on considère
(Ĝ1
φ̂2
−→ Ĝ2) et ((Id∞v×FrobS/v)
∗(Ĝ0)
(Id∞v ×FrobS/v)
∗(φ̂1)
−−−−−−−−−−−−−→ (Id∞v×FrobS/v)
∗(Ĝ1))
qui sont tous les deux déterminés par κ, et on les recolle avec l’aide de θ.
Pour faire la même chose avec les chtoucas restreints, on a besoin de nouvelles
notations. On note Gr({1})v , resp. Gr
({2})
v le schéma sur v égal à la fibre de Gr
({1})
{1},V ,
resp. Gr
({2})
{2},V ∗ , sur v. On note Gr
({1})
v,trivn
l’espace total du Gnv-torseur G0,nv sur
Gr
({1})
{1},V dont la fibre en (Ĝ0
φ̂1
−→ Ĝ1 ≃ G
∣∣
Γ∞v
) est Ĝ0
∣∣∣
Γnv
. La condition sur n
mentionnée précédemment (et satisfaite s’il est assez grand) est que
l’action de G∞v sur Gr
({2})
v se factorise par Gnv.(6.32)
Alors Gr
({2},{1})
∆(v) peut être identifié au quotient de Gr
({2})
v ×v Gr
({1})
v,trivn
par l’action
diagonale de Gnv. On fixe r ≥ n assez grand en fonction de n pour que l’action
naturelle de G∞v sur Gr
({1})
v,trivn
se factorise à travers Grv. Par conséquent
Gr
({2},{1})
∆(v) /Grv =
(
Gr({2})v /Gnv
)
×(
v/Gnv
) Gr({1})v /Grv(6.33)
où le morphisme α2 : Gr
({2})
v /Gnv → v/Gnv est tautologique et le morphisme
α1 : Gr
({1})
v /Grv → v/Gnv est donné par le Gnv-torseur G0,nv sur Gr
({1})
v /Grv dont
l’espace total est Gr
({1})
v,trivn
/Grv. On note γ : Gr
({1},{2})
∆(v),trivn
/G∞v → Gr
({1})
v,trivn
/Grv le
morphisme naturel qui provient du morphisme évident
Gr
({1},{2})
∆(v) /G∞v → Gr
({1})
v /Grv, (Ĝ0
φ̂1
−→ Ĝ1
φ̂2
−→ Ĝ2) 7→ (Ĝ0
φ̂1
−→ Ĝ1).
La condition sur m mentionnée précédemment (et satisfaite s’il est assez grand
en fonction de r, donc de n) est que
γ se factorise à travers Gr
({1},{2})
∆(v),trivn
/Gmv.(6.34)
On obtient ainsi un morphisme
β1 : Gr
({1},{2})
∆(v) /Gmv → Gr
({1})
v /Grv
et une identification β∗1(G0,nv)
∼
→ G0,nv. On introduit aussi le morphisme
β2 : Gr
({1},{2})
∆(v) /Gmv → Gr
({2})
v /Gnv
qui provient du morphisme évident
Gr
({1},{2})
∆(v) → Gr
({2})
v , (Ĝ0
φ̂1
−→ Ĝ1
φ̂2
−→ Ĝ2 ≃ G
∣∣
Γ∞v
) 7→ (Ĝ1
φ̂2
−→ Ĝ2 ≃ G
∣∣
Γ∞v
).
Alors Fr
res(m,n)
{1}/k(v) est défini comme suit : il envoie un S-point de Cht
({1},{2}),res(m,n)
V ⊠V ∗
donné par
— un S-point κ de Gr
({1},{2})
∆(v) /Gmv comme dans (6.28)
— un isomorphisme θ comme dans (6.29)
vers le S-point de Gr
({2},{1})
∆(v) /Gnv déduit du S-point de Gr
({2},{1})
∆(v) /Grv associé,
avec l’aide de (6.33),
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— au S-point de Gr({2})v /Gnv égal à β2 ◦ κ,
— au S-point de Gr({1})v /Grv égal à β1 ◦ κ ◦ FrobS/k(v)
— à l’identification donnée par θ de leurs images respectives par α2 et α1
comme S-points de v/Gnv (c’est-à-dire comme Gnv-torseurs sur S).
Grâce à la lissité de b1, b2, b3 et au fait que le carré entre b1 et b2 et le carré entre
b2 et b3 sont cartésiens, on définit une correspondance cohomologique C
res(m,n)
♭
de (Cht
({1},{2}),res(m,n)
V ⊠V ∗ ,F
res(m,n)
V⊠V ∗ ) vers (Cht
res(m,n)
1
,F
res(m,n)
1
)
supportée par
Cht
({1},{2}),res(m,n)
V ⊠V ∗
i
res(m,n)
♭←−−−− Y
res(m,n)
♭
p
res(m,n)
♭−−−−−→ Cht
res(m,n)
1
comme l’image inverse de CGr♭ , où l’on pose
F
res(m,n)
V⊠V ∗ = b
∗
3(ICGr({1},{2})
∆(v)
) et F
res(m,n)
1
= b∗1(Ev) = Ev.
On définit la correspondance cohomologique C
res(m,n)
F
de (Gr
({2},{1})
∆(v) /Gnv, ICGr({2},{1})
∆(v)
) vers (Cht
({1},{2}),res(m,n)
V⊠V ∗ ,F
res(m,n)
V⊠V ∗ )
supportée par
Gr
({2},{1})
∆(v) /Gnv
Fr
res(m,n)
{1}/k(v)
←−−−−− Cht({1},{2}),res(m,n)V⊠V ∗
Id
−→ Cht({1},{2}),res(m,n)V⊠V ∗
comme le morphisme
(
Fr
res(m,n)
{1}/k(v)
)∗(
IC
Gr
({2},{1})
∆(v)
)
→ Fres(m,n)V⊠V ∗ (qui provient de
l’énoncé analogue à la proposition 3.4 pour les chtoucas restreints).
Aux morphismes lisses a1, a3, a4, a6 on associe les correspondances cohomolo-
giques “images inverses” C∗a1 ,C
∗
a3
,C∗a4 ,C
∗
a6
. Par exemple C∗a3 est la correspondance
cohomologique
de (Cht
({1},{2}),res(m,n)
V ⊠V ∗ × K
(I),F
res(m,n)
V⊠V ∗ ⊠ S
(I)
I,W,E) vers (Z
({1},{2},I),F({1},{2},I))
supportée par
Cht
({1},{2}),res(m,n)
V ⊠V ∗ × K
(I) a3←− Z({1},{2},I)
Id
−→ Z({1},{2},I)
et donnée par l’isomorphisme
a∗3(F
res(m,n)
V⊠V ∗ ⊠ S
(I)
I,W,E)
∼
→ F({1},{2},I)
provenant du fait que les deux sont canoniquement isomorphes à
(b3a3)
∗(IC
Gr
({1},{2})
∆(v)
⊠ S
(I)
I,W,E).
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Finalement on a un diagramme commutatif de correspondances cohomolo-
giques :
(Z(I) × v,F(I) ⊠ Ev) (Cht
res(m,n)
1
× K(I),F
res(m,n)
1
⊠ S
(I)
I,W,E)
C∗a1oo
(Z({1},{2},I),F({1},{2},I))
C♭
OO
(Cht
({1},{2}),res(m,n)
V⊠V ∗ × K
(I),F
res(m,n)
V⊠V ∗ ⊠ S
(I)
I,W,E)
C
res(m,n)
♭
×Id
OO
C∗a3oo
(Z(I,{2},{1}),F(I,{2},{1}))
CF
OO
(Gr
({2},{1})
∆(v) /Gnv × K
(I), IC
Gr
({2},{1})
∆(v)
⊠ S
(I)
I,W,E)
C∗a4oo
C
res(m,n)
F ×Id
OO
(Z(I) × v,F(I) ⊠ Ev)
C♯
OO
(v/Gnv × K
(I), Ev ⊠ S
(I)
I,W,E)
C∗a6oo
CGr♯ ×Id
OO
(6.35)
On rappelle que OrbV ⊂ G(Fv)/G(Ov) est la réunion des G(Ov)-orbites associées
aux copoids dominants qui sont des poids de V . La correspondance cohomologique
C
res(m,n)
♭ ◦ C
res(m,n)
F ◦ C
Gr
♯ est supportée par
v/Gnv ← Y
res(m,n)
♭ ×Gr({2},{1})
∆(v)
/Gnv
Y♯/Gnv = OrbV /Km,n → Cht
res(m,n)
1
= v/Km,n
(où Km,n agit sur OrbV à travers G(Onv)). Elle est donc donnée par la mul-
tiplication par une fonction kV,v ∈ Cc(G(Ov)\G(Fv)/G(Ov), E) à support dans
OrbV /G(Ov). Cela termine la preuve du lemme 6.12. 
6.5. Démonstration du lemme 6.13. Nous sommes ici dans le cas où I = ∅,
W = 1 et deg(v) = 1. Nous commençons par montrer le lemme à un signe et
une puissance de q1/2 près, puis nous vérifierons que la normalisation est correcte
en nous limitant aux lieux lisses, par un argument similiaire à la preuve du cas
minuscule donnée dans l’introduction.
Adaptons rapidement les notations précédentes, avec en plus une troncature de
Harder-Naramsimhan pour garantir que nous aurons affaire à des schémas et non
à des champs. Soit µ un copoids dominant arbitraire de G et N ⊂ Xrv un niveau
assez grand pour que Bun≤µG,N soit un schéma. En fait pour des raisons techniques
nous demandons que Bun≤µ+κG,N soit un schéma (où κ, qui dépend seulement de V ,
sera défini dans quelques lignes).
Pour tout singleton J (qui sera {1} pour la première copie de HN et {2} pour
la deuxième copie dans le produit HN × HN qui apparaîtra dans le prochain
diagramme) on définit HN comme l’ouvert de Hecke
(J)
N,J,V
∣∣∣
v
formé des (G, ψ)
φ
−→
(G′, ψ′) tels que (G, ψ) et (G′, ψ′) appartiennent à Bun≤µG,N . C’est un schéma. Voici
la définition de κ : il est tel que pour tout point (G, ψ)
φ
−→ (G′, ψ′) de Hecke
(J)
N,J,V
∣∣∣
v
vérifiant (G′, ψ′) ∈ Bun≤µG,N , (G, ψ) appartient à Bun
≤µ+κ
G,N .
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On note Z et Γ les schémas discrets sur Fq qui sont des réunions de copies
de v = Spec(Fq) indexées par les ensembles Bun
≤µ
G,N(Fq) et HN(Fq) (plus loin
on écrira parfois Z = Bun≤µG,N(Fq) et Γ = HN(Fq)). On remarque que Γ est
la correspondance de Hecke entre Z et lui-même, qui est formée des ((E, ψ)
φ
−→
(E′, ψ′)) avec (E, ψ) et (E′, ψ′) dans Z et φ une modification en v telle que l’élément
associé de G(Ov)\G(Fv)/G(Ov) appartienne à G(Ov)\OrbV . On note p : Z → v
le morphisme évident.
On définit Z({1},{2}) comme l’ouvert de Cht
({1},{2})
N,{1,2},V ⊠V ∗
∣∣∣
∆(v)
formé des
diagrammes
(G0, ψ0)
φ1
−→ (G1, ψ1)
φ2
−→ (τG0,
τψ0)(6.36)
tels que (G0, ψ0) et (G1, ψ1) appartiennent à Bun
≤µ
G,N . C’est un schéma sur v =
SpecFq. On note Y♭
i♭
→֒ Z({1},{2}) le sous-schéma fermé défini par la condition
que φ2φ1 s’étend en un isomorphisme sur X × S. On définit de façon analogue
Z({2},{1}) et Y♯. Le morphisme de Frobenius partiel F{1} : Z
({1},{2}) → Z({2},{1})
envoie (6.36) vers
(G1, ψ1)
φ2
−→ (τG0,
τψ0)
τφ1
−−→ (τG1,
τψ1).
On rappelle que les faisceaux d’intersection F({1},{2}) et F({2},{1}) sont dotés des
correspondances cohomologiques
— C♯ de (v, Ev) vers (Z
({2},{1}),F({2},{1})) supportée sur
v
p♯
←− Y♯
i♯
−→ Z({2},{1}).
— CF de (Z
({2},{1}),F({2},{1})) vers (Z({1},{2}),F({1},{2})) supportée sur
Z({2},{1})
F{1}
←−− Z({1},{2})
Id
−→ Z({1},{2}),
— C♭ de (Z
({1},{2}),F({1},{2})) vers (v, Ev) supportée par
Z({1},{2})
i♭←− Y♭
p♭−→ v,
Leur composée C♭ ◦ CF ◦ C♯ est supportée par Y♯ ×Z({2},{1}) Y♭ = Γ et nous voulons
montrer que c’est la multiplication par hV,v (à une puissance de q
1/2 et un signe
près pour le moment). Ces trois correspondances cohomologiques sont récapitulées
par la première ligne du diagramme suivant. D’autre part la composée des trois
correspondances cohomologiques de la proposition 6.6, appliquée au schéma HN
sur Fq et à son faisceau d’intersection, est récapitulée par la dernière ligne de
ce diagramme et d’après la proposition 6.6 nous savons qu’elle est supportée par
Γ = HN(Fq) et donnée par la multiplication par hV,v (à une puissance de q1/2 et
un signe près pour le moment). Nous allons utiliser ce diagramme pour montrer
que les deux composées sont les mêmes (ou pour être plus précis qu’elles sont
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données par la multiplication par la même fonction sur HN(Fq)) :
Z Y♯
p♯oo  
i♯ // Z({2},{1})
_
α2,1

Z({1},{2})
F{1}oo
_
α1,2

Y♭?
_i♭oo p♭ //
_
j♭

Z
p

Z
p

Y♯
_
j♯

p♯oo  
iT♯ // T2,1
_
β2,1

T1,2
FT{1}oo
_
β1,2

HN?
_∆Too pN // v
v HN
pNoo   ∆ // HN × HN HN × HN
Frob× Idoo HN?
_∆oo pN // v
(6.37)
On remarque que Z({1},{2}) s’identifie au sous-schéma fermé de HN × HN formé
des points (
((G1, ψ1)
φ1
−→ (G′1, ψ
′
1)), ((G2, ψ2)
φ2
−→ (G′2, ψ
′
2))
)
(6.38)
tels que
(G′1, ψ
′
1) = (G
′
2, ψ
′
2)(6.39)
et (G2, ψ2) = (
τG1,
τψ1)(6.40)
puisqu’ils fournissent alors le diagramme habituel
(G1, ψ1)
φ1
−→ (G′1, ψ
′
1) ≃ (G
′
2, ψ
′
2)
φ−12−−→ (G2, ψ2) ≃ (
τG1,
τψ1).
On définit T1,2 comme le sous-schéma fermé de HN ×HN formé des points (6.38)
tels que la condition (6.39) soit satisfaite. On peut remarquer si on veut que T1,2
est égal à un ouvert de la fibre de Hecke
({1},{2})
{1,2},V ⊠V ∗ en ∆(v) mais cela ne servira
pas.
De même Z({2},{1}) s’identifie au sous-schéma fermé de HN × HN formé des
points (6.38) tels que
(G′1, ψ
′
1) = (
τG′2,
τψ′2)(6.41)
et (G2, ψ2) = (G1, ψ1)(6.42)
puisqu’ils fournissent alors le diagramme habituel
(G′2, ψ
′
2)
φ−12−−→ (G2, ψ2) ≃ (G1, ψ1)
φ1
−→ (G′1, ψ
′
1) ≃ (
τG′2,
τψ′2).
On définit T2,1 comme le sous-schéma fermé de HN ×HN formé des points (6.38)
tels que la condition (6.41) soit satisfaite. On définit FT{1} comme la restriction à
T1,2 de HN × HN
Frob× Id
−−−−−→ HN × HN .
Dans le diagramme ci-dessus le carré entre j♯ et β
2,1 et le carré entre α1,2 et j♭
sont cartésiens.
On définit FN comme le faisceau d’intersection de HN . On note GrV,v le schéma
sur v égal à la fibre de Gr
(J)
J,V sur v, où J est un singleton (le même schéma avait
été noté Gr({1})v dans le paragraphe précédent).
On a un morphisme évident γ : HN → GrV,v/Gnv et FN est canoniquement
isomorphe à γ∗(ICGrV,v)[d](d/2) où d = dimBunG,N . Bien sûr DFN ≃ FN mais
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il est préférable de garder la notation DFN puisqu’elle figure dans l’énoncé de la
proposition 6.6.
On définit F2,1T = (β
2,1)∗(FN ⊠ DFN) et F
1,2
T = (β
1,2)∗(FN ⊠ DFN). D’où une
correspondance cohomologique “image inverse” évidente
C∗β2,1 de (HN × HN ,FN ⊠ DFN) vers (T
2,1,F2,1T )
supportée par
HN ×HN
β2,1
←−− T2,1
Id
−→ T2,1.
De même on une correspondance cohomologique “image inverse” C∗β1,2 .
On a un diagramme commutatif
Z({2},{1})
γ2,1 ))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙ α2,1
// T2,1
δ2,1vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
GrV,v/Gnv ×GrV ∗,v/Gnv
et γ2,1 et δ2,1 sont lisses, de dimension 2n dim(G) et 2n dim(G) + d et α2,1 est,
fibre par fibre un plongement lisse de codimension d. Plus précisément, localement
pour la topologie étale au voisinage de Z({2},{1}) on peut construire un morphisme
κ : T2,1 → Ad tel que
— le morphisme
(δ2,1, κ) : T2,1 → GrV,v/Gnv ×GrV ∗,v/Gnv × Ad(6.43)
soit lisse de dimension 2n dim(G),
— α2,1 identifie Z({2},{1}) avec l’image inverse de 0 ∈ Ad.
En effet on peut construire κ comme la différence entre des relevés de (G1, ψ1) et
(G2, ψ2) par un morphisme étale d’un ouvert de Ad dans Bun
≤µ
G,N (de sorte que
l’annulation de κ force l’équation (6.42)).
Comme
F({2},{1}) = (γ2,1)∗(ICGrV,v×GrV ∗,v) et F
2,1
T = (δ
2,1)∗(ICGrV,v×GrV ∗,v)[2d](d),
on obtient une correspondance cohomologique “image directe” canonique
C!,α2,1 de (Z
({2},{1}),F({2},{1})) vers (T2,1,F2,1T )
supportée par
Z({2},{1})
Id
←− Z({2},{1})
α2,1
−−→ T2,1.
En effet l’isomorphisme canonique ι!
(
EAd[2d](d)
)
≃ Ev (où ι est l’inclusion de
0 dans Ad) fournit, par recollement pour la topologie étale, un isomorphisme
canonique de faisceaux pervers (à décalage près)
(α2,1)!
(
F
2,1
T
)
≃ F({2},{1}).(6.44)
De même on définit un isomorphisme
(α1,2)!
(
F
1,2
T
)
≃ F({1},{2})(6.45)
et on en déduit une correspondance cohomologique “image directe” C!,α1,2 .
98 VINCENT LAFFORGUE
La définition de Cp,! et C
∗
p dans le diagramme ci-dessous est évidente puisque
Z est une réunion de copies de v. On définit les correspondances cohomologiques
CT♯ , C
T
F et C
T
♭ du diagramme ci-dessous de la façon suivante :
— on définit CT♯ comme
(iT♯ )!p
∗
♯EZ = (i
T
♯ )!j
∗
♯ p
∗
NEv = (β
2,1)∗∆!p
∗
NEv → (β
2,1)∗(FN ⊠ DFN) = F
2,1
T
où la deuxième égalité est le changement de base propre dans le carré carté-
sien entre j♯ et β
2,1, et le morphisme en troisième position provient du mor-
phisme ∆!p
∗
NEv → FN ⊠DFN associé à C
∆
♯ , si bien que C
T
♯ ◦C
∗
p = C
∗
β2,1 ◦C
∆
♯ ,
— CTF est associée à la correspondance image inverse
T2,1
FT{1}
←−− T1,2
Id
−→ T1,2,
et au morphisme (FT{1})
∗(F1,2T ) → F
2,1
T qui vient par image inverse par β1,2
et β2,1 du morphisme (Frob× Id)
∗(FN ⊠ DFN) → FN ⊠ DFN qui donne
CFrob× Id, si bien que C
∗
β1,2 ◦ CFrob× Id = C
T
F ◦ C
∗
β2,1 ,
— on définit CT♭ comme la correspondance cohomologique donnée par le même
morphisme
(∆T)∗(β1,2)∗(FN ⊠ DFN) = ∆
∗(FN ⊠ DFN)→ p
!
NEv
que C∆♭ , si bien que C
T
♭ ◦ C
∗
β1,2 = C
∆
♭ .
Alors le diagramme de correspondances cohomologiques suivant est commutatif
(à une puissance de q1/2 près pour le carré du milieu en haut et à un signe près
pour les carrés de gauche et de droite en haut) :
(Z, EZ)
Id

C♯ // (Z({2},{1}),F({2},{1}))
C!,α2,1

CF // (Z({1},{2}),F({1},{2}))
C!,α1,2

C♭ // (Z, EZ)
Cp,!

(Z, EZ)
CT♯ // (T2,1,F2,1T )
CTF // (T1,2,F1,2T )
CT
♭ // (v, Ev)
(v, Ev)
C∗p
OO
C∆♯ // (HN × HN ,FN ⊠ DFN)
CFrob× Id//
C∗
β2,1
OO
(HN × HN ,FN ⊠ DFN)
C∗
β1,2
OO
C∆
♭ // (v, Ev)
Id
OO
Pour montrer la commutativité (à une puissance de q1/2 près) du carré entre CF
et CTF on utilise les morphismes vers Gr
({1})
v /Gnv × Gr
({2})
v /Gnv, et des variantes
évidentes de la proposition 3.4. Plus précisément, localement pour la topologie
étale au voisinage de l’image de T2,1 on peut construire un diagramme commutatif
T2,1

T1,2
FT{1}oo

GrV,v/Gnv ×GrV ∗,v/Gnv × Ad GrV,v/Gnv ×GrV ∗,v/Gnv × Ad
Frob× Id× Idoo
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tel que les flèches verticales soient lisses et que Z({2},{1})
F{1}
←−− Z({1},{2}) s’obtienne
comme image inverse de 0 ∈ Ad.
Il reste à montrer que les carrés en haut à gauche et en haut à droite sont com-
mutatifs (à un signe près). La construction de C!,α2,1 ci-dessus fournit un isomor-
phisme canonique (α2,1)!(F2,1
T
) ≃ F({2},{1}), d’où un isomorphisme (iT♯ )
!(F2,1
T
) ≃
i!♯(F
({2},{1})) sur Y♯ et par conséquent il existe une unique correspondance coho-
mologique C′♯ telle que C!,α2,1 ◦ C
′
♯ = C
T
♯ .
D’autre part on définit C′♭ à partir de C
T
♭ par changement de base propre dans
le carré cartésien entre α1,2 et j♭, de sorte que Cp,! ◦ C
′
♭ = C
T
♭ ◦ C!,α1,2 . Plus pré-
cisément CT♭ est donnée par un morphisme F
1,2
T → ∆
T
∗p
!
NEv, d’où l’on déduit la
correspondance C′♭ par la composition
F({1},{2})
(6.45)
−−−→∼ (α
1,2)!F1,2T → (α
1,2)!∆T∗p
!
NEv ≃ i♭,∗j
!
♭p
!
NEv = i♭,∗p
!
♭EZ
où l’avant dernière étape est le changement de base propre.
Nous sommes donc réduits à montrer que C′♯ = C♯ et C
′
♭ = C♭ (au signe près).
Ces égalités sont vraies sur les lieux lisses de Z({2},{1}) et Z({1},{2}) car ce sont les
intersections avec le lieu lisse de HN ×HN , sur lequel tous les sous-schémas sont
lisses et les deux carrés cartésiens sont des intersections transverses. Maintenant
on applique à C′♯ et C♯ le lemme suivant (l’argument pour C
′
♭ et C♭ ne sera pas
répété car il est similaire et en résulte même par dualité de Verdier et permutation
de 1 et 2).
Lemme 6.15. Si dans le diagramme ci-dessus on oublie les tronca-
tures par Bun≤µG,N , deux correspondances cohomologiques de (Z, EZ) vers
(Z({2},{1}),F({2},{1})) supportées par Y♯ sont égales si elles coïncident sur le lieu
lisse.
Ce lemme suffit pour montrer que C′♯ = C♯. En effet on peut plonger le dia-
gramme ci-dessus dans le même diagramme mais avec les troncatures données
par Bun≤µ+κG,N (c’est la raison pour laquelle on avait demandé que Bun
≤µ+κ
G,N soit
un schéma). Alors C′♯ et C♯ s’étendent en des correspondances dans le nouveau
diagramme et d’autre part l’image inverse toute entière de Z = Bun≤µG,N(Fq) par
p♯ est incluse dans le nouveau diagramme (c’est-à-dire qu’elle n’est pas coupée
par la troncature par µ+ κ grâce à l’hypothèse sur κ).
Démonstration du lemme 6.15. On a Z({2},{1}) = Cht({2},{1})N,{2,1},V ⊠V ∗
∣∣∣
∆(v)
et on
pose
Z({2,1}) = Cht
({2,1})
N,{2,1},V ⊠V ∗
∣∣∣
∆(v)
= Cht
({0})
N,{0},V⊗V ∗
∣∣∣
v
.
On a
(π
({2},{1})
({2,1}) )!(F
({2},{1})) = F
{2,1}
N,{2,1},V⊠V ∗,Ξ,E
∣∣∣
∆(v)
= F
{0}
N,{0},V⊗V ∗,Ξ,E
∣∣∣
v
.
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On a une inclusion évidente Z
ι
→֒ Z({2,1}) et un carré cartésien
Y♯
p♯

 
i♯ // Z({2},{1})
π
({2},{1})
({2,1})

Z
ι // Z({2,1})
(6.46)
Une correspondance cohomologique
de (Z, EZ) vers (Z
({2},{1}),F({2},{1})) supportée par Y♯
est la même chose qu’une correspondance cohomologique
de (Z, EZ) vers (Z
({2,1}),F
{0}
N,{0},V⊗V ∗,Ξ,E
∣∣∣
v
) supportée par Z
Id
←− Z
ι
−→ Z({2,1}),
car par changement de base propre dans (6.46) on a
(p♯)∗i
!
♯(F
({2},{1})) = ι!(π
({2},{1})
({2,1}) )∗(F
({2},{1})) = ι!
(
F
{0}
N,{0},V⊗V ∗,Ξ,E
∣∣∣
v
)
.
Or ι!
(
F
{0}
N,{0},V⊗V ∗,Ξ,E
∣∣∣
v
)
est supportée en degré ≥ 0 (puisque F
{0}
N,{0},V⊗V ∗,Ξ,E
∣∣∣
v
est pervers) et seul 1 ⊂ V ⊗ V ∗ contribue à sa composante de degré 0. Par
conséquent une telle correspondance cohomologique est simplement donnée par
la multiplication par une fonction sur Z, et elle est clairement déterminée par sa
restriction sur le lieu lisse de Z({2},{1}) (ou Y♯). 
La commutativité du diagramme ci-dessus montre que les trois composées C♭ ◦
CF ◦C♯, C
T
♭ ◦C
T
F ◦C
T
♯ et C
∆
♭ ◦CFrob× Id◦C
∆
♯ , sont égales (à une puissance de q
1/2 et un
signe près pour le moment). Nous savons qu’elles sont supportées par Γ = HN (Fq),
et d’après la proposition 6.6 (appliqués à HN et FN), C
∆
♭ ◦CFrob× Id ◦C
∆
♯ est donné
par la multiplication par hV,v (à une puissance de q
1/2 et un signe près). Par
conséquent C♭ ◦ CF ◦ C♯ est donné par la multiplication par hV,v (à une puissance
de q1/2 et un signe près pour le moment). On pourrait expliciter tous les signes
et les puissances de q1/2 dans l’argument précédent mais pour terminer la preuve
du lemme 6.13 le plus simple est de remarquer que la restriction de hV,v à l’orbite
correspondant au plus haut poids de V dans G(Ov)\G(Fv)/G(Ov) est non nulle
et correspond dans la composition C∆♭ ◦ CFrob× Id ◦ C
∆
♯ à une situation où tous les
lieux sont lisses et les intersections transverses. Cette situation est en tous points
identique au cas minuscule traité dans l’introduction, dont il suffit de répéter les
arguments. 
La preuve de la proposition 6.2 était très longue. Les trois remarques ci-dessous
proposent des idées de preuves différentes. Enfin dans la remarque 6.19 on évo-
quera une preuve beaucoup plus simple (mais reposant sur un formalisme général
qui sort du cadre de cet article) que Yakov Varshavsky a indiquée récemment à
l’auteur [Var16].
Remarque 6.16. On suppose que deg(v) = 1 car autrement les notations se-
raient trop compliquées. Les correspondances cohomologiques C1 = C♭ et C2 =
CF ◦ C♯ sont supportées par Y1 = Y♭ et Y2 = Y♯ ×Z(I,{2},{1}) Z
({1},{2},I). Par suite
C1 ◦ C2 = C♭ ◦ CF ◦ C♯ est supportée par Y1×Z({1},{2},I) Y2 = Γ
(I). On peut montrer
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que cette intersection est transverse dans le sens où on est dans une situation pro-
duit localement pour la topologie étale (voir la v5 de cet article sur arXiv pour
plus de détails). Cela devrait impliquer que les termes locaux pour la composée
des correspondances cohomologiques C1 et C2 supportées par Y1 et Y2 peuvent
être calculés directement sur les fibres des faisceaux en les points de l’intersection
(6.20), et on obtient facilement hV,v. Mais nous avons manqué de références.
Remarque 6.17. Une autre idée pour montrer la proposition 6.2 en évitant ces
difficultés techniques serait d’utiliser les résolutions de Bott-Samelson pour avoir
des champs lisses et des intersections de sous-champs lisses qui soient transverses
au sens usuel. Un inconvénient de cette approche est qu’elle requiert des argu-
ments supplémentaires dans le cas non déployé considéré dans le chapitre 12.
Remarque 6.18. Dans la situation où I est vide et deg(v) = 1, la composition
C♭ ◦ CF ◦ C♯ apparaît, avec les notations de la remarque 6.9, comme une sorte de
restriction au graphe de Frobenius de Hecke
{1}
{1},V vers Hecke
{3}
{3},V de la composition
D♭ ◦D♯. Mais nous ne sommes pas parvenus à mettre en forme cette idée.
La conclusion de ces trois remarques est que l’auteur n’a pas trouvé de preuve
plus simple de la proposition 6.2. Quelle que soit la méthode employée, il faut
nécessairement montrer un résultat de transversalité. Enoncer et exploiter un tel
résultat est rendu plus difficile par les singularités et le cas où deg(v) > 1.
Remarque 6.19. Cependant Yakov Varshavsky [Var16] a récemment indiqué
à l’auteur que l’égalité schématique (6.20) suffit en fait, grâce à des arguments
généraux, à impliquer un certain énoncé de transversalité et à en déduire que
la composée des correspondances cohomologiques est égale à ce que l’on attend.
Cela repose sur un formalisme général qui dépasse le cadre ce cet article.
7. Relations d’Eichler-Shimura
Soit I un ensemble fini, W une représentation de dimension finie de (Ĝ)I et V
une représentation irréductible de Ĝ. On considère W ⊠ V comme une représen-
tation de (Ĝ)I∪{0}. Soit v une place de XrN . Comme précédemment Ev désigne
le faisceau constant en v.
Le morphisme
F
deg(v)
{0} : H
≤µ,E
N,I∪{0},W⊠V
∣∣∣
(XrN)I×v
→ H≤µ+κ,EN,I∪{0},W⊠V
∣∣∣
(XrN)I×v
est bien défini (pour κ assez grand ) parce que Frobdeg(v)v est l’identité en v. La
relation d’Eichler-Shimura exprime qu’il est annulé par un polynôme de degré
dim(V ) dont les coefficients sont les restrictions de (X rN)I∪{0} à (X rN)I × v
des opérateurs de Hecke étendus T (hΛiV,v) de la proposition 6.2. Il est vraiment né-
cessaire de considérer les opérateurs étendus car les opérateurs de Hecke T (hΛiV,v)
du paragraphe 4.4 n’étaient définis que sur (X r (N ∪ v))I∪{0}. On rappelle que
dans la proposition 6.2 l’opérateur de Hecke étendu T (hΛiV,v) a été défini comme
le morphisme SΛiV,v. Pour cette raison on va énoncer la proposition suivante avec
SΛiV,v. Un autre avantage est que cela la rend logiquement indépendante de la
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proposition 6.2. En effet, grâce à la définition des morphismes SΛiV,v par (6.2)-
(6.5), la preuve va consister en un simple calcul d’algèbre tensorielle (inspiré par
une preuve du théorème d’Hamilton-Cayley).
Proposition 7.1. Pour κ assez grand (en fonction de deg(v) et V ), on a
dimV∑
i=0
(−1)i(F
deg(v)
{0} )
i ◦ SΛdimV−iV,v
∣∣
(XrN)I×v
= 0 dans(7.1)
HomDbc((XrN)I×v,E)
(
H
≤µ,E
N,I∪{0},W⊠V
∣∣∣
(XrN)I×v
,H≤µ+κ,EN,I∪{0},W⊠V
∣∣∣
(XrN)I×v
)
.
Avant d’attaquer la démonstration on commence par rappeler une preuve “ten-
sorielle” du théorème de Hamilton-Cayley, d’après le paragraphe 6.5 de [Civ08]
et [Pet09]. En fait cette preuve apparaît déjà dans la démonstration du théorème
13.4.12 de [Jan07] (dans un esprit assez proche du nôtre).
Soit k un corps de caractéristique 0 (par exemple E). Pour tout ensemble fini
J , on possède l’antisymétriseur
AJ =
1
(♯J)!
∑
σ∈S(J)
s(σ)σ
dans l’algèbre du groupe des permutations de J (où s(σ) est la signature de
σ). Pour tout k-espace vectoriel V de dimension finie, AJ agit sur V
⊗J par un
idempotent dont l’image est Λ♯JV .
Soit J un ensemble fini et V un k-espace vectoriel de dimension finie. Soit
T ∈ End(V ) et n ∈ N. Pour tout U ∈ End(V ⊗{0}∪J ) on note CJ(T, U) ∈ End(V )
l’opérateur composé
V
IdV ⊗(δV )
⊗J
−−−−−−−→ V ⊗ (V ⊗ V ∗)⊗J = V ⊗{0}∪J ⊗ (V ∗)⊗J
U⊗Id
(V ∗)⊗J
−−−−−−−→ V ⊗{0}∪J ⊗ (V ∗)⊗J = V ⊗ V ⊗J ⊗ (V ∗)⊗J
IdV ⊗T
⊗J⊗Id
(V ∗)⊗J
−−−−−−−−−−−−→ V ⊗ V ⊗J ⊗ (V ∗)⊗J = V ⊗ (V ⊗ V ∗)⊗J
IdV ⊗(evV )
⊗J
−−−−−−−−→ V
où {0}∪ J est bien sûr une réunion disjointe. On va appliquer cette construction
à J = {1, ..., n}, de sorte que {0} ∪ J = {0, ..., n}. On va montrer l’égalité
C{1,...,n}(T,A{0,1,...,n}) =
1
n+ 1
n∑
i=0
(−1)iTr(Λn−iT )T i dans End(V).(7.2)
Cette égalité fournit une preuve du théorème de Hamilton-Cayley car si n =
dimV , on a A{0,1,...,n} = 0, donc C{1,...,n}(T,A{0,1,...,n}) = 0 et (7.2) est la relation
de Hamilton-Cayley
∑n
i=0(−1)
iTr(Λn−iT )T i = 0.
Voici maintenant la démonstration de (7.2). On développe A{0,1,...,n} en une
somme sur les permutations σ de {0, ..., n} et on distingue suivant la longueur
ℓ(σ, 0) du cycle contenant 0. Pour i ∈ {0, ..., n} le nombre de permutations telles
que ℓ(σ, 0) = i+ 1 vaut toujours n!, car il y a n(n− 1) · · · (n− i+ 1) possibilités
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pour le cycle, et (n − i)! possibilités pour la permutation restante. Il suffit donc
de démontrer que pour tout i ∈ {0, ..., n},
C{1,...,n}
(
T,
1
n!
∑
σ∈S({0,...,n}),ℓ(σ,0)=i+1
s(σ)σ
)
= (−1)iTr(Λn−iT )T i.
Comme C{1,...,n}(T, U) est inchangé si on conjugue U par une permutation de
{0, ..., n} fixant 0, on peut remplacer la moyenne sur les permutations σ telles
que ℓ(σ, 0) = i + 1 par une moyenne sur les permutations σ telles que 0
σ
−→ 1
σ
−→
· · ·
σ
−→ i
σ
−→ 0 et il suffit donc de démontrer que
C{1,...,n}
(
T,
1
(n− i)!
∑
σ∈S({0,...,n}),0
σ−→1 σ−→··· σ−→i σ−→0
s(σ)σ
)
= (−1)iTr(Λn−iT )T i.
(7.3)
Dans (7.3) σ est simplement la juxtaposition de la permutation circulaire κi :
0 → 1 → · · · → i → 0 et d’une permutation τ de {i + 1, ..., n} et la moyenne
porte sur τ . On a s(σ) = (−1)is(τ). Donc le membre de gauche de (7.3) est égal
au produit
— de (−1)i
— du scalaire égal à la composée
k
(δV )
⊗{i+1,...,n}
−−−−−−−−→ (V ⊗ V ∗)⊗{i+1,...,n} = V ⊗{i+1,...,n} ⊗ (V ∗)⊗{i+1,...,n}
A{i+1,...,n}⊗Id(V ∗)⊗{i+1,...,n}
−−−−−−−−−−−−−−−−−→ V ⊗{i+1,...,n} ⊗ (V ∗)⊗{i+1,...,n}
T⊗{i+1,...,n}⊗Id
(V ∗)⊗{i+1,...,n}
−−−−−−−−−−−−−−−−−−→ V ⊗{i+1,...,n} ⊗ (V ∗)⊗{i+1,...,n}
= (V ⊗ V ∗)⊗{i+1,...,n}
(evV )
⊗{i+1,...,n}
−−−−−−−−−→ k
qui est évidemment Tr(Λn−iT ),
— et de C{1,...,i}(T, κi) : V → V , où κi : V
⊗{0,...,i} → V ⊗{0,...,i} agit par permu-
tation circulaire des facteurs.
On en déduit (7.2), car on va montrer que C{1,...,i}(T, κi) est égal à T
i : V → V .
En effet, en changeant l’ordre des facteurs dans V ⊗ V ⊗{1,...,i} ⊗ (V ∗)⊗{1,...,i} en
V ⊗ (V ∗ ⊗ V )⊗i on obtient que C{1,...,i}(T, σ) est égal à la composée
V
IdV ⊗δ
⊗i
V−−−−−→ V ⊗ (V ∗ ⊗ V )⊗i
T⊗(IdV ∗ ⊗T )⊗···⊗(IdV ∗ ⊗T )−−−−−−−−−−−−−−−−→ V ⊗ (V ∗ ⊗ V )⊗i(7.4)
= (V ⊗ V ∗)⊗i ⊗ V
ev⊗iV ⊗ IdV−−−−−−→ V.
On montre par récurrence sur i que (7.4) est égal à T i en utilisant le fait que la
composée
V
IdV ⊗δV−−−−−→ V ⊗ (V ∗ ⊗ V ) = (V ⊗ V ∗)⊗ V
evV ⊗ IdV−−−−−→ V(7.5)
est égale à IdV d’après le lemme de Zorro (6.18). Ceci termine l’explication de la
preuve “tensorielle” du théorème de Hamilton-Cayley.
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Démonstration de la proposition 7.1. On rappelle que pour tout ensemble
fini J , on possède l’antisymétriseur
AJ =
1
(♯J)!
∑
σ∈S(J)
s(σ)σ.
Pour tout entier n et tout endomorphisme U de V ⊗{0,1,...,n} = V ⊗(n+1), on note
Cn(U) (pour simplifier par rapport à la notation C{0,1,...,n}(U) utilisée précédem-
ment) la composée
H
≤µ,E
N,I∪{0},W⊠V
∣∣∣
(XrN)I×v
C
♯
δ
V⊗n
∣∣∣∣
(XrN)I×v
−−−−−−−−−−→(7.6)
H
≤µ,E
N,I∪{0}∪{1,...,n}∪{n+1,...,2n},W⊠V⊠V ⊠n⊠(V ∗)⊠n
∣∣∣
(XrN)I×∆(v)
H(IdW ⊠U⊠Id(V ∗)⊠n )
−−−−−−−−−−−−→ H≤µ,E
N,I∪{0}∪{1,...,n}∪{n+1,...,2n},W⊠V⊠V ⊠n⊠(V ∗)⊠n
∣∣∣
(XrN)I×∆(v)
∏
j∈{1,...,n}(F{j})
deg(v)
−−−−−−−−−−−−−→ H
≤µ+n deg(v)κ,E
N,I∪{0}∪{1,...,n}∪{n+1,...,2n},W⊠V⊠V ⊠n⊠(V ∗)⊠n
∣∣∣
(XrN)I×∆(v)
C♭ev
V⊗n
∣∣∣∣
(XrN)I×v
−−−−−−−−−−→ H
≤µ+n deg(v)κ,E
N,I∪{0},W⊠V
∣∣∣
(XrN)I×v
Autrement dit, on part de I∪{0} (avec la patte 0 fixée en v) et de la représentation
W ⊠ V , puis
— on crée des paires de pattes (1, n+ 1), (2, n+ 2), ..., (n, 2n) en v à l’aide de
δV : 1→ V ⊗ V
∗,
— on applique U aux pattes dans {0, ..., n} et à la représentation V ⊗{0,1,...,n},
— on applique le morphisme de Frobenius partiel (F{j})
deg(v) aux pattes j ∈
{1, ..., n}
— on annihile les paires de pattes (1, n+ 1), (2, n+ 2), ..., (n, 2n) en v à l’aide
de evV : V ⊗ V
∗ → 1.
On prend n = dimV . Comme Λn+1V = 0, A{0,1,...,n} agit par zéro sur V
⊗{0,...,n}
et donc Cn(A{0,1,...,n}) est nul. Mais d’un autre côté, en développant la moyenne
dans A{0,1,...,n} on va montrer que Cn(A{0,1,...,n}) est égal au membre de gauche de
(7.1) (divisé par n+ 1).
On développe donc le morphisme composé (7.6) en écrivant A{0,1,...,n} comme
une moyenne sur les permutations σ de {0, ..., n} et on distingue suivant la lon-
gueur ℓ(σ, 0) du cycle contenant 0. Pour tout i ∈ {0, ..., n} le nombre de permuta-
tions telles que ℓ(σ, 0) = i+1 est toujours n!, parce qu’il y a n(n−1) · · · (n−i+1)
possibilités pour le cycle contenant 0, et (n − i)! possibilités pour le reste de la
permutation. Il suffit donc de montrer que pour tout i ∈ {0, ..., n},
Cn
( 1
n!
∑
σ∈S({0,...,n}),ℓ(σ,0)=i+1
s(σ)σ
)
= (−1)i(F
deg(v)
{0} )
i ◦ SΛdimV−iV,v.
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Comme Cn(U) ne change pas quand on conjugue U par une permutation de
{0, ..., n} fixant 0 (car cela revient seulement à changer les noms des indices
dans {1, ..., n} et {n + 1, ..., 2n} qui apparaissent comme intermédiaires dans la
construction), on peut remplacer la moyenne sur les permutations σ telles que
ℓ(σ, 0) = i+1 par une moyenne sur les permutations σ telles que le cycle contenant
0 soit 0
σ
−→ 1
σ
−→ · · ·
σ
−→ i
σ
−→ 0. Autrement dit il suffit de montrer que
Cn
( 1
(n− i)!
∑
σ∈S({0,...,n}),0
σ−→1 σ−→··· σ−→i σ−→0
s(σ)σ
)
= (−1)i(F
deg(v)
{0} )
i ◦ SΛdimV−iV,v.
(7.7)
Dans (7.7) σ est simplement la juxtaposition de la permutation circulaire 0 →
1 → · · · → i → 0 et d’une permutation τ de {i + 1, ..., n} et la moyenne porte
sur τ . On a s(σ) = (−1)is(τ) et cela explique le signe (−1)i dans le membre
de droite de (7.7). Les pattes {0} ∪ {1, ..., i} ∪ {n + 1, ..., n + i} d’un côté et
{i + 1, ..., n} ∪ {n + i + 1, ..., 2n} de l’autre côté jouent des rôles complètement
indépendants (les pattes dans I ne jouent quant à elles aucun rôle).
Ce qui arrive aux pattes dans {i + 1, ..., n} ∪ {n + i + 1, ..., 2n} est la chose
suivante :
— on crée les paires de pattes (i+ 1, n+ i+ 1), (i+ 2, n+ i+ 2), ..., (n, 2n) en
v à l’aide de δV : 1→ V ⊗ V
∗,
— on antisymétrise les pattes dans {i+ 1, ..., n} (grâce à la moyenne sur τ),
— on applique le morphisme de Frobenius partiel en les pattes de {i+1, ..., n}
— on annihile les paires de pattes (i+1, n+ i+1), (i+2, n+ i+2), ..., (n, 2n)
en v à l’aide de evV : V ⊗ V
∗ → 1.
Comme A{i+1,...,n} agit sur V
⊗{i+1,...,n} par un idempotent dont l’image est
ΛdimV−iV , cette composée est exactement le morphisme SΛdimV−iV,v. Pour
justifier ceci formellement on procède comme dans la preuve de (0.44), avec u
égal à l’inclusion de ΛjV ⊗ (ΛjV )∗ dans V ⊗j ⊗ (V ∗)⊗j, qui est telle que
(Aj ⊗ Id(V ∗)⊗j ) ◦ δV ⊗j = u ◦ δΛjV et evV ⊗j ◦u = evΛjV .
Ce qui arrive aux pattes dans {0} ∪ {1, ..., i} ∪ {n + 1, ..., n + i} est la chose
suivante :
— on crée les paires de pattes (1, n+1), (2, n+2), ..., (i, n+ i) en v à l’aide de
δV : 1→ V ⊗ V
∗,
— on applique la permutation circulaire 0 → 1 → · · · → i → 0 aux pattes de
{0, ..., i},
— on applique le morphisme de Frobenius partiel en les pattes de {1, ..., i}
— on annihile les paires de pattes (1, n+1), (2, n+2), ..., (i, n+ i) en v à l’aide
de evV : V ⊗ V
∗ → 1.
Si on numérote l’ensemble {0}∪{1, ..., i}∪{n+1, ..., n+ i} de 0 à 2i dans l’ordre
mélangé (0, n+ 1, 1, n+ 2, ..., n+ i, i), la composée précédente devient égale à la
suivante : partant de I ∪ {0},
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— on crée les paires de pattes (1, 2), (3, 4), ..., (2i− 1, 2i) en v à l’aide de δV :
1→ V ∗ ⊗ V , et on arrive dans
H
≤µ,E
N,I∪{0}∪{1,...,2i},W⊠V⊠V ∗···⊠V ⊠V ∗⊠V
∣∣∣
(XrN)I×∆(v)
— on applique le morphisme de Frobenius partiel en les pattes de
{0, 2, 4, ..., 2i− 2}
— on annihile les paires de pattes (0, 1), (2, 3), ..., (2i− 2, 2i− 1) en v à l’aide
de evV : V ⊗ V
∗ → 1.
Par récurrence sur i on montre facilement que cette dernière composée est égale à
(F
deg(v)
{0} )
i, à l’aide de l’égalité entre (7.5) et IdV . Signalons que ce dernier argument
(c’est-à-dire l’utilisation de la permutation circulaire pour obtenir (F
deg(v)
{0} )
i) est
très voisin du théorème 1 et du lemme 2 dans [NBC06a]. 
Remarque 7.2. Dans [XZ17], Liang Xiao et Xinwen Zhu ont défini (dans un
cadre un peu différent) un anneau de correspondances cohomologiques entre
Cht
(I,{0})
N,I∪{0},W⊠V
∣∣∣
(XrN)I×v
et lui-même, dans lequel la relation d’Eichler-Shimura
résulte formellement de Hamilton-Cayley.
8. Sous-faisceaux constructibles stables par les morphismes de
Frobenius partiels
On appelle point géométrique x d’un schéma Y la donnée d’un corps algébri-
quement clos k(x) et d’un morphisme Spec(k(x)) → Y (dans [SGA4-2-VIII] la
définition des points géométriques fait intervenir des extensions séparablement
closes, mais nous ne suivons pas cette convention ici). Autrement dit c’est la don-
née d’un point x de Y et d’une extension algébriquement close k(x) de k(x). Soit
A = OE , E ou Qℓ. Si F est un A-faisceau constructible sur un voisinage de x dans
Y , on note Fx ou F
∣∣
x
la fibre de F en x (qui est un A-module de type fini). On
note Y(x) le localisé strict (ou hensélisé strict) de Y en x. Autrement dit Y(x) est le
spectre de l’anneau lim−→Γ(U,OU), où la limite inductive est prise sur les voisinages
étales x-pointés de x. C’est un anneau local hensélien dont le corps résiduel est
la clôture séparable de k(x) dans k(x). Si x et y sont deux points géométriques
de Y , on appelle flèche de spécialisation sp : x → y un morphisme Y(x) → Y(y),
ou de façon équivalente un morphisme x → Y(y) (une telle flèche existe si et
seulement si y est dans l’adhérence de Zariski de x). D’après le paragraphe 7 de
[SGA4-2-VIII] une flèche de spécialisation sp : x→ y induit pour tout A-faisceau
constructible F sur un ouvert de Y contenant y un homomorphisme de spécia-
lisation sp∗ : Fy → Fx (qui découle simplement de la définition de la fibre d’un
faisceau en un point géométrique).
Comme on l’avait déjà fait dans l’introduction, on fixe une clôture algébrique
F de F et on note η = Spec(F ) le point géométrique correspondant au-dessus du
point générique η de X.
Soit I un ensemble fini. On note ∆ : X → XI le morphisme diagonal. On
note ηI = Spec(F I) le point générique de XI . On fixe un point géométrique ηI
au-dessus de ηI , muni d’une flèche de spécialisation sp : ηI → ∆(η).
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Remarque 8.1. Le rôle de sp est le suivant. Les faisceaux H0,≤µ,EN,I,W sont lisses
sur des ouverts de XI ne contenant pas forcément ∆(η) et c’est donc leur fibre
en ηI que l’on étudie. D’un autre côté on construira certains sous-faisceaux qui
se prolongent en des faisceaux lisses sur un ouvert de XI contenant ∆(η) et
pour ces sous-faisceaux il est très important de considérer la fibre en ∆(η) du
prolongement car elle est plus canonique (par exemple elle est compatible avec
l’action du groupe S(I) des permutations de I et avec la coalescence des pattes).
Le rôle de sp est d’identifier canoniquement la fibre en ηI de ces sous-faisceaux
avec la fibre en ∆(η) de leur prolongement. L’idée de considérer la fibre en un
point géométrique de la diagonale apparaît dans le paragraphe 3.1 de [NBC06a].
Dans la suite on emploiera des lettres gothiques E, G, M pour les OE-modules
ou les OE-faisceaux et des lettres calligraphiées E, G, M pour les E-espaces vec-
toriels ou les E-faisceaux.
On rappelle que pour toute partie J ⊂ I on note FrobJ : X
I → XI le mor-
phisme qui à (xi)i∈I associe (x
′
i)i∈I avec
x′i = Frob(xi) si i ∈ J et x
′
i = xi sinon.(8.1)
Lemme 8.2. (Drinfeld, théorème 2.1 de [Dri78] et proposition 6.1 de [Dri89])
Soit U un ouvert dense de X. On a une équivalence entre
— la catégorie C(U, I,OE) des OE-faisceaux lisses (constructibles) E sur U
I ,
munis d’une action des morphismes de Frobenius partiels, c’est-à-dire d’iso-
morphismes F{i} : Frob
∗
{i}(E) ≃ E commutant entre eux et dont la composée
est l’isomorphisme naturel Frob∗UI (E) ≃ E,
— la catégorie des représentations continues de π1(U, η)
I sur des OE-modules
de type fini,
qui est caractérisée de manière unique par les deux faits suivants
— la composée avec le foncteur de restriction des représentations de π1(U, η)
I
à π1(U, η) plongé diagonalement est le foncteur E→ E∆(η),
— si (Fi)i∈I est une famille de OE-faisceaux lisses (constructibles) sur
U , l’image par ce foncteur de ⊠i∈IFi (muni de l’action naturelle des
morphismes de Frobenius partiels) est (⊠i∈IFi)∆(η) = ⊗i∈I(Fi)η, muni de
l’action de π1(U, η)
I venant du fait que chaque (Fi)η est muni d’une action
de π1(U, η).
Remarque 8.3. Cette équivalence de catégories est bien caractérisée de manière
unique par les deux conditions à la fin du lemme car l’énoncé du lemme im-
plique que tout objet de la catégorie C(U, I,OE) est un quotient d’un objet de
la forme ⊠i∈IFi comme dans le lemme. En effet c’est vrai dans la catégorie des
représentations continues de π1(U, η)
I sur des OE-modules de type fini (cela est
très facile à montrer pour des OE-modules de type fini de torsion et ce cas suffit
pour que l’équivalence de catégories soit caractérisée de façon unique par les deux
conditions à la fin du lemme).
On peut décrire le foncteur inverse de façon explicite : à une représentation
continue de π1(U, η)
I sur un OE-module de type fini il associe un OE-faisceau lisse
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sur U I grâce au morphisme évident π1(U
I ,∆(η))→ π1(U, η)
I et l’action des mor-
phismes de Frobenius partiels sur ce dernier est définie à l’aide de la construction
suivante : si on se donne des revêtements étales galoisiens Ui de U et un ensemble
fini A muni d’une action de
∏
i∈I Gal(Ui/U), alors (
∏
i∈I Ui)×
∏
i∈I Gal(Ui/U)
A est
muni des morphismes de Frobenius partiels FrobUi ×
∏
j 6=i IdUj × IdA.
Dans le lemme ci-dessus on a présenté l’équivalence de catégories dans le sens
où on l’utilise dans cet article mais, comme on vient de le voir, c’est le foncteur
inverse qui est construit simplement. Dans les lemmes ci-dessous on donnera des
équivalences de catégorie dans l’autre sens.
Remarque 8.4. Dans le cadre du lemme précédent, l’homomorphisme de spé-
cialisation sp∗ : E
∣∣
∆(η)
→ E
∣∣
ηI
fournit un isomorphisme entre les foncteurs
E 7→ E
∣∣
∆(η)
et E 7→ E
∣∣
ηI
de la catégorie C(U, I,OE) vers la catégorie des OE-
modules.
Démonstration. Dans le cas où ♯I = 2 l’énoncé figure dans le théorème 2.1
de [Dri78]. La preuve est donnée dans la proposition 6.1 de [Dri89] (qui utilise
la proposition 1.1 de [Dri87]). Elle est également reprise dans le théorème 4 du
paragraphe IV.2 de [Laf97]. Le cas général est expliqué dans le théorème 8.1.4 de
[Lau04], qui n’est pas publié.
Pour la commodité du lecteur nous rappelons maintenant la preuve. La rédac-
tion de la preuve donnée ci-dessous a été faite avec l’aide de Vladimir Drinfeld,
Alain Genestier et Gérard Laumon. On commence par le lemme suivant.
Lemme 8.5. (Variante de la proposition 1.1 de [Dri87]) Soit k un corps sépara-
blement clos contenant Fq.
1) Le foncteur qui à V associe W = V ⊗Fq k muni de ϕ = IdV ⊗Frobk fournit
une équivalence
— de la catégorie des Fq-espaces vectoriels V de dimension finie,
— vers la catégorie des couples (W,ϕ) où W est un k-espace vectoriel de di-
mension finie et ϕ : (FrobSpec k)
∗(W ) → W est un isomorphisme (si k est
algébriquement clos, ϕ est simplement un isomorphisme Frobk-linéaire de
W dans W ).
2) Soit A une Fq-algèbre. Alors le foncteur qui à M associe M⊗Fq k = M⊗A
(A⊗ k) induit une équivalence
— de la catégorie des A-modules M
— vers la catégorie des A ⊗ k-modules N munis d’un isomorphisme
ϕ : (IdSpecA×FrobSpec k)
∗(N)
∼
→ N tel que tout élément de N soit inclus
dans un sous-k-espace vectoriel de N de dimension finie stable par ϕ.
Démonstration (d’après [Dri87]). Le 1) résulte de la surjectivité de l’isogénie
de Lang pour GLn où n = dimV . On a V = W
ϕ. Le 2) avec A = Fq découle de 1)
en l’appliquant aux sous-k-espaces vectoriels de N de dimension finie stables par
ϕ (en effet la somme de deux sous-espaces de ce type est de ce type et N est une
réunion croissante de sous-espaces de ce type). Le 2) avec A arbitraire résulte du
2) avec A = Fq car l’action de A se transmet par l’équivalence de catégories. 
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Remarque 8.6. Voici un exemple de (N, ϕ) qui n’est pas dans l’image essentielle
du foncteur de 2), bien que N soit un module projectif de type fini sur A ⊗ k,
parce que la condition à la fin de 2) n’est pas respectée : on prend A = Fq[t, t−1]
(l’algèbre des fonctions sur Gm), N = A ⊗ k = k[t, t−1], et ϕ égal à la composée
de IdA⊗Frobk et de la multiplication par t.
Remarque 8.7. Dans la situation de 2), si Spec(A) est un ouvert affine Y d’une
variété projective Y sur Fq et (N, ϕ) vient d’un O-module cohérent N sur Y ×
Spec k muni d’un isomorphisme ϕ : (IdY ×FrobSpec k)
∗(N) ≃ N, , la condition à
la fin de 2) est satisfaite (car, en notant L un fibré ample sur Y , les H0(Y ×
Spec k,N ⊗ Ln) sont de dimension finie et stables par l’action de Frobenius).
C’était la situation considérée par Drinfeld dans la proposition 1.1 de [Dri87]
(dont l’énoncé est que la catégorie des (N, ϕ) comme ci-dessus est équivalente à
celle des O-modules cohérents sur Y ).
Lemme 8.8. (généralisation de la proposition 6.1 de [Dri89] et du lemme 8.1.2
de [Lau04]) Soit k un corps séparablement clos contenant Fq. Soit Y un schéma
sur Fq. Alors le foncteur Z 7→ Z × Spec k est une équivalence
— de la catégorie des revêtements étales Z → Y
— vers la catégorie des revêtements étales T → Y × Spec k munis d’un auto-
morphisme α : (IdY ×FrobSpec(k))
∗(T )→ T
On appelle revêtement étale un morphisme fini étale.
Remarque 8.9. La conclusion est fausse si l’on omet l’hypothèse que les mor-
phismes sont étales. Voici un contre-exemple. On prend Y = Gm = SpecFq[t, t−1],
de sorte que Y ×Spec k = Spec k[t, t−1]. On prend alors Z = Spec(k[t, t−1])[ǫ]/ǫ2,
et α tel que α∗(t) = t et α∗(ǫ) = tǫ (et bien sûr α∗ agit sur k par x 7→ xq).
Démonstration. Comme la catégorie des revêtements étales de Y est équivalente
à celle de son réduit, et de même pour Y×Spec k, il suffit de montrer le lemme pour
Y réduit. En considérant les composantes irréductibles de Y et leurs intersections,
on voit qu’il suffit de montrer le lemme pour Y irréductible. En recollant il suffit
de montrer le lemme pour Y affine. On suppose donc Y = Spec(A) avec A une
Fq-algèbre intègre.
Il est clair que le foncteur est pleinement fidèle. Il reste à montrer qu’il est
essentiellement surjectif. On se donne donc T et α comme ci-dessus. Les équations
donnant T et le morphisme α sont à coefficients dans une sous-algèbre de A de
type fini. On suppose donc que A est une Fq-algèbre intègre de type fini.
En langage géométrique la preuve consiste à compactifier Y , donc Y × Spec k,
puis à considérer sa normalisation à l’infini dans le corps des fractions de T . On
va le faire de façon complètement élémentaire.
On note B la k-algèbre des fonctions sur T . Grâce au 2) du lemme précédent il
suffit de montrer que B est une réunion de sous-k-espaces vectoriels de dimension
finie stables par α∗. Si S est une partie finie de Ar{0}, comme B ⊂ B[S−1] il suffit
de montrer que B[S−1] est une réunion de sous-k-espaces vectoriels de dimension
finie stables par α∗. Donc on peut remplacer A par A[S−1]. En choisissant S
convenablement on peut supposer que Y est lisse, ce qu’on fait désormais. Il
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suffit de montrer le résultat pour chaque composante connexe de Z. Or Z est lisse
puisque étale sur Y ×Spec k, et ses composantes connexes sont donc irréductibles.
Pour terminer la preuve il suffit donc de montrer que si B est une k-algèbre
intègre contenant A⊗ k et finie comme A⊗ k-module, telle que Frac(B) est une
extension séparable de Frac(A ⊗ k), et si ϕ : B → B est un morphisme relevant
IdA⊗Frobk et induisant un isomorphisme B ⊗k,Frobk k → B, alors B est une
réunion de sous-k-espaces vectoriels de dimension finie stables par ϕ. Le reste de
la preuve consiste à montrer ce dernier énoncé.
Par le théorème de normalisation de Noether il existe d ∈ N et x1, ..., xd algébri-
quement indépendants dans A tels que A soit finie sur la sous-algèbre Fq[x1, ..., xd],
et que Frac(A) soit une extension séparable de Fq(x1, ..., xd) (voir par exemple le
corollaire 16.18 de [Eis95] ou le théorème 4.2.2 de [HS06]). On est donc ramené à
montrer l’énoncé avec A = Fq[x1, ..., xd]. Tout élément de B est entier sur A⊗ k
et on possède Tr : B → A⊗ k et β1, ..., βs ∈ B tels que ι : b 7→ (Tr(βib))i∈{1,...,s}
soit une injection de (A ⊗ k)-modules de B dans (A ⊗ k)s. On note An le sous-
Fq-espace vectoriel de A formé des polynômes de degré total ≤ n. On note Bn le
sous-k-espace vectoriel de B formé des éléments annulés par un polynôme de la
forme
xk + a1x
k−1 + ...+ ak avec k ∈ N∗ et ai ∈ Ain ⊗ k pour tout i = 1, ..., k.(8.2)
Les formules classiques donnant à partir de deux polynômes P et Q de racines
Xi et Yj les polynômes de racines Xi + Yj et XiYj montrent que Bn est un sous-
k-espace vectoriel de B et que BmBn ⊂ Bm+n. De plus B =
⋃
n∈NBn. On a
Tr(Bn) ⊂ An ⊗ k car Tr préserve la condition d’annulation par un polynôme de
la forme (8.2) et An⊗k est exactement l’ensemble des éléments de A⊗k vérifiant
cette condition. Donc si m est un entier tel que β1, ..., βs appartiennent à Bm,
ι(Bn) ⊂ (Am+n ⊗ k)
s. Donc Bn est un k-espace vectoriel de dimension finie. Par
construction il est stable par ϕ. Donc on a fini. 
Le lemme précédent implique immédiatement le lemme suivant.
Lemme 8.10. Soit Y un schéma sur Fq. On note F un corps contenant Fq et
F sep une clôture séparable de F . Le foncteur
— de la catégorie des revêtements étales Z de Y , munis d’une action de
Gal(F sep/F ),
— vers la catégorie des revêtements étales T → Y × Spec(F ) munis d’un au-
tomorphisme α : (IdY ×FrobSpec(F ))
∗(T )→ T ,
qui à Z muni d’une action de Gal(F sep/F ) associe (T, α) avec
— T égal au quotient de Z×Spec(F sep) par l’action diagonale de Gal(F sep/F ),
— α donné par l’action de IdZ ×FrobSpec(F sep) sur ce quotient,
est une équivalence de catégories.
Démonstration. On va construire un foncteur quasi-inverse qui à (T, α) associe
Z muni d’une action de Gal(F sep/F ). On voit que
T˜ = T ×Y×Spec(F ) (Y × Spec(F
sep))
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est un revêtement étale de Y × Spec(F sep) muni d’un isomorphisme
α˜ : (IdY ×FrobSpec(F sep))
∗(T˜ )→ T˜ .
Par le lemme précédent il existe Z revêtement étale de Y tel que T˜ = Z ×
SpecF sep et α˜ = IdZ ×FrobSpecF sep . Comme Z est égal à l’espace des coinvariants
de α˜ agissant sur T˜ (c’est-à-dire au coégalisateur de Id et α˜), Gal(F sep/F ) agit
naturellement sur Z. 
Lemme 8.11. (Drinfeld, théorème 2.1 de [Dri78] et proposition 6.1 de [Dri89], et
Eike Lau, lemme 8.1.2 de [Lau04]) Soient X1, ..., Xk des schémas connexes sur
Fq. Pour tout i, soit zi un point géométrique de Xi. On a une équivalence entre
— la catégorie des actions continues de
∏k
i=1 π1(Xi, zi) sur des ensembles finis,
— la catégorie des revêtements étales T de X1 × ...×Xk, munis d’une action
des morphismes de Frobenius partiels, c’est-à-dire de morphismes F{i} au-
dessus de FrobXi ×
∏
j 6=i IdXj , commutant entre eux et dont la composée est
FrobT ,
où le foncteur est le suivant : si on se donne des revêtements étales galoisiens
Ui de Xi et un ensemble fini A muni d’une action de
∏
i∈I Gal(Ui/Xi),
alors (
∏
i∈I Ui) ×
∏
i∈I Gal(Ui/Xi)
A, muni des morphismes de Frobenius partiels
FrobUi ×
∏
j 6=i IdUj × IdA, est l’image par le foncteur de l’action de
∏k
i=1 π1(Xi, zi)
sur l’ensemble fini
(∏k
i=1(Ui)zi
)
×∏
i∈I Gal(Ui/Xi)
A.
Démonstration. Le cas où k = 2 permet de montrer le cas général, par récur-
rence sur k. On suppose donc que k = 2. Il est clair que le foncteur décrit dans
l’énoncé est pleinement fidèle. Il reste donc à montrer qu’il est essentiellement
surjectif. On peut définir de façon équivalente la première catégorie comme la ca-
tégorie des revêtements étales de X2 munis d’une action continue de π1(X1, z1).
En recollant on peut supposer X2 réduit, irréductible et affine. En échangeant les
rôles de X1 et X2 on peut faire de même pour X1. Désormais on suppose donc
que X1 et X2 sont réduits, irréductibles et affines.
On se donne donc un revêtement étale T de X1×X2, muni de morphismes F{1}
et F{2} au-dessus de FrobX1 × IdX2 et IdX1 ×FrobX2 , commutant entre eux et
dont la composée est FrobT et on veut montrer que (T, F{1}, F{2}) provient d’une
action de π1(X1, z1)×π1(X2, z2) sur un ensemble fini. Comme les équations de T
et les morphismes F{1} et F{2} s’expriment à l’aide d’un nombre fini d’éléments
des algèbres de fonctions sur X1 et X2, on peut supposer X1 et X2 de type fini,
ce qu’on fait désormais.
En appliquant le lemme 8.8 à X1×z2 et z1×X2 on voit que la fibre Tz1×z2 a un
sens (bien que z1× z2 ne soit pas un point géométrique de X1×X2) et qu’elle est
munie d’actions de π1(X1, z1) et π1(X2, z2). On veut montrer qu’elles commutent
et que T provient de cette action de π1(X1, z1)× π1(X2, z2) sur Tz1×z2 . Si x et y
sont deux points géométriques d’un schéma connexe X on rappelle qu’un chemin
de x vers y est un isomorphisme entre les foncteurs fibres en x et y de la catégorie
des revêtements étales de X vers la catégorie des ensembles finis. Soient, pour
i = 1, 2, xi et yi des points géométriques de Xi et γi un chemin de xi vers yi. On
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alors un diagramme
Tx1×x2
γ1 //
γ2

Ty1×x2
γ2

Tx1×y2
γ1 // Ty1×y2
où les flèches sont obtenues en appliquant le lemme 8.8 à X1 × x2, X1 × y2,
x1 ×X2, y1 ×X2. Il reste à montrer que ce diagramme est commutatif. On note
Xν2 le normalisé de X2. Comme X2 est affine, intègre et de type fini, le morphisme
de Xν2 vers X2 est fini (corollaire 13.13 de [Eis95]) et évidemment surjectif. Il
suffit de montrer l’énoncé en supposant de plus que γ2 se relève en un chemin
sur Xν2 . En effet parmi les chemins de x2 vers y2 (avec la topologie profinie) les
chemins pouvant être coupés en chemins qui se relèvent àXν2 sont denses. Cela est
équivalent au fait que le morphisme Xν2 → X2 est de descente pour la catégorie
fibrée des schémas étales sur des X2-schémas, d’après le corollaire 3.3 de l’exposé
IX de [SGA1] (en fait la descente est même effective d’après le théorème 4.7 de
loc. cit. mais on n’en a pas besoin).
Par conséquent il suffit de montrer la commutativité du diagramme ci-dessus
lorsque X2 est intègre, normal et de type fini. Dans ce cas, en notant ηX2 un
point géométrique au-dessus du point générique ηX2 , on sait que π1(X2, ηX2) est
un quotient du groupe de Galois du corps de fractions π1(ηX2 , ηX2). Donc le
lemme 8.10 implique que (T, F{1}, F{2}) provient d’une action de π1(X1, z1) ×
π1(X2, z2) sur un ensemble fini (car un revêtement étale de X1×X2 est déterminé
par sa restriction à X1 × ηX2). On voit alors que le diagramme ci-dessus est
commutatif. 
Fin de la démonstration du lemme 8.2 On fixe une bijection I = {1, ..., k}
et on applique le lemme précédent avec Xi = U pour tout i. 
Lemme 8.12. (Drinfeld, proposition 6.1 de [Dri89] et Eike Lau, lemme 9.2.1 de
[Lau04]) Soit Ω un ouvert dense de XI et E un OE-faisceau lisse (constructible)
sur Ω muni d’une action des morphismes de Frobenius partiels, c’est-à-dire d’iso-
morphismes F{i} : Frob
∗
{i}(E)
∣∣
ηI
≃ E
∣∣
ηI
commutant entre eux et dont la composée
est l’isomorphisme naturel Frob∗ηI (E) ≃ E. Alors il existe un ouvert dense U de
X tel que E s’étende en un OE-faisceau lisse sur U
I .
Démonstration. Soit
⌣
Ω le plus grand ouvert de XI tel que E s’étende en un
OE-faisceau lisse sur
⌣
Ω. Alors le complémentaire de
⌣
Ω est un fermé strict de
XI , invariant par l’action des morphismes de Frobenius partiels Frob{i} de X
I .
D’après le lemme 9.2.1 de [Lau04] ce fermé strict est inclus dans une réunion finie
de diviseurs verticaux (c’est-à-dire des images inverses d’un point fermé par l’une
des projections XI → X). Pour la commodité du lecteur on rappelle la preuve de
ce lemme de Eike Lau. Soit Z ⊂ XI un fermé irréductible de dimension k < ♯I.
On considère les degrés de ses projections vers XJ où J parcourt l’ensemble des
parties de I de cardinal k. Les morphismes de Frobenius partiels multiplient ces
degrés par des puissances de q, d’où l’on déduit que si deux au moins sont non nuls
alors l’orbite de Z suivant les morphismes de Frobenius partiels est infinie. Mais
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si un seul de ces degrés est non nul, correspondant à une partie J ⊂ I, alors Z
est vertical relativement à toutes les projections vers les coordonnées dans I r J .
Il existe donc un ouvert dense U ⊂ X tel que
⌣
Ω ⊃ U I . 
Corollaire 8.13. L’équivalence de catégories du lemme 8.2 fournit un foncteur
(dépendant seulement du choix de η)
— de la catégorie des OE-faisceaux constructibles E sur η
I , munis d’une action
des morphismes de Frobenius partiels, et admettant un prolongement à un
certain ouvert dense Ω de XI
— vers la catégorie des représentation continues de π1(η, η)
I dans un OE-
module de type fini, se factorisant par π1(U, η)
I pour un certain ouvert dense
U de X,
et ce foncteur est une équivalence de catégories.
Démonstration. Cela résulte des lemmes 8.2 et 8.12. Plus précisément le
lemme 8.12 implique que E se prolonge en un faisceau lisse E˜ sur un ouvert de
la forme U I et le lemme 8.2 fournit une action de π1(U, η)
I sur E˜
∣∣∣
∆(η)
. 
Remarque 8.14. Dans les notations de la démonstration précédente, le choix
de sp fournit un isomorphisme E˜
∣∣∣
∆(η)
sp∗
−→∼ E˜
∣∣∣
ηI
= E
∣∣
ηI
, donc E
∣∣
ηI
est muni d’une
action de π1(η, η)
I dépendant du choix de sp.
Le lemme suivant sera utilisé ultérieurement (dans la preuve du lemme 10.4).
Lemme 8.15. Soit v ∈ |X|. Soit I un ensemble fini et ι ∈ I un élément. On
fixe un plongement F ⊂ Fv. Soit d ∈ N, et γ ∈ Gal(Fv/Fv) ⊂ Gal(F/F ) tel
que deg(γ) = d. On définit (γi)i∈I ∈ Gal(F/F )
I en posant γι = γ et γi = 1 pour
i 6= ι. On fixe un point géométrique v au-dessus de v et une flèche de spécialisation
spv : η → v associés au choix du plongement F ⊂ Fv. Plus précisément v est le
spectre du corps résiduel de l’extension maximale non ramifiée de Fv dans F v et
spv vient de l’inclusion de l’hensélisé strict de F en v dans F ⊂ Fv. On note
encore spv la flèche de spécialisation de ∆(η) vers ∆(v) égale à l’image par ∆ de
cette dernière. Soit E un faisceau comme dans le lemme 8.2, c’est-à-dire lisse sur
un ouvert de la forme U I et muni d’actions des morphismes de Frobenius partiels.
On note jI : U I → XI l’inclusion. Alors on a la commutativité du diagramme
(jI)∗E
∣∣
∆(v)
sp∗v //
F
deg(v)d
{ι}

E
∣∣
∆(η)
(γi)i∈I

(jI)∗E
∣∣
∆(v)
sp∗v // E
∣∣
∆(η)
où la flèche verticale de droite est l’action de π1(U, η)
I sur E
∣∣
∆(η)
donnée par le
lemme 8.2.
Remarque 8.16. Dans l’énoncé précédent on ne suppose pas que v appartient
à U .
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Démonstration. Il suffit de le montrer avec E de la forme ⊠i∈IEi (comme dans
l’énoncé du lemme 8.2). Alors, en notant j : U → X l’inclusion, on a (jI)∗E
∣∣
∆(v)
=⊗
i∈I
(
j∗Ei
∣∣
v
)
. On est donc ramené à montrer le lemme dans le cas où I est un sin-
gleton, et alors cela résulte de la définition de deg : Gal(Fv/Fv)→ Gal(k(v)/k(v))
par restriction de l’action sur l’extension non ramifiée maximale et sur son corps
résiduel. 
Remarque 8.17. Le foncteur F 7→ FηI induit une équivalence entre la caté-
gorie des OE-faisceaux (resp. E-faisceaux) constructibles sur η
I et la catégorie
des représentations continues de π1(η
I , ηI) sur des OE-modules de type fini (resp.
E-espaces vectoriels de dimension finie). L’image inverse par Frob{i} est une auto-
équivalence de la catégorie des OE-faisceaux (resp. E-faisceaux) constructibles sur
ηI . Si F est muni d’une action des morphismes de Frobenius partiels, et siM ⊂ F
ηI
est une sous-π1(η
I , ηI)-représentation, et G le sous-faisceau de F sur ηI tel que
M = G
ηI
, on dira que M est stable par les morphismes de Frobenius partiels si
c’est le cas de G.
Remarque 8.18. On va définir un groupe FWeil(ηI , ηI) qui
— est une extension de ZI par Ker(π1(ηI , ηI)→ Ẑ),
— lorsque I est un singleton, s’identifie au groupe de Weil usuel
Weil(η, η) = π1(η, η)×Ẑ Z,
— lorsque ♯I = 2, est le groupe noté FGal(K/K) dans le paragraphe 4.1 de
[Dri78], W˜Λ dans le théorème 7 de [Kaz79] et ZW
η
F 2 dans le lemme VI.13
de [Laf02a].
On définit
FWeil(ηI , ηI) =
{
ε ∈ AutFq(F
I), ∃(ni)i∈I ∈ ZI , ε
∣∣
(F I)perf
=
∏
i∈I
(Frob{i})
ni
}
.
Comme η ×Spec Fq · · · ×Spec Fq η, muni du morphisme diagonal
∆(η)→ η ×Spec Fq · · · ×Spec Fq η,
est (à la perfectisation près) une limite projective de voisinages étales ∆(η)-
ponctués de ∆(η) dans XI , sp fournit une inclusion
F ⊗Fq · · · ⊗Fq F ⊂ F
I .
En effet F ⊗Fq · · · ⊗Fq F est un anneau intègre : si Y = SpecA est une courbe
affine irréductible sur Fq munie d’un morphisme quasi-fini vers XFq , alors A⊗Fq
· · · ⊗Fq A est intègre car c’est l’anneau des fonctions sur la variété irréductible
Y ×Fq · · · ×Fq Y , et F ⊗Fq · · · ⊗Fq F est la limite inductive de tels anneaux.
Par restriction des automorphismes, on obtient donc un morphisme surjectif
FWeil(ηI , ηI)→
(
Weil(η, η)
)I
(8.3)
(dépendant du choix de sp). Il rend plus explicite l’équivalence de catégories du
corollaire 8.13 : bien que ce morphisme ne soit pas injectif lorsque ♯I > 1, les
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deux groupes ont le même complété profini π1(η, η)
I (à strictement parler cette
assertion est équivalente au corollaire 8.13 pour les faisceaux de torsion ou si on
néglige les conditions avec U et Ω).
SoitW une représentation de dimension finie de (Ĝ)I . On a une action naturelle
de FWeil(ηI , ηI) sur lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
qui réunit l’action de π1(η
I , ηI) et celle des
morphismes de Frobenius partiels. Cependant on ne peut pas appliquer le lemme
de Drinfeld à cet espace vectoriel parce qu’il est de dimension infinie et d’autre
part on ne peut pas appliquer le lemme de Drinfeld à H0,≤µ,EN,I,W parce que l’action
des morphismes de Frobenius partiels augmente µ.
Il y a une équivalence entre
— les sous-OE-faisceaux constructibles de lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
stables par l’action
des morphismes de Frobenius partiels,
— les sous-OE-modules de type fini de lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
stabilisés par l’action de
FWeil(ηI , ηI)
et à de tels objets on peut appliquer le lemme de Drinfeld, c’est-à-dire que l’action
de FWeil(ηI , ηI) se factorise à travers π1(η, η)
I .
Pour pouvoir appliquer le lemme de Drinfeld, on va définir un sous-espace(
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
et montrer qu’il est une limite inductive de sous-OE-modules
de type fini stabilisés par FWeil(ηI , ηI). Par le lemme de Drinfeld, l’action de
FWeil(ηI , ηI) sur
(
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
se factorisera à travers π1(η, η)
I .
Définition 8.19. Soit x un point géométrique de (X r N)I . On dit qu’un élé-
ment de lim−→µH
0,≤µ,E
N,I,W
∣∣∣
x
est Hecke-fini s’il satisfait l’une des conditions équivalentes
suivantes
— il appartient à un sous-OE-module M de type fini de lim−→µH
0,≤µ,E
N,I,W
∣∣∣
x
qui est
stable par T (f) pour tout f ∈ Cc(KN\G(A)/KN ,OE),
— il vérifie la même condition, et en plus M est stable par π1(x, x).
On note
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
x
)Hf
l’ensemble de tous les éléments Hecke-finis. C’est un
sous-E-espace vectoriel de lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
x
qui est stable par π1(x, x).
Remarque 8.20. En pratique on appliquera cette définition en des points géo-
métriques x dont l’image sur chaque copie de X r N est générique, et dans ce
cas la définition ne nécessite pas de connaître l’extension des opérateurs de Hecke
T (f) à (X rN)I tout entier construite dans le corollaire 6.5.
On remarque que
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
x
)Hf
est stable par Cc(KN\G(A)/KN , E).
Comme les morphismes de création et d’annihilation commutent avec les opé-
rateurs de Hecke, ils preservent les sous-espaces Hecke-finis.
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Si x et y sont deux point géométriques de (XrN)I et sp : x→ y est une flèche
de spécialisation, l’homomorphisme de spécialisation
sp∗ : lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
y
→ lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
x
envoie
(
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
y
)Hf
dans
(
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
x
)Hf
(parce que les opérateurs de
Hecke sont des morphismes de faisceaux donc commutent avec sp∗).
Les sous-espaces Hecke-finis sont également stables sous l’action des
morphismes de Frobenius partiels : on a
F{i}
((
lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
Frob{i}(x)
)Hf)
⊂
(
lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
x
)Hf
.
Ainsi, dans le cas particulier où x = ηI ,(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
⊂ lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
est une sous-représentation de FWeil(ηI , ηI).
On commence par étudier le cas où I = ∅ et W = 1. D’après la proposi-
tion 2.6 d) (extraite de la proposition 2.16 de [Var04]) Cht
({0})
N,∅,1 /Ξ est égal au
champ constant BunG,N(Fq) sur η∅ = Spec(Fq). Donc
lim−→
µ
H
0,≤µ,E
N,∅,1
∣∣∣
Fq
= Cc(BunG,N(Fq)/Ξ, E),
où la restriction à Fq dans le membre de gauche a un sens car H
0,≤µ,E
N,∅,1 est un
faisceau (au demeurant trivial) sur η∅ = Fq.
Le cas où I est un singleton et W = 1 est essentiellement le même car on a un
isomorphisme
Cht
({0})
N,{0},1 /Ξ =
(
Cht
({0})
N,∅,1 /Ξ
)
×Fq (X rN)(8.4)
(qui est à l’origine de l’isomorphisme de coalescence associé à ζ∅ : ∅ → {0}). Par
conséquent
lim
−→
µ
H
0,≤µ,E
N,{0},1
∣∣∣
η
= Cc(BunG,N(Fq)/Ξ, E)
et le faisceau H0,≤µ,EN,{0},1 est en fait constant sur X rN .
Remarque 8.21. On a une inclusion évidente
G(F )\G(A)/KNΞ ⊂ BunG,N(Fq)/Ξ(8.5)
dont l’image est formée exactement par les G-torseurs localement triviaux pour
la topologie de Zariski. On rappellera dans le chapitre 12 que si G est un groupe
réductif général (non nécessairement déployé), BunG,N(Fq)/Ξ est une réunion
finie, indexée par ker1(F,G), de tels quotients adéliques pour certaines formes
intérieures de G (ce qui donne un sens à la notion de fonction cuspidale). Quand
G est déployé il s’avère que (8.5) est une bijection car d’après Kottwitz [Kot84,
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Kot86] (et le théorème 2.6.1 de Nguyen Quoc Thang [NQT11] pour l’adaptation
en caractéristique p), ker1(F,G) est le dual de ker1(F, ZĜ(Qℓ)), qui est nul par le
théorème de Tchebotarev dès lors que Gal(F/F ) agit trivialement sur ZĜ. Nous
utilisons ce fait de façon extrêmement superficielle : cela nous a permis d’écrire
G(F )\G(A)/KNΞ à la place de BunG,N(Fq)/Ξ dans le théorème 0.1, et de rendre
ainsi l’introduction plus accessible.
Notation 8.22. Une fonction f ∈ Cc(G(F )\G(A)/KNΞ, E) est dite cuspidale
si pour tout parabolique P ( G, de Levi M et de radical unipotent U ,
le terme constant fP : g 7→
∫
U(F )\U(A) f(ug) est nul comme fonction sur
U(A)M(F )\G(A)/KNΞ. On rappelle que Ccuspc (G(F )\G(A)/KNΞ, E) est
un E-espace vectoriel de dimension finie (voir les références après (12.3))
et stable par T (f) pour f ∈ Cc(KN\G(A)/KN , E). Grâce à l’égalité
BunG,N(Fq)/Ξ = G(F )\G(A)/KNΞ on note Ccuspc (BunG,N(Fq)/Ξ, E) comme
Ccuspc (G(F )\G(A)/KNΞ, E) (plus généralement pour un groupe non déployé, on
fera de même en utilisant la somme finie indexée par des formes intérieures de
G).
Proposition 8.23. L’espace des fonctions cuspidales Ccuspc (BunG,N(Fq)/Ξ, E)
est exactement le sous-espace
(
lim−→µH
0,≤µ,E
N,∅,1
∣∣∣
Fq
)Hf
des fonctions Hecke-finies de
Cc(BunG,N(Fq)/Ξ, E).
Démonstration. On montre d’abord que toute fonction cuspidale est Hecke-
finie. On pose
Ccuspc (BunG,N(Fq)/Ξ,OE) = C
cusp
c (BunG,N(Fq)/Ξ, E) ∩ Cc(BunG,N(Fq)/Ξ,OE).
Alors Ccuspc (BunG,N(Fq)/Ξ,OE) est un sous-OE-module de type fini. Il est stable
par tous les opérateurs T (f) pour f ∈ Cc(KN\G(A)/KN ,OE) car c’est le cas de
Ccuspc (BunG,N(Fq)/Ξ, E) et de Cc(BunG,N(Fq)/Ξ,OE).
Il reste à montrer que toute fonction Hecke-finie est cuspidale. Cela résulte du
lemme suivant. 
Lemme 8.24. Soit v ∈ |X| r |N | et H un sous-espace de dimension finie de
Cc(BunG,N(Fq)/Ξ, E), stable par tous les opérateurs de Hecke en v. Alors H est
inclus dans Ccuspc (BunG,N(Fq)/Ξ, E).
Dans ce lemme et le suivant, l’hypothèse de Hecke-finitude (en v) est au sens
E-linéaire, ce qui est évidemment plus faible qu’au sens OE-linéaire, mais suffit
pour entraîner la cuspidalité.
Démonstration. D’après la remarque 8.21 il suffit de montrer le résultat pour
le quotient adélique G(F )\G(A)/KNΞ. Le lemme résulte alors du lemme suivant,
qui servira de nouveau lorsqu’on étudiera le cas où G n’est pas déployé. En fait
il est inutilement compliqué d’invoquer la remarque 8.21 car il suffirait de dire
que BunG,N(Fq) est une réunion finie de quotients adéliques pour des formes
intérieures de G et d’appliquer le lemme suivant à chacun d’entre eux. 
Lemme 8.25. Soit G un groupe réductif sur F et soit KN =
∏
v∈|X|KN,v un
sous-groupe ouvert compact de G(A). On note ZG le centre de G. Soit Ξ un
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réseau dans ZG(A)/ZG(F ). Soit v une place où G est déployé et KN,v = G(Ov).
Soit H ⊂ Cc(G(F )\G(A)/KNΞ, E) un sous-espace vectoriel de dimension finie.
On suppose que H est stable par tous les opérateurs de Hecke en v. Alors H est
inclus dans Ccuspc (G(F )\G(A)/KNΞ, E).
Démonstration. On raisonne par l’absurde et on suppose que H n’est pas in-
clus dans Ccuspc (G(F )\G(A)/KNΞ, E). Il existe alors un parabolique P ( G, de
radical unipotent U , tel que le terme constant fP : g 7→
∫
U(F )\U(A) f(ug) ne s’an-
nule pas identiquement pour f ∈ H . Soit M un sous-groupe de Levi de P . On
rappelle que pour tout f ∈ H , fP est une fonction localement constante sur
U(A)M(F )\G(A)/KNΞ. Soit S le tore déployé maximal de la partie connexe du
centre ZM de M . D’après (i) de la proposition 20.6 de [Bor91],M est égal au cen-
tralisateur de S dans G et d’après la preuve de cette assertion il existe Gm ⊂ S
agissant sur Lie(U) par des caractères strictement positifs. On fixe un élément
de F ∗v de norme > 1 et on note a ∈ S(Fv) son image par l’inclusion ci-dessus.
Il en résulte que pour tout caractère χ : S → Gm apparaissant dans l’action de
S sur Lie(U) la norme de χ(a) ∈ F ∗v est > 1. Par conséquent la conjugaison par
a−1 contracte U(Fv) (au sens où pour tout compact W ⊂ U(Fv) et tout ouvert
V ⊂ U(Fv) contenant 1, on a a
−nWan ⊂ V pour n assez grand). On en déduit
que pour tout g ∈ G(A) il existe n0 ∈ Z tel que pour tout f ∈ H et pour tout
n ≥ n0, fP (a
ng) = f(ang). En effet on fixe un domaine fondamental compact
U =
∏
w Uw pour l’action de U(F ) sur U(A), tel que, pour tout w 6= v, Uw est un
sous-groupe ouvert compact de U(Fw) inclus dans gKN,wg
−1. Alors pour n assez
grand on a a−nUva
n ⊂ gKN,vg
−1, et donc a−nUan ⊂ gKNg
−1. En notant du la
mesure sur U provenant de la mesure de Haar sur U(F )\U(A), on a donc
fP (a
ng) =
∫
u∈U
f(uang)du =
∫
u∈U
f(ang(g−1a−nuang))du = f(ang)
où la dernière égalité résulte du fait que f est invariante à droite par KN .
Comme tout f ∈ H est à support compact (c’est-à-dire à support fini) sur
G(F )\G(A)/KNΞ et que H est de dimension finie, il existe n0 ∈ Z tel que pour
tout f ∈ H et pour tout n ≥ n0, f(a
ng) = 0. En effet quand n tend vers l’infini
ang sort de toute partie finie de G(F )\G(A)/KNΞ. En effet, quitte à augmenter
N il suffit de le montrer pour g = 1. On fixe un plongement ι : Gad →֒ SLr.
Comme Gm ⊂ S agit non trivialement par conjugaison il n’est pas inclus dans
ZG, donc, à un quotient près par un µm, il se plonge dans SLr. Par conséquent le
point de BunSLr(Fq) associé à ι(a
n) sort de toute partie finie quand n tend vers
l’infini (car le polygône de Harder-Narasimhan associé sort de tout ensemble fini
de polygônes de Harder-Narasimhan).
On déduit des deux faits précédents que, pour tout g ∈ G(A), il existe n0 ∈ Z
tel que pour tout f ∈ H et pour tout n ≥ n0, fP (a
ng) = 0.
On a une action naturelle de M(A) sur U(A)\G(A)/KN par translation à
gauche. Donc il existe un point g1 ∈ U(A)\G(A)/KN de stabilisateur K ′ (sous-
groupe ouvert compact de M(A)) tel que la restriction f ′P de fP à la M(A)-orbite
passant par ce point, c’est-à-dire à l’image de l’inclusion
M(F )\M(A)/K ′Ξ ⊂ U(A)M(F )\G(A)/KNΞ, m 7→ mg1,
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soit non identiquement nulle pour au moins un f ∈ H . On a
U(A)\G(A)/KN =
∏
w
U(Fw)\G(Fw)/KN,w
et le facteur en w = v est égal à M(Fv)/M(Ov), donc quitte à multiplier g1 à
gauche par un élément de M(Fv) on peut supposer que K
′ contient M(Ov), ce
que l’on fait désormais. On fixe un tel g1 et on le relève en g1 ∈ G(A).
On sait que l’algèbre de Hecke sphérique pourM en v est un module de type fini
sur l’algèbre de Hecke sphérique pour G en v (par exemple parce que l’anneau des
représentations de M̂ est un module de type fini sur l’anneau des représentations
de Ĝ). Donc la Hecke-finitude pour G en v implique la Hecke-finitude pourM en v
et donc l’espace des f ′P pour f ∈ H peut être inclus dans un sous-espace de dimen-
sion finie de C(M(F )\M(A)/K ′Ξ, E) stable par Cc(M(Ov)\M(Fv)/M(Ov), E).
Ces opérateurs de Hecke contiennent comme cas particuliers les translations par
ZM(Fv)/ZM(Ov), et donc en particulier par S(Fv)/S(Ov).
Soit m1 ∈ M(A) tel qu’il existe f ∈ H tel que f ′P (m1) ne soit pas nul. Pour
tout f ∈ H , on note f ′′P la fonction n 7→ f
′
P (a
nm1) = fP (a
nm1g1) qui appartient
donc à l’espace C−(Z, E) des fonctions k : Z → E telles que k(n) = 0 pour
n assez grand. Sur C−(Z, E) on a l’opérateur de translation T tel que T (f) :
n 7→ f(n + 1). L’image de H par f 7→ f ′′P est donc un sous-E-espace non nul de
C−(Z, E) et on sait qu’il peut être inclus dans un sous-E-espace de dimension
finie stable par T . On aboutit à une contradiction car pour tout élément non nul
k ∈ C−(Z, E) on montre (en considérant le maximum de son support) que les
T n(k) pour n ∈ Z sont linéairement indépendants et engendrent donc un espace
vectoriel de dimension infinie. 
Remarque 8.26. En fait fP et f ′P sont supportés sur les composantes indexées
par un translaté d’un cône dans le dual du réseau des caractères de M/ZG, qui
s’identifie (après tensorisation par Q) au réseau des cocaractères de S/ZG. Ce
cône est engendré par les opposées des projections des coracines associées à U sur
le réseau des cocaractères de S/ZG (tensorisé par Q). Lorsque G est déployé cela
est montré dans le lemme 5.3.1 de [Wan16].
La proposition suivante jouera un rôle crucial dans la construction des opéra-
teurs d’excursion qui sera l’objet du prochain chapitre.
On a vu que le E-espace vectoriel
(
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
est stable sous l’action
de π1(η
I , ηI) et des morphismes de Frobenius partiels. Autrement dit il est stable
sous l’action de FWeil(ηI , ηI).
Proposition 8.27. L’action de FWeil(ηI , ηI) sur
(
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
se facto-
rise (de façon unique) à travers (π1(η, η))
I.
De plus tout sous-OE-module M de type fini de
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
est in-
clus dans un sous-OE-module M˜ de type fini stable par (π1(η, η))
I (ou de façon
équivalente stable par π1(η
I , ηI) et par les morphismes de Frobenius partiels) et
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l’action de (π1(η, η))
I sur M˜ se factorise à travers (π1(U, η))
I pour un ouvert
dense U ⊂ X (dépendant a priori de M˜, donc de M).
Remarque 8.28. On peut exprimer cette action de (π1(η, η))I sur M˜ de façon
plus géométrique : il existe
— un object (E, (F{i})i∈I) de la catégorie C(U, I,OE) définie dans le lemme 8.2,
— un copoids dominant µ1, un ouvert dense Ω1 ⊂ U
I sur lequel H0,≤µ1,EN,I,W est
lisse, et une injection ι1 : E
∣∣
Ω1
→֒ H0,≤µ1,EN,I,W
∣∣∣
Ω1
de OE-faisceaux lisses sur Ω1,
tels que
— ι1
∣∣
ηI
est compatible avec l’action des morphismes de Frobenius partiels sur
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
— ι1
∣∣
ηI
: E
∣∣
ηI
→ lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
est une injection de OE-modules, dont l’image
est M˜,
— l’action de (π1(U, η))
I sur E
∣∣
ηI
(et donc sur M˜ par l’intermédiaire de ι1
∣∣
ηI
)
se déduit de l’équivalence de categories du corollaire 8.13.
On ne sait pas si l’on peut espérer que ci-dessus on puisse avoir Ω1 = U
I . Heu-
reusement on n’en a pas besoin.
Remarque 8.29. Dans [Xue17], Cong Xue a montré que
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
est de dimension finie, mais la preuve est difficile (et écrite seulement pour G
déployé) et on ne l’utilise pas dans cet article.
Démonstration de la proposition 8.27. Il suffit de montrer l’énoncé pour W
irréductible. On écrit W = ⊠i∈IWi.
On fixe κ assez grand (en fonction de W ) pour que l’action des morphismes de
Frobenius partiels soit donnée par des morphismes
F{i} : Frob
∗
{i}(H
0,≤µ,E
N,I,W )→ H
0,≤µ+κ,E
N,I,W(8.6)
de E-faisceaux constructibles sur (X rN)I , pour tout µ.
Soit M un sous-OE-module de type fini de lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
, stable par π1(η
I , ηI)
et Cc(KN\G(A)/KN ,OE). Comme M est de type fini, il existe µ˘ tel que M est
inclus dans l’image de H0,≤µ˘,EN,I,W
∣∣∣
ηI
dans lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
. On choisit µ0 ≥ µ˘ assez
grand pour que cette image soit égale à l’image de H0,≤µ˘,EN,I,W
∣∣∣
ηI
dans H0,≤µ0,EN,I,W
∣∣∣
ηI
.
Alors M est canoniquement un sous-OE-module de H
0,≤µ0,E
N,I,W
∣∣∣
ηI
. On note G le
sous-OE-faisceau (sur η
I) de H0,≤µ0,EN,I,W
∣∣∣
ηI
tel que G
∣∣
ηI
= M. Alors, pour tout
(ni)i∈I ∈ NI , ∏
i∈I
F ni{i}
(
(
∏
i∈I
Frobni{i})
∗(G)
)
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est un sous-OE-faisceau de H
0,≤µ0+(
∑
i∈I ni)κ,E
N,I,W
∣∣∣
ηI
.
Soit M˜ la somme sur (ni)i∈I ∈ NI des sous-OE-représentations de π1(ηI , ηI)
dans le E-espace vectoriel lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
données par les
(∏
i∈I
F ni{i}
(
(
∏
i∈I
Frobni{i})
∗(G)
))∣∣∣∣∣
ηI
.
Lemme 8.30. Le OE-module M˜ est de type fini et est réalisé comme un sous-
OE-module de H
0,≤µ˜0,E
N,I,W
∣∣∣
ηI
pour µ˜0 assez grand. De plus le sous-OE-faisceau G˜ de
H
0,≤µ˜0,E
N,I,W
∣∣∣
ηI
tel que G˜
∣∣∣
ηI
= M˜ est stable par l’action des morphismes de Frobe-
nius partiels dans lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
, et les F{i} : Frob
∗
{i}(G˜) → G˜ sont des isomor-
phismes.
Démonstration du lemme 8.30. Il suffit de montrer que M˜ est de type fini
comme OE-module. En effet la stabilité de G˜ par les actions des morphismes de
Frobenius partiels vient de la construction même de M˜ et les F{i} : Frob
∗
{i}(G˜)→
G˜ sont alors des isomorphismes car leur produit dans n’importe quel ordre est
l’action du morphisme de Frobenius global.
Il reste donc à montrer que M˜ est de type fini. Soit µ0 comme ci-dessus, c’est-
à-dire tel que G se réalise comme un sous-OE-faisceau de H
0,≤µ0,E
N,I,W
∣∣∣
ηI
. Soit Ω0
un ouvert non vide de (X r N)I sur lequel H0,≤µ0,EN,I,W est lisse. On prolonge G de
manière unique en un sous-OE-faisceau de H
0,≤µ0,E
N,I,W
∣∣∣
Ω0
, que l’on note encore G,
et qui est donc un OE-faisceau lisse constructible sur Ω0 tel que G
∣∣
ηI
= M.
Pour toute famille (vi)i∈I de points fermés de X r N , on note ×i∈Ivi leur
produit, qui est une réunion finie de points fermés de (X r N)I . Par récurrence
sur ♯I on montre que tout ouvert dense de XI contient un tel produit ×i∈Ivi. On
fixe (vi)i∈I tel que ×i∈Ivi soit inclus dans Ω0.
Soit i ∈ I. D’après la relation d’Eichler-Shimura en vi (proposition 7.1), on a
dimWi∑
α=0
(−1)α(F
deg(vi)
{i} )
α ◦ SΛdimWi−αWi,vi = 0 dans End
(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
×i∈Ivi
)
.
Par conséquent
(F
deg(vi)
{i} )
dimWi(G
∣∣
×i∈Ivi
) ⊂
dimWi−1∑
α=0
(F
deg(vi)
{i} )
α(SΛdimWi−αWi,vi(G
∣∣
×i∈Ivi
))(8.7)
dans lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
×i∈Ivi
. On va voir que grâce à la lissité de G sur Ω0 cette inclu-
sion se propage à ηI .
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On choisit un point géométrique ×i∈Ivi au-dessus d’un des points fermés de
×i∈Ivi et une flèche de spécialisation spv,I de η
I vers ×i∈Ivi. Pour tout n ∈ N,
la lissité de G sur Ω0 implique la lissité de (Frob
n
{i})
∗G sur (Frobn{i})
−1(Ω0) qui
contient aussi le produit ×i∈Ivi, et donc
sp∗v,I : (Frob
n
{i})
∗G
∣∣
×i∈Ivi
→ (Frobn{i})
∗G
∣∣
ηI
est bijectif.(8.8)
En prenant la fibre en ×i∈Ivi, il résulte de (8.7) que
(F
deg(vi)
{i} )
dimWi((Frob
deg(vi) dimWi
{i} )
∗G
∣∣∣
×i∈Ivi
)(8.9)
⊂
dimWi−1∑
α=0
(F
deg(vi)
{i} )
α
(
(Frob
deg(vi)α
{i} )
∗
(
SΛdimWi−αWi,vi(G)
)∣∣∣
×i∈Ivi
)
dans lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
×i∈Ivi
. Comme F{i} et SΛdimWi−α sont des morphismes de fais-
ceaux, ils commutent avec sp∗v,I . En appliquant (8.8) à n = deg(vi) dim(Wi) on
obtient
(F
deg(vi)
{i} )
dimWi
(
(Frob
deg(vi) dimWi
{i} )
∗G
∣∣∣
ηI
)
⊂
dimWi−1∑
α=0
(F
deg(vi)
{i} )
α
(
(Frob
deg(vi)α
{i} )
∗(SΛdimWi−αWi,vi(G))
∣∣∣
ηI
)
dans lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
. Par l’hypothèse et la proposition 6.2, M et donc G
∣∣
ηI
sont
stables par les morphismes SΛdimWi−αWi,vi, puisque
hΛdimWi−αWi,vi ∈ Cc(G(Ovi)\G(Fvi)/G(Ovi),OE) ⊂ Cc(KN\G(A)/KN ,OE).
On en déduit immédiatement
(F
deg(vi)
{i} )
dimWi
(
(Frob
deg(vi) dimWi
{i} )
∗G
∣∣∣
ηI
)
⊂
dimWi−1∑
α=0
(F
deg(vi)
{i} )
α
(
(Frob
deg(vi)α
{i} )
∗G
∣∣∣
ηI
)
dans lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
. Il en résulte que
M˜ =
∑
(ni)i∈I∈
∏
i∈I{0,...,deg(vi) dim(Wi)−1}
∏
i∈I
F ni{i}
(∏
i∈I
(Frobni{i})
∗(G)
∣∣∣∣∣
ηI
)
et donc M˜ est un sous-OE-module de type fini de lim−→µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
, in-
clus dans l’image de H
0,≤µ0+(
∑
i∈I(deg(vi) dimWi−1))κ,E
N,I,W
∣∣∣
ηI
(et stable par
Cc(KN\G(A)/KN ,OE)). 
Fin de la démonstration de la proposition 8.27. D’après le lemme 8.30 il
existe µ˜0, un ouvert Ω˜0 ⊂ X
I tel que H0,≤µ˜0,EN,I,W
∣∣∣
Ω˜0
soit lisse sur Ω˜0, et G˜ s’étend
en un sous-OE-faisceau lisse sur Ω˜0 tel que G˜
∣∣∣
ηI
= M˜. De plus G˜ est muni d’une
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action des morphismes de Frobenius partiels, plus précisément pour tout i on a
un isomorphisme
F{i} : Frob
∗
{i}(G˜)
∣∣∣
Ω˜0∩Frob
−1
{i}
(Ω˜0)
→ G˜
∣∣∣
Ω˜0∩Frob
−1
{i}
(Ω˜0)
compatible avec l’action des morphismes de Frobenius partiels sur lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
.
Le lemme 8.12 implique qu’il existe un ouvert dense U ⊂ X r N tel que
(G˜, (F{i})i∈I) s’étende à U
I et fournisse un objet de la catégorie C(U, I,OE). Le
corollaire 8.13 fournit alors l’action de π1(U, η)
I sur M˜ = G˜
∣∣∣
ηI
. 
Proposition 8.31. L’image de l’homomorphisme de spécialisation
sp∗ : lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
→ lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
(8.10)
contient
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
.
Démonstration de la proposition 8.31. D’après la proposition 8.27,(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
est la réunion de sous-OE-modules M = G
∣∣
ηI
où G est
un sous-OE-faisceau constructible de lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
stable sous l’action des
morphismes de Frobenius partiels (pour éviter toute confusion on signale que
les M comme ci-dessus étaient notés M˜ dans l’énoncé de la proposition 8.27).
Il suffit donc de montrer qu’un tel M est inclus dans l’image de (8.10). Soit
µ0 assez grand pour que G soit un sous-OE-faisceau de H
0,≤µ0,E
N,I,W
∣∣∣
ηI
. Soit Ω0
un ouvert dense de XI tel que H0,≤µ0,EN,I,W
∣∣∣
Ω0
soit lisse. Alors G se prolonge en
un sous-OE-faisceau lisse de H
0,≤µ0,E
N,I,W
∣∣∣
Ω0
. D’après le lemme 9.2.1 de [Lau04]
(dont l’argument a été rappelé dans la preuve du lemme 8.12), l’ensemble des(∏
i∈I Frob
ni
{i}
)
(∆(η)) pour (ni)i∈I ∈ NI est Zariski dense dans XI . Il existe donc
(ni)i∈I ∈ NI tel que
(∏
i∈I Frob
ni
{i}
)
(∆(η)) appartienne à Ω0.
Alors G
∣∣(∏
i∈I Frob
ni
{i}
)
(ηI )
est inclus dans l’image de
s˜p
∗
: lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣(∏
i∈I Frob
ni
{i}
)
(∆(η))
→ lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣(∏
i∈I Frob
ni
{i}
)
(ηI )
(8.11)
pour toute flèche de spécialisation
s˜p :
(∏
i∈I
Frobni{i}
)
(ηI)→
(∏
i∈I
Frobni{i}
)
(∆(η)).
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On prend pour s˜p l’image de sp par
∏
i∈I Frob
ni
{i}. D’où le diagramme commutatif
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
(
∏
Frob)(∆(η))
∏
i∈I F
ni
{i}

(8.11)
// lim−→µH
0,≤µ,E
N,I,W
∣∣∣
(
∏
Frob)(ηI )
∏
i∈I F
ni
{i}

G
∣∣
(
∏
Frob)(ηI )
? _oo
≀

lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
(8.10)
// lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
G
∣∣
ηI
? _oo
où (
∏
Frob) est un raccourci pour
∏
i∈I Frob
ni
{i}. La bijectivité de la flèche verticale
la plus à droite vient du fait que G est stable par l’action des morphismes de
Frobenius partiels. On conclut que M = G
∣∣
ηI
est inclus dans l’image de (8.10).

Proposition 8.32. L’homomorphisme de spécialisation
sp∗ : lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
→ lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
(8.12)
est injectif.
Démonstration. Soit a dans le noyau de (8.12). On choisit µ0 et
a˜ ∈ H0,≤µ0,EN,I,W
∣∣∣
∆(η)
tels que a soit l’image de a˜ dans lim−→µH
0,≤µ,E
N,I,W
∣∣∣
∆(η)
. Soit Ω0
un ouvert dense de X r N sur lequel ∆∗
(
H
0,≤µ0,E
N,I,W
)
est lisse. Soit v ∈ |Ω0|.
On pose d = deg(v) pour raccourcir les formules. Soit v un point géométrique
au-dessus de v. Soit spv : η → v une flèche de spécialisation. On note encore
spv : ∆(η) → ∆(v) la flèche de spécialisation qui s’en déduit. Grâce à la lissité
de ∆∗
(
H
0,≤µ0,E
N,I,W
)
sur Ω0 on possède un unique élément b˜ ∈ H
0,≤µ0,E
N,I,W
∣∣∣
∆(v)
tel que
a˜ = sp∗v (˜b). On note b l’image de b˜ dans lim−→µH
0,≤µ,E
N,I,W
∣∣∣
∆(v)
, de sorte que a est
l’image de b par
sp∗v : lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(v)
→ lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
.
L’action des morphismes de Frobenius partiels fournit pour tout µ et pour tout
(ni)i∈I ∈ NI un morphisme de faisceaux sur (X rN)I∏
i∈I
F dni{i} : (
∏
i∈I
Frobdni{i} )
∗(H0,≤µ,EN,I,W )→ H
0,≤µ+κ(
∑
ni),E
N,I,W(8.13)
avec κ assez grand en fonction de W et de d. Comme
∏
i∈I Frob
dni
{i} agit triviale-
ment sur ∆(v),
∏
i∈I F
dni
{i} agit sur lim−→µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(v)
.
Pour tout (ni)i∈I ∈ NI on note
b(ni)i∈I =
∏
i∈I
F dni{i} (b) ∈ lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(v)
.
En particulier b(0)i∈I = b.
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On pose
a(ni)i∈I = sp
∗
v(b(ni)i∈I ) ∈ lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
,(8.14)
de sorte que a(0)i∈I = a.
La suite a(ni)i∈I vérifie les deux propriétés énoncées dans le lemme suivant. La
première affirme que cette suite est “multirécurrente”, c’est-à-dire récurrente en
chaque variable ni, et la seconde implique qu’elle est “presque partout” nulle. On
déduira aisément de la conjonction des deux propriétés que cette suite est partout
nulle, et donc en particulier que a = a(0)i∈I est nul.
Pour énoncer la seconde propriété on remarque que sp∗(sp∗v(b)) = sp
∗(a) = 0
dans lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
. Donc il existe µ1 ≥ µ0 tel que sp
∗(sp∗v (˜b)) ∈ H
0,≤µ0,E
N,I,W
∣∣∣
ηI
ait
une image nulle dans H0,≤µ1,EN,I,W
∣∣∣
ηI
. Autrement dit en notant b̂ l’image de b˜ dans
H
0,≤µ1,E
N,I,W
∣∣∣
∆(v)
, on a sp∗(sp∗v (̂b)) = 0 dans H
0,≤µ1,E
N,I,W
∣∣∣
ηI
. Soit Ω1 ⊂ (X r N)I un
ouvert dense sur lequel H0,≤µ1,EN,I,W est lisse.
Lemme 8.33. a) Pour tout j ∈ I et pour tout (ni)i∈I ∈ NI ,
dimWj∑
α=0
(−1)αSΛdimWj−αWj ,v(a(ni+αδi,j)i∈I ) = 0(8.15)
dans lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
.
b) Pour tout (ni)i∈I ∈ NI tel que
∏
i∈I Frob
dni
{i} (∆(η)) ∈ Ω1, on a a(ni)i∈I = 0
dans lim−→µH
0,≤µ,E
N,I,W
∣∣∣
∆(η)
.
Démonstration de a). Les b(ni)i∈I satisfont une relation identique à (8.15)
(dans lim−→µH
0,≤µ,E
N,I,W
∣∣∣
∆(v)
), à savoir la relation d’Eichler-Shimura en la patte j (pro-
position 7.1). Alors (8.15) s’obtient en appliquant sp∗v à cette relation (ce qui est
légitime puisque les SΛdimWj−αWj ,v sont des morphismes de faisceaux). 
Démonstration de b). Soit (ni)i∈I satisfaisant l’hypothèse de b). Comme (8.13)
est un morphisme de faisceaux sur (X r N)I , on peut intervertir les homomor-
phismes de spécialisation et les morphismes de Frobenius partiels. Autrement dit
on a un diagramme commutatif
H
0,≤µ1,E
N,I,W
∣∣∣
∆(v)
= (
∏
i∈I Frob
dni
{i} )
∗(H0,≤µ1,EN,I,W )
∣∣∣
∆(v)
sp∗
v,(ni)i∈I

∏
i∈I F
dni
{i} // lim−→µH
0,≤µ,E
N,I,W
∣∣∣
∆(v)
sp∗v

(
∏
i∈I Frob
dni
{i} )
∗(H0,≤µ1,EN,I,W )
∣∣∣
∆(η)
∏
i∈I F
dni
{i} // lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
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où la notation sp∗v,(ni)i∈I indique que l’homomorphisme de spécialisation associé
à la flèche spv : ∆(η) → ∆(v) est appliqué au faisceau (
∏
i∈I Frob
dni
{i} )
∗(H0,≤µ1,EN,I,W )
(et non pas à H0,≤µ1,EN,I,W ). Le diagramme précédent donne lieu à
b̂❴
sp∗
v,(ni)i∈I

✤
∏
i∈I F
dni
{i} // b(ni)i∈I❴
sp∗v

sp∗v,(ni)i∈I (̂b)
✤
∏
i∈I F
dni
{i} // a(ni)i∈I
Donc pour montrer a(ni)i∈I = 0 (et terminer ainsi la preuve de b)) il suffit de
montrer que
sp∗v,(ni)i∈I (̂b) ∈ H
0,≤µ1,E
N,I,W
∣∣∣
(
∏
i∈I Frob
dni
{i}
)(∆(η))
= (
∏
i∈I
Frobdni{i} )
∗(H0,≤µ1,EN,I,W )
∣∣∣∣∣
∆(η)
(8.16)
est nul. Or (8.16) peut aussi être considéré comme l’image de b̂ par un homomor-
phisme de spécialisation pour le faisceau H0,≤µ1,EN,I,W mais associé à une flèche de
spécialisation (
∏
i∈I Frob
dni
{i} )(∆(η))→ ∆(v). On en déduit que (8.16) est nul car
—
∏
i∈I Frob
dni
{i} (∆(η)) appartient à Ω1 par hypothèse
— pour tout point géométrique x de Ω1 et toute flèche de spécialisation spx :
x→ ∆(v), sp∗x(̂b) s’annule dans H
0,≤µ1,E
N,I,W
∣∣∣
x
.
Cette dernière assertion résulte du fait que H0,≤µ1,EN,I,W est lisse sur Ω1 et que l’image
de b̂ par tout homomorphisme de spécialisation vers H0,≤µ1,EN,I,W
∣∣∣
ηI
est nulle (puisque
c’est le cas de sp∗(sp∗v (̂b)) et que π1(η
I , ηI) agit transitivement sur les flèches de
spécialisation de ηI vers ∆(v)). 
Fin de la démonstration de la proposition 8.32. Comme
∏
i∈I Frob{i} est
le Frobenius total,
∏
i∈I F
dn
{i} agit de façon bijective sur lim−→µH
0,≤µ,E
N,I,W
∣∣∣
∆(η)
et envoie
a(ni)i∈I sur a(ni+n)i∈I . De ceci et du a) du lemme 8.33 on déduit facilement que
pour montrer que a = a(0)i∈I est nul (et même que toute la suite a(ni)i∈I est nulle)
il suffit de trouver (ni)i∈I ∈ NI tel que
a(ni+αi)i∈I = 0 pour tout (αi)i∈I ∈
∏
i∈I
{0, ..., dimWi − 1}.
Or cela est possible d’après le b) du lemme 8.33, car on peut trouver (ni)i∈I ∈ NI
tel que∏
i∈I
Frob
d(ni+αi)
{i} (∆(η)) ∈ Ω1 pour tout (αi)i∈I ∈
∏
i∈I
{0, ..., dimWi − 1}.
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En effet la densité de l’ouvert Ω1 implique la densité de l’ouvert⋂
(αi)i∈I∈
∏
i∈I{0,...,dimWi−1}
(∏
i∈I
Frobdαi{i}
)−1
(Ω1)
et les
∏
i∈I Frob
dni
{i} (∆(η)) sont Zariski-denses lorsque (ni)i∈I parcourt N
I . Ceci
termine la preuve de la proposition 8.32. 
Les propositions 8.31 et 8.32 entraînent le corollaire suivant.
Corollaire 8.34. L’homomorphisme de spécialisation
sp∗ :
(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf
→
(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
(8.17)
est une bijection.
Démonstration. L’injectivité résulte de la proposition 8.32. Voici la preuve de
la surjectivité. Soit c ∈
(
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
. D’après la proposition 8.31 il existe
a ∈ lim−→µH
0,≤µ,E
N,I,W
∣∣∣
∆(η)
tel que sp∗(a) = c. L’injectivité de sp∗ montrée dans la
proposition 8.32 implique que a est Hecke-fini. 
9. Opérateurs d’excursion
Soit I un ensemble fini etW une représentation de (Ĝ)I . Soit x ∈ W et ξ ∈ W ∗
invariants par l’action diagonale de Ĝ. Soit (γi)i∈I ∈ (π1(η, η))
I . On va rappeler
(d’une façon un peu différente) la construction des opérateurs d’excursion
SI,W,x,ξ,(γi)i∈I ∈ EndCc(KN\G(A)/KN ,E)(C
cusp
c (BunG,N(Fq)/Ξ, E))
qui a déjà été expliquée dans l’introduction.
On rappelle que l’on possède le morphisme de création
C♯x : Cc(Bun
≤µ,E
G,N (Fq)/Ξ, E)⊠ EXrN → H
0,≤µ,E
N,I,W
∣∣∣
∆(XrN)
qui est un morphisme de E-faisceaux constructibles sur XrN . En le restreignant
à η et en passant à la limite inductive sur µ on obtient le morphisme
C♯x : Cc(BunG,N(Fq)/Ξ, E)→ lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
.(9.1)
On rappelle que ce morphisme est la composée
Cc(BunG,N(Fq)/Ξ, E) = lim−→
µ
H
0,≤µ,E
N,{0},1
∣∣∣
η
H(x)
−−→ lim−→
µ
H
0,≤µ,E
N,{0},W ζI
∣∣∣
η
χ−1ζI−−→∼ lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
,
D’après la proposition 8.23 il envoie Ccuspc (BunG,N(Fq)/Ξ, E) dans(
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf
.
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De même on rappelle que l’on possède le morphisme d’annihilation
C♭ξ : H
0,≤µ,E
N,I,W
∣∣∣
∆(XrN)
→ Cc(Bun
≤µ
G,N(Fq)/Ξ, E)⊠ EXrN
qui est un morphisme de E-faisceaux constructibles sur XrN . En le restreignant
à η et en passant à la limite inductive sur µ on obtient le morphisme
C♭ξ : lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
→ Cc(BunG,N(Fq)/Ξ, E).
On rappelle que ce morphisme est la composée
lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
χζI−−→∼ lim−→
µ
H
0,≤µ,E
N,{0},W ζI
∣∣∣
η
H(ξ)
−−→ lim−→
µ
H
0,≤µ,E
N,{0},1
∣∣∣
η
= Cc(BunG,N(Fq)/Ξ, E).
Il envoie
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf
sur Ccuspc ((BunG,N(Fq)/Ξ, E). Enfin, d’après le
corollaire 8.34, on a un isomorphisme
sp∗ :
(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf ∼
→
(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
.(9.2)
On rappelle que la proposition 8.27 munit le membre de droite de (9.2) d’une
action de π1(η, η)
I (dépendant du choix de sp). Dans le lemme 9.4 ci-dessous on
justifiera le fait (déjà expliqué dans l’introduction) que l’action de π1(η, η)
I sur le
membre de gauche de (9.2) qui s’en déduit ne dépend du choix de ηI et sp. Donc
la construction suivante ne dépend pas du choix de ηI et sp.
Définition-Proposition 9.1. On définit l’opérateur d’excursion SI,W,x,ξ,(γi)i∈I
comme la composée
Ccuspc (BunG,N(Fq)/Ξ, E)
C
♯
x−→
(
lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf
(9.3)
sp∗
−→
(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf (γi)i∈I
−−−−→
(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
(sp∗)−1
−−−−→
(
lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf C♭ξ
−→ Ccuspc ((BunG,N(Fq)/Ξ, E).
Alors SI,W,x,ξ,(γi)i∈I appartient à
EndCc(KN\G(A)/KN ,E)
(
Ccuspc (BunG,N(Fq)/Ξ, E)
)
.(9.4)
De plus il existe un ouvert dense U ⊂ X r N (dépendant seulement de I,W et
N) tel que
— SI,W,x,ξ,(γi)i∈I dépend seulement de l’image de (γi)i∈I dans π1(U, η)
I
— (γi)i∈I 7→ SI,W,x,ξ,(γi)i∈I est continu du groupe profini π1(U, η)
I vers la E-
algèbre de dimension finie (9.4) munie de la topologie E-adique.
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Démonstration. L’opérateur SI,W,x,ξ,(γi)i∈I commute avec les opérateurs de
Hecke T (f) pour f ∈ Cc(KN\G(A)/KN , E) car c’est le cas de tous les mor-
phismes apparaissant dans sa définition. Enfin sp∗(C♯x(C
cusp
c (BunG,N(Fq)/Ξ, E)))
est un sous-E-espace vectoriel de dimension finie de
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
, donc
par la proposition 8.27 il existe un ouvert dense U ⊂ X tel que la dernière
assertion soit vérifiée. 
On va donner dans la remarque suivante une caractérisation de SI,W,x,ξ,(γi)i∈I
indépendante du fait que sp∗ est un isomorphisme sur les parties Hecke-finies
(par le corollaire 8.34). Dans la version 4 de cet article sur arXiv (où l’on savait
seulement que l’image sp∗ contenait la partie Hecke-finie) cela était vraiment
utilisé dans la construction de SI,W,x,ξ,(γi)i∈I , alors que maintenant ce n’est plus
qu’une remarque.
Remarque 9.2. Grâce à la remarque 5.4 on a pour tout µ un morphisme de
faisceaux
B
Ξ,E
N,I,W : H
0,≤µ,E
N,I,W ⊗H
0,≤µ,E
N,I,W ∗,θ
→ E(XrN)I .
En particulier il fournit des formes bilinéaires
〈., .〉∆(η) :
(
lim−→
µ
H
0,≤µ,E
N,I,W ∗,θ
∣∣∣
∆(η)
)
⊗
(
lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)
→ E(9.5)
et
〈., .〉ηI :
(
lim−→
µ
H
0,≤µ,E
N,I,W ∗,θ
∣∣∣
ηI
)
⊗
(
lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)
→ E
telles que
〈sp∗(a), sp∗(b)〉
ηI
= 〈a, b〉∆(η) pour a⊗ b dans le membre de gauche de (9.5).
(9.6)
De la même façon que (9.1), on définit
C
♯
ξ : Cc(BunG,N(Fq)/Ξ, E)→ lim−→
µ
H
0,≤µ,E
N,I,W ∗,θ
∣∣∣
∆(η)
.
D’après la remarque 5.4, pour tout
δ ∈ lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
et hˇ ∈ Cc(BunG,N(Fq)/Ξ, E),
on a
〈C♯ξ(hˇ), δ〉∆(η) =
∫
BunG,N (Fq)/Ξ
hˇC♭ξ(δ).(9.7)
Soit x ∈ W et ξ ∈ W ∗ invariants par l’action diagonale de Ĝ,
(γi)i∈I ∈ (π1(η, η))
I , h ∈ Ccuspc (BunG,N(Fq)/Ξ, E) et hˇ ∈ Cc(BunG,N(Fq)/Ξ, E).
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Alors ∫
BunG,N (Fq)/Ξ
hˇSI,W,x,ξ,(γi)i∈I (h)(9.8)
(9.3)
=
∫
BunG,N (Fq)/Ξ
hˇ
(
C♭ξ
(
(sp∗)−1((γi)i∈I · (sp
∗(C♯x(h))))
))
(9.7)
= 〈C♯ξ(hˇ), (sp
∗)−1((γi)i∈I · (sp
∗(C♯x(h))))〉∆(η)
(9.6)
= 〈sp∗(C♯ξ(hˇ)), (γi)i∈I · (sp
∗(C♯x(h)))〉ηI .(9.9)
L’égalité entre (9.8) et (9.9) implique que SI,W,x,ξ,(γi)i∈I est caractérisé par la
forme bilinéaire (9.9) pour h, hˇ ∈ Ccuspc (BunG,N(Fq)/Ξ, E). On remarque de plus
que si (γi)i∈I appartient à
(
Weil(η, η)
)I
, et si on le remplace dans (9.9) par
un relevé arbitraire dans FWeil(ηI , ηI) par la surjection (8.3), la caractérisa-
tion ci-dessus s’exprime sans même utiliser l’énoncé de la proposition 8.27, ni
le lemme 8.2.
On peut résumer la construction de SI,W,x,ξ,(γi)i∈I sous la forme
⋆
C
♯
x // ⋆
sp∗ // ⋆
γ // ⋆
(sp∗)−1
// ⋆
C♭ξ // ⋆
(avec la notation γ = (γi)i∈I).
Le reste de ce chapitre est consacré aux propriétés des opérateurs d’excursion,
qui sont les mêmes que (0.44), (0.45), (0.46) et (0.47) dans l’introduction.
D’après le corollaire 8.34, la restriction de l’homomorphisme sp∗ aux parties
Hecke-finies est un isomorphisme(
lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf sp∗
−→∼
(
lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
.(9.10)
Comme dans l’introduction on introduit la notation courte HI,W pour ce E-
espace vectoriel (on omet N dans la notation HI,W pour limiter la taille des
diagrammes dans le chapitre suivant).
Définition 9.3. On définit HI,W comme le membre de gauche de (9.10).
Lemme 9.4. L’action de Gal(F/F )I = π1(η, η)I sur HI,W fournie par la propo-
sition 8.27 ne dépend pas du choix de ηI et sp.
Démonstration. En effet on peut reformuler ce qui précède en disant que d’après
la proposition 8.27 on peut trouver
— une réunion croissante (indexée par λ ∈ N) de sous-OE-faisceaux construc-
tibles Fλ ⊂ lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
stables par les morphismes de Frobenius partiels
— une suite décroissante d’ouverts denses Uλ ⊂ XrN tels que Fλ se prolonge
en un faisceau lisse sur (Uλ)
I
de sorte que ⋃
λ∈N
Fλ
∣∣
ηI
=
(
lim−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
.(9.11)
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Alors le corollaire 8.34 implique que le morphisme naturel
(9.12) HI,W =
(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf
→
⋃
λ∈N
Fλ
∣∣
∆(η)
(qui vient de la lissité de Fλ sur (Uλ)
I ∋ ∆(η)) est un isomorphisme. Plus préci-
sément (9.12) est défini comme la composée(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf sp∗
−→∼
(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf (9.11)
=
⋃
λ∈N
Fλ
∣∣
ηI
(sp∗)−1
−−−−→∼
⋃
λ∈N
Fλ
∣∣
∆(η)
où la flèche de gauche est un isomorphisme par le corollaire 8.34 et celle de droite
en est un par la lissité de Fλ sur (Uλ)
I ∋ ∆(η). Comme ces deux flèches sont
définies à l’aide du même choix de sp, la composée n’en dépend pas.
Or l’action de Gal(F/F )I sur le membre de droite de (9.12), obtenue en appli-
quant le lemme de Drinfeld (le lemme 8.2) à Fλ, ne dépend pas du choix de ηI
et sp∗, et donc l’action de Gal(F/F )I sur le membre de gauche n’en dépend pas
non plus. 
Remarque 9.5. Dans cet article nous montrons seulement que HI,W est une
limite inductive de E-espaces vectoriels de dimension finie munis de représenta-
tions continues de Gal(F/F )I . En fait Cong Xue a montré dans [Xue17] que HI,W
est de dimension finie.
Pour toute application ζ : I → J , l’isomorphisme de coalescence (0.17) respecte
trivialement les parties Hecke-finies et induit donc un isomorphisme
HI,W =
(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf χζ
−→∼
(
lim
−→
µ
H
0,≤µ,E
N,J,W ζ
∣∣∣
∆(η)
)Hf
= HJ,W ζ(9.13)
où ∆ désigne le morphisme diagonal X → XI ou X → XJ .
La définition ci-dessous reprend celle déjà donnée dans (0.39) de l’introduction.
Définition 9.6. On définit l’isomorphisme de coalescence
χζ : HI,W
∼
→ HJ,W ζ
par (9.13).
L’isomorphisme (9.13) est Gal(F/F )J-équivariant, où Gal(F/F )J agit sur le
membre de gauche par le morphisme diagonal
Gal(F/F )J → Gal(F/F )I , (γj)j∈J 7→ (γζ(i))i∈I .
En effet, soit∆ζ : X
J → XI le morphisme diagonal (0.16). En appliquant le corol-
laire 8.34 à I et J on voit que, pour toute flèche de spécialisation de ηI vers∆ζ(ηJ),
le morphisme image inverse
(
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
∆ζ(ηJ )
)Hf
→
(
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
est
un isomorphisme. Donc si la suite (Fλ)λ∈N est comme ci-dessus relativement à I
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et W , alors la suite (∆∗ζ(Fλ))λ∈N vérifie les mêmes propriétés relativement à J et
W ζ , donc
χζ : HI,W
(9.12)
≃
⋃
λ∈N
Fλ
∣∣
∆(η)
=
⋃
λ∈N
∆∗ζ(Fλ)
∣∣
∆(η)
(9.12)
≃ HJ,W ζ
est Gal(F/F )J -équivariant (puisque les actions de Gal(F/F )I et Gal(F/F )J sur
les termes de gauche et de droite ont été défines en appliquant le lemme de
Drinfeld aux termes centraux, et que l’égalité centrale est clairement Gal(F/F )J-
équivariante).
La proposition suivante est identique à la proposition 0.28.
Proposition 9.7. Les HI,W vérifient les propriétés suivantes :
a) pour tout ensemble fini I,
W 7→ HI,W , u 7→ H(u)
est un foncteur E-linéaire de la catégorie des représentations E-linéaires de
dimension finie de (Ĝ)I vers la catégorie des limites inductives de représen-
tations E-linéaires continues de dimension finie de Gal(F/F )I,
b) pour toute application ζ : I → J , on possède un isomorphisme
χζ : HI,W
∼
→ HJ,W ζ ,
qui est
— fonctoriel en W , où W est une représentation de (Ĝ)I et W ζ désigne la
représentation de (Ĝ)J sur W obtenue en composant avec le morphisme
diagonal
(Ĝ)J → (Ĝ)I , (gj)j∈J 7→ (gζ(i))i∈I
— Gal(F/F )J-équivariant, où Gal(F/F )J agit sur le membre de gauche par
le morphisme diagonal
Gal(F/F )J → Gal(F/F )I , (γj)j∈J 7→ (γζ(i))i∈I ,
— et compatible avec la composition, c’est-à-dire que pour I
ζ
−→ J
η
−→ K on
a χη◦ζ = χη ◦ χζ ,
c) pour I = ∅ et W = 1, on a un isomorphisme
H∅,1 = C
cusp
c (G(F )\G(A)/KNΞ, E).
Par ailleurs les HI,W sont des modules sur Cc(KN\G(A)/KN , E), de façon
compatible avec les propriétés a), b), c) ci-dessus.
Démonstration de la proposition 9.7. Les propriétés a) et b) ont déjà été
expliquées. En appliquant b) à l’application évidente ζ∅ : ∅ → {0}, on obtient un
isomorphisme
χζ∅ : H∅,1
∼
→ H{0},1(9.14)
que l’on connaissait déjà comme conséquence de (8.4). La propriété c) résulte de
la proposition 8.23. 
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10. Propriétés des opérateurs d’excursion
Soit I un ensemble fini et W une représentation E-linéaire de (Ĝ)I . On note
ζI : I → {0} l’application évidente, si bien que W
ζI est simplement W muni
de l’action diagonale de Ĝ. Soit x : 1 → W ζI et ξ : W ζI → 1 des morphismes
de représentations de Ĝ (autrement dit x ∈ W et ξ ∈ W ∗ sont invariants sous
l’action diagonale de Ĝ). Soit (γi)i∈I ∈ Gal(F/F )
I .
Il résulte immédiatement de la définition-proposition 9.1 que l’opérateur d’ex-
cursion
SI,W,x,ξ,(γi)i∈I ∈ End(H{0},1)
est égal à la composée
H{0},1
H(x)
−−→ H{0},W ζI
χ−1ζI−−→∼ HI,W
(γi)i∈I
−−−−→ HI,W
χζI−−→∼ H{0},W ζI
H(ξ)
−−→ H{0},1.(10.1)
C’était la définition qui avait été donnée dans l’introduction. Le lemme 9.4 montre
que SI,W,x,ξ,(γi)i∈I ne dépend pas du choix de η
I et sp∗.
Le lemme suivant (qui reprend le lemme 0.31 de l’introduction) va résulter des
propriétés a) et b) de la proposition 9.7.
Lemme 10.1. Les opérateurs d’excursion SI,W,x,ξ,(γi)i∈I vérifient les propriétés
suivantes :
SI,W,x,tu(ξ′),(γi)i∈I = SI,W ′,u(x),ξ′,(γi)i∈I(10.2)
où u : W → W ′ est un morphisme (Ĝ)I-équivariant et x ∈ W et ξ′ ∈ (W ′)∗ sont
Ĝ-invariants,
SJ,W ζ,x,ξ,(γj)j∈J = SI,W,x,ξ,(γζ(i))i∈I ,(10.3)
SI1∪I2,W1⊠W2,x1⊠x2,ξ1⊠ξ2,(γ1i )i∈I1×(γ2i )i∈I2 = SI1,W1,x1,ξ1,(γ1i )i∈I1 ◦ SI2,W2,x2,ξ2,(γ2i )i∈I2 ,
(10.4)
SI,W,x,ξ,(γi(γ′i)−1γ′′i )i∈I = SI∪I∪I,W⊠W ∗⊠W,δW⊠x,ξ⊠evW ,(γi)i∈I×(γ′i)i∈I×(γ′′i )i∈I(10.5)
où la plupart des notations sont évidentes, I1∪I2 et I∪I∪I désignent des réunions
disjointes, et δW : 1 → W ⊗W
∗ et evW : W
∗ ⊗W → 1 sont les morphismes
naturels.
Démonstration de (10.2). On pose x′ = u(x) ∈ W ′ et ξ = tu(ξ′) ∈ W ∗. Le
diagramme
H{0},(W ′)ζI
χ−1ζI // HI,W ′
(γi)i∈I// HI,W ′
χζI // H{0},(W ′)ζI
H(ξ′)
%%❑❑
❑❑
❑❑
❑❑
❑❑
H{0},1
H(x)
//
H(x′)
99ssssssssss
H{0},W ζI
H(u)
OO
χ−1ζI
// HI,W
H(u)
OO
(γi)i∈I
// HI,W
H(u)
OO
χζI
// H{0},W ζI
H(u)
OO
H(ξ)
// H{0},1
est commutatif. Or la ligne du bas est égale à SI,W,x,ξ,(γi)i∈I et celle du haut est
égale à SI,W ′,x′,ξ′,(γi)i∈I . 
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Démonstration de (10.3). Le diagramme
HJ,W ζ
(γj)j∈J // HJ,W ζ
χζJ
%%❏❏
❏❏
❏❏
❏❏
❏❏
H{0},1
H(x)
// H{0},W ζI
χ−1ζJ
99tttttttttt
χ−1ζI
// HI,W
χζ
OO
(γζ(i))i∈I
// HI,W
χζ
OO
χζI
// H{0},W ζI
H(ξ)
// H{0},1
est commutatif. Or la ligne du bas est égale à SI,W,x,ξ,(γζ(i))i∈I et celle du haut est
égale à SJ,W ζ ,x,ξ,(γj)j∈J . 
Démonstration de (10.4). L’application évidente {0} ∪ {0} → {0} donne un
isomorphisme H{0}∪{0},1 ≃ H{0},1. En notant ζ1 : I1 → {0} et ζ2 : I2 → {0} les
applications évidentes, le membre de gauche de (10.4) est égal à la composée
H{0}∪{0},1
H(x1⊠x2)
−−−−−→ H
{0}∪{0},W
ζ1
1 ⊠W
ζ2
2
χ−1ζ1×ζ2−−−−→∼ HI1∪I2,W1⊠W2
(γ1i )i∈I1×(γ
2
i )i∈I2−−−−−−−−−−→ HI1∪I2,W1⊠W2
χζ1×ζ2−−−−→∼ H{0}∪{0},W ζ11 ⊠W
ζ2
2
H(ξ1⊠ξ2)
−−−−−→ H{0}∪{0},1.
En regroupant x1, χ
−1
ζ1
, (γ1i )i∈I1 , χζ1, ξ1 d’un côté et x2, χ
−1
ζ2
, (γ2i )i∈I2, χζ2 , ξ2 de
l’autre on trouve le membre de droite. On peut le faire car dans le diagramme
suivant (où l’on note γ1 = (γ1i )i∈I1 et γ
2 = (γ2i )i∈I2) tous les carrés et les triangles
commutent. 
H{0}∪{0},1
H(x1⊠1)

H(x1⊠x2)
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
H
{0}∪{0},W
ζ1
1 ⊠1
χ−1ζ1×Id

H(Id⊠x2)// H
{0}∪{0},W
ζ1
1 ⊠W
ζ2
2
χ−1ζ1×Id

χ−1ζ1×ζ2
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
HI1∪{0},W1⊠1
γ1×1

H(Id⊠x2)// H
I1∪{0},W1⊠W
ζ2
2
γ1×1

χ−1Id×ζ2 // HI1∪I2,W1⊠W2
γ1×1

γ1×γ2
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
HI1∪{0},W1⊠1
χζ1×Id

H(Id⊠x2)// H
I1∪{0},W1⊠W
ζ2
2
χζ1×Id

χ−1Id×ζ2 // HI1∪I2,W1⊠W2
χζ1×Id

1×γ2 // HI1∪I2,W1⊠W2
χζ1×Id

χζ1×ζ2
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
H
{0}∪{0},W
ζ1
1 ⊠1
H(ξ1⊠1)

H(Id⊠x2)// H
{0}∪{0},W
ζ1
1 ⊠W
ζ2
2
H(ξ1⊠Id)

χ−1Id×ζ2// H
{0}∪I2,W
ζ1
1 ⊠W2
1×γ2 //
H(ξ1⊠Id)

H
{0}∪I2,W
ζ1
1 ⊠W2
H(ξ1⊠Id)

χId×ζ2// H
{0}∪{0},W
ζ1
1 ⊠W
ζ2
2
H(ξ1⊠Id)

H(ξ1⊠ξ2)
''PP
PPP
PPP
PPP
P
H{0}∪{0},1
H(1⊠x2) // H
{0}∪{0},1⊠W
ζ2
2
χ−1Id×ζ2 // H{0}∪I2,1⊠W2
1×γ2 // H{0}∪I2,1⊠W2
χId×ζ2 // H
{0}∪{0},1⊠W
ζ2
2
H(1⊠ξ2)// H{0}∪{0},1
Démonstration de (10.5). Pour tout (gi)i∈I ∈ (Ĝ)I ,
— ξ ⊠ evW est invariant par (1)i∈I × (gi)i∈I × (gi)i∈I
— δW ⊠ x est invariant par (gi)i∈I × (gi)i∈I × (1)i∈I .
Donc pour tous (αi)i∈I et (βi)i∈I dans Gal(F/F )
I , le membre de droite de (10.5)
est égal à
SI∪I∪I,W⊠W ∗⊠W,δW⊠x,ξ⊠evW ,(γiβi)i∈I×(αiγ′iβi)i∈I×(αiγ′′i )i∈I .(10.6)
Pour le montrer de façon formelle on factorise le membre de droite de (10.5) à
travers
HI,1
H(δW )
−−−−→ HI,(W⊠W ∗)ζ et HI,(W ∗⊠W )ζ
H(evW )
−−−−→ HI,1,
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où ζ : I ∪ I → I est l’application évidente, et on utilise le fait que Gal(F/F )I
agit trivialement sur HI,1 ≃ H∅,1. On prend αi = γi(γ
′
i)
−1 et βi = (γ
′
i)
−1γ′′i . Alors
(10.6) est égal à
SI∪I∪I,W⊠W ∗⊠W,δW⊠x,ξ⊠evW ,(γi(γ′i)−1γ′′i )i∈I×(γi(γ′i)−1γ′′i )i∈I×(γi(γ′i)−1γ′′i )i∈I .(10.7)
En appliquant (10.3) à l’application évidente ζ : I ∪ I ∪ I → I, on voit que (10.7)
est égal à
SI,W⊗W ∗⊗W,δW⊗x,ξ⊗evW ,(γi(γ′i)−1γ′′i )i∈I .(10.8)
Finalement on montre que (10.8) est égal au membre de gauche de (10.5) en
appliquant (10.2) à l’injection (Ĝ)I-linéaire
u : W = 1⊗W
δW⊗IdW−−−−−→ W ⊗W ∗ ⊗W,
qui vérifie δW ⊗ x = u(x) et
tu(ξ ⊗ evW ) = ξ, puisque la composée
W
δW⊗IdW−−−−−→W ⊗W ∗ ⊗W
IdW ⊗ evW−−−−−−→ W
est égale à IdW d’après le lemme de Zorro (6.18). 
Le lemme suivant affirme que les opérateurs de Hecke en les places de X rN
sont des cas particuliers d’opérateurs d’excursion. Il sera utilisé pour montrer
que la décomposition (0.3) (que nous construirons dans le prochain chapitre) est
compatible avec l’isomorphisme de Satake en les places non ramifiées.
Lemme 10.2. Soit v ∈ |X| r N . On fixe un plongement F ⊂ Fv. Soit d ∈ N,
et γ ∈ Gal(Fv/Fv) ⊂ Gal(F/F ) tel que deg(γ) = d. Alors S{1,2},V ⊠V ∗,δV ,evV ,(γ,1)
dépend seulement de d, et si d = 1 il est égal à T (hV,v).
Démonstration. On fixe un point géométrique v au-dessus de v et une flèche de
spécialisation spv : η → v, associés au plongement F ⊂ Fv choisi dans l’énoncé.
On note encore spv la flèche de spécialisation de ∆(η) vers ∆(v) égale à l’image
par ∆ de cette dernière. Pour que le diagramme suivant tienne dans la page on
pose I = {1, 2} et W = V ⊠ V ∗. Dans le diagramme
Ccuspc (BunG,N(Fq)/Ξ, E)
C
♯
δV
∣∣∣∣
v 
C
♯
δV
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
∆(v)
)Hf sp∗v //
F
deg(v)d
{1}

(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf
HI,W
(γ,1)
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
∆(v)
)Hf sp∗v //
C♭evV
∣∣∣∣
v 
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf
C♭evVuu❦❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦
HI,W
Ccuspc (BunG,N(Fq)/Ξ, E)
la commutativité des triangles est évidente, et celle du grand rectangle résulte
du lemme suivant appliqué à ι = 1 dans I = {1, 2}. On en déduit que
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S{1,2},V ⊠V ∗,δV ,evV ,(γ,1) (qui par construction est la composée suivant le chemin
le plus à droite) est égal à la composée donnée par la colonne de gauche. Par
conséquent il dépend seulement de d, et par la proposition 6.2 il est égal à
T (hV,v) si d = 1. 
Remarque 10.3. Par un calcul formel d’algèbre tensorielle, on peut détermi-
ner les opérateurs S{1,2},V ⊠V ∗,δV ,evV ,(γ,1) pour des valeurs arbitraires de deg(γ).
Ils s’expriment comme des combinaisons des T (hW,v) pour W irréductible et ils
n’apportent donc aucune information supplémentaire.
Lemme 10.4. Soit v ∈ |X| r N . Soit I un ensemble fini et ι ∈ I un élément.
On fixe un plongement F ⊂ Fv. Soit d ∈ N, et γ ∈ Gal(Fv/Fv) ⊂ Gal(F/F ) tel
que deg(γ) = d. On définit (γi)i∈I ∈ Gal(F/F )
I en posant γι = γ et γi = 1 pour
i 6= ι. On fixe un point géométrique v au-dessus de v et une flèche de spécialisation
spv : η → v associés au choix du plongement F ⊂ Fv. On note encore spv la flèche
de spécialisation de ∆(η) vers ∆(v) égale à l’image par ∆ de cette dernière. Alors
on a la commutativité du diagramme(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
∆(v)
)Hf sp∗v //
F
deg(v)d
{ι}

(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf
HI,W
(γi)i∈I
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
∆(v)
)Hf sp∗v // ( lim−→µH0,≤µ,EN,I,W ∣∣∣∆(η))Hf HI,W
Démonstration. On va utiliser les deux faits généraux suivants. Soit Ω un ouvert
dense d’un schéma Y de type fini sur Fq. On note i : Ω → Y l’inclusion et on
désigne par i∗ l’image directe non dérivée.
1) Si L est un système local ℓ-adique sur Y , le morphisme d’adjonction
L→ i∗i
∗(L) = i∗(L
∣∣
Ω
) est un isomorphisme de faisceaux sur Y .
2) Si L1 ⊂ L2 sont deux systèmes locaux ℓ-adiques sur Ω et si sp : x → y
est une flèche de spécialisation dans Y d’un point géométrique x de Ω vers
un point géométrique y de Y , alors le morphisme (i∗(L1))y → (i∗(L2))y est
injectif et son image est formée exactement des éléments a ∈ (i∗(L2))y tels
que sp∗(a) ∈ (L2)x appartienne à (L1)x.
Ces deux assertions se montrent pour des faisceaux de torsion puis, en passant à
la limite, pour des faisceaux ℓ-adiques.
On commence maintenant la démonstration. On rappelle que l’on peut trouver
une réunion croissante (indexée par λ ∈ N) de sous-OE-faisceaux constructibles
Fλ ⊂ lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
stables par les morphismes de Frobenius partiels et une suite
décroissante d’ouverts denses Uλ ⊂ X rN tels que Fλ se prolonge en un faisceau
lisse (encore noté Fλ) sur (Uλ)
I , de sorte que (9.11) et (9.12) soient vrais.
Soit a ∈
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
∆(v)
)Hf
. On fixe λ tel que, via l’isomorphisme (9.12),
Fλ
∣∣
∆(η)
contienne sp∗v(a). On fixe µ tel que Fλ soit un sous-faisceau lisse deH
0,≤µ,E
N,I,W
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sur un ouvert Ω où celui-ci est lisse. Quitte à restreindre Ω on suppose qu’il est
inclus dans (Uλ)
I .
On note jI : U I → XI et jΩ : Ω→ X
I les inclusions ouvertes. On fixe une flèche
de spécialisation sp de ηI vers ∆(η) et on note sp′v la flèche de spécialisation de
ηI vers ∆(v) égale à la composée de sp et de spv. On a le diagramme commutatif
(jI)∗(Fλ)
∣∣
∆(v)
(sp′v)
∗
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
(jΩ)∗(Fλ
∣∣
Ω
)
∣∣
∆(v)
 
(sp′v)
∗
//
 _

Fλ
∣∣
ηI _

(jΩ)∗(H
0,≤µ,E
N,I,W
∣∣∣
Ω
)
∣∣∣
∆(v)
 
(sp′v)
∗
// H
0,≤µ,E
N,I,W
∣∣∣
ηI
La flèche verticale en haut à gauche est bien une égalité : en effet en appliquant 1)
à L = Fλ et à l’inclusion i : Ω→ (Uλ)
I on obtient l’égalité (de faisceaux sur (Uλ)
I)
Fλ = i∗(Fλ
∣∣
Ω
) et on remarque que jΩ = j
I ◦ i. L’injectivité des (sp′v)
∗ découle du
fait que Fλ et H
0,≤µ,E
N,I,W sont lisses sur Ω. On a un morphisme d’adjonction
H
0,≤µ,E
N,I,W → (jΩ)∗(jΩ)
∗(H0,≤µ,EN,I,W ) = (jΩ)∗(H
0,≤µ,E
N,I,W
∣∣∣
Ω
).(10.9)
On note encore a ∈ (jΩ)∗(H
0,≤µ,E
N,I,W
∣∣∣
Ω
)
∣∣∣
∆(v)
l’image de a par la fibre en ∆(v) du
morphisme (10.9). Par hypothèse (sp′v)
∗(a) ∈ H0,≤µ,EN,I,W
∣∣∣
ηI
est l’image d’un élément
b ∈ Fλ
∣∣
ηI
. Comme on l’a rappelé en détails dans la preuve du lemme 9.4, l’action
de (γi)i∈I sur sp
∗
v(a) ∈ HI,W (ou sur (sp
′
v)
∗(a) ∈
(
lim−→µH
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
qui est
son image par sp∗) est donnée par l’application du lemme de Drinfeld à Fλ.
Plus précisément c’est l’action de (γi)i∈I sur b ∈ Fλ
∣∣
ηI
. En appliquant 2) à Y =
XI , x = ηI , y = ∆(v), L1 = Fλ
∣∣
Ω
et L2 = H
0,≤µ,E
N,I,W
∣∣∣
Ω
on voit qu’il existe un
unique c ∈ (jΩ)∗(Fλ
∣∣
Ω
)
∣∣
∆(v)
dont l’image par (sp′v)
∗ est b et dont l’image dans
(jΩ)∗(H
0,≤µ,E
N,I,W )
∣∣∣
∆(v)
est a. De plus F
deg(v)d
{ι} (a) est l’image de F
deg(v)d
{ι} (c) (où F{ι}
est ici le morphisme de Frobenius partiel pour Fλ). En appliquant le lemme 8.15
à E = Fλ et à c on obtient finalement la commutativité du diagramme. 
Notation 10.5. On note B la sous-E-algèbre de
EndCc(KN\G(A)/KN ,E)(C
cusp
c (BunG,N(Fq)/Ξ, E))
engendrée par tous les opérateurs d’excursion SI,W,x,ξ,(γi)i∈I (elle dépend bien sûr
de N , Ξ et E). D’après (10.4), B est commutative. Elle est évidemment de di-
mension finie. D’après le lemme 10.2 elle contient tous les opérateurs de Hecke
en les places de X rN .
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Les fonctions
f : (gi)i∈I 7→ 〈ξ, (gi)i∈I · x〉(10.10)
que l’on obtient en faisant varier W , x, et ξ sont exactement les fonctions régu-
lières sur le quotient grossier de (ĜE)
I par les actions par translation à gauche et
à droite de ĜE diagonal, que l’on notera ĜE\(ĜE)
I/ĜE.
Le lemme suivant reprend le lemme 0.33 de l’introduction.
Lemme 10.6. L’opérateur SI,W,x,ξ,(γi)i∈I dépend seulement de I, f , et (γi)i∈I , où
f est donnée par (10.10).
Démonstration. Soit W,x, ξ comme précédemment et soit f ∈
O(ĜE\(ĜE)
I/ĜE) donnée par (10.10). On note Wf le sous-E-espace vec-
toriel de dimension finie de O((ĜE)
I/ĜE) engendré les translatées à gauche de f
par (ĜE)
I . On pose xf = f ∈ Wf et on note ξf la forme linéaire sur Wf donnée
par l’évaluation en 1 ∈ (ĜE)
I/ĜE. Alors Wf est un sous-quotient de W : si
Wx est la sous-(ĜE)
I-représentation de W engendrée par x, Wf est le quotient
de Wx par la plus grande sous-(ĜE)
I-représentation E-linéaire sur laquelle ξ
s’annule. On a alors les diagrammes
W
α
←֓ Wx
β
։Wf , x
α
←−p x
β
p−→ xf , ξ
tα
p−→ ξ
∣∣
Wx
tβ
←−p ξf
de (ĜE)
I-représentations, de vecteurs ĜE-invariants et de formes linéaires ĜE-
invariantes. En appliquant (10.2) à u = α et u = β, on obtient
SI,W,x,ξ,(γi)i∈I = SI,Wx,x,ξ|Wx ,(γi)i∈I = SI,Wf ,xf ,ξf ,(γi)i∈I .
Cela montre que SI,W,x,ξ,(γi)i∈I dépend seulement de I, f , et (γi)i∈I . 
Notation 10.7. Pour toute fonction f ∈ O(ĜE\(ĜE)I/ĜE) on pose
SI,f,(γi)i∈I = SI,W,x,ξ,(γi)i∈I ∈ B(10.11)
où W,x, ξ sont tels que f satisfasse (10.10).
Grâce aux notations 10.5 et 10.7, la proposition suivante (qui reprend la pro-
position 0.36 de l’introduction) reformule de façon plus synthétique toutes les
propriétés des opérateurs d’excursion, et servira de référence dans le chapitre
suivant.
Proposition 10.8. Les opérateurs d’excursion SI,f,(γi)i∈I vérifient les propriétés
suivantes :
(i) pour tout I et (γi)i∈I ∈ Gal(F/F )
I,
f 7→ SI,f,(γi)i∈I
est un morphisme d’algèbres commutatives O(ĜE\(ĜE)
I/ĜE)→ B,
(ii) pour toute application ζ : I → J , tout f ∈ O(ĜE\(ĜE)
I/ĜE) et tout
(γj)j∈J ∈ Gal(F/F )
J , on a
SJ,fζ ,(γj)j∈J = SI,f,(γζ(i))i∈I
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où f ζ ∈ O(ĜE\(ĜE)
J/ĜE) est définie par
f ζ((gj)j∈J) = f((gζ(i))i∈I),
(iii) pour tout f ∈ O(ĜE\(ĜE)
I/ĜE) et (γi)i∈I , (γ
′
i)i∈I , (γ
′′
i )i∈I dans
Gal(F/F )I on a
SI∪I∪I,f˜ ,(γi)i∈I×(γ′i)i∈I×(γ′′i )i∈I
= SI,f,(γi(γ′i)−1γ′′i )i∈I
où f˜ ∈ O(ĜE\(ĜE)
I∪I∪I/ĜE) est définie par
f˜((gi)i∈I × (g
′
i)i∈I × (g
′′
i )i∈I) = f((gi(g
′
i)
−1g′′i )i∈I).
(iv) pour tout I et f ∈ O(ĜE\(ĜE)
I/ĜE), il existe un ouvert dense U ⊂ X
tel que SI,f,(γi)i∈I dépend seulement de l’image de (γi)i∈I dans π1(U, η)
I , et
(γi)i∈I 7→ SI,f,(γi)i∈I est continue du groupe profini π1(U, η)
I vers la E-algèbre
de dimension finie B munie de la topologie E-adique.
(v) Soit v ∈ |X| r N . Soit V une représentation E-linéaire irréductible de
Ĝ. Soit f ∈ O(ĜE\(ĜE)
{1,2}/ĜE) la fonction (g, g
′) 7→ χV (gg
′−1), où χV
désigne le caractère de V . On fixe un plongement F ⊂ Fv, qui induit donc
un plongement Gal(Fv/Fv) →֒ Gal(F/F ). Soit d ∈ N. Soit γ ∈ Gal(Fv/Fv)
tel que deg(γ) = d. Alors S{1,2},f,(γ,1) dépend seulement de d, et est égal à
T (hV,v) si d = 1.
Démonstration de la proposition 10.8. On déduit (ii) de (10.3). Pour montrer
(i) on remarque d’abord que la linéarité de SI,f,(γi)i∈I en f se déduit facilement de
la linéarité de SI,W,x,ξ,(γi)i∈I en x et ξ, et pour la multiplicativité on utilise (10.4)
et on applique (ii) à l’application évidente ζ : I ∪ I → I en remarquant que
〈ξ1 ⊠ ξ2,
(
(gi)i∈I ⊠ (gi)i∈I
)
· (x1 ⊠ x2)〉 = 〈ξ1, (gi)i∈I · x1〉〈ξ2, (gi)i∈I · x2〉.
L’assertion (iii) découle de (10.5), en remarquant que pour (gi)i∈I , (g
′
i)i∈I et (g
′′
i )i∈I
dans (ĜE)
I on a
〈ξ ⊠ evW ,
(
(gi)i∈I ⊠ (g
′
i)i∈I ⊠ (g
′′
i )i∈I
)
· (δW ⊠ x)〉 = 〈ξ, (gi(g
′
i)
−1g′′i )i∈I · x〉.
L’assertion (iv) est incluse dans la définition-proposition 9.1. Enfin l’assertion (v)
est une reformulation du lemme 10.2. 
Remarque 10.9. Pour tout γ ∈ Gal(F/F ), on a SI,f,(γi)i∈I = SI,f,(γiγ)i∈I . On le
vérifie très facilement à l’aide de la définition des opérateurs d’excursion, ou bien
on applique (iii) avec γ′i = 1 et γ
′′
i = γ, puis on applique (ii) aux applications
I∪I∪I → I∪{0}∪{0} et I → I∪{0}∪{0}. De même on a SI,f,(γi)i∈I = SI,f,(γγi)i∈I .
La proposition suivante améliore (iv) de la proposition précédente. Cet énoncé
plus fort (qui donnera une preuve plus limpide que dans les versions antérieures
de la non-ramification sur XrN des paramètres de Langlands que nous construi-
rons) a été trouvé par Böckle, Harris, Khare et Thorne et sert dans leur preprint
[BHKT16].
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Proposition 10.10. (trouvée par Böckle, Harris, Khare et Thorne) Pour tout I
et f ∈ O(ĜE\(ĜE)
I/ĜE), SI,f,(γi)i∈I dépend seulement de l’image de (γi)i∈I dans
π1(XrN, η)I , et (γi)i∈I 7→ SI,f,(γi)i∈I est continue du groupe profini π1(XrN, η)
I
vers la E-algèbre de dimension finie B munie de la topologie E-adique.
Démonstration. La démonstration reprend d’abord celle du lemme 0.38 de l’in-
troduction. Soit v une place de X rN . On fixe un plongement F ⊂ Fv, d’où une
inclusion Gal(Fv/Fv) ⊂ Gal(F/F ). Soit Iv = Ker(Gal(Fv/Fv)→ Gal(k(v)/k(v)))
le groupe d’inertie en v. Alors pour tous I,W, x, ξ, l’image de la composée
H{0},1
H(x)
−−→ H{0},W ζI
χ−1ζI−−→∼ HI,W(10.12)
est formée d’éléments invariants par (Iv)
I . En effet les opérateurs de création sont
des morphismes de faisceaux sur ∆(XrN) tout entier (et en particulier en ∆(v)).
Donc on a un triangle commutatif (que l’on avait déjà utilisé dans le lemme 10.2)
Ccuspc (BunG,N(Fq)/Ξ, E)
C
♯
δV
∣∣∣∣
v 
C
♯
δV
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
(
lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(v)
)Hf sp∗v // ( lim
−→µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf
HI,W
où spv est la flèche de spécialisation de η vers v = Spec(k(v)) associée à l’inclusion
F ⊂ Fv. On applique alors le lemme 10.4 avec d = 0 et on en déduit l’invariance
par (Iv)
I de l’image de (10.12).
Donc pour (γi)i∈I ∈ Gal(F/F )
I et (δi)i∈I ∈ (Iv)
I on a
SI,W,x,ξ,(γi)i∈I = SI,W,x,ξ,(γiδi)i∈I .(10.13)
Cela est vrai pour tout plongement F ⊂ Fv (en fait, grâce à la remarque 10.9,
(10.13) pour un plongement implique (10.13) pour tous les plongements). Or pour
tout ouvert U ⊂ X rN , π1(X rN, η) est le quotient topologique de π1(U, η) par
le sous-groupe fermé engendré par les Iv pour v ∈ (XrN)rU et leurs conjugués.

11. Décomposition suivant les paramètres de Langlands
L’idée se résume ainsi : grâce à (9.14) et au c) de la proposition 0.28, on a
H{0},1 = C
cusp
c (G(F )\G(A)/KNΞ, E).
Pour obtenir la décomposition (0.3) il est donc équivalent de construire (quitte à
augmenter E) une décomposition canonique
H{0},1 =
⊕
σ
Hσ.
Notation 11.1. Pour tout entier n ∈ N∗ on note O((ĜE)n/ ĜE) la E-algèbre
des fonctions régulières sur (ĜE)
n qui sont invariantes par conjugaison diagonale,
c’est-à-dire telles que f(hg1h
−1, ..., hgnh
−1) = f(g1, ..., gn) pour tout h, g1, ..., gn ∈
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ĜE . Hilbert a montré dans [Hil1893] que cette E-algèbre est de type fini (voir
[MFK94] I.2). Autrement dit (ĜE)
n/ ĜE = Spec
(
O
(
(ĜE)
n/ ĜE
))
est le quotient
grossier de (ĜE)
n par la conjugaison diagonale par ĜE.
Remarque 11.2. En caractéristique 0 (ce qui est notre cas) ces quotients ont
été étudiés notamment dans [Pro76, Ric88, Vin96]. L’idée de considérer ces quo-
tients pour étudier les espaces de modules de représentations de groupes (par
exemple de groupes discrets de type fini) à valeurs dans des groupes réductifs
complexes est ancienne, voir [LM85] et les réferences incluses dans la dernière
partie, en particulier [CW82] I 1.6E qui contient la réference à Poincaré citée
dans l’introduction.
On a un isomorphisme
β : (ĜE)
n/ ĜE
∼
→ ĜE\(ĜE)
{0,...,n}/ĜE , (g1, ..., gn) 7→ (1, g1, ..., gn)(11.1)
dont l’inverse est donné par (g0, ..., gn) 7→ (g
−1
0 g1, ..., g
−1
0 gn). On va reformuler les
propriétés des opérateurs d’excursion récapitulées dans la proposition 10.8 à l’aide
de ces quotients (ĜE)
n/ ĜE et de nouvelles notations. Le passage de l’indexation
des quotients ĜE\(ĜE)
I/ĜE par des ensembles finis abstraits à l’indexation des
quotients (ĜE)
n/ ĜE par des entiers est motivé par les deux raisons suivantes :
cela évite toute confusion entre les deux sortes de quotients, et la nouvelle façon
d’indexer sera plus commode pour la construction des paramètres de Langlands.
L’identification (11.1) induit l’isomorphisme d’algèbres
O((ĜE)
n/ ĜE)
∼
→ O(ĜE\(ĜE)
{0,...,n}/ĜE), f 7→ f ◦ β
−1.(11.2)
Pour tout groupe profini Γ, on note C(Γ,B) l’algèbre des fonctions continues
de Γ vers B muni de la topologie E-adique.
Définition-Proposition 11.3. Pour tout n ∈ N∗ on définit
Θn : O((ĜE)
n/ ĜE)→ C(Gal(F/F )
n,B)
par
Θn(f) : (γ1, ..., γn) 7→ S{0,...,n},f◦β−1,(1,γ1,...,γn) ∈ B.(11.3)
Ces applications ont les propriétés suivantes :
a) pour tout n, Θn est un morphisme d’algèbres,
b) pour tout n, Θn prend ses valeurs dans C(π1(X r N, η)n,B), et son
image est formée de fonctions invariantes par conjugaison diagonale par
π1(X rN, η),
c) la suite (Θn)n∈N∗ est fonctorielle par rapport à toutes les ap-
plications entre les ensembles {1, ..., n}, c’est-à-dire que pour
m,n ∈ N∗, ζ : {1, ..., m} → {1, ..., n} arbitraire, f ∈ O((ĜE)m/ ĜE) et
(γ1, ..., γn) ∈ Gal(F/F )
n, on a
Θn(f
ζ)((γj)j∈{1,...,n}) = Θm(f)((γζ(i))i∈{1,...,m})
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où f ζ ∈ O((ĜE)
n/ ĜE) est définie par
f ζ((gj)j∈{1,...,n}) = f((gζ(i))i∈{1,...,m}),
d) pour n ≥ 1, f ∈ O((ĜE)
n/ ĜE) et (γ1, ..., γn+1) ∈ Gal(F/F )
n+1 on a
Θn+1(f̂)(γ1, ..., γn+1) = Θn(f)(γ1, ..., γnγn+1)
où f̂ ∈ O((ĜE)
n+1/ ĜE) est définie par
f̂(g1, ..., gn+1) = f(g1, ..., gngn+1),
e) pour toute représentation E-linéaire irréductible V de Ĝ, de caractère
χV ∈ O(ĜE/ ĜE), pour toute place v ∈ |X| r N , et pour tout élément de
Frobenius Frobv ∈ π1(X rN, η), on a Θ1(χV )(Frobv) = T (hV,v).
Remarque 11.4. La propriété e) ne dépend pas du choix de l’élément Frobv car,
par b), pour f ∈ O(ĜE/ ĜE), Θ1(f) est une fonction centrale sur Gal(F/F ).
Remarque 11.5. La remarque 10.9 implique que tous les opérateurs d’excursion
apparaissent dans (11.3) et donc en considérant la suite (Θn)n∈N∗ on ne perd pas
d’information.
Démonstration de la définition-proposition 11.3. La propriété a) est sim-
plement (i) de la proposition 10.8 et b) résulte de la proposition 10.10 et de
la remarque 10.9. Pour démontrer c) on applique (ii) de la proposition 10.8 à
I = {0, ..., m}, J = {0, ..., n} et ζ : I → J égal à l’extension de ζ : {1, ..., m} →
{1, ..., n} par ζ(0) = 0. Pour justifier d), on applique la propriété (iii) de la pro-
position 10.8 à
I = {0, ..., n}, (γi)i∈I = (1, γ1, ..., γn), (γ
′
i)i∈I = (1)i∈I , (γ
′′
i )i∈I = (1, ..., 1, γn+1)
et on utilise (ii) de la proposition 10.8 pour supprimer tous les 1 sauf le premier
dans (γi)i∈I × (γ
′
i)i∈I × (γ
′′
i )i∈I . Enfin e) est une simple reformulation de (v) de la
proposition 10.8 dans le cas où d = 1 (on ne retient que ce cas car c’est le seul
qui sera utilisé). 
On rappelle que B est de dimension finie. On remplace E par une extension
finie telle que tous les caractères B → Qℓ prennent leurs valeurs dans E. Pour
tout caractère ν : B→ E on pose
Θνn = ν ◦Θn : O((ĜE)
n/ ĜE)→ C(π1(X rN, η)n, E).
Evidemment la donnée des Θνn est équivalente à celle de
Θredn : O((ĜE)
n/ ĜE)→ C(π1(X rN, η)n,Bred).
Remarque 11.6. On ne sait pas si B est réduite. La sous-algèbre B1 de B en-
gendrée par les fonctions Θ1(f) pour f ∈ O(ĜE/ ĜE) est en fait engendrée par les
opérateurs de Hecke en les places non ramifiées (par la propriété e) et le théorème
de Tchebotarev). Par conséquent B1 est définie sur Q, et après changement des
scalaires à C c’est une C∗-algèbre commutative (parce que l’adjoint d’un opérateur
de Hecke pour la structure hermitienne usuelle sur Ccuspc (G(F )\G(A)/KNΞ,C)
est un opérateur de Hecke). Donc B1 est réduite (en termes plus élémentaires les
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éléments de B1 sont normaux, donc diagonalisables). Par le même argument, la
conjecture 12.12 ci-dessous impliquerait que B est réduite.
On appliquera la proposition suivante à chacun des Θνn avec
Γ = π1(X rN, η), et H = H0 = ĜE .
Dans la proposition suivante on ne suppose pas H connexe car on l’utilisera de
nouveau dans le chapitre 12, avec H égal au L-groupe d’un groupe réductif non
nécessairement déployé.
Proposition 11.7. Soit Γ un groupe profini et H un groupe réductif sur E non
nécessairement connexe tel que H0 est déployé. On se donne pour tout n ∈ N∗ un
morphisme d’algèbres
Ξn : O((H)
n/H0)→ C(Γn, E)
de telle sorte que
a) la suite (Ξn)n∈N∗ est fonctorielle relativement aux applications entre les
ensembles {1, ..., n}, c’est-à-dire que pour m,n ∈ N∗, ζ : {1, ..., m} →
{1, ..., n} arbitraire, f ∈ O((H)m/H0) et (γ1, ..., γn) ∈ Γ
n, on a
Ξn(f
ζ)((γj)j∈{1,...,n}) = Ξm(f)((γζ(i))i∈{1,...,m}),
où f ζ ∈ O((H)n/H0) est définie par
f ζ((gj)j∈{1,...,n}) = f((gζ(i))i∈{1,...,m}),
b) pour tout n ≥ 1, f ∈ O((H)n/H0) et (γ1, ..., γn+1) ∈ Γ
n+1 on a
Ξn+1(f̂)(γ1, ..., γn+1) = Ξn(f)(γ1, ..., γnγn+1)
où f̂ ∈ O((H)n+1/H0) est définie par
f̂(g1, ..., gn+1) = f(g1, ..., gngn+1).
Alors il existe un morphisme continu σ : Γ → H(E ′), où E ′ est une extension
finie de E, tel que l’adhérence de Zariski de son image soit un sous-groupe réductif
de HE′ et tel que pour tout n ∈ N∗, f ∈ O((H)n/H0) et (γ1, ..., γn) ∈ Γn, on ait
f(σ(γ1), ..., σ(γn)) =
(
Ξn(f)
)
(γ1, ..., γn).(11.4)
De plus les morphismes σ ayant ces propriétés forment une unique classe de
conjugaison par H0(Qℓ).
Remarque 11.8. Dans le cas où H = GLr la proposition précédente est bien
connue grâce aux résultats de [Tay91] sur les pseudo-caractères. Plus précisément
on note St la représentation standard de GLr. Alors il résulte de [Pro76] que
dans la proposition précédente, τ = Θ1(χSt) détermine Θn pour tout n. Comme
la représentation standard engendre (avec l’inverse du déterminant) toutes les
représentations (de dimension finie) de GLr, il suffit de connaître Θn(f) pour f de
la forme (g1, ..., gn) 7→ Tr(T ·(g1, ..., gn)) avec T ∈ End(St
⊗n)GLr . Or End(St⊗n)GLr
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est l’image de l’algèbre du groupeSn, et on peut donc supposer que T est l’action
d’une permutation σ. On calcule
Tr(σ · (g1, ..., gn)) =
∏
(i1,...,ik) cycle de σ
χSt(gik · · · gi1)
et donc
Θn(f)(γ1, ..., γn) =
∏
(i1,...,ik) cycle de σ
τ(γik · · ·γi1).
Le fait que Λr+1 St = 0 implique l’annulation de la fonction
(g1, ..., gr+1) 7→ TrSt⊗(r+1)
(
(
∑
σ∈Sr+1
s(σ)σ)(g1 ⊗ · · · ⊗ gr+1)
)
dans O((ĜE)
r+1/ ĜE). En décomposant σ en un produit de cycles, on obtient que
τ = Θ1(χSt), qui est une fonction centrale sur Gal(F/F ), vérifie la relation de
pseudo-caractère suivante :∑
σ∈Sr+1
s(σ)
( ∏
(i1,...,ik) cycle de σ
τ(γik · · · γi1)
)
= 0(11.5)
comme fonction de (γ1, ..., γr+1) ∈ Gal(F/F )
r+1. La relation (11.5) est due à
Frobenius [Fro1896] et elle a été étudiée et généralisée dans de nombreux travaux,
notamment [Wil88, Tay91, Rou96, BC09, Che14]. En utilisant des résultats de
Procesi [Pro76, Pro87], Taylor a montré dans [Tay91] que tout pseudo-caractère à
coefficients dans un corps algébriquement clos de caractéristique 0 est le caractère
d’une représentation semi-simple de dimension r (on renvoie à la proposition 2.3
de [Che13] et à la discussion qui la précède pour un énoncé plus schématique).
Démonstration de la proposition 11.7. Pour tout n-uplet (γ1, ..., γn) ∈ Γn,
on note ξn(γ1, ..., γn) le point de (H)
n/H0 sur E correspondant au caractère
O((H)n/H0)→ E, f 7→
(
Ξn(f)
)
(γ1, ..., γn).
Suivant [Ric88] on dit qu’un n-uplet (g1, ..., gn) de points de H(Qℓ) est semi-
simple si l’adhérence de Zariski < g1, ..., gn > du sous-groupe < g1, ..., gn > de H
engendré par g1, ..., gn est réductive.
Lemme 11.9. (Richardson) Soit (g1, ..., gn) ∈ H(Qℓ)n. Alors les assertions sui-
vantes sont équivalentes
(i) (g1, ..., gn) est un n-uplet semi-simple,
(ii) la classe de conjugaison de (g1, ..., gn) par H
0
Qℓ
est fermée dans (HQℓ)
n.
De plus les H0
Qℓ
-orbites fermées dans (HQℓ)
n correspondent aux points sur Qℓ du
quotient grossier (H)n/H0, c’est-à-dire aux caractères O((H)n/H0)→ Qℓ.
Démonstration. La dernière assertion résulte des propriétés générales des quo-
tients grossiers (cf 1.3.2 de [Ric88]). Il reste à montrer l’équivalence de (i) et (ii).
C’est le théorème 3.6 de [Ric88], à ceci près que l’on quotiente ici par conjugaison
par H0 et non par H . Cependant la preuve du théorème 3.6 de [Ric88] s’adapte
sans difficultés :
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— dans (ii) ⇒ (i) il n’y a rien à changer puisque la contradiction est amenée
par un cocaractère, qui prend donc ses valeurs dans H0,
— dans (i)⇒ (ii) on applique le théorème de Hilbert-Mumford (théorème 2.1
de [Ric88]) à l’action de H0 (au lieu de H) sur (H)n. 
Suite de la démonstration de la proposition 11.7. D’après le lemme précé-
dent on a une bijection entre
— les points sur Qℓ du quotient grossier (H)n/H0
— les classes de conjugaison par H0(Qℓ) de n-uplets semi-simples de points de
H(Qℓ).
On note ξssn (γ1, ..., γn) la classe de conjugaison par H
0(Qℓ) de n-uplets semi-
simples dans H(Qℓ) qui est associée à ξn(γ1, ..., γn) ∈
(
(H)n/H0
)
(Qℓ). Autrement
dit ξssn (γ1, ..., γn) est, au choix
— l’ensemble des points sur Qℓ de l’unique orbite fermée au-dessus de
ξn(γ1, ..., γn)
— l’ensemble des n-uplets semi-simples (g1, ..., gn) de H(Qℓ)n satisfaisant
∀f ∈ O((H)n/H0), f(g1, ..., gn) = Ξn(f)(γ1, ..., γn).(11.6)
Soit (g1, ..., gn) ∈ ξ
ss
n (γ1, ..., γn). On note C(g1, ..., gn) le centralisateur de
(g1, ..., gn) dans H
0
Qℓ
(c’est-à-dire le centralisateur dans H0
Qℓ
du sous-groupe
réductif < g1, ..., gn > de HQℓ). On note D(g1, ..., gn) le centralisateur de
C(g1, ..., gn) dans HQℓ . Comme le centralisateur d’un sous-groupe réductif dans
un groupe réductif est réductif, C(g1, ..., gn) et D(g1, ..., gn) sont réductifs. On
note N l’ensemble de (n, (γ1, ..., γn)) avec n ∈ N∗ et (γ1, ..., γn) ∈ Γn. Pour
(n, (γ1, ..., γn)) ∈ N, on choisit (g1, ..., gn) ∈ ξ
ss
n (γ1, ..., γn) (on rappelle que
(g1, ..., gn), et donc C(g1, ..., gn), sont déterminés de façon unique à conjugaison
près par H0
Qℓ
). On note
— N1 le sous-ensemble de N formé des (n, (γ1, ..., γn)) tels que
dim(< g1, ..., gn >) soit maximal,
— N2 le sous-ensemble de N1 formé des (n, (γ1, ..., γn)) tels que
dim(C(g1, ..., gn)) soit minimal,
— N3 le sous-ensemble de N2 formé des (n, (γ1, ..., γn)) tels que le nombre de
composantes connexes de C(g1, ..., gn) soit minimal.
Il est clair que pour (n, (γ1, ..., γn)) ∈ N
3, C(g1, ..., gn) est minimal (à conjugai-
son près) parmi tous les sous-groupes de H0
Qℓ
construits de cette façon lorsque
(n, (γ1, ..., γn)) parcourt N
1.
On choisit (n, (γ1, ..., γn)) ∈ N
3 et on fixe (g1, ..., gn) ∈ ξ
ss
n (γ1, ..., γn).
Lemme 11.10. Pour tout γ ∈ Γ, il existe un unique g ∈ G tel que (g1, ..., gn, g)
appartienne à ξssn+1(γ1, ..., γn, γ). De plus C(g1, ..., gn, g) = C(g1, ..., gn) et g ap-
partiennent à D(g1, ..., gn).
Démonstration. Soit (h1, ..., hn, h) ∈ ξssn+1(γ1, ..., γn, γ). On ne sait pas a priori
que (h1, ..., hn) est semi-simple mais, grâce à la condition a) appliquée à l’in-
clusion ζ : {1, ..., n} → {1, ..., n + 1}, (h1, ..., hn) est au-dessus de ξn(γ1, ..., γn).
Le théorème 5.2 de [Ric88] implique donc que < g1, ..., gn > est conjugué à un
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sous-groupe de Levi de < h1, ..., hn > et donc que
dim(< g1, ..., gn >) ≤ dim(< h1, ..., hn >).(11.7)
Par définition de N1, et comme dim(< h1, ..., hn >) ≤ dim(< h1, ..., hn, h >),
l’égalité a lieu dans (11.7) et donc (h1, ..., hn) est semi-simple et conjugué à
(g1, ..., gn) (de plus on en déduit que (n+1, (γ1, ..., γn, γ)) ∈ N
1). Quitte à conju-
guer (h1, ..., hn, h), on suppose que (h1, ..., hn) = (g1, ..., gn). On pose alors g = h,
si bien que (g1, ..., gn, g) ∈ ξ
ss
n+1(γ1, ..., γn, γ). On a évidemment C(g1, ..., gn, g) ⊂
C(g1, ..., gn), et comme (n, (γ1, ..., γn)) ∈ N
3 et (n + 1, (γ1, ..., γn, γ)) ∈ N
1, cette
inclusion est une égalité, donc g appartient à D(g1, ..., gn) et il est déterminé de
manière unique (en effet il était déterminé à conjugaison près par C(g1, ..., gn)
mais on vient de montrer qu’il appartient au centralisateur de C(g1, ..., gn)). 
Fin de la preuve de la proposition 11.7. On note σ : Γ→ H(Qℓ) l’application
γ 7→ g que l’on a construite dans le lemme précédent. Il reste à montrer que
— σ prend ses valeurs dans H(E ′) où E ′ est une extension finie de E,
— σ est un morphisme de groupes,
— σ est continue.
Le premier point est clair : si E ′ est une extension finie de E telle que g1, ..., gn
appartiennent à H(E ′) alors pour tout γ, g appartient à H(E ′) (en effet g ∈
D(g1, ..., gn) est déterminé de manière unique par l’image de (g1, ..., gn, g) dans
(H)n+1/H0, qui est définie sur E ⊂ E ′).
Pour montrer le deuxième point soit γ, γ′ ∈ Γ. Une variante immédiate du
lemme 11.10 montre qu’il existe g, g′ ∈ H uniques tels que (g1, ..., gn, g, g
′) ap-
partienne à ξssn+2(γ1, ..., γn, γ, γ
′). Par les mêmes arguments que dans la preuve
du lemme 11.10, les (n + 1)-uplets (g1, ..., gn, g), (g1, ..., gn, g
′) et (g1, ..., gn, gg
′)
sont semi-simples. La condition a) implique que les deux premiers appartiennent
à ξssn+1(γ1, ..., γn, γ) et ξ
ss
n+1(γ1, ..., γn, γ
′). La condition b) implique que le troi-
sième appartient à ξssn+1(γ1, ..., γn, γγ
′). Par conséquent σ(γ) = g, σ(γ′) = g′ et
σ(γγ′) = gg′. Finalement on a montré que σ(γγ′) = σ(γ)σ(γ′).
Pour le troisième point on commence par rappeler que C(g1, ..., gn) et
D(g1, ..., gn) sont des groupes réductifs définis sur E
′. Comme σ prend ses valeurs
dans D(g1, ..., gn), on doit montrer que pour toute fonction f ∈ O(D(g1, ..., gn)),
f ◦ σ appartient à l’algèbre C(Γ, E ′) des fonctions continues de Γ dans E ′. Or
q : O((HE′)
n+1/H0E′)→ O(D(g1, ..., gn))
f 7→ [g 7→ f(g1, ..., gn, g)]
est un morphisme surjectif puisqu’il est la composée de deux morphismes surjec-
tifs :
— le morphisme évident
O((HE′)
n+1/H0E′)→ O(HE′/C(g1, ..., gn)) = O(HE′)
C(g1,...,gn)
f 7→ [g 7→ f(g1, ..., gn, g)]
(où C(g1, ..., gn) agit par conjugaison sur HE′) est surjectif car l’orbite de
(g1, ..., gn) par conjugaison par H
0
E′ est une sous-variété affine fermée de
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(HE′)
n qui s’identifie au quotient H0E′/C(g1, ..., gn) (on rappelle que le quo-
tient d’un groupe réductif par un sous-groupe réductif est affine),
— la restriction O(HE′)
C(g1,...,gn) → O(D(g1, ..., gn)) est surjective parce
que la restriction O(HE′) → O(D(g1, ..., gn)) est évidemment surjective,
C(g1, ..., gn) agit trivialement sur O(D(g1, ..., gn)) et toute représentation
du groupe réductif C(g1, ..., gn) est complètement réductible (voir la
discussion au sujet de l’opérateur de Reynolds dans le paragraphe I.1 de
[MFK94]).
Le morphisme
O((HE′)
n+1/H0E′)→ C(Γ, E
′)
f 7→ [γ 7→ Ξn+1(f)(γ1, ..., γn, γ)]
se factorise par q car, dans les notations précédentes, Ξn+1(f)(γ1, ..., γn, γ) =
f(g1, ..., gn, g) et on a vu que g ∈ D(g1, ..., gn) pour tout γ ∈ Γ. Comme q est
surjectif, f 7→ f ◦ σ est un morphisme d’algèbres O(D(g1, ..., gn)) → C(Γ, E
′)
bien défini. Le troisième point est démontré.
On montre maintenant que pour tout m ∈ N∗, f ∈ O((H)m/H0) et
(δ1, ..., δm) ∈ Γ
m, on a
f(σ(δ1), ..., σ(δm)) =
(
Ξm(f)
)
(δ1, ..., δm).(11.8)
Par les mêmes arguments que dans la preuve du lemme 11.10 il existe h1, ..., hm ∈
D(g1, ..., gn) tels que (g1, ..., gn, h1, ..., hm) ∈ ξ
ss
n+m(γ1, ..., γn, δ1, ..., δm) et de plus
on a hj = σ(δj) pour tout j ∈ {1, ..., m}. En appliquant la condition a) à l’injec-
tion {n+1, ..., n+m} ⊂ {1, ..., n+m} on voit que (σ(δ1), ..., σ(δm)) = (h1, ..., hm)
est au-dessus de ξm(δ1, ..., δm) et l’égalité (11.8) en résulte.
Le fait que pour m, δ1, ..., δm comme ci-dessus, le (n + m)-uplet
(σ(γ1), ..., σ(γn), σ(δ1), ..., σ(δm)) soit semi-simple implique que l’adhé-
rence de l’image de σ est un sous-groupe réductif de H . La construction
précédente de σ(γ) était entièrement nécessaire, et dépendait seulement du choix
de (g1, ..., gn) dans la classe de conjugaison semi-simple associée à ξ
ss
n (γ1, ..., γn).
Donc σ est unique à conjugaison près par H0(Qℓ). 
L’action de B sur Ccuspc (BunG,N(Fq)/Ξ,Qℓ) induit évidemment une action de
Bred, d’où une décomposition
Ccuspc (BunG,N(Fq)/Ξ,Qℓ) = ⊕νHν(11.9)
où ν parcourt les caractères de Bred (c’est-à-dire aussi de B). C’est ce
que nous appelons “décomposition spectrale” dans le théorème 0.1. Par la
définition-proposition 11.3 et la proposition 11.7 (appliquée à H = H0 = ĜE) on
associe à chaque caractère ν un morphisme σ : Gal(F/F )→ Ĝ(Qℓ) tel que
(C1) σ prend ses valeurs dans Ĝ(E ′), où E ′ est une extension finie de E
(donc de Qℓ), et il est continu,
(C2) l’adhérence de Zariski de son image est réductive,
(C3) pour tout n ∈ N∗, on a
f(σ(γ1), ..., σ(γn)) =
(
Θνn(f)
)
(γ1, ..., γn),(11.10)
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(C4) σ se factorise à travers π1(X rN, η).
De plus ν et la classe de conjugaison de σ par Ĝ(Qℓ) se déterminent mutuel-
lement de façon unique grâce à la condition (C3). Le théorème suivant est le
théorème 0.1 de l’introduction (avec un énoncé plus précis du lien avec les opé-
rateurs d’excursion, qui sont maintenant construits).
Théorème 11.11. On a une décomposition de Cc(KN\G(A)/KN ,Qℓ)-modules
Ccuspc (BunG,N(Fq)/Ξ,Qℓ) = ⊕σHσ(11.11)
où la somme est indexée par les classes de conjugaison par Ĝ(Qℓ) de morphismes
σ : π1(X rN, η)→ Ĝ(Qℓ)
vérifiant les conditions (C1) et (C2). Cette décomposition est déterminée de ma-
nière unique par la décomposition (11.9) grâce à la condition (C3). Elle est compa-
tible avec l’isomorphisme de Satake en les places non ramifiées : pour tout σ tel que
Hσ 6= 0, pour toute représentation irréductible V de Ĝ et toute place v ∈ |X|r|N |,
T (hV,v) agit sur Hσ par le scalaire χV (σ(Frobv)), où Frobv ∈ π1(X rN, η) est un
élément de Frobenius en v.
Démonstration. Il reste seulement à montrer la compatibilité avec Satake. Soit
V une représentation irréductible de Ĝ. On sait que T (hV,v) respecte Hσ et d’après
le e) de la définition-proposition 11.3 et la condition (C3), T (hV,v) agit sur Hσ
avec l’unique valeur propre généralisée χV (σ(Frobv)). Mais, comme on l’a déjà dit
dans la remarque 11.6, les opérateurs de Hecke en les places non ramifiées sont
diagonalisables (car ils sont normaux pour la structure hermitienne standard sur
Ccuspc (BunG,N(Fq)/Ξ,C)). Donc T (hV,v) agit sur Hσ par multiplication par le sca-
laire χV (σ(Frobv)) et on a montré que σ est compatible en v avec l’isomorphisme
de Satake. 
12. Cas des groupes non nécessairement déployés
12.1. Enoncé du théorème principal. Soit G un groupe réductif lisse et géo-
métriquement connexe sur F . On note U l’ouvert maximal de X tel que G se
prolonge en un schéma en groupes lisse et réductif sur U . D’après les paragraphes
5.1.9 et 4.6 de [BT84] (qui m’ont été indiqués par Jochen Heinloth), on peut choi-
sir un modèle entier parahorique de G en tous les points de X r U . En recollant
ces modèles entiers sur U et sur les voisinages formels des points de X r U , on
obtient un schéma en groupes lisse sur X que l’on note encore G. Ainsi G est un
schéma en groupes lisse sur X, réductif sur U , de type parahorique en les points
de X r U , et dont toutes les fibres sont géométriquement connexes.
D’après la proposition 1 de [Hei10], le champ BunG, dont les points sur un
schéma S classifient les G-torseurs sur X × S, est un champ algébrique lisse,
localement de type fini. Une autre preuve de ce résultat apparaît dans [AH13].
On rappelle les énoncés dans le lemme suivant.
Lemme 12.1. ([Beh91], [Hei10] exemple (1) page 504, et [AH13], proposition
2.2 et théorème 2.5) Soit G comme ci-dessus. Il existe un fibré vectoriel V de
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rang r sur X muni d’une trivialisation de det(V) et une représentation fidèle
ρ : G→ SL(V) telle que les quotients SL(V)/G (et donc GL(V)/G) soient quasi-
affines. Alors le morphisme ρ∗ : BunG → Bun
0
GLr est représentable, quasi-affine
et de présentation finie (on a noté Bun0GLr la composante connexe de BunGLr
classifiant les fibrés de degré 0).
Pour tout copoids dominant µ pour GLr, Bun
0,≤µ
GLr
est de type fini (voir [Wan11]
pour une preuve et les références) et donc ρ−1∗ (Bun
0,≤µ
GLr
) est un ouvert de type fini
de BunG. Pour deux choix différents de V et ρ les systèmes inductifs d’ouverts de
BunG sont comparables.
Seule la dernière phrase n’apparaît pas dans les références, mais elle résulte
immédiatement du fait que ces ouverts sont de type fini.
Pour définir des troncatures Bun≤µG il serait inutilement compliqué de chercher
à comprendre les troncatures de Harder-Narasimhan dans un cadre non déployé
et on prefère utiliser un plongement dans SLr comme dans le lemme précédent.
De plus on va définir ces troncatures à l’aide de Gad au lieu de G pour que les
troncatures qui s’en déduisent dans les champs de chtoucas soient invariantes par
l’action de Ξ.
On applique le lemme précédent à Gad, et on choisit donc un fibré vectoriel
V de rang r sur X muni d’une trivialisation de det(V) et un plongement ρ :
Gad → SL(V). Pour tout copoids dominant µ pour GLr on définit l’ouvert de
type fini Bun≤µ
Gad
comme (ρ∗)
−1(Bun0,≤µGLr ). On définit Bun
≤µ
G comme l’image inverse
de Bun≤µ
Gad
. C’est un ouvert de BunG qui n’est de type fini que si G est semi-simple.
Des choix différents de V et ρ conduiraient à des systèmes inductifs comparables.
De plus, en anticipant sur les notations du paragraphe 12.3.1, pour toute re-
présentation W de LG il existe κ tel que pour tout µ et tout point (G0 → G1) de
Hecke
({0})
{0},W , si G0 appartient à Bun
≤µ
G alors G1 appartient à Bun
≤µ+κ
G .
Soit N ⊂ X un sous-schéma fini. On note KN le noyau de G(O)→ G(ON ). On
note BunG,N le champ dont les points sur un schéma S classifient la donnée d’un
G-torseur G sur X × S et d’une trivialisation de G
∣∣
N×S
. Comme les fibres de G
sont géométriquement connexes, la restriction à la Weil GN de G de N à SpecFq
est connexe. On peut donc appliquer le théorème de Lang à GN . Par conséquent
BunG,N(Fq) est un G(ON )-torseur sur le groupoïde BunG(Fq).
On note N̂ = |N | ∪ (X r U), de sorte que X r N̂ est l’ouvert non ramifié.
Le L-groupe LG est un produit semi-direct Ĝ⋊Gal(F˜ /F ) où F˜ est l’extension
finie galoisienne de F telle que Gal(F˜ /F ) soit l’image de Gal(F/F ) dans le groupe
des automorphismes du diagramme de Dynkin de G. Le produit semi-direct est
pris pour l’action de Gal(F˜ /F ) sur Ĝ qui préserve un épinglage, voir [Bor79].
Pour tout v ∈ |U |, G(Ov) est hyperspécial, donc G(Fv) est quasi-déployé et
déployé sur une extension non ramifiée de Fv. Donc F˜ /F est non ramifié sur
U . On note U˜ le revêtement galoisien de U , dont le corps des fonctions est F˜ .
On considère LG comme un groupe algébrique sur Qℓ et pour toute extension
E ⊃ Qℓ on note LGE le groupe obtenu par extension des scalaires à E et on note
LG(E) = Ĝ(E)⋊Gal(F˜ /F ) le groupe de ses points à valeurs dans E.
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Pour toute place v ∈ |X|, on note F˜v l’extension galoisienne finie de Fv telle
que Gal(F˜v/Fv) soit l’image de Gal(F v/Fv) dans le groupe des automorphismes
du diagramme de Dynkin de G. On note LGv = Ĝ ⋊ Gal(F˜v/Fv) le L-groupe
local. On a un plongement
Gal(F˜v/Fv) ⊂ Gal(F˜ /F ) et
LGv ⊂
LG
bien défini à conjugaison près et déterminé de façon unique par le choix d’un
plongement F ⊂ F v. Si v ∈ |U |, F˜v/Fv est non ramifié et donc Gal(F˜v/Fv) est
cyclique, avec Frobv comme générateur canonique.
Remarque 12.2. On a une inclusion évidente
G(F )\G(A)/KN ⊂ BunG,N(Fq)(12.1)
dont l’image est formée des G-torseurs localement triviaux pour la topologie de
Zariski. En général, comme on l’a déjà mentionné dans la remarque 8.21,
BunG,N(Fq) =
⋃
α∈ker1(F,G)
Gα(F )\Gα(A)/KN(12.2)
où la réunion est disjointe, ker1(F,G) est fini et Gα est la forme intérieure pure
de G obtenue par torsion par α. On rappelle que
ker1(F,G) = Ker(H1(F,G)→
∏
v
H1(Fv, G)).
Pour tout α ∈ ker1(F,G) on fixe un G-torseur sur F ayant α comme classe
d’isomorphisme, on l’étend à XrN̂ , et on le munit d’une trivialisation sur chaque
corps local Fv (venant en presque toute place v de X r N̂ d’une trivialisation sur
Ov). On note Gα le groupe d’automorphismes de ce G-torseur. On possède donc
un isomorphisme Gα(A) = G(A), qui donne un sens au quotient par KN dans le
membre de droite de (12.2). L’égalité (12.2) résulte facilement du fait que, pour
tout v ∈ |X|, H1(Ov, G) = 0 (grâce au théorème de Lang, comme on l’a montré
plus haut). Pour plus de détails on renvoie au lemme 1.1 de [NBC06b].
D’après Kottwitz [Kot84, Kot86] et Nguyen Quoc Thang [NQT11] théo-
rème 2.6.1 pour l’extension en caractéristique p, ker1(F,G) est le dual de
ker1(F, ZĜ(Qℓ)).
On fixe un réseau Ξ ⊂ Z(A)/Z(F ). On définit Ccuspc (BunG,N(Fq)/Ξ, E) comme
le sous-espace de Cc(BunG,N(Fq)/Ξ, E) formé des éléments dont l’image par la
correspondance
BunG,N(Fq)/Ξ← (BunP,N(Fq)×P (ON )G(ON))/Ξ→ (BunM,N(Fq)×P (ON )G(ON))/Ξ
s’annule dans C(BunM,N(Fq)/Ξ, E) pour tout sous-groupe parabolique P de G de
Levi M (on renvoie à [Xue17] pour un cadre général, où de telles correpondances
sont étudiées). Grâce à la remarque précédente on a la définition équivalente
Ccuspc (BunG,N(Fq)/Ξ, E) =
⊕
α∈ker1(F,G)
Ccuspc (Gα(F )\Gα(A)/KNΞ, E).(12.3)
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C’est un E-espace vectoriel muni d’une action de Cc(KN\G(A)/KN , E). Il est
de dimension finie par [Har74] et la proposition 5.2 de [BJ79] : l’idée est que
la cuspidalité implique l’annulation sur les G-torseurs avec niveau N très in-
stables (c’est-à-dire possédant, pour un certain sous-groupe parabolique propre
une réduction au sous-groupe de Levi associé admettant un unique relèvement
au sous-groupe parabolique), donc il existe µ tel que toute fonction cuspidale soit
supportée sur Bun≤µG,N(Fq)/Ξ qui est fini.
Soit v ∈ |U | (en fait on n’utilisera ce qui va suivre que pour v ∈ |X|rN̂ ⊂ |U |).
L’isomorphisme de Satake (voir [Sat63, Car79, Bor79, BR94]) est un isomor-
phisme d’anneaux
S : O(ĜE ⋊ Frobv / ĜE)→ Cc(G(Ov)\G(Fv)/G(Ov), E)(12.4)
où le membre de gauche est l’anneau des fonctions régulières sur la classe à
gauche (ou à droite) par ĜE égale à ĜE ⋊ Frobv ⊂ LGv,E , qui sont invariantes
par conjugaison par ĜE . Pour toute représentation E-linéaire V de
LGv, on note
hV,v ∈ Cc(G(Ov)\G(Fv)/G(Ov), E) l’image par l’isomorphisme de Satake S de
χV
∣∣
ĜE⋊Frobv
. Ces fonctions χV
∣∣
ĜE⋊Frobv
engendrent O(ĜE ⋊Frobv / ĜE) quand V
varie. En effet les χV engendrent le terme de gauche dans
O(LGv,E/
LGv,E)։ O(ĜE ⋊ Frobv / LGv,E)
∼
→ O(ĜE ⋊ Frobv / ĜE),
où le premier morphisme est simplement la restriction. Le deuxième est un iso-
morphisme car les classes de conjugaison par ĜE et par
LGv,E d’un élément de
la forme g⋊Frobv sont égales (puisque g⋊Frobv commute avec lui-même), donc
LGv,E/ĜE agit trivialement sur ĜE⋊Frobv / ĜE. Par conséquent [V ] 7→ hV,v est un
homomorphisme surjectif d’anneaux RepE(
LGv)→ Cc(G(Ov)\G(Fv)/G(Ov), E).
La fonction hV,v appartient à Cc(G(Ov)\G(Fv)/G(Ov),OE) lorsque V est défini
sur OE .
Dans le paragraphe 12.3.4 nous définirons une famille commutative d’opéra-
teurs d’excursion
SI,W,x,ξ,(γi)i∈I ∈ EndCc(KN\G(A)/KN ,E)
(
Ccuspc (BunG,N(Fq)/Ξ, E)
)
où I est un ensemble fini, W est une représentation E-linéaire de (LG)I , x ∈ W
et ξ ∈ W ∗ sont invariants sous l’action diagonale de Ĝ, et (γi)i∈I ∈ (Gal(F/F ))
I .
Théorème 12.3. On a une décomposition canonique de Cc(KN\G(A)/KN ,Qℓ)-
modules
Ccuspc (BunG,N(Fq)/Ξ,Qℓ) = ⊕σHσ(12.5)
indexée par les paramètres de Langlands, c’est-à-dire les classes de conjugaison
par Ĝ(Qℓ) de morphismes
σ : Gal(F/F )→ LG(Qℓ)
tels que
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(C’1) σ prend ses valeurs dans LG(E ′), où E ′ est une extension finie de E
(donc de Qℓ), et il est continu et non ramifié en dehors de N̂ (c’est-à-dire
qu’il se factorise à travers π1(X r N̂, η)),
(C’2) l’adhérence de Zariski de son image est réductive,
(C’5) on a la commutativité du diagramme
Gal(F/F )
σ //
&&◆◆
◆◆
◆◆
◆◆
◆◆
LG(Qℓ)
yyrrr
rr
rr
rr
r
Gal(F˜ /F )
(12.6)
Cette décomposition découle de la décomposition spectrale de la famille commuta-
tive des opérateurs d’excursion, au sens suivant : Hσ est l’espace propre généralisé
correspondant au système de valeurs propres 〈ξ, (σ(γi))i∈I .x〉 pour SI,W,x,ξ,(γi)i∈I
quand I,W, x, ξ et (γi)i∈I varient. Il est compatible avec l’isomorphisme de Sa-
take : pour tout σ, toute place v ∈ |X|r N̂ , et pour toute représentation irréduc-
tible V de LGv, hV,v agit sur Hσ par multiplication par le scalaire χV (σ(Frobv)).
Enfin la décomposition (12.5) est compatible avec la limite sur N .
Remarque 12.4. En passant à la limite sur N , on obtient une décomposition
canonique, indexée par les paramètres de Langlands, de la représentation de G(A)
lim
−→
N
Ccuspc (BunG,N(Fq)/Ξ,Qℓ) =
⊕
α∈ker1(F,G)
Ccuspc (Gα(F )\Gα(A)/Ξ, E).
Autrement dit pour toute représentation lisse irréductible π de G(A), le Qℓ-espace
vectoriel de dimension finie
HomG(A)
(
π, lim
−→
N
Ccuspc (BunG,N(Fq)/Ξ,Qℓ)
)
admet une décomposition canonique indexée par les paramètres de Langlands qui
sont compatibles par l’isomorphisme de Satake avec π en toutes les places où π
est non ramifié. La conjecture 12.12 ci-dessous affirme que (si π est défini sur Q)
cette décomposition est définie sur Q, indexée par des paramètres de Langlands
motiviques et ne dépend pas de ℓ ni du plongement Q →֒ Qℓ.
12.2. Compléments, remarques et conjectures.
12.2.1. Compatibilité avec la fonctorialité. La proposition suivante (dont l’énoncé
a émergé après des discussions avec Vladimir Drinfeld et Erez Lapid) affirme
que la décomposition (12.5) est compatible avec les cas triviaux de fonctorialité.
Bien sûr on espère aussi qu’elle est compatible avec les cas non triviaux, comme
la correspondance theta, et d’ailleurs grâce au lien entre notre construction et
[BV06] (expliqué dans le chapitre 15) cela devrait résulter de la géométrisation
du noyau theta par Sergey Lysenko [Lys06, Lys11].
Soit G′ un autre groupe réductif sur F et Υ : G → G′ un morphisme de
groupes sur F dont l’image est un sous-groupe distingué de G′. La fonctorialité
“triviale” pour les L-groupes expliquée dans le paragraphe 2.5 de [Bor79] fournit
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un morphisme LΥ : LG′ → LG (en supposant les L-groupes construits à l’aide
d’une même extension galoisienne finie F˜ déployant à la fois G et G′).
Soit Ξ et Ξ′ des réseaux dans Z(F )\Z(A) et Z ′(F )\Z ′(A) (où Z ′ désigne le
centre de G′) tels que Υ(Ξ) ⊂ Ξ′. Alors Υ induit
βΥ : lim←−
N
BunG,N(Fq)/Ξ→ lim←−
N
BunG′,N(Fq)/Ξ′
et donc
β∗Υ : lim−→
N
Ccuspc (BunG′,N(Fq)/Ξ
′, E)→ lim−→
N
Ccuspc (BunG,N(Fq)/Ξ, E)(12.7)
défini par β∗Υ(h) = h ◦βΥ. On considère la décomposition (12.5) (après être passé
à la limite sur N) et la décomposition analogue
lim−→
N
Ccuspc (BunG′,N(Fq)/Ξ
′, E) = ⊕σ′H
′
σ′ .(12.8)
Proposition 12.5. Pour tout paramètre de Langlands σ′ pour G′, on a β∗Υ(H
′
σ′) ⊂
Hσ avec σ =
LΥ ◦ σ′.
La preuve sera donnée juste après la preuve du théorème 12.3.
12.2.2. Paramètres d’Arthur. Bien sûr on aimerait montrer que les paramètres
de Langlands σ qui apparaissent dans la décomposition (12.5) proviennent de
paramètres d’Arthur elliptiques. On rappelle qu’un paramètre d’Arthur est une
classe de conjugaison par Ĝ(Qℓ) de morphisme
ψ : Gal(F/F )× SL2(Qℓ)→ LG(Qℓ) (algébrique sur SL2(Qℓ)),
dont la restriction à Gal(F/F ) est non ramifiée sur un ouvert dense et prend
ses valeurs dans une extension finie de Qℓ, et qui est continu, fait commuter le
diagramme (12.6) et est tel que
(A1) la restriction de ψ à Gal(F/F ) est pure de poids 0 (c’est-à-dire que son
image par toute représentation de LG est pure de poids 0).
De plus ψ est dit elliptique si
(A2) le centralisateur de ψ dans Ĝ(Qℓ) est fini modulo (Z(Ĝ)(Qℓ))Gal(F˜ /F ).
Le paramètre de Langlands associé à ψ est σψ : Gal(F/F ) →
LG(Qℓ) défini
par
σψ(γ) = ψ
(
γ,
(
|γ|1/2 0
0 |γ|−1/2
))
où |γ|1/2 est bien défini grâce au choix d’une racine carrée de q.
Le paramètre d’Arthur, c’est-à-dire la classe de conjugaison par Ĝ(Qℓ) de ψ,
est déterminé de manière unique par la classe de conjugaison par Ĝ(Qℓ) de σψ
(Malcev, cf le corollaire 4.2 de [Kos59]).
Remarque 12.6. Soit ψ un paramètre d’Arthur tel que σψ apparaisse dans
(12.5). Par la théorie du corps de classe on sait que pour tout caractère ν de
LG(Qℓ), ν ◦ σψ est pure de poids 0. Par conséquent la condition (A2) implique la
condition (A1). En effet si on fixe ι : Qℓ
∼
→ C et si la restriction de ψ à Gal(F/F )
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n’est pas ι-pure de poids 0, alors le ι-poids fournit un cocaractère non trivial à
valeurs dans le centralisateur de ψ, dont la composée avec tout caractère ν de
LG(Qℓ) est trivial, et cela contredit la condition (A2).
Conjecture 12.7. Tout paramètre de Langlands σ apparaissant dans la décom-
position 12.5 est de la forme σψ avec ψ un paramètre d’Arthur elliptique (bien
défini à conjugaison près par Ĝ(Qℓ)).
Remarque 12.8. Pour montrer la conjecture précédente on peut espérer utili-
ser les actions du SL2 de Lefschetz sur la cohomologie de compactifications des
champs de chtoucas (il faudrait évidemment considérer la cohomologie en tous
degrés et non pas seulement en degré moitié comme dans cet article). Cela était
discuté dans la remarque 10.8 et le chapitre 11 de la version 3 de cet article sur
arXiv mais on signale que le lemme 11.5 était erroné car l’action des morphismes
de Frobenius partiels manquait dans les hypothèses (et il n’est pas évident de
définir une telle action sur la cohomologie d’une compactification).
Remarque 12.9. On aimerait en fait obtenir une décomposition comme (12.5)
pour toute la partie discrète (et non pas seulement la partie cuspidale). Cette
décomposition devrait être indexée par les paramètres d’Arthur elliptiques.
12.2.3. Lien avec les formules de multiplicités d’Arthur. Il est tentant de conjec-
turer une formule de multiplicités pour les espaces Hσ apparaissant dans la dé-
composition (12.5). Comme la décomposition (12.5) n’est construite que pour la
partie cuspidale, et pas encore pour la partie discrète (cf la remarque 12.9), il est
préférable pour le moment de ne discuter les formules de multiplicités que pour
les paramètres d’Arthur elliptiques pour lesquels l’action de SL2 est triviale, car
dans ce cas le paquet global d’Arthur est conjecturalement inclus dans la partie
cuspidale.
La formule de multiplicités que nous conjecturons pour Hσ est exactement le
terme correspondant à σ dans la formule de multiplicités d’Arthur usuelle. La
raison est la “compensation” suivante. On rappelle que dans (12.1) la somme est
indexée par ker1(F,G) et comme les formules de multiplicités d’Arthur concernent
le quotient adélique G(F )\G(A)/KNΞ, on a l’impression que l’on doit multi-
plier toutes les multiplicités par ♯ ker1(F,G). Mais les formules de multiplicités
d’Arthur sont écrites pour une relation d’équivalence R sur l’ensemble des para-
mètres d’Arthur elliptiques, qui est plus faible que la conjugaison par Ĝ(Qℓ), et
fait intervenir en plus la torsion par un cocyle localement trivial à valeurs dans
ZĜ(Qℓ), c’est-à-dire un élément de ker
1(F, ZĜ(Qℓ)). Or ker
1(F,G) est le dual de
ker1(F, ZĜ(Qℓ)) donc ils ont le même cardinal.
Remarque 12.10. Pour des groupes autres que GLr, des multiplicités > 1
peuvent apparaître dans chaque Hσ. Cela est indépendant du fait que différents
Hσ peuvent correspondre au même système de valeurs propres de Hecke (comme
on l’a expliqué dans le paragraphe 0.7).
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Lorsque G est un tore, les sous-espaces Hσ ont pour dimension 1, et la décom-
position (12.5) est simplement la bijection entre caractères de lim←−N BunG,N(Fq)
et paramètres de Langlands modulo conjugaison par Ĝ(Qℓ).
Remarque 12.11. Il est clair que la décomposition (12.5) implique une décom-
position plus grossière de Ccuspc (BunG,N(Fq)/Ξ,Qℓ) indexée par les paramètres de
Langlands modulo la relation d’équivalence plus faible R mentionnée ci-dessus.
Cependant on ne sait pas si cette relation d’équivalence plus faible est com-
patible avec l’inclusion Ccuspc (G(F )\G(A)/KNΞ,Qℓ) ⊂ C
cusp
c (BunG,N(Fq)/Ξ,Qℓ)
qui vient de (12.1). On ne sait donc pas construire en général une décompo-
sition canonique de Ccuspc (G(F )\G(A)/KNΞ,Qℓ) indexée par les paramètres de
Langlands pour la relation d’équivalence plus faible R.
12.2.4. Indépendance par rapport à ℓ. La philosophie des motifs indique qu’il doit
exister une notion de “paramètre de Langlands motivique” définie sur Q. Si l’on
admet les conjectures standard, un paramètre de Langlands motivique est défini
comme une classe d’isomorphisme de couples (T, κ), où
— T est un foncteur tensoriel de la catégorie de représentations Q-linéaires de
dimension finie de LG vers la catégorie Q-linéaire des motifs purs sur F ,
— κ est un isomorphisme entre la restriction de T aux représentations de
LG/Ĝ = Gal(F˜ /F ) et le foncteur naturel des représentations de Gal(F˜ /F )
vers les motifs d’Artin sur F .
Dans un article récent [Dri15], Drinfeld a donné un sens inconditionnel à la
notion de paramètre de Langlands motivique.
Conjecture 12.12. La décomposition (12.5) est définie sur Q et indexée par des
paramètres de Langlands motiviques. De plus la décomposition est indépendante
de ℓ et du plongement Q →֒ Qℓ.
Remarque 12.13. Bien sûr dans le cas où G = GLr, il est évident que la décom-
position (12.5) est définie sur Q et indépendante de ℓ et du plongement Q →֒ Qℓ,
puisque les espaces Hσ sont obtenus par diagonalisation des opérateurs de Hecke
en les places non ramifiées. En effet, grâce au théorème de Tchebotarev, une re-
présentation linéaire semi-simple σ est déterminée par son caractère. On pourrait
aussi invoquer le théorème de multiplicité un fort [Pia75, Sha74, JS81]. Grâce
aux explications de Erez Lapid, nous savons que pour G = SLr la décomposition
(12.5) est aussi définie sur Q et indépendante de ℓ et du plongement Q →֒ Qℓ.
En effet la proposition 12.5 appliquée à l’inclusion Υ : SLr →֒ GLr montre que la
décomposition (12.5) pour SLr est déterminée par la décomposition pour GLr,
puisque β∗Υ est surjective [HS12, LL79]. D’après [Lar94, Lar96] et des variantes de
l’argument précédent on peut obtenir un résultat analogue pour d’autres groupes.
Remarque 12.14. Si on admet la conjecture de Tate en plus des conjectures
standard, on pourrait espérer démontrer la conjecture précédente en rendant mo-
tiviques toutes les constructions de cet article. Cependant cela serait très difficile
car on a utilisé la cohomologie à support compact du faisceau d’intersection de
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champs de Deligne-Mumford qui ne sont pas propres. La conjecture de Tate per-
mettrait d’obtenir à l’aide du lemme de Drinfeld (le corollaire 8.13) des représen-
tations Q-linéaires de GWmot(F )
I , où Gmot(F ) est le groupe de Galois motivique de
F (associé au choix d’un foncteur fibre sur Q dont l’existence résulte de [Del90]),
et GWmot(F ) = Gmot(F )×Ẑ Z pourrait être appelé “groupe de Weil motivique”. On
utiliserait alors la variante évidente de la proposition 11.7 où l’on remplace Γ par
GWmot(F ).
Remarque 12.15. La conjecture 12.12 impliquerait l’existence d’une algèbre BQ
telle que B⊗EQℓ = BQ⊗QQℓ pour tout plongement Q →֒ Qℓ. Grâce à la remarque
5.4 et à l’égalité entre (9.8) et (9.9), le transposé d’un opérateur d’excursion est
un opérateur d’excursion, par conséquent BQ ⊗Q C serait alors une C
∗-algèbre
commutative et l’algèbre BQ serait donc réduite.
12.2.5. Digression sur le cas des corps de nombres. Il paraît totalement hors d’at-
teinte d’appliquer les méthodes de cet article aux corps de nombres. Cependant
on peut se demander s’il est raisonnable d’espérer une décomposition analogue
à la décomposition canonique (12.5), une formule de multiplicités d’Arthur pour
chacun des espaces Hσ, et une conjecture analogue à la conjecture 12.12.
Quand F est un corps de fonctions comme dans cet article, la limite
lim
←−N
BunG,N(Fq) est égale à
(
G(F )\G(A ⊗F F )
)Gal(F/F )
. Or cette der-
nière expression garde un sens pour les corps de nombres et pour éviter
des problèmes topologiques on peut remarquer qu’elle est aussi égale à(
G(Fˇ )\G(A ⊗F Fˇ )
)Gal(Fˇ /F )
où Fˇ est une extension finie galoisienne de F sur
laquelle G est déployé.
On peut donc espérer que si F est un corps de nombres et si Ξ est un réseau dans
Z(F )\Z(A), la partie discrète de L2
((
G(F )\G(A ⊗F F )
)Gal(F/F )
/Ξ,C
)
admet
une décomposition canonique indexée par les classes de conjugaison par Ĝ(C) de
paramètres d’Arthur elliptiques. Comme dans le cas des corps de fonctions, on a(
G(F )\G(A⊗F F )
)Gal(F/F )
=
⋃
α∈ker1(F,G)
Gα(F )\Gα(A)
où ker1(F,G) est fini et Gα est une forme intérieure de G. Le cas par-
ticulier qui ressemble le plus au cas des corps de fonctions est celui des
formes automorphes cohomologiques. En effet la partie cohomologique de
L2disc
((
G(F )\G(A⊗F F )
)Gal(F/F )
/Ξ,C
)
est définie sur Q et on peut se demander
si elle admet une décomposition canonique sur Q indexée par les classes
d’équivalence de paramètres d’Arthur elliptiques (pour rendre cela précis il faut
utiliser [BG11]).
12.3. Démonstration du théorème 12.3. On va expliquer les ingrédients nou-
veaux nécessaires pour la preuve du théorème 12.3 comparée à la preuve du théo-
rème 11.11 qui a fait l’objet des chapitres 1 à 11 de cet article.
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Si LG = Ĝ, les modifications sont très limitées. Mais pour traiter le cas où
LG 6= Ĝ on aura besoin d’une variante tordue sur la courbe de l’équivalence de
Satake géométrique. On suppose E assez grand pour que toutes les représentations
irréductibles de LG soient définies sur E.
12.3.1. Rappels sur les grassmanniennes affines et l’équivalence de Satake géomé-
trique. De la même façon que dans le chapitre 1, on définit l’ind-schéma Gr
(I1,...,Ik)
I
sur U I (on rappelle que G est réductif sur U). On a X r N̂ ⊂ U et en fait dans
la suite on utilisera uniquement la restriction de Gr
(I1,...,Ik)
I à (X r N̂)
I , que l’on
notera de la même façon. Soit Û un revêtement de U (et même de U˜) tel que
l’image inverse de G à Û soit déployée. Soit W une représentation E-linéaire de
(LG)I . Alors Gr
(I1,...,Ik)
I,W est défini comme le sous-schéma fermé de Gr
(I1,...,Ik)
I formé
des points dont l’image inverse à (Û)I appartient à Gr
(I1,...,Ik)
Û ,I,W
∣∣∣∣
(Ĝ)I
. La définition
des grassmanniennes affines de Beilinson-Drinfeld garde un sens pour les courbes
ouvertes et la notation précédente signifie que l’on a appliqué cette définition à
la courbe Û . On a pu restreindre W à (Ĝ)I parce que l’image inverse de G sur Û
est déployée. On rappelle que par définition ce schéma est la réunion des schémas
Gr
(I1,...,Ik)
Û ,I,V
pour tous les constituants irréductibles V de W
∣∣
(Ĝ)I
. On définit alors
Hecke
(I1,...,Ik)
I,W comme l’image inverse de Gr
(I1,...,Ik)
I,W /G
∑
∞xi par le morphisme natu-
rel Hecke
(I1,...,Ik)
I → Gr
(I1,...,Ik)
I /G
∑
∞xi. Toutes les propriétés restent vraies, et en
particulier on possède l’extension suivante du théorème 1.17 au cas non déployé
(la structure du L-groupe comme produit semi-direct pour l’action respectant
un épinglage vient du fait qu’un épinglage de Ĝ apparaît naturellement dans la
preuve de l’équivalence de Satake géométrique, voir [BD99]).
Contrairement au cas déployé, les faisceaux pervers que nous allons considérer
ne sont pas forcément des faisceaux intersection complète, mais sont issus du
théorème suivant, oùGr
(I1,...,Ik)
I,W joue simplement le rôle de support. C’est pourquoi
nous avons supposé ci-dessus que W est une représentation de (LG)I (et non pas
seulement de (Ĝ)I) et n’avons pas cherché à introduire de corps réflex.
Théorème 12.16. (variante tordue de l’équivalence de Satake géométrique
[Zhu15, Ric14]) On a un foncteur canonique
W 7→ S
(I1,...,Ik)
I,W,E
de la catégorie des représentations E-linéaires de dimension finie de (LG)I vers
la catégorie des E-faisceaux pervers Gad∑∞xi-équivariants sur Gr
(I1,...,Ik)
I . De plus
S
(I1,...,Ik)
I,W,E est supporté par Gr
(I1,...,Ik)
I,W et on peut donc le considérer comme un fais-
ceau pervers (à un décalage près) sur Gr
(I1,...,Ik)
I,W /G
ad∑
nixi
(où les entiers ni sont
assez grands et le décalage est déterminé par la condition que l’image inverse
sur Gr
(I1,...,Ik)
I,W est perverse relativement à (X r N̂)
I). Les E-faisceaux pervers (à
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un décalage près) S
(I1,...,Ik)
I,W,E sont universellement localement acycliques relative-
ment au morphisme vers (X r N̂)I . Ils vérifient les mêmes propriétés b), c), d)
que dans le théorème 1.17. Si W se factorise à travers (LG/Ĝ)I = Gal(F˜ /F )I ,
S
(I1,...,Ik)
I,W,E est supporté sur la section évidente (Xr N̂)
I → Gr
(I1,...,Ik)
I (dont l’image
est le sous-schéma où tous les φj sont des isomorphismes) et elle provient du
E-faisceau lisse sur (X r N̂)I correspondant à W (et dont la fibre en ∆(η) est
canoniquement égale à W ).
Remarque 12.17. Dans le théorème précédent on peut remplacer E par OE (on
a toujours Gr
(I1,...,Ik)
I,W de type fini mais on n’en donne plus de description explicite
en fonction en W ). Il en va de même dans la discussion qui suit.
En fait nous aurons besoin d’une petite généralisation du théorème précédent,
où certains xi restent des points variables sur Xr N̂ mais les autres sont fixés en
des places dans |X| r N̂ , et en contrepartie on demande seulement que W soit
une représentation du L-groupe local (au lieu de LG) pour ces indices.
Soit I un ensemble fini, et
α : I → (|X|r N̂) ∪ {⋆}(12.9)
une application (l’idée est que, pour i ∈ I, le point xi restera un point variable sur
XrN̂ si α(i) =⋆ et sera fixé en la place v si α(i) = v). On pose X(⋆) = XrN̂ ,
et pour v ∈ |X| r N̂ on écrit X(v) = v, considéré comme un sous-schéma fermé
de X. Soit W une représentation E-linéaire de dimension finie de
∏
i∈I
LGα(i),
où LG⋆ =
LG. Soit (I1, ..., Ik) une partition de I telle que α soit constant sur
chaque Ij . Alors on définit naturellement le sous-schéma fermé Gr
(I1,...,Ik),α
I,W de
Gr
(I1,...,Ik),α
I = Gr
(I1,...,Ik)
I
∣∣∣∏
i∈I X(α(i))
sur
∏
i∈I X(α(i)) et le faisceau pervers (à un
décalage près)
S
(I1,...,Ik),α
I,W,E sur Gr
(I1,...,Ik),α
I,W /G
ad∑
nixi
,(12.10)
qui est fonctoriel en W et vérifie les mêmes propriétés que dans le théorème ci-
dessus, donc en particulier les propriétés analogues à b), c), d) du théorème 1.17.
On peut le vérifier facilement en plongeant W dans une représentation de∏
i∈I
LGα(i) qui admet un prolongement à (
LG)I .
Le lien avec l’isomorphisme de Satake classique (12.4) est le suivant. Soit v une
place dans |X| r N̂ . On prend I = {1} un singleton et α défini par α(1) = v.
On écrit Grv pour Gr
({1})
{1}
∣∣∣
v
qui est la fibre de la grassmannienne affine sur v.
L’ensemble des Fq-points de cet ind-schéma s’identifie àG(Fv)/G(Ov). Alors, pour
toute représentation irréductible V de LGv, la trace de FrobGrv/k(v) sur le faisceau
pervers S
({1}),α
{1},V,E est égale à (−1)
〈2ρ,ω〉hV,v, où hV,v ∈ Cc(G(Ov)\G(Fv)/G(Ov),OE)
a été introduite juste après (12.4) et ω est le plus haut poids de n’importe quel
constituant irréductible de V
∣∣
Ĝ
(de sorte que 〈2ρ, ω〉 est la dimension de la G(O)-
orbite correspondante dans Grv).
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12.3.2. Chtoucas. On construit maintenant le champ classifiant des chtoucas dans
le cas des groupes non nécessairement déployés. Cela est facile et parallèle au cas
déployé parce que les pattes restent dans X r N̂ ⊂ U sur lequel G est réductif.
Une construction sans cette hypothèse est proposée dans [AH13], mais n’est pas
nécessaire ici. Soit I un ensemble fini, k ∈ N et (I1, ..., Ik) une partition de I. On
note
Cht
(I1,...,Ik)
N,I (resp. Cht
(I1,...,Ik)
N,I,W , Cht
(I1,...,Ik),≤µ
N,I,W )
le champ sur (X r N̂)I dont les points sur un schéma S classifient un S-point(
(xi)i∈I , (G0, ψ0)
φ1
−→ (G1, ψ1)
φ2
−→ · · ·
φk−1
−−−→ (Gk−1, ψk−1)
φk−→ (Gk, ψk)
)
(12.11)
dans
Hecke
(I1,...,Ik)
N,I (resp. Hecke
(I1,...,Ik)
N,I,W , Hecke
(I1,...,Ik),≤µ
N,I,W )
plus un isomorphisme σ : τG0
∼
→ Gk, préservant les structures de niveau, c’est-à-
dire vérifiant ψk ◦ σ
∣∣
N×S
= τψ0.
Comme les fibres de G sont géométriquement connexes, on peut appliquer le
théorème de Lang à la restriction à la Weil de G de n’importe quel sous-schéma
fini de X à Fq. Donc pour tout niveau N ′ ⊃ N , Cht
(I1,...,Ik),≤µ
N ′,I,V est un revêtement
fini étale du champ Cht
(I1,...,Ik),≤µ
N,I,V
∣∣∣
(XrN̂ ′)I
de groupe de Galois KN/KN ′ .
Remarque 12.18. On peut montrer que, comme les pattes varient dans Xr N̂ ,
Cht
(I1,...,Ik)
N,I,V ne dépend en fait que de la donnée de G groupe réductif sur X r N̂
et du sous-groupe compact ouvert Ker(
∏
v∈N̂ G(Ov)→ G(ON )) de
∏
v∈N̂ G(Fv).
La lemme suivant a bénéficié de discussions avec Alain Genestier, Urs Hartl et
Jochen Heinloth. On renvoie au théorème 3.14 et à la remarque 3.18 de [AH13]
pour plus de détails.
Lemme 12.19. Le quotient Cht(I1,...,Ik),≤µN,I,V /Ξ est un champ de Deligne-Mumford
de type fini.
Démonstration. On rappelle que µ est un copoids dominant de Gad. Il suffit de
montrer l’énoncé pour (I1, ..., Ik) = (I), ce qu’on suppose désormais. Par ailleurs
il suffit de montrer le résultat avec N assez grand (en fonction de µ).
a) Cas où G est adjoint. On a rappelé au paragraphe 12.1 que, d’après [AH13],
Bun≤µG est un champ d’Artin de type fini, et pour N assez grand Bun
≤µ
G,N , Bun
≤µ+κ
G,N
et Hecke
(I),≤µ
N,I,V sont des schémas de type fini, donc Cht
(I),≤µ
N,I,V est un sous-schéma
fermé de Hecke
(I),≤µ
N,I,V (image inverse du graphe de Frobenius de Bun
≤µ+κ
G,N ) et il est
donc un schéma de type fini.
b) Cas où G est un tore T . Alors il existe un revêtement fini Y de XrN̂ tel que
Cht
(I)
N,I,V ×(XrN̂)IY
I soit une réunion finie de BunT,N(Fq)-torseurs (cette réunion
finie a pour cardinal le nombre de caractères différents de T̂ dans la restriction
de V à T̂ ⊂ LT ). Or le morphisme naturel Ξ → BunT,N(Fq) a un noyau fini et
une image d’indice fini, donc (en supposant, quitte à diminuer Ξ, que le noyau
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soit nul), Cht
(I)
N,I,V /Ξ est un revêtement fini de (X r N̂)
I . Plus précisément on
montre qu’il existe U ⊂ Cht
(I)
N,I,V ouvert fermé de type fini tel que la réunion de
ses translatés par Ξ recouvre Cht
(I)
N,I,V .
c) Cas général. On considère le tore Gab = G/Gder abélianisé de G. Alors le
morphisme (βad, βab) : G → Gad × Gab est surjectif sur F et a pour noyau un
groupe abélien fini K.
On choisit les modèles parahoriques lisses de G, Gad et Gab pour que le mor-
phisme G→ Gad ×Gab s’étende à X tout entier.
On note encore V la représentation de LGad×LGab (et donc de chacun des deux
facteurs) qui se déduit de V en composant par (Lβad, Lβab) : LGad× LGad → LG.
D’où un morphisme
(βad∗ , β
ab
∗ ) : Cht
(I)
G,N,I,V → Cht
(I)
Gad,N,I,V
×Cht
(I)
Gab,N,I,V
.
On applique b) à Gab et on note U un ouvert fermé de type fini de Cht
(I)
Gab,N,I,V
tel que la réunion de ses translatés par Ξ recouvre Cht
(I)
Gab,N,I,V
. La réunion des
translatés de (βab∗ )
−1(U) par Ξ recouvre Cht
(I)
G,N,I,V . Il suffit donc de montrer que
(βab∗ )
−1(U) est de type fini.
Soit, comme dans le lemme 12.1, un fibré vectoriel V de rang r surX muni d’une
trivialisation de det(V) et une représentation fidèle ρ : G → SL(V) telle que les
quotients SL(V)/G (et donc GL(V)/G) soient quasi-affines. En prenant n = ♯K
on voit que la représentation ρ⊗n de G sur V⊗n se factorise par (βad, βab) au
point générique de X. On en déduit facilement que (ρ⊗n)∗((β
ab
∗ )
−1(U)) est inclus
dans Bun0,≤νGLrn pour ν assez grand. Par conséquent ρ∗((β
ab
∗ )
−1(U)) est inclus dans
Bun0,≤νGLr pour ν assez grand. Le même argument que dans a) montre alors que
(βab∗ )
−1(U) est de type fini. 
Le champ discret Cht
(∅),≤µ
N,∅,1 est constant sur Fq et égal à Bun
≤µ
G,N(Fq). L’argument
pour le démontrer est le même que dans la preuve de la proposition 2.16 c) : on
applique le lemme 3.3 b) de [Var04] à Bun≤µG,N ′, où N
′ ⊃ N est assez grand (en
fonction de µ) pour que toute composante connexe de Bun≤µG,N ′ soit un schéma.
Si les entiers ni sont assez grands, le morphisme naturel
ǫ
(I1,...,Ik),Ξ
N,(I),W,n : Cht
(I1,...,Ik)
N,I,W /Ξ→ Gr
(I1,...,Ik)
I,W /G
ad∑
i∈I nixi
est lisse.
Comme dans la définition 4.5 on définit F
(I1,...,Ik)
N,I,W,Ξ,E comme le faisceau pervers
(à un décalage près) sur Cht
(I1,...,Ik)
N,I,W /Ξ égal à
F
(I1,...,Ik)
N,I,W,Ξ,E =
(
ǫ
(I1,...,Ik),Ξ
N,(I),W,n
)∗(
S
(I1,...,Ik)
I,W,E
)
.(12.12)
On définit
H
≤µ,E
N,I,W = R
(
p
(I1,...,Ik),≤µ
N,I
)
!
(
F
(I1,...,Ik)
N,I,W,Ξ,E
∣∣∣
Cht
(I1,...,Ik),≤µ
N,I,W /Ξ
)
(12.13)
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qui appartient à Dbc((X r N̂)
I , E) (grâce au lemme précédent) et ne dépend pas
du choix de la partition (I1, ..., Ik). Il dépend bien sûr de Ξ, que l’on omet pour
raccourcir les formules. En particulier on possède le faisceau constructible H0,≤µ,EN,I,W
sur (X r N̂)I .
12.3.3. Une petite généralisation, et les opérateurs SV,v. Pour construire les opé-
rateurs analogues aux SV,v, on a besoin d’une petite généralisation des champs
de chtoucas, associée à la donnée d’une application α comme dans (12.9). Soit
(I1, ..., Ik) une partition de I telle que α soit constant sur chaque Ij.
Soit W une représentation E-linéaire de
∏
i∈I
LGα(i). On définit Hecke
(I1,...,Ik),α
N,I,W
de la même façon que Gr
(I1,...,Ik),α
I,W introduit ci-dessus. On note Cht
(I1,...,Ik),α
N,I,W le
champ sur
∏
i∈I X(α(i)) classifiant un point (12.11) dans Hecke
(I1,...,Ik),α
N,I,W, plus un
isomorphisme σ : τG0
∼
→ Gk, préservant les structures de niveau, c’est-à-dire
vérifiant ψk ◦ σ
∣∣
N×S
= τψ0. Si les entiers ni sont assez grands on a un morphisme
naturel Cht
(I1,...,Ik),α
N,I,W /Ξ→ Gr
(I1,...,Ik),α
I,W /G
ad∑
nixi
qui est lisse.
Comme dans (12.12) on définit F
(I1,...,Ik),α
N,I,W,Ξ,E comme le faisceau pervers (à un déca-
lage près) sur Cht
(I1,...,Ik),α
N,I,W /Ξ égal à l’image inverse du faisceau pervers S
(I1,...,Ik),α
I,W,E
introduit dans (12.10). Comme dans (12.13) on pose
H
≤µ,E
N,I,α,W = R
(
p
(I1,...,Ik),α,≤µ
N,I
)
!
(
F
(I1,...,Ik),α
N,I,W,Ξ,E
∣∣∣
Cht
(I1,...,Ik),α,≤µ
N,I,W /Ξ
)
(12.14)
dans Dbc(
∏
i∈I X(α(i)), E). Le fait que (12.14) est indépendant du choix de la
partition (I1, ..., Ik) vient de ce que S
(I1,...,Ik),α
I,W,E défini dans (12.10) vérifie l’analogue
de b) du théorème 1.17
Soit de plus v ∈ |X| r N̂ et V une représentation de LGv. On prolonge α en
α′ : I ∪ {1, 2} → (|X|r N̂) ∪ {⋆} en posant α′(1) = α′(2) = v. On définit alors
SV,v ∈ HomDbc(
∏
i∈I X(α(i)),E)
(
H
≤µ,E
N,I,α,W ,H
≤µ+κ,E
N,I,α,W
)
comme la composée
H
≤µ,E
N,I,α,W ⊠Ev
C
♯
δV ,v−−−→ H≤µ,EN,I∪{1,2},α′,W⊠V⊠V ∗
∣∣∣∏
i∈I X(α(i))×∆(v)
(12.15)
(F{1})
deg(v)
−−−−−−→ H≤µ+κ,EN,I∪{1,2},α′,W⊠V⊠V ∗
∣∣∣∏
i∈I X(α(i))×∆(v)
C♭evV ,v−−−→ H≤µ+κ,EN,I,α,W ⊠ Ev.
où les morphismes de création et d’annihilation C♯δV ,v et C
♭
evV ,v
sont évidents (la
notation (F{1})
deg(v) ci-dessus est un peu abusive dans la mesure où F{1} n’existe
pas dans ce cadre). Plus précisément la composée (12.15) commute avec l’action
du morphisme de Frobenius partiel sur Ev, et par descente on obtient SV,v.
La même preuve que celle de la proposition 6.2 donne l’égalité
T (hV,v) = SV,v
∣∣∏
i∈I
(
X(α(i))∩(Xrv)
) .(12.16)
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Comme dans le corollaire 6.5, on utilise les morphismes SV,v pour prolonger l’ac-
tion de Cc(KN\G(A)/KN) sur H
≤µ,E
N,I,α,W à
∏
i∈I X(α(i)) tout entier. De la même
façon que dans le chapitre 7 on montre les relations d’Eichler-Shimura (elles
existent en toutes les places de Xr N̂ mais on n’en aura besoin qu’aux places où
G est déployé, et dans ce cas il n’y a aucune différence avec le chapitre 7).
12.3.4. Opérateurs d’excursion. Pour tout point géométrique x dans (X r N̂)I ,
on définit le E-espace vectoriel des éléments Hecke-finis(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
x
)Hf
⊂ lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
x
de la même façon que dans la définition 8.19.
Dans le cas où I est vide,
lim
−→
µ
H
0,≤µ,E
N,{0},1
∣∣∣
η
= lim
−→
µ
H
0,≤µ,E
N,∅,1
∣∣∣
Fq
= Cc(BunG,N(Fq)/Ξ, E)
et la proposition 8.23 implique que(
lim−→
µ
H
0,≤µ,E
N,{0},1
∣∣∣
η
)Hf
=
(
lim−→
µ
H
0,≤µ,E
N,∅,1
∣∣∣
Fq
)Hf
= Ccuspc (BunG,N(Fq)/Ξ, E).(12.17)
On choisit une flèche de spécialisation sp de ηI vers ∆(η). Les mêmes arguments
que dans la proposition 8.27 et le corollaire 8.34 montrent que
sp∗ :
(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
)Hf
→
(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
ηI
)Hf
est une bijection et que cet espace est muni d’une action de π1(η, η)
I =
Gal(F/F )I . Pour la partie de l’argument qui utilise les relations d’Eichler-
Shimura, on peut choisir (si on le souhaite) les places vi telles que G y soit
déployé.
Pour alléger les notations, nous ne définirons les morphismes de création et
d’annihilation que sur les faisceaux H0,≤µ,EN,I,W (au lieu du cadre plus général des
faisceaux H0,≤µ,EN,I,α,W qui contiendrait comme cas particulier les morphismes C
♯
δV ,v
et C♭evV ,v de (12.15)). Soit J un ensemble fini et U une représentation de (
LG)J .
On rappelle la notation ζJ : J → {0}, de sorte que U
ζJ est la représentation
diagonale de LG. Le sous-espace (U ζJ )Ĝ, formé des vecteurs de U qui sont in-
variants sous l’action diagonale de Ĝ, est une représentation de Gal(F˜ /F ) (par
l’action diagonale). On note ι l’inclusion (U ζJ )Ĝ ⊂ U ζJ . On note (U ζJ )Ĝ
∣∣∣
XrN̂
le
E-faisceau lisse sur X r N̂ qui est associé à la représentation de Gal(F˜ /F ) sur
(U ζJ )Ĝ, et dont la fibre en η est canoniquement égale à (U ζJ )Ĝ. Le morphisme de
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création est la composée
H
0,≤µ,E
N,I,W ⊠ (U
ζJ )Ĝ
∣∣∣
XrN̂
∼
−→ H0,≤µ,E
N,I∪{0},W⊠(UζJ )Ĝ
(12.18)
H(IdW ⊠ ι)
−−−−−−→ H0,≤µ,E
N,I∪{0},W⊠UζJ
∼
−→ H0,≤µ,EN,I∪J,W⊠U
∣∣∣
(XrN̂)I×∆(XrN̂)
.
On remarque que le vecteur x, qui apparaissait dans la notation C♯x dans le cas
déployé, ne peut être introduit ici puisque le faisceau (U ζJ )Ĝ
∣∣∣
XrN̂
n’est pas néces-
sairement constant. Il réapparaîtra dans (12.20) quand on restreindra ce faisceau
à η.
De la même façon, en notant ν : U ζJ → (U ζJ )Ĝ le quotient maximal sur lequel
l’action diagonale de Ĝ est triviale, on définit le morphisme d’annihilation comme
la composée
H
0,≤µ,E
N,I∪J,W⊠U
∣∣∣
(XrN̂)I×∆(XrN̂)
∼
−→ H0,≤µ,E
N,I∪{0},W⊠UζJ
(12.19)
H(IdW ⊠ν)
−−−−−−→ H0,≤µ,E
N,I∪{0},W⊠(UζJ )
Ĝ
∼
−→ H0,≤µ,EN,I,W ⊠ (U
ζJ )Ĝ
∣∣
XrN̂
.
On prend maintenant I = ∅ et W = 1 et on restreint à η les morphismes
(12.18) et (12.19). En remplaçant les lettres (J, U) par (I,W ) (qui ne sont plus
utilisées), on obtient
— pour tout x ∈ W invariant par l’action diagonale de Ĝ, le morphisme de
création
H
0,≤µ,E
N,∅,1
∣∣∣
Fq
→ H0,≤µ,EN,I,W
∣∣∣
∆(η)
(12.20)
— et pour tout ξ ∈ W ∗ qui est invariant par l’action diagonale de Ĝ le mor-
phisme d’annihilation
H
0,≤µ,E
N,I,W
∣∣∣
∆(η)
→ H0,≤µ,EN,∅,1
∣∣∣
Fq
.
Grâce à (12.17), on construit les opérateurs d’excursion exactement comme
dans la définition-proposition 9.1. Soit I un ensemble fini, W une représentation
E-linéaire de dimension finie de (LG)I , x ∈ W et ξ ∈ W ∗ invariants sous l’action
diagonale de Ĝ, et (γi)i∈I ∈ π1(η, η)
I . Alors
SI,W,x,ξ,(γi)i∈I ∈ EndCc(KN\G(A)/KN ,E)
(
Ccuspc (BunG,N(Fq)/Ξ, E)
)
est défini comme la composée (9.3).
Ces opérateurs d’excursion engendrent une sous-algèbre commutative
B ⊂ EndCc(KN\G(A)/KN ,E)
(
Ccuspc (BunG,N(Fq)/Ξ, E)
)
.
Pour toute fonction f ∈ O(ĜE\(
LGE)
I/ĜE), on pose
SI,f,(γi)i∈I = SI,W,x,ξ,(γi)i∈I
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où W,x, ξ sont tels que f((gi)i∈I) = 〈ξ, (gi)i∈I .x〉. Ces opérateurs vérifient des
propriétés similaires à (i), (ii), (iii) et (iv) de la proposition 10.8, et à la pro-
position 10.10. L’analogue de (v) de la proposition 10.8 sera considéré dans la
propriété e’) ci-dessous.
On a une nouvelle propriété
(vi’) Si f provient d’une fonction sur (Gal(F˜ /F ))I (grâce à l’égalité LG/Ĝ =
Gal(F˜ /F )), SI,f,(γi)i∈I est le scalaire f((γi)i∈I) (où les γi désignent ici par abus
leurs images dans Gal(F˜ /F )). Plus généralement si J est un sous-ensemble de I
et f provient d’une fonction sur
ĜE\(
LGE)
J/ĜE × (Gal(F˜ /F ))
IrJ ,
alors
SI,f,(γi)i∈I = SJ,fˇ ,(γj)j∈J où fˇ((gj)j∈J) = f((gj)j∈J , (γi)i∈IrJ).
12.3.5. Construction des paramètres de Langlands. Pour tout entier n on note
O((LGE)
n/ ĜE) la E-algèbre de type fini formée par les fonctions régulières sur
(LGE)
n qui sont invariantes par conjugaison diagonale par ĜE , c’est-à-dire telles
que f(hg1h
−1, ..., hgnh
−1) = f(g1, ..., gn) pour tout h ∈ ĜE et g1, ..., gn ∈
LGE.
Comme dans la définition-proposition 11.3 on obtient pour tout n ∈ N un
morphisme d’algèbres
Θn : O((
LGE)
n/ ĜE)→ C(π1(X r N̂ , η)n,B)
tel que, si on pose I = {0, ..., n},
Θn(f)(γ1, ..., γn) = SI,f˜ ,(1,γ1,...,γn)
où f˜ ∈ O(ĜE\(
LGE)
I/ĜE) est définie par f˜(g0, g1, ..., gn) = f(g
−1
0 g1, ..., g
−1
0 gn).
Remarque 12.20. A l’aide de (vi’) on peut montrer que les opéra-
teurs SI,f˜ ,(1,γ1,...,γn) ci-dessus engendrent la E-algèbre B quand n, f et
(γ1, ..., γn) varient. En effet O(
LGE\(
LGE)
I/ĜE) et O((
LGE/ĜE)
I) engendrent
O(ĜE\(
LGE)
I/ĜE), car l’action de
LGE/ĜE par translation à gauche sur
(LGE/ĜE)
I = π0(ĜE\(
LGE)
I/ĜE) est libre. Donc en considérant la suite Θn on
ne perd aucune information.
La suite Θn vérifie des propriétés similaires à a), b), c) et d) de la définition-
proposition 11.3 ainsi qu’une variante e’) de la propriété e) et une nouvelle pro-
priété f’) :
e’) pour toute place v ∈ |X|r N̂ , pour tout plongement F ⊂ Fv (induisant
des plongements Gal(Fv/Fv) →֒ Gal(F/F ) et
LGv,E ⊂
LGE), et pour toute
représentation irréductible V de LGv,E , de caractère χV ∈ O(
LGv,E/
LGv,E),
pour toute fonction f ∈ O(LGE/
LGv,E) prolongeant χV , et pour tout γ ∈
Gal(Fv/Fv) avec deg(γ) = 1, Θ1(f)(γ) = T (hV,v).
f’) si f est une fonction sur le groupe fini Gal(F˜ /F )n et que l’on considère
f comme un élément de O((LGE)
n/ ĜE) alors Θn(f) est la composée
Gal(F/F )n → Gal(F˜ /F )n
f
−→ E ⊂ B.
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La propriété f’) est une reformulation de la première partie de (vi’) ci-dessus. La
propriété e’) résulte de (12.16), grâce à une compatibilité évidente entre les mor-
phismes de création et d’annihilation C♯δV ,v et C
♭
evV ,v
de (12.15) et les restrictions à
v des morphismes (12.18) et (12.19) (associés à J = {1, 2} et à une représentation
U de (LGE)
2 dont la restriction à (LGv,E)
2 contient V ⊠ V ∗). En effet, par un
argument similaire au lemme 10.2, Θ1(f)(γ) dépend seulement de la restriction
de f à LGv,E/
LGv,E et toute fonction dans O(
LGv,E/
LGv,E) est une combinaison
de caractères de représentations irréductibles de LGv,E .
On a une décomposition spectrale (en espaces propres généralisés)
Ccuspc (BunG,N(Fq)/Ξ,Qℓ) = ⊕νHν(12.21)
où ν parcourt les caractères de B.
On applique la proposition 11.7 à H = LGE (et H
0 = ĜE). Ainsi pour tout
caractère ν de B, on obtient un morphisme σ : Gal(F/F ) → LG(Qℓ) bien défini
à conjugaison près par Ĝ(Qℓ), et tel que
(C’1) σ prend ses valeurs dans LG(E ′), où E ′ est une extension finie de E
(et donc de Qℓ), et il est continu,
(C’2) l’adhérence de Zariski de son image est réductive,
(C’3) pour n ∈ N∗, f ∈ O((LGE)n/ ĜE) et (γ1, ..., γn) ∈ Gal(F/F )n on a
f(σ(γ1), ..., σ(γn)) =
(
ν ◦Θn(f)
)
(γ1, ..., γn),(12.22)
(C’4) σ se factorise à travers π1(X r N̂, η).
La condition f’) ci-dessus implique :
(C’5) le diagramme (12.6) est commutatif.
De plus ν et la classe de conjugaison par Ĝ(Qℓ) de σ se déterminent mutuel-
lement. La propriété e’) ci-dessus montre la compatibilité à l’isomorphisme de
Satake en toutes les places de X r N̂ , par le même argument que dans la preuve
du théorème 11.11.
Cela termine la preuve du théorème 12.3. 
Remarque 12.21. Si G est anisotrope, la démonstration du théorème 12.3 pour-
rait être simplifiée car il n’y a plus besoin de troncatures par µ, la cohomologie
Hecke-finie est égale à la cohomologie totale et le lemme de Drinfeld peut être
appliqué directement. En effet tous les champs Cht
(I1,...,Ik)
N,I,W /Ξ sont de type fini.
L’argument le plus simple pour le démontrer semble être de choisir un revê-
tement galoisien Û → U tel que l’image inverse de G soit déployée, noter X̂
la courbe projective lisse contenant Û comme ouvert dense, puis appliquer à
l’image inverse d’un chtouca à X̂ (qui aura donc des pattes supplémentaires en
les points de X̂ r Û , contrôlées par des copoids dominants ne dépendant que de
G,X et X̂) la théorie de la filtration de Harder-Narasimhan dans le cas déployé
[Beh91, Var04, Sch15] et utiliser les mêmes arguments que dans la preuve du
théorème 2.25 de [Var04] pour montrer que des pentes trop importantes entraî-
neraient l’existence d’un sous-groupe parabolique propre dans G (cet argument
apparaît déjà dans [LRS93, Laf97, Lau04] pour les algèbres à division). Donc la
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limite inductive lim−→µH
0,≤µ,E
N,I,W est un E-faisceau constructible sur (X r N̂)
I , muni
d’une action des morphismes de Frobenius partiels (qui respectent de plus une
OE-structure naturelle). Ce faisceau est donc lisse sur U
I pour un certain ouvert
dense U ⊂ X et on peut appliquer directement le lemme de Drinfeld. Sa fibre en
∆(η) vérifie les propriétés a), b), c) de la proposition 0.28.
Démonstration de la proposition 12.5. SoitW une représentation de (LG)I ,
x ∈ W et ξ ∈ W ∗ invariants sous l’action diagonale de Ĝ, et (γi)i∈I ∈ π1(η, η)
I .
On note WLΥ la représentation de (
LG′)I obtenue en composant W avec LΥ :
LG′ → LG. Alors le morphisme de restriction β∗Υ de (12.7) entrelace les opé-
rateurs SWLΥ,x,ξ,(γi) et SW,x,ξ,(γi). En effet, grâce à une “fonctorialité triviale” de
l’équivalence de Satake géométrique vis à vis de Υ (qui est laissée au lecteur), on
définit naturellement un morphisme de faisceaux
β∗Υ : lim−→
µ
H
0,≤µ,E
N,I,WLΥ
→ lim−→
µ
H
0,≤µ,E
N,I,W
(où le premier faisceau est relatif à G′ et Ξ′ et le second à G et Ξ). Ces morphismes
entrelacent les opérateurs de création et d’annihilation, ainsi que les actions de
Galois sur les parties Hecke-finies des fibres en ∆(η). La proposition 12.5 en
résulte. 
13. Résultats à coefficients dans Fℓ
Je remercie Jean-Pierre Serre pour un commentaire qui m’a amené à réfléchir
au problème considéré dans ce chapitre. Dans le cas où G est déployé, le théorème
ci-dessous fournit une décomposition canonique de Ccuspc (G(F )\G(A)/KNΞ,Fℓ)
indexée par les classes de conjugaison de représentations complètement réduc-
tibles π1(X r N, η) → Ĝ(Fℓ). La notion de complète réductibilité est expliquée
par Serre dans [Ser05].
Soit G un groupe réductif comme dans le chapitre précédent.
Proposition 13.1. Le OE-réseau
Ccuspc (BunG,N(Fq)/Ξ,OE) ⊂ C
cusp
c (BunG,N(Fq)/Ξ, E)
est préservé par tous les opérateurs d’excursion SI,W,x,ξ,(γi)i∈I lorsque I et (γi)i∈I
sont arbitraires, et W,x, ξ sont définis sur OE.
Démonstration. Cela résulte du fait que l’équivalence de Satake géométrique a
été construite à coefficients dans OE par Mirkovic et Vilonen [MV07] (voir aussi
[Gai07]). On commence par le cas où G est déployé. Comme on l’a rappelé dans
le théorème 1.17 et la remarque 1.20, on a un foncteur canonique W 7→ S
(I1,...,Ik)
I,W,OE
de la catégorie des représentations de (Ĝ)I dans des OE-modules de type fini
vers la catégorie des faisceaux pervers (à un décalage près) Gad∑∞xi-équivariants
à coefficients dans OE sur Gr
(I1,...,Ik)
I . Mirkovic et Vilonen utilisent la t-structure
perverse standard dans la catégorie dérivée des OE-faisceaux. Le fait qu’elle n’est
pas préservée par la dualité de Verdier ne pose pas de problème car celle-ci n’est
pas utilisée dans l’argument. En fait on n’utilisera ce foncteur W 7→ S
(I1,...,Ik)
I,W,OE
que
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lorsque W est sans torsion. Avec les notations de la proposition 4.5 on obtient le
OE-faisceau pervers F
(I1,...,Ik)
N,I,W,Ξ,OE
sur Cht
(I1,...,Ik),≤µ
N,I,W /Ξ défini comme l’image inverse
de S
(I1,...,Ik)
I,W,OE
. On définit alors H0,≤µ,OEN,I,W comme le sous-OE-faisceau de H
0,≤µ,E
N,I,W égal
à l’image de
R0
(
p
(I1,...,Ik),≤µ
N,I
)
!
(
F
(I1,...,Ik)
N,I,W,Ξ,OE
∣∣∣
Cht
(I1,...,Ik),≤µ
N,I,W /Ξ
)
dans
H
0,≤µ,E
N,I,W = R
0
(
p
(I1,...,Ik),≤µ
N,I
)
!
(
F
(I1,...,Ik)
N,I,W,Ξ,E
∣∣∣
Cht
(I1,...,Ik),≤µ
N,I,W /Ξ
)
(autrement dit on tue la torsion éventuelle). Ces sous-OE-faisceaux H
0,≤µ,OE
N,I,W sont
préservés par les morphismes de création et d’annihilation et, avec augmenta-
tion de µ, par l’action des opérateurs de Hecke à coefficients dans OE et des
morphismes de Frobenius partiels.
Pour tout point géométrique x de (X rN)I on définit(
lim
−→
µ
H
0,≤µ,OE
N,I,W
∣∣∣
x
)Hf
=
(
lim
−→
µ
H
0,≤µ,E
N,I,W
∣∣∣
x
)Hf
∩
(
lim
−→
µ
H
0,≤µ,OE
N,I,W
∣∣∣
x
)
.
On vérifie facilement qu’un élément de lim
−→µ
H
0,≤µ,OE
N,I,W
∣∣∣
x
est Hecke-fini si et seule-
ment si il vérifie les conditions équivalentes suivantes :
— il appartient à un sous-OE-module M de type fini de lim−→µ
H
0,≤µ,OE
N,I,W
∣∣∣
x
qui est
stable par T (f) pour tout f ∈ Cc(KN\G(A)/KN ,OE),
— il vérifie la même condition, et en plus M est stable par π1(x, x).
Le même argument que dans la proposition 8.31 montre que l’image de l’homo-
morphisme de spécialisation
sp∗ : lim
−→
µ
H
0,≤µ,OE
N,I,W
∣∣∣
∆(η)
→ lim
−→
µ
H
0,≤µ,OE
N,I,W
∣∣∣
ηI
(13.1)
contient
(
lim−→µH
0,≤µ,OE
N,I,W
∣∣∣
ηI
)Hf
. Grâce à la proposition 8.32 on en déduit que
sp∗ :
(
lim−→
µ
H
0,≤µ,OE
N,I,W
∣∣∣
∆(η)
)Hf
→
(
lim−→
µ
H
0,≤µ,OE
N,I,W
∣∣∣
ηI
)Hf
(13.2)
est un isomorphisme. Par conséquent on peut remplacer E par OE partout dans
la définition (9.3) des opérateurs d’excursion. Lorsque G n’est pas nécessairement
déployé, les arguments sont les mêmes, avec les adaptations du chapitre précédent.

Les fonctions sur (LG)n/ Ĝ de la forme (g1, ..., gn) 7→ 〈ξ, (1, g1, ..., gn).x〉 où
I = {0, ..., n} etW,x, ξ sont définis sur OE sont exactement les fonctions régulières
sur (LG)n/ Ĝ définies sur OE . Le même énoncé est vrai à coefficients dans Zℓ et
Fℓ.
On note BFℓ ∈ End(C
cusp
c (BunG,N(Fq)/Ξ,Fℓ)) la sous-algèbre commutative
engendrée par les réductions modulo l’idéal maximal de OE des opérateurs
SI,W,x,ξ,(γi)i∈I quand I et (γi)i∈I sont arbitraires, et W,x, ξ sont définis sur OE .
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Les propriétés de la définition-proposition 11.3 satisfaites par les opérateurs
d’excursion sont préservées par la réduction modulo l’idéal maximal de OE .
Pour construire les représentations galoisiennes σ à coefficients dans Fℓ à partir
des caractères de BFℓ , on utilise, lorsque G est déployé, le théorème 3.1 de Bate,
Martin et Röhrle [BMR05], qui complète, en caractéristique ℓ 6= 0, les résultats
de Richardson [Ric88] (la combinaison des deux est récapitulée dans le théorème
3.7 de [Ser05]). Pour plus de détails on renvoie à la preuve du théorème 4.5 de
[BHKT16].
Quand G n’est pas déployé, les propriétés satisfaites par les opérateurs d’excur-
sion (à savoir les analogues de a), b), c), d) de la définition-proposition 11.3 ainsi
que e’) et f’) du paragraphe 12.3.5) sont également préservées par la réduction
modulo l’idéal maximal de OE . Pour construire les morphismes σ on a besoin
de l’extension de la notion de complète réductibilité aux groupes réductifs non
nécessairement connexes, qui est donnée dans le paragraphe 6 de [BMR05]. En
particulier l’image d’un morphisme
σ : π1(X r N̂ , η)→ LG(Fℓ)
tel que le diagramme
Gal(F/F )
σ //
&&◆◆
◆◆
◆◆
◆◆
◆◆
LG(Fℓ)
yyrrr
rr
rr
rr
r
Gal(F˜ /F )
(13.3)
est commutatif est complètement réductible au sens de [BMR05] si et seulement
si tout sous-groupe parabolique P de LG(Fℓ) contenant cette image admet un
sous-groupe de Levi la contenant. En effet tous les sous-groupes paraboliques
P de LG se surjectant sur LG/Ĝ sont de type de Richardson dans le sens de
[BMR05] (dans le paragraphe I.3 de [Bor79] Borel étudie ces sous-groupes dans
le cadre des L-groupes complexes, mais la description qu’il en donne s’étend à
notre situation : leurs classes de conjugaison par Ĝ sont en bijection avec les
parties Gal(F˜ /F )-invariantes de l’ensemble des racines simples et par la preuve
du lemme 3.5 de [Bor79] ils sont de Richardson).
On démontre donc le théorème suivant.
Théorème 13.2. On a une décomposition canonique de Cc(KN\G(A)/KN ,Fℓ)-
modules
Ccuspc (BunG,N(Fq)/Ξ,Fℓ) = ⊕σH
Fℓ
σ(13.4)
indexée par les classes de conjugaison par Ĝ(Fℓ) de morphismes
σ : π1(X r N̂ , η)→ LG(Fℓ)
tels que
— σ prend ses valeurs dans LG(F′), où F′ est une extension finie de Fℓ, et il
est continu,
— le diagramme (13.3) est commutatif,
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— σ est complètement réductible dans le sens précédent.
Cette décomposition est obtenue par la décomposition spectrale de la famille com-
mutative des opérateurs d’excursion au sens suivant : HFℓσ est l’espace propre
généralisé correspondant au système de valeurs propres 〈ξ, (σ(γi))i∈I .x〉 pour les
opérateurs obtenus à partir de SI,W,x,ξ,(γi)i∈I par réduction modulo l’idéal maximal
de OE, lorsque I et (γi)i∈I sont arbitraires et W,x, ξ sont définis sur OE.
Cette décomposition est compatible avec l’isomorphisme de Satake au sens sui-
vant : pour tout σ, toute place v ∈ |X| r N̂ et toute représentation V de LGv
définie sur OE, Hσ est inclus dans l’espace propre généralisé de hV,v pour la va-
leur propre χV (σ(Frobv)).
Remarque 13.3. Contrairement à la situation du théorème 11.11, il n’est sans
doute pas vrai en général que Hσ soit inclus dans l’espace propre de hV,v, car
les opérateurs de Hecke non ramifiés modulo ℓ ne sont sans doute pas toujours
diagonalisables.
Le lien entre les décompositions du théorème précédent et du théorème 11.11
est le suivant. Soit σ : π1(X r N̂ , η)→ LG(Zℓ) tel que
σrat : π1(X r N̂ , η)
σ
−→ LG(Zℓ) →֒ LG(Qℓ)
satisfasse les conditions du théorème 11.11. Soit σss la semi-simplification de
σ : π1(X r N̂ , η)
σ
−→ LG(Zℓ)։ LG(Fℓ),
c’est-à-dire que l’on prend un sous-groupe parabolique le plus petit possible de
LG contenant l’image de σ et alors σss est la projection de σ sur le Levi. Le
théorème 13.2 implique alors que l’image de Hσrat∩C
cusp
c (BunG,N(Fq)/Ξ,Zℓ) dans
Ccuspc (BunG,N(Fq)/Ξ,Fℓ) est incluse dans H
Fℓ
σ .
14. Indications sur le cas des groupes métaplectiques
Ce chapitre indique sommairement comment les résultats de cet article
s’étendent au cas des groupes métaplectiques.
Les constructions ci-dessous sont inspirées de [Lys06] et utilisent de façon es-
sentielle l’extension au cas métaplectique de l’équivalence de Satake géométrique
due à Finkelberg et Lysenko [FL10], généralisée par Reich [Rei12] et étendue par
Lysenko au cas réductif [Lys14], puis traitée dans le cas le plus général possible
par Gaitsgory et Lysenko [GL16]. La littérature sur les groupes métaplectiques
est très vaste et on renvoie à [GG14, Wei14, Wei15] pour des références récentes.
Ces références considèrent des extensions métaplectiques très générales, associées
à la donnée d’une extension de G par K2 sur le corps de fonctions, et d’un en-
tier N divisant q − 1. On va se contenter d’un cadre plus modeste, où N est
comme ci-dessus et l’extension métaplectique provient des racines N -ièmes de
fibrés en droites de degré pair avec de bonnes propriétés de factorisation (ces
fibrés sont notés A, B et B
(I)
I ci-dessous). Ce cadre contient le cas de l’extension
métaplectique usuelle de Sp2n. Pour traiter le cas le plus général, il faudrait sans
doute considérer des gerbes de factorisation (au sens de [GL16]) définies sur Fq
(la remarque 14.1 ci-dessous décrit la gerbe de factorisation dans le cas traité ici).
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Soient G, U , U˜ , F˜ , N et N̂ comme dans le chapitre 12. Les champs Gr
(I1,...,Ik)
I
et Hecke
(I1,...,Ik)
I sont définis au-dessus de U
I . Soit A un fibré en droite sur BunG
et B un fibré G(O)-équivariant sur la grassmannienne affine muni d’une donnée
de factorisation. Autrement dit on se donne, pour tout ensemble fini I un fibré
en droites B
(I)
I sur Gr
(I)
I /G
∑
∞xi, qui soit
— compatible à la fusion, c’est-à-dire que pour toute application ζ : I → J ,
on a un isomorphisme canonique
∆∗ζ
(
B
(I)
I
)
≃ B
(J)
J
où ∆ζ désigne (le quotient par G∑∞xi de) l’inclusion
Gr
(J)
J = Gr
(I)
I ×XI X
J →֒ Gr
(I)
I ,
— compatible à la convolution c’est-à-dire que pour toute partition (I1, ..., Ik)
de I, on ait un isomorphisme canonique entre
B
(I1,...,Ik)
I :=
(
π
(I1,...,Ik)
(I)
)∗(
B
(I)
I
)
,
et l’image inverse de
∏k
j=1B
(Ij)
Ij
par le morphisme évident
Gr
(I1,...,Ik)
I /G
∑
∞xi →
k∏
j=1
Gr
(Ij)
Ij
/G∑
i∈Ij
∞xi.
et que B
(I)
I soit égal à B lorsque I est un singleton. On suppose de plus que pour
tout ensemble fini I et toute partition (I1, ..., Ik) de I, on a un isomorphisme entre
— le fibré sur Hecke
(I1,...,Ik)
I dont la fibre en
(
(xi)i∈I , (G0
φ1
−→ G1...
φk−→ Gk)
)
est
AG0 ⊗A
−1
Gk
— l’image inverse de B
(I1,...,Ik)
I par le morphisme évident Hecke
(I1,...,Ik)
I →
Gr
(I1,...,Ik)
I /G
∑
∞xi.
De plus on demande que ce dernier isomorphisme soit compatible à la fusion
(c’est-à-dire fonctoriel en I) et à la convolution.
Par exemple si G est déployé de tore maximal T , on obtient un tel couple
(A,B) pour toute représentation W de G (éventuellemement virtuelle) telle que∑
α
α⊗ α ∈ 2X∗(T )⊗X∗(T )(14.1)
(où la somme porte sur les poids de W , comptés avec multiplicités). En effet on
pose AG = det(RΓ(X,WG)) pour G ∈ BunG, et B
(x,G
φ
−→G′)
égal au déterminant
relatif des réseaux associés aux restrictions de WG et WG′ au voisinage formel de
x (grâce à la condition (14.1) ces fibrés sont pairs et donc les règles de Koszul ne
font pas apparaître de signe négatif, cf [Rei12] Proposition II.6.8).
On se donne un entier N divisant q − 1. On note µN le groupe fini des racines
N -ièmes de l’unité dans F∗q. On se donne un caractère primitif ζ : µN → E
∗. On
note B˜unG la µN -gerbe sur BunG associée au fibré en droites A. Autrement dit les
S-points de B˜unG classifient la donnée d’un morphisme u : S → BunG, d’un fibré
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en droites A sur S et d’un isomorphisme AN ≃ u∗(A). De même on introduit la
µN -gerbe G˜r
(I1,...,Ik)
I /G
∑
i∈I ∞xi
sur Gr
(I1,...,Ik)
I /G
∑
i∈I ∞xi
associée au fibré en droite
B
(I1,...,Ik)
I . Son image inverse H˜ecke
(I1,...,Ik)
I sur Hecke
(I1,...,Ik)
I est également associée
au fibré en droites AG0 ⊗A
−1
Gk
.
Remarque 14.1. La µN -gerbe ci-dessus est une gerbe de factorisation au sens
de [GL16]. Grâce à l’hypothèse que N divise q − 1, elle est définie sur Fq.
Les groupes duaux des groupes métaplectiques ont été introduits par Savin
après des travaux de Kazhdan et Patterson. On renvoie à [FL10, Rei12, Lys14,
McN12, Wei14, Wei15, GL16] pour la définition de ces groupes (dans le cadre
très général de [GL16] la notion de donnée de Langlands duale métaplectique est
introduite, mais nous ne la considérons pas ici).
On suppose donc qu’il existe un groupe LG˜ extension de Gal(F˜ /F ) par LG˜0,
tel que l’analogue du théorème 12.16 soit vraie. Plus précisément on suppose que
l’on a un foncteur canonique
W 7→ S
(I1,...,Ik)
I,W,E
de la catégorie des représentations E-linéaires de dimension finie de (LG˜)I vers la
catégorie de E-faisceaux pervers (à un décalage près) sur G˜r
(I1,...,Ik)
I /G
∑
i∈I ∞xi
sur
lesquels µN agit par ζ (et où le décalage est déterminé par la condition que l’image
inverse sur G˜r
(I1,...,Ik)
I est perverse relativement à (X r N̂)
I). Les E-faisceaux
pervers (à un décalage près) S
(I1,...,Ik)
I,W,E doivent être universellement localement
acycliques relativement au morphisme vers (XrN̂)I . Ils doivent vérifier les mêmes
propriétés b), c), d) que dans le théorème 12.16.
L’existence d’un tel groupe est justifiée dans [FL10, Rei12, Lys14, GL16] lorsque
G est déployé.
Soit I un ensemble fini, (I1, ..., Ik) une partition de I et W une représentation
irréductible de (LG)I .
Le morphisme évident Cht
(I1,...,Ik)
N,I → Gr
(I1,...,Ik)
I /G
∑
i∈I ∞xi
se relève en un mor-
phisme
Cht
(I1,...,Ik)
N,I → G˜r
(I1,...,Ik)
I /G
∑
i∈I ∞xi
.(14.2)
En effet la restriction de la µN -gerbe H˜ecke
(I1,...,Ik)
I à Cht
(I1,...,Ik)
N,I est trivialisée par
AG0 ⊗A
−1
τG0
= (AG0)
1−q =
(
(AG0)
− q−1
N
)N
.
On note Cht
(I1,...,Ik)
N,I,W le support de l’image inverse de S
(I1,...,Ik)
I,W,E par (14.2).
Contrairement au cas non métaplectique, il n’est pas vrai en général que l’action
de G∑
i∈I ∞xi
sur G˜r
(I1,...,Ik)
I se factorise par G
ad∑
i∈I ∞xi
, c’est-à-dire soit triviale sur
Z∑
i∈I ∞xi
. En revanche, en faisant comme [Lys15] 5.2.3 (qui traite le cas des tores)
on montre qu’il existe une isogénie Z♯ → Z telle que
— l’action de Z♯∑
i∈I ∞xi
sur G˜r
(I1,...,Ik)
I soit trivialisée,
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— BunZ♯,N agisse sur B˜unG,N de façon compatible avec la trivialisation précé-
dente.
On suppose que l’équivalence de Satake géométrique admise plus haut est telle
que Z♯∑
i∈I ∞xi
agit naturellement sur les faisceaux S
(I1,...,Ik)
I,W,E .
On choisit alors un réseau Ξ dans BunZ♯,N(Fq) tel qu’il s’injecte dans
BunZ,N(Fq), et on note encore Ξ son image.
Alors l’image inverse de S
(I1,...,Ik)
I,W,E par (14.2) est naturellement Ξ-équivariante
et on note F
(I1,...,Ik)
N,I,W,Ξ,E le faisceau pervers (à un décalage près) sur Cht
(I1,...,Ik)
N,I,W /Ξ
qui en résulte.
On pose alors
H˜
≤µ,E
N,I,W = R
(
p
(I1,...,Ik),≤µ
N,I
)
!
(
F
(I1,...,Ik)
N,I,W,Ξ,E
∣∣∣
Cht
(I1,...,Ik),≤µ
N,I,W /Ξ
)
.(14.3)
qui ne dépend pas du choix de la partition (I1, ..., Ik). On a en particulier le
faisceau constructible H˜0,≤µ,QℓN,I,V sur (X r N̂)
I .
Dans le cas où I est vide, H˜0,≤µ,EN,∅,1 est un faisceau constructible (trivial) sur Fq
et on a
lim−→
µ
H˜
0,≤µ,E
N,∅,1
∣∣∣
Fq
= Cζ( ˜BunG,N(Fq)/Ξ, E)(14.4)
où ˜BunG,N(Fq) est le µN -torseur sur BunG,N(Fq) dont la fibre en G est l’image par
le morphisme surjectif F∗q → µN , a 7→ a
− q−1
N du F∗q-torseur des trivialisations de la
Fq-droite AG, et où le membre de droite de (14.4) désigne l’espace des fonctions
à support compact qui sont ζ-équivariantes.
La notion de cuspidalité s’étend sans modification au cas métaplectique et
permet de définir un sous-espace de dimension finie Ccuspζ (
˜BunG,N(Fq)/Ξ, E). Les
mêmes arguments que dans le chapitre 12 fournissent alors une décomposition
de Ccuspζ (
˜BunG,N(Fq)/Ξ, E) suivant des paramètres de Langlands, c’est-à-dire des
classes de conjugaison par LG˜0(Qℓ) de morphismes σ : π1(X r N̂, η) → LG˜(Qℓ)
définis sur une extension finie de Qℓ, continus et tels que l’adhérence de Zariski de
l’image soit réductive. Cette décomposition est compatible avec l’isomorphisme
de Satake (dont une définition possible consiste à prendre les traces de Frobenius
dans l’équivalence de Satake géométrique discutée ci-dessus) et réalise donc la
correspondance de Langlands dans le sens “automorphe vers Galois”. On renvoie
à [McN12, GG14, Wei15] pour l’énoncé de l’isomorphisme de Satake classique
et le lien avec [FL10, Lys14, GL16] lorsque G est déployé. Avec les notations de
(12.2) on a
˜BunG,N(Fq) =
⋃
α∈ker1(F,G)
Gα(F )\G˜α(A)/KN(14.5)
où G˜α(A) est une extension de Gα(A) par µN .
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Remarque 14.2. On peut espérer que les résultats à coefficients dans Fℓ du
chapitre 13 s’étendent au cas métaplectique mais on ne peut pas le montrer pour
le moment parce que [FL10] et [Lys14] ne traitent pas les coefficients dans OE .
15. Lien avec le programme de Langlands géométrique
Il est évident que la coalescence et la permutation des pattes sont reliées aux
structures de factorisation introduites par Beilinson et Drinfeld [BD04] et en
effet notre article utilise de façon essentielle le produit de fusion sur la grass-
mannienne affine de Beilinson-Drinfeld dans l’équivalence de Satake géométrique
[MV07, Gai07]. Par ailleurs l’idée de décomposition spectrale est familière dans le
programme de Langlands géométrique, cf [Bei06] et surtout le corollaire 4.5.5 de
[Gai15] qui affirme, dans le cadre du programme de Langlands géométrique pour
les D-modules (où la courbe X est définie sur un corps algébriquement clos de
caractéristique 0) que la DG-catégorie des D-modules sur BunG est “au-dessus”
du champ des systèmes locaux pour Ĝ. On notera curieusement que l’on ne sait
pas formuler d’énoncé analogue avec les faisceaux ℓ-adiques lorsque X est sur Fq
(même si la conjecture d’annulation montrée par Gaitsgory [Gai04] va dans ce
sens), et cependant notre article peut être considéré comme une version “classi-
que” ou plutôt “arithmétique” d’un tel énoncé.
En fait le lien est bien plus direct qu’une simple analogie : nous allons voir que
les conjectures du programme de Langlands géométrique ℓ-adique permettent de
comprendre les opérateurs d’excursion et fournissent une explication très éclai-
rante de notre approche grâce à une construction de Braverman et Varshavsky
[BV06] qui généralise le fait qu’un faisceau sur BunG donne par les traces de Fro-
benius une fonction sur BunG(Fq). On prend ici G déployé et N vide, c’est-à-dire
KN = G(O) mais les considérations qui suivent resteraient valables pour tout
niveau N (et même pour les groupes réductifs non déployés).
Les conjectures du programme de Langlands géométrique sont formulées à
l’aide des foncteurs de Hecke : pour toute représentation W de (Ĝ)I le foncteur
de Hecke
φI,W : D
b
c(BunG,Qℓ)→ D
b
c(BunG×X
I ,Qℓ)
est donné par
φI,W (F) = q1,!
(
q∗0(F)⊗ FI,W
)
où BunG
q0
←− Hecke
(I)
I,W
q1
−→ BunG×X
I est la correspondance de Hecke et
— quand W est irréductible, FI,W est égal, à un décalage près, au faisceau
d’intersection de Hecke
(I)
I,W
— en général il est défini, de façon fonctorielle en W , comme l’image inverse
de S
(I)
I,W,Qℓ
par le morphisme lisse naturel Hecke
(I)
I,W → Gr
(I)
I,W/G
∑
nixi (où les
ni sont assez grands).
Soit E un Ĝ-système local sur X. Alors F ∈ Dbc(BunG,Qℓ) est dit propre pour E
si l’on possède, pour tout ensemble fini I et toute représentation W de (Ĝ)I , un
isomorphisme φI,W (F)
∼
→ F ⊠WE, fonctoriel en W , et compatible aux produits
extérieurs et à la fusion (c’est-à-dire à l’image inverse par le morphisme diagonal
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XJ → XI associé à n’importe quelle application I → J). Les conjectures du
programme de Langlands géométrique impliquent l’existence d’un objet F propre
pour E (et vérifiant une condition de normalisation de Whittaker qui l’empêche
en particulier d’être nul). Dans le programme de Langlands géométrique X et
BunG sont habituellement définis sur un corps algébriquement clos, mais ici nous
les prenons définis sur Fq.
Soit F propre pour E. On note f ∈ C(BunG(Fq),Qℓ) la fonction associée à
F par le dictionnaire faisceaux-fonctions, c’est-à-dire que pour x ∈ BunG(Fq),
f(x) = Tr(Frobx,F
∣∣
x
). Soit Ξ ⊂ Z(F )\Z(A) un réseau. On suppose que F est
Ξ-équivariant, si bien que f ∈ C(BunG(Fq)/Ξ,Qℓ) (quitte à diminuer Ξ cela est
impliqué par une condition sur E, en fait sur son image par le morphisme de Ĝ
vers son abélianisé). Il est bien connu que f est un vecteur propre pour tous les
opérateurs de Hecke : pour toute place v et toute représentation irréductible V
de Ĝ, T (hV,v)(f) = Tr(Frobv, VE
∣∣
v
)f , où Frobv est un élément de Frobenius en v.
La proposition suivante (reposant sur un résultat non encore rédigé) exprime la
compatibilité entre le programme de Langlands géométrique et la décomposition
(0.3).
Proposition 15.1. (conditionnelle à un résultat non encore rédigé) Etant donné
F propre pour E et Ξ-équivariant tel que la fonction f associée à F soit cuspidale,
alors f appartient à Hσ où σ : π1(X, η)→ Ĝ(Qℓ) est la représentation galoisienne
correspondant au système local E.
Démonstration. Dans [BV06], Braverman et Varshavsky utilisent un
morphisme de trace très général, et le fait que Cht
(I)
I,W est l’intersection de la
correspondance de Hecke avec le graphe de l’endomorphisme de Frobenius de
BunG, pour construire un morphisme de faisceaux sur X
I
πF,EI,W : lim−→
µ
H
0,≤µ,Qℓ
N,I,W →WE.(15.1)
Ces morphismes sont fonctoriels et Qℓ-linéaires en W , et compatibles avec la
coalescence des pattes et avec l’action des morphismes de Frobenius partiels (ce
dernier point n’a pas encore été rédigé). De plus πF,E∅,1 : Cc(BunG(Fq)/Ξ,Qℓ) →
Qℓ n’est autre que h 7→
∫
BunG(Fq)/Ξ
fh. Alors on déduit des propriétés de ces
morphismes πF,EI,W que pour tout I,W, x, ξ, (γi)i∈I , on a
SI,W,x,ξ,(γi)i∈I (f) = 〈ξ, (σ(γi))i∈I .x〉f.
Ceci termine la preuve de la proposition 15.1. 
16. Cas de GLr
La correspondance de Langlands pour GLr sur les corps de fonctions est éta-
blie dans [Laf02a] (après [Dri88] pour GL2) à l’aide du principe de récurrence
de Piatetski-Shapiro et Deligne. Dans ce chapitre, qui n’apporte aucun résultat
nouveau, on montre comment le théorème 0.1 fournit une nouvelle preuve de
l’ingrédient de récurrence ((16.4) ci-dessous), et donc une nouvelle preuve de la
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correspondance de Langlands pour GLr, si on ajoute aux arguments ci-dessous
le paragraphe 6.1 et l’appendice B de [Laf02a], qui expliquent la récurrence.
Remarque 16.1. Certaines parties de la preuve du théorème 0.1 se simplifient
dans le cas de GLr. D’abord il suffit d’établir la proposition 6.2 dans le cas où
V = ΛkSt pour k = 1, ..., r (car ces représentations engendrent tout l’anneau des
représentations de GLr). Dans ce cas V est minuscule, mais comme deg(v) n’est
pas nécessairement égal à 1, la preuve est un petit peu plus compliquée que celle
donnée dans l’introduction mais quand même beaucoup plus simple que la preuve
de la proposition 6.2. D’autre part, comme on l’a dit dans la remarque 11.8, dans
le cas particulier où G = GLr, la proposition 11.7 (c’est-à-dire la proposition 0.37
de l’introduction) avait déjà été montrée par Taylor [Tay91] grâce à la théorie des
pseudo-caractères.
La suite de ce chapitre fournit les quelques arguments nécessaires pour don-
ner une nouvelle preuve de l’ingrédient de récurrence de [Laf02a] à l’aide du
théorème 0.1, en faisant attention à ne pas utiliser les résultats connus comme
conséquences de [Laf02a] pour éviter toute circularité. C’est pour éviter une telle
circularité que l’on ajoute la dernière assertion du lemme 16.2 ci-dessous (qui ré-
sulte a posteriori de [Laf02a] par la remarque 16.3) et qu’on montre le lemme 16.4
ci-dessous (qui lui aussi résulte a posteriori de [Laf02a]).
Bien que l’on soit intéressé ici par G = GLr on énonce le lemme suivant pour
G quelconque (déployé pour simplifier).
Lemme 16.2. Soit σ apparaissant dans la décomposition (11.11) du théo-
rème 11.11. Soit V une représentation irréductible de Ĝ et Vσ = ⊕τ τ ⊗ Vτ
la décomposition de la représentation semi-simple Vσ indexée par les classes
d’isomorphisme de représentations irréductibles τ de π1(η, η). Alors si Vτ 6= 0,
τ ⊠ τ ∗ apparaît comme un sous-quotient de la représentation
H{1,2},V⊠V ∗ =
(
lim
−→
µ
H
0,≤µ,E
N,{1,2},V ⊠V ∗
∣∣∣
η{1,2}
)Hf
(16.1)
de (π1(η, η))
2. Plus précisément pour tout h ∈ Hσ non nul, il existe un isomor-
phisme entre τ ⊠ τ ∗ et un quotient de la sous-représentation de dimension finie
de (16.1) engendrée par f = sp∗(C♯δV (h)), qui envoie Idτ ∈ τ ⊠ τ
∗ sur l’image de
f dans ce quotient.
De plus τ est ι-pure pour tout isomorphisme ι : Qℓ
∼
→ C.
Remarque 16.3. Bien sûr la dernière assertion n’est pas un résultat nouveau
car d’après le théorème VII.6 de [Laf02a] toute représentation irréductible (définie
sur une extension finie de Qℓ et continue) de π1(X rN, η) est ι-pure pour tout ι.
Démonstration. Quitte à augmenter E on suppose σ et Hσ définis sur E. Soit
h 6= 0 dans Hσ. On rappelle qu’on ne sait pas si B est réduite, mais comme B est
commutative, le sous-B-module B.h de Hσ engendré par h admet un quotient de
dimension 1, sur lequel B agit forcément par le caractère ν associé à σ par (C3).
Il existe donc une forme linéaire λ sur B.h telle que
λ(bh) = ν(b) pour tout b ∈ B.(16.2)
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Soit hˇ ∈ Ccuspc (G(F )\G(A)/KNΞ, E) tel que la forme linéaire sur
Ccuspc (G(F )\G(A)/KNΞ, E) donnée par
k 7→
∫
G(F )\G(A)/KNΞ
hˇ k(16.3)
prolonge λ.
L’élément f = sp∗(C♯δV (h)) est aussi l’élément de (16.1) image de h par la
composée
Ccuspc (G(F )\G(A)/KNΞ, E) = H{0},1
H(δV )
−−−→ H{0},V⊗V ∗
χ−1ζ{1,2}
−−−−→∼ H{1,2},V ⊠V ∗
On note fˇ la forme linéaire sur (16.1) égale à la composée de
H{1,2},V ⊠V ∗
χζ{1,2}
−−−−→∼ H{0},V⊗V ∗
H(evV )
−−−−→ H{0},1 = C
cusp
c (G(F )\G(A)/KNΞ, E)
et de la forme linéaire
Ccuspc (G(F )\G(A)/KNΞ, E)→ E, g 7→
∫
G(F )\G(A)/KNΞ
hˇg.
Alors f et fˇ sont invariants par l’action diagonale de π1(η, η) (cf remarque 10.9).
Pour tout (γ, γ′) ∈ (π1(η, η))
2 on a
〈fˇ , (γ, γ′) · f〉 =
∫
G(F )\G(A)/KNΞ
hˇS{1,2},V ⊠V ∗,δV ,evV ,(γ,γ′)(h)
= ν(S{1,2},V ⊠V ∗,δV ,evV ,(γ,γ′)) = χV (σ(γγ
′−1)) = χVσ(γγ
′−1),
où
— la première égalité vient de la définition (10.1) des opérateurs d’excursion,
— la deuxième égalité résulte de l’hypothèse que (16.3) prolonge λ, et de (16.2),
— la troisième égalité vient du fait que ν correspond à σ par (C3).
Le quotient de la représentation de (π1(η, η))
2 engendrée par f par la plus
grande sous-représentation sur laquelle fˇ s’annule est alors isomorphe à la sous-
représentation engendrée par χVσ dans C(π1(η, η), E) muni de l’action par trans-
lations à gauche et à droite de (π1(η, η))
2. D’après [Bou12] chapitre 20.5 théorème
1, cette dernière représentation est isomorphe à ⊕τ,Vτ 6=0τ ⊠ τ
∗ et on peut norma-
liser cet isomorphisme de telle sorte qu’il envoie χVσ sur
∑
τ,Vτ 6=0
Idτ . On a donc
montré que si Vτ 6= 0, τ ⊠ τ
∗ est un quotient d’une sous-représentation de (16.1)
contenant f , de telle sorte que l’image de f soit Idτ .
On en déduit maintenant que τ est ι-pure. Comme τ ⊠ τ ∗ est un sous-quotient
de (16.1), il résulte de Weil II [Del80] que τ ⊠ τ ∗ est ι-pure de poids ≤ 0 comme
représentation de π1((XrN)2,∆(η)). Donc pour presque toute place v les valeurs
propres de τ(Frobv) ont des ι-poids égaux, dont la valeur est déterminée par le
ι-poids de det(τ). 
On rappelle que dans [Laf02a] la correspondance de Langlands est obtenue par
récurrence sur r, à l’aide du principe de récurrence de Deligne, qui combine
— les équations fonctionnelles de fonctions L de Grothendieck [SGA5],
— la formule du produit de Laumon [Lau87],
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— les théorèmes de multiplicité 1 [Pia75, Sha74] et les théorèmes réciproques
de Hecke, Weil, Piatetski-Shapiro et Cogdell [CPS94].
La récurrence est expliquée dans le paragraphe 6.1 et l’appendice B de [Laf02a]
et admet comme ingrédient
l’hypothèse de la proposition VI.11 (ii) de [Laf02a](16.4)
à savoir qu’à toute représentation automorphe cuspidale π pour GLr de niveau
N on peut associer σ : π1(X rN, η)→ GLr(Qℓ) défini sur une extension finie de
Qℓ, continu, pur de poids 0 et correspondant à π au sens de Satake en toutes les
places de X r N . Le théorème 0.1 (plus précisément le théorème 11.11) fournit
une nouvelle démonstration de (16.4), grâce au lemme suivant.
Lemme 16.4. On prend G = GLr. On suppose la correspondance de Langlands
connue pour GLr′ pour tout r
′ < r. Alors tout σ apparaissant dans la décomposi-
tion (0.3) est irréductible et pur de poids 0.
Démonstration (extraite de [Laf02a]). Soit (Hπ, π) une représentation auto-
morphe cuspidale pour GLr telle que (Hπ)
KN soit non nul et apparaisse dans Hσ.
On note
σ = ⊕τ τ ⊗Vτ(16.5)
la décomposition de la représentation semi-simple σ suivant les classes d’équiva-
lence de représentations irréductibles τ de π1(XrN, η). On suppose par l’absurde
que σ n’est pas irréductible. Toute représentation τ telle que Vτ 6= 0 est alors
de rang rτ < r et, par l’hypothèse de récurrence incluse dans l’énoncé, il existe
une représentation automorphe cuspidale πτ pour GLrτ associée à τ par la cor-
respondance de Langlands pour GLrτ . On choisit un ensemble fini de places S
en dehors duquel les représentations π, σ, et τ , πτ telles que Vτ 6= 0 (qui sont
en nombre fini) sont non ramifiées et se correspondent par l’isomorphisme de Sa-
take. D’après la méthode de Rankin-Selberg pour GLr × GLrτ (due à Jacquet,
Piatetski-Shapiro, Shalika [JS81, JPS83]), L(πˇ × πτ , Z) est un polynôme en Z
donc a fortiori LS(πˇ × πτ , Z) est un polynôme en Z (puisque les facteurs locaux
ont des pôles mais jamais de zéros). Donc
LS(πˇ × π, Z) = LS(πˇ × σ, Z) =
∏
τ
LS(πˇ × τ, Z)
dimVτ =
∏
τ
LS(πˇ × πτ , Z)
dimVτ
n’a pas de pôle. Pourtant d’après le théorème B.10 de [Laf02a] (dû à Jacquet,
Shahidi, Shalika), LS(πˇ×π, Z) a un pôle en Z = q
−1, ce qui amène une contradic-
tion. Donc on sait maintenant que σ est irréductible. Pour tout ι on sait d’après le
lemme 16.2 que σ est ι-pur et la connaissance de son déterminant (par la théorie
du corps de classe) implique alors que le ι-poids est nul. Donc σ est pur de poids
0. 
Remarque 16.5. On mentionne pour le lecteur que les conséquences déjà très
importantes de la correspondance de Langlands pour GLr, expliquées dans le
chapitre VII de [Laf02a], ont été encore étendues dans des travaux récents de
Deligne et Drinfeld [Del12, EK12, Dri12] sur les questions de rationalité des traces
178 VINCENT LAFFORGUE
des Frobenius et sur l’indépendance de ℓ pour les faisceaux ℓ-adiques sur les
variétés lisses sur Fq.
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