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for the degree of Master of Phi losophy in Economics 
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The Uncovered Interest Parity (UIP) takes an important position in international eco-
nomics. Concerning UIP's well-known empirical failure, one explanation is that it is in 
fact a long-run relationship obscured by short-run fluctuations. Following the common 
sense that data of high (low) frequencies contain information of short (long) time hori-
zons, this study applies real-valued band spectral regression (BSR) analysis to study 
the validity of UIP. Data from G7 countries are studied. When exchange rate change 
and interest differential components of relatively high frequencies (short horizons) are 
smoothed away, the UIP slope moves gradually towards its theoretical value of unity. 
For all currency pairs, the highest estimate is reached when fluctuations with a period-
icity less than 8 years are excluded. This result favors the long-run UIP relationship. 
The empirical parameter estimates appear to vary with time horizons. In the long-
run, the UIP relationship seems to have more support, consistent with previous studies 
using cointegration approach. The empirical failure of UIP seems mainly attributed 
to fluctuations in the business cycles. The variability of UIP slope casts doubts on 
previous studies which assume a constant relationship between exchange rate change 
and interest differential at all time horizons. However, a supplementary study of the 
UIP based on forward premium do not support UIP's validity in the long run. This 
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finding suggests the foreign exchange risk premium may exist throughout different time 
horizons, causing empirical tests of the "forward premium version" of UIP to fail even 
in the long run. Finally, contrary to the conclusion of some previous studies, the choice 
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1 Introduction 
The Uncovered Interest Parity (UIP) is well-known for its fundamental importance in 
the field of international economics and practical investment decision-making. Unfor-
tunately, its empirical failure is also well known. 
Under the assumptions of (i) no barrier against funds flow between countries, (ii) 
risk neutrality, and (iii) rational expectation, UIP predicts that the change of exchange 
rate between two currencies equals the interest rate differential for substitutable assets 
of the two countries. Nevertheless, numerous empirical tests have found the coefficient 
on interest differential to be far away from the theoretical unity. In a lot of cases, 
the estimates are negative. In addition, the estimated error terms are found to be 
non-orthogonal to past information, as opposed to the theoretical implication. Hence 
irrationality will be concluded. The non-unity coefficient and non-orthogonality of 
error terms to past information are two strong pieces of evidence for UIP's potential 
invalidity. 
This two pieces of evidence, nevertheless, do not lead to pervasive rejections to 
UIP. Instead, they have stimulated great interest in extensive studies which attempt 
to explain the empirical failure. The first class of explanations can be summarized as 
model adjustment. The UIP model is adjusted through incorporating other variables 
or relaxing the assumptions. Under this class, the existence of risk premium, irrational 
expectation, and policy behavior are three main considerations. However, these fac-
tors are in fact interrelated and their effects on the UIP relation cannot be distinctly 
separated. 
This view leads to the second class of explanations. In the short run, all the factors 
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mentioned above do drive the exchange rate and interest rate away from their theoretical 
values. However, in the long run when effects of these variations are smoothed away, the 
validity of UIP theory can be detected by empirical tests. In order to verify the long-
run validity of UIP, they use techniques capable of extracting long-run information. 
Three representative techniques sharing this feature are cointegration analysis, long 
run average analysis, and the adoption of long maturity interest rate data. Although 
they have gotten some empirical success in verifying long-run UIP in some cases, these 
techniques have individual weaknesses. The cointegration method only considers a 
subset of all long-run components, the zero frequency components. As a result, the 
exact length of period for UIP validity cannot be measured. The last two methods call 
for data covering a long history period, and thus put restrictions on available data sets, 
especially for some developing countries. 
This thesis mainly focuses on the UIP slope estimates. It uses real-valued band 
spectral analysis to the validity of UIP at different time horizons. The rationale for band 
spectral analysis is to decompose several time series of variables into components on 
different frequencies corresponding to different periodicity. Therefore, relations among 
these variables within a certain band of frequency or periodicity can be obtained by 
applying regression on selected components. Compared with cointegration analysis, 
band spectral analysis is able to yield information in various horizons or periods. The 
length of a period in which we test UIP can therefore be readily controlled. Band 
spectral analysis also works well in extracting long-run information from short-run data, 
thus the problem related to data sets can be circumvented. Although band spectral 
analysis was first introduced in Engle (1974), I use the real-valued band spectral analysis 
later suggested by Harvey (1978). The original techniques, as suggested by Engle 
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(1974), involve a complex Fourier transform and are difficult to apply with conventional 
regression packages. On the other hand, real-valued band spectral analysis, involving 
only real numbers, is convenient to conduct. 
Another feature of this thesis is to consider two different base currencies: Japanese 
yen and the U.S. dollar. Most existing studies of UIP use the U.S. dollar as the base 
currency. Some recent studies using two different base currencies conclude that the 
results do not change much when a different base currency is used. This thesis ana-
lyzes UIP among G7 countries with two different base currencies and tries to provide 
additional evidence on whether they make any difference in the empirical result. 
In a preliminary analysis of UIP in the time domain, the results are consistent with 
many previous studies. The estimated coefficient on the interest differentials takes 
negative values for most countries. 
Next, I use real-valued band spectral analysis to depict the change of the coefficient 
on interest differential when relatively high frequency components are removed gradu-
ally. In most cases the coefficient decreases slightly at first. It then keeps increasing 
towards its theoretical value. Therefore, it is reasonable to imagine that the UIP re-
lationship is obscured by fluctuations in relatively short time horizons. The estimated 
value is the highest near the place when the components with frequency higher than 
the one corresponding to periodicity of 100 months are excluded. The result suggests 
the possibility to detect UIP apparently in a period longer than 8 years. However, the 
last several estimates look funny and unreliable. This anomaly can be ascribed to the 
inadequate number of observations in the low frequency domain. 
Subsequently, I write the frequency components of interest differential into three 
variables corresponding to the period of short run, medium run and long run. A 
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regression of the UIP equation in the frequency domain is then conducted. The purposes 
of this step are to test the parameter stability in UIP relation across frequency bands 
and to measure the response of exchange rate change to interest differential in the 
three time horizons mentioned above. The result suggests parameter instability. An 
F test under the hypothesis of constant parameter across frequency indicates that 
the coefficient in UIP is in fact different in various time horizons. Thus the previous 
studies in the time domain, which implicitly assume that all frequency components of 
exchange rate change respond to all frequency components of interest differential with 
the same amount and in the same direction, is mistaken. In this study, in each case, the 
estimated coefficient on long-run interest components is the closest one to unity. Thus 
my results favor the potential long-run validity of UIP. The coefficients on short-run 
components take positive values in many cases. However, they are still far away from 
unity. Surprisingly, the coefficients on medium-run or business cycle components are 
almost all significantly negative, indicating that the empirical failure of UIP should be 
mainly attributed to fluctuations in the business cycles. 
I also test the "forward premium version" of UIP using BSR. This version of UIP 
seems not to hold at different time horizons. This discrepancy may be explained by the 
existence of a foreign exchange risk premium throughout different time horizons. 
As to the choice of base currency, in both the steps of analyzing UIP in the time 
domain and analyzing UIP in the frequency domain, large differences are detected 
between Japanese yen base cases and U.S. dollar base cases. Although we had not 
tested explicitly, the difference might be related to different economic relations between 
different country pairs. A more careful study in the future will be required to explain 
this difference. 
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The rest of the thesis is organized as follows. Section 2 provides a review of previous 
empirical studies on UIP and previous studies using band spectral regression. In section 
3, I give a detailed illustration of the basic band spectral analysis techniques, including 
both the complex-valued one and the real-valued one, as well as the test of parameter 
stability in the frequency domain. Next, section 4 contains description of the data and 
a standard time series analysis of UIP in the time domain. Section 5 reports the results 
of band spectral regression analysis. Section 6 conducted the UIP regression on the 
"forward premium" version with BSR. Finally, section 7 concludes the whole thesis. 
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2 Literature Review 
In this section, I will first review some previous works of empirical UIP study in subsec-
tion 2.1, followed by a review of some studies applying band spectral regression analysis 
in subsection 2.2 . 
2.1 A n Introduction to the Uncovered Interest Parity (UIP) and pre-
vious works on U I P 
The Uncovered Interest Parity (UIP) has been an extensively studied topic in the 
past two decades. The reasons for the great attention it received include not only 
its fundamental position in academic studies, but also its information function for 
international investors. In the field of international economics, UIP is an assumption 
in most models involving exchange rate determination. Hence the validity of much 
research also partially depends on UIP's validity. On the other hand, it postulates 
the equality of returns to identical assets in different countries. Then, its failure will 
indicate an arbitrage opportunity in the financial markets. This information function 
of UIP will subsequently affect the behavior of many investors. 
According to UIP, if funds flow freely across country borders and investors are risk 
neutral about investment to different countries, after adjustments of expected depre-
ciation, the expected rates of return to substitutable assets denominated in different 
currencies should be equal, otherwise the arbitrage activities across countries will cause 
them to. For example, if domestic interest rate is lower than the expected rate of return 
on an identical foreign asset, investors will borrow from the home country and invest in 
the foreign country. The borrowing and investing process will cause domestic interest 
rate to increase and foreign interest rate to decrease - until the two kinds of returns 
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reach the same level. This relationship can be expressed as 
+ = + (1) 
where it^k is the rate of yield on one domestic asset with k period maturity, at the end 
of period t; i*^ denotes that of a substitutable foreign asset; St is the spot exchange 
rate at the end of period t, defined as the price of one unit of foreign currency in terms 
of domestic currency; S ^ means the expected exchange rate at the end of period t + Z；：, 
based on information available at t. Denoting It as the information set at time t, we 
have 
St+k 二 E�St+k I W . 
In line with Flood and Rose (1994), I take natural logarithms and ignore small cross 
terms by assuming "low" interest rates. Then equation 1 is rewritten as 
s^k - St = it,k — ilk, (2) 
where s is the natural logarithm of S. Assuming rational expectation, as indicated by 
equation 3, the UIP relationship is often tested in the form of equation 4. 
st+k = s^^k + (3) 
st+k - St = a + (3{it,k - ilk) + ^t, � 
where the error term et is a stationary process with zero mean and orthogonal to past 
information. In empirical tests, if UIP holds, the estimated value of the parameters (o; 
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and p) should be close to zero and one, respectively. However, failures are frequently 
reported in the literature of UIP. While the estimates of a nonzero a can be explained 
A 
by the existence of barriers against capital flow/ the finding of a negative /5 and non-
orthogonal error terms cast significant doubts on UIP's validity. In the work of Gaab 
et al. (1986), Eurocurrency rates denominated in five currencies, the U.S. dollar, U.K. 
pound, Prance franc, German deustchmark, and Swiss franc, were used to test UIP. The 
coefficients, whose theoretical value should be a positive unity, were found to be nega-
tive in all cases. Other works done by Cumby and Obstfeld (1981), Loopesko (1984), 
Khor and Rojas-Suarez (1991) rejected UIP by finding error terms not orthogonal to 
past information, which is measured by lagged values of the error term, lagged values 
of exchange rates and lagged values of total net purchase by domestic and foreign au-
thorities. In King (1998), the UIP condition is estimated for New Zealand securities in 
its post-deregulated markets against those of its four major trading partner countries, 
Australia, the U.S., the United Kingdom, and Japan. An OLS regression provides 
results against UIP in three out of four country pairs. 
Virtually, a great amount of recent literature on the UIP has been focused on ex-
plaining this apparent anomaly. There are generally three explanations for the empirical 
failure of UIP. 
The first is that expectations are irrational as indicated by Prankel (1990), and 
1 Capital flow barriers, such as taxes, add cost to currency exchange. As a simple model to address 
this issue, define c as the net percentage cost of converting one unit of domestic currency into foreign 
currency at t ime t and change it back again at t ime t + k. Then equation 1 is rewritten as 
Rearrange it by taking logarithm and ignoring small cross terms, the equation corresponding to equation 
2 is 
St+k -St = - c + it,k - ilk-
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Mark and Wu (1998). In this case, the conditions in both equation 3 and 4 are violated 
by the appearance of a systematic forecast error between and St+k. 
To test whether expectations are irrational, some studies replace the expected ex-
change rates with survey data of market expectations. These studies are designed to 
detect the existence of a systematic expectation error by directly testing equation 3. 
In most cases, the survey expectations seem to be a biased forecaster of future spot 
exchange rates. The forecast errors are related to the information sets available at the 
time of making expectations. There are exceptional cases only in certain samples and 
time horizons (Moosa and Bhatti (1997)). 
The "Peso Problem" also addresses the issue of irrational expectation. Peso's deval-
uation had long been anticipated before it actually happened in 1976. This anticipation 
led to consistent discount of Peso in the forward market. If the sample covers the data 
just before 1976, the forward exchange rate might seem to be a biased forecaster of 
spot exchange rate. 
The second explanation for UIP's empirical failure is the existence of time-varying 
risk premia. To explain risk premia, let us take a quick look at the Covered Interest 
Parity (CIP) and its relation to UIP. CIP states that the forward discounts in exchange 
rates equal interest differentials, which can be expressed as 
ft,k - St = it,k — (5) 
where ft,k is the natural logrithm of k period forward exchange rate at the end of period 
t. St, it,k, and ？ h a v e the same definitions as in equations 1 and 2. Theoretically, 
exchange rate risk is avoided in CIP. 
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There is a strong reason for CIP to hold in practice, because forward speculation 
activities should always help to erase the arbitrage profits. Indeed, CIP is widely 
supported by empirical evidences. Comparing equations 2 and 5, the validity of UIP 
brings on 
ft,k = "Sf+fc. (6) 
Assuming the validity of CIP and risk neutrality, an implication is that the forward 
premium should equal the expected change in spot exchange rate. To identify this 
relation, either equation 7 or 8 is tested. 
ft,k = a + I3(st+k) + l^t, (7) 
{ft,k -St) =a + (3{st+k - St) + IM, (8) 
with /it as a white noise. 
In equation 8, ft^k 一 st is the forward premium. If UIP holds, investors are risk 
neutral. Then the risk premium, which is expressed as the difference between forward 
premium and expected change of spot exchange rate, should be zero. Actually, in the 
recent literature of UIP, a large part involves modelling the risk premium in the domestic 
or international equity markets. Very early studies include the ARCH-in-mean model 
by Domowitz and Hakkio (1985) and the GARCH-in-mean model by Bollerslev (1986). 
Both studies argue that the determination of forecast error variance is based on realized 
past forecast errors. A very famous model in this issue is Fama's decomposition model, 
in which Fama (1984) decomposes the forward premium into a risk premium pt and 
an expected depreciation premium Et[{st+k — where Et denotes the expected 
value at time t, based on the information set available at time t. It. By constructing a 
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statistical model on this relation, he finds the relative importance of the risk premium 
and the expected depreciation premium. On the other hand, because of their role in 
analyzing returns related to risk, capital asset price model (CAPM) and international 
capital asset pricing model (ICAPM) are often estimated to model the risk premium. 
Malliaropulos (1997) tests weekly data of seven currencies, the German deutschemark, 
French franc, Italian lira, Japanese yen, Dutch guilder, Swiss franc and U.K. pound, 
against the U.S. dollar. His results provide evidence of time-varying risk for all there 
currency pairs by modeling the risk premium in CAPM model as a GARCH process. 
To demonstrate the role of foreign exchange risk premia in the failure of UIP, Tai (1999) 
tests the exchange rate and equity security returns of five Asia-Pacific capital markets: 
Japan, Hong Kong, Singapore, Taiwan, and Malaysia, against the U.S.. His study 
makes two contributions. First, he points out that deviations from Purchasing Power 
Parity (PPP) can affect the pricing of foreign exchange rates and equity securities. 
Second, he notes that with the increasing globalization, investors tend to invest not 
only in equity securities, but also in foreign exchanges. After testing a conditional 
international CAPM in the absence of PPP, on the data of both foreign exchange and 
equity markets, he finds that the predictable components in UIP deviations result from 
a time-varying foreign risk premium, not from violations of rationality. 
However, the view that risk premia account for most deviations from UIP is not 
universally supported. One opinion on this issue is that although risk premia explain 
a large part of deviations from UIP in developing countries, real exchange rate growth 
counts more in the cases of industrialized countries. Gokey (1994) verifies this view 
by decomposing deviations from UIP into real interest differentials (a measure or risk 
premium differences across countries) and real exchange rates growth and estimating 
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their relevant importance. Tanner (1998) extends this research by employing a richer 
data set and further decomposing the real exchange rate growth into the anticipated 
component and unanticipated component. Besides confirming the previous results, he 
finds that the unanticipated component plays a more significant role in explaining the 
UIP deviations than the anticipated one. 
The effect of policy behavior is the third potential explanation for the apparent fail-
ure of UIP. McCallum (1994) postulates that policy makers are interested in smoothing 
interest rate movements, in order to keep the exchange rates stable. He introduces 
a policy reaction function, and derives a reduced form equation of exchange rates. 
This equation coincides with his empirical test results, though there is a more recent 
study casting doubt on his policy response function (Christensen, 2000). Anker (1999) 
enriches the policy response function by incorporating the factor of exchange-rate ex-
pectation. In this model, interest-rate smoothing works through the manipulation of 
exchange-rate expectation, which tends to destabilize exchange rates and to amplify 
the negative correlation between risk premia and expected exchange-rate changes. In 
addition, Anker (1999) found that the results of small open economies in the EMS 
strongly support McCallum (1994) in another way. Since central bank's interest-rate 
smoothing targets should not dominate these countries, large deviations from UIP are 
not present in their case. 
Since none of the above reasons is able to explain all the empirical failures of UIP, one 
may think that these explanations should not be considered separately. Lewis (1995) 
points out that: "Examining each of these explanations in isolation might lead to the 
conclusion that predictable excess returns remain a complete mystery. However, each 
of these explanations has ignored the other explanations." (Page 1959.) For example, 
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some economists believe that the failure of UIP may have relation with the floating 
exchange rate regime. Their research concerning the validity of UIP may find that 
its slope coefficient is much closer to unity in fixed exchange rate regimes than that 
in the floating ones. Flood and Rose (1994) use fixed exchange rate data from the 
European Monetary System (EMS). They find the slope coefficient to be around 0.6, 
though still significantly different from unity in the statistical sense. In fact, both 
risk premia and systematic forecast errors can be viewed as varying by exchange rate 
regime. Sharing the intuition that the explanations should not be viewed separately, 
Huisman et al (1998) devises a panel methodology, which can control many of the 
possible interrelating explanations. Their study show that UIP is valid when all these 
factors are considered in the model. 
Another school of economists, however, take an innovative approach to the problem 
by interpreting the UIP as a long-run relationship. In their theory, the failure of UIP 
results from exogenous shocks in the short run. These shocks may influence the UIP 
relation either directly or through irrational expectation and risk premia. However, 
in the long run, exchange rates and interest rates are driven by underlying economic 
forces. I should mention that even in studies focusing on risk premium and irrationality, 
the intuition that the UIP holds in the long run is also present. One opinion is that the 
foreign exchange pricing may be affected by deviations from PPP, which consequently 
causes violations of UIP.? Since vast literature exists for stating P P P as a long-run 
relationship, we may expect that UIP also holds in the long run (Tai, 1999). 
Actually, the idea of long-run validity of UIP has been pointed out as early as Cagan 
^The direct result of deviation from P P P is that consumers from different countries are in fact face 
different prices of goods. As a result, international asset pricing models in which the return of an asset 
is determined will consider the risk premia incurred by the price level difference. 
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(1974). He concludes that the equity markets do adjust to inflation. Whereas the 
process is very long, lasting for a decade or more rather than several months, quarters 
or even years. However, econometric tests of UIP's long-run validity are extensively 
made only recently with the development of cointegration techniques. 
Moosa and Bhatt i (1995) obtained supportive evidences of UIP hypothesis through 
a cointegration analysis. Employing the Engle-Granger (1987) and Phillips-Ouliaris 
(1991) tests, they compared the Treasury bill rates denominated in 11 currencies to the 
U.S. dollar, and found a long-run relationship in all cases. With similar methodology, in 
a later study (1997) they found strong evidence in favor of UIP for six Asian countries 
vis — d — vis Japan. 
In fact, there are alternative techniques to test the long-run properties of UIP. One 
of them is to use long-run maturity data. Meredith and Chinn (1998) use long-horizon 
data to test UIP. Using long-maturity bonds interest rates of the G7 countries, they 
found supportive evidence for long-run UIP. In their test, almost all of the coefficients 
on interest differentials are close to their theoretical values of unity. However, Berk and 
Knot (2001) use long-run interest rates and exchange rate expectations to study UIP in 
the increasingly flexible international financial markets. Their study provides evidence 
of rejection. An alternative is to use long-run average data for its simplicity. Using this 
approach, Lothian (1998) find strong evidence of long-run UIP with the panel data of 22 
countries. In their study, the results from 3-year average and 7-year average are closer 
to the theoretical values than those from the full sample period (20 years) average. 
However, the above methods to verify long-run UIP have some disadvantages. First, 
the cointegration analysis has been commented as incomplete. It focuses on the zero-
frequency components, which is only a subset of the long-horizon information. Also, the 
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exact length of horizons cannot be controlled. Second, the application of long-maturity 
interest rates and long-run average data puts limits on the data-set, especially for studies 
on many developing countries, whose long time series of financial data are difficult to 
obtain. 
I share the intuition of long-run UIP of the above studies but approach this problem 
with band spectral regression. Band spectral regression was originally developed by 
Engle (1974). In contrast to cointegration, this methodology is able to analysis all long 
run characteristics of time series. It can also isolate long-run information from short-
horizon data, thus avoids the problem of limited data-sets as in studies of long-horizon 
data. 
2.2 Previous empirical works applying Band Spectrum Regress ion(BSR) 
For the ease of understanding the band spectrum regression (BSR) methodology, it 
is better to give a brief look upon the Fourier transformation before reviewing previ-
ous studies relying on BSR. Fourier transform is the basis for spectral analysis. Pre-
multiplying a time series (a column vector) with a complex Fourier matrix will transform 
the series from the time domain into the frequency domain. The result is still a column 
vector, however with each element corresponding to a certain frequency. Applying in-
verse Fourier transformation on selected frequency elements will give their time domain 
counterparts. Therefore it is possible to decompose the time series of a variable into 
different frequency components and study its cyclical behavior during a period with set 
length. Estrella and Mishkin (1997) show the convenience of Fourier transformation 
by decomposing changes in velocity of monetary aggregates into spectral components 
corresponding to low, medium and high frequency cycles. 
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BSR, introduced by Engle (1974), involves regressing variables within certain fre-
quency bands. These frequency bands are filtered out through finite Fourier transforms 
in complex terms. Since low frequency bands correspond to relatively long time hori-
zons while high frequency bands correspond to short ones, the frequency bands generally 
contain information for the length of a variable's cyclical behavior. 
The BSR provides a way to study different responses of a variable to temporary 
changes and permanent changes of other variables. 
In a study of the response of interest rates to money supply announcement, Erol and 
Balkan (1996) decompose the data into low frequency and high frequency components. 
They find that both expected liquidity effect (corresponding to short-run changes in in-
terest rate) and expected inflation effect (corresponding to long-run changes in interest 
rate) operate, although affecting different expectation horizons. With similar method-
ology, Cunningham et al. (1997) find that the inflation uncertainty-unemployment rela-
tionship is concentrated at business cycle and long-run components of the data, rather 
than high frequency components. 
With BSR's convenience to study variable's behavior in a certain period length, 
the magnitude and direction of elasticity in a selected time horizon can also be easily 
measured. Marquez (1988) estimates the price elasticity and income elasticity, both 
cyclical ones and secular ones, of non-oil imports of major industrial countries from 
non-OPEC developing countries (LDC). Baker et al. (1999) use BSR to study the 
elasticity of minimum wage on employment. 
Using the BSR methodology, the results of many previous studies have been over-
turned. The time series of a variable can be viewed as a sum average of all the frequency 
components. Many existing studies simply rely on OLS regression with raw data in the 
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time domain without considering the persistence of a variable's response to other vari-
able. This application of OLS to raw data implicitly assumes the same econometric 
model for all frequency components. As a result the conclusions cannot provide the 
true underlying relations between macroeconomic factors when the theory suggests a 
relation only at long run or only at short run. The regression tests tend to mask valu-
able information at certain frequency bands (Erol and Balkan 1996). In this sense, 
the BSR method may help explain the empirical failure of macroeconomic models and 
theorems previously tested with OLS if these models and theorems are deemed to hold 
in the long run. 
Gamber (1994) uses the frequency domain technique adopted from Engle (1974) to 
decompose real output in manufacturing into four components: permanent, temporary, 
aggregate, and sector-specific components. Analysis of relationship between real wage 
and the four components indicate that the real wage, which displayed mixed results 
in former research solely in the time domain, prove to be significantly procyclical in 
the frequencies lower than 2 x 797r/173. Also with BSR, Nachane and Chrissanthaki 
(1991) find a long-run P P P relationship in half of eight currency pairs. However, this 
relationship is not detected even by cointegration analysis. 
On the other hand, the BSR method also casts doubts on empirical tests of many 
existing macroeconomic theorems. Although these theorems cannot be proved wrong 
solely based on the empirical failure. This may suggests the necessity of further work 
on these topics. Siklos (1988) employs BSR technique to test the existence of a positive 
link between deficit and interest rate, which was postulated by the Mundell-Fleming 
model. He finds empirical results that are inconsistent with the model. 
While the BSR method of Engle (1974) is asymptotically valid, conditional on an 
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a priori choice of which frequency bands to consider, and it is easy to understand the 
underlying theory of the complex Fourier transform, it also contains several drawbacks 
(Tan and Ashley, 1999). First, after applying a complex Fourier transform and ex-
cluding irrelevant frequency components, an inverse Fourier transform is required to 
transform the time series back into the time domain in real terms. Only through these 
procedures can the data in study be analyzed with conventional software. Second, to 
ensure that the series after the inverse Fourier transform is still real, frequency compo-
nents must be excluded (or included) symmetrically. That is, if frequency k is excluded 
from the regression, frequency T -k must also be excluded from the regression, where 
T is the number of observations. This procedure is correct in practice and theory. 
However, as Tan and Ashley (1999) have mentioned, "the explanation involves enough 
spectral theory that the uninitiated observer is likely to simply lose interest in the re-
sults at that point." (Page 71.) Third, this method may cause the difficulty to decide 
the degrees of freedom by a standard regression package. Hence, some of the standard 
strategies from a package may yield incorrect estimates. 
To circumvent the above problems, the real-valued Fourier matrix suggested by 
Harvey (1978) may be adopted. With this methodology, BSR can be done without 
generating complex terms. It has the following advantages over the former BSR method. 
First, it can be implemented in the time domain. Thus the cyclical behavior of a variable 
within a certain period can be easily observed. Second, without the problem of degrees 
of freedom, it can be estimated with conventional software. Third, it does not require 
that the frequency bands be specified a priori (Tan and Ashley, 1999). These advantages 
have been drawing attention of some economists, who have adopted this method in their 
empirical studies involving the analysis of horizons. In a study of the U.S. consumption 
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data, Jaeger (1992) finds that deviations from the random walk hypothesis (RWH) of 
consumption are heavily concentrated at the low or business-cycle frequencies. Dropsy 
(1996) applies real value band spectrum regression on rolling samples, called rolling 
spectral regression (RSR). A relationship between exchange rates and its determinants 
in the long run and medium run is found empirically. These studies provide the evidence 
that real-valued BSR is an effective tool in economic studies concerning certain time 
horizons. 
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3 Basic Band Spectral Regression (BSR) Techniques 
3.1 B S R Based on the complex Fourier transform 
In economics, there is a common belief that relatively low frequency data contain in-
formation of relatively long horizons. High frequency data, on the other hand, always 
contain information of short horizons. Thus, to test theories which only hold in certain 
time horizons, dividing the data into different frequency components may be an effec-
tive way. In this sense, Engle (1974) firstly introduced the Band Spectral Regression 
(BSR) as follows. 
Suppose we have a column vector of time series xt, with index t in the time domain. 
Define 二爭,w e can construct a row vector Wk as follows: 
where i = T is the number of observations. Then WkX is the k-th element of the 
finite Fourier transform (FFT) of x. Economically, it means the component of x on 
frequency 6k. Its relevant importance in the whole data set can be measured by the 
periodogram fx{Ok)-
fx{Ok) = kfc 工 |2. 
The larger the periodogram on frequency 6k, the more fluctuations on this frequency 
will contribute to the variable's entire behavior. 
To transform a series from the time domain into the frequency domain, Engle (1974) 
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Thus, pre-multiplying the time series xhj W yields 
X = Wx. (9) 
From the above description, we know that x is a column vector in the frequency domain, 
with the k-th element indicating component on frequency 6k. 
Let us consider the linear regression model 
y - X/3 + e, (10) 
where X is a T x /c matrix of observations on the independent variables, ^ is a A: x 1 
vector of parameters, y is a T x 1 vector of observations on dependent variable, and e is 
a T x 1 vector of disturbance terms with zero mean and constant variance. Var(e) = cr .^ 
Applying the above transformation, we get 
WY 二 WXp + We, 
Y = Xp + e, (11) 
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where Y = WY, X = WX, e = We are all variables in the frequency domain. 
According to Engle (1974), W'^W = I 二 where f means the complex conju-
gate of the transpose. It follows that 
var{e) = Eie'^e) = E{Wh^eW) = W^E{eh)W 二 a^W^IW = (12) 
The above equation means, though complex, e is a spherical disturbance vector with 
the same variance as e. When X is independent of e, the best linear unbiased estimator 
(BLUE) of equation 7 is the OLS estimator 
/5 = ( X t x ) - i x t y , (13) 
with 
varCP) = (X^X)-^a^. (14) 
In terms of periodogram, this BLUE can be written as 
(叫， （15) .k=0 J /c=0 
where fxyi^ k)=(川fc工)卞(切fcW) is the cross periodogram between x and y. 
It should be noted that the above equation 12 and equation 13 are estimated with all 
frequency components included, namely full spectral regression. However, in economics 
studies relating to different lengths of horizons, band spectral regression, which only 
considers components within specific frequency bands, is more useful. Engle (1974) 
suggests the following method to apply band spectral regression. 
Constructing a T x T matrix A with ones on its diagonal elements corresponding 
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to included frequencies and zeros elsewhere. Pre-multiplying equation 11 by A leads to 
exclusion of irrelevant frequencies out of the regression. As shown in equation 16, 
AY = AXfi + Ae. (16) 
Since this procedure may incur complex values in the regression, which may cause 
difficulty to conventional regression packages, Engle (1974) use an inverse Fourier trans-
form to convert everything into real values. Thus defining 
y* = W'^AY, X* = VFUX, e* 二 WUe. 
The original model is rewritten as 
+ (17) 
We get the same band spectral estimator of by regressing Y* on X*\ 
/3= (18) 
It is easy to show that 丑(e*) = 0 and var{e*) = a^. Also, it should be noted that 
the matrix A ought to have a symmetric axis running from northeast to southwest in 
order that the estimator is real. This rule means, if frequency component Qk is included, 
frequency Qt—i—Ic should also be included. 
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3.2 B S R based on the real-valued Fourier transform 
The complex finite Fourier transform may cause some problem in empirical application, 
such as the difficulties to decide degrees of freedom and to understand the symmetry of 
frequency inclusion. More specifically, it brings trouble for s tandard regression pack-
ages. The real finite Fourier transform of Harvey (1978) is designed to circumvent these 
problems. Constructing a real-valued transformation matrix B with its (A;,力)tli element 
as: 
k = 2 , 4，6,…，（T-2) o r ( T - 1 ) 
hk,t)= . 
( | 0 “ m r ( ' - ! 广 1)] k=3, 5，7, ..., (T-1) or T 
( + — � k=T , T is even 
Simply replacing the matrix VV in equation 9 with D can yield the real-valued 
t ransforiiiatioii of x. Define 
二 Bx, (19) 
\vh(M-(�J：" is a i-(�al-vahi(�(l column vector in the frequency doinaiii. According!； to Tan 
；111(1 Aslil(\v (1999). the (,(jiT(\si)()iidiiij^. fiXKjuciicies ai(? illustnitrd a,s in Tahh; 1. 
I a n and Aslil(�y (1999) giv(> a clear iiist met ion for uiuicrstaiuling the fn，qu(”i(:i(;‘s 
sliowii ,'il)()V(\ According to tli(�m, t lu� f i rs t row of B averages (jbscrvat ions of x with 
(�qual \v(>i^hts. thus fluct iiat ions av(>ra,t!;iii^  out to zero within t he observed pcricjfl will 
coiitiibulc li"l�丨。th(�first clciiKMit of./-*'. On tiic ot her Imiid, fluct iiat i^iis taking iiiiicli 
loii:j;(�r Um(�I han t hv ohs(�m"l piMiod. naiiicly fluct uat ions with frcfjiicncy zero, arc l(;ft. 
Thr seroiid rmv of /i avora^cs .r. t oo. } lowcvcr. t he \v('i<;ht s t ；ikc a coiiiplctf rosim! 
oscillat ion iliiring t lir courso of t ho saiiij)l<'. I note t hat the rclat ion sin{x-r-Tr) 二 —.sin(:i:"j 
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suggests that any point on a sine oscillation contains an opposite value to a point at 
a distance of half periodicity of the total sine oscillation. Thus after being averaged 
with the weights regulated in the second row of B, fluctuations averaging out to zero 
within half of the total period will contribute little to the third element of The 
third row of B takes a complete cosine oscillation and takes similar effect on x. The 
fourth and fifth row of B take two complete sine (cosine) oscillations, which means to 
smooth away fluctuations averaging out to zero within a quarter of the total period. It 
is apparent to see that the transformation corresponding to the low-frequency rows of 
B is to ignore the quickly fluctuating parts of the data and to extract the most slowly 
varying components. Finally, when T is even, consider the last row of B, which simply 
averages T / 2 changes in the data. It is clear to see that fluctuations with periodicity 
of 2 will remain after the average. In this case, the last element of x** denotes the 
components with frequency 今二 tt. It is to ignore any slowly varying components of 
the data and to extract the most quickly varying components. 
We apply the real-valued Fourier transform to the system in equation 10 and get 
BY = BX(3 + Be, 
y** - X * * / 3 + e**. (20) 
This regression may be treated by standard regression package since all elements in 
Y** and X** are real. For band spectral regression, we only need to reduce the rows of 
Y** and X** accordingly. As no complex numbers are involved, it is not necessary to 
transform this series back into the time domain. In addition, no problem will be caused 
about deciding the degrees of freedom or understanding the symmetry of frequencies 
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excluded. 
3.3 Test ing for parameter stabil ity in the frequency domain 
The difference between estimated parameters from different frequency components sug-
gests the existence of parameter instability. The stabilogram test by Tan and Ashley 
(1999) can be applied to the parameter stability across frequency. For the ease of il-
lustration, suppose X to be the only independent variable in an economic relationship 
with dependent variable Y", then X contains only a column vector. We still denote 
X** 二 B . X, y** = B - Y, where X** and Y** are in the frequency domain. Suppose 
we intend to test the parameter stability in two frequency bands. We denote band 1 as 
the band containing relatively low frequencies and band 2 as the one containing high 
frequencies. According to the periodicity in study, all the observations of X** can be 
split into two subsets. We then create variables for frequency band 1 and D ] for 
band 2. D] = X** if observation XJ* is in band 1 and B j = 0 otherwise. Lj is defined 
in the same way. Then, matrix D can be denoted as 
/ \ 
^ iT 0 
( 、 义 r;: 0 




where X** and 广 are the lowest frequency components in band 1 and 2 respectively. 
While X*^ and XJJ^  are the highest frequency components in band 1 and band 2, 
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respectively. Then the following equation can be estimated 
y** + + (21) 
where 卢=(/3i，/32). A is the coefficient for the frequency band 1 and is that for 
frequency band 2. Similarly, when there are m frequency bands in study, namely band 
1, band 2，. •.，and band m, matrix D can be written as 
( . \ 
X l l 0 : 0 • • _ • 
• • • • • • • “ 
0 ； 0 
0 X l l : 0 
D 二 [ … D ” = : : : : , 
0 I 0 
0 0 ； X 二 
• • • • 
• • • • 
\ 0 0 : X 二 y 
where X** is the observation corresponding to the lowest frequency in band s and X : 
is the one corresponding to the highest frequency in band 5. Then we get the same 
model of equation 21. 
y** = a + D/3 + e*\ 
where D is a T x m matrix and /3 is an m x 1 vector with the 5-th element indicating 
coefficient in the frequency band 5. The stabilogram of and its confidence interval 
can then provide a straightforward picture of the Y** — X** relationship in divided 
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frequency bands. Finally, the null hypothesis that the parameter (3 does not change 
across frequency bands can be tested in a conventional way such as the F-test suggested 
by Tan and Ashley (1999). Define e** as the estimated residuals in the above equation 
and e\** as the estimated residuals under the null hypothesis, thus 
— ^ 1 ! 
二 m + 1 丨 T -m' 
A significant F value with the degree of freedom as (m, T - m) will then indicate the 
instability of /3. Then the relationship between Y** and X** is supposed to change at 
different time horizons. 
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4 Data and Standard Time Series Analysis in the Time 
Domain 
This study uses data of the G7 countries roughly covering the period from August 
1978 to December 1998.3 The interest rates are 3-month Eurocurrency rates obtained 
from DataStream financial database. All are Financial Times middle rates. In previous 
empirical studies of UIP, a large variety of interest rates have been used. The most 
commonly used ones include short run domestic money market rates (e.g. King (1998), 
Lothian (1998)), 3-month deposit rates (e.g. Tanner (1998)), 3-month euro-currency 
interest rates (e.g. Flood and Rose (1994), Meredith and Chinn (1998)), and 3-month 
Treasury bill rates (e.g. Moosa and Bhatti (1995)). None of previous studies has re-
ported a substantial difference resulting from the use of different data set. According to 
UIP, once the interest rates denominated in two currencies are substitutable, they can 
be used to test the theory. In this study, I also analyzed UIP with 3-month Treasury 
bill interest rates as long as the data set was available. These results are reported in 
Appendix 2 and 3. The results using 3-month Treasury bill interest rates are compa-
rable to Table 4 and Table 7. Except for little differences in magnitude, the regression 
results do not show much discrepancy in either their signs or the significant levels that 
can cause change to my conclusions. Also, there may be concern that the use of ask 
rate and bid rate may yield a different result. Following Meredith and Chinn (1998), I 
^The exchange rates da ta for European Monetary System (EMS) countries after Euro came into 
circulation at January 1999 are not available from International Financial Statistics. Also, the interest 
rates da ta of Japan and Italy are not available before July 1978. It should be note tha t in the real-valued 
band spectral regression, components in a certain frequency bands are represented by a certain portion 
of the transformed observations. Specifically, the low frequency components always occupy a very small 
portion. To reduce the sample size may lead to insufficient number of observations for analyzing low-
frequency components. To see the long run trend of UIP, I manage to make the sample size for each 
country pair as large as possible in a later section of overviewing the UIP slope. The detailed sample 
size is described in Appendix 1. However, in the section of parameter stability test, the sample is from 
August 1978 to December 1998 for each country pair. 
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adopted middle rate, which is the average between the ask rate and bid rate, because 
the middle rate is closer to the realized interest rate in actual transactions. The spot 
exchange rates are from International Financial Statistics of IMF. The 3-month for-
ward exchange rates are from DataStream financial database.^ In contrast to Meredith 
and Chinn (1998) which uses quarterly data of the G7 countries, this study analyzes 
monthly data. While other studies of the UIP always take US dollar as the base cur-
rency, I consider the US dollar and Japanese yen as base currency respectively. The 
annual interest rate is firstly changed into three-month yields. The interest differential 
is then computed based on these yields. Then the variables in the UIP relationship are 
denoted as follows: 
1. The realized exchange rate change in 3 months: 
yt = st+3 — St； 
2. The 3-month maturity interest differential between two countries: 
工 t = H,3 —《3, 
where it,3 and i ; 3 are the three-month yields of Eurocurrency. The summary statistics 
for xt and yt are reported in Table 2. To see the failure of UIP theory in the time 
domain, regression of the following equation is applied to each currency vis — a — vis 
^Only forward exchange rates based on U.S. dollar after February 1986 are available. Also, the 
forward rate for Italian lira after December 1998 is not available. Because of this limitation of data, 
I only use the forward exchange rates based on U.S. dollar from February 1986 to December 1998 to 
analyze the "forward premium version" of UIP. 
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the U.S. dollar and Japanese yen respectively: 
y 二 a + + e. (22) 
The results of simple OLS in the time domain are shown in Tables 3 and 4. Whether 
U.S. dollar or Japanese yen is taken as the base currency, there are 4 negative ones out 
of 6 estimated coefficients. In the case of U.S. dollar base, the results are only slightly 
different to those of Meredith and Chinn (1998). The signs of my estimated coefficients 
are the same as Meredith and Chinn (1998) and my estimated coefficients and standard 
deviations differ from theirs by less than 0.3. Except for the Italy lira- Japanese yen 
case, the 力-statistics suggests no significantly positive coefficient at the 5% significance 
level. These coefficients are either significantly negative or cannot be judged as different 
from zero. In addition, the range of 色 are larger when Japanese yen is set as the base, 
from -5.6278 to 0.7147, comparing to the range of from -3.2674 to 1.4917 when U.S. 
dollar is the base. This indicates the estimation results may be affected by choice of 
the base currency. 
It is possible that the failure of UIP may be caused by outlier, I plot the exchange 
rate change against the interest differential for each currency pair in Figures 1 and 2, 
respectively. No apparent outlier problems are seen from these figures. 
The Italian lira is the only currency that supports UIP. When paired with the U.S. 
dollar, the estimated coefficient takes a value of 1.5066 and is significantly positive. 
Although this value is not tested as significantly different from zero in the Japanese 
yen base case, it still takes the value nearest to unity in this group. Meredith and 
Chinn (1998) also mentions this exception of the Italian lira in their study. Based 
31 
on the regression from a sub-sample, they assume this anomaly to be attributed to 
some specific stochastic processes driving short-term movements in the lira, instead 
of attributing it to the depreciation of lira in the aftermath of the Exchange Rate 
Mechanism (ERM) crisis in 1992. Theoretically, UIP should hold for all currency pairs. 
If the failure is due to the same set of reasons, we expect the deviation from UIP to be 
similar when different currency pairs are used. Then the exception of Italian lira may 
provides to be a puzzle to be explained. A case study of Italian lira in the future may 
shed more light on resolving this puzzle. 
32 
5 Analyze the UIP relation in the frequency domain 
5.1 A n overview of the U I P relation across frequency 
To study the UIP relationship in the frequency domain, I firstly use the real-valued 
Fourier transform to exclude frequency components, in the order from high to low 
frequency ones. The economic intuition behind it is to filter out short-run fluctuations 
gradually and see the long-run trend of the relation between exchange rate change and 
interest differential. We transform the variable vectors y and x of equation 22 into the 
frequency domain by pre-multiplying them with the real-valued Fourier transformation 
matrix B respectively. Denote 
y** 二 
X** = B' X. 
We then remove frequency components from the highest to the lowest ones and 
apply the regression of 
= a + + (23) 
where 
f 
7 r [ ^ / T ] , 7 r [ ^ / T ] , 7 r ( 2 / T ) , 7r(l/T), when T is odd 
q = 
7r[( | — 1 ) / T ] , 7 r [ ( ^ - 1 ) /T],. . ,7r ( l /T ) , when T is even. 
\ 
In the above equations, the subscript q denotes the column vector with only compo-
nents on frequency equal to or lower than q. Since both y** and x** are column vectors, 
with each elements representing a certain frequency. Referring to Table 1, the elements 
in both y** and x** are in an increasing order in terms of frequency. To remove the 
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frequency components from the highest to the lowest ones means to remove correspond-
ing elements in y** and x** from the bottom to the top gradually. Thus the resulting 
y** and xT contain less and less elements as q decreases, as shown in Table 5. Dur-
^Q Q 
ing this course, the shortest included periodicity will increase. These relations can be 
clearly viewed from Figures 3 and 4. The number of observations increases with high-
est frequency included but decreases with shortest periodicity. Thus the precision of 
the coefficient estimation increases with the highest frequency but decreases with the 
shortest periodicity. In Figure 5 and Figure 6, the resulting Pq is plotted against the 
highest included frequency q in each regression. To give a more direct illustration of 
the relationship between the estimated coefficient and the fluctuations at different time 
horizons, in Figure 7 and Figure 8 the same coefficient is plotted against the shortest 
periodicity included in each regression. Following the conventional definition, period-
icity pq = Y- Since this study is based on monthly data, the unit of periodicity is 
month. 
I summarize four important features from these figures. 
Firstly, a small change in frequency corresponds to a large change in periodicity. 
Each point in Figure 5 and 6 is also plotted in Figure 7 and 8. However, the horizontal 
axis in Figure 5 and 6 is denominated in frequency while the one in Figure 7 and 8 is 
denominated in periodicity. The relationship of frequency and periodicity can be seen in 
Figure 9. Since periodicity 二 2TT/frequency, equal amount of changes in frequency may 
cause unequal amount of changes in periodicity. For example, point A, B, C in Figure 5 
take the same values oi (3 as point A' , B', C in Figure 7, respectively. The frequencies 
corresponding to A, B, C are 0.0257r, O.OStt and O.OTStt, respectively. Their counterparts 
in Figure 9 are points A'\ B" and C", respectively. The periodicity corresponding to 
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A', B', C are 80, 40, and 26 weeks, respectively. Then the frequency difference between 
A and B is 0.0257r, equal to the difference between B and C. However, the periodicity 
change between A' and B' is 40 weeks, much larger than that between B' and C' of 14 
weeks. Thus a small decrease in frequency can lead to a large change in periodicity. It is 
clear that in each country pair a large part of the estimated coefficient is quite smooth 
when plotted against frequency. However, this smooth part becomes rather short when 
plotted against periodicity and cannot be clearly detected. On the other hand, in most 
cases, the estimated coefficient changes quickly for the low frequency. Although this 
part looks short when it is plotted against corresponding frequency (Figures 5 and 6), 
it occupies a long interval when plotted against the corresponding periodicity (Figures 
7 and 8). 
Secondly, when components with relatively short periodicity are excluded gradually, 
the estimated coefficient generally takes an increasing trend. In Figures 5 and 6, this 
trend is represented by a steep decrease of followed by a long and smooth "tail" • 
From the above analysis, we know that this long "tail" represents in fact a very narrow 
band of frequency when the changes of p are measured against changes in periodicity 
of the components included. Thus, this part cannot be obviously observed in Figure 
7 and 8. In most cases, there is a significant portion of the estimated coefficient line 
that appears increasing. After reaching the top, it may decrease sharply, sometimes 
followed by several other sharp changes in the longest periodicity. The sharp changes 
look interesting. They are in fact plotted by linking points which are separated by large 
distances. Thus, in this area of relatively long periodicity, some portions of the line 
appear to be straight lines. Note that a trend from two points is very unreliable because 
substantially less observations are responsible for this estimation. In addition, in the 
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lowest frequency (longest periodicity) part, due to the exclusion of most observations 
from X** and y**, the number of observations used in the regression is quite small. For 
example, in Figure 7’ the lengthy part between D and F contains only three points. The 
numbers of observations are 7, 5, and 3 for computing points D, E, and F, respectively. 
Because of the inadequate number of observations in regression, the standard error 
would be quite large, which also adds to unreliability of the lowest frequency (longest 
periodicity) part. We assume that the points corresponding to periodicity below 100 
months can reflect relatively true information about relations between frequency and 
the UIP parameter. Except the cases of German deustchemark-U.S. dollar and U.K. 
pound-U.S. dollar, those points are actually following an increasing trend, from negative 
to positive values. This suggests that the short-run fluctuations may drive the interest 
rates and exchange rates to the direction which makes the empirically estimated /3 
deviate negatively from unity. However, when influences of high frequency fluctuations 
are excluded by band spectral analysis, the coefficient moves gradually to its theoretical 
value. 
Third, leaving alone the abnormal points in the long periodicity, and the abnormal 
cases of German deustchemark - U.S. dollar, U.K. pound - U.S. dollar, the estimated 
slope reaches the top value around the periodicity of 100 months (approximately 8 
years). These maximum values are almost all positive. However, the maximum values 
in the cases using U. S. dollar as the base currency are all less in value than the 
result obtained by Meredith and Chinn (1998), which uses 10-year maturity government 
bonds interest rate to study long-run UIP theory. Although my study yields result 
less favorable to UIP theory than Meredith and Chinn (1998), it still suggests that if 
fluctuations of less than 8 years are smoothed away, the UIP theory may be more likely 
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validated in empirical studies. However, this rule cannot be observed when analyzing 
German deustchemark - U.S. dollar and U.K. pound - U.S. dollar. Here the estimated 
coefficient fluctuates rapidly in the short periodicity parts. This result indicates that 
in these country pairs, the high frequency components of interest rates and exchange 
rates have different impacts on the UIP slope. Some components drive the slope away 
from the theoretical value, while others draw it towards unity. 
Fourthly, the base currency does make some difference in the study. Comparing 
the studies of other currencies against the Japanese yen and those against the U.S. 
dollar, we find not only differences in the estimated value, but also differences in the 
patterns. This result is reasonable, although it is different from the conclusion of 
Huisman et al (1998), which claims that differences in base currencies is in fact of 
little importance. Since different countries may have different economic structures and 
hence different parameters in their economic relation with other countries, the slopes of 
UIP can naturally be expected as different across various country pairs. This intuition 
suggests that the interest rate and exchange rate features in Japan and the United 
States might be different from each other. Nevertheless, in the pair of Japan and the 
United States, the estimated slope takes similar pattern and value whenever Japanese 
yen or U.S. dollar is treated as the base currency. One can conclude that once the 
country pair is settled, the estimated slope and hence the underlying economic relation 
is rather stable. It does not matter which country is the base. 
5.2 Testing parameter stability across different t ime horizons 
With the overview of the estimated p across frequency, one may get the impression that 
the actual value of coefficient (3 may be different at different time horizons. Following 
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Tan and Ashley (1999) as mentioned before, to conduct a parameter stability test in 
the frequency domain, I divide the frequency components into three groups. The first 
group contains all those with periodicity longer than 5 years. The second one consists 
of those with periodicity longer than 2 years but less or equal to 5 years. The third 
one contains the components with periodicity of 2 years or less. The three groups 
are denoted as short-run components, medium-run or business cycle components, and 
long-run components. I use the variable y** as the dependent variable, while write the 
variable a;** into three variables, D \ D爪 and D", to indicate the long-run, medium-run, 
and short-run components in interest differentials, respectively. Since the observations 
range from August 1978 to December 1998, the sample size is 242. Following the 
description of real-valued Fourier transform, 
( \ I \ I \ rrf I 0 0 
均* ： 0 
； 0 ： 
对 g ^ts 0 
D i = x T , , D 饥 = ： 端 . 
0 2^ 41 ^43 
0 0 ： 
; : 端 
V ^ / V ° / \ 工益2 
Then the following equation is regressed, 
y** = a + D-p + e, (24) 
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where D = { d 爪 , = i )', the coefficients for long-run, 
medium-run and short-run interest differentials, respectively. The estimated residuals 
are then used to construct an F-statistics under the null hypothesis of no difference 
among /3\ 爪，and which is equivalent to the condition that the UIP slope is 
constant across frequency. 
The estimated results, together with the F-statistics, are shown in Tables 6 and 
Table 7. The estimated UIP coefficient against corresponding periodicity is plotted in 
Figure 10 and 11. 
The difference of the estimated coefficient is straightforward from these results. For 
most of the cases, the F-statistics provides a significant value leading to a rejection of 
parameter stability across frequency bands. The rejection means that the coefficient 
in UIP does change at different time horizons. Among the three values obtained in 
the three horizons, in most cases the one representing the long-run components is the 
closest one to unity. Compared with the results we obtained from the OLS regression 
in the time domain, the values are improved a lot towards unity. These results are 
apparently less satisfactory than the ones of Moosa and Bhatti (1995), which conducts 
a cointegration analysis to study the relationship between forward premium and ex-
change rate change, and gets estimated coefficients for the long run fall in the range 
between 0.933 and 1.009 for the G7 countries. Also, these results are not so satis-
factory as those obtained by Meredith and Chinn (1998) using the 10-year maturity 
instruments data. However my results give the evidence that testing UIP in long hori-
zons can produce results more favorable than those from studies of shorter horizons. 
This evidence reinforces the conclusion obtained in this thesis: the underlying economic 
forces tend to drive empirical UIP parameters towards their theoretical values in the 
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long run, although this relation may be obscured by fluctuations in relatively short time 
horizons. 
The results presented in Tables 6 and 7 also show significant asymmetries in the 
responsiveness of exchange rate changes to business cycle and short-run interest dif-
ferential changes. An amazing discovery is that the coefficients of short-run interest 
differential components are positive in most cases. Although some of them cannot be 
rejected as equal to one, this non-rejection can be attributed to the large standard 
error. On the other hand, except for one case, all the coefficients estimated in the busi-
ness cycle period take significantly negative values. In most previous empirical tests of 
UIP, the evidence of UIP's failure is a negative estimated coefficient. Results in this 
study suggest that in the short-run, the exchange rate change is so sensitive to interest 
rate change that it changes in the direction predicted by UIP, but at a much larger 
magnitude. However, the empirical failure of UIP might be mainly ascribed to the 
fluctuations in business cycles. In business cycles or the periodicity from 2 to 5 years, 
the exchange rate change changes at an even larger magnitude than the short run — 
although in the direction opposite to UIP prediction. From Figure 10 and Figure 11 in 
which the estimated coefficients and their confidence intervals are plotted across peri-
odicity, this pattern can be clearly observed. The coefficient seems to adjust gradually 
to its theoretical value with the protraction of time horizons. 
However, there are several exceptional cases to parameter instability across fre-
quency bands. Among them, although the F-statistics does not suggest significant 
difference across frequency bands, the estimated slope in the long run still takes the 
value most favorable to UIP. 
All the above results suggest the previous belief that the UIP theory, though well-
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founded and widely-used, in fact holds only in the long run when short-run and medium-
run fluctuations are smoothed away. Since the validity of UIP indicates an exclusion 
of arbitrage opportunities, my results suggest that there may be arbitrage benefits in 
the international financial market in relatively short run. More specifically, in this 
study, empirical failure of UIP is the clearest in the medium run. This result suggests 
that there may exist arbitrage opportunities at this horizon (2-5 years) for risk neutral 
agents, such as the mutual funds. A second implication of my study is in the aspect 
of interest defense. According to Flood and Rose (2001), if UIP holds, raising interest 
rate to stabilize the exchange rate leads to an expected domestic currency depreciation 
and therefore removes the advantage of domestic securities. So "deviations from UIP 
are the basis for interest rate defense of fixed exchange rates". (Page 2.) We note that 
interest rate defense of fixed exchange rates is similar to the use of interest rate policy 
to stabilize a exchange rate. Thus our results suggest that using interest rate policy 
to stabilize the exchange is effective only in the short run or business cycle horizon, 
but not in the long run. Another implication of this study is to provide a rationale 
for classifying the lengths of horizons in international economics studies involving UIP. 
Since validity of UIP varies with time horizons, theoretical studies that assume UIP at 
all horizons may not be valid. Theorists should consider carefully what horizon they 
have in mind before making the UIP assumption. Out study suggest that we can safely 
assume the validity of UIP only for the horizons longer that 5 years. 
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6 Test of UIP with the forward premium 
To test UIP based on forward premium is also a widely conducted practice. As men-
tioned in the literature review part, this practice is based on the assumption of foreign 
exchange risk neutrality, and conducted with equation 8 as follows, 
ft,k — St 二 a + 队st+k - St) + et, 
where ft,k is the logarithm of A:-period forward exchange rate at time t and ft,k 一 st is 
the forward premium. If UIP holds and investors are risk neutral in foreign exchange, 
we expect to see a = 0 and 卢二 1. In the previous section, I have found that UIP 
may hold empirically in the long run. In this section, I test equation 8.^ If the test 
based on forward rate yields results similar to our previous test of UIP based on interest 
differential, foreign exchange risk premium may be concluded as diminishing with the 
elongation of time. Otherwise this premium can be viewed as existing throughout 
different time horizons. With the presence of the foreign exchange risk premium, it 
may be invalid to use equation 8 to test UIP empirically. 
The procedure to test UIP based forward premium is similar to the test based on 
interest differential. The variables are denoted as: 
1. The forward premium in 3 months: 
fPt — ft,3 — St] 
^Because of the limited availability of forward exchange rate data mentioned before, I only conducted 
the relevant computations with U.S. dollar as the base currency. The part of s tudy based on Japanese 
yen remains to be supplemented by further research with enriched data set. 
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2. The spot exchange rate change in 3 months: 
SCt = St+3 一 St. 
First, the equation 
f p = a + s c - P ^ e (25) 
is directly estimated in the time domain with OLS, the results are shown in Table 8. 
All the estimated coefficients on exchange rate change are around zero. Most of them 
are negative. Consistent with previous studies, the coefficient on exchange rate change 
are largely different from unity statistically. 
Next, I employ the real-valued band spectral regression. By pre-multiplying real-
valued Fourier transformation matrix B, I change both the forward premium and ex-
change rate change into the frequency domain, as fp** and 5C**, respectively. Then, I 
remove frequency components from the highest to the lowest ones and use the remain-
ing components to conduct a regression on the above equation in the frequency domain. 
The estimate of (3 against the highest frequency (shortest periodicity) included in each 
regression is reported in Figure 12 (Figure 13). In these figures, different country pairs 
contain different trends for the estimates of jS to change across frequency or periodicity. 
In the cases involving Canadian dollar, Italian lira and U.K. pound, the coefficients 
move towards the theoretical value of unity with increase in the periodicity. However, 
the coefficients moved apart from unity when French franc and German deustchemark 
are involved in the study. While in the case of Japanese yen against U.S. dollar, the co-
efficient first decreases slightly, then increases in a small amount, without much change 
in its magnitude. In a word, these figures do not suggest the validity of the "forward 
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premium version" of UIP in the long run. 
To see wether the relation in equation 2 is statistically consistent at different time 
horizons, I follow the parameter stability test employed before. The estimates for 
coefficient in the short run, medium run and long run, together with relevant F values, 
are reported in Table 9. The estimated coefficients are also plotted in Figure 14. All 
the estimates of (3 are well below unity. Only in the case of Italian lira, the parameters 
are estimated as statistically unstable at different horizons. In other cases, the results 
are different. The various patterns of estimated in different cases cannot be easily 
summarized. But according to the F statistics, this coefficient does not vary with 
different time horizons. 
On the basis of analysis in the beginning of this part, the above result of the "forward 
premium version" of UIP may suggest the presence of a foreign exchange risk premium 
even in the long run. As a result, previous practices to test UIP based on forward 
premium, which partially relies on the assumption of foreign exchange risk neutrality, 
may not yield result in favor of a long run UIP relationship. 
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7 Conclusion 
This thesis aimed at identifying the potential long-run validity of UIP. Instead of using 
cointegration, adopting long-run maturity data, or long-run average data as in previous 
studies, I employed the method of real-valued band spectral regression analysis. It is 
the first time that this method was used in the UIP analysis. Concerned about the 
possible difference involving choices of different base currencies, I consider not only the 
U.S. dollar, but also Japanese yen as the base currencies. 
To verify the advantages of frequency domain analysis and provide a benchmark for 
comparison, a regression of the UIP equation in the time domain was firstly conducted. 
In most cases, the coefficient of interest differential is negative and far from what UIP 
has predicted, although the coefficient estimates obtained from the cases involving 
Italian lira are relatively more satisfactory. Similar to the failure of UIP found in 
previous studies, we confirmed a drastic failure of the UIP theory in the time domain. 
In addition, the choice of base currency does make great difference in the regression 
results. 
Then real-valued band spectral regression was applied to see the overall trend of 
the empirical UIP relationship across frequencies. With the exclusion of components on 
relatively high frequency in each regression, the estimated coefficient of interest differ-
ential decreases slightly at first, then follows an increasing trend towards its theoretical 
value. In most cases, this value culminates near the place when components with peri-
odicity shorter than 100 months, a period around 8 years, are excluded. The figures of 
the estimated coefficient across frequency suggest that relatively short-run fluctuations 
do drive the UIP parameters away from their long-run theoretical values. While effects 
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of these fluctuations are smoothed away, the coefficient may take positive values which 
are close to unity. This finding echoes that of Meredith and Chinn (1998) who analyzed 
interest rate of treasury bills with maturity of 10 years and find support for the UIP 
theory. In this step, the choice of base currency as Japanese yen or U.S. dollar still 
made difference in the result, a conclusion contrary to some previous studies. 
In the subsequent test for parameter stability, the null hypothesis of constant in-
terest differential coefficient across frequency bands was rejected in most cases. This 
rejection not only provides evidence for parameter variability, but also puts forth a 
measurement for the responsiveness of exchange rate changes to interest differential at 
different time horizons. In a study of the estimated coefficient on interest components 
with periodicity of 0 - 2 years, 2 - 5 years and over 5 years, respectively, the coefficient 
for periodicity of over 5 years takes the value closest to unity. This value is much more 
improved compared with the results obtained from the time horizon regression in the 
beginning. In most of the country pairs, the estimated coefficients on interest differen-
tial components with periodicity below 2 years are positive, although largely different 
from unity. The coefficients for the business cycle components, however, are almost all 
significantly negative. This result suggests that the empirical failure of UIP in previous 
studies might be mainly attributed to fluctuations in the business cycle. In addition, 
the possible long-run validity of UIP might suggest the existence of arbitrage benefits 
and the effectiveness of interest rate defense only in the short run and business cycle. 
In its academic value, results of this thesis imply the significance of considering the 
specific lengths of horizons in relevant studies. 
As a supplement, analysis of UIP based on forward premium using BSR do not 
suggest a long-run relationship. A foreign exchange risk premium existing in all lengths 
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of horizons may possibly explain this discrepancy. 
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Table 1: Frequency corresponding to each element of x** in equation 19. 
Element No. Frequency 
1 0 
2 AI/T) 





T - 2 7r[(T/2) — 1] /T 
T - 1 7r[(T/2) - 1 ] /T  
T n  
Notes： 
1. This table is quoted from Tan and Ashley (1999), page 73. 
2. T denotes number of observations for the column vector a;**. 
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Table 2: Summary statistics of exchange rate change and interest differential. 
"“ Exchange rate change Interest differential  
Currency p a i r M e a n Variance t — ratio Mean Variance t - ratio 
CAD-JPY 00090 00041 0 l 4 0 6 0 . 0 1 0 5 0.0000 1-8034 
FRF-JPY 0.0087 0.0032 0.1540 0.0120 0.0001 1.5164 
DEM-JPY 0.0037 0.0031 0.0657 0.0034 0.0000 0.6622 
ITL-JPY 0.0141 0.0041 0.2207 0.0197 0.0001 2.3186 
GBP-JPY 0.0075 0.0041 0.1172 0.0133 0.0000 2.9654 
USD-JPY 0.0055 0.0041 0.0870 0.0081 0.0000 1.1949 
CAD-USD 0.0035 0.0004 0.1774 0.0024 0.0000 0.5851 
FRF-USD 0.0032 0.0032 0.0566 0.0040 0.0001 0.4937 
DEM-USD -0.0019 0.0033 -0.0325 -0.0047 0.0001 -0.5907 
ITL-USD 0.0085 0.0033 0.1492 0.0117 0.0001 1.5016 
JPY-USD -0.0055 0.0041 -0.0871 -0.0081 0.0000 -1.1949 
GBP-USD 0.0020 0.0032 0.0358 0.0053 0.0000 0.8558 
Notes: 
1. The sample period is from 1978.8-1998.12. 
2. Exchange rate changes are the changes in 3 months. Interest rate differentials are com-
puted from 3 months yields of Eurocurrency. 
3. CAD: Canadian dollar. 
FRF: French franc. 
DEM: German deustchemark. 
ITL: Italian lira. 
JPY: Japanese yen. 
GBP: U.K. pound. 
USD: U.S. dollar. 
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Table 3: Standard time series analysis in the time domain (base currency : Japanese 
yen). ^  
/3 S.D. to ti 
Canadian dollar -4.0208 1.0568 -3.8045* -4.7507^ 
French franc 0.6823 0.6790 1.0049 -0.4680 
German deutschemark -1.8024 1.3171 -1.3685 -2.1278^ 
Italian lira 0.7147 0.6212 1.1504 -0.4592 
U.K. pound -5.6278 1.0606 -5.3062* -6.2490t 
U.S. dollar -3.2677 0.8235 -3.9681* 一5.1825t 
Notes： 
1. y 二 a + 卢;r + e. 
2. The standard deviation is estimated with autocorrelation consistent covariance estimator 
(Newey and West, 1994). 
3. to= the t statistics based on Ho： = 0. 
4. 二 the t statistics based on Hq：�=1. 
5. * Statistically different from zero at the 0.05 level. 
6. t Statistically different from unity at the 0.05 level. 
7. Sample set: 1978.8-1998.12. Number of observations: 242. 
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Table 4: Standard time series analysis in the time domain (base currency: U.S. dollar). 
“ p ^ To h 
Canadian dollar -0.8458 0.3732 -2.2662* -4.94581 
French franc 0.2411 0.8114 0.2971 -0.9353 
German deutschemark -0.5307 0.7460 -0.7114 -2.0518t 
Italian lira 1.4917 0.8021 1.8598 0.6131 
Japanese yen -3.2674 0.8235 -3.9677* 一5.1820十 
U.K. pound -2.1516 1.2427 -1.7313 -2.5360t 
y — a + px + e 
Notes: Refer to Notes of Table 3. 
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Table 5: The relation between q, periodicity, and observations included. 
Highest frequency g 二 M^ tt q = ^tt | … q = q = ^tt 
Shortest periodicity (months) 4.03 4.06 ••• 242 484 
Observations included xl* xl* : ^i* 
均* x r 均* 衫* 
x f rr^ * ： 对 * 
x f x f 
rrr < ： < 
• • • 
• • • 
^239 ^239 
^240 
工 2 4 1 
Notes: 
We assume T = 242, as in our sample. 
The table illustrates that the number of observations is directly related to the highest frequency 
included and inversely related to the shortest periodicity included. Also see Figure 3 and Figure 
4 for a plot of this relation. 
55 
Table 6: Testing parameter stability in the frequency domain (base currency: Japanese 
yen). 
A /3m 丛 F 
Canadian dollar -0.0232^ = 5：^ - 1 . 8 8 0 9 2.4364 
(0.3554) (2.0098) (2.4436) 
French franc 0.7727* -0.75006 1.2401 0.4032 
(0.2639) (1.5264) (1.0031) 
German deustchemark —0.7380丨-9.3767*t 8.161*+ 6.6564 
(0.5769) (2.3915) (3.4573) 
Italian lira 0.7277* 3.032* 0.4115 0.7707 
(0.1944) (1.5348) (1.1568) 
U.K. pound 0.1069t -8.4754*t -1.3755 3.4746 
(0.2944) (2.683) (2.5926) 
U.S. dollar -0.84229*t -5.1962*十 4.7155* 3.6403 
(0.39521) (1.8702) (2.3395) 
Notes: 
1. Y** = + + 二 a + ( D 讯 )•{ /3i I3m ^s )' + 6**. 
2. 爪，and ps.- UIP coefficient for the long run (with periodicity longer than 5 years), 
the medium run (with periodicity between 2 and 5 years), and /5s： UIP coefficient for the 
short run (with periodicity shorter than 2 years), respectively. 
3. Standard errors are in parentheses. 
4. * Statistically different from zero at the 0.05 level; f Statistically different from unity at 
the 0.05 level. 
5. F-statistics is computed under the null hypothesis Critical value 
Fo.O5(5，238) = 2.21. 
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Table 7: Testing parameter stability in the frequency domain (base currency: U.S. 
dollar). -
A Pm Ps F 
Canadian dollar - 0 . 0 6 9 8 ^ — 2 . 1 6 4 6丫 - 1 . 0 0 9 1 ^ 1.1480 
(0.2934) (1.2737) (0.8666) 
French franc 0.2704 -5.1251*t 2.6952*t 6.5020 
(0.4415) (1.5452) (0.9904) 
German deustchemark 一0.3387丨-8.6721*t 5.7383*t 7.6644 
(0.4063) (2.2672) (1.9810) 
Italian lira 0.9671* -0.7194 2.3816* 1.5504 
(0.2757) (1.0412) (1.0088) 
Japanese yen -0.8424*t -5.1931*t 4.7168* 3.6407 
(0.3952) (1.8703) (2.3397) 
U.K. pound -0.8550t -5.7081*^ 2.0796 3.8026 
(0.4657) (1.5858) (1.9606) 
Notes: Refer to Notes of Table 6 
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Table 8: Standard time series analysis in the time domain based on forward pre-
mium (base currency : U.S. dollar).  
p S.D. to h 
" " " C a n a d i a n dollar -0.0442 0.0178 - 2 . 4 8 3 3 * - 5 8 . 6 1 1 2 ^ 
French franc -0.0058 0.0153 -0.3788 -65 .527 l t 
German deutschemark 0.0035 0.0166 0.2102 -60.0624十 
Italian lira 0.0175 0.0204 0.8565 -48.1551+ 
Japanese yen -0.0235 0.0101 -2.3333* —101.5633十 
U.K. pound -0.0009 0.0153 -0.0562 —65.2866+ 
Notes: 
1. fpt = a + set • /3 e-
2. The standard deviation is estimated with autocorrelation consistent covariance estimator 
(Newey and West, 1994). 
3. to= the t statistics based on 丑。：二 0. 
4. ti= the t statistics based on HQ： = 1. 
5. * Statistically different from zero at the 0.05 level. 
6. t Statistically different from unity at the 0.05 level. 
7. Sample set: 1986.2-1998.12. Number of observations: 155. 
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Table 9: Testing parameter stability in the frequency domain based on forward pre-
mmm(base currency: U.S. dollar). 
Pi Pm A F 
Canadian dollar -0.0215丨—0.0472丨-0.0197^ 0.0475 
(0.0402) (0.0689) (0.0265) 
French franc -0.0649*t —0.0097丨 0.0053丨 1.9206 
(0.0253) (0.0297) (0.0142) 
German deustchemark 0.014lt o.0024t 0.0013丨 0.0903 
(0.0213) (0.0291) (0.0127) 
Italian lira 0.1181*t —0.0077丨 0.0053丨 2.7894 
(0.0367) (0.0323) (0.0197) 
Japanese yen -0.0687*t -0.0054丨 0.0026丨 1.9609 
(0.0260) (0.0229) (0.0144) 
U.K. pound -0.0183t 0.0049丨—0.0064丨 0.0872 
(0.0391) (0.0266) (0.0162) 
Notes: 
1. + + = + ( DsC讯 DsC' ) • ( A An ^s + 
2. Prn, and ^s- Coefficient on spot exchange rate change for the long run (with periodicity 
longer than 5 years), the medium run (with periodicity between 2 and 5 years), and (3s-
UIP coefficient for the short run (with periodicity shorter than 2 years), respectively. 
3. Standard errors are in parentheses. 
4. * Statistically different from zero at the 0.05 level; f Statistically different from unity at 
the 0.05 level. 
5. F-statistics is computed under the null hypothesis /5/=�rn=^s. Critical value 
Fo.05(5, 151) = 2.27. 
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Figure 1: Plot of exchange rate change against interest differential (base currency ： 
Japanese yen ). 
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2. Exchange ra te change (in 3 months) : ijt = + 3 — St., Interest differential : 二 U.?) 一 
where “,3 and i] 3 are 3- inonth yields to 3-moii th eurocurrency. 
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Figure 2: Plot of exchange rate change against interest differential (base currency ： 
U.S. dollar). 
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Figure 3: The relationship between number of observations and q. 
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Notes: 
We assume T = 242, as in our sample. 
q is the highest frequency component included in the regression. 
For example, if we were to consider the regression with all frequencies lower than O.Itt, the 
number of observations is 49. If we were to consider the regression with all frequencies lower 
than 0.2577, the number of observations is 121. Thus a regression with a low frequency band 
tends to be less precise due to the smaller number of observations. 
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Figure 4: The relat ionship between number of observations and the shortest periodicity 
included.  
2 5 0 I 1 1 1 1 T - I 1 ‘ ‘ 
200 I 
I -
g 1 5 0 - 1 
LU I CO I 
CD I 
£ 
0 100 I -
LU I 
1 \ 5 0 - \ 
J I I I I I I ' ' ' 
Uq 5 0 1 0 0 1 5 0 2 0 0 2 5 0 3 0 0 3 5 0 4 0 0 4 5 0 5 0 0 
PERIODICITY 
Notes: 
We assume T = 242. 
For example, if we were to consider the regression with the periodicity longer than 20 moths, 
the number of observations is 49. If we were to consider the regression with periodicity longer 
than 4 months, the number of observations is 121. Thus a regression with a long periodicity 
band tends to be less precise due to the smaller number of observations. 
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Figure 5: Estimated p against the highest frequency included (base currency ： Japanese 
yen). 
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Figure 6: Estimated against the highest frequency included (base currency ： U.S. 
dollar). 
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Figure 7: Estimated against the shortest periodicity component included (base cur-
rency : Japanese yen). 
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3. Dash line: the theoretical value of p. 
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Figure 8: Estimated p against the shortest periodicity component included (base cur-
rency :U .S . dollar). 
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Figure 9: The relationship between frequency and periodicity. 
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Figure 10: Es t imated p against different t ime horizons (base currency : Japanese yen). 
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Figure 11: Estimated (3 against different time horizons (based on forward premium). 
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Figure 12: Estimated /3 against the highest frequency included (based on forward pre-
mium) . 
C a n a d i a n dol lar — U.S. dol lar F rench f ranc - - U.S. dol lar 
31 1 1 1 1 ‘ ^ ‘ ‘ ‘ ‘ ‘ ‘ 
2 . 5 - - 0 . 5 -
- �-r:::::::::::::::::: … III ‘ _ 
1.5 ； - — -0-5 - •. ‘ 1 § 1 M -1-: 
• � . 5 ^ _ • H 
S . 5 � 丨 -
-0.5 -2.5 -： 
-1，： -3 -： ‘ 
-1.5 “ -3.5— “ 
0 0 5 0 . 1 0 . 1 5 0 . 2 0 . 2 5 0 . 3 0 . 3 5 0 . 4 0 . 4 5 0 . 5 Q 0 5 0 . 1 0 . 1 5 0 . 2 0 . 2 5 0 . 3 0 . 3 5 0 . 4 0 . 4 5 0 . 5 
T h e h ighes t f r e q u e n c y in regress ion � T h e h ighes t f r e q u e n c y in reg ress ion (n) 
G e r m a n deus tchmark — U.S. dol lar Italian lira - - - U. S. dol lar 
0 . 5 - '•.. -
„ ：• : . . . I 丨丨丨 - 1.5 
0   
-0.5 二 ... - — 
c g 
CD 1 :5 -1 - : - ig 1 
I - I N I -2-: - I - U -
^ - . S - ： - “ 
- ” A . . . : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : . 
：' '' 
- 3 . 5 J _ 
- " O ^ ^ 0 5 —0.5O 0 . 0 5 0 .1 0 . 1 5 0 . 2 0 . 2 5 0 . 3 0 . 3 5 0 . 4 0 . 4 5 0 . 5 • 
T h e h ighest f r equency in regress ion (k ) T h e h ighest f r e q u e n c y in regress ion (n) 
J a p a n e s e yen — U.S. dol lar U.K. p o u n d — U.S. dol lar 
2.5 I , 1 1 1 1 1 ‘ ‘ ‘ 3.5 I 1 I ‘ ‘ ‘ ‘ ‘ ‘ 
2- _ 3: -
1.5， - 2.5, -
-I .1 
G 0 . 5 � . - S '^ "-： ‘ 
S 0 
8 。•...._____ . , I “ 1 —— I i i -0.S - , - J 0 5 \ , -
^ , - - 0 - V .....•-：：：：.：：：：：：：：...... -
-1 -: 
-1,5- - _ 
-2- - -1 7 _ 
^ ^ T I ^ ^ ' ' ' O 0 , 0 5 0 .1 0 . 1 5 0 2 0 2 5 0 3 0 . 3 5 0 . 4 0 . 4 5 0 . 5 
T h e h ighes t f r equency in regress ion (rt) T h e h ighes t f r e q u e n c y in regress ion (n) 
Notes: 
1. Solid line: estimate of jS. 
2. Dot line: upper and lower bounds of the 95% confidence interval. 
3. Dash line： the theoretical value of 3. 
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Figure 13: Estimated p against the shortest periodicity component included (based on 
forward premium ). 
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Figure 14: Es t imated /3 against different t ime horizons (based on forward p remium ). 
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Notes： 
1. Thick solid line: estimates of P. Dash line: the 95% confidence interval. 
2. Dot line: UIP coefficient estimated in the time domain. Thin solid line: the positive 
unity. 
73 
Appendix 1: The detailed sample set for each country pair in the overview of UIP 
slope across frequency 
Japanese yen U.S. dollar 
Canadian dollar 1978.8-2000.11 1975.2-2000.11 
French franc 1978.8-1998.12 1975.2-1998.12 
German deutschemark 1978.8-1998.12 1975.2-1998.12 
Italian lira 1978.8-1998.12 1978.7-1998.12 
Japanese yen … 1978.8-2000.11 
U.K. pound 1978.8-2000.11 1975.2-2000.il 
U.S. dollar 1978.8-200Q.il … 
Note: Each sample set is determined on the availability of monthly exchange rates and 3-month 
eurocurrency rates for the certain country pair. 
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Appendix 2: Standard time series analysis in the time domain, using 3-month Trea-
sury bill rates (base currency: U.S. dollar) 
S.D. to h 
Canadian dollar -1.3684 0.3521 -3.8858* -6.7255^ 
French franc -0.3034 0.9989 -0.3037 -1.3048 
German deutschemark -0.8160 1.0014 -0.8149 -1.8135 
Italian lira 1.7445 1.1557 1.5094 0.6442 
U.K. pound -2.7560 1.3588 -2.0282* -2.7642t 
Notes: Refer to Notes of Table 3. 
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Appendix 3: Testing parameter stability in the frequency domain, using 3-month 
Treasury bill rate (Base currency: U.S. dollar). 
A 瓦 Ws ^ 
Canadian dollar O M ^ — 3 . 3 3 9 7 ” — 4 . 1 9 4 2*卞 8.2125 
(0.2071) (1.1831) (1.0154.) 
French franc 0.2804 -10.0762*t 5.5617*t 9.3070 
(0.4851) (2.1831) (2.1681) 
German deustchemark -0.3812丨-10.7734*t 6.2930*t 9.0086 
(0.5177) (2.3339) (2.4960) 
Italian lira 0.8261* 0.1877 6.5612*t 2.5479 
(0.2608) (2.0045) (2.0946) 
U.K. pound —0.6636t -6.8598*t -0.4474 3.7588 
(0.4512) (1.7972) (2.3217) 
Notes: Refer to Notes of Table 6. 
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