Abstract. We supply an argument that was missing from the proof of the main result of the article "Finite decomposition complexity and the integral Novikov conjecture for higher algebraic K-theory" (J. Reine Angew. Math., 694:129-178, 2014). The argument is essentially formal, and does not affect the strategy of the proof.
We begin by reviewing, and refining, some of key concepts from RamrasTessera-Yu [7] . For terms not defined here, we refer the reader to the original article. Definition 2. Given an ordinal γ, the class D γ of metric families with decomposition complexity at most γ is defined via transfinite induction, as follows. For γ = 0, D 0 is the class of uniformly bounded metric families. If γ = β + 1 for some β, then D γ is the class of all metric families that decompose over D β . If γ is a limit ordinal, then
Given an ordinal γ, a metric family X has decomposition complexity at most γ if X ∈ D γ , and X has finite decomposition complexity if it has decomposition complexity at most γ for some ordinal γ. A metric space X has decomposition complexity at most γ (respectively, finite decomposition complexity) if the single-element family {X} has decomposition complexity at most γ (respectively, finite decomposition complexity).
Definition 3.
A metric space X is a vanishing space (or, briefly, is vanishing) if for each * ∈ Z we have
where the structure maps η s,s for the colimit are induced by the inclusions P s X → P s X (s s ).
Definition 4. Given a metric space X, a metric family F = {F α } α∈A with F α ⊂ X for each α ∈ A, and a real number s > 0, the Rips complex of F (with respect to X) is the disjoint union
where each P s (F α ) has the metric induced by the simplicial metric on the larger simplicial complex P s X, and the distance between P s (F α ) and P s (F α ) is infinity unless α = α .
We say that F is vanishing (with respect to X) if for each * ∈ Z we have
where again the colimit is taken with respect to the maps induced by the natural inclusions of Rips complexes.
Definition 5. Let X be a bounded geometry metric space. A decomposed sequence Z = (Z 1 , Z 2 , . . .) in X is a sequence of subspaces Z r ⊂ X equipped with decompositions Z r = α∈Ar Z r α . We say that Z has decomposition complexity at most γ (for an ordinal γ) if {Z r α } α∈Ar ∈ D γ for all r 1. Remark. This definition replaces, and clarifies, Definition 6.8 from [7] . There, the notation Z ∈ D γ (X) was used to mean that Z is a decomposed sequence in X with complexity at most γ.
Definition 6. Given a decomposed sequence Z in a bounded geometry metric space X and a sequence of real numbers s ∈ Seq, the Rips complex P s (Z) is the metric disjoint union of the Rips complexes of the families {Z r α } (taken with respect to X):
Thus each P sr (Z r α ) has the metric induced by the simplicial metric on P sr X, and the distance between P sr (Z r α ) and P s r (Z r α ) is infinity unless r = r and α = α . We have natural inclusions
We say that Z is a vanishing sequence (or, briefly, is vanishing) if
where the colimit is taken with respect to the maps
induced by the natural inclusions of Rips complexes.
The goal of this Addendum is to prove the following vanishing result for controlled K-theory. This result is a restatement of [7, Proposition 6 .11] using the terminology above.
Theorem 7. If X is a bounded geometry metric space, then every decomposed sequence in X with finite decomposition complexity is vanishing.
The proof of Theorem 7 given in [7] proceeds by transfinite induction on γ. It is stated in [7, p. 27 ] that "If γ is a limit ordinal and Proposition 6.11 holds for all β < γ, it follows immediately from the definitions that Proposition 6.11 also holds for γ." It was pointed out by Daniel Kasprowski (private communication
The goal of this addendum, then, is to provide a complete discussion of the limit ordinal step in the proof of Theorem 7. The argument presented here is due to Kasprowski, and we thank him for sharing his ideas. The key technical ingredient in the argument is Carlsson's theorem [2] stating that K-theory commutes with infinite products of symmetric monoidal categories. A modern proof of this result (for exact categories) was recently given by Kasprowski and Winges [5] , using results of Grayson [4] and Nenashev [6] on binary acyclic complexes.
Let γ be a limit ordinal. Assume that for all β < γ, every decomposed sequence W in X with complexity at most β is a vanishing sequence. Let Z be a decomposed sequence in X with complexity at most γ. We must prove that Z is in fact a vanishing sequence, or in other words that
For each s ∈ Seq, we have the Karoubi sequence
defining A c (P s (Z)). Applying K-theory and passing to the colimit along s ∈ Seq gives a long exact sequence (note that this is a filtered colimit, so it preserves exactness). Hence to prove (1), it suffices to show that To prove (3), note that S s is the colimit, over r < R, of
For each r, we know that {Z r α } α ∈ D βr for some β r < γ, so the constant decomposed sequence Z r := ( α Z r α , α Z r α , . . .), with decompositions
at each stage, has decomposition complexity at most β r . By our induction hypothesis, Z r is a vanishing sequence. We claim that
According to Definition 4, P sr ({Z r α } α ) is the simplicial complex P sr ( α Z r α ), with metric inherited from the simplicial metric on P sr ( α X). Equation (5) now follows by analyzing [7, Diagram 6.3] , with X replaced by α Z r α , using the fact that Z r is vanishing. The desired result (3) now follows from the fact that K-theory commutes with filtered colimits and with (finite) products.
Now we turn to the proof of (4). For each s ∈ Seq, there is a natural inclusion of categories
and these inclusions induce a functor
We will now define a functor in the opposite direction,
which will be inverse to j. On objects, this functor is simply induced by the inclusions Since η s,s ((M r ) r ) represents C((M r ) r ) and η s,s ((N r ) r ) represents C((N r ) r ), we may define C((φ r ) r ) to be the morphism represented by (η sr,s r (φ r )) r . It follows from the definitions that C is well-defined on morphisms and functorial, and also that C and j are inverses. Hence (4) is equivalent to the statement that (6) For each * ∈ Z, K * colim
Examining the definitions, one sees there is an isomorphism of categories
(Note that on the right, the colimit over s ∈ Seq may be replaced by a colimit over s ∈ N, since A c (P sr ({Z r α } α )) depends only on the r-term of the sequence s.) This yields
Note that we have used Carlsson's theorem that K-theory commutes with infinite products. For connective K-theory this is proven in [2] ; for nonconnective K-theory see the proof of [1, Proposition III.15]. As noted above, a new proof of Carlsson's results appears in [5] . Now (5) states that each term in the second product is zero. This proves (6) , and completes the proof of (1).
Comments regarding L-theory.
The argument above applies equally well to algebraic L-theory, if one invokes the theorem of Carlsson and Pedersen [3] that L-theory commutes with infinite products when coefficient category A satisfies K r (A) = 0 for all r << 0. In particular, this fills the missing step in the proof of [7, Theorem 7.9 ]. (We also take this opportunity to note an error in the statement of that result; the stated hypothesis "L −∞ (A) = 0 for all * < −r" should instead read "K r (A) = 0 for all * < −r.")
