It is shown that every entire function /eExp 0 (C"), /(0)*0 is "slowly decreasing". As an application of this property, a theorem on analytic continuation of solutions of infinite order differential equations with constant coefficients is proven. §0. Introduction The method used was a division theorem of certain entire functions by the polynomial P and the following fundamental property:
§0. Introduction
In 1969 C. O. Kiselman [12] proved the following theorem: Given an open, convex set U a C" , any holomorphic solution u in U of the linear partial differential equation with constant coefficients P(D)u = £ a a D a u = 0, can be analytically con\a\<m tinued to an maximal open convex set V, which is independent of u but which depends on the zero set of the principal part P m of P(z) :
The method used was a division theorem of certain entire functions by the polynomial P and the following fundamental property:
The distance of any point z e C" such that \P(z)\< 1 to the set Z p = [z e C" : P(z) = 0} is bounded.
A. Sebbar [15] proved the same type of analytic continuation theorem in the case of infinite order differential operators with constant coefficients. He considered operators of the form f(D) = £ a a D a so tnat f(z) = 1L a a z a £ Exp 0 , the space of entire aeN" aeN"
functions of exponential type zero (that is, for \/£ > 0 there exists a positive constant C £ so that |/(z)|< C e e e|z| ). In this case, again, the crucial step was a division theorem in the "correct" space of entire functions. However, since there is no analogue of ( €} in this case, he restricted himself to the class of operators satisfying the following condition: More precisely, T. Aoki proves a more general local continuation theorem for the variable coefficient case and then as a corollary obtains the stronger version of the Sebbar's result. One of the important ingredients of the symbol calculus of microdif ferential operators used in Aoki's work is a lemma of T. Kawai [11] , that allows to define the characteristic set of these operators. This lemma depends on the minimum modulus theorem for holomorphic functions.
In the present work, we give an elementary complex analytic proof of the AokiSebbar theorem. Our approach is in the spirit of Kiselman-Sebbar, through a division theorem in the space of entire functions with growth conditions. By constructing a tube around the set Z f = {z e C":/(z) = 0}, whose size changes asymptotically, we show that the property (J 3 ) is redundant. Our proof of the division theorem has two main ingredients: the minimum modulus principle and interpolation (inspired by [5] , see also [11] for similar approach). Furthermore, as an application of the same technique we are able to get the division formula even for the case where the symbols of the infinite order differential operators have coefficients holo morphically dependent on a parameter.
We recall some notation and basic definitions. By C'\n > I, we will denote the n 1 space of n-tuples z = (z l ,...,z n ),z l e C, equipped with the norm |z| = (£ z t^) 2 .The 1=1 bracket { , ) will denote the bilinear product of two elements in C n given by ). The problem is to study ker L , i.e., to determine which holomorphic functions satisfy an infinite order differential equation. This type of problem of considered originally by Ehrenpreis and Martineau in one variable.
Let ^(C") be the set of all convex domains in C" and for any domain Urn C" let J^(£7) be the set of all nonempty, compact convex subsets of U. If A is any nonempty subset of C" , then for any K e <^(C" ) and for any domain U e 3/(C n ) we consider the closed sets We recall that by cone we mean subset of C" which remains stable under the multiplication by positive constants. Let A be a closed cone in C" , and let AT be a convex compact set in an open convex set Q c C" . Then the set T A (Q) is called the polar envelope of Q with respect to A. Definition 0.2. Let A be an unbounded subset of C", the an asymptotic cone of A, denoted by a(A) , is the closed real cone generated by the origin in C" and by We will need some further notation: for L a differential operator of infinite order with constant coefficients, whose symbol is <I> , the characteristic set Ch(L) of L, is
If A is any, non empty subset of C" , we define for any K e ^(C n ) and for any r>0 :
For ^(C") we set We will also be using the following The proof of the theorem consists of two steps. The first one is to construct a fixed "tube" T around the set with the property for any £ > 0 there exists R e such that
Vz e T with |z| >
The second step is the actual proof of the theorem.
Construction of the tube
Let 3* be the family of all complex lines through the origin of C" . If L belongs to ^ , we can choose z e C" , |z| = 1 satisfying L = L_ = { Az, A e C} . Then A -> /( Az) is an entire function of single complex variable A and of exponential type zero. In that manner we reduce the problem from /: C" -> C to a problem of a family of entire functions /.(A) = /(Az):C -> C , of exponential type zero. The constants associated to the family are uniform and depend only on e. That is |/,(A)|< C £ e £l^ and the constants C £ are independent of z.
The following lemma is immediate from the usual minimum modulus theorem [14] . 
Let £ and T] be any given positive numbers with rj < -^ e . Let R<0, then, inside the disk \z\<R, but outside a finite family of disks (depending on j) the sum of whose radii is not greater than 4r]R (this is uniform), we have: where
We will be using the result only in the case p = 1 . Note that the size of the exceptional sets is independent of £ . As a consequence of Lemma 1 .2 we can prove the following result, that we take from ( [4] , Lemma 7.4.7). This estimate is the main result we need to construct the tube mentioned above. We state it as a proposition with the obvious change of notation. We can assume that R m+l > R m +1.
(1.6) T: = U {z e C»: dist(z, Z) < |L and z | < ^ j. From the Whitney lemma [9] we conclude there is a function % &C 00 (C" ) such that % = 1 on r, and satisfying the estimate: We need to show that df 2 Let 77 e Z realizing the distance inequality (2.5) and let p>0 be such that L < £(0,p) . It follows that for any w e C" (2.6)
Since /f L , //^ are subadditive
and Using (1.1) we have
for some p',fr'>0. Therefore, there is a constant a' such that for /? m _! < |z| < #," , one has We obtain an estimate for v by means of the following lemma:
Lemma 2.1 ([9]). Let£l be an domain in C n , Q be a compact subset of O . Then exists a constant c so that for any function u 6 C l (£l):
where the integration is with respect to Lebesgue measure.
We apply this lemma taking as £1 = J5(0,l), Q = {0} and as u the function z -> v(f + z) with f e C" fixed. We thus have for a new constant a'" = a'"(e). Therefore, using (2.12), we obtain some constant C, (e) > 0 such that (2.14) log|v(Ol<H J , £ (0 + C 1 (£)log(2 + |Cl),CeC".
The last step is to show that / 2 and / 3 satisfy the inequalities in the statement of the Theorem 1.1. Actually we can modify slightly the proof using a lemma from [4] (see Lemma 3.4 below) and obtain a decomposition independent of e , with the same estimates. §3. Division Theorem with Holomorphic Parameter
1/2 (01 =
Here we will show that we can derive the same formula for the symbols of infinite order differential operators with coefficients dependent holomorphically on a parameter teC n . Let X be an open set in C" . An operator F, whose coefficients depend holomorphically on a parameter t can be written in the form for any multi-index a = (a l ,...a n ). Here we set \a\ = a l +...+a n ,a\ = a l l..a n \.If there is m>0 such that a a = 0 for every a satisfying \a\ > m , we say that P is of finite order less or equal to m. Otherwise P is said to be of infinite order. If we replace D by ^ = (<^ , . . . , % n ) e C" in (R 1), we have a holomorphic function in (t, £) e X x C" : 
Assume also that f t (0) = f(t Q , 0) = 1 .
Then for every entire function f { (t, £) = f l t (£) , satisfying the following uniformity condition for any t eX:
and for every £>0, there exist two entire functions / 2r (£) / 3 , (<^) = / 3 (?, ^) , which are analytic in t, such that such that for every % E C" :
where L(e),K(e) are £ -neighbourhoods of L, K respectively.
Note. The uniformity assumption on |/J is not unnatural, it holds for every L compact, convex set which contains the origin in the interior. Hence, when this does not occur, we get more refined estimate on the growth of f } , and eventually of / 2 , / 3 . Furthermore, the assumption that K c L is not essential, since otherwise we can set as L the convex hull cv(K\jL) c X if X is convex. Now we are ready to proceed with the rough sketch of the proof Proof of the Theorem 3.1. /(/ 0 ,<f;) = f t (<f;) is of exponential type zero in the variable £. Construct a tube, as in Theorem 1.1, around the set Z ={(f 0 ,£)
•''n n :/(r 0 , §) = 0}. Then for any teU, we will divide the function /;(*,£) = /,(£) by the same function /(r 0 , £) as in the previous division theorem, only here we are interested in a estimates of the different type. Define:
JtQ
where % is independent of £ and it is the Whitney function corresponding to r 0 in the construction of the tube, and v t e C°°(C") is to be determined.
A, =/i,,z ~4 nWe want to show that f 2jt (^) = f 2 (t^) 9 f^(^ = f 3 (t 9^) have the "appropriate growth" in £ and are holomorphic in ?. In the same way as before we obtain otherwise.
Next, repeating the argument of the Theorem 1 .1 , we have the following estimate:
Again, repeating the argument of the previous theorem we extend the condition to any £ e 7*, . Therefore where a K = sup reAr \t\ and a L = sup reL |f| . Finally, we deduce the following:
where m = [a K +a L ] + 2 and b(e) is chosen so that to take into account those £ G 7\ and |^| < /? e . We can see that the same estimate hold for the sequence e n = -,n=l 9 2,... and as £ i 0 the constants <%?(£) t +<» . Therefore applying the Lemma 3.2 below we can obtain a weight p(\£\) so that \co t (&\ < e H *G»*®, where lim -= 0. Again, repeating the steps of the Theorem 1.1, we deduce that there exist a functions v t e C°°(C") such that dv t = co t and Furthermore, we obtain the following upper bound for log| v,| , by using the same type of the argument: log | v, < H K (£) + 0(1^1) + const, where lim -= 0.
l^oo |£|
We can always assume 0 e C°° by convolution with multiplier, if necessary. The last inequality allows us to deduce, by exactly the same argument that / 2t/ (5) = /2( r '£)> / 3r (5) = / 3 (^5) satisfy the claimed growth conditions in the variable 5 • Therefore the only property which remains to verify is that of analyticity in the variable t . The argument is simple, but for the sake of completeness, will be given here. The basic tool for that will be elementary Hilbert space theory. Our space will be the completion of C°°(C n ,0), where the weight 0 was determined above, equipped with the inner product On the other hand: As an application of this theorem we get the following corollary: The following two theorems are generalizations of the original theorems of A. Sebbar. Since the weakening of a hypothesis is a direct consequence only of the previous division theorem, the proofs remain basically the same, but for the completeness of the argument they will be given here together with the new statements. 
