This paper introduces a new method named Distance-based Independence Screening for Canonical Analysis (DISCA) to reduce dimensions of two random vectors with arbitrary dimensions. DISCA is based on the distance-based independence measure, also known as the distance covariance, proposed by Székely and Rizzo in 2007. The objective of our method is to identify the low dimensional linear projections of two random vectors, such that any dimension reduction based on linear projection with lower dimensions will surely affect some dependent structure -the removed components are not independent. The essence of DISCA is to use the distance correlation to eliminate the 'redundant' dimensions until infeasible. Unlike the existing canonical analysis methods, DISCA does not require the dimensions of the reduced subspaces of the two random vectors to be equal. Besides, it does not require certain distributional assumption on the random vectors. Therefore it can be applied to any types of distributions, including continuous or discrete, light-or heavy-tailed. We develop theoretical justification of the proposed method: under mild conditions, the aforementioned back-elimination approach does undercover the lowest possible linear dependency structures between two random vectors. We show that our conditions are weaker than some other methods that are based on the sufficient linear subspaces. Numerically, DISCA is to solve 1 a non-convex optimization problem. We formulate it as a difference-of-convex (DC) optimization problem, and then it can be solved efficiently by utilizing existing algorithms in the optimization literature. We further adopt the alternating direction method of multipliers (ADMM) on the convex step of the DC algorithms to parallelize/accelerate the computation. Some sufficient linear subspace-based methods use potentially numerically-intensive bootstrap method to determine the dimensions of the reduced subspaces in advance; our method avoids this complexity. In simulations, we present cases that DISCA can solve effectively, while other methods cannot. In both the simulation studies and the real data cases, when the other state-of-the-art dimension reduction methods are applicable, we observe that DISCA perform either comparably or better than most of them. All codes of our DISCA method can be found in Github https://github.com/ChuanpingYu/DISCA, including an R package DISCA and some Matlab codes.
Introduction
The problem that this paper focuses on, is to peel off the 'redundant'dimensions between two random vectors such that any further dimension reduction by linear projections will lose the dependency structure (linear or nonlinear) between the two random vectors. In this paper, we propose a new backward eliminating method, called distance-based independence screening for canonical analysis (DISCA), based on the distance covariance to carry out dimension reduction for two sets of random vectors. Distance covariance, proposed by Székely et al. [2007] , is a measure of dependence between two arbitrarily-dimensional random vectors. It can be used to perform the independence testing for both continuous and discrete distributions, and to detect both linear and nonlinear relationships. Our distance-covariance-based strategy is to utilize distance covariance as a criterion to remove the independent structures until further elimination would bring the loss of dependency information between the two random vectors. DISCA does not require any distributional assumption or any data structure assumption (such as the additional assumption (2) in Sheng and Yin [2013] , and Sheng and Yin [2016] ). It can handle both equal and unequal dimension reduction cases. Moreover, it can confirm the effective subspaces as well as their dimensions simultaneously and does not require other sub-sampling techniques (such as the bootstrap) to estimate the dimensions of the subspaces at the beginning.
Our problem can be roughly seen as a canonical correlation analysis (CCA) problem. Ever since Hotelling [1936] proposed the canonical correlation analysis (CCA), to extend the classical CCA to the nonlinear (non-Gaussian) cases, many methods have been introduced, such as Kernel CCA by Fyfe [1999, 2000] and Bach and Jordan [2002] , Informational CCA by Yin [2004] , deep CCA by Andrew et al. [2013] , HSIC-CCA by Chang et al. [2013] , etc. DISCA is an improvement of all the CCA methods in the sense that, first, it can detect not only equal dimensional dependent structure, which are the pairs of canonical variables, but also non-equal dimensional dependent structure; second, it does not need appropriately chosen kernel functions or nonlinear model functions as in Kernel CCA, HSIC-CCA, and deep CCA, or density estimation, which is a difficult problem as well as computationally expensive especially in highdimensional cases, as in Informational CCA. Besides the above improvements, DISCA still keep the advantages in the performance when non-normality and nonlinear relationships exist.
The dimension reduction problem, from the regression viewpoint, can also be viewed as a Sufficient Dimension Reduction (SDR) problem. The major assumption in an SDR problem is
where Y is a univariate random variable, X is a random vector in R p , β ∈ R p×r (r ≤ p) is a matrix, and the space spanned by the columns of β is called the central subspace, denoted as S Y |X . Finding the central subspace (i.e., the β) is the main task of the SDR. Many methods have been introduced to solve this problem, such as the sliced inverse regression (SIR) Li [1991] , the sliced average variance estimation (SAVE) Cook and Weisberg [1991] , the sliced regression (SR) Wang and Xia [2008] , and so on. Sheng and Yin in 2013 and 2016 discuss how to find the central subspace based on the distance covariance in two different cases: (case 1) β is a vector Sheng and Yin [2013] , and (case 2) β is a matrix Sheng and Yin [2016] . The assumption they used, however, is stronger than the original setting of SDR: in Sheng and Yin's papers, they need another assumption in addition to (1) to make it work:
where P β denotes the projection operator that projects onto the space spanned by the columns of β, and I is the identity matrix. From (1) and (2) we know that Y is independent of (I − P β ) T X, which is the X part assumption, P ⊥ W X X ⊥ ⊥ Y , in Assumption 2.7, but (1) and (2) cannot be derived from the latter. So we have the following shows that our assumption is weaker than theirs.
Proposition 1.1. Assumption 2.7 in DISCA is weaker than assumptions (1) and (2) in Sheng and Yin [2013] and Sheng and Yin [2016] .
DISCA is also an improvement of SDR methods in the way that it can work when Y is either univariate or multivariate, and can find the central subspace for Y in terms of X as well. In comparison, taking slicing method for example, when univariate, Y can be sliced into several intervals but when Y is not univariate, due to the multiplicative nature of slicing in a high-dimensional space, even when Y is just three dimensions, how to slice the three-dimension space into pieces can be a challenge in numerics. Iaci et al. [2016] improves the SDR methods in similar aspects as ours. They define the dual central subspace (DCS) in place of the previous central subspace S X|Y , and propose a method to get both the central and dual central subspaces at the same time based on minimizing the Kullback-Leibler (KL) divergence, which relies on the Gaussian kernel to estimate density.
DISCA is advantageous even compared with DCS as we do not need to do density estimation.
(Note that kernel-based density estimation can be very sensitive to the curse-of-dimensionality:
it generally works well when the dimension is low or moderate.) Another improvement is that they use bootstrap technique, the same as in Sheng and Yin [2013] and Sheng and Yin [2016] , to estimate the dimension of both subspaces initially, which brings large computational burdens, while DISCA does not need this step.
Besides, in the following we construct a simple counterexample that DISCA can tackle while all the CCA, SDR, and DCS methods fail:
where f j 's are q different types of functions, and ǫ j 's are random variables independent of X and Y .
The true dimensional reduction subspace for X would be the one spanned by (
and there is nothing we can do to reduce dimensionality for Y . In other words, dim(W X ) = 1, dim(W Y ) = q. More explanations can be found in Section 3.2 and Section 5.1 gives a specific simulation example based on this counterexample.
The remainder of this paper is organized as follows. We present background material on the distance covariance and develop our methodology in Section 2. Section 3 provides the theoretical results that are associated with our method. Section 4 contains both the algorithm and the convergence analysis of the proposed algorithm. In Section 5, we give several simulation examples to compare with the existing methods. We show that our method can handle the unsolvable cases of other methods. Finally, we conclude and discuss some future works in Section 6.
Methodology
We give a brief review of the distance covariance in Section 2.1; the distance covariance is used as a measure of the independence between two random vectors. We describe the formulation of our problem in Section 2.2, as well as the motivation of our strategy in Section 2.3 and 2.4. In Section 2.5 and 2.6, we introduce our method in details.
Distance Covariance
Let X and Y be two random vectors from R p and R q , respectively. The distance covariance (dCov) between random vectors X and Y with finite first moments is the nonnegative number Székely et al. [2007] : 
Let (X, Y) be our N samples of random vector X and Y : X ∈ R N ×p , Y ∈ R N ×q . Each row of (X, Y) represents one realization of X and Y . The empirical distance covariance can be written as follows.
where
The following are some results that are quoted from Székely et al. [2007] and will be used in our paper. Theorem 2.4 shows that the independence of two random vectors are equivalent to their distance covariance being zero. Theorem 2.5 describes the asymptotic property of the empirical distance covariance. 
Problem Formulation
We consider two random vectors X ∈ R p , Y ∈ R q satisfying the following two assumptions.
Assumption 2.6 is a regular assumption in order to make sure the distance covariance exist; 
Motivation
Our strategy of finding space W X is motivated by Theorem 3 in Székely et al. [2007] (listed as Theorem 2.4 in our paper). We aim to find all the directions u ∈ R p such that
Then, the space spanned by the directions we found is actually W ⊥ X . After taking the orthogonal complement, we obtain the W X . Since X and Y have symmetric properties in our assumption, we can find space W Y by switching the positions of X and Y in the above and use P W X X instead 
As long as we can find all the directions that can minimize V 2 (u T X, Y ), we achieve our goal. Since the orthonormal basis of the linear subspace would be enough for us to determine the linear subspace, we only need to find the orthonormal directions that minimize
This inspires us to develop an iteration: finding one direction each time, and computing for the next one (if it exists) in the linear subspace that is the orthogonal complement of the subspace spanned by the obtained directions. The following lemma shows that our algorithm can help us to obtain the desired directions.
Lemma 2.9. Under the Assumption 2.6 and 2.7, assume W is a subspace of 
Then, Uu * is orthogonal to all the directions in S, and {Uu
A proof can be found in the appendix. In this paper, we always relegate the proofs to the appendix whenever possible.
Independence Test
After each iteration of minimizing V 2 (u T X, Y ), one needs to decide whether u T X and Y can be made independent or not, and whether we can proceed to the next step. The decision is made through the independence test of u T X and Y . The following two theorems, which are quoted from Székely et al. [2007] , form the theoretical foundation of the independence testing. Theorem 2.10 shows that when the sample size is large enough, the distribution of empirical distance covariance can be described as Gaussian distributions; Theorem 2.11 is about the range of the type I error of the independence test. 
If X and Y are dependent, then nV
Theorem 2.11. (Theorem 6 in Székely et al. [2007] ) Suppose the test rejects independence if
where Φ(·) denotes the standard normal cumulative distribution function, and let α(X, Y, n)
DISCA algorithm
Section 2.3 gives us an overview of how to find W X and W Y in the population point of view.
Suppose we have X ∈ R N ×p , Y ∈ R N ×q , which are the samples of X and Y , respectively. Each row represents one observation. Based on the above, our strategy of estimating W X and W Y when X and Y are given can be summarized as follows. 
Estimating W X : Repeat the following steps until the condition in Step 3 is satisfied.
Step 1: Let U be the orthonormal basis of Span(S X ) ⊥ , and let X be the projection of X onto the space spanned by U, that is, X ← XU.
Step 2:
Step 3: Calculate the squared empirical distance covariance,
is satisfied, stop here and the set S X is the orthonormal basis of W X . Otherwise, transform u * into the original space R p , that is, Uu * , and then add Uu * into the set
, and repeat from Step 1.
Estimating W Y : Due to the symmetry between X and Y , one can compute for S Y , the orthonormal basis of W Y , by switching X and Y in the procedure of finding W X , and using the P W X X instead of X. That is, replace X by Y , and Y by P W X X, and then implement the above Step 1,2, and 3 until the condition in Step 3 is satisfied.
Estimating u *
From the above, we can see that the key of our method is to find the solution of
The following describes the corresponding optimization problem.
Lemma 2.12. Solving problem (5) is equivalent to solving
Note that the problem (6) is a non-convex problem with a quadratic constraint. We first adopt the augmented Lagrangian method to transform the above problem into an unconstraint problem, and then apply the difference-of-convex algorithm (DCA) to find a local solution. See Section 4 for the algorithm.
Theoretical Results
Section 3.1 establishes the consistency properties of our procedure. In Section 3.2, we articulate the advantages of our method in comparison with CCA-, SDR-, and DCS-types of competitors.
Consistency Properties
Before showing that the procedure in Section 2.5 will converge to the true W X , we verify that the solution of (6) is convergent to a unit vector in W X in each iteration of our method. 
Next we will show that the subspace we obtain from our method will converge to the real subspace. Before that, we need the definition of the distance between two subspace. Suppose S 1 and S 2 are two equal-dimensional subspaces in R n . The distance between them can be defined as in Golub and Van Loan [2012] :
where P i is the orthogonal projection onto S i (for i = 1, 2). The following theorem is important in the calculation of the subspace distances.
Theorem 3.2. (Theorem 2.5.1 in Golub and Van Loan [2012]) Suppose that
are n-by-n orthogonal matrices. If we have Z 1 = span(A 1 ), and Z 2 = span(B 1 ), then we have
Given the above theorem, we can show that DISCA can find the true underlying dependency structure when the sample size goes to infinity: 
Notice that Theorem 3.3 assumes that the dimension of the spaceŴ X is equal to the dimension of the true space W X , which requires that the iteration stops at a right time. The probability that we will get the right dimension of W X is guaranteed by the following theorem:
Theorem 3.4. Suppose at iteration i, the dimension of the estimate of the subspaceŴ
X is equal to the dimension of the true subspace W X . Let P (i) N be the probability that the procedure will stop at the right iteration i. For all 0.785 < γ < 1, we have
Comparison with Existing Methods
DISCA can reduce dimensionality in some circumstances where CCA , SDR, and DCS cannot do. Here we give a detailed explanation of our comparison with CCA, SDR, and DCS methods.
As stated in Section 1, the canonical variables appear in pairs in CCA methods. Although the dimension of X and Y could be different, we will still reduce the dimensionality for both X and Y to two equal-dimensional spaces. No matter how advanced CCA has been developed nowadays, the optimization form has not changed. Therefore, the limitation still exists.
As for SDR, restricted by the basic assumption (1), it works in the circumstances where out of the two random variables, one is one dimensional and the other is multidimensional, but has difficulty handling circumstances where both are multidimensional. If we omit the operation complexity, a disputation would be to take each entry of Y to do SDR with X to get the union of all the subspaces of X being the dimensional reduction subspace for X and then switch the position of X and Y to do the same thing as above to get the dimensional reduction subspace of Y . But this still cannot work when only one of the Y j 's is relevant. Suppose two random vectors
where ǫ j 's are random variables independent of X and Y . Then the dimensional reduction subspace for X, that is, W X , is the subspace spanned by (
T , and that for Y , that is, W Y , is the subspace spanned by (
The dimension of both of the two subspaces is 1. But if we apply SDR for each entry of X with respect to Y , and each entry of Y with respect to X, we can get the true dimension reduction subspace W X , but fail to get the true W Y , since SDR would give us the result thatŴ Y is the whole space of R q .
The limit of DCS is not too critical compared with the other two. In the stage of determining how many dimensions should be kept by bootstrap, it requires the randomness of the subspaces, which causes DCS cannot handle when at least one of the two random vectors cannot be dimensionally reduced.
Above all, we construct one simple counterexample that all the three do not work but DISCA still can:
and there is nothing we can do to reduce dimensionality for Y . In other words, dim(W X ) = 1, dim(W Y ) = q. CCA-related methods are incapable of detecting this kind of structure because if CCA stops after one iteration, it will give us only a pair of directions (u, v) in which u might contain all the information we would like to know in X but v only has one dimension of the whole p dimension space; if CCA stops after q iterations (assuming q < p), there would be too much redundant information for X. As both of X and Y are multidimensional, SDR cannot work as well. Since Y cannot be dimensionally reduced, DCS is ineffective. The simulation results regarding the counterexample for the comparison with CCA, SDR, and DCS are in Section 5.1.
4 Applying DCA for estimating u * As mentioned in Section 2.6, the problem (6), which we eventually need to solve, is a non-convex problem. Considering its special form (Lemma 2.12), we apply DCA to do the calculation.
A review of the difference-of-convex algorithms is provided in Section 4.1. The corresponding minimization problem is presented in Section 4.2. The adoption of the ADMM to solve a subproblem is furnished in Section 4.3. Finally, a convergence analysis of the above algorithm is given in Section 4.4.
Review of DCA
Difference-of-Convex Algorithm (DCA) can be found in Tao and An Tao and An [1997] . It deals with the optimization problems that are related to DC (difference of convex) functions, which is defined below. 
Difference of Convex Algorithm (DCA) is aimed to solve the following problem:
where f i : R n → R is a differentiable DC function for i = 0, ..., m.
Let ∂f (x) be the subgradient of f at x, and f * (y) be the conjugate of f (x). We have the following lemma.
Lemma 4.2. If f : R p → R is lower semi-continuous and convex, then
The DCA algorithm is shown in Algorithm 1.
Algorithm 1 Difference of Convex Algorithm (DCA) Tao and An [1997]
Initialization: choose u 0 , α, β;
Choose y k ∈ ∂h(u k );
3:
Choose u k+1 ∈ ∂g * (y k );
4:
if max
return u k+1 . As mentioned before, one can apply the augmented Lagrangian method to transform the original problem (6) into an unconstrained problem. Assume we have ξ ≥ 0. The augmented Lagrangian function for problem (6) can be written as
Then we have
In each iteration, one minimizes the augmented Lagrangian function, and then update the ψ to be ψ + ξ( u 2 − 1), and ξ gradually going towards infinity. As the updating rule of augmented Lagrangian method, eventually ξ will go to infinity, and ψ will converge to the true Lagrangian multiplier. So if we choose ξ to be large enough, then ξ − ψ > 0 is satisfied. Therefore, both g(u; α) and h(u; α) are convex, and we can now apply the Difference-of-Convex Algorithm (DCA) on it by omitting the constant term ξ 2 − ψ.
From Algorithm 1, we need to know ∂h(u k ) and ∂g * (y k ).
By doing some easy calculation, we can get
where for each entry of ∂ · 1 ,
Applying Lemma 4.2 on g(u; ψ, ξ), we can get
So our algorithm for estimating u * can be summarized as follows:
Algorithm 2 DCA for solving problem (6) Initialization: choose u 0 , α;
3:
return u k+1 .
6:
end if 7: end for
Solving the Subproblem
The line 3 of Algorithm 2 needs the solution of the following:
which can be seen as a quadratic programming with linear inequality constraints, and can be solved by a lot of methods, such as the interior-point method. As Alternating Direction Method of Multipliers (ADMM) Boyd et al. [2011] is efficient especially for large dimension calculation, we use ADMM rather than others. ADMM solves the following problem:
subject to: Ax + Bz = c.
The trick is to split the variable in the problem into two seperate parts. In our case, recall the number of rows in M + is n + , and (8) is can be rewritten as
The augmented Lagrangian of (9) is
where v is the Lagrangian multiplier, and ρ > 0 is the penalty parameter.
According to Boyd et al. [2011] , we need to update u, z, and v as follows:
Through calculations, the results in our case are included in the following lemma.
Lemma 4.3. The update rules of u and z for solving problem (9) are Boyd et al. [2011] , we have the following stop criterion:
and
where ǫ abs is an absolute tolerance, and ǫ rel is a relative tolerance.
Therefore, our algorithm can be summarized as in Algorithm 3.
Convergence Analysis
It is not guaranteed that all difference of convex problems are convergent. So we do convergence analysis for our algorithm. We need the following lemma to proceed to our main theorem stating that our algorithm will give us a stationary solution.
Lemma 4.4. Let {u k } be the sequence generated by our algorithm. For all k ∈ N, we have
Theorem 4.5. Let {u k } be the sequence generated by our algorithm. The followings are true.
1. {u k } is bounded, and u k+1 − u k 2 → 0 as k → +∞.
Algorithm 3 ADMM for updating u k+1 in the loop of DCA Initialization: choose z 0 , v 0 ;
1: for l ∈ N do 2:
4: 
This indicates that u * is a stationary point.
As before, all proofs are relegated to the appendix.
Simulation Studies
Denote the subspaces generated by DISCA or other methods asŴ X , andŴ Y , respectively, the true subspaces are denoted as W X and W Y . In Section 5.1, we give the simulation results for the counterexample to show that only DISCA can work; and then in Section 5.2 we provide examples showing that DISCA can handle both the discrete and the heavy-tailed cases. A real data example is provided in Section 5.3.
Counterexample Simulation
CCA can only get pairs of canonical variables which results in the disability of performing the correct dimension reduction when the dimensions of the reduced subspaces are not equal; SDR has difficulty when both of the two random vectors are multidimensional; DCS is not working when it is not necessary to reduce dimensions of at least one of the random vectors. Section 3 already constructed a general case of a simple counterexample for comparison with the above, and according to that example, the following is a simple but clear example structure that can demonstrate this point:
Recall the definition of W X and W Y : their orthogonal complement projections, P
Then the anticipated reduced subspace of X, that is W X , is supposed to be the subspace spanned by (
as there are other random factors ǫ 1 and ǫ 2 in addition to the X i 's, there is no way to reduce the dimension of Y , so the anticipated reduced subspace of Y , that is W Y , is supposed to be the subspace spanned by (1, 0) T and (0, 1) T .
We simulate N = 50, 100, 150, 200 samples for 500 times each. As the subspace W Y was accurately found each time without error, we will focus onŴ X . Table 1 shows how many times DISCA reduced X into 0,1,2 dimension subspaces respectively for different N; Figure 1 is the box plot for the distances between theŴ X produced by DISCA and the true subspace W X .
From the table and figure we can tell that the performance of DISCA (both the accuracy of the dimension of the reduced subspace and the subspace itself) is improved as the sample size increases. 
Comparison with Existing Methods
The following are examples of the performance of DISCA and other existing methods -CCA and DCS. As DCS needs to perform bootstrap to determine the dimension of the reduced subspaces, which is extremely time consuming, here we just assume the bootstrap gives the correct dimension and used the correct number to find the subspaces. Similarly, we need to know how many pairs of canonical variables are significant so here we select the correct number of pairs as well. Notice that when performing DISCA, we did not give any prior knowledge of the subspace dimensions.
We constructed three different types of examples for illustration. Example 5.1 is a continuous distribution case, which seems similar to the one in the above subsection, but it actually not: the covariance matrix is more complicated; the dimension of the Y variable is changed; the relation between X and Y is changed as well (including independent relation as well as the linear and polynomial nonlinear relations). With these changes, DCS now works while CCA is still not applicable. Example 5.2 is a discrete distribution case with independent relation and polynomial nonlinear relation between X and Y . Example 5.3 is a heavy-tailed distribution case with complicated nonlinear relation between X and Y .
In each example, we simulate N = 50, 100, 150, 200 for 1000 times. Similar to the above section, we calculate the distances between the subspaces obtained from different dimension reduction methods,Ŵ X orŴ Y , and the true subspaces W X and W Y , and draw boxplots for each scenarios.
X follows the multivariate normal distribution with zero mean and covariance matrix 
The anticipated results would be
The calculation results are as in Figure 2 . The anticipated results would be
The calculation results are as in Figure 3 .
The calculation results are as in Figure 4 . 5.3 LA Pollution-Mortality Study (1970) (1971) (1972) (1973) (1974) (1975) (1976) (1977) (1978) (1979) In this section, we use a real dataset to demonstrate our method. This data was first studied by Shumway et al. Shumway et al. [1988] in 1988, and was also studied by Iaci et al. [2016] . Table 3 : DISCA reduced the 8-dimensional space of X into a 3-dimensional subspace, with basis vectors shown as the rows in the above table.
• Not only we can conclude the weather factors such as temperature are not relevant to mortality, but also we can say that the hydrocarbons, ozone, and particulates are three most influential pollutants related to mortality during the 10-year period.
• Another observation is that although the three different kinds of mortality seem similar, but as they cannot be reduced to a smaller subspace by projecting Y on some linear subspace, there may exist complicated relationships among the three and they cannot be simply represented.
• Compared with the results in Iaci et al. [2016] , the results obtained by DISCA is more explainable as our results show explicitly which three components are important while their results are some complicated linear combination of the variables.
Conclusion
As we discussed above, dimension reduction is an important topic especially when high-dimensional data arises more often. The previous dimension reduction methods cannot cover all the situations more or less. In this paper, we propose a new dimension reduction method, DISCA, to address the issues caused by other methods, and it is strongly encouraged especially when the dependency structure involving complicated nonlinear relations and non-normal distributions.
Besides, we have the computational advantage over the DCS method in Iaci et al. [2016] , as their method need apply bootstrap to first determine the dimension of both W X and W Y , which leads to (p − 1)(q − 1)B times computation (B is the bootstrap times, which is usually large) while our method only performs once.
Furthermore, we presented the theoretical desirable properties of our method, and guaranteed the convergence of our algorithm in theory. Our simulation studies strongly support our method and theory results, from one dimension to multi-dimension reduction, normal to heavy-tailed distributions, and dimension reduction to no dimension reduction.
In future work, we would like to study the sparsity of DISCA since we the significant directions obtained from DISCA often has one or two elements that are much larger than the others.
Another potential direction is that the distance error seems to have a distribution pattern, and studying it might help us to further understand the performance of DISCA as well.
SUPPLEMENTARY MATERIAL
DISCA: The DISCA zip file contains the Matlab code for our method as well as the following items:
R-package for DISCA: R-package DISCA containing code to perform the DISCA method described in the paper.
LA pollution-mortality data set: Real dataset used in the illustration of DISCA method. (.txt file)
Appendices
Appendix A Proof of Lemma 2.9
X ⊥ ⊥ Y according to our Assumption 2.7, we know
Therefore, based on (3), the minimal value is 0, and u
Applying the same strategy to R q and Y , we will get the similar statement for v * .
Appendix B Proof of Lemma 2.12
Proof. Based on the equation (2.18) in Székely et al. [2007] , we can get
where f (u; X, Y) = N i,j=1
Then the function V 2 (u T X, Y ) can be rewritten as
Now we consider the sample version. From (B.1), an estimate of g(X, X ′ ) can be, for given X = X i , and X ′ = X j ,
which further gives us an estimate of V 2 (u T X, Y ).
Note that all g ij 's (i, j = 1, · · · , N) can be computed and one can verify the following properties of g ij 's:
1. for any 1 ≤ i = j ≤ N, we have g ij = g ji , i.e., g ij 's are symmetric subject to the subscripts switching;
2. the total sum of g ij 's is equal to zero: Appendix C Proof of Lemma 3.1
Proof. Suppose the statement, u → u * , as N → ∞ is not true. Then we can select a subsequence {u N } such that lim
Therefore,
As u N = argmin { M + u 1 − M − u 1 : u ∈ W ′ , u 2 = 1}, we have
According to Theorem 2.5 and (C.3), let N → ∞ on both sides of equation (C.2), we can get
This is a contradiction to (C.1), which implies our assumption is not true. So, u → u * , as
Appendix D Proof of Theorem 3.3
Proof. LetÛ be a basis of the orthogonal complement ofŴ X . From Lemma 3.1 we know that eachû i inÛ is convergent to some unit vector, u i in ( AsÛ → U, as N → ∞,
Appendix E Proof of Theorem 3.4
Proof. Theorem 6 in Székely et al. [2007] shows that for all 0 < α < 0.215, Let γ = 1 − α. The theorem is proved.
Then,
which is equivalent to
As u k j → u * as k → ∞,
