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Abstract
Stochastic volatility (SV) and local stochastic volatility (LSV) pro-
cesses can be used to model the evolution of various financial variables
such as FX rates, stock prices, and so on. Considerable efforts have been
devoted to pricing derivatives written on underliers governed by such pro-
cesses. Many issues remain, though, including the efficacy of the standard
alternating direction implicit (ADI) numerical methods for solving SV and
LSV pricing problems. In general, the amount of required computations
for these methods is very substantial. In this paper we address some of
these issues and propose a viable alternative to the standard ADI meth-
ods based on Galerkin-Ritz ideas. We also discuss various approaches to
solving the corresponding pricing problems in a semi-analytical fashion.
We use the fact that in the zero correlation case some of the pricing prob-
lems can be solved analytically, and develop a closed-form series expansion
in powers of correlation. We perform a thorough benchmarking of vari-
ous numerical solutions by using analytical and semi-analytical solutions
derived in the paper.
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2
1 Introduction
In the standard European option pricing model of Black-Scholes and Merton
(BSM) (see [10] and [45]), forward price processes are assumed to be log-normal
and characterized by a single volatility σ. The corresponding SDE has the form
dFt = σFtdWt, F0 = F, (1)
where Ft is the observable forward price for a particular maturity Tˆ , σ is a
constant volatility, and Wt is a Brownian motion. Note that Eq. (1) assumes
that the asset price Ft is a risk-neutral martingale. Such dynamics immediately
leads to a closed-form formula for the price of a call option on an asset Ft paying
(FT −K)+ at expiration time T ≥ t, T ≤ Tˆ . At time t, the undiscounted price
CBS(t, Ft;T,K) is given by
CBS(t, Ft;T,K;σ)
Ft
= Φ(d+)− eXKΦ(d−), (2)
where Φ(·) is the cumulative Gaussian distribution function, and
d± =
−XK ± 12σ2τ
σ
√
τ
, (3)
with XK , ln(K/Ft), τ , T − t. Here and below, as usual,
(x)
±
= ±max (±x, 0) . (4)
In reality, the market prices of call options rarely agree with their theoretical
values, so, in order to make the BSM formula (2) work, practitioners are forced
to introduce the so-called implied volatility σimp(t, Ft; τ ,K), which depends on
option maturity (τ) and strike (K). In virtually all option markets a strike- and
maturity-dependent implied volatility surface, σimp(t, Ft; τ ,K) is of paramount
importance. By using this surface, we can write the price of a call option with
strike K and expiration time T ≥ t in the form (2) with d± of the form
d± =
−XK ± 12σ2imp(t, Ft; τ ,K)τ
σimp(t, Ft; τ ,K)
√
τ
. (5)
A typical volatility surface for the AUDJPY currency pair is shown in Figure 1.
Fig 1 near here.
In order to explain the existence and behavior of the implied volatility, var-
ious alternatives to the dynamics (1) have been proposed in the literature, see,
e.g., [46], [18], [25], [8], [33], [5], [11], [9], [40], [23], [14], among others. Broadly
speaking, the following approaches have been discussed in the literature:(A)
Local volatility (LV) models, assuming that σ is a deterministic function of t
and Ft; (B) Stochastic volatility (SV) models, assuming that σ is a random
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variable, possibly correlated with Ft, but not depending on Ft directly; (C) Lo-
cal stochastic volatility (LSV) models, combining local and stochastic volatility
dynamics; (D) Jump diffusion (JD) models, assuming that the process for Ft
incorporates jumps; (E) Universal volatility (UV) models, combining LV, SV,
and JD models, and adding volatility jumps.
Whilst theoretically appealing, full-blown UV models are seldom used in
practice because of their complexity; instead, different asset classes tend to use
simpler models reflecting the most relevant features of their respective under-
liers. For instance, equity-linked products are predominantly priced via LV
models, while LSV are de facto standard for pricing FX options; credit prod-
ucts are often priced with JD models. In all cases, values of options are given
by partial differential equations supplemented with initial and boundary condi-
tions. These equations are derived directly from stochastic volatility dynamics
using standard Itoˆ calculus techniques. They are typically solved by combining
numerical, analytical, and asymptotic methods.
In this paper we review some familiar and widely used numerical methods
for solving PDEs for the classical Heston stochastic volatility model and its
generalizations; we also propose some new numerical and analytical techniques.
Specifically, we study a variety of finite difference (FD) methods applied to the
Heston PDE: an explicit finite difference (EFD) scheme based on Fast Expo-
nentiation, which can be viewed as a simplified version of the scheme due to
[48], and four alternating-directions implicit (ADI) schemes, due to [17], [15],
[27], and [30]. Building on this, we introduce the Galerkin method (or, perhaps
more accurately, the Galerkin-Ritz method), which allows us to obtain a good
representation of the correlation term without the time–averaging step, as in the
FD approach. To the best of our knowledge, this method has not been used for
solving LSV before. This method has significant advantages compared to ADI
methods because, as we shall demonstrate later, it treats the pricing problem in
a more natural fashion. Following this, we present a method of analytical ex-
pansion in powers of ρ, which allows us to obtain a close–to–analytical solution
of a pricing problem. We also briefly discuss the Monte Carlo (MC) method in
the Heston model context.
The paper is organized as follows. In Section 2 we introduce the LSV model
and apply the Liouville transform to write it in a simple and uniform way. We
place particular emphasis on the so-called quadratic LSV (QLSV) model. We
show that the standard Heston and the displaced Heston models can be viewed
as special cases of the QLSV model. In Section 3 we discuss various numerical
methods for solving the pricing problem for vanilla and first generation exotic
options for LSV models in general, and the QLSV model in particular. In Section
4 we formulate the Liouville transformed pricing problem for the call option and
show how it can be solved both analytically and numerically. Section 5, which
is dedicated to the analysis of double no-touch (DNT) options, constitutes the
heart of the paper. We compute and compare the prices of such options obtained
by the various methods described in Section 3 and conclude that these prices
are in agreement. In order to get additional confirmation of the validity of the
Galerkin method, we dedicate Section 6 to studying a related (but not identical)
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pricing problem for two-dimensional Brownian motion in a positive quadrant
and in a rectangle with absorbing boundaries. We find that, as before, we have
very good agreement among solutions computed by the different methods. We
draw our conclusions in Section 7. Finally, in the Appendices we derive some
of the formulas used in the main body of the paper, and make some additional
comments.
2 Local stochastic volatility pricing problem
Assuming for simplicity that interest rates are zero, we can write the most
general system of SDEs describing the risk-neutral local stochastic volatility
(LSV) dynamics in the form
dFt = σ (t, Ft, At) dWt, F0 = F,
dAt = f (t, At) dt+ g (t, At) dZt, A0 = A,
dWtdZt = ρ (t, Ft, At) dt,
(6)
Here Ft is an observable price of the underlying, At is an unobservable auxiliary
variable, and Wt, Zt are two correlated Brownian motions with correlation ρ,
|ρ| < 1. We emphasize that here and below At is a hidden variable which
is not directly observable, but can (potentially) be filtered by using statistical
methods. The corresponding pricing PDE has the form
Vt +
1
2σ
2 (t, F,A)VFF + ρ (t, F,A) g (t, A)σ (t, A, F )VFA +
1
2g
2 (t, A)VAA
+f (t, A)VA = 0.
(7)
This equation should be augmented with proper boundary and final conditions
which depend on the derivative instrument under consideration. Analytical or
semi-analytical solution of the pricing problem with this degree of generality is
not possible, while its numerical solution, which is formally relatively straight-
forward (see below), might require substantial computational efforts.
Below we wish to be more specific and assume that
σ (t, Ft, vt) =
√
vtσ (Ft) , (8)
where vt (≡ At) is a (still unobservable) scaling factor, which follows the stan-
dard Feller square-root process, [21], so that
dFt =
√
vtσ (Ft) dWt, F0 = F,
dvt = κ (θ − vt) dt+ ε√vtdZt, v0 = v,
dWtdZt = ρdt.
(9)
The corresponding PDE reads
Vt +
1
2vσ
2 (F )VFF + ρεvσ (F )VFv +
1
2ε
2vVvv + κ (θ − v)Vv = 0. (10)
A properly normalized system of SDEs can be written as follows
dF¯t¯ =
√
v¯t¯σ¯
(
F¯t¯
)
dWt¯, F¯0 = 1,
dv¯t¯ = κ¯ (1− v¯t¯) dt¯+ ε¯
√
v¯t¯dZt¯, v¯0 = v¯,
dWt¯dZt¯ = ρdt¯,
(11)
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where
t¯ = Σ2t, dWt¯ = ΣdWt, dZt¯ = ΣdZt, F¯t¯ =
Ft
F , v¯t¯ =
vt
θ ,
σ¯
(
F¯t
)
=
σ(FF¯t¯)
σ(F ) , κ¯ =
κ
Σ2 , ε¯ =
ε√
θΣ
, v¯ = vθ ,
(12)
are non-dimensional quantities. Here
Σ =
√
θσ (F ) /F. (13)
Below we omit bars and write
dFt =
√
vtσ (Ft) dWt, F0 = 1,
dvt = κ (1− vt) dt+ ε√vtdZt, v0 = v,
dWtdZt = ρdt.
(14)
The corresponding normalized PDE reads,
Vt +
1
2vσ
2 (F )VFF + ρεvσ (F )VFv +
1
2ε
2vVvv + κ (1− v)Vv = 0. (15)
Since the coefficients of Eq. (15) are time-independent, it is convenient to
introduce τ = T − t and rewrite it as a forward equation of the form
Vτ − 12vσ2 (F )VFF − ρεvσ (F )VFv − 12ε2vVvv − κ (1− v)Vv = 0. (16)
We are particularly interested in the following concrete and popular choice
of σ:
σ (Ft) =
1
2αF
2
t + βFt + γ, (17)
where σ (F ) is a quadratic polynomial which does not vanish on the positive
semi-axis, including the degenerate case when σ (F ), is a linear polynomial which
is positive on the positive semi-axis,
σ (Ft) = βFt + γ, (18)
and the classical Heston model, (α = 0, β = 1, γ = 0),
σ (Ft) = Ft. (19)
This model was introduced in [40]; since then it has become popular among both
practitioners and academics. (For example, it is offered commercially by a well-
known software provider.) In the LV context, quadratic volatility is discussed
in [49], [57], [39], and [4], among others.
Another popular choice of σ (F ) is SABR-inspired, see [23],
σ (F ) = αF ιt . (20)
While most of our result can be extended verbatim to this case, we do not
discuss it in detail for the sake of brevity.
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When dimensional σ (Ft) has the form (17), the corresponding non-dimensional
σ¯
(
F¯t
)
can be written as follows
σ¯
(
F¯t
)
= 12 α¯
(
F¯t¯ − 1
)2
+ β¯
(
F¯t¯ − 1
)
+ γ¯,
α¯ = αF
2
σ(F ) , β¯ =
αF 2+βF
σ(F ) , γ¯ = 1,
(21)
or, with bars omitted,
σ (F ) = 12α (F − 1)2 + β (F − 1) + 1. (22)
We wish to simplify Eq. (16). To this end we follow [39], [2], and [13], apply
the Liouville transform (F, V )⇒ (X,U), where
dF
σ (F )
= dX, X =
∫ F
1
dF
σ (F )
, V =
√
σU, (23)
and write the transformed pricing PDE in the form
Uτ − 12v
(
UXX +
1
4
(
2σσ′′ − (σ′)2
))
U − ρεvUXv
− 12ε2vUvv −
(
κ− (κ− 12ρεσ′) v)Uv = 0, (24)
where ′ = d/dF .
Assuming that σ (F ) is a quadratic polynomial (22), the corresponding PDE
can be written in the form:
Uτ − 12v (UXX − ωU)− ρεvUXv− 12ε2vUvv −
(
κ− (κ− 12ρε (α (F − 1) + β)) v)Uv = 0, (25)
where
ω = 14
(
β2 − 2α) . (26)
When α = 0, we end up with a pricing equation whose coefficients are X
independent. For the standard Heston model we have
Uτ − 12v
(
UXX − 14U
)− ρεvUXv − 12ε2vUvv − (κ− (κ− 12ρε) v)Uv = 0, (27)
where
X = ln (F ) , X ∈ [XH0 , XH∞] = [−∞,∞] , v ∈ [0,∞] . (28)
When 0 ≤ β < 1 we deal with the so-called displaced Heston model. The
corresponding pricing equation has the form
Uτ− 12v
(
UXX − 14β2U
)−ρεvUXv− 12ε2vUvv−(κ− (κ− 12ρεβ) v)Uv = 0, (29)
where
X =
1
β
ln (β (F − 1) + 1) . (30)
The natural domain for the independent variables (X, v), has the form
X ∈ [XDH0 , XDH∞ ] , XDH0 = 1β ln (1− β) , XDH∞ =∞, v ∈ [0,∞] . (31)
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We discuss the proper boundary and initial conditions for the above equations
later.
When α > 0, the situation is more complex. The roots of the quadratic
equation
σ (F ) = 0, (32)
are given by
R± =
α− β ± 2√ω
α
, (33)
so that
ω = 116α
2 (R+ −R−)2 . (34)
Since we wish σ to be positive on the positive semi-axis [0,∞), we have to
restrict ourselves to two possibilities: (A) two complex roots, R± = m± in,
σ (F ) = 12α
(
(F −m)2 + n2
)
, n > 0, ω = ωI = − 14α2n2 < 0; (35)
(B) two negative roots, R− = p, R+ = q,
σ (F ) = 12α (F − p) (F − q) , p < q < 0, ω = ωR = 116α2 (q− p)2 > 0. (36)
In case (A) we have |β| < √2α, and
m =
α− β
α
= Re [R+] , n =
2
√|ωI |
α
= Im [R+] . (37)
In case (B) we have max
{
α,
√
2α
}
< β < 1 + α/2, and
p =
α− β − 2
√
ωR
α
= R−, q =
α− β + 2
√
ωR
α
= R+. (38)
We start with case (A). Straightforward evaluation of the Liouville integral
(23) yields
F → X = 1√|ωI |
(
arctan
(
F −m
n
)
− arctan
(
1−m
n
))
. (39)
The Liouville transform compactifies the positive semi-axis and maps it into a
finite interval:[
XI0 , X
I
∞
]
=
1√|ωI |
[
− arctan
(m
n
)
− arctan
(
1−m
n
)
,
pi
2
− arctan
(
1−m
n
)]
.
(40)
The length of this interval is denoted by ∆I = XI∞−XI0 . The inverse mappings
X → F and √σ (F ) have the form:
F =
√
m2+n2 sin
(√
|ωI |(X−XI0)
)
sin
(√
|ωI |(XI∞−X)
) ,√
σ (F ) =
√
|ωI |√
α
2 sin
(√
|ωI |(XI∞−X)
) . (41)
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Eq. (25) has the form
Uτ − 12v
(
UXX − ωIU
)− ρεvUXv
− 12ε2vUvv −
(
κ− (κ− 12ρεα (F −m)) v)Uv = 0, (42)
or, expressing F in terms of X and rearranging terms,
Uτ − 12v
(
UXX − ωIU
)− ρεvUXv
− 12ε2vUvv −
(
κ−
(
κ− ρε√|ωI | cot(√|ωI | (XI∞ −X))) v)Uv = 0. (43)
Here X ∈ [XI0 , XI∞] , v ∈ [0,∞].
In case (B) we have
X =
1
2
√
ωR
ln
(
(1− p) (F − q)
(1− q) (F − p)
)
. (44)
The positive semi-axis is compactified and mapped into a finite interval
[
XR0 , X
R
∞
]
=
1
2
√
ωR
[
ln
(
(1− p) q
(1− q) p
)
, ln
(
(1− p)
(1− q)
)]
. (45)
The length of this interval is denoted by ∆R = XR∞−XR0 . The inverse mappings
X → F and √σ (F ) have the form:
F =
√
pq sinh(
√
ωR(X−XR0 ))
sinh(
√
ωR(XR∞−X))
,√
σ (F ) =
√
ωR√
α
2 sinh(
√
ωR(XR∞−X))
.
(46)
Equation (25) has the form
Uτ − 12v
(
UXX − ωRU
)− ρεvUXv
− 12ε2vUvv −
(
κ− (κ− 12ρεα (F − p+q2 )) v)Uv = 0, (47)
or, expressing F in terms of X and rearranging terms,
Uτ − 12v
(
UXX − ωRU
)− ρεvUXv
− 12ε2vUvv −
(
κ−
(
κ− ρε
√
ωR coth
(√
ωR
(
XR∞ −X
)))
v
)
Uv = 0,
(48)
where X ∈ [XR0 , XR∞] , v ∈ [0,∞].
In order to simplify subsequent developments, it is useful to rewrite the
corresponding pricing equations in a unified form. To this end we introduce
new variables x1 , X,x2 , v, and obtain
Uτ − 12 a11 (x2) (Ux1x1 − ωsU)− a12 (x2)Ux1x2− 12 a22 (x2)Ux2x2 − bs2 (x1, x2)Ux2 = 0,
(49)
where
a11 (x2) = x2, a12 (x2) = ρεx2, a22 (x2) = ε
2x2, (50)
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bs2 (x1, x2) =

κ− (κ− 12ρε)x2, s = H
κ− (κ− 12ρεβ)x2, s = DH,
κ−
(
κ− ρε√|ωI | cot(√|ωI | (XI∞ − x1)))x2, s = I,
κ−
(
κ− ρε
√
ωR coth
(√
ωR
(
XR∞ − x1
)))
x2, s = R,
(51)
The natural domain for x1 in Eq. (49) is the interval [X
s
0 , X
s
∞], which might be
bounded or unbounded depending on s.
The choice of the proper initial and boundary conditions augmenting Eq.
(49) depends on the actual derivative product under consideration. We are
interested in vanillas and first generation exotics, such as barrier calls and puts,
single and double no-touch options and the like. For such options the domain
of x1 has the form [X
s
L, X
s
U ] ⊂ [Xs0 , Xs∞]. The corresponding initial condition
can be written as
U (0, x1, x2) = u
s (x1) , (52)
where us reflects the payoff of the instrument in question. For instance, for a
covered call option [XsL, X
s
U ] = [X
s
0 , X
s
∞], and u
s has the form (177), while for
a DNT option Xs0 < X
s
L < X
s
U < X
s
∞, and u
s has the form (229).
The boundary conditions in the x1 direction are simple
U (τ ,XsL, x2) = rL (τ) , U
s (τ ,XsU , x2) = rU (τ) , (53)
where rL, rU represent the corresponding rebates at barriers. These equations
are understood in the limiting sense when
∣∣∣Xs{L,U}∣∣∣ =∞. At the same time, the
exact form of the boundary conditions in the x2 direction are somewhat difficult
to formulate. We shall see later that for our purposes it is not necessary, since
we can use the pricing equation itself as a boundary condition.
3 Numerical solution of the generic pricing prob-
lem
Our inability to find an analytical solution for the LSV pricing problem with
nonzero correlation makes it necessary to develop appropriate numerical meth-
ods for its solution. In this section we discuss such methods. In Section 3.1 we
show how to discretize the pricing problem in time and in space on a non-uniform
grid. While inside the computational domain this operation is completely stan-
dard, we do exploit somewhat non-standard approach to the discretization of
the boundary conditions, and, by implication, to the closure of the problem.
Namely, we distinguish two cases: (A) the case of endogenous boundary con-
dition, when the equation itself provides a boundary condition; (B) the case
of exogenous boundary condition, when we simply impose the usual Dirichlet
boundary conditions. In the one-dimensional case, endogenous discretization
has been successfully used by several researchers, see, e.g., [19], [20]. Once the
pricing problem (with appropriate boundary conditions) is discretized, we have
10
several avenues of attack, which we discuss in turn. In Section 3.2 we introduce
the explicit method. While seldom used in practice due to its unfavorable sta-
bility properties, we discuss it nevertheless, first, to gain an extra data point for
comparison of different numerical results, and, second, to illustrate a practically
viable way of implementing such a method by virtue of the so-called Fast Ex-
ponentiation, which was recently popularized by Albanese and his co-workers,
see, e.g., [1]. Also, recently O’Sullivan-O’Sullivan, [48], proposed a version of
the EFD scheme, which is more efficient that the basic one. In Section 3.3 we
introduce several ADI methods for solving the pricing problem, including the
original Douglas (Do) method, [17], its improvement due to Craig-Sneyd (CS),
[15], as well as two modified CS-type methods due to Hunsdorfer and Verwer
(HV), [27], and in ’t Hout and Welfert (HW), [30]. ADI methods have been
successfully used to solve the Heston pricing problem by [35], [28], [29], among
several others. They have also been used to price cross-currency swaps, see, e.g.,
[16], and to solve many other problems in the field of financial engineering. The
next method, which we introduce in Section 3.4 is much less standard than the
ones which were mentioned earlier, in fact, to the best of our knowledge, it had
not been applied before in the context we are interested in. This method, which
is inspired by the classical Galerkin-Ritz ideas, [22], [50], judiciously exploits
the structure of the two-dimensional pricing equation in the spot and variance
directions and reduces it to a coupled system of one-dimensional equations in
the variance direction alone. The corresponding system is solved by treating
the mixing terms fully explicitly. We emphasize that when the correlation ρ be-
tween stochastic drivers is zero, the corresponding system becomes uncoupled
and can be solved exactly, as was pointed out by Lipton [39]. This observation
is a starting point of Section 3.5, where an expansion in powers of ρ is presented
in a semi-explicit fashion. We emphasize that the idea of using ρ as a small
parameter is not new, see, e.g., [7]. However, we improve the known results
significantly, as well as emphasize the links between the Galerkin and the ex-
pansion methods. Finally, in Section 3.6 we briefly discuss pricing vanilla and
first generation exotics via a version of the MC method.
3.1 Discretization of a differential operator
In view of the previous discussion, it is clear that the pricing problem can be
written in the form
∂U
∂τ
(τ , x1, x2)− LsU (τ , x1, x2) = 0, (54)
U (0, x1, x2) = u (x1) , (55)
U (τ ,XL, x2) = 0, U (τ ,XU , x2) = 0. (56)
Here the operator of interest can be represented as follows:
Ls = Ls(11) + L(12) + Ls(22), (57)
Ls(11)U = 12 a11 (x2) (Ux1x1 − ωsU) , (58)
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L(12)U = a12 (x2)Ux1x2 , (59)
Ls(22) = 12 a22 (x2)Ux2x2 + bs2 (x1, x2)Ux2 , (60)
where the coefficients are given by Eqs (50), (51).
First, we discretize Eq. (54) in the τ direction. This procedure is straight-
forward. We choose a grid T = {τ0 = 0, τ1, ..., τn, ..., τN−1, τN = T} with N+1
points, and write the dynamic equation as follows
Un+1 (x1, x2)− Un (x1, x2)
∆τn+1,n
− Ls (ςUn (x1, x2) + (1− ς)Un+1 (x1, x2)) = 0,
(61)
where ∆τn+1,n = τn+1 − τn, and Un (x1, x2) = U (τn, x1, x2). It is clear that
U0 (x1, x2) = u (x1, x2) . (62)
Here ς ∈ [0, 1] is a mixing parameter, which defines the degree of explicitness of
the scheme under consideration. In most cases we use a uniform grid in time,
so that ∆τn+1,n = ∆τ . We emphasize that this is the most common but by no
means the only way of discretizing Eq. (54) in the τ direction. In some cases
three-level discretization is more accurate.
Discretization of a differential operator on a non-uniform grid is a common
procedure, see, e.g., [53]. While the corresponding formulas are ubiquitous, we
present the ones which we actually use in our calculation for the reader’s con-
venience. We consider a non-uniform grid X = {x0, x1, ..., xi, ..., xI−1, xI} with
I + 1 points, and write second order accurate FD expressions for the following
operators D1 = d/dx,D2 = d2/dx2. The differences between the grid points are
denoted by ∆xi,j = xi − xj , i = 1, ..., I + 1, j = 0, ..., I. For internal points
{x1, ..., xi, ..., xI−1} we use central differences:
df
dx
∣∣∣∣
xi
= ξci,−1fi−1 + ξ
c
i,0fi + ξ
c
i,1fi+1, 1 ≤ i ≤ I − 1, (63)
where
ξci,−1 = − ∆xi+1,i∆xi,i−1∆xi+1,i−1 ,
ξci,0 =
∆xi+1,i−∆xi,i−1
∆xi,i−1∆xi+1,i
,
ξci,1 =
∆xi,i−1
∆xi+1,i∆xi+1,i−1
,
(64)
ξci,−1 + ξ
c
i,0 + ξ
c
i,1 = 0. (65)
For the left and right end-points we use forward and backward differences:
df
dx
∣∣∣∣
x0
= ξf0,0f0 + ξ
f
0,1f1 + ξ
f
0,2f2, (66)
df
dx
∣∣∣∣
xI
= ξbI,0fI + ξ
b
I,−1fI−1 + ξ
b
I,−2fI−2, (67)
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where
ξf0,0 = −∆x1,0+∆x2,0∆x1,0∆x2,0 ,
ξf0,1 =
∆x2,0
∆x1,0∆x2,1
,
ξf0,2 = − ∆x1,0∆x2,1∆x2,0 ,
(68)
ξf0,0 + ξ
f
0,1 + ξ
f
0,2 = 0, (69)
ξbI,0 =
∆xI,I−2+∆xI,I−1
∆xI,I−1∆xI,I−2
,
ξbI,−1 = − ∆xI,I−2∆xI−1,I−2∆xI,I−1 ,
ξbI,−2 =
∆xI,I−1
∆xI−1,I−2∆xI,I−2
,
(70)
ξbI,0 + ξ
b
I,−1 + ξ
b
I,−2 = 0. (71)
Similarly, we write
1
2
d2f
dx2
∣∣∣∣
xi
= ηci,−1fi−1 + η
c
i,0fi + η
c
i,1fi+1, 1 ≤ i ≤ I − 1, (72)
where
ηci,−1 =
1
∆xi,i−1∆xi+1,i−1
,
ηci,0 = − 1∆xi,i−1∆xi+1,i ,
ηci,1 =
1
∆xi+1,i∆xi+1,i−1
,
(73)
ηci,−1 + η
c
i,0 + η
c
i,1 = 0, (74)
and
d2f
dx2
∣∣∣∣
x0
= ηf0,0f0 + η
f
0,1f1 + η
f
0,2f2 + η
f
0,3f3, (75)
d2f
dx2
∣∣∣∣
xI
= ηbI,0fI + η
b
I,−1fI−1 + η
b
I,−2fI−2 + η
b
I,−3fI−3, (76)
where
ηf0,0 = κ
f
1 + κ
f
2 + κ
f
3 , η
f
0,i = −κfi , i = 1, 2, 3, (77)
κf1 =
∆x2,0+∆x3,0
∆x1,0∆x2,1∆x3,1
,
κf2 = − ∆x1,0+∆x3,0∆x2,0∆x2,1∆x3,2 ,
κf3 =
∆x1,0+∆x2,0
∆x3,0∆x3,1∆x3,2
,
(78)
ηbI,0 = κb−1 + κb−2 + κb−3, ηbI,−i = −κb−i, i = 1, 2, 3, (79)
κb−1 =
∆xI,I−2+∆xI,I−3
∆xI,I−1∆xI−1,I−2∆xI−1,I−3
,
κb−2 = − ∆xI,I−1+∆xI,I−3∆xI,I−2∆xI−1,I−2∆xI−2,I−3 ,
κb−3 =
∆xI,I−1+∆xI,I−2
∆xI,I−3∆xI−1,I−3∆xI−2,I−3
.
(80)
We are now prepared to discretize a one-dimensional second-order differential
operator L of the form
L = 12 a (x)
d2
dx2
+ b (x)
d
dx
− c (x) , (81)
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on a finite grid X = {x0, x1, ..., xi, ..., xI−1, xI}. By using the above formulas,
we represent it as a penta-diagonal matrix L of the form
L =

d0 d1 d2 d3
a1 b1 c1
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
ai bi ci
∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗
aI−1 bI−1 cI−1
dI−3 dI−2 dI−1 dI

, (82)
where
ai = a (xi) η
c
i,−1 + b (xi) ξ
c
i,−1,
bi = a (xi) η
c
i,0 + b (xi) ξ
c
i,0 − c (xi) ,
ci = a (xi) η
c
i,+1 + b (xi) ξ
c
i,+1.
(83)
We consider two possibilities: (A) boundary conditions are endogenous and
determined by the operator itself; (B) boundary conditions are exogenous and
determined by the nature of the derivative product in question; for brevity, in
the latter case we only consider exogenous Dirichlet boundary conditions. In
case (A) we have
d0 = a (x0) η
f
0,0 + b (x0) ξ
f
0,0 − c (x0) ,
d1 = a (x0) η
f
0,1 + b (x0) ξ
f
0,1,
d2 = a (x0) η
f
0,2 + b (x0) ξ
f
0,2,
d3 = a (x0) η
f
0,3,
(84)
dI = a (xI) η
b
I,0 + b (xI) ξ
b
I,0 − c (xI) ,
dI−1 = a (xI) η
f
I,−1 + b (xI) ξ
f
I,−1,
dI−2 = a (xI) ηbI,−2 + b (xI) ξ
b
I,−2,
dI−3 = a (xI) ηbI,−3.
(85)
In case (B) we have
d0 = 1, di = 0, dI = 1, dI−i = 0, i = 1, ..., 3. (86)
Endogenous boundary conditions have been used in the past for the single factor
term structure problems, see, e.g., [19], [20].
It is natural to represent the discretized operator L in the form
Ls = Ls(11) + L(12) + L
s
(22). (87)
We use the above formulae in order to obtain the discretized versions Ls(11),L
s
(22)
of the differential operators Ls(11),Ls(22)on one-dimensional grids X1,X2. Below
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we denote matrix elements of the penta-diagonal (Iι + 1) × (Iι + 1) matrices
L(ιι) by l(ιι)iι,i′ι , ι = 1, 2.
In order to obtain the discretized version L(12) of L(12) on a rectangular grid
X1 ⊗ X2, we use formula (63) twice and get a nine-point stencil representation
for the cross derivative
∂2f
∂x1∂x2
∣∣∣∣
x1,i1 ,x2,i2
=
∑
α1,α2∈ℵ
ξci1,α1,i2,α2fi1+α1,i2+α2 , (88)
where
ξci1,α1,i2,α2 = ξ
c
i1,α1ξ
c
i2,α2 , αι ∈ ℵ ≡ {−1, 0, 1} . (89)
Here 1 ≤ iι ≤ Iι − 1. For the end points of the grid X1 ⊗ X2 the corresponding
expressions are slightly different and are left for the reader to derive. Accord-
ingly,
L(12)f
∣∣
i1,i2
= ρεxi2
∑
α1,α2∈ℵ
ξci1,α1,i2,α2fi1+α1,i2+α2
=
∑
α1,α2∈ℵ
l(12)i1,α1,i2,α2fi1+α1,i2+α2 .
(90)
3.2 Explicit method
The fully explicit scheme is straightforward and can be presented by a single
step
Un =⇒ Un+1 = FE (Un) , (91)
where
Un+1 = PUn, P=I + ∆τL
s= I + ∆τ
(
Ls(11) + L(12) + L
s
(22)
)
, (92)
and I is the identity operator. Given the fact that Un = Un,i1,i2 is a matrix
rather than a vector, we have to define P as a four index tensor, P = Pi1,i2,j1,j2 ,
and represent the mapping (91) as follows
Un+1,i1,i2 =
∑
0≤jι≤Iι
Pi1,i2,j1,j2Un,j1,j2 .
Tensor elements pi1,i2,j1,j2 for 1 ≤ iι ≤ Iι − 1 have the form
pi1,i2,j1,j2 = δi1,j1δi2,j2
+∆τ
l(11)i1,j1δi2,j2 + ∑
α1,α2∈ℵ
l(12)i1,α1,i2,α2δi1+α1,j1δi2+α2,j2 + δi1,j1 l
s
(22)i2,j2
 ,
(93)
where δi,j is the Kronecker delta. It is clear that the corresponding tensor is
very sparse. 1
1We note in passing that we can uniquely map a matrix Un,i1,i2 into a vector U˜n,I , where
I (i1, i2) = i1 + i2 (I1 + 1) , 0 ≤ I ≤ I1I2 + I1 + I2. By doing so, we can define a matrix P˜
and avoid using tensors altogether.
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In spite of its simplicity, this scheme is seldom used in practice because it is
unstable unless the corresponding time step is prohibitively small, say one hour
for an option with maturity of one year. Thus, in order to compute
UN = P
NU0, (94)
one has to perform N  1 matrix multiplications, which is extraordinary costly.
However, recently this scheme won new lease of life, by using the Fast Exponen-
tiation, see, e.g., Albanese et al. [1]. Provided that N = 2N
′
, one can calculate
PN in N ′ steps via the following recursion
P1 = P, P2 = P
2
1, PN ′ = P
2
N ′−1, (95)
since
PN ′ = P
N . (96)
While, in our experience this method is still too cumbersome to be viable, (at
least if GPUs are not used,) it can be used for comparison purposes.
3.3 ADI methods
It is natural to use Eq. (87) in order to construct the so-called ADI schemes
for solving the discretized pricing problem. Here we discretize the differential
operators Ls(11) and L
s
(22) via an implicit–explicit FD scheme parametrized by
ς, and treat the operator L(12) in an explicit manner.
We start with the Do scheme, which consists of a single predictor step and
two correction steps, and can be symbolically written as follows
Un =⇒ Y0 =⇒ Y1 =⇒ Y2 =⇒ Un+1 = FD (Un) , (97)
where
Y0 = Un + ∆τL
sUn,
Y1 = Y0 + ς∆τ
(
Ls(11)Y1 − Ls(11)Un
)
,
Y2 = Y1 + ς∆τ
(
Ls(22)Y2 − Ls(22)Un
)
,
Un+1 = Y2.
(98)
It is first order accurate in time.
More accurate schemes repeat the Do scheme twice, once for prediction, once
for correction. We consider the following three: CS scheme:
Un =⇒ Y0 =⇒ Y1 =⇒ Y2 =⇒ Y˜0 =⇒ Y˜1 =⇒ Y˜2 =⇒ Un+1 = FCS (Un) , (99)
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where
Y0 = Un + ∆τL
sUn,
Y1 = Y0 + ς∆τ
(
Ls(11)Y1 − Ls(11)Un
)
,
Y2 = Y1 + ς∆τ
(
Ls(22)Y2 − Ls(22)Un
)
,
Y˜0 = Y0 +
1
2∆τL(12) (Y2 − Un) ,
Y˜1 = Y˜0 + ς∆τ
(
Ls(11)Y˜1 − Ls(11)Un
)
,
Y˜2 = Y˜1 + ς∆τ
(
Ls(22)Y˜2 − Ls(22)Un
)
,
Un+1 = Y˜2.
(100)
In HW scheme:
Un =⇒ Y0 =⇒ Y1 =⇒ Y2 =⇒ Y˜0 =⇒ Y˜1 =⇒ Y˜2 =⇒ Un+1 = FIW (Un) , (101)
where the fourth step in sequence (100) is replaced by the following one
Y˜0 = Y0 +
((
1
2 − ς
)
∆τ
(
Ls(11) + L
s
(22)
)
+ 12∆τL(12)
)
(Y2 − Un) .
HV scheme:
Un =⇒ Y0 =⇒ Y1 =⇒ Y2 =⇒ Y˜0 =⇒ Y˜1 =⇒ Y˜2 =⇒ Un+1 = FHV (Un) , (102)
where the fourth step in sequence (100) is replaced by the following one
Y˜0 = Y0 +
1
2∆τL
s (Y2 − Un) . (103)
The Do scheme is always first order accurate, CS is second order accurate
when ς = 1/2, whilst IW and HV schemes are second order accurate for any ς.
The Do and CS schemes are unconditionally stable when ς ≥ 1/2 (hence the
only practical choice for CS scheme is ς = 1/2). IW and HV schemes (without
convection terms) are stable when ς ≥ 1/3 and ς ≥ 1 −√1/2, respectively;
it is conjectured that HV is stable in the convection-diffusion setup when ς ≥
(1 +
√
1/3)/2. Following [29] we choose ς = 1/3 and ς = (1 +
√
1/3)/2 for IW
and HV schemes, respectively.
3.4 Galerkin method
We now describe the Galerkin method for solving the problem (49), (52). De-
pending on the instrument under consideration, the problem can be defined on
the whole axis (−∞,∞), a semi-axis, or on a finite interval. To be concrete, we
assume that the problem is defined on a finite interval [XsL, X
s
U ]. (Of course,
when s = I,R, it is possible that XsL = X
s
0 , X
s
R = X
s
∞.) As usual, we can
choose a convenient basis in the x1 direction and represent U (τ , x1, x2) in the
form
U (τ , x1, x2) =
∞∑
k=1
Uk (τ , x2) ek (x1) . (104)
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Here ek are appropriately chosen basis functions of x1, X
s
L ≤ x1 ≤ XsU . In the
case in question, it is convenient to use an orthogonal (but not an ortho-normal)
basis of the form
ek (x1) = sin (ζk (x1 −Xs0)) , (105)
where ζk = pik/∆
s. Naturally, we consider a truncated series
U (τ , x1, x2) =
M∑
k=1
Uk (τ , x2) ek (x1) , (106)
where M is suitably large. We can now think of U (τ , x1, x2) as a vector function
of two variables (τ , x2) with vector components parametrized by the index k.
U (τ , x1, x2)⇒ −→U (τ , x2) = {Uk (τ , x2)} ,
and rewrite the problem (49), (52) in the form
∂τ
−→
U − L˜(22)−→U − ρεx2∂x2Bs
−→
U − x2Cs−→U = 0, (107)
−→
U (0) = −→u , (108)
where
L˜(22)−→U = 12ε2x2
−→
U x2x2 + κ (1− x2)
−→
U x2 , (109)
Bs
−→
U =
−→
U x1 + b˜
s
2 (x1)
−→
U ,
Cs
−→
U = 12
−→
U x1x1 − 12ωs
−→
U ,
(110)
and
b˜s2 (x1) =

1
2 , s = H,
1
2β, s = DH,√|ωI | cot(√|ωI | (XI∞ − x1)) , s = I,√
ωR coth
(√
ωR
(
XR∞ − x1
))
, s = R.
(111)
It is clear that
Bsek =
M∑
l=1
(µˆskl + µ¯
s
kl) el ≡
M∑
l=1
µsklel, (112)
Csek = − 12
(
ζ2k + ω
s
)
ek ≡ −λskek, (113)
u =
M∑
k=1
νskek, (114)
where
µˆskl =
{
0, l = k,
2kl((−1)k−l−1)
(k2−l2)(XsU−XsL)
, l 6= k, (115)
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µ¯skl =

1
2δkl, s = H,
1
2βδkl, s = DH,
2
√
|ωI |
(XIU−XIL)
∫XIU
XIL
cot
(√|ωI | (XI∞ − x1))
× sin (ζk (x1 −XI0 )) sin (ζl (x1 −XI0 )) dx1, s = I,
2
√
ωR
(XRU−XRL )
∫XRU
XRL
coth
(√
ωR
(
XR∞ − x1
))
× sin (ζk (x1 −XR0 )) sin (ζl (x1 −XR0 )) dx1, s = R,
(116)
νsk =
2(
XIU −XIL
) ∫ XIU
XIL
u (x1) sin
(
ζk
(
x1 −XI0
))
dx1, (117)
and ζl = pil/ (X
s
U −XsL). We notice that the corresponding integrands are
singular at X = Xs∞, provided, of course, that X
s
U = X
s
∞, but the integrals
are well defined anyway. While it is possible to express µ¯skl, s = I,R, in terms
of hypergeometric functions, it is easier to compute them numerically, which
is what we do. Substitution of the above formulas in the pricing equation and
initial condition yields
∂τUk − L˜s(2,2)kUk − ρεx2∂x2
M∑
l=1
µsklUl = 0, (118)
Uk (0) = νk, (119)
where
L˜(2,2)k = 12ε2x2∂2x2 + κ (1− x2) ∂x2 − 12λskx2. (120)
In words, we replace a two-factor parabolic PDE with a coupled system of
one-factor parabolic PDEs. We solve this system of equations by treating the
cross term fully explicitly, which allows us to use the standard technique for
solving scalar one-factor PDEs with nonzero source terms. We emphasize that
this system becomes uncoupled when ρ = 0. In the latter case it can be solved
analytically.
When applicable, the Galerkin method generally beats the standard ADI
methods due to the fact that it is treating the problem in the x1-direction in a
natural way. In general, computational savings are of order I1/M .
3.5 Small ρ expansion
Consider Eq. (107). If we assume that ρ is small, we can use it as an expansion
parameter and write
−→
U in the form
−→
U =
−→
U (0) + ρε
−→
U (1) + (ρε)
2−→
U (2) + (ρε)
3−→
U (3)... =
∞∑
n=0
(ρε)
n−→
U (n), (121)
where
∂τ
−→
U (0) − L˜(22)−→U (0) − x2Cs−→U (0) = 0, −→U (0) (0) = −→u , (122)
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∂τ
−→
U (1) − L˜(22)−→U (1) − x2Cs−→U (1) = x2∂x2Bs
−→
U (0),
−→
U (1) (0) = 0, (123)
∂τ
−→
U (2) − L˜(22)−→U (2) − x2Cs−→U (2) = x2∂x2Bs
−→
U (1),
−→
U (2) (0) = 0, (124)
etc. In general,
∂τ
−→
U (n) − L˜(22)−→U (n) − x2Cs−→U (n) = x2∂x2Bs
−→
U (n−1),
−→
U (n) (0) = 0, (125)
Below we need to solve the following initial value problems
∂τwn − L˜(22)wn + 12λx2wn = 0, wn (0) = xn2 eψx2 , (126)
where λ, ψ are given constants, and n = 0, 1, 2, .... The corresponding solutions
wn can be found by using an affine ansatz:
w0 (τ , x2, λ, ψ) = D0,0 (τ , λ, ψ)E (τ , x2, λ, ψ) ,
w1 (τ , x2, λ, ψ) = (D1,0 (τ , λ, ψ) +D1,1 (τ , λ, ψ)x2)E (τ , x2, λ, ψ) ,
w2 (τ , x2, λ, ψ) =
(
D2,0 (τ , λ, ψ) +D2,1 (τ , λ, ψ)x2 +D2,2 (τ , λ, ψ)x
2
2
)
E (τ , x2, λ, ψ) ,
(127)
etc., where, by definition, D0,0 (τ , λ, ψ) = 1, and
E (τ , x2, λ, ψ) = e
A(τ,λ,ψ)+B(τ,λ,ψ)x2 , (128)
In general,
wn (τ , x2, λ, ψ) =
(
n∑
m=0
Dn,m (τ , λ, ψ)x
m
2
)
E (τ , x2, λ, ψ) . (129)
All the coefficients can be written explicitly.
Let us calculate the relevant quantities for n = 0, 1, 2, 3. It is clear that
A (τ , λ, ψ), B (τ , λ, ψ) satisfy the following system of ODEs
A′ (τ , λ, ψ)− κB (τ , λ, ψ) = 0,
B′ (τ , λ, ψ)− 12ε2B2 (τ , λ, ψ) + κB (τ , λ, ψ) + 12λ = 0,
supplied with the initial conditions of the form
A (0, λ, ψ) = 0, B (0, λ, ψ) = ψ. (130)
The Riccati transform
A (τ , λ, ψ) = −2κ
ε2
ln (γ (τ , λ, ψ)) , B (τ , λ, ψ) = − 2γ
′ (τ , λ, ψ)
ε2γ (τ , λ, ψ)
, (131)
yields
γ′′ (τ , λ, ψ) + κγ′ (τ , λ, ψ)− 14ε2λγ (τ , λ, ψ) = 0, (132)
supplied with the initial conditions
γ (0, λ, ψ) = 1, γ′ (0, λ, ψ) = − 12ε2ψ. (133)
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A simple algebra shows that the corresponding solution can be written in the
form
γ (τ , λ, ψ) =
eΞ+τ/2Υ (τ , λ, ψ)
2$ (λ)
, (134)
where
Υ (τ , λ, ψ) =
(
Ξ− (λ)− ε2ψ
)
+
(
Ξ+ (λ) + ε
2ψ
)
e−$(λ)τ ,
Ξ± (λ) = ∓κ+$ (λ) ,
$ (λ) =
√
κ2 + ε2λ.
(135)
Finally,
A (τ , λ, ψ) = − κε2
(
Ξ+ (λ) τ + 2 ln
(
Υ(τ,λ,ψ)
2$(λ)
))
,
B (τ , λ, ψ) = − (Ξ+(λ)(Ξ−(λ)−ε
2ψ)−Ξ−(λ)(Ξ+(λ)+ε2ψ)e−$(λ)τ)
ε2Υ(τ,λ,ψ) .
(136)
In order to compute Dn,m we differentiate the affine solution with respect to ψ
and obtain
D0,0 = 1,
D1,0 +D1,1x2 = A˙+ B˙x2,
D2,0 +D2,1x2 +D2,2x
2
2 =
(
A˙+ B˙x2
)2
+ A¨+ B¨x2,
D3,0 +D3,1x2 +D3,2x
2
2 +D3,3x
3
2
=
(
A˙+ B˙x2
)3
+ 3
(
A˙+ B˙x2
)(
A¨+ B¨x2
)
+
...
A +
...
Bx2,
(137)
so that
D0,0 = 1,
D1,0 = A˙, D1,1 = B˙,
D2,0 = A˙
2 + A¨, D2,1 = 2A˙B˙ + B¨, D2,2 = B˙
2,
D3,0 = A˙
3 + 3A˙A¨+
...
A, D3,1 = 3(A˙
2B˙ + A˙B¨ + A¨B˙) +
...
B,
D3,2 = 3
(
A˙B˙2 + B˙B¨
)
, D3,3 = B˙
3.
(138)
Here
A˙ = 2κΩ, A¨ = 2κε2Ω2,
...
A = 4κε
4Ω3, (139)
B˙ = 4Θ, B¨ = 8ε2ΘΩ,
...
B = 24ε
4ΘΩ2,
with
Ω =
(
1− e−$(λ)τ)
Υ (τ , λ, ψ)
, Θ =
$2 (λ) e−$(λ)τ
Υ (τ , λ, ψ)
2 . (140)
When we consider a perturbation of order n we introduce an ordered set of
times
τ = (τ0 = 0 < τ1 < ... < τn < τn+1 = τ) . (141)
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In particular, for n = 0 (for the leading order term) we have only two points
τ0 = 0 < τ1 = τ . By using this notation, we can introduce
−→
W (0) (τ , x2) of the
form
−→
W (0) (τ , x2) =
∞∑
k1=1
C0,0e
A(0,1)+B(0,1)x2νk1
−→e k1 . (142)
where the following notation is used
C0,0 = 1, A (0, 1) = A (τ1 − τ0, λk1 , 0) , B (0, 1) = B (τ1 − τ0, λk1 , 0) . (143)
Since there are no intermediate time points for n = 0, we can write
−→
U (0) (τ , x2) =
−→
W (0) (τ , x2) . (144)
Generalization of the above construct allows us to introduce
−→
W (n) (τ , x2) as
follows
−→
W (n) (τ , x2) =
∞∑
k1=1,...,kn+1=1
(
∑n
m=0 Cn,mx
m
2 )
×eA(0,n+1)+B(n,n+1)x2νk1µk1k2 ...µknkn+1−→e kn+1,
(145)
where we slightly abuse the notation and write
A (n, n+ 1) = A
(
τn+1 − τn, λkn+1 , B (n− 1, n)
)
,
B (n, n+ 1) = B
(
τn+1 − τn, λkn+1 , B (n− 1, n)
)
.
A (0, n+ 1) = A (0, 1) + ...+A (n, n+ 1)
(146)
This definition is clearly recurrent (telescopic). We claim that
−→
U (n) can be
expressed in terms of
−→
W (n) via a simple integration over intermediate time
steps, i.e.,
−→
U (n) (τ , x2) =
τ∫
0
τ∫
τ1
...
τ∫
τn−2
τ∫
τn−1
−→
W (n) (τ , x2) dτ1...dτn. (147)
In order to prove this fact, we can use Duhamel’s principle and reduce the
corresponding inhomogeneous problems to a family of homogeneous problems.
Carefully accounting for the powers of x2, we can derive the following recurrent
relation
Cn,m =
n∑
l=1
(B (n− 1, n)Cn−1,l−1 + lCn−1,l)Dl,m (n, n+ 1) , n > 0, m = 0, ..., n,
(148)
where C0,0 = 1, Cn,n′ = 0 if n
′ > n, and
Dl,m (n, n+ 1) = Dl,m
(
τn+1 − τn, λkn+1 , B (n− 1, n)
)
. (149)
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By using these formulas, we immediately obtain the following expressions
for the first three expansion terms
C1,0 = B (0, 1)D1,0 (1, 2) ,
C1,1 = B (0, 1)D1,1 (1, 2) ,
C2,0 = (B (1, 2)C1,0 + C1,1)D1,0 (2, 3) +B (1, 2)C1,1D2,0 (2, 3) ,
C2,1 = (B (1, 2)C1,0 + C1,1)D1,1 (2, 3) +B (1, 2)C1,1D2,1 (2, 3) ,
C2,2 = B (1, 2)C1,1D2,2 (2, 3) ,
C3,0 = (B (2, 3)C2,0 + C2,1)D1,0 (3, 4) + (B (2, 3)C2,1 + 2C2,2)D2,0 (3, 4)
+B (2, 3)C2,2D3,0 (3, 4) ,
C3,1 = (B (2, 3)C2,0 + C2,1)D1,1 (3, 4) + (B (2, 3)C2,1 + 2C2,2)D2,1 (3, 4)
+B (2, 3)C2,2D3,1 (3, 4) ,
C3,2 = (B (2, 3)C2,1 + 2C2,2)D2,2 (3, 4) +B (2, 3)C2,2D3,2 (3, 4) ,
C3,3 = B (2, 3)C2,2D3,3 (3, 4) .
(150)
Higher order correction can be computed in the same manner.
In order to simplify Eq. (147), we perform a change of variables and trans-
form the simplex over which the integration is performed into the unit cube.
Specifically, we introduce ξn, 0 ≤ ξn ≤ 1, and write
τ1
τ = ξ1 ≡ η1,
τ2
τ = ξ1 + (1− ξ1) ξ2 ≡ η2,
τ3
τ = ξ1 + (1− ξ1) ξ2 + (1− ξ1) (1− ξ2) ξ3 ≡ η3,
(151)
etc. It is clear that
dτ1 = τdξ1,
dτ2 = τ
2 (1− ξ1) dξ1dξ2,
dτ3 = τ
3 (1− ξ1)2 (1− ξ2) dξ1dξ2dξ3,
(152)
so that,
τ∫
0
f (τ1) dτ1 = τ
1∫
0
f (τη1) dξ1,
τ∫
0
τ∫
τ1
f (τ1, τ2) dτ1dτ2 = τ
2
1∫
0
1∫
0
f (τη1, τη2) (1− ξ1) dξ1dξ2,
τ∫
0
τ∫
τ1
τ∫
τ2
f (τ1, τ2, τ3) dτ1dτ2dτ3 = τ
3
1∫
0
1∫
0
1∫
0
f (τη1, τη2, τη3) (1− ξ1)2 (1− ξ2) dξ1dξ2dξ3,
(153)
etc. Finally, in order to perform integration over the unit interval we use Bode’s
rule.
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3.6 Monte Carlo method
Consider the standard Heston SDEs, which we can write as follows
dxt = − 12vtdt+
√
vt
(
ρdZt + ρ¯dW˜t
)
, x0 = 0,
dvt = κ (1− vt) dt+ ε√vtdZt, v0 = v,
(154)
where ρ¯ =
√
1− ρ2, xt = ln (Ft/F ), and dW˜tdZt = 0. A well-known argument
(see, e.g., [26] for the zero correlation case, and [54] for the general case), shows
that
xT − xt = − 12ITt + ρJTt + ξTt , (155)
where
ITt =
∫ T
t
vt′dt
′, JTt =
∫ T
t
√
vt′dZt′ , (156)
ξTt = N
(
0, ρ¯2ITt
)
. (157)
Equivalently,
xT − xt = − 12ρ2ITt + ρJTt + ξ˜
T
t , (158)
where
ξ˜
T
t = N
(− 12 ρ¯2ITt , ρ¯2ITt ) . (159)
In particular,
xT = − 12ρ2IT0 + ρJT0 + ξ˜
T
0 . (160)
Thus, conditional on the values of IT0 , J
T
0 we see that xT is a normal variable.
This observation can be used to extend the classical BSM formula (2) to the
case of stochastic volatility. The corresponding formula has the form
CSV (0, 1, v;T,K) =
∫∞
0
∫∞
−∞ C
BS(0, ET0 ;T,K;
√
ρ¯2IT0
T )φT
(
IT0 , J
T
0
∣∣ v) dIT0 dJT0 ,
(161)
where
ETt = e
− 12ρ
2ITt +ρJ
T
t , (162)
φτ
(
ITt , J
T
t
∣∣ vt) is the joint p.d.f. of (ITt , JTt ) conditional on vt. It should be
noted that, in general, this expression is far too complex to be of any practical
value. Moreover, it cannot be generalized for pricing first generation exotic
options, such as DNT or barrier options, which is the main topic of this paper.
The above methodology can be extended verbatim to the case of generic SV
dynamics. For the Heston model expression (158) can be simplified. Namely,
the SDE for vt can be integrated
JTt =
1
ε
(
vT − vt − κτ + κITt
)
, (163)
so that
xT − xt = − 12ρ2ITt + ρε
(
vT − vt − κτ + κITt
)
+ ξ˜
T
t
= ρε
(
vT − vt − κτ + κˆITt
)
+ ξ˜
T
t .
(164)
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where κˆ = κ− 12ρε. In particular,
xT =
ρ
ε
(
vT − v − κT + κˆIT0
)
+ ξ˜
T
0 . (165)
In the differential form we have
dxt = µtdt+ σtdW˜t, (166)
where
µt =
ρ
ε
dvt
dt
+
(ρκ
ε
− 12
)
vt − ρκ
ε
, σt = ρ¯
√
vt. (167)
Accordingly,
CSV (0, 1, v;T,K) =
∫∞
0
∫∞
0
CBS(0, E˜T0 ;T,K;
√
ρ¯2IT0
T )χT
(
IT0 , vT
∣∣ v) dIT0 dvT ,
(168)
where
E˜Tt = e
ρ
ε (vT−vt−κτ+κˆITt ), (169)
while χτ
(
ITt , vT
∣∣ vt) is the joint p.d.f. of (ITt , vT ) conditional on vt. As usual,
we can represent χτ
(
ITt , vT
∣∣ vt) as follows
χτ
(
ITt , vT
∣∣ vt) = χτ (ITt ∣∣ vt, vT )χτ (vT | vt) , (170)
where χτ (vT | vt) is the p.d.f. of vT conditional on vt, and χτ
(
ITt
∣∣ vt, vT ) is the
p.d.f. of ITt conditional on (vt, vT ). Accordingly, we can rewrite Eq. (168) as
follows
CSV (0, 1, v;T,K) =
∫∞
0
∫∞
0
CBS(0, E˜Tt ;T,K;
√
ρ¯2IT0
T )χT
(
IT0
∣∣ v, vT )
×χT (vT | v) dIT0 dvT .
(171)
Once again, formula (171) is too complex to be used in practice, especially
when compared to the Fourier transform based Lewis-Lipton formula [36], [37],
[40]. However, it can give some useful hint on how to build an accurate (if not
practical) MC simulation, see Appendix A.
It is well-known, see, e.g., [21], that χτ (vT | vt) is the so-called non-central
chi-square distribution,
χτ (vT | vt) = e
κτ
2 ψ (κ, τ) exp (−ψ (κ, τ) (v¯t + v¯T ))
(
v¯T
v¯t
)ϑ
2
Iϑ
(
2ψ (κ, τ)
√
v¯tv¯T
)
,
(172)
where ϑ = 2κ/ε2 − 1, Iϑ (.) is the modified Bessel function, v¯t = e−κτ2 vt, v¯T =
e
κτ
2 vT , and
ψ (κ, τ) =
κ
ε2 sinh
(
κτ
2
) −→
τ−→0
2
ε2τ
. (173)
At the same time, χT
(
IT0
∣∣ v, vT ) cannot be written in closed form; see, how-
ever, Eq. (290) below. The condition ϑ > 0, known as the Feller condition,
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[21], implies that the process vt can never reach zero; when this condition is
violated, the origin is accessible and strongly reflecting. We shall see below that
for realistic FX cases, the Feller condition is typically violated, which causes
numerical complications.
In view of the fact that ψ (κ, τ) explodes when τ −→ 0, it is exceedingly dif-
ficult to perform direct sampling of the non-central chi-square random variable
when τ −→ 0. While for vanilla pricing one large time step is sufficient, for bar-
rier options very small time-steps are needed, so the above mentioned obstacle
has to be overcome. We considered several MC schemes, such as [12], [34], [52],
[3], and concluded that the well-known Andersen Quadratic Exponential (QE)
scheme performs particularly well when time steps are small. We emphasize
that for small time steps it is not necessary to calculate χτ
(
ITt
∣∣ vt, vT ) since ITt
can be accurately approximated as follows
ITt ≈ 12 (vt + vT ) τ . (174)
Accordingly, we can approximate µt, σt in Eq. (166) as follows:
µt∈(ti,ti+1] =
ρ
ε
vti+1−vti
ti+1−ti +
(
ρκ
ε − 12
) (vti+vti+1)
2 − ρκε ,
σt∈(ti,ti+1] = ρ¯
√
(vti+vti+1)
2 .
(175)
This approximation can be used as a basis for developing a mixed PDE-MC
method, see [44], however, we were not able to obtain satisfactory results via
such a method.
4 Pricing problem for call options
In this section we demonstrate how to use analytical and numerical methods
for solving the pricing problem for the call option. In Section 4.2 we discuss
its analytical solution for the standard Heston model with arbitrary ρ; in other
cases we present the analytical solution for ρ = 0. In Section 4.3 we describe
how the transformed Heston pricing problem can be solved numerically via the
various methods developed in Section 3. In Section 4.4 we calibrate our model
to the market and use the corresponding parameters to calculate call option
prices explicitly both analytically and numerically. We conclude that for call
options numerical and analytical results agree well.
4.1 Formulation
Although the main topic of this paper is the efficient valuation of exotic deriva-
tive in the LSV framework, it is clearly necessary to price vanilla options first.
For brevity, we concentrate on pricing calls. Puts can be priced by put-call
parity. As always, rather than pricing a call with non-dimensional maturity T
and strike K, we price the so-called covered call, whose payoff is of the form
V (F ) = min {F,K} , (176)
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and represent the price of a call as the difference between the spot and the price
of a covered call.
In Section 2 we introduced four pricing equations (27), (29), (43), (48).
We need to augment each one of them with the corresponding terminal and
boundary conditions.
The corresponding initial condition for a call option has the form
us (x1, x2) =

e
1
2x1 , x1 ∈
[−∞, XHK ] ,
Ke−
1
2x1 , x1 ∈
[
XHK ,∞
]
,
s = H,
2
√
1−β
β sinh
(
1
2β
(
x1 −XDH0
))
, x1 ∈
[
XDH0 , X
DH
K
]
,
Ke−
1
2βx1 , x1 ∈
[
XDHK ,∞
]
,
s = DH,
√
α
2 (m
2+n2)√
|ωI | sin
(√|ωI | (x1 −XI0 )) , x1 ∈ [XI0 , XIK] ,√
α
2K√
|ωI | sin
(√|ωI | (XI∞ − x1)) , x1 ∈ [XIK , XI∞] , s = I,√
α
2 pq√
ωR
sinh
(√
ωR
(
x1 −XR0
))
, x1 ∈
[
XR0 , X
R
K
]
,√
α
2K√
ωR
sinh
(√
ωR
(
XR∞ − x1
))
, x1 ∈
[
XRK , X
R
∞
]
,
s = R.
(177)
Here
XsK =

ln (K) , s = H,
1
β ln (β (K − 1) + 1) , s = DH,
1√
|ωI |
(
arctan
(
K−m
n
)− arctan ( 1−mn )) , s = I,
1
2
√
ωR
ln
(
(1−p)(K−q)
(1−q)(K−p)
)
, s = R.
(178)
It is clear that all the corresponding payoffs vanish at the boundaries x = Xs0 ,
x = Xs∞.
The boundary conditions in the x1 direction are simple
Us (t,Xs0 , x2) = 0, U
s (t,Xs∞, x2) = 0, (179)
where the equality is understood in the limiting sense when
∣∣Xs0,∞∣∣ = ∞. The
boundary conditions in the x2 direction are naturally imposed.
4.2 Analytical solution
In this section we consider possible (semi-)analytical solutions for the pricing
equations (27), (29), (43), (48), supplied with the initial condition (177), and
boundary conditions (179).
4.2.1 Heston model
We start with the Heston model (27), (177), (179). It is well known that for this
model the price of a covered call can be represented in the form of a single Fourier
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integral via the Lewis-Lipton formula, [36], [37], [40]. Additional information
on computation of the corresponding Fourier integral can be found in [51], [32],
and [55]. Specifically, solution of the Heston problem can be written in the form
UH (τ , x1, x2) =
1
2pi
∫ ∞
−∞
uH (τ , k, x2) ν
H (k) eikXdk, (180)
where νH (k) is the Fourier transform of uH (x1),
νH (k) =
∫ ∞
−∞
uH (x1) e
−ikx1dX =
e
−
(
ik− 12
)
XHK
λH (k)
=
√
σ (K)e−ikX
H
K
λH (k)
, (181)
λH (k) = k2 + 14 , (182)
and uH (τ , k, x2) satisfies the following equation
∂τu
H (τ , k, x2) +
1
2λ
H (k)x2u
H (τ , k, x2)
− 12ε2x2∂2x2uH (τ , k, x2)−
(
κ− (κ− ρε (ik + 12))x2) ∂x2uH (τ , k, x2) = 0,
(183)
the initial condition
uH (0, k, x2) = 1, (184)
and the regularity conditions in the x2 direction, which are provided by the
equation itself. As usual, we can use the affine ansatz and write
uH (τ , k, x2) = e
A˜(τ,k)+B˜(τ,k)x2 , (185)
A˜′ (τ , k)− κB˜ (τ , k) = 0,
B˜′ (τ , k)− 12ε2B˜2 (τ , k) + (κˆ− ρεik) B˜ (τ , k) + 12λH (k) = 0,
(186)
A˜ (0, k) = 0, B˜ (0, k) = 0. (187)
The Riccati transform (131) yields the following equation
γ˜′′ (τ , k) + (κˆ− ρεik) γ˜′ (τ , k)− 14ε2λH (k) γ˜ (τ , k) = 0, (188)
supplied with the initial conditions
γ˜ (0, k) = 1, γ˜′ (0, k) = 0. (189)
Two linearly independent solutions are
γ˜± (τ , k) = e
±Ξ±(k)τ/2, (190)
where
Ξ± (k) = ∓ (κˆ− ρεik) +$ (k) ,
$ (k) =
√
(κˆ− ρεik)2 + ε2λH (k), (191)
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so that γ˜ can be written in the form
γ˜ (τ , k) =
eΞ+(k)τ/2Υ (τ , k)
2$ (k)
, (192)
where
Υ (τ , k) = Ξ− (k) + Ξ+ (k) e−$(k)τ , (193)
Accordingly,
A˜ (τ , k) = − κε2
(
Ξ+ (k) τ + 2 ln
(
Υ(τ,k)
2$(k)
))
,
B˜ (τ , k) = − (1−e
−$(k)τ)λH(k)
Υ(τ,k) ,
(194)
Thus,
UH (τ , x1, x2) =
√
σ (K)
2pi
∫ ∞
−∞
eA˜(τ,k)+B˜(τ,k)x2+ik(x1−X
H
K )
λH (k)
dk. (195)
In particular, when ρ = 0 we have
Ξ± (k) = ∓κ+$ (k) , $ (k) =
√
κ2 + ε2λH (k). (196)
It is clear that all the relevant functions are even functions of k, so that we can
rewrite Eq. (195) in the form
UH (τ , x1, x2) =
√
σ(K)
pi
∫∞
0
uH(τ,k,x2)
λH(k)
cos
(
k
(
x1 −XHK
))
dk
=
√
σ(K)
pi
∫∞
0
uH(τ,k,x2)
λH(k)
cos
(
k ln
(
F
K
))
dk.
(197)
4.2.2 Displaced Heston model
Rather disappointingly, it is possible to find the price of a covered call in a
displaced Heston model only when ρ = 0, [40]. In principle, it is possible to
argue that one can assume that ρ = 0 and choose the scaling parameter β in
order to mimic the effects of nonzero ρ.
For ρ = 0 the solution of the displaced Heston problem can be written in
the form
UDH (τ , x1, x2) =
2
pi
∫ ∞
0
uDH (τ , k, x2) ν
DH (k) sin
(
k
(
x1 −XDH0
))
dk, (198)
where νDH (k) is the sine Fourier transform of uDH (x1). Equation (292) of
Appendix B shows that
νDH (k) =
∫∞
XDH0
uDH (x1) sin
(
k
(
x1 −XDH0
))
dx1
=
√
σ(K) sin(k(XDHK −XDH0 ))
λDH(k)
,
(199)
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and uDH (τ , k, x2) has the form (185), with A˜ (τ , k) , B˜ (τ , k) given by equations
(196) with λH (k) replaced by λDH (k) defined as follows
λDH (k) = k2 + 14β
2. (200)
Accordingly,
UDH (τ , x1, x2) =
2
√
σ(K)
pi
× ∫∞
0
uDH(τ,k,x2)
λDH(k)
sin
(
k
(
XDHK −XDH0
))
sin
(
k
(
x1 −XDH0
))
dk.
(201)
4.2.3 QLSV model
As before, we can only solve the problem (semi-) analytically when ρ = 0, [40].
In case (A), s = I, the solution of the corresponding problem has the form
U I (τ , x1, x2) =
∞∑
k=1
uIk (τ , x2) ν
I
k sin
(
ζIk
(
x1 −XI0
))
, (202)
where
ζIk =
pik
∆I
=
√|ωI |pik
pi
2 + arctan
(
m
n
) >√|ωI |k, (203)
and νIk are the corresponding Fourier coefficients
νIk =
2
∆I
∫ XI∞
XI0
uI (x1) sin
(
ζIk
(
x1 −XI0
))
dx1. (204)
The corresponding solution has the form (185), (196) with λH (k) replaced by
λIk =
(
ζIk
)2
+ ωI . (205)
We note that uk are decaying functions of τ . Equation (295) of Appendix B
shows that
νIk =
2
√
σ (K) sin
(
ζIk
(
XIK −XI0
))
∆IλIk
. (206)
Thus
U I (τ , x1, x2) =
2
√
σ(K)
∆I
×
∞∑
k=1
uIk(τ,x2)
λIk
sin
(
ζIk
(
XIK −XI0
))
sin
(
ζIk
(
x1 −XI0
))
.
(207)
In case (B), s = R, the solution of the corresponding problem has the form
UR (τ , x1, x2) =
∞∑
k=1
uRk (τ , x2) ν
R
k sin
(
ζk
(
x1 −XR0
))
, (208)
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where
ζRk =
pil
∆R
=
2
√
ωRpil
ln
(
p
q
) > 0, (209)
φRk are the corresponding Fourier coefficients
νRk =
2
∆R
∫ XR∞
XR0
uR (x1) sin
(
ζRk
(
x1 −XR0
))
dx1, (210)
and uRk (τ , x2) is given by(185), (196) with λ
H (k) replaced by
λRk =
(
ζRk
)2
+ ωR. (211)
Equation (293) of Appendix B shows that
νRk =
2
√
σ (K) sin
(
ζRk
(
XRK −XR0
))
∆RλRk
, (212)
so that
UR (τ , x1, x2) =
2
√
σ(K)
∆R
×
∞∑
k=1
uRk (τ,x2)
λRk
sin
(
ζRk
(
XRK −XR0
))
sin
(
ζRk
(
x1 −XR0
))
.
(213)
To summarize
Us (τ , x1, x2) =
2
√
σ(K)
∆s
×
∞∑
k=1
usk(τ,x2)
λsk
sin (ζsk (X
s
K −Xs0)) sin (ζsk (x1 −Xs0)) ,
(214)
s = I,R.
It is worth noting that integral (201) can be approximated by a discrete
infinite sum over an equidistant grid ζk = pik/∆, where ∆ is an appropriately
chosen discretization parameter, so that UDH (τ , x1, x2) can be approximately
written in the form (214) as well. Similar, but much more complex formulas
can be found in [6].
4.3 Numerical solution
For brevity, in this subsection we will restrict ourselves to the standard Heston
model governed by Eqs (27), (177), (179). Other cases can be analyzed along
similar lines.
Application of ADI methods to the problem at hand is straightforward. All
we need to do is to specify the computational domain −L1 < x1 < L1, 0 ≤ x2 <
L2, in the (x1, x2)-plane and define the corresponding one-dimensional grids. We
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are prepared to trade speed for accuracy in our calculations. Accordingly, we
choose dense grids which are uniform with respect to x1 and
√
x2, respectively.
Given the fact that for the Heston model the pricing problem is defined on
the entire axis −∞ < x1 <∞, it is not natural (but not impossible) to use the
Galerkin method to solve it. To do so, one would need to artificially cut the
domain, assume that −L1 < x1 < L1, and impose zero boundary conditions at
x1 = ±L1.2 We do not pursue this avenue of research here, and postpone the
development of the Galerkin method until the next section, where we use it to
price double-no-touch options with impressive efficacy.
We need to solve Eqs (122), (123), (124), with s = H. Since the domain
covers the entire axis, in this case we have
ek (x1) = e
ikx1 . (215)
It is easy to see that
λk =
1
2
(
k2 + 14
)
, µk,k′ =
(
ik + 12
)
δ (k − k′) . (216)
For simplicity, we choose a single mode initial condition
u (x1) = e
iκx1 , (217)
so that
νk = δ (k − κ) . (218)
As we know, the actual boundary condition can decomposed into individual
modes.
By using Eq. (142), it is straightforward to see that
−→
W (0) (τ , x2) = e
A(0,1)+B(0,1)x2−→e k = eA(0,1)+B(0,1)x2+iκx1 , (219)
and, in general,
−→
W (n) (τ , x2) =
(
iκ + 12
)n( n∑
m=0
Cn,mx
m
2
)
eA(0,n+1)+B(n,n+1)x2+iκx1 , (220)
where ALL λki are the same, λki = λκ , i = 1, ..., n+ 1. Thus, what we need to
check is that
eA˜(τ,κ)+B˜(τ,κ)x2
= eA(0,1)+B(0,1)x2
+
(
ρε
(
iκ + 12
)) ∫ τ
0
dτ1
(∑1
m=0 Cn,mx
m
2
)
eA(0,2)+B(1,2)x2
+
(
ρε
(
iκ + 12
))2 ∫ τ
0
∫ τ
τ1
dτ1dτ2
(∑2
m=0 Cn,mx
m
2
)
eA(0,3)+B(2,3)x2
+
(
ρε
(
iκ + 12
))3 ∫ τ
0
∫ τ
τ1
∫ τ
τ2
dτ1dτ2dτ3
(∑2
m=0 Cn,mx
m
2
)
eA(0,4)+B(3,4)x2
+... ,
(221)
2A choice of basis functions ek (x) = cos (ζkx), where ζk = cot (ζkL), produces better
results. We leave it to the interested reader to pursue.
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where A˜ (τ ,κ), B˜ (τ ,κ) are given by Equation (194). Equivalently, we can check
that
eA˜(τ,κ)+B˜(τ,κ)x2
∣∣∣
ρ=0
= eA(0,1)+B(0,1)x2 ,
∂eA˜(τ,κ)+B˜(τ,κ)x2
∂ρ
∣∣∣
ρ=0
=
(
ε
(
iκ + 12
)) ∫ τ
0
dτ1
(∑1
m=0 Cn,mx
m
2
)
×eA(0,2)+B(1,2)x2 ,
1
2!
∂2eA˜(τ,κ)+B˜(τ,κ)x2
∂ρ2
∣∣∣
ρ=0
=
(
ε
(
iκ + 12
))2 ∫ τ
0
∫ τ
τ1
dτ1dτ2
(∑2
m=0 Cn,mx
m
2
)
×eA(0,3)+B(2,3)x2 ,
1
3!
∂3eA˜(τ,κ)+B˜(τ,κ)x2
∂ρ3
∣∣∣
ρ=0
=
(
ε
(
iκ + 12
))3 ∫ τ
0
∫ τ
τ1
∫ τ
τ2
dτ1dτ2dτ3
(∑2
m=0 Cn,mx
m
2
)
×eA(0,4)+B(3,4)x2 ,
(222)
etc. Eqs (222) can be checked numerically.
Application of the MC method to the pricing of call options is straightfor-
ward and is performed along the lines outlined in Section 3.6.
4.4 Comparison of analytical and numerical solutions for
the call problem
In order to perform a comparison of analytical and numerical solutions, we have
to choose a concrete set of the relevant parameters. To this end, we calibrate
the Heston model to the set of market data used to produce Figure 1. Since we
restrict ourselves to time-independent parameters, we cannot match all market
prices simultaneously. Rather then performing calibration in the least-squares
error sense, we choose one representative maturity, say T = 1y, and calibrate the
model to the selected market prices. The corresponding dimensional parameters
are
κ = 2.580, θ = 0.043, ε = 1.000, ρ = −0.360, v = 0.114, (223)
and their non-dimensional counterparts are
κ¯ = 59.758, ε¯ = 23.162, x2 = 2.628. (224)
We emphasize that ϑ = 2κθ/ε2 − 1 = 2κ¯/ε¯2 − 1 = −0.7772, so that the Feller
condition is clearly violated, as is usually the case in practice.
We use these parameters and compute the price of a call option via the
ADI methods discussed earlier. In Figure 2 we show the convergence of these
methods as a function of the number of steps in space and time. It is clear that
all the ADI method discussed in the paper converge quadratically in space. The
Do method converges linearly in time, while the predictor-corrector methods a
la CS converge quadratically in time.
Fig 2 near here
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In Figure 3 we show a snapshot of the price as a function of x1 with fixed x2 =
2.628. It is clear that all the numerical methods agree among themselves and
converge to the semi-analytical solution obtained via the Lewis-Lipton formula.
Fig 3 near here
5 Pricing problem for double no-touch options
DNTs are of particular interest for us. In this section, which is key to the
paper, we wish to compare various analytical and numerical methods for solving
the corresponding pricing problem. In Section 5.1 we formulate the Liouville
transformed pricing problem. In Section 5.2 we solve this problem analytically
for ρ = 0. In Section 5.3 we solve the Heston pricing problem numerically
by using various methods discussed in Section 3. In Section 5.4 we compare
solutions obtained by these methods and demonstrate that results obtained by
different numerical methods generally agree with each other very well.
5.1 Formulation
So far, we have considered vanilla calls. Let us now study pricing of DNT
options paying a unit of currency at time T provided that
FL < Ft < FU , 0 ≤ t ≤ T, (225)
and zero otherwise. There are other variations of the same basic product, but,
for the sake of brevity, we consider just this one. Clearly, very little needs to
be done to adapt our earlier findings to the problem at hand. The interval of
interest now becomes
XsL < x1 < X
s
U , (226)
where s = H,DH, I,R. Depending on σ (F ) we have
Xs{L,U} =

ln
(
F{L,U}
)
, s = H,
1
β ln
(
β
(
F{L,U} − 1
)
+ 1
)
, s = DH,
1√
|ωI |
(
arctan
(
F{L,U}−m
n
)
− arctan ( 1−mn )) , s = I,
1
2
√
ωR
ln
(
(1−p)(F{L,U}−q)
(1−q)(F{L,U}−p)
)
. s = R.
(227)
In all four cases the boundary conditions are clear
U (τ ,XsL, x2) = 0, U (τ ,X
s
U , x2) = 0. (228)
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The corresponding payoffs are
us (x1) =

e−
1
2x1 , s = H,
e−
1
2βx1 , s = DH,√
α
2√
|ωI | sin
(√|ωI | (XI∞ − x1)) , s = I,√
α
2√
ωR
sinh
(√
ωR
(
XR∞ − x1
))
. s = R.
(229)
5.2 Analytical solution
When ρ = 0 pricing of a DNT can be done (semi)-analytically, [38], [42]. As
before, we can represent the corresponding solution in the form
Us (τ , x1, x2) =
∞∑
k=1
usk (τ , x2) ν
s
kek (x1) , (230)
where
ek (x1) = sin (ζ
s
k (x1 −XL)) , (231)
ζsk =
pik
(XsU −XsL)
, (232)
and νsk are the Fourier coefficients of the initial condition u
s (x1):
νsk =
2ζsk
(
1√
σ(FL)
+ (−1)
k+1√
σ(FU )
)
(XsU −XsL)λsk
. (233)
Accordingly,
Us (τ , x1, x2) =
2
(XsU −XsL)
∞∑
k=1
usk (τ , x2)
ζsk
(
1√
σ(FL)
+ (−1)
k+1√
σ(FU )
)
λsk
ek (x1) .
(234)
5.3 Numerical solution
As before, in this subsection we will restrict ourselves to the standard Hes-
ton model governed by Eqs (27), (228), (229). We solve the pricing problem
via numerical methods developed in Section 3 and compare the corresponding
solutions.
Application of ADI methods to the case at hand is relatively straightfor-
ward, especially because the corresponding boundary conditions are imposed
exogenously. We omit details.
The Galerkin method is ideally suited for solving the DNT option pricing
problem. Provided that the maturity of the option is not too short, it is sufficient
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to consider very few modes. Discretization in the x2-direction can be fairly
sparse without affecting accuracy too strongly.
Performing the small ρ expansion is simple as well, since it is normally
enough to consider only the first few terms.
As always, achieving high accuracy via the MC method is difficult. In con-
trast to other methods, the presence of barriers makes it even more elaborate
and requires using very large number of paths and very small time steps. To
achieve acceptable accuracy, we use 200,000 paths and 3 time steps per day.
Needless to say, for the problem under consideration, the MC method cannot
compete with other methods of interest.
5.4 Comparison of different numerical solutions for the
DNT problem
In what follows, we value a double–barrier option with a 1 year maturity on a
unit interval. As an initial condition we take the function (229), s = H.
In Figure 4 we review the convergence of the various ADI methods.
Fig 4 near here
This figure clearly shows that all ADI methods agree with each other. In par-
ticular, the convergence is space is quadratic. However, it is clear that the
convergence in time is only linear for all the ADI methods. Thus, the gain in
accuracy related to the predictor-corrector step is not observed for DNT options
(at least in our calculations). We also show the quadratic convergence of the
Galerkin method with respect to the number of modes.
In Figure 5 we show the behavior of the DNT prices, obtained via the numer-
ical methods discussed earlier, for XL ≤ x1 ≤ XU , and x2 = 2.628. It is clear
that all the methods considered in the paper produce consistent prices. We see
that, even with thirty modes, the Galerkin method attains good convergence.
Fig 5 near here
Finally, we show the convergence of the method of analytical expansion
described in Figure 6. The graph depicts the price for XL ≤ x1 ≤ XU , and x2 =
2.628. We see that, even with only three perturbations, we attain reasonable,
but not perfect, convergence relative to the solution obtained with the Galerkin
method.
Fig 6 near here
6 Two-dimensional Brownian motion
Given the complex nature of the corresponding FD solutions, it is instructive
to look at a simpler problem. In this Section we consider two-dimensional
Brownian motions in a quadrant and a rectangle with absorbing boundaries.
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The corresponding problems are of interest on their own and can be viewed as
the pricing problem for a dual single no-touch option and a dual DNT option,
respectively. In Section 6.1 we consider two-dimensional Brownian motion in
a positive quadrant with absorbing boundaries. This pricing problem can be
solved both numerically and analytically, so that we can benchmark the quality
of the former by using the latter. We conclude that for the problem under
consideration numerical methods work as expected. In Section 6.2 we consider
two-dimensional Brownian motion in a rectangle with absorbing boundaries.
While an analytical solution of the corresponding pricing problem is no longer
feasible, it can be solved numerically by applying all the methods of Section
3. Once again, agreement among different solutions is good and the Galerkin
method seems to be the most efficient.
6.1 Two-dimensional Brownian motion in a positive quad-
rant with absorbing boundaries
6.1.1 Problem formulation
Consider two correlated Brownian motions in a positive quadrant. The corre-
sponding survival probability is governed by equation
Qτ (τ , x1, x2)− 12Qx1x1 (τ , x1, x2)− ρQx1x2 (τ , x1, x2)− 12Qx2,x2 (τ , x1, x2) = 0,
(235)
Q (0, x1, x2) = 1, (236)
This is the simplest two-factor problem, which is useful for benchmarking pur-
poses. The boundary conditions have the form
Q (τ , 0, x2) = 0, Q (τ , x1, 0) = 0. (237)
The corresponding domain in the (x1, x2) plain is
Dq = {(x1, x2) , 0 ≤ x1 <∞, 0 ≤ x2 <∞} . (238)
This problem is closely related to the DNT option pricing problem considered
earlier, but it does have some important distinctions.
6.1.2 Analytical solution
Problem (235), (236), (237) can be solved analytically. It can be shown that a
change of variables
(x1, x2)⇒ (y1, y2)⇒ (r, φ) , (239)
where
y1 = x1, y2 = −1
ρ¯
(ρx1 − x2) , y1 = r sinφ, y2 = r cosφ, (240)
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allows us to eliminate the cross derivative and transforms the pricing problem
in question into the following one
Qτ (τ , r, φ)− 12
(
Qrr (τ , r, φ) +
1
r
Qr (τ , r, φ) +
1
r2
Qφφ (τ , r, φ)
)
= 0, (241)
Q (0, r, φ) = 1, (242)
Q (τ , r, 0) = 0, Q (τ , r,$) = 0, Q (τ , r, φ) →
r→0
0, Q (τ , r, φ) →
r→∞ 1. (243)
Here $ = arccos (−ρ). Thus, we have managed to map the positive quadrant
onto a semi-strip
D˜q = {(r, φ) , 0 ≤ r <∞, 0 ≤ φ ≤ $} . (244)
Since coefficients of Eq. (241) are φ-independent, we can use the Galerkin
method to solve it, see [24], [39], [56]. An elementary solution of Eq. (241)
satisfying boundary conditions (243) in the φ-direction can be written in the
form
Qk (τ , r, φ) ∼ gk (τ , r) sin (ζkφ) , (245)
where, as often before, ζk = pil/$, and gk (τ , r) is a solution of the following
problem
gk,τ (τ , r)− 12
(
gk,rr (τ , r) +
1
r
gk,r (τ , r)− ζ
2
k
r2
gk (τ , r)
)
= 0, (246)
We write
Q (τ , r, φ) =
4
pi
∞∑
k=1,k odd
gk (τ , r)
k
sin (ζkφ) , (247)
so that the corresponding boundary and initial condition for gk (τ , r) are chosen
to be of the form
gk (τ , r) →
r→0
0, gk (τ , r) →
r→∞ 1, (248)
gk (0, r) = 1. (249)
It can be checked directly that gk is a self-similar function;
gk (τ , r) =
√
pi
2
√
υe−υ
(
I 1
2 (ζk−1) (υ) + I 12 (ζk+1) (υ)
)
≡
√
pi
2
Jk (υ) , (250)
where υ = r2/4τ , see Appendix C. Accordingly,
Q (τ , r, φ) =
√
8
pi
∞∑
k=1,k odd
Jk (υ)
k
sin (ζkφ) . (251)
Alternative derivation based on the integration of the Green’s function can be
found in many papers, see, e.g., [31], [43], and [47] for further details. Finally,
in order to compute Q (τ , x1, x2), all we need to do is to express (r, φ) in terms
of (x1, x2) via Eqs (240).
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6.1.3 Numerical solution
We wish to solve the problem (235), (236), (237) numerically. To this end we
discretize Eq. (235), and the corresponding initial condition (236); the boundary
condition at the boundary is clear, at infinity we choose natural boundary con-
ditions for suitably large values of x1, x2. We solve the corresponding discrete
problem via an ADI method.
6.1.4 Comparison of analytical and numerical solutions for the quad-
rant problem
Analytical and numerical solutions are compared in Figure 7. This figure shows
that the ADI solution does converge to the analytical one and that this conver-
gence is good. Moreover, it makes clear that the choice of the natural boundary
conditions is appropriate. We emphasize that choosing Dirichlet boundary con-
ditions would cause major loss of accuracy.
6.2 Two-dimensional Brownian motion in a rectangle with
absorbing boundaries
In this section we consider two correlated Brownian motions in a rectangle. It
can be viewed as a pricing problem for a quadruple no-touch option. Its solution
along the lines described below was proposed by Lipton and Little, [41], and
discussed in more detail in [39], Section 12.9.
6.2.1 Problem formulation
The survival probability for two correlated Brownian motions in a rectangle
is governed by Eq. (235) augmented with the initial condition (236), and the
boundary conditions of the form
Q (τ , 0, x2) = 0, Q (τ , L1, x2) = 0, Q (τ , x1, 0) = 0, Q (τ , x1, L2) = 0, (252)
The corresponding domain in the (x1, x2) plain is
Dr = {(x1, x2) , 0 ≤ x1 < L1, 0 < x2 < L2} . (253)
6.2.2 Numerical solution
Numerical solution of the problem (235), (236), (252) is relatively simple. It can
be solved by any of the methods developed in Section 3; to be concrete, we use
the standard CS method. Since all the relevant boundary conditions are of the
Dirichlet type, the application of the CS method is straightforward, especially
in the light of our previous discussion, and is left to the reader as an exercise.
The small ρ expansion is more interesting, so we discuss it in some detail.
As before, we can Q (τ , x1, x2) as a vector function
Q (τ , x1, x2) =
∞∑
k1=1,k2=1
Qk1k2 (τ) ek1k2 (x1, x2) , (254)
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where ek1k2 are orthogonal (but not normal) basis vectors of the form
ek1,k2 (x1, x2) = sin
(
pik1x1
L1
)
sin
(
pik2x2
L2
)
≡ sin (ζk1x1) sin (ζk2x2) . (255)
It is clear that Qk1k2 (τ) is a matrix rather than a vector, so one way to deal
with this fact is to use a tensor-based formalism, as was done in Section 3.2
above. However, for the sake of variety, we describe how to use a matrix-based
techniques instead. To this end, we assume that 1 ≤ ki ≤ N , map each pair
(k1, k2) into a single number K (and back) as follows
K = (k1 − 1) + (k2 − 1)N,
k2 =
[
K
N
]
+ 1, k1 = K − (k2 − 1)N + 1. (256)
and write
eK (x1, x2) = sin
(
ζk1x1
)
sin
(
ζk2x2
)
. (257)
This allows us to think of Q (τ , x1, x2) as a vector function of τ ,
Q (τ , x1, x2)⇒ {QK (τ)} ≡ −→Q (τ) . (258)
We can write the pricing equation as follows
d
−→
Q
dτ
− A−→Q − ρB−→Q = 0, −→Q (0) = −→ν . (259)
Here
AeK = 12 (eK,x1x1 + eK,x2x2)
= − 12
(
ζ2k1 + ζ
2
k2
)
eK ≡ −λKeK , (260)
BeK = eK,x1x2
=
N2−1∑
L=0,L 6=K
4
L1L2
k1k2l1l2(1−(−1)k1−l1)(1−(−1)k2−l2)
(k21−l21)(k22−l22)
e
L
≡
N2−1∑
L=0
µK,LeL,
(261)
1 =
N2−1∑
K=0
4
L1L2
(1+(−1)k1+1)(1+(−1)k2+1)
ζ1ζ2
eK
=
N2−1∑
K=0
4
pi2
(1+(−1)k1+1)(1+(−1)k2+1)
k1k2
eK ≡
N2−1∑
K=0
νKeK .
(262)
It is clear that
νK =
{
16
pi2k1k2
, k1, k2 odd,
0, otherwise.
(263)
Here, by definition, µK,L = 0 if (k1 − l1) (k2 − l2) = 0.
We assume that ρ is small and use it as an expansion parameter. Then
−→
Q =
−→
Q (0) + ρ
−→
Q (1) + ρ2
−→
Q (2) + ρ3
−→
Q (3)... =
∞∑
n=0
ρn
−→
Q (n), (264)
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where
d
−→
Q (0)
dτ
− A−→Q (0) = 0, −→Q (0) (0) = −→ν , (265)
d
−→
Q (1)
dτ
− A−→Q (1) = B−→Q (0), −→Q (1) (0) = 0, (266)
d
−→
Q (2)
dτ
− A−→Q (2) = B−→Q (1), −→Q (2) (0) = 0, (267)
etc. In general,
d
−→
Q (n)
dτ
− A−→Q (n) = B−→Q (n−1), −→Q (n) (0) = 0. (268)
It is clear that
−→
Q (0) =
N2−1∑
K1=0
e−λK1τνK1eK1 ≡
N2−1∑
K1=0
υ
(0)
K1
(τ) eK1 . (269)
We can write
−→
Q (1) in the form
−→
Q (1) =
N2−1∑
K2=0
υ
(1)
K2
(τ) eK2 . (270)
Substitution of this expression into the pricing equation yields
∂τυ
(1)
K2
(τ) + λK2υ
(1)
K2
(τ) =
N2−1∑
K1=0
e−λK1τνK1µK1,K2 , υK2 (0) = 0, (271)
so that
υ
(1)
K2
(τ) =
N2−1∑
K1=0
Θ
(1)
λK1 ,λK2
(τ) νK1µK1,K2 . (272)
where Θ
(1)
λ1,λ2
(τ) is the solution of the problem
∂τΘ
(1)
λ1,λ2
(τ) + λ2Θ
(1)
λ1,λ2
(τ) = e−λ1τ , Θ(1)λ1,λ2 (0) = 0, (273)
which we represent in the form
Θ
(1)
λ1,λ2
(τ) = e−λ1τφλ1−λ2 (τ) , (274)
φµ (τ) =
{
eµτ−1
µ , µ 6= 0,
τ , µ = 0.
(275)
Finally,
−→
Q (1) =
N2−1∑
K1=0,K2=0
Θ
(1)
λK1 ,λK2
(τ) νK1µK1,K2eK2 . (276)
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By the same token,
−→
Q (2) =
N2−1∑
K3=0
υ
(2)
K3
(τ) eK3 , (277)
where
∂τυ
(2)
K3
(τ)+λK3υ
(2)
K3
(τ) =
N2−1∑
K1=0,K2=0
Θ
(1)
λK1 ,λK2
νK1µK1,K2µK2,K3 , υ
(2)
K3
(0) = 0,
(278)
so that
υ
(2)
K3
(τ) =
N2−1∑
K1=0,K2=0
Θ
(2)
λK1 ,λK2 ,λK3
(τ) νK1µK1,K2µK2,K3 . (279)
where Θ
(2)
λ1,λ2,λ3
is the solution of the problem
∂τΘ
(2)
λ1,λ2,λ3
(τ) + λ3Θ
(2)
λ1,λ2,λ3
(τ) = Θ
(1)
λ1,λ2
(τ) , Θ
(2)
λ1,λ2,λ3
(0) = 0, (280)
or, equivalently,
∂τΘ
(2)
λ1,λ2,λ3
(τ)+λ3Θ
(2)
λ1,λ2,λ3
(τ) = e−λ1τφλ1−λ2 (τ) , Θ
(2)
λ1,λ2,λ3
(0) = 0. (281)
We write
Θ
(2)
λ1,λ2,λ3
(τ) = e−λ1τψλ1−λ2,λ1−λ3 (τ) . (282)
A simple calculation yields
ψµ1,µ2 (τ) =

φµ1 (τ)−φµ2 (τ)
(µ1−µ2) , µ1 6= µ2,
τeµ1τ−φµ1 (τ)
µ1
, µ1 = µ2 6= 0,
τ2
2 , µ1 = µ2 = 0.
(283)
In general,
Θ
(M)
λ1,...,λM+1
(τ) = e−λ1τψλ1−λ2,...,λ1−λM+1 (τ) ≡ e−λ1τψµ1,...,ψM (τ) , (284)
ψµ1,...,ψM (τ) =
M∑
i=1
φµi (τ)∏
i′ 6=i
(µi − µi′)
, (285)
where the limiting behavior of the above expression is calculated via l’Hospital’s
rule.
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6.2.3 Comparison of different numerical solutions for the rectangle
problem
Analytical and numerical solutions are compared in Figure 8. This figure shows
that the ADI solution does converge to the Galerkin one and that this conver-
gence is good. Thus, for the rectangle problem the Galerkin and ADI methods
produce consistent results.
Fig 8 near here
7 Conclusions and recommendations
In this paper we considered the pricing problem for vanilla and exotic options
in the LSV (more specifically QLSV) framework. We described several known
numerical methods for solving the corresponding problem with a special em-
phasis on the choice of the proper boundary conditions. We observed that for
call options the CS method and its modifications have better convergence in
time than the simple Do method. However, for DNT options this advantage
disappears. In addition, we proposed a novel Galerkin-Ritz inspired method
and convincingly demonstrated that, when applicable, it is very efficient and
fast. This is due to the fact that the Galerkin method allows one to reduce the
amount of computations required for a typical ADI method by treating the x1-
direction in a more natural fashion. We also emphasized close links between the
Galerkin method and the method of expansion in powers of ρ. We showed that
for ρ = 0 the solutions produced via the Galerkin method are exact. Whenever
possible, we used analytical solutions for benchmarking purposes and showed
that numerical solutions converge to the analytical ones in the limit.
We wish to thank Leif Andersen, Nicolas Hutchings, Stewart Inglis, Marsha
Lipton, Artur Sepp, and David Shelton for useful discussions.
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A Brief comments on the Monte Carlo method
A version of the Monte Carlo method exploiting formula (164) was proposed by
Broadie and Kaya, [12]. While it is well-known that χτ (vT | vt) is the so-called
non-central chi-square distribution given by Eq. (172), the conditional proba-
bility χτ
(
ITt
∣∣ vt, vT ) is more difficult to compute. By using general formulas
of [39], Section 13.11, where the general transitional probability density for the
Heston process (xt, vt) was computed for the first time, and the augmentation
techniques of Section 13.2, one can easily show that the characteristic function
of the conditional distribution of ITt is given by
Q (l, τ , vt, vT ) =
P (R (l) , τ , vt, vT )
P (κ, τ , vt, vT )
, (286)
where
P (κ, τ , vt, vT ) = ψ (κ, τ) exp
(−ψ¯ (κ, τ) (vt + vT )) Iϑ (2ψ (κ, τ)√vtvT ) , (287)
ψ¯ (κ, τ) = ψ (κ, τ) cosh
(κτ
2
)
, (288)
R (l) =
√
κ2 − 2iε2l. (289)
Accordingly,
χτ
(
ITt
∣∣ vt, vT ) = 1
2pi
∫ ∞
−∞
Q (l, τ , vt, vT ) e
−ilITt dl. (290)
It is interesting to note that, in contrast to χτ (vT | vt), χτ
(
ITt
∣∣ vt, vT ) is sym-
metric with respect to the transposition vt ↔ vT . A similar formula is given
in by Broadie and Kaya, [12]; however, their derivation, which is based on the
reduction of the square-root process to the Bessel process, is rather indirect and
unnecessarily complex. Thus, in order to find χτ
(
ITt
∣∣ vt, vT ), we need to calcu-
late the inverse Fourier transform of the corresponding characteristic function.
Needless to say that this is a difficult (but not insurmountable) task, and should
be avoided if possible.
B Derivation of equations (199), (206), (210)
In order to compute νDH (k) we use the formulas∫ x
0
ecx
′
sin (dx′) dx′ = e
cx[c sin(dx)−d cos(dx)]+d
c2+d2 ,∫ x
0
sinh (cx′) sin (dx′) dx′ = c cosh(cx) sin(dx)−d sinh(cx) cos(dx)c2+d2 ,
(291)
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and get
νDH (k) =
∫∞
XDH0
uDH (x1) sin
(
k
(
x1 −XDH0
))
dx1
= 2
√
1−β
β
∫XDHK
XDH0
sinh
(
1
2β
(
x1 −XDH0
))
sin
(
k
(
x1 −XDH0
))
dx1
+K
∫∞
XDHK
e−
1
2βx1 sin
(
k
(
x1 −XDH0
))
dx1
= 2
√
1−β
β
∫ Y DHK0
0
sinh
(
1
2βx
)
sin (kx) dx+ K√
1−β
∫∞
Y DHK0
e−
1
2βx sin (kx) dx
=
√
1−β
βλDH(k)
(
e
1
2βY
DH
K0
(
1
2β sin
(
kY DHK0
)− k cos (kY DHK0 ))
−e− 12βY DHK0 (− 12β sin (kY DHK0 )− k cos (kY DHK0 )))
− K√
1−βλDH(k)e
− 12βY
DH
K0
(− 12β sin (kY DHK0 )− k cos (kY DHK0 ))
=
(
1
2
√
1− βe 12βY DHK0 + 12
(√
1− β + βK√
1−β
)
e−
1
2βY
DH
K0
)
sin(kY DHK0 )
λDH(k)
+
(
−
√
1−β
β e
1
2βY
DH
K0 +
(√
1−β
β +
K√
1−β
)
e−
1
2βY
DH
K0
)
k cos(kY DHK0 )
λDH(k)
=
√
σ(K) sin(kY DHK0 )
λDH(k)
,
(292)
where Y DHK0 = X
DH
K −XDH0 . Similarly,
νRk =
2
∆R
∫XR∞
XR0
uR (x1) sin
(
ζk
(
x1 −XR0
))
dx1
=
2
√
α
2
∆R
√
ωR
(√
pq
∫XRK
XR0
sinh
(√
ωR
(
x1 −XR0
))
sin
(
ζk
(
x1 −XR0
))
dx1
+K
∫XR∞
XRK
sinh
(√
ωR
(
XR∞ − x1
))
sin
(
ζk
(
x1 −XR0
))
dx1
)
=
2
√
α
2
∆R
√
ωR
(√
pq
∫ Y RK0
0
sinh
(√
ωRx
)
sin (ζkx) dx
+ (−1)k+1K ∫ Y R∞K
0
sinh
(√
ωRx
)
sin (ζkx) dx
)
=
2
√
α
2
∆R
√
ωRλRk
(√
pq
(√
ωR cosh
(√
ωRY RK0
)
sin
(
ζkY
R
K0
)
− sinh
(√
ωRY RK0
)
ζk cos
(
ζkY
R
K0
))
+ (−1)k+1K
(√
ωR cosh
(√
ωRY R∞K
)
sin
(
ζkY
R
∞K
)
− sinh
(√
ωRY R∞K
)
ζk cos
(
ζkY
R
∞K
)))
=
2
√
α
2
∆RλRk
(√
pq
(√
(K−q)p
(K−p)q +
√
(K−p)q
(K−q)p
)
+K
(√
(K−p)
(K−q) +
√
(K−q)
(K−p)
))
sin
(
ζkY
R
K0
)
+
2
√
α
2 ζk
∆R
√
ωRλRk
(
−√pq
(√
(K−q)p
(K−p)q −
√
(K−p)q
(K−q)p
)
+K
(√
(K−p)
(K−q) −
√
(K−q)
(K−p)
))
cos
(
ζkY
R
K0
)
=
2
√
α
2
∆RλRk
√
(K − p) (K − q) sin (ζkY RK0)
=
2
√
σ(K) sin(ζkY RK0)
∆RλRk
.
(293)
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where Y RK0 = X
R
K −XR0 , Y R∞K = XR∞−XRK . Finally, in order to compute νIk we
use the formula∫ x
0
sin (cx′) sin (dx′) dx′ =
c cos (cx) sin (dx)− d sin (cx) cos (dx)
(d2 − c2) , (294)
and get
νIk =
2
∆I
∫XI∞
XI0
uI (x1) sin
(
ζk
(
x1 −XI0
))
dx1
=
2
√
α
2
∆I
√
|ωI |
(√
m2 + n2
∫XIK
XI0
sin
(√|ωI | (x1 −XI0 )) sin (ζk (x1 −XI0 )) dx1
+K
∫XI∞
XIK
sin
(√|ωI | (XI∞ − x1)) sin (ζk (x1 −XI0 )) dx1)
=
2
√
α
2
∆I
√
|ωI |
(√
m2 + n2
∫ Y IK0
0
sin
(√|ωI |x) sin (ζkx) dx
+ (−1)k+1K ∫ Y I∞K
0
sin
(√|ωI |x) sin (ζkx) dx)
=
2
√
α
2
∆I
√
|ωI |λIk
(√
m2 + n2
(√|ωI | cos(√|ωI |Y IK0) sin (ζkY IK0)
−ζk sin
(√|ωI |Y IK0) cos (ζkY IK0))
+ (−1)k+1K
(√|ωI | cos(√|ωI |Y I∞K) sin (ζkY I∞K)
−ζk sin
(√|ωI |Y I∞K) cos (ζkY I∞K)))
=
2
√
α
2
∆IλIk
(√
m2 + n2 cos
(√|ωI |Y IK0)+K cos(√|ωI |Y I∞K)) sin (ζkY IK0)
− 2
√
α
2 ζk
∆I
√
|ωI |λIk
(√
m2 + n2 sin
(√|ωI |Y IK0)−K sin(√|ωI |Y I∞K)) cos (ζkY IK0)
=
2
√
α
2
√
(K−m)2+n2
∆IλIk
sin
(
ζkY
I
K0
)
=
2
√
σ(K)
∆IλIk
sin
(
ζkY
I
K0
)
,
(295)
where Y IK0 = X
I
K −XI0 , Y I∞K = XI∞ −XIK .
C Derivation of equation (250)
According to Eq. (250). we have
gk,τ (τ , r) = −υJ
′
k (υ)
τ
, gk,r (τ , r) =
rJ′k (υ)
2τ
, gk,rr (τ , r) =
υJ′′k (υ)
τ
+
J′k (υ)
2τ
,
(296)
so that
gk,τ (τ , r)− 12
(
gk,rr (τ , r) +
1
r gk,r (τ , r)− ζ
2
k
r2 gk (τ , r)
)
= − 1τ
(
υJ′′k (υ) + (2υ + 1) J
′
k (υ)− 14 ζ
2
k
υ Jk (υ)
)
.
(297)
Thus, we need to prove that
υJ′′k (υ) + (2υ + 1) J
′
k (υ)− 14
ζ2k
υ
Jk (υ) = 0. (298)
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Since
Jk (υ) =
√
υe−υ
(
I 1
2 (ζk−1) (υ) + I 12 (ζk+1) (υ)
)
=
√
υe−υKk (υ) , (299)
we can easily derive an equivalent equation for Kk (υ):
υ2K′′k (υ) + 2υK
′
k (υ)−
(
υ2 + υ + 14
(
ζ2k − 1
))
Kk (υ) = 0. (300)
By definition of the modified Bessel function we have
υ2I ′′1
2 (ζk±1)
(υ) + 2υI ′1
2 (ζk±1)
(υ)− (υ2 + υ + 14 (ζ2k − 1)) I 12 (ζk±1) (υ)
= υI ′1
2 (ζk±1)
(υ)− (υ − 12 (1± ζk)) I 12 (ζk±1) (υ) . (301)
Summation of these expressions yields
υ2K′′k (υ) + 2υK
′
k (υ)−
(
υ2 + υ + 14
(
ζ2k − 1
))
Kk (υ)
= υK′k (υ)−
(
υ − 12
)
Kk (υ) +
1
2ζk
(
I 1
2 (ζk+1)
(υ)− I 1
2 (ζk−1) (υ)
)
= υI 1
2 (ζk+3)
(υ) + (ζk + 1) I 12 (ζk+1) (υ)− υI 12 (ζk−1) (υ)
= 0,
(302)
as claimed. Here we use the fact that
Iν−1 (υ)− Iν+1 (υ) = 2ν
υ
Iν (υ) . (303)
By using asymptotic expressions for the modified Bessel functions, it is easy to
check that J (υ) satisfies the corresponding boundary and initial conditions.
We notice in passing that Equation (250) is similar to the familiar expression
for the survival probability of the standard Brownian motion on the positive
semi-axis with absorbing boundary, which can be written as follows:
g (τ , x1) = Φ (υ)− Φ (−υ) , (304)
where υ = x1/
√
τ .
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Figure 1: AUDJPY implied volatility surface σimp (τ ,K). The quotes are for
the 22nd of August, 2012.
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Figure 2: Convergence of the finite difference schemes for the ATM European
call pricing problem with τ = 1Y . The default settings are as follows: N = 1024,
I1 = 201, I2 = 101, −5 ≤ x1 ≤ 5, 0 ≤ x2 ≤ 10. In Figure (a) we vary I1 from
51 to 601, while keeping all other parameters fixed; we assume that the value
corresponding to I1 = 601 is ”exact”. Similarly, in Figure (b) we vary I2 from
21 to 401. Finally, in Figure (c) we vary N from 32 to 1024. In the x1-direction
we use a uniform grid; in the x2-direction we use a grid which is uniform with
respect to
√
x2.
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Figure 3: The profiles UH (τ , x1, x2) for the call option obtained via the CS
method and the Lewis-Lipton formula for −5 ≤ x1 ≤ 5, x2 = 2.628. In Figure
(a) the intrinsic payoff of the form exp
(− 12 |x1|) as well as the corresponding
profiles are shown; for all practical purposes these profiles overlap. In Figure
(b) the difference between the numerical and semi-analytical solutions is shown.
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Figure 4: Convergence of the finite difference schemes for the DNT problem
with τ = 1Y , XL = 0, XU = 1. Base settings are the same as in Figure 2, in
addition, M = 30. In Figures (a), (b), (c) we show results for I1 ∈ [51, 601],
I2 ∈ [21, 401], and N ∈ [32, 1024], respectively. In Figure (d) we show results
for M ∈ [10, 100].
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Figure 5: The profiles UH (τ , x1, x2) for the DNT option obtained via the
Galerkin and finite difference methods with 0 ≤ x1 ≤ 1, x2 = 2.628. In Figure
(a) the corresponding profiles are shown; it is clear that they practically overlap.
In addition, for the sake of comparison, results of the MC simulation are shown
as well. In Figure (b) the differences between the ADI profiles and the Galerkin
profile are shown. The default parameters are used throughout.
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Figure 6: The profiles UH (τ , x1, x2) for the DNT option obtained via the
Galerkin and asymptotic expansion methods for 0 ≤ x1 ≤ 1, x2 = 2.628. In
Figure (a) the corresponding profiles are shown; while not overlapping, they are
reasonably close. In Figure (b) the differences between the asymptotic profiles
and the Galerkin profile are shown. The default parameters are used through-
out.
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Figure 7: Comparison of the analytical and ADI solutions for the quadrant
problem with τ = 1, ρ = −0.90. The computational domain is given by 0 ≤
x1 ≤ 5, 0 ≤ x2 ≤ 4. The following parameters are used: I1 = 201, I2 = 101,
N = 1000, M = 10. In Figure (a) we show the survival probabilities obtained
both analytically and numerically, which clearly agree with each other. In Figure
(b) we show the difference between the two solutions as a function of x1 for
x2 = 1.0.
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Figure 8: Comparison of the Galerkin and ADI solutions for the rectangle prob-
lem with τ = 1, ρ = −0.900. The rectangle is defined as follows 0 ≤ x1 ≤ 5,
0 ≤ x2 ≤ 4. We use the same parameters as in Figure 7.
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