Is univariate or multivariate modelling more e¤ective when forecasting the market risk of stock portfolios? We examine this question in the context of forecasting the one-week-ahead Expected Shortfall of a portfolio invested in the Fama-French and momentum factors. Applying extensive tests and comparisons, we …nd that in most cases there are no statistically signi…cant di¤erences between the forecasting accuracy of the two approaches. This result suggests that univariate models, which are more parsimonious and simpler to implement than multivariate models, can be used to forecast the downsize risk of equity portfolios without losses in precision.
Introduction
In …nance, there is a vast literature looking at the set of factors that are capable of explaining the cross-section of expected stock returns. An important result of this literature is Fama and French (1993 and 1998) . They …nd that a linear set of three factors, commonly referred to as market, size and value, has the potential to explain most of the cross-sectional variation in stock returns. In addition to these three factors, Jegadeesh and Titman (1993) and Carhart (1997) have established the relevance of a momentum factor to explain the cross-section of stock returns.
Because these factors represent the exposure of the investors to priced risks, their use by academics and practitioners is widespread as they capture the principal risks of an investment in stocks.
For example, in portfolio management, these factors can simplify the allocation process involving a large number of stocks. By estimating the stocks'sensitivity to each factor, it is possible to express the covariance matrix of the portfolio as a function of the factors and to assess its risk and expected return.
Given the importance and widespread use of these factors, a clear understanding of their properties is an important issue, especially for risk measurement and management. Recently, in Christoffersen and Langlois (2012), an empirical investigation found that the factors contain key non-linear dependencies requiring multivariate models to capture their joint dynamics. In such a context, characterizing the risk of the portfolios exposed to these factors requires a multivariate approach.
However, when forecasting commonly used risk quantities of portfolios such as Value-at-Risk (VaR) or Expected Shortfall (ES), in many cases, univariate methods can be used to simplify the computations.
In this paper, as a …rst contribution, we examine if a multivariate approach is better than a more straightforward univariate approach when forecasting the joint risk of these stock market factors. More precisely, we consider the weekly returns of an equally weighted portfolio invested in the Fama and French (1993) and Carhart (1997) momentum, or FFC, factors, and examine if forecasting the portfolio risk of these factors using a naive univariate dynamic model provides forecasts that are equivalent to those of a more sophisticated multivariate dynamic model. Given the easier implementation and much smaller computing e¤orts required for univariate models, many researchers recommend this direct approach to risk measurement (Berkowitz and O'Brien (2002) and Christo¤ersen (2009) ). However, a case can also be made for multivariate models which use more information by characterizing the dependencies between portfolio stock returns. Everything else held constant, this additional information should improve risk forecasts compared with a univariate model. The main di¢ culties with the multivariate approach are that, as the dimension of the portfolio increases, there are more possibilities for estimation errors, and restrictions must be imposed to keep the model tractable.
As a second contribution, we examine the above issue with a focus on the ES risk measure, also called Conditional Value-at-Risk (CVaR). With the recent shift from VaR to ES sanctioned by the Basel Committee on Banking Supervision (BCBS) there is a growing literature on backtesting ES as this risk measure is becoming a serious alternative to VaR. The change is motivated by the fact that VaR does not capture adequately the conditional expected losses and lacks subadditivity, whereas ES avoids these limitations. Adding ES as a forecasting objective presents an interesting challenge in that, contrary to VaR, there is no loss function for which ES is the minimizer. This property of a risk measure is known as elicitability and gives a natural criterion for relative comparison of univariate and multivariate models. However, as shown in Fissler et al. (2016) , the pair VaR/ES is jointly elicitable with respect to a class of loss functions. We use this result and the loss function proposed in Acerbi and Szekely (2014) and (2017) to compare our models based on their ability to forecast VaR and ES jointly.
Our main …nding is that, in most cases, there are no signi…cant di¤erences between the risk forecasting accuracy of univariate and multivariate models for both VaR and the VaR/ES pair.
When there is a di¤erence, it is in favor of the univariate models.
The univariate vs multivariate issue tackled in this paper has been studied many times in the context of forecasting portfolio VaR (Nieto and Ruiz (2016) ). Given that VaR is typically proportional to the standard deviation of the portfolio return, the literature has focused on comparing univariate and multivariate GARCH models. Brooks and Persand (2003) compare twelve univariate volatility models and the diagonal VEC model of Bollerslev et al. (1988) for forecasting the VaR of a portfolio comprised of UK assets at 1, 5, 10 and 20-day horizons. They …nd no clear improvements from using a multivariate approach compared with a univariate approach and suggest that, unless covariances are required, multivariate GARCH models are not worthwhile. Similarly, McAleer and Da Veiga (2008) compare twelve univariate and sixteen multivariate GARCH models to forecast the one-day-ahead volatility and VaR of an international equity portfolio. Although the multivariate models o¤er better volatility forecasts, there is no clear preference between the two approaches for VaR forecasting. One aspect that makes these results hard to interpret is the fact that backtesting procedures are only meant to evaluate a model in isolation, not against another model. To address this limitation, Santos et al. (2013) rely instead on the asymmetric tick loss function, as in Giacomini and Komunjer (2005) , to compare the out-of-sample next day VaRs of di¤erent pairs of univariate vs multivariate GARCH models. Using large and diversi…ed US stock portfolios, they …nd that multivariate models with dynamic conditional correlations and Student t distributed errors outperform univariate models. Further, multivariate models with constant correlations usually underperform relative to univariate models. Diks and Fang (2016) also compare the performance of multivariate and univariate approaches to forecast VAR. Focusing on skew elliptical distributions with an application using daily returns, they …nd that better multivariate forecasts do not necessarily correspond to better aggregate portfolio return forecasts. Finally, in a recent article, Kole et al. (2017) examine the impact of di¤erent levels of temporal and portfolio aggregation on forecasting the 10-day VaR for a diversi…ed portfolio of eight indexes, related to stocks, bonds and alternative investments. Also relying on the asymmetric tick loss function, they …nd that lower levels of aggregation, i.e. multivariate models for index returns or asset class returns, provide better risk forecasts relative to complete portfolio aggregation, but the di¤erences are not large and often not signi…cant. As this short survey demonstrates, the literature to date o¤ers mixed evidence, and, to the best of our knowledge, has not yet examined the ES risk measure. Our contribution to this literature, besides a close examination of a signi…cant data set for …nancial managers, is thus to examine in more detail the multivariate vs univariate issue in terms of the ES risk measure.
Furthermore, unlike recent papers that have examined the issue with symmetric distributions, we rely on the asymmetric skewed t distribution in our univariate and multivariate models in order to better capture the skewness of return distributions.
Our VaR results are in direct contrast with those of Santos et al. (2013) , but partly corroborate the results of Kole et al. (2017) and Diks and Fang (2016) , which are the three papers most closely related to our study. Given the empirical nature of the question, this discrepancy is not incoherent.
One possible explanation for the divergence with Santos et al. (2013) is the fact that they do not use univariate distributions allowing for skewness, an important feature to include, especially for measuring tail risk. Another disparity with Santos et al. (2013) is the fact that we use weekly returns whereas they use daily returns. Lower data frequency can hurt multivariate models by preventing them from adequately capturing the assets' cross-sectional and serial dependencies. Indeed, the main conclusion of Kole et al. (2017) is that aggregation of daily returns into weekly or biweekly returns leads to the loss of details in return dynamics.
The paper is organized as follows. Section 2 presents the framework and assumptions underlying the models used to forecast VaR and ES. Sections 3 and 4 are devoted to multivariate and univariate models respectively. In Section 5 we present the data and the parameter estimates of our models. Section 6 explains the procedure employed to generate out-of-sample risk forecasts. Section 7 is dedicated to VaR and ES backtests. In Section 8 we present the loss functions used to assess the relative performance of our models. Section 9 is devoted to our tests for comparative predictive accuracy and Section 10 discusses the model con…dence set (MCS) approach. Section 11 concludes the paper.
Framework
Let r t = [r 1t ; : : : ; r N t ] 0 denote the random vector of the N factor log returns at time t. Let r h;t = [r h;1t ; : : : ; r h;N t ] 0 denote the vector of holding period returns obtained from r t with r h;it = exp(r it ) 1 for i = 1; :::; N:
The random portfolio log return is r w;t = ln w 0 t 1 r h;t + 1 , where w t 1 is the vector of portfolio weights at time t 1.
We assume that the time series fr t g T t=1 and fr w;t g T t=1 are stationary. Let F t and F t denote, respectively, the distribution function of r t and r w;t , conditional on the information set available at time t 1. Also, let F jt correspond to the jth marginal distribution function of F t for j = 1; : : : ; N .
In this paper we assume that all distribution functions are continuous, have densities and are strictly increasing. In particular, this implies that the inverse distribution function (quantile function)
Given a signi…cance level p = 1% or 5% at time t 1, we are interested in forecasting the next period conditional VaR and ES de…ned by
and
In order to estimate these risk measures, we need a statistical model for F t . In the univariate approach, this is done by directly making assumptions on F t . In the multivariate approach, we take an indirect path by modeling the joint conditional distribution of the vector of factor returns F t . Since r w;t is a function of the factor returns in r t and the weights in w t 1 are part of the information set at time t 1, F t is a function of F t . In this paper, we rely on simulation methods to derive F t from F t and then compute the estimated VaR and ES. Details on the procedure are given in Section 6.
Multivariate models
The multivariate models in this section are taken from Christo¤ersen and Langlois (2013), who study the joint dynamics of the FFC factors. Analysis of the data reveals that each factor's marginal distribution is highly nonnormal and that the dependencies between each pair of factors are nonlinear. This suggests multivariate nonnormality for the joint distribution of the four factors.
Therefore, instead of relying on the multivariate normal distribution we use copulas to …t the joint conditional distribution of the factor returns. Copulas are ‡exible because they enable modeling of the marginal distributions separately via Sklar's (1959) theorem. This theorem allows the decomposition of the next period joint conditional distribution of the N factor returns into their conditional marginal distributions and a conditional copula linking these marginals:
Given our assumptions in Section 2, the copula C t is uniquely determined. Each of the marginals F jt contains all the univariate information on the jth factor, while the copula C t contains all the dependence information between the factors. This decomposition shows that a model for F t can be built in two steps. First, choose a model for each of the marginals F jt for j = 1; : : : ; N and second, choose a copula C t to link them. We now address these two steps in turn.
Each of the four factors next period conditional marginal distribution is …tted with the following model:
where j and jt are respectively the mean and conditional standard deviation of the return on factor j and z jt is an error term. The error term z jt is an independent and identically distributed random variable following the unconditional standardized distribution F j (0; 1). This model allows for constant …rst moments with dynamic second moments as well as nonnormal distributions. For each factor, the conditional variance is …tted using the NGARCH(1,1) model of Engle and Ng (1993):
where ! j > 0, j ; j 0 and j (1 + 2 j ) + j < 1 for j = 1; : : : ; N . A positive leverage parameter ( j > 0) implies that negative shocks (z jt 1 < 0) have a larger impact on the next period variance than do positive shocks of the same magnitude. Christo¤ersen and Langlois used an AR(3) speci…cation for the mean in order to capture signi…cant autocorellations in some of the factors. We use a constant mean instead since we found that this simpler speci…cation yields better forecasting results for both univariate and multivariate models.
The standardized distribution of each factor F j (0; 1) is …tted using Hansen's (1994) skewed t distribution. This standardized distribution has two parameters, j and j , which determine the skewness and kurtosis, and its density is given in Appendix A. Marginal skewness is an important improvement from the symmetric Student distribution when measuring tail risk.
To link the marginals we consider the skewed t copula of Demarta and McNeil (2005) , which is derived from the standardized multivariate skewed t distribution. This choice is motivated by the asymmetric dependence between the factors reported in Christo¤ersen and Langlois (2013). The
, is characterized by a N 1 vector of asymmetry parameters , a scalar degree of freedom parameter c , and a copula correlation matrix t . Its density is given in Appendix B.
We allow the copula correlation matrix t to evolve through time. More speci…cally, we assume that the correlation matrix of the copula quantiles (which are de…ned in the appendix), denoted _ t , follows the cDCC model of Aielli (2013):
where Q (without a time index) indicates the unconditional correlation matrix of the random shocks
, while c and c are non-negative scalars with c + c < 1. Also,
) and t is a N 1 vector containing the standardized copula quantiles. Here, dg( ) is an operator taking in input a square matrix and that returns a vector containing the diagonal elements of the square matrix, while diag( ) is an operator which takes a vector as input and returns a square diagonal matrix as output. As benchmarks to the dynamic skewed t copula, we consider the dynamic normal copula and the dynamic student copula, i.e. both with a dynamic correlation matrix. We also implement the three copula models with a constant correlation matrix and refer to these models as static copula models.
Note that in all six copula models the dynamics for the marginals stay the same. Finally, we add for reference the multivariate normal distribution with a constant and a dynamic correlation matrix, in which case each marginal follows a univariate normal distribution. That is, F j (0; 1) corresponds to the univariate standard normal distribution for all j. This makes a total of eight multivariate models.
Univariate models
For the univariate models, we adopt the same speci…cation as the one used for the marginals of the multivariate models. We thus assume that the portfolio return dynamics is : r w;t = + t z t with z t i:i:d: F (0; 1)
with the same parameter restrictions as before, and F (0; 1) corresponding to Hansen's (1994) univariate skewed t distribution with parameters and . As a reference we also consider the univariate standard normal distribution for F (0; 1). This leads to a total of two univariate models.
Data set and parameter estimates
We study the four weekly equity factors from July 5, 1963 to December 31, 2010. This corresponds to T = 2479 observations. The data set comes from Kenneth French's data library, where the details on how the FFC factors are constructed can be found. We use the original data set of Christo¤ersen and Langlois's (2013) study, which is di¤erent from the current one in Kenneth French's data library because of retroactive adjustments. For the rest of the paper, unless otherwise indicated, the term return will mean weekly log return. Because we are working with weekly log returns, our risk forecasts are the next week log return VaR and ES.
The descriptive statistics for the factor log returns are presented in Table 1 . We see that the Market, Size and Momentum factors have a longer left tail, as illustrated by the negative skewness.
Also, all factors display thicker tails than the normal distribution, as the kurtosis values much higher than three indicate. The nonnormality of each factor's marginal distribution is con…rmed by the very large Jarque-Bera statistics in the last row, rejecting the null hypothesis of a normal distribution in all cases.
With this data set we estimate all our models by the method of Maximum Likelihood (ML).
Starting with the univariate models, let denote the vector containing the parameters. Given the sample of observations for the factor returns r 1 ; : : : ; r T , we construct a pseudo-sample of observations for the equally weighted portfolio return. More speci…cally, we set each element in w t 1 equal to 1/4 for all t; and we compute the implied pseudo-sample of portfolio returns r w;t = ln w 0 t 1 r h;t + 1 for t = 1; : : : ; T . We then estimate by maximizing the conditional log-likelihood ln L( ) = P T t=1 ln f t (r w;t ) where f t is the conditional density function of r w;t . The ML estimates for the two univariate models are presented in Table 2 , where the second column corresponds to the univariate normal distribution and the third column corresponds to the univariate skewed t distribution.
For the copula models we use a two-step estimation procedure. Di¤erentiating both sides of equation (1) we get the conditional likelihood of r t :
where c t is the conditional copula density. Taking the log and summing over t we obtain the conditional log-likelihood function for our sample ln f t (r 1 ; : : : ;
Assuming that the parameters of the marginals and the copula are all di¤erent, the last expression implies that we can maximize the log-likelihood in two steps. First, we estimate the parameters for each of the marginals F jt by maximizing ln L j ( j ) = P T t=1 ln f jt (r jt ) for j = 1; : : : ; N . Second, using the estimated marginalsF 1t ; : : : ;F N t we construct a pseudo-sample of observations for the copula 1 :û t = (F 1t (r 1t ); : : : ;F N t (r N t ))
for t = 1; : : : ; T and estimate its parameters by maximizing
The parameter estimates for each of the marginals, obtained from the …rst step, are presented in the second part of Table 3 . The …rst part shows the parameters estimates of the marginals under 1 More speci…cally, because Fjt(rjt) = Fj(zjt), we use the residualsẑjt from the …rst step to obtain the empirical CDF estimateFj(x) = 1 T +1 P T t=1 1 fẑ jt xg and letûjt =Fj(ẑjt).
the normal distribution, obtained when estimating the static and dynamic multivariate normal distribution models. The parameters estimates for the copulas, obtained from the second step, are given in Table 4 . Although the speci…cation of the means of the marginals is di¤erent from the one used in Christo¤ersen and Langlois (2013), we obtain similar parameter estimates. To verify the validity of our implementation, we have estimated all models using an AR(3) for the means, and our estimated parameters neatly replicate their estimates up to the third digit.
VaR and ES forecasts
The goal of the paper is to compare the out-of-sample risk forecasting accuracy of the univariate and multivariate approach. To do this we need to generate out-of-sample forecasts for the one-weekahead VaR and ES with each of our ten models. We begin by estimating the parameters of each model using the …rst 20 years of weekly returns. This corresponds to the …rst 1,043 observations from 1963 to 1983. We re-estimate each model once a year, on July 1, using all the data available before that date, i.e. we are using an expanding estimation window. Although the parameters of the models are updated once a year, the conditional mean and variance of the equally weighted portfolio and of the FFC factors, as well as the conditional correlations between the FFC factors, are updated weekly.
In the case of multivariate models, once the one-week-ahead multivariate conditional distribution of the vector of factor returns F t is constructed at time t 1, we simulate k = 200; 000 vectors of returnsr t from this distribution. The vectors of log returns are then converted into holding period returns, denoted asr h;t . The simulated portfolio returns for the next period are then obtained by applying the current vector of equal portfolio weights w t 1 tor t :
The 
where 1 f g is an indicator function equal to 1 if the argument is true and 0 otherwise.
In the case of univariate models, we rely on analytical formulas to compute the VaR and ES for both the normal and skewed t cases. The formulas for these computations are available in, for example, Christo¤ersen (2012).
We consider two levels of signi…cance : p = 1% and p = 5% for VaR and ES. Repeating the previous steps each period, we obtain, for each of the ten models, a time series of 1; 436
out-of-sample forecasts for the one-week-ahead VaR and ES at both levels of signi…cance. This out-of-sample period range from the …rst week of July 1983 to the end of December 2010; we lose the …rst 1,043 observations from the …rst estimation. For the rest of the paper, t = 1; : : : ; T = 1436
will denote the out-of-sample period.
Backtest

VaR backtest
We begin model comparisons by looking at the number of VaR violations at the 1% and 5% level. A VaR violation occurs when the portfolio return drops below the estimated VaR, i.e. r w;t < [ V aR p t .
indicates whether a VaR violation occurred at time t and T 1 = P T t=1 I t be the total number of violations in the out-of-sample period, which is assumed positive. The number T 1 is shown for each model in Table 5 . Given our 1,436 observations, a correctly speci…ed VaR model should produce around 14 and 72 violations at the 1% and 5% level respectively. Under the Basel rule, based on this sample size, the "green zone" for a 1% VaR model is for 28 violations or less, while the "yellow zone" is between 29 and 57 violations 2 . At the 1% level, the univariate normal model is particularly noticeable, producing more than 2:5 times the correct number of violations.
The univariate skewed t shows 19 violations, and would fall in the "green zone" 3 . All three dynamic copula model would also fall into the green zone. At the 5% level, we see that obtaining the required frequency of violations is much more common. All the dynamic multivariate models are close to 72 violations while the static multivariate models have lower number of violations. Both univariate models are less conservative and show more violations than the required number.
We can test whether the observed fraction of violations is statistically di¤erent from p = 1%
or 5% using the unconditional coverage test introduced in Kupiec (1995) . Details for the test are given in Appendix C.1 and the p-values appear under the UC columns of We can summarize this section by saying that, at the 1% level, the univariate skewed t model and dynamic student t and skewed t copulas pass the unconditional coverage test. Only the univariate skewed t displays both adequate coverage and independent violations for the 1% VaR. The Normal distribution, univariate or multivariate, clearly does not capture the 1% tail risk. In the case of the 5% VaR all models display adequate coverage, but the multivariate models show fewer violations.
Independence of violations is also much easier to obtain for static multivariate models.
ES backtest
Contrary to VaR, there is no loss function for which ES is the unique minimizer. This important result is shown in Gneiting (2011) and often goes under the name "lack of elicitability". This …nding sparked a debate over whether it is even possible to backtest ES. Fortunately, the recent literature has clearly answered the question by proposing many ES backtests that do not rely on the elicitability property, although the procedures are not as straightforward as for VaR. Among the growing literature in this area, we choose to implement the …rst two tests proposed by Acerbi and Szekely (2014) and a third test proposed in Acerbi and Szekely (2017). These tests do not make any assumptions about the distribution of returns (nonparametric) and are simple to execute.
For the tests we assume that, each period (week), the portfolio return r t is distributed according to a real but unknown distribution F t and forecasted using a predictive conditional distribution P t . represent the estimated risk measures, i.e. when r w;t P t . Portfolio returns are assumed to be independent but not identically distributed. The null hypothesis for both tests is
where
is the left tail of the distribution below the p quantile.
In the …rst test we assume that a preliminary VaR test has been done and consider the alternative hypothesis The test statistic is
Again, it can be shown that the expected value of Z 2 is zero under H 0 and negative under H 1 .
The third test is from Acerbi and Szekely (2017) and also evaluates both the frequency and magnitude of VaR violations. The null hypothesis (5) is tested against the same alternative as the second test. The test statistic is
and the expected value of Z es is zero under H 0 and negative under H 1 .
The distributions of Z 1 , Z 2 and Z es under the null hypothesis are unknown but can be approximated using simulations. For each of our models, the p-values of the three tests are obtained using the following steps:
1. Simulate M random portfolio returns fr i w;t g M i=1 for each t = 1; : : : ; T .
2. Compute Z i 1 , Z i 2 and Z es using fr i w;t g T t=1 for each i = 1 : : : M .
Estimate pval
We use M = 50; 000 and simulate the M portfolio returns each week with the predictive conditional distribution P t used for VaR and ES forecasts.
The p-values of the three tests are shown in the columns Z 1 , Z 2 and Z es of for the 1% ES at the 10% level. In the case of the 5% ES we observe that all copula models pass the test. For the Z es test, we again observe that the univariate skewed t passes the test, while all models fail, except for the dynamic skewed t copula which shows a good result for the 5% ES case.
Overall, we see similar patterns between the VaR and ES tests, with a very good performance of the univariate skewed t model, which passes the three ES tests, while the multivariate models
show mixed results, with the dynamic skewed t copula showing the best results for the 1% case.
Loss functions
As mentioned in the introduction, backtesting procedures are not necessarily the right tools to compare models. These tests provide a binary outcome, i.e. reject or do not reject a model, whereas
we would like to rank models from worst to best. In other words, backtests are useful for absolute evaluation, not relative evaluation. One could still argue that models that fail the backtest in the …rst stage are clearly worse than those that passed it, and should therefore be discarded before moving to the second stage. In this paper, however, we choose to keep all models irrespectively of We are interested in comparing the out-of-sample VaR and ES forecasting accuracy of our models. The standard approach to this end is to use loss functions, which compare our risk forecasts,
here VaR and ES, to the realized portfolio return at each period. The idea is that a model with a given average loss will be preferred to a model with a higher average loss over the out-of-sample period. Therefore, in selecting a loss function we should make sure that our forecasting object minimizes its expected value. The existence of such a loss function for a given statistic, referred to as the elicitability property, is not automatic. Indeed, VaR is elicitable but ES is not. The V aR p t loss function, also known as the "check" or "tick" loss function in quantile regressions, is de…ned by
where v t is a non-random real variable. This is an asymmetric function because the penalty given when 1 frw;t+vt<0g = 1 is usually much higher than in the case where 1 frt+vt<0g = 0. Nonetheless, this function penalizes risk overestimation because, conditional on 1 frw;t+vt<0g = 1, a higher value for v t leads to a higher penalty. The function L V is the "right" loss function for VaR in the sense that V aR
Thus, computing RLF (v t ; r w;t ) = 1 + (r w;t + v t ) 2 1 frw;t+vt<0g :
However, because VaR does not minimize the expected value of RLF with respect to v t , it is unclear why a model with a lower average loss RLF = 1 T P T t=1 RLF (v t ; r w;t ) than another model should be deemed superior.
The VaR out-of-sample average loss L V for each model, in basis points, is shown in the …rst two columns of Table 6 . We see that the univariate Skewed t distribution displays the lowest average loss for both the 1% and 5% VaR. The univariate normal distribution is also clearly not as inaccurate as the backtest might have suggested, given that its average loss is lower than all non-dynamic multivariate models for both the 1% and 5% VaR, surpassed by the dynamic and non-dynamic Skewed t Copula models, and last for the 5%
VaR. Therefore, in our application, taking risk overestimation into account is a determining factor in selecting VaR models. Nonetheless, we believe that L V is the best criterion for VaR model comparison because it is a natural loss function in the sense of equation (6) which makes the inequality V aR t > ES t true for all t = 1; : : : ; T and all models at both the 1% and 5% levels.
The out-of-sample average joint loss L V;E for each model, in basis points, is shown in the last two columns of Table 6 . The results are identical to those in the …rst two columns. The univariate Skewed t distribution is again the most accurate model at the 1% and 5% levels. This con…rmed preference for the univariate Skewed t distribution is coherent because ES is a function of VaR, which implies that more accurate VaR forecasts should also lead to more accurate ES forecasts.
The univariate Normal distribution still displays a lower average joint loss than all non-dynamic multivariate models for both the 1% and 5% levels.
We summarize this section by saying that loss functions can give a very di¤erent picture of the relative performance of our models compared with the backtests. Indeed, models with the frequency of violations close to p in the …rst stage do not emerge as the most accurate models in the second stage. Models that produce higher VaR and ES estimates, although closer to an adequate frequency of violation, can be penalized for risk overestimation in periods where no violations occur.
Given that most of the out-of-sample periods are without violations, it appears that the cost of overestimating VaR and ES can be quite high. For example, the multivariate Skewed t copula which produce a low frequency of violation in the 5% case, produces higher average losses when compared to the univariate skewed t.
Testing for comparative predictive accuracy
Although there are di¤erences between models'average losses, these di¤erences may not be statistically signi…cant. We can test for pairwise di¤erences in predictive accuracy using the approach introduced by Diebold and Mariano (1995) .
Let L stands for either L V or L V;E and let
represent the loss di¤erential between model i and model j at time t. The null hypothesis of equal predictive ability between two models can be formulated as
Assuming that the loss di¤erential d ijt is stationary, the null hypothesis can be tested via a simple z-test with the test statistic
where The p-values for the bilateral test are displayed for each pair of models in Tables 7 to 10. Tables   7 and 8 compare each pair of models using the VaR loss function whereas Tables 9 and 10 all static multivariate models. The second row indicates that in all cases the univariate Skewed t distribution outperforms all static multivariate models, but the average loss di¤erential with dynamic multivariate models is not signi…cant. We also see that dynamic multivariate models usually outperform static multivariate models.
The previous test can also be done in a conditional framework. In this case, instead of testing only which model risk forecasts are more accurate on average, we also test for predictability of the loss di¤erential. With this perspective the null hypothesis becomes
A statistic for testing this null hypothesis was developed by Giacomini and White (2006) .
Implementing their test with h t 1 = (1; d ijt 1 ) 0 as the test function, the results obtained are identical to those of the DM test and we therefore omit them. Let M 0 denote our initial set of ten models and let M M 0 be a nonempty subset of these models. The EPA null hypothesis is
The Model Con…dence Set
Note that this null hypothesis is identical to the DM null hypothesis, except that we consider all pairs of models in M instead of a single pair. As Hansen et al. (2011) discuss, a natural range statistic for testing H 0 is
The EPA test statistic is thus the absolute value of the DM statistic farthest away from zero among the pairs of models. Because the asymptotic distribution of T R is unknown, Hansen et al. (2011) propose to estimate it via a circular block bootstrap scheme. This allows the computation of a bootstrap p-value for the EPA test.
The MCS procedure begins by setting M = M 0 . We then perform the EPA test on the models in M. If we reject the null hypothesis at the chosen level of con…dence, we identify the worst model i , de…ned as the model with the highest loss relative to another model. In other words,
This model is then eliminated from M. We repeat this process until we fail to reject the EPA hypothesis, in which case we set MCS = M.
We implement the MCS approach at a 95% con…dence level 4 . We use 10 000 bootstrap resamples with a circular bootstrap scheme and a block of one. The inputs for the procedure are the losses L it of each model; the statistics DM ij are computed using a bootstrap estimate of d ij instead of the HAC estimate in the previous section. The results are presented in These results agree with those of the last section. At the 5% level the MCS cannot identify a set of superior models among the univariate and dynamic multivariate models but eliminates all multivariate models without dynamic correlations. There is thus a signi…cant improvement from including dynamic correlations in the multivariate models. For the 1% VaR, the MCS also eliminates the univariate normal model, but the univariate skewed t model remains in the set of superior models so there is still no clear preference between the two approaches. For the 1%
VaR/ES, average loss di¤erentials between the models are too small to distinguish superior models.
Conclusion
Using the Fama-French (1993) and Carhart (1997) stock market factors, we examine if a multivariate modelling approach is more e¤ective than a simple univariate approach to forecast market risk. Our contribution to this literature comparing univariate and multivariate approaches, besides a close examination of a signi…cant data set for …nancial managers, is to examine in more detail the issue in terms of the expected shortfall risk measure. Furthermore, unlike recent papers in this literature, we rely on the asymmetric skewed t distribution in our univariate and multivariate models in order to better capture the skewness of return distributions. In total, two univariate models are compared with eight multivariate models involving asymmetric distributions and asymmetric copulas with We …nd no signi…cant di¤erences between the risk forecasting accuracy of univariate models and multivariate models with dynamic correlations. However, we …nd signi…cant di¤erences in the risk forecasting accuracy of univariate models and multivariate models without dynamic correlations.
These di¤erences all support the univariate models. We also …nd that dynamic correlations produce a signi…cant gain in the accuracy of multivariate models. 
where 1 < < 1 and 2 < < 1. The constants a; b and c are given by a = 4 c 2 1 ;
The univariate skewed t distribution has a mean of zero and a unit variance.
B Demarta and McNeil' s (2005) skewed t copula B.1 Multivariate skewed t distribution density
Demarta and McNeil's (2005) skewed t copula is based on a version of the multivariate skewed t distribution. We say that the N 1 random vector x follows a multivariate skewed t distribution, denoted x F st c; ; ; , if it has the following density function:
where K ( ) is the modi…ed Bessel function of the third kind and c is a constant given by c = 2
Also, c is scalar degree of freedom parameter, is a N 1 vector of location parameters, is a N N symmetric positive de…nite dispersion matrix and is a N 1 vector of asymmetry parameters. The …rst two moments of x are given by
The multivariate skewed t distribution has the following stochastic representation
where w is an inverse gamma random variable, w IG( c =2; c =2), y a N 1 vector of normal variables, y N (0; ), and y and w are independent.
B.2 Skewed t copula density
The skewed t copula is derived using the standardized multivariate skewed t distribution F := 
Let f := f st c;0; ; be the density of F with jth marginal f j . The copula density is obtained by di¤erentiating both sides of equation (10):
where j := F 1 j (u j ) is de…ned as the jth copula quantile for j = 1; : : : ; N . The density in equation (11) is used to obtain the skewed t copula parameter estimates in the second step of the estimation, i.e. when maximizing the log-likelihood in equation (2).
B.3 Copula quantiles
One di¢ culty in the second step of the skewed t copula ML estimation is obtaining the copula quan-
are not known in closed form. Christo¤ersen and Langlois (2013) address this problem by using empirical quantiles from a large number simulations with representation (9). Yoshiba (2018) simulation results suggest that using a monotone interpolator is faster and more accurate than using empirical quantiles so we instead choose this approach to compute the copula quantiles. We apply following procedure with m = 150 interpolating points:
1. Let u min = min j=1;:::;T u jt and u max = max j=1;:::;T u jt .
2. Compute min = F 1 j (u min ) and max = F 1 j (u max ) using an accurate quantile function. This is done by …nding the quantile such that numerical integration of the univariate density f j until that point equals u min or u max respectively. We use the bisection method for this. 
B.4 Aielli' s (2013) cDCC
In the dynamic skewed t copula model we allow the copula correlation matrix to evolve through time. Let t be the copula correlation matrix at time t and let _ t be the copula quantiles correlation matrix at time t. Also, let
be respectively the expectation and the standard deviation of the jth copula quantile. This allows us to de…ne the standardized copula quantiles jt = jt j s j for j = 1; : : : ; N and the vector t = ( jt ; : : : ; N t ) 0 containing them. The link between the two correlation matrices t and _ t is given by equation (8): 
B.5 Simulation
The skewed t copula can be simulated with the following steps, where k represents the chosen number of simulations:
1. Simulate k vectors fx i g k i=1 using the stochastic representation (9) and the forecast correlation matrix for the next period.
Compute
. Given a high number of simulations, instead of using numerical integration we can use the empirical CDF estimate of F j with the
for j = 1; : : : ; N .
Once the copula uniform variables
have been simulated, we can apply Hansen's (1994) inverse distribution function to obtain the next period simulated standardized returns fz i j g k i=1 for each factor j. We then compute the simulated jth factor returns by multiplying each element of
by the jth factor forecast conditional volatility and adding to it the jth factor forecast conditional mean.
C VaR backtests C.1 Kupiec' s (1995) unconditional coverage test
Let denote the true probability of breaching VaR for a particular model and let p denote the chosen signi…cance level for the VaR. The null hypothesis adequate coverage H 0 : = p is tested using a likelihood ratio test:
where T is the number of out-of-sample observations, T 1 is de…ned as in Section 7.1,
T . This test statistic asymptotically follows a 2 distribution with one degree of freedom, corresponding to one restriction ( = p).
C.2 Christo¤ersen' s (1998) independence test
Let T 00 represent the number of periods with no violation followed by a period with no violation, T 10 the number of periods with violation followed by a period with no violation, T 01 the number of periods with no violation followed by a period with violation and T 11 the number of periods with violation followed by a period with violation. De…ne 11 the probability of a violation next period conditional on a violation in the previous period and 01 the probability of a violation next period conditional on no violation in the previous period. The null hypothesis of …rst order independence H 0 : 11 = 01 can be tested with a likelihood ratio test :
where^ 01 = T 01 T 00 +T 01
. This test statistic asymptotically follows a 2 distribution with one degree of freedom, corresponding to one restriction ( 11 = 01 ).
C.3 Christo¤ersen' s (1998) conditional coverage test
The conditional coverage null hypothesis H 0 : 11 = p and 01 = p is tested by combining the likelihood ratios of the two previous test:
and asymptotically follows a 2 distribution with two degrees of freedom, corresponding to the two restrictions 11 = p and 01 = p. This table presents the descriptive statistics for the four factor returns using the sample from July 5, 1963 to December 31, 2010. The mean and median are in basis points (BPS) while the maximum, the minimum and the standard deviation (SD) are in percentages (%). The last line presents the Jarque-Bera satistic. The loss function used for pairwise comparisons is LV;E. Numbers in parentheses indicate the ratio of the column model average loss to the row model average loss in the out-of-sample period. An up (left) arrow indicates that we reject the null hypothesis of equal predictive ability at the 5% signi…cance level and that the column (row) model outperforms the corresponding row (column) model. The loss function used for pairwise comparisons is LV;E. Numbers in parentheses indicate the ratio of the column model average loss to the row model average loss in the out-of-sample period. An up (left) arrow indicates that we reject the null hyptohesis of equal predictive ability at the 5% signi…cance level and that the column (row) model outperforms the corresponding row (column) model. 
