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ABSTRACT 
We extend to the von Neumann-Schatten classes %$ and norms II * Ill’ some 
inequalities concerning generalized inverses. We extend Penrose’s result on minimiz- 
ing IAX - Blh to the II. Ilp norm. We also minimize II XII,, where X varies such that 
(1) B = A-AX = A-AB and (2) A*AX = A* (in both cases A, B fared). Local 
considerations are adduced: in each result here global minima and critical points 
coincide. 
1. INTRODUCTION 
In this paper we extend to the von Neumann-Schatten classes three 
inequalities concerning generalized inverses of matrices, of which the first, 
Theorem 3.3 below, originated in the work of Penrose [14]. 
Penrose proved [14, Theorem] that if A.+ denotes the Moore-Penrose 
inverse of some matrix A then for all X 
IIM - Cllz a IIAA+c - Clls P.1) 
with equality occurring in (P.l) if and only if X = A+C + (I - A+A)L, 
where L is arbitrary; and 
)I A+C + (I - A+A)L112 > IlA+Cllz P.2) 
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with equality occurring in (P.2) if and only if t I --~ A + A)Z, - 0. [The only, 
restriction on the matrices occurring in (P.l) and (P.2) is that they must be 
conformable for multiplication. In (P.l) and (P.2) 11. II2 denotes the EII- 
&dean norm on matrices.] 
The inequalities (P.1) and (P.2) were extended to the supremum norm 
11.11, over infinite-dimensional space, in [ 11, Theorem 2.11. In [ll, Theorems 
2.2 and 2.3(c)] they were also extended to the von Neumann-Schatten norms 
11. lip for operators in the von Neumann-Schatten classes $$ provided 
2 < p < m and, additionally, in finite dimensions for 1 < p < m. In Theorem 
3.3 we extend (P.l) and (P.2) to I < p < m in infinite dimensions. 
The other two inequalities considered here, Theorems 3.5 and 3.6 below, 
seem to have first appeared in a statistical context 15, 2.31 [6, pp. 207-2081. 
The proofs of Theorems 3.3 and 3.5 depend on a simple lemma, Lemma 
3.1 below, whilst Theorem 3.6 is a deduction from Theorem 3.5 (Lemma 3.1 
says that an operator modulus inequality implies one about norms). Thus, the 
proof of Theorem 3.3 differs from that of its special case [II, Theorems 2.2 
and 2.3(c)]. Lemma 3.1 also yields the supremum-norm version of (P.l) and 
(P.Z), which, for completeness, we restate in Theorem 3.2. Theorem 3.6 is 
also, as is commented on below, related to [ll, Theorems 3.1 and 3.21. 
Incidentally, a special case of Theorem 3.6, Corollary 3.7 below, is expressible 
in terms of the star partial order studied by Baksalary, Pukelsheim, and Styan 
L.2, (l.ll)l. 
As in [lo] and [ 111, local considerations involving the derivative of the 
map X c, llXll,P, where 1 < p < m (See [l, Theorem 2.1]), are adduced. The 
nice upshot of Theorems 3.3, 3.5, and 3.6 is that in each situation global 
minima and critical points coincide. 
2. PRELIMINARIES 
We recall some preliminaries from operator theory. The term HiZbert 
space means a complete, complex inner-product space with inner product 
denoted by ( . , . ) and norm denoted by 11. II. Unless otherwise stated, the 
underlying Hilbert space will be assumed separable, that is, infinite-dimen- 
sional and having a countable, orthonormal basis. 
The term operator refers to a linear operator whose supremum (or 
operator) norm, also denoted II * II, is finite. For an operator A the supremum 
norm is given by 
II All = sup IIAfll. 
Ilf II= 1 
LY( H) denotes the set of all operators on the Hilbert space H. 
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An operator A is said to be self-adjoint, or Hermitian, if A* = A; 
equivalently, if ( Af, f > is real for all f in the Hilbert space H. A self-adjoint 
operator A is said to be positive, denoted A > 0, if ( Af, f) > 0 for all f in 
H. If A and B are self-adjoint, A > B means that A - B > 0. Every 
positive operator A can be shown to have a unique positive square root. 
denoted Al”. The modulus 1 Al of an operator A is the positive square root 
of the positive operator A*A. Thus, 1 Al = ( A*A)'/'. An operator U is a 
partial isomety if IlU’ll = llfll for all f in (Ker U)’ . The polar decomposi- 
tion [8, Chapter 161 says that every operator A can be expressed uniquely as 
A = UI Al, where U is the partial isometry such that Ker U = Kerl Al. 
An operator A- is said to be a generalized inverse of the operator A if 
AA -A = A. An operator A in _Y( H) has a generalized inverse if and only if 
Ran A is closed [3, p. 3211. (In this paper the range of A, denoted Ran A, is 
the set { Af : f E H).) For an operator A with closed range, its 
Moore--Penrose inverse, denoted A+, satisfies 
(i) AA+A=A 
(ii) A+AA+= A+ 
(iii) (AA+)* = AA’ (2.1) 
(iv) (A+A)* = A+A 
and, further, A+ is uniquely determined by these properties [13, Theorem 
I]. Often we shall refer to generalized inverses that satisfy some of the 
properties (i), . . , (iv) of (2.1). If an operator .4- satisfies (i) and (iii), say [so 
that AA-A = A and (AA-)* = AA-], we shall say that A- is a (i), (iii) 
inverse of A; if A- satisfies (i), (iv), we shall say that A- is a (i), (iv) inverse 
of A. Next [13, Theorem 21, if the operator equation AXB = C has a 
particular solution X,, say, and if A and B have generalized inverses A - 
and B- then every solution of this equation is given by 
X = X, + L - A-ALBB-, L arbitrary in _Y( H ) . (2.2) 
We now give a brief resum& of the properties we require of the uon 
Neumann-Schatten classes (For more details see [9], [15, Chapter 21, or [7, 
Chapter XI]). F or a compact operator A, let sl( A), sp( A), . . . denote the 
positive eigenvalues of I Al arranged in decreasing order and repeated accord- 
ing to multiplicity. If, for some p > 0, 
zsi(A)” < ~0. 
i=l 
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we say that A is in the von Neumann-Schatten class ‘%,, and write 
[ 1 l/l’ IIAII,, = i: S,(A)” i= I 
If 1 < p < 03, it can be shown that II * Ill, is a norm and under this norm @!;, is 
a Banach space; if 0 < p < 1, %(;, is a metric space under the metric n given 
by &A, B) = &,(A - II)?‘. For all p, where 0 < p < 00, F);, is a two-sided 
ideal of 2’(H). If A E E;, then A* E %Z$, IAl E %)I, and IIAII,, = IIA*ll,, = 
ll l Al II,,. Observe that for a finite n X n matrix A = [ai I, the norm II . II” 
coincides with the familiar Euclidean norm given by II Al(z = CC: ilnril’)“‘. 
The class ~3~ is called the truce class. If A E %‘, and if {c$,,) is’ a basis of 
H then the quantity tr A, called the trace of A and defined by 
tr A = C (A&,, @,,), 
I, = I 
can be shown to be finite and independent of the particular basis chosen. For 
1 < p < CQ it can be shown that A E gl, if and only if I Al I’ E G?, and 
IlAll, = [tr IAlp]“‘. 
The rank-one operator x e ( X, f > g, where f and g are fixed vectors in H, 
will be denoted by f 8 g. Note that T(f 8 g) = f C+ Tg if T E_Y( H) and 
(cf. [15, pp. 73, 901) 
tr[T(f@ g)] = (Tg,f). (2.3) 
We present three results about g,, we shall need. 
LEMMA 2.4 [15, LEMMA 2.3.41. lf A E ‘S$, where 1 < p < 00, then for 
every orthonormul set (4”) in H we have 
LEMMA 2.5. Zf P’ is a convex set of operators in %$, where 1 < p < m, 
there is a t most one minimizer of /I XII ,, where X E 9. 
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Proof. Suppose on the contrary there are two distinct minimizers A, 
and A,, say, in 3’of IIXllr. Thus, I(A,II, = llAell, Q llXllp for all X in 9. 
Since 3’ is convex, (A, + A,)/2 ~9. Note: we must have IIA, + A2111, < 
IIA,Il, + IIAzllp; for otherwise, if IIA, + AelI,, = IIAlllI, + lIA,lI, for 1 < p 
< m then [9, Theorem 2.41 we would have a, A, = a2 A, for some nonnega- 
tive reals ai and us (where a, + u2 > O), which, since /(AlIll, = l)AzII,, 
would force A, = A,. Thus, for all X in Y. 
A, + 4 II /I < 11 AllIp + llA211,, 2 P 2 = IIAllll, (= llAJ1,) Q IIXII,,, 
contradicting that A, (or A,) is a minimizer in 9 of II X (II, . ??
Third, we state Aiken, Erdos, and Goldstein’s differentiation result. (The 
real part of a complex number z will be denoted Re 2.) 
THEOREM 2.6 [l, THEOREM 2.11. Zf 1 < p < m, the nap X - IIXII]: 
(from @p to R’) is diflerentiable with derivative D, at X given by 
D,(T) = p Re tr[lXI”-‘U*T], 
where X = U I XI is the polar decomposition of .X. Zf the underlying Hilbert 
space is jkite-dimensionul the same result holds for 0 < p < 1 at every 
invertible element X. 
3. MINIMIZATION RESULTS 
The minimization results of this paper hinge on the following simple 
lemma. Part @I) of it is a generalization of a well-known finite-dimensional 
result [12, p. 4641. 
LEMMA 3.1. (a) If [Xl2 2 IAl2 then 
11 XII > II All; 
6) if, further, X is compact then 
6) if, firther, X E 2$, where 1 < p < m, then A E Fp and 
llXllp > IIAllp. 
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Proof. (a) Since [1X11’ = II 1x1 llL = sup,,f,,_, (IXi”~,f) and 1x1” > /,4/’ 
the result follows. 
(b) As X is compact, then I X I’, and hence I Xl, is compact. As 1x1” > I Al” 
then IA1 is compact (cf. [4, Exercise VIII, p. 175, parts 4, 61). To prove the 
inequality 1x1 > I Al, let {I&}, say, be th e orthonormal basis consisting ot 
eigenvectors of IX I - I Al with corresponding eigenvalues A,, . Since 
(1x1 + lAl)(lXl - 1.4) + (IX1 - bl)(lXl + IAI) 
= 2(1X1’ - 1 AI') > 0 
then A,((lXl + I Al)+,,, $“> > 0. This forces A,, > 0; for if ((IXI + 
lAl)r,$, $“) = 0 then lXl&, = /AI@,, = 0, whence h, = 0. 
(c) If X E gP then X is compact. Hence, by part (b) and by Lemma 2.4 
it follows that for every orthonormal basis (&,,) and for 1 < p < ~0 
llxll; = II 1x1 11;: a 2 (1X14,,,, W’ 
r,= 1 
z -I (IA14n, 4,)’ = 11 IAl 11; = IlAll;, (1) 
as desired. (The penultimate equality follows from taking the basis {4,,,) to 
consist of eigenvectors of the compact normal operator I Al.) The inequality 
(I) shows that A E %. ??
Notice that as the II*11 p, 1 Q p < m, and 11. II norms are self-adjoint, 
conclusions (a) and (c) of Lemma 3.1 hold if in its hypotheses the operators 
A and/or X are replaced by their adjoints. 
Observe that the converse of Lemma 3.1 does not hold in that IIAll,, > 
llBll, does not imply I Al2 > I B(‘. Counterexample: if 
A=[: f], B=[: i], where a>b>l, 
then II Alh > II Blh yet I Al2 - I B12 g 0. 
Lemma 3.1(c) yi Id ‘e s in Theorem 3.3 the extension of [ll, Theorems 2.2 
and 2.3(c)] to the case 1 < p < CQ. For completeness we also state in 
Theorem 3.2 the corresponding supremum-norm inequalities of 111, Theo- 
rem 2.11 which follow similarly from Lemma 3.1(a). 
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THEOREM 3.2. Let A have closed range and have a (i), (iii) inverse A-. 
Then for all X in 5% H ) 
IlAx - CII > IIAA-c - CII, (1) 
with equality occurring in (1) if X = A-C i- (I - A-A)L, where L is 
arbitrary; and on taking A- as A+, 
(1 A+C + (I - A+A) LII > 11 A’CII. 
THEOREM 3.3. Let A have closed range and have a (i), (iii) inverse A- 
and let X be such that AX - C E g,;,. Then the following conclusions hold: 
(a) AA-C - C E gP for 0 < p < ~0, and 
IlAX - CII, > I/AA-C -. Ctl, (1) 
for 1 < p < ~0, with equality occurring in (1) if, and for 1 < p < CQ only if, 
X = A-C + (I - A-A)L for arbitrary L. Zf A-= A+ and ifA+C + (I - 
A+A)L E % then A+C E gP for 0 < p < M, and 
I( A+C + (I - A+A)L(I,, > llA+CIII, (2) 
for 1 < p < 03, with equality occurrtng in (2) if: and for 1 < p < 30 only if, 
(I - A+A)L = 0. 
(b)VisacriticalpointofthemapF:X~I!AX-CII&,forl<p<~, 
if and only if V is a global minimizer o P F,,. 
Proof. (a) Since A - is a (i), (iii) inverse of A. in the identity AX - C = 
(AX - AA-C) + (AA-C - C) we have RanAX - AA-C) I Ran(AA-C 
- C). Now, if two operators S and T, say, have orthogonal ranges then 
S*T = 0 so that IS + T12 = ISI’ + ITI”. Thus, here 
[Ax - Cl2 = IAX - AA-cl2 + l.Al-c - Cl2 
> [AA-c - C12. (11) 
Let AX - C be in %. Then AA-C - C = E(AX - C) E ‘8P for 0 < p 
< 03, where E is the projection onto Ran( AA-C - C). From the inequality 
(II) Lemma 3.1(c) yields, for 1 Q p < to, the inequality (1). 
If X = A-C + (I - A-A)L then as A- is a(i) inverse, AX = AA-C so 
that equality occurs in (1). Conversely, as the set {AX - C : A and C fued, 
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Ran A closed] is convex, if equality occurs in (1) for 1 < p < m then 
AX - C = AA-C - C by Lemma 2.5, and hence X = A-C + (1 - A-AIL 
by (2.2). 
If, further, A-= A+ then Ran A+C _t. Ran(l - A+A)L: the proof of 
(2) and its equality assertion is similar. 
(b) is immediate from (a) in view of [ll, Theorem 2.3(a)] which says that 
V is a critical point of F?, : X ++ ]I AX - Cl]::, for 1 < p < m, if and only if 
V = A-C + (I - A-AIL. ??
Corresponding to the “right-handed” result of Theorem 3.3 there is a 
“left-handed’ result we now state: if B has closed range and a (i), (iv) inverse 
B- andifXB-DE@$ then 
IlXB - aI,, a 1IDB-B - aI,, (3.4) 
for 1 Q p < m, with equality occurring in (3.4) if, and for 1 < p < m only if, 
X = DE+ L(Z - BB-); and when B-= B+ then LIB+ is a (and, for 
1 < p < m, the) least such minimizer in I] * lll’; further, V is a critical point of 
G,: X ++ IlXB - DllF, for 1 < p < m, if and only if V is a global minimizer 
o c G,. There is also, of course, an analogous “left-handed’ result in the 
supremum norm corresponding to Theorem 3.2. 
The next result also follows from Lemma 3.1. 
THEOREM 3.5. Let A have closed range and a (i), (iv) inverse A-, let B 
satisfy B = A-AB, and let X vary in _!Z’( H) and satisfy B = A-AX. Then: 
(a) one has 
1x1” > lB12; (1) 
(b) one has 
IlXll a IlBll; (2) 
(Cl if, firther, X E gP then B E @,, for 0 < p < m, and 
IIXII, a IIBII, (3) 
for 1 < p < m, with equality occurring in (3) if, and for 1 < p < m only if, 
X = B; 
(d) V is a critical point of the mup X c, IlXll,P, for 1 < p < cQ, if and 
only if V = B. 
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Proof. (a) AS A- is a (i), (iv) inverse of A then A-A is a projection. 
Hence, Z 2 A-A = (A-A)*(A-A). SO 
1x1’ = x*x >, X*( A-A)*( A-A)X == B*B = I#, 
as desired. 
(b) The inequality (2) follows, by Lemma 3.1(a), from the inequality (1). 
(c) Note that if X E q, then B( = A-AX) E @$ for 0 < p < ~0. The 
inequality (3) follows, by Lemma 3.1(c), from the inequality (1). The equality 
assertion in (c) follows, by Lemma 2.5, from the convexity of the set 
{X E gP : B = A-AX). 
(d) Let V be a critical point of the map X t--) 11.7<111:. Let S be an arbitrary 
increment of V so that B = A-AV = A-A(V + S) and V + S E %$. Hence, 
S E G?‘r and A-AS = 0. Take S = f @ g, where f and g are arbitrary 
vectors in H subject to A-A(f @ g) = 0. Hence, 0 = A-A(x,f)g = 
(x, f )A-Ag for all x in H. So g E Ker A-A = Ran(Z - A-A). Thus, 
g = (I - A’A)y f or arbitrary y in H. As V is a critical point of X * I/X/l;:, 
then by Theorem 2.6 and by (2.3) 
0 = Retr[lVIPP’U*S] = Re( IV’/“-‘U*( Z - A-A)y,fi, 
where V = UlVl is the polar decomposition of V. From this it follows (as in 
[ll, Theorem 3.21, where “P” was used for Z - A-A) that 0 = (I - A-A&‘, 
that is, V = A-AV. But, by hypothesis, B = A-AT’. Conclusion: V = B. 
Conversely, if V = B then, by (b), V is, for 1 < p < ~0, the global 
minimizer of the map X e I( X 11 F and hence a critical point of it. ??
The condition in Theorem 3.5 that B and X satisfy B = A-AX suggests 
we define the following relation on 9( H 1. For X and Y in P(H) write 
Y 4 X if Y = A-AX where the fixed operator A has closed range and has a 
(i), (iv) inverse A-. Note: we do not assume that Y = A-AY. Then cz is 
antisymmetric and transitive but not reflexive. For more about relations- 
especially partial-order relations-on matrices see 121. Observe that if Y < X 
then the inequalities (11, (2) and, for X in E’r, (3) of Theorem 3.5(a), (b), (c) 
hold with Y replacing B [but the uniqueness and locality assertions of 
Theorem 3.5(c),(d) do not hold: they would require that Y = A-AY I. 
Observe that conclusions (b), (c), and (d) of Theorem 3.5 hold if B, X. 
and the (i),(iv) inverse A- satisfy B = BA-A = XA-A, when 1X*1’ > IB*l”, 
or if, instead, A- is a (i), (iii) inverse and B = AA _ B = AA-X, when I X 1’ 
> IBj2 (or B = BAA-= XAA- when IX*12 > IB*12). Of course, these alter- 
native conditions likewise give rise to relations on L?(H 1 that are antisym- 
metric and transitive but not reflexive. 
The following result reduces to [I 1, Theorems 3.1, 3.2] in the special cast’ 
when X is a (i), (iii) inverse of A. The proof of Theorem 3.6 follows f’rom 
Theorem 3.5. 
THEOKEM 3.6. Let A h(llje closed range and let X vary in -Yc H > such 
that A*AX = A*. Then, if A ’ i.s the Moore-Penrose imerse of A. 
(a) one has 
IX/” 2 IA+12; (1) 
(b) one has 
IIXII 2 IIA+lI; (2) 
(c) if, further, X E eJ;, then A + E 5??‘?, for 0 < p < CD, and 
I/XII,, > b’ll,, (3) 
for 1 < p < ~0, with equality occurring in (3) if, and for 1 < p < 30 only if, 
X=A+; 
(d) V is a critical point of the map X * II X/l::, for 1 < p < m, if and 
only if V = A’. 
Proof. (a), (b), (c), (d) We first show that A*AX = A* if and only if 
A+AX = A+. (III) 
Note that, as A + is a (i), (iii) inverse, (A’)*A*A = AA+A = A (so that 
A* = A*AA+). Thus, if A*AX = A* then (A+)*A*AX = (A+)*A*, that is, 
AX = AA+ and hence, as A+ 1s a (ii) inverse, A +AX = A+. Conversely, if 
A+AX = A+ then AX( = AA+AX) = AA+ and hence A*AX = A*AA+= 
A*, as desired. 
Apply Theorem 3.5: take the (i), (iv) inverse “A- ” there as A’ and “B” 
as A’; then since A+ . 1s a (ii) inverse and by (III) the conditions (“B = 
A-AB” and “B = A-AX”) of Th eorem 3.5 are met, and hence the conclu- 
sions follow. ??
Theorem 3.6 can, of course, be established independently of Theorem 
3.5: the inequalities (2) and (3) f or instance, follow via Lemma 3.1 from 0 & 
IX - A+[’ = IX1’ - lA+12, which holds because (A+)*X = (A’)*A+AX = 
(A+)*A” [since A+ is, in particular, a (ii), (iv) inverse satisfying A’AX = 
A+]. 
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Observe that conclusions (b), Cc), and Cd) of Theorem 3.6 ho14 if XAA 
4 = A* (equivalently, if XAA’= A+) when [X*1’ z KA+)*l’. A special case 
of Theorem 3.6 can be expressed in terms of the star partial order S 
studied in [2, Section I]. 
COROLLARY 3.7. Let A have closed range. If X $ A+ then conclusions 
(a) and (b) and, if X E %$, (c) and (d) of Theorem 3.5 hold. 
Proof. If X $ A + then A+AX = A+= XAA+ [2, (l.ll)] or, equiva- 
lently, A*AX = A* = XAA*. Hence the conclusions of Theorem 3.5 hold. H 
Observe that as A+ is assumed compact in parts (c) and (d) of Theorem 
3.6 then, as in [ll], Ran A and Ran A* are finite-dimensional. 
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