Abstract. Spectral decomposition of the covariance operator is one of the main building blocks in the theory and applications of Gaussian processes. Unfortunately it is notoriously hard to derive in a closed form. In this paper we consider the eigenproblem for Gaussian bridges. Given a base process, its bridge is obtained by conditioning the trajectories to start and terminate at the given points. What can be said about the spectrum of a bridge, given the spectrum of its base process? We show how this question can be answered asymptotically for a family of processes, including the fractional Brownian motion.
Introduction
The eigenproblem for a centered process X = (X t , t ∈ [0, 1]) on a probability space (Ω, F, P) consists of finding all pairs (λ, ϕ) satisfying where K(s, t) = EX s X t is the covariance function of X. If K is square integrable, this problem is well known to have countably many solutions. The eigenvalues λ n , n ∈ N are nonnegative and converge to zero, when put in the decreasing order. The corresponding eigenfunctions ϕ n form an orthonormal basis in L 2 (0, 1). One of the earliest and most influential implications of this result is the Karhunen-Loéve theorem, which asserts that X admits the representation as the L 2 (Ω)-convergent series
X, ϕ n ϕ n (t) (1.2) where the scalar products X, ϕ n = 1 0 X s ϕ n (s)ds are orthogonal zero mean random variables with variance E X, ϕ n 2 = λ n . The spectral decomposition (1.2) is a useful tool in both theory and applications (see, e.g., [1] , [16] ). However explicit solutions to the eigenproblem (1.1) are notoriously hard to find and they are available only in special cases [12] , [9, 8] , [21] , [22, 23] , including the Brownian motion with K(s, t) = t ∧ s:
and ϕ n (t) = √ 2 sin(n − with that of K in the first two asymptotic terms. For Q = Q * the spectra depart in the second term. The deviation is quantified in [21] , when ψ is an image of an L 2 (0, 1) function, under the action of K. The bridge process under consideration corresponds precisely to the critical case, but with ψ(x) = K(1, x) being an image of the distribution δ(t − 1), rather than of a square integrable function; hence the approach of [21] is not directly applicable here. In this paper we will take a different route towards answering the above question, using the particular structure of the perturbation inherent to bridges. Observe that the eigenproblem K ϕ = λ ϕ can be written in terms of the covariance operator of the base process where, without loss of generality, X is assumed to be normalized so that K(1, 1) = 1. Since the eigenfunctions (ϕ n ) of K form a complete orthonormal basis in L 2 ([0, 1]), any solution of (1.7) can be expanded into series of ϕ n 's. Hence for any λ = λ n 8) where c :
The equation (1.7) implies that ϕ(1) = 0. Plugging this into (1.8) and noting that c = 0 whenever λ = λ n , we obtain the following transcendental equation for the eigenvalues of the bridge:
Note that its roots are not determined solely by the eigenvalues of the base process, but also require some information on its eigenfunctions. The objective of this paper is to show how equations (1.8) and (1.9) can be used to construct asymptotic approximation for the solutions to the bridge eigenproblem (1.7), given the exact asymptotics of the Karhunen-Loéve expansion for the corresponding base process.
The main result
For definiteness we will work with a particular process, though the same approach applies whenever similar spectral approximation for the base process is available (as, e.g., for the processes considered in [6, 7] ). Our study case will be the fractional Brownian motion (fBm), that is, the centered Gaussian process B H = (B H t , t ∈ [0, 1]) with covariance function K(s, t) =
where H ∈ (0, 1] is the Hurst exponent. This is the only H-selfsimilar Gaussian process with stationary increments. For H = 1 2 it coincides with the standard Brownian motion, but otherwise exhibits quite different properties. In particular, for H = 1 2 , it is neither semimartingale nor a Markov process.
For H > 1 2 the covariance sequence of its increments on the unit grid is not summable. It is this latter property, referred to as the long range dependence, which makes the fBm a powerful tool in modeling, see [24] , [2] .
The fBm has been extensively studied since its introduction in [19] (see, e.g., [10] , [20] , [24] ) and it is now clear, see [18] , that there is little hope to obtain exact solutions to (1.1). Hence efficient approximations are of significant interest. A few largest eigenvalues and the corresponding eigenfunctions can be approximated numerically, as, e.g., in [28] , but the relative accuracy quickly deteriorates as the λ n 's get smaller and, in our experience, the problem becomes computationally intractable already for n ≥ 50.
Smaller eigenvalues and the corresponding eigenfunctions can be approximated using the following asymptotics (see [4, 5] , [23] , [17] for earlier results): Theorem 2.1 (Theorem 2.1 in [6] ).
1.
For the fractional Brownian motion with H ∈ (0, 1), the ordered sequence of the eigenvalues satisfies
where ν n = πn + πγ H + O(n −1 ) as n → ∞ and
with ℓ H := sin
2. The corresponding normalized eigenfunctions admit the approximation
where the functions f 0 and f 1 are defined in [6] in closed forms and
The residuals r n (t) in (2.3) are bounded uniformly over n ∈ N and t ∈ [0, 1]. Moreover, the values of the eigenfunctions at t = 1 are asymptotic to constants:
In principle, the spectral approximation technique developed in [27, 6, 7] is applicable to the fractional Brownian bridge directly. However, somewhat surprisingly to the authors, it does not produce results quite as explicit as those of Theorem 2.1. In this paper an alternative approach, based on the the equations (1.8) and (1.9), is suggested. We will show how the exact spectral asymptotics of the bridge follows from that of the base process. Specifically, we will prove the following result: 
where ν n = πn + π γ H + O(n −1 log n) as n → ∞ and
The corresponding eigenfunctions admit the approximation
where f 1 and g 1 are functions, defined in the closed forms by (3.22) and (3.23) below, and the residual r n (t) is bounded, uniformly over n ∈ N and t ∈ [0, 1].
a. The eigenvalues of the fBm and its bridge differ by a constant shift in the second order asymptotic term
which reduces to the familiar constant π/2 for H = 1 2 , the standard Brownian case. The residuals in ν n and ν n differ by the log n factor, which may well be an artifact of the approach.
b. The eigenfunctions of the bridge inherit the oscillatory term in (2.7) from the corresponding term of the base process (2.3), however, with a frequency shift. A more complicated modification occurs in the integral terms, which are responsible for the boundary layer: their contribution is asymptotically negligible away from the endpoints of the interval, but is persistent near the boundary. For the base process, these terms force the eigenfunctions to vanish at t = 0 and approach the alternating values (2.5) at t = 1; for the bridge, they push the eigenfunctions to zero at both endpoints. Consequently the change is more significant near 1 than near the origin. Tracking back the definitions of all the functions involved, it can be seen that the boundary layer vanishes for H = 1 2 and the leading asymptotic term in (2.7) reduces to the familiar formula (1.4) for the standard Brownian motion.
c. The approach, developed in this paper, applies to the operator with the kernel (cf. (1.5) and (1.6)):
,
is a fixed parameter. In agreement with the results in [21] , it can be seen that the second order asymptptic terms of the eigenvalues of K Q and K coincide when Q > −1/K(1, 1) and depart at the critical value Q * = −1/K(1, 1), corresponding to the bridge process. The deviation formula differs from the one, derived in [21] for the square integrable case.
3. Proof of Theorem 2.2 3.1. A preview. Before giving the full proof, it is insightful to consider the special case H = 1 2 , corresponding to the standard Brownian motion. Let us see how the formulas (1.4) can be derived from (1.3), using the expansions (1.8) and (1.9). To this end, it will be convenient to change the variables to
and µ = 1 π λ so that in view of (1.3) the equation (1.9) becomes
The explicit formula for this series is well known:
and can be obtained by means of the residue calculus. It will be instructive to recall the calculation: define the function
which is analytic, except for the simple poles at z ± = ± µ and z k = k − 1 2 . Integrating f (z) over a circular contour of radius R and taking the limit R → ∞ we find that
Here the residues are
2 , the expression (3.2) is obtained and the equation (3.1) produces the roots µ n = πn, n = 1, 2, ..., confirming the formula for the eigenvalues in (1.4).
The corresponding eigenfunctions can be found using (1.8):
Using similar residue calculus, the series can be computed exactly:
n sin πnt, which agrees with the formula in (1.4), after normalizing to the unit norm.
The more general case H ∈ (0, 1) is different in two aspects:
(1) The function g( µ) for H = 1 2 involves a power function with non-integer exponent (see (3. 3) below) and hence, in addition to the poles, has a discontinuity across the branch cut. Consequently the Cauchy theorem cannot be applied as before and a different contour is to be chosen. A natural choice is the boundary of half disk, which lies in the right half plane, but such integration produces an additional integral term along the imaginary axis. Asymptotic analysis shows that its contribution is non-negligible on the relevant scale for all values of H but 1 2 ; thus it is "invisible" in the case of standard Brownian motion.
(2) The exact formulas for the eigenvalues and eigenfunctions for H = 1 2 are unavailable beyond their precise asymptotics as in (2.1)-(2.2). It is then reasonable to consider first the perturbed version of the equation (1.9), in which λ k and ϕ k are replaced with the corresponding asymptotic approximations from Theorem 2.1. This gives the main terms in the eigenvalues formula (2.6). It remains then to show that the roots of the perturbed and the exact equations get close asymptotically on the suitable scale. Once the asymptotics of λ n becomes available, it can be plugged into (1.8), along with the expressions for λ k and ϕ k (t), to construct the approximations for the bridge eigenfunctions.
3.2. The eigenvalues. Let us change the variable to µ such that
in which case equation (1.9) becomes
where we defined µ k := ν k /π. Observe that g(·) is continuous and increasing on R + \ {µ k , k ∈ N} and lim µցµ k g( µ) = −∞ and lim
Consequently it has a unique root µ n at each one of the intervals µ n , µ n+1 .
In view of the asymptotics (2.1)-(2.3), it makes sense to consider first the perturbed equation
where the eigenvalues and eigenfunctions of the base process are replaced with their asymptotic approximations. The second step is to argue that the roots of the exact and perturbed equations (3.3) and (3.4) close on an appropriate scale, asymptotically as n → ∞. This is done in Lemmas 3.1 and 3.2 below, which imply assertion (1) of Theorem 2.2.
Lemma 3.1. The unique root µ a n ∈ (n, n + 1) of equation (3.4) satisfies π µ a n = πn
Proof. A more convenient expression can be found for g a ( µ) using residue calculus. To this end note that the principal branch of the function
2 ) for H ∈ (0, 1). Integrating this function over the boundary of the half disk of radius R ∈ N in the right half plane gives
Res f, z k where C R denotes the half circle arc. Since ctg(·) is bounded on C R , by Jordan's lemma the integral over C R vanishes as R → ∞ and we obtain 1 2π
Computing the residues
and plugging these expressions into (3.5) gives the explicit formula
Hence the equation (3.4) becomes
Let µ a n be the unique root of (3.4) in the interval (n, n + 1), then
with the residual satisfying
where the second inequality holds since cos(2πγ H ) ≤ 0. The real part of the integral on the right hand side of (3.7) can be computed explicitly. We will give the details for H > 
The latter integral can be evaluated by integrating the appropriate branch of
on the circular contour, cut along the positive real semi-axis. By Jordan's lemma
where z ± = −c ± i are the poles of f . The residues are given by
where we used the formula arctan c −1 = π(H −   1 2 ). Therefore, by (3.9)
and consequently
where ℓ H is the constant defined in (2.2).
Plugging (3.8) and (3.10) into (3.7) and (3.6) and recalling that µ a n ∈ (n, n + 1) and γ H < 0, we obtain the claimed asymptotics:
The next step is to show that the roots of (3.4) and (3.3) are close on a suitable scale:
Proof. Suppose f is a differentiable function with 
We will apply this elementary bound to f := g a and h := g on the interval I n with the endpoints at n + γ H ± δ, where δ := ( γ H − γ H )/2 > 0. Recall that by Lemma 3.1, the unique root µ a n ∈ (n, n + 1) of g a belongs to I n for all sufficiently large n. The function g a is differentiable on R + \ {k + γ H : k ∈ N} and
with a constant c > 0.
Next we will estimate the oscillation of g a ( µ) − g( µ) on I n :
(3.13)
In view of (2.5),
where x y means x ≤ Cy for some constant C. The first sum on the right satisfies
where, obviously, A (2) n n −2H−1 and, for all n large enough,
Similar estimate holds for B n and therefore
Further, let k 0 be such that
Denote the last two terms by R n and Q n respectively. Then
n .
Here R (2) n n −2H−1 and
A similar bound holds for Q n and therefore
By (3.14) the second sum in (3.13) is asymptotically negligible, that is,
Plugging this estimate and (3.12) into (3.11) gives the claimed asymptotics.
3.3. The eigenfunctions. The approximation (2.7) is obtained by plugging the asymptotics (2.1), (2.3) and (2.6) into the formula (1.8):
where we set µ n := ν n /π and µ n := ν n /π as in Lemma 3.1.
As before, we will first replace the exact values by their leading asymptotic terms and then will argue that the error, thus introduced, is negligible on the suitable scale. To this end, define (c.f. (2.3)):
where η H is the constant defined in (2.4).
Lemma 3.3. The function ϕ a n (t) = ϕ 1,a n (t) + ϕ 2,a n (t) + ϕ 3,a
where f 1 and g 1 are explicit functions, defined in (3.22) and (3.23) below, and the residual r n (t) is bounded uniformly over n ∈ N and t ∈ [0, 1].
Proof. The claimed approximation is obtained by finding the leading term asymptotics of the functions in (3.15)-(3.17) and normalizing their sum by a suitable common factor.
1) Asymptotics of (3.15) . For fixed t ∈ [0, 1] and µ > 0, consider the series
A closed form formula for this expression can be found by means of residue calculus as in Lemma 3.1. To this end, consider the principal branch of the function
which is analytic on the right half plane, except for the simple poles at z 0 := µ and
Integrating f (z) over the half disc boundary in the right half plane we get
Res{f ; z k } where C R stands for the half circle arc with radius R ∈ N. The ratio of sines in (3.18) is bounded for any t ∈ [0, 1] and therefore, applying Jordan's lemma, we get 1 2π 19) where the residues are
Plugging these expressions into (3.19), we get
The second term simplifies to
Plugging these expressions back gives ϕ 1,a
n (t) (3.20) where x ≃ y means x ≃ Cy with a constant C and we normalized by the factor
It can be seen (as in the calculation, concluding section 5.1.6. in [6] ), that the norm of the integral term in (3.20) is of order O(n −1 ) and hence the norm of ϕ 1,a n is asymptotic to 1 as n → ∞. The residual r (1) n (t) is uniformly bounded over n ∈ N and t ∈ [0, 1] and the function f 1 is given by the formula
2) Asymptotics of (3.16). A closed form expression for the series
can be found by integrating the principal branch of the function
over the half disk boundary in the right half plane. As before, 1 2π
with the same poles as defined above. The residues are given by
and therefore
ds .
The integral term satisfies Finally, it is left to check that the eigenfunctions of the bridge are asymptotic to the expressions found in Lemma 3.3:
Lemma 3.4. For any H ∈ (0, 1), ϕ n (t) ϕ n − ϕ a n (t) ϕ a n ≤ Cn −1 log n, t ∈ [0, 1]
for some constant C.
Proof. Denote by ϕ a n (t) the leading asymptotic term in the eigenfunctions approximation (2.3) for the base process, satisfying ϕ a n (t) − ϕ n (t) = |r n (t)|n
with a constant C. Then after normalizing by the factor (3.21)
where all the estimates are obtained as in Lemma 3.2. The claim follows since ϕ a n /c n = 1 + O(n −1 ).
