We provide a new algorithm to generate images of the generalized fuzzy fractal attractors described recently by Oliveira and Strobin. We also provide some new results on the approximation of fractal operators to discrete subspaces with application to discrete versions of deterministic algorithm for fractal image generation in the cases of IFSs, fuzzy IFSs, and GIFSs.
Introduction
Fractals theory is based on the Hutchinson-Barnsley theorem from the early 1980s [1, 5] . Initiated by Miculescu and Mihail [8] in 2008 (see also [6, 9] , and [15] ), instead of considering self-maps of a metric space X, they considered mappings defined on finite Cartesian product X m (they called systems of such mappings as generalized iterated function systems, GIFSs for short). It turned out that such systems of mappings generate sets which can be considered as fractal sets, and many parts of Rudnei classical theory have natural counterparts in such a framework. What is also important, the class of GIFSs fractals is essentially wider than the class of classical IFSs fractals (see Strobin [12] ).
Cabrelli, Forte, Molter, and Vrscay in 1992 [16] considered a fuzzy version of the theory of iterated function systems (IFSs for short) and their fractals, which now is quite rich and important part of the fractals theory. Inspired by the work of Miculescu and Mihail [8] , we considered, in 2017, the fuzzy version of GIFs in [14] obtaining a counterpart of the Barnsley-Hutchinson theorem for this setting by proving the existence of a generalized fuzzy attractor. The remaining question was how to provide some procedure to approximate these fuzzy sets by a finite iterative process, that is, an algorithm to draw their images.
Through the years, several papers have been published providing algorithm generating attractors for IFSs (see [2, 4, 7, 17] ) etc, and recently for GIFSs (see [13] and [10] ).
The idea behind our approach is to project maps from a given (fuzzy) IFS or GIFS S to an appropriate discrete grid, obtaining somewhat new (fuzzy) IFS or GIFŜ S. Then, iterating appropriate Hutchinson operator generated byŜ, we obtain an approximation of the (fuzzy) attractor of S with a desired resolution. Note that in a recent paper [10] , there also appears an idea to restrict to discrete grids, but our approach is essentially different. This paper is organized as follows:
In Section 2, we recall some basics of the classical Hutchinson-Barnsley theory. In Section 3, we explain the fuzzy counterpart of this theory (fuzzyfication of IFSs) and finally in Section 4, we introduce a fairly wide applicable theory to discretization of fixed point theorems for Banach contraction maps on metric spaces with respect to a subset. These results will be of fundamental importance in the following sections.
In Sections 5 and 6, we describe the discretization process for fuzzy sets, IFSs and GIFSs, which are of main importance to our work.
Based on the results presented in those sections, we introduce the discrete versions of the deterministic algorithms to generate the attractor of an IFS (in Section 7) and fuzzy IFS (in Section 8) .
Computational examples are given in Section 7.3 and Section 8.4. The final part considers GIFSs and fuzzy GIFSs (in Section 9) and their discretization (in Section 10). Then, in Section 11, we present a discrete version of the deterministic algorithm to both cases, exhibiting examples of known GIFS attractors being recovered by our algorithm and for some new fuzzy GIFS attractors. Computational examples are also given. In the last section, we make some remarks on complexity of our algorithms.
Basics of the Hutchinson-Barnsley theory
Let (X, d) be a metric space. We say that f : X → X is a Banach contraction, if the Lipschitz constant Lip(f ) < 1. The classical Banach fixed point theorem states that each Banach contraction on a complete metric space has a unique fixed point x * , and for every x 0 ∈ X, the sequence of iterates (f k (x 0 )) ∞ k=0 converges to x * . Definition 2.1 An iterated function system (IFS in short) S = (X, (φ j ) L j =1 ) consists of a finite family φ 1 , . . . , φ L of continuous self-maps of X. Each IFS S generates the map F S : K * (X) → K * (X) (where K * (X) denotes the family of all nonempty and compact subsets of X), called the Hutchinson operator, defined by
By the attractor of an IFS S, we mean the unique set A S ∈ K * (X) which satisfies
and such that for every K ∈ K * (X), the sequence of iterates (F k S (K)) ∞ k=0 converges to A S with respect to the Hausdorff-Pompeiu metric h on K * (X).
The classical Hutchinson-Barnsley theorem [1, 5] states that each IFS S consisting of Banach contractions on a complete metric space X admits the attractor. This result can be proved with a help of the Banach fixed point theorem as it turns out that F S is a Banach contraction provided each φ j is a Banach contraction:
Given an IFS S = (X, (φ j ) L j =1 ) consisting of Banach contractions, we will denote α S := max{Lip(φ 1 ), . . . , Lip(φ L )}.
Fuzzyfication of the Hutchinson-Barnsley theorem
Now, we recall the fuzzy version of the Hutchinson-Barnsley theorem. Its particular version can be found in [16] , but the presented general case can be found in [14] . Let X be a set; we recall that u is a fuzzy subset of X if u is a function from X to [0, 1]. The family of fuzzy subsets of X is denoted by F X . Being a fuzzy set means that each point x has a grade of membership 0 ≤ u(x) ≤ 1 in the set u. Here, u(x) = 0 indicates that x is not in u and u(x) = 0.4 indicates that x is a member of u with membership degree 0.4 ( Fig. 1) .
Given a fuzzy set u : X → [0, 1] and α ∈ [0, 1], its α-cut is the set
where cl(A) denotes the closure of A. To make this theory work, we need to restrict F X to a smaller family, F * X := {u ∈ F X |u is normal, upper semi continuous, and compactly supported}. 
Clearly, u ∈ F * X iff all α-cuts are nonempty and compact. Since K * (X) contains all the α-cuts, we can define the distance
for u, v ∈ F * X . It is known that d ∞ is a metric, which is complete provided X is complete (see [14] or Diamond and Kloeden [3] for a somewhat more restrictive version). Moreover, as we proved in [14, Cor. 2.4] ,
We also recall the definition of the image of a fuzzy set due to Zadeh: extension principle,
under the additional assumption that sup ∅ = 0.
It is worth to mention that the above definitions somehow extend the setting of the hyperspace K * (X) endowed with the Hausdorff-Pompeiu metric. Indeed, a set K ⊂ X is an element of K * (X) iff the characteristic function χ K ∈ F * X , and for K, D ∈ K * (X), it holds h(K, D) = d ∞ (χ K , χ D ). In other words, the map K * (X)
We say that a system of gray level maps (ρ j ) L j =1 : [0, 1] → [0, 1] is admissible if it satisfies all the conditions:
(a) each ρ j is nondecreasing; (b) each ρ j is right continuous; (c) for each j , ρ j (0) = 0; (d) ρ j (1) = 1 for some j .
Definition 3.2 An iterated fuzzy function system (IFZS for short)
is called the fuzzy Hutchinson operator associated to S.
and for every u ∈ F * X , the sequence of iterates (Z k S (u)) converges to u S with respect to the metric d ∞ .
The following result is a consequence of [14, Thm. 3.15 ] (see Diamond and Kloeden [3] for a more restrictive version).
Lemma 3.3 Let (X, d) be a metric space and
Given an IFZS S = (X, (φ j ) L j =1 , (ρ j ) L j =1 ) consisting of Banach contractions, we will denote α S := max{Lip(φ 1 ), . . . , Lip(φ L )}.
Discretization of fixed point theorems
A map r : X →X such that r(x) = x for x ∈X and d(x, r(x)) ≤ ε for all x ∈ X will be called an ε-projection of X toX.
For f : X → X, by its r-discretization, we will call the mapf := (r • f ) |X Clearly, for each ε-netX of X, an ε-projection exists, but it does not need to be unique. The following result can be considered as a discrete version of the Banach fixed point theorem. The proof of it is really simple, but its application to fractal theory will need some extra effort. Theorem 4.2 Assume that (X, d) is a complete metric space and f : X → X is a Banach contraction with the unique fixed point x * and a Lipschitz constant α. Let ε > 0,X be an ε-net, r : X →X be an ε-projection andf be an r-discretization of f .
For every x ∈X and n ∈ N,
In particular, there exists a point y ∈ X so that d(x * , y) ≤ 2ε 1−α and which can be reached as an appropriate iteration off of an arbitrary point ofX.
Proof For every x ∈X, we have
By a simple induction, we get for every n ∈ N,
As ∞ n=0 α n = 1 1−α , we get the assertion.
It is worth to note that the discretizationf can have no fixed point:
and r : X →X be given by
Then r is 1-projection. Now if f : X → X is given by f (x) = x 2 , then Lip(f ) = 1 2 , but its r-discretization
Similarly, as in classical statement of the Banach fixed point theorem, we can deduce a somewhat different approximation: 
Proof By (3) from the earlier proof, we have
Mixing it with (2), we get
Discretization of sets and fuzzy sets
Definition 5. 1 We say that an ε-netX of a metric space X is proper, if for every bounded D ⊂ X, the set D ∩X is finite.
Note that proper ε-nets are discrete (as topological subspaces), but the converse need not be true. For example, there exists an infinite subset E of a unit sphere in an infinite dimensional normed space, so that ||x − y|| = 1 for all x, y ∈ E, x = y.
The existence of proper ε-nets for every ε > 0 is guaranteed by the assumption that X has so-called Heine-Borel property, that is, the assumption that each closed and bounded set is compact. In particular, Euclidean spaces and compact spaces admit such nets. Now assume that (X, d) is a metric space andX is a proper ε-net. Clearly, K(X) consists of all finite subsets ofX. Now if r : X →X is an ε-projection, then by the same letter r, we will denote the map r :
) be an IFS. It is routine to check that: Lemma 5.2 In the above frame
Now we extend the considerations to fuzzy sets. Let (X, d) be a metric space, ε > 0,X be a proper ε-net and r : X →X be an ε-projection. By the same letter r, we will denote the map which adjust to each u ∈ F * X , the fuzzy set r(u) :
Observe that r(u) is defined as in Definition 3.1, when considering the map r as the map r : X → X. For a fuzzy set u :X → [0, 1], let e(u) : X → [0, 1] be the natural extension of u, that is, e(u) is defined by: be the fuzzy set on X defined by
) be an IFZS.
Lemma 5.3 In the above frame:
(a)F * X = {u ∈ F * X | u is normal and {x : u(x) > 0} is finite and contained inX};
u |X :X → [0, 1] is normal, usc, and compactly supported. SinceX is discrete,
is finite. This also implies that u is usc (all α-cuts are finite), so we also have that u ∈ F * X . Now assume that u : X → [0, 1] is normal and {x ∈ X | u(x) > 0} is finite and contained inX. Then, obviously, u |X :X → [0, 1] is normal, compactly supported,
We will prove points (c) and (d) mutually. Let u : X → [0, 1] be an element of F * X . We will prove that r(u) is an element ofF * X . Let y ∈ X be such that u(y) = 1, and let x ∈X be such that r(y) = x. Then 1 ≥ r(u)(x) ≥ u(y) = 1, so r(u)(x) = 1 and r(u) is normal. Now suppose that M := {x | r(u)(x) > 0} is infinite. Then it must be unbounded as M ⊂X. For every x ∈ M, there is y x ∈ X so that r(y x ) = x and u(y x ) > 0. As d(y x , x) ≤ ε, the set {y x : x ∈ M} must be unbounded. Since {y x | x ∈ M} ⊂ {y | u(y) > 0}, this gives a contradiction with the fact that u is compactly supported. Hence r(u) ∈F * X . It remains to prove that d ∞ (u, r(u)) ≤ ε. Observe that for every α ∈ (0, 1],
where the last equality holds as u is usc and cl(r −1 (x)) ∩ supp(u) is compact.
Hence let x ∈ [r(u)] α . By the above computations, there is y ∈ cl(r −1 (x)) such that u(y) ≥ α, so y ∈ [u] α . Then choose (y n ) ⊂ r −1 (x) so that y n → y. Since d(y n , x) = d(y n , r(y n )) ≤ ε, we also have d(x, y) ≤ ε.
Conversely, choose y ∈ [u] α . Then d(x, y) ≤ ε for x = r(y), and hence
Now we prove (e). Take u ∈F * X and observe that for all x ∈ X,
Now for every x ∈X, we have
All in all, e(ZŜ(u |X )) =Ẑ S (u).
IFS and IFZS discretization
Definition 6.1 Given an IFS S on a metric space X with the attractor A S and δ > 0, a set A δ ∈ K * (X) will be called an attractor of S with resolution δ, if h(A δ , A S ) ≤ δ.
Lemma 2.2, Theorem 4.2 used for the Hutchinson operator and Lemma 5.2 imply the following "discrete" version of the Hutchinson-Barnsley theorem. Theorem 6.2 Let (X, d) be a complete metric space and S = (X, (φ j ) L j =1 ) be an IFS on X consisting of Banach contractions. Let ε > 0,X be a proper ε-net, r :
For any K ∈ K(X) and n ∈ N,
where A S is the attractor of S.
In particular, there is n 0 ∈ N such that for every n ≥ n 0 , F n S (K) is an attractor of
Let us explain the thesis. Starting with an IFS S = (X, (φ j ) L j =1 ) consisting of Banach contractions, we switch toŜ := (X, (φ j ) L j =1 ), which is the IFS consisting of the discretization of maps from S to the ε-netX. Then, picking any K ∈ K * (X) (that is, any finite subset ofX), it turns out that the sequence of iterates (F n S (K)) ∞ k=0 (of the Hutchinson operator FŜ adjusted toŜ) gives approximations of the attractor A S of S with resolution 3ε 1−α S . Now we formulate a fuzzy version of Theorem 6.2.
Theorem 6.3 Let (X, d) be a complete metric space and
Then for any u ∈ F * X and n ∈ N,
where u S is the fuzzy attractor of S. In particular, there is n 0 ∈ N such that for every n ≥ n 0 , e(Z nŜ (u)) is an attractor Again, we explain the thesis. Starting with an IFZS S consisting of Banach contractions, we switch toŜ, which is the IFZS consisting of the discretization of maps from S to the ε-netX. Then, picking any "discrete" fuzzy set u ∈ F * X , it turns out that the sequence of iterates Z nŜ (u) (of the operator ZŜ adjusted toŜ) gives an approximations the attractor u S (more formally, the sequence of extensions e(Z nŜ (u))) with resolution 2ε 1−α S . Remark 6.4 Using Corollary 4.4, we can have somewhat different approximations in the statements of above theorems. Namely, in Theorem 6.2, we may write:
and in Theorem 6.2:
However, in applications, we will use original approximations since our space X will be a cube in a Euclidean space, so we can bound h(K,
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Discrete deterministic algorithm for IFSs
Let S = (X, (φ j ) L j =1 ) be an IFS satisfying the assumptions from Theorem 6.2. Then we can obtain a fractal with resolution δ, approximating A S , as follows:
Canonical nets and projections on Euclidean spaces
Let X = [0, 1] d be the d-dimensional cube considered with the Euclidean metric and fix an k ∈ N. SetX
We callX a uniform net of X. It is routine to check that it is
2n -net, but from the perspective of our projection map it should be considered as √ d n -net). Finally, let r : X →X be defined by
where a denotes the ceiling of a. Clearly, r is an √ d n -projection and r : X →X.
Remark 7.1 (1) Instead of ceiling · in the definition of r, we could take floor · as well, and the effect will be almost the same. (2) In a similar way, instead of the cube [0, 1] d , we could consider any "appropriately regular" closed and bounded set, or even the whole Euclidean space R d . In the last case, there is a problem with the fact thatX is infinite, but in the presented algorithms for IFSs, only those points from ε-nets which are actually needed are calculated.
Examples of discrete IFS fractals
We are going to apply the algorithm IFSDraw(S) to approximate some classical fractals. Since IFSDraw(S) requires very little computational effort, we are going to use the following setting in this section:
1. the space X will be the unit square X = [0, 1] 2 considered with the Euclidean metric; thus, the diameter D = √ 2 2. the value k = 700, that is, our netX consists of 700 × 700 pixels; it is ε-net for ε = √ 2 700 ; 3. the starting set K will be a single point K = {(0, 0)}; 4. the number of iterates will be denoted by N; hence, the resolution will be
This first example is a very well-known fractal, the Barnsley Fern or Black spleenwort fern (see [11] ). It is generated by the IFS S = (X, (φ j ) 4 j =1 ) defined by ( Fig. 2) :
This second example is also a very well-known fractal, the Sierpinski Triangle (see [11] ). It is generated by the IFS S = (X, (φ j ) 3 j =1 ) defined by (Table 1) : Example 7.4 This last example is a classic fractal, the Maple Leaf (see [11] ). It is generated by the IFS S = (X, (φ j ) 4 j =1 ) defined by ( Fig. 3) :
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Discrete deterministic algorithm for fuzzy IFS
) be a fuzzy IFS satisfying the assumptions from Theorem 6.2. Then we can obtain a fractal with resolution δ, approximating u S , as follows ( Table 2) : Table 1 Resolution data for the uniform picture in Fig. 2 
Subnets generated by aleatory sequences
At this stage, we also introduce another way of defining nets on X, which can be considered as aleatory subnets. Assume thatX is a finite ε-net. EnumerateX = {t i : i = 1, ..., p} and choose, randomly, a sequence J := (j i ) i∈N of elements of {1, ..., p}. Such a sequence generates a subnetX J = {t j i : i ∈ N}. It is well known that with a probability one,X J =X (as we assume thatX is finite). From this, we can deduce that, if we stop after appropriately many steps, say, M, then the set X a := {t j i : i = 1, ..., M} is close toX. We will call such subnetsX a as aleatory ε-nets. Then we can define the projection r : X →X a so that ( Fig. 4 )
The advantage is that the value M can be much smaller than the cardinality ofX.
On the other hand, there is no warranty that the obtained subnet is indeed close tô X (there is nonzero probability that it will be a single point); however, our examples show that this machinery works quite well (Table 3) .
Finally, let us remark that in our examples, the space X will be a cube in a Euclidean space andX will be defined as earlier (Fig. 5 ).
Generating the inverse image set
In the algorithm, FuzzyIFSDraw(S), we have a computational challenge to perform the extension principle in a proper ε-netX, that is, for a given u ∈ F * X , to compute the valueφ(u)(x) = max{u(y) : y ∈φ −1 (x)} for any x ∈X. To operationalize this task, we should initially produce the set −1 := {(j, x, y) |φ j (y) = x, 1 ≤ j ≤ L} ⊂ {1, . . . , L} ×X 2 , which essentially contains all the possible pre images of the discrete IFS in each point. Later, when we are iterating the main loop Table 2 Resolution data for the uniform picture in Fig. 3 , where α S = 0.5 As we remarked, the fundamental operation to computeφ j is the generation of the set −1 . We are going to use two approaches, the uniform one where we run on each point of a uniform ε-net and the aleatory one where we generate a certain aleatory ε-net.
) an IFZS and the following algorithm to generate −1 :
Fuzzy IFS examples
In descriptions of next examples, we will give precise values of parameters N, k, ε, δ, and M (in the aleatory case)-their meaning is the same as in earlier sections. Table 3 Resolution data for the uniform picture in Fig. 4 , where α S = 0.8 In the first example, our space X = [0, 1], so its diameter D = 1; in the next ones, we will set X := [0, 1] 2 , so diam(X) = √ 2.
Example 8.1 This first example is an exact reproduction of an IFZS from [16] , Example 1. In the following, we show the picture drawn by [16] and the figure obtained by our algorithm only with uniform generation. Our space is X = [0, 1], so its diameter D = 1; in the table given below, we give precise values of parameters N, k, ε, δ, and M (in the aleatory case)-their meaning is the same as in earlier sections. The presented attractor is generated by the fuzzy IFS S (Table 4 ).
Fig. 6
From left to right, the pictures obtained by the algorithm FuzzyIFSDraw(S) with uniform generation (k = 250), and the figure drawn in [16] . Note that here we draw the graph of the fuzzy attractor The approximation of the fuzzy attractor is given in Fig. 7 . We notice that as M increases, the resulting picture becomes closer to the one obtained with uniform generation (Table 5) . Table 4 Resolution data for the uniform picture shown in Fig. 6 Uniform generation 
, α = 0.5 and ρ 1 , ..., ρ 4 are the same gray level functions used in Example 8.2.
The approximations of the fuzzy attractor, using the algorithm with uniform and aleatory generation, are given in Fig. 8 . Again, it is noticeable that a larger value of M produces a better picture of the fuzzy attractor (Table 6) . (Table 7) .
Example 8.5
This last example is the IFZS version of the classic fractal, the Maple Leaf, from Example 7.4. It is generated by the fuzzy IFS φ 1 , . . . , φ 4 : Table 5 Resolution data for the uniform and aleatory pictures in Table 7 Resolution data for the uniform and aleatory pictures in Table 8 ).
Generalized IFSs and their fuzzyfication
We first recall some basics of a generalization of the classical IFS theory introduced by R. Miculescu and A. Mihail in 2008 (for details, see [6, 9, 15] and references therein).
If (X, d) is a metric space and m ∈ N, then by X m , we denote the Cartesian product of m copies of X. We consider it as a metric space with the maximum metric d m ((x 0 , . . . , x m−1 ), (y 0 , . . . , y m−1 )) := max{d(x 0 , y 0 ), . . . , d(x m−1 , y m−1 )}.
It turns out that a counterpart of the Banach fixed point theorem holds. Namely, if f : X m → X is a generalized Banach contraction and X is complete, then Table 8 Resolution data for the uniform and aleatory pictures in Definition 9.1 A generalized iterated function system of order m (GIFS in short) S = (X, (φ j ) L j =1 ) consists of a finite family φ 1 , . . . , φ L of continuous maps from X m to X. Each GIFS S generates the map F S : K * (X) m → K * (X), called the generalized Hutchinson (GH) operator, defined by
By the attractor of a GIFS S, we mean the unique set A S ∈ K * (X) which satisfies
and such that for every K 0 , . . . , K m ∈ K * (X), the sequence (K k ) defined by
The following lemma is known: Lemma 9.2 Let (X, d) be a metric space and S = (X, (φ j ) L j =1 ) be a GIFS consisting of generalized Banach contractions. Then F S is a generalized Banach contraction with Lip(F S ) ≤ max{Lip(φ j ) : j = 1, . . . , L}.
From now on, given a GIFS S consisting of generalized Banach contractions, we denote α S := max{Lip(φ j ) : j = 1, . . . , L}.
From the perspective of the algorithms presented later, it is worth considering also a bit different approach. Namely, given a GIFS S = (X, (φ j ) L j =1 ), define the map (X, d) be a metric space and S = (X, (φ j ) L j =1 ) be a GIFS consisting of generalized Banach contractions. Then F S is a Banach contraction with Lip(F S ) ≤ α S .
Clearly, in the above frame, if additionally, X is complete, then the fixed point of F S is the attractor of S. Now we recall the fuzzy version of the above setting, which was introduced in [14] .
Given m ≥ 2 and u 0 , . . . , u m−1 ∈ F X , we define the Cartesian product by
As we proved in [14, Lem. 3.9] , if u 0 , . . . , u m−1 ∈ F * X , then , and, moreover if u 0 , . . . , u m−1 ∈ F * X and v 0 , . . . , v m−1 ∈ F * X , then (we denote by the same symbol d ∞ the metric on F * X m )
In particular, the map (F * X ) m (u 0 , . . . , u m−1 ) → is an isometric embedding.
Definition 9.4 A generalized iterated fuzzy function system of order m (GIFZS in short)
) with a set of admissible gray level maps (ρ j ) j ∈{1,...,L} .
The operator Z S : F * X m → F * X defined by is called the generalized fuzzy Hutchinson operator associated to Z S . A fuzzy set u S ∈ F * X is called the generalized fuzzy fractal of a GIFZS S = (X, (φ j ), (ρ j )) j ∈{1,...,L} if Z S (u S , . . . , u S ) = u S , that is and, moreover, for every u 0 , ..., u m−1 ∈ F * X , the sequence (u k ) defined by u k+m := Z S (u k , ..., u k+m−1 ), k ≥ 0, converges to u S with respect to the metric d ∞ .
The following result is a consequence of [14, Thm. 3.14] . (X, d) be a metric space and S = (X, (φ j ) L j =1 , (ρ j ) L j =1 ) be a GIFZS consisting of generalized Banach contractions. Then Z S is a generalized Banach contraction with Lip(Z S ) ≤ max{Lip(φ j ) : j = 1, . . . , L}.
Lemma 9.5 Let
From now on, given a GIFZS S consisting of generalized Banach contractions, we denote α S := max{Lip(φ j ) : j = 1, . . . , L}.
From the perspective of the algorithms presented later, it is worth considering also a bit different approach. Namely, given a GIFZS S = (X,
Lemma 9.5 implies the following: (X, d) be a metric space and S = (X, (φ j ) L j =1 , (ρ j ) L j =1 ) be a GIFZS consisting of generalized Banach contractions. Then Z S is a Banach contraction and Lip(Z S ) ≤ α S .
Clearly, in the above frame, if additionally, X is complete, then the fixed point of Z S is the attractor of S.
GIFS and GIFZS discretization
Definition 10.1 Given a GIFS S on a metric space X with the attractor A S and δ >0, a set A δ ∈ K * (X) will be called an attractor of S with resolution δ, if h(A δ , A S ) ≤ δ.
It can be easily proved (similarly as Lemma 5.2(c)) that for a GIFS S = (X, (φ j ) L j =1 ), an ε-netX and an ε-projection r : X →X, the discretization (r•F S ) |K * (X) equals the operator FŜ adjusted to the GIFSŜ = (X, (φ j ) L j =1 , (ρ j ) L j =1 ) consisting of the discretizationφ j := (r • φ j ) |X m . Hence Lemma 9.5 and Theorem 4.2 imply the following "discrete" version of the Hutchinson-Barnsley theorem for GIFSs. (X, d) be a complete metric space and S = (X, (φ j ) L j =1 ) be a GIFS on X consisting of generalized Banach contractions. Let ε > 0,X be a proper ε-net, r : X →X be an ε-projection onX andŜ = (X, (φ j ) L j =1 ), wherê φ j := (r • φ j ) |X m for j = 1, . . . , L.
Theorem 10.2 Let
Then for any K ∈ K * (X) and n ∈ N,
where A S is the attractor of S. In particular, there is n 0 ∈ N such that for every n ≥ n 0 , F nŜ (K) is an attractor of S with the resolution 2ε 1−α S .
Finally, we state a counterpart for the fuzzy version.
Definition 10.3
Given a GIFZS S on a metric space X with the fuzzy attractor u S and δ > 0, a fuzzy set u δ ∈ F * X will be called an attractor of S with resolution δ, if
Similarly as Lemma 5.3(e), we can prove that for a GIFZS S = (X, (φ j ) L j =1 , (ρ j ) L j =1 ), an ε-netX and an ε-projection r : X →X, the discretization (r • Z S ) |F * X equals the operator e(ZŜ ) adjusted to the GIFZSŜ = (X, (φ j ) L j =1 , (ρ j ) L j =1 ). Hence Lemma 3.3 and Theorem 4.2 imply the following "discrete" version of the Hutchinson-Barnsley theorem for fuzzy GIFSs. (X, d) be a complete metric space and S = (X, (φ j ) L j =1 , (ρ j ) L j =1 ) be a GIFS on X consisting of generalized Banach contractions. Let ε > 0,X be a proper ε-net, r : X →X be an ε-projection onX andŜ = (X,
Theorem 10.4 Let
where u S is the fuzzy attractor of S.
In particular, there is n 0 ∈ N such that for every n ≥ n 0 , e(Z nŜ (u)) is an attractor of S with the resolution 2ε 1−α S .
Discrete version of the deterministic algorithm for GIFSs and fuzzy GIFSs
Theorems 10.2 and 10.4 can be used to get a discrete version of deterministic algorithms. They are very similar as IFS ones-the only difference is that we iterate operators FŜ or ZŜ instead of FŜ and ZŜ . Moreover, in the case of fuzzy GIFSs, the set −1 is a subset of {1, . . . , L} ×X m ×X or of {1, . . . , L} ×X m a ×X a , if we consider the aleatory case.
Discrete deterministic algorithm for GIFS
Let S = (X, (φ j ) L j =1 ) be a GIFS satisfying the assumptions from Theorem 10.2. Then we can obtain a fractal with resolution δ, approximating A S , as follows: Fig. 11 The output of algorithm GIFSDraw(S) with uniform generation after N = 5 (left) and N = 6 (middle) iterations. On the right, the picture obtained by the deterministic algorithm for GIFS from [13] 
Examples of discrete GIFS fractals
In this section, we will use the same notations as earlier. The only difference is that our space X will be a square [a, b] × [c, d] for specific a, b, c, d, and hence the diameter D = (b − a) 2 + (d − c) 2 . In each example, the value k will be the same and equal to k = 1000 ( Fig. 11 ).
Example 11.1 This first example is the GIFS F appearing in Example 8 from [13] . The space is X = [0, 2.1] × [0.1, 2.4], and the IFS φ 1 , φ 2 : X 2 → X is given by: y 1 ) , (x 2 , y 2 )) = (0.1x 1 −0.15y 1 −0.1x 2 +0.15y 2 +1.6, 0.15x 1 +0.15y 1 +0.15x 2 +0.07) and α = 0.4209556069 (Table 9 ).
Example 11.2 Our second example is the GIFS G appearing in Example 8 from [13] . Consider the GIFS φ 1 , φ 2 : X 2 → X where X = [0.7, 0.8] × [0.65, 1] and ( Fig. 12) S : φ 1 ((x 1 , y 1 ), (x 2 , y 2 )) = (0.05x 1 +0.02x 2 +0.1y 2 +0.635, 0.1x 1 +0.2y 1 +0.08x 2 +0.15y 2 +0.5) φ 2 ((x 1 , y 1 ), (x 2 , y 2 )) = (0.15x 1 +0.05x 2 +0.1y 2 +0.5, 0.15x 1 +0.15y 1 +0.45) and α = 0.4117654113 (Table 10) .
Example 11.3 Our last example is the GIFS G appearing in Example 16 from [13] .
Consider the GIFS φ 1 , φ 2 : X 2 → X where X = [0, 0.77] 2 and (Fig. 13 ) y 1 ) , (x 2 , y 2 )) = (0.25x 1 + 0.1x 2 + 0.5, 0.25y 1 + 0.2y 2 )) and α = 0.5325006068 (Table 11 ). Numerical Algorithms Fig. 12 The output of algorithm GIFSDraw(S) with uniform generation after N = 5 (left) and N = 6 (middle) iterations. On the right, the picture obtained by the deterministic algorithm for GIFS from [13] 11.3 Discrete deterministic algorithm for fuzzy GIFS
) be a fuzzy GIFS satisfying the assumptions from Theorem 10.4. Then we can obtain a fractal with resolution δ, approximating u S , as follows:
Fuzzy GIFS examples
Example 11.4 The first example is based on the GIFS G appearing in Example 16 from [13] . Consider the fuzzy GIFS φ 1 , . . . , φ 3 : X 2 → X, where X = [0, 0.77] 2 and S : ((x 1 , y 1 ) , (x 2 , y 2 )) = (0.25x 1 + 0.2y 2 , 0.25y 1 + 0.2y 2 ) φ 2 ((x 1 , y 1 ), (x 2 , y 2 )) = (0.25x 1 + 0.2x 2 , 0.25y 1 + 0.1y 2 + 0.5) φ 3 ((x 1 , y 1 ), (x 2 , y 2 )) = (0.25x 1 + 0.1x 2 + 0.5, 0.25y 1 + 0.2y 2 ) Numerical Algorithms Fig. 13 The output of algorithm GIFSDraw(S) with uniform generation after N = 5 (left) and N = 6 (middle) iterations. On the right, the picture obtained by the chaos game algorithm for GIFS from [13] with the gray level functions
The approximations of the fuzzy attractor using the algorithm with uniform generation are shown in Fig. 14 and the resolution data for those are given in Table 12 . The approximations of the fuzzy attractor using the algorithm with aleatory generation are shown in Fig. 15 .
Example 11.5 Consider the fuzzy GIFS φ 1 , . . . , φ 3 : X 2 → X, where X = [0, 0.77] 2 and S :
with the gray scale functions ρ 1 (t) := t
The approximations of the fuzzy attractor using the algorithm with uniform and aleatory generation are given in Fig. 16 . Table 11 Resolution data for the uniform picture in Fig. 13 N ε δ with the gray scale functions
, ρ 2 (t) := t, ρ 3 (t) := t and α = 0.5654836644 (Table 13 ). Figure 17 shows the approximations of the fuzzy attractor using the algorithm with uniform and aleatory generation. 
Remarks on numerical analysis and complexity
In this section, we provide some details about the performance of the algorithms proposed and their computational limitations (Table 14 ). The algorithms described in Sections 7, 8, and 11 were implemented in FOR-TRAN 2003 and were compiled using the GNU GFORTRAN compiler, version 5.4.0 with optimization -O3 turned on. The executable codes were run on a computer equipped with an INTEL(R) CORE(TM) i5-6400T 2.21-GHz processor and 6 GBytes of RAM under the Cygwin environment for Windows 10, 64-bit operating system.
At this point, we would like to provide data regarding the performance of algorithm FuzzyIFSDraw(S). The image shown in Fig. 7 , on the left, was produced using the program that implements the uniform algorithm, using the external file version and the specific data regarding its performance are given in Table 15 , where we show the number of iterations, k; the time taken to produce the −1 sets, T −1 ; the time taken for the iterations, T i ; and the overall execution time, T . All times reported are wall-clock times and are given in seconds. Speaking in a more abstract way, in order to get the iteration FŜ (u), we must find −1 , which involves L × |X| operations (L is the number of maps in a given IFS). Hence, if we let X to be a cube in a Euclidean d-dimensional space,X be the canonical net of cardinality k d , then to get the Nth iterate F N S (u), we must make N · L · k d operations in uniform approach, and N · L · M in aleatory one, when M is the number of chosen points inX. Now we turn our attention to the performance of algorithm GIFSDraw(S) with uniform generation. As is expected, the overall computational effort depends on the number of points generated at each iteration, and this number in turn depends on the number of maps and, most crucially, on the way these maps act. For some set of maps, the number of points may grow very slowly, whereas for others that number may grow much faster. Based on examples 11.1, 11.2, and 11.3, we present in Table 16 the number of points generated at each iteration and the overall running time T (in seconds) which clearly illustrate this behavior. Now, switching to more abstract setting, to find FŜ (K), where K ∈ K(X), then we must make at most L · |X| m calculations (as we must find each value φ j (x 1 , ..., x m )). Hence, under our standard assumption, to find the Nth iteration F N S (K), we must make at most N · L · k md calculations.
Remark 12.1 It is worth comparing the obtained value with the algorithm generating images of GIFS attractors presented in [10] , when at each step of iteration, we restrict to more dense net. Assuming that at the step i we restrict to a net of cardinality k i , we (see Sections III and IV in [10] ; for simplicity, we assume here that X = [0, 1] d ). On the other hand, our approach gives us the attractor with the resolution at most
Leaving more detailed comparison for interest reader, we just notice that, if k N = k, then these two approaches seem to be relatively similar from the perspective of efficiency.
Finally, we discuss the mechanics of the FuzzyGIFSDraw(S) algorithm with uniform and aleatory generation, and, again, we note that it consists basically of computing −1 and computing N times ZŜ (w). Hence to calculate the Nth iterate Z N S (w), we must make L · N · |X m | calculations, i.e., L · N · k md in uniform case and L · N · M m in aleatory one.
To further illustrate this, we consider once again Example 11.3, where L = 3. We have run our implementations of the FuzzyGIFSDraw(S) algorithm with uniform generation for k = 25, 50, and 100, and with aleatory generation for k = 100, 200 and M 2 = 40 × 10 6 , 80 × 10 6 , and 160 × 10 6 . Tables 17 and 18 show the running times for the above cases, the number of iterations required for convergence using = 0.5 × 10 −3 , and the size of −1 (i.e., the number of points). Considering the data presented in Table 17 , it is easy to see that as k doubles, the time taken to compute −1 and the running time per iterations grow by a factor close to k 4 = 16. Since L is constant, this behavior is in accordance to the order of complexity, N · L · k 4 .
With regard to the FuzzyGIFSDraw(S) algorithm with aleatory generation, Table 18 shows that (for fixed k) as M 2 doubles, so do approximately T −1 and T i /N. On the other hand, for fixed M 2 , as k doubles, T −1 and T i /N remain approximately the same. These observations confirm that the FuzzyGIFSDraw(S) algorithm with aleatory generation is not dependent on k but rather on M and is of order of complexity N · L · M m . This is, indeed, its great advantage over the FuzzyGIFSDraw(S) algorithm with uniform generation.
At the end, let us summarize the above discussion. Assuming for simplicity that X = [0, 1] d , the Nth iteration of our algorithm (no matter if we speak about FuzzyIFSDraw(S), GIFSDraw(S), or FuzzyGIFSDraw(S)) give us approximation of the attractor with resolution at most
.
(we assume X = [0, 1] d ) and the number of needed calculations is the following (we focus here on the uniform case)
• N · L · k d for FuzzyIFSDraw(S);
• N · L · k md for GIFSDraw(S) and FuzzyGIFSDraw(S).
For example, if we assume k ≈ 
