Data extracted from social media platforms, such as Twitter, are both large in scale and complex in nature, since they contain both unstructured text, as well as structured data, such as time stamps and interactions between users. A key question for such platforms is to determine influential users, in the sense that they generate interactions between members of the platform. Common measures used both in the academic literature and by companies that provide analytics services are variants of the popular web-search PageRank algorithm applied to networks that capture connections between users. In this work, we develop a modeling framework using multivariate interacting counting processes to capture the detailed actions that users undertake on such platforms, namely posting original content, reposting and/or mentioning other users' postings. Based on the proposed model, we also derive a novel influence measure. We discuss estimation of the model parameters through maximum likelihood and establish their asymptotic properties. The proposed model and the accompanying influence measure are illustrated on a data set covering a five year period of the Twitter actions of the members of the US Senate, as well as mainstream news organizations and media personalities.
INTRODUCTION
Leading business and non-profit organizations are integrating growing volumes of increasingly complex structured and unstructured data to create big data ecosystems for content distribution, as well as to gain insights for decision making. A recent, substantial area of growth has been online review and social media platforms, which have fundamentally altered the public discourse by providing easy to use forums for the distribution and exchange of news, ideas and opinions. The focus in diverse areas, including marketing, business analytics and social network analysis, is to identify trends and extract patterns in the vast amount of data produced by these platforms, so that more careful targeting of content distribution, propagation of ideas, opinions and products, as well as resource optimization is achieved.
One platform that has become of central importance to both business and non-profit enterprises is Twitter. According to its second quarter 2014 financial results announcement, Twitter had more than half a billion users in July 2014, out of which more than 271 million were active ones (Twitter, 2014) . Although Twitter lags behind in terms of active users to Facebook, it is nevertheless perceived by most businesses and non-profit organizations as an integral part of their digital presence (Bulearca and Bulearca, 2010) .
The mechanics of Twitter are as follows: the basic communication unit is the account. The platform allows account users to post messages of at most 140 characters, and thus has been described as the Short Message Service (SMS) of the Internet. As of mid-2014, over half a billion messages were posted on a daily basis. Further, Twitter allows accounts to "follow" other accounts, which means the follower receives notification whenever the followed account posts a new message. The nodes (Twitter accounts) contain democratic senators (blue circles), republican senators (red squares), media (purple triangles), and government agencies (green stars).
both the follower network (that captures the potential for posted messages to generate interactions with other users) and the intensity over time of the basic actions involved (posting, retweeting and mentioning). Hence, underlying the model in this paper is the idea that conversations, and in particular the rate of directed activity, between accounts reveal their real-world position and influence.
We illustrate the model on a closely knit community, namely that of the members of the United States Senate, the upper legislative house in the bicameral legislative body for the United States.
Two senators are democratically elected to represent each state for six year terms. We further augment the set of Twitter accounts analyzed by including selected prominent news organizations (e.g. Financial Times, Washington Post, CNN), as well as popular bloggers (e.g. Nate Silver, Ezra Klein), the accounts of President Obama and the White House, and two influential federal agencies (the US Army and the Federal Reserve Board); for details refer to Section 6.
The retweeting and mentions interactions from our data are drawn as directed edges in Figure 1. Given this sequence of network snapshots, we identify particular senators and news agencies that tend to elicit interactions from other accounts (i.e., have many incoming edges relative to how often they tweet), thus revealing their influence on Twitter. Our results further indicate 6 that the proposed approach produces influence measures for the U.S. Senators that correspond more closely with their legislative importance than purely network-based solutions based on the PageRank algorithm.
The remainder of the paper is organized as follows: in Section 2, we introduce the modeling framework and the proposed influence measure. Section 3 presents the algorithm to obtain the model parameter estimates, as well as establish their statistical properties and those of the influence measure. The performance of the model is evaluated on synthetic data sets in Section 4, while the US Senate application is presented in Section 5. Finally, some concluding remarks are drawn in Section 6.
THE MODEL AND THE INFLUENCE MEASURE
We start our presentation by defining some key quantities for future developments. Let G = (V, L) denote the followers network, where V corresponds to the set of nodes of all the Twitter accounts under consideration and L = {L i,j , 1 ≤ i = j ≤ n} the edge set between them and captures whether an account foillows another account.. Note that the network is bidirectional in nature and not necessarily symmetric, since account i may follow account j, but not vice versa. In principle, L can be dynamically evolving, but in this work we consider L to be static and not changing over time. As explained in the introductory Section, in the Twitter platform, accounts (nodes) can undertake the following three actions: post a new message, retweet a message posted by another account that they follow and finally mention another account that they follow. Further, the vast majority of messages posted, retweeted or mentioned have key terms (wth a prefix) that identify the topic(s) that are been discussed.
Next, we define the following two key counting processes. Let N j (t) denote the total number of retweets and mentions that account j generates on topic l by time t and by A j (t, l) the total number of posted messages by account j on topic l by time t. Define α j to be a parameter that captures the long-term capability of account j to generate responses by other accounts from the content posted, and β j a parameter that captures the long term susceptibility of account j to respond (retweet/mention) to the postings of the accounts it follows. We model {N j (t, l)} n i=1 as a set of counting processes through their hazard rates, using a version of Cox (Andersen and Gill, 1982) proportional hazard model; specifically, the hazard rate λ j,l (t) of process N j (t, l) is given by
where M j (t, l) = A j (t, l) + N j (t, l) the total number of posting, retweets and mentions for account j on topic l by time t. We assume that the parameters α i , β i ∈ (−∞, ∞), since accounts and their users may be positively or negatively inclined towards other accounts, as well as being more keen in joining specific conversations or passively retweeting messages from favorite accounts. The nonparametric baseline component λ 0,l (t) is time varying. In general, we would expect this baseline to be small for large times t, since topics in social media platforms have a high churn rate; they become "hot" and generate a lot of action over short time scales and afte awhile it stops being discussed. The model posits that account j interacts with other accounts at a baseline level λ 0,l (t), modulated by its ability to generate responses by accounts in its followers network, as well as its own susceptibility to respond to accounts it follows postings and rebroadcasting of messages. Note that we model the retweet-mention process N j (t, l), since it reflects interactions between nodes and use the total activity process M j (t, l) as a covariate.
To complete the modeling framework, denote the set of topics in the data as {1, . . . , Γ}. Further, let T l j = T l j,1 , . . . , T l j,n j , t = 1, · · · , n j , denote the set of time points that account j took action (post, retweet, mention) on topic l. Finally, for identificaiton purposes, we require one member of the parameter vector Ω = (α 1 , α 2 , . . . , α n , β 1 , . . . , β n ) to be set to a fixed value, and without loss of generailty we set α 1 = 0. Following, (Andersen and Gill, 1982) , we employ a partial-likelihood function to obtain estimates of Ω. Specificially, we treat the baseline λ 0,l (t) as a nuisance parameter and decomposing the full-likelihood to obtain
Plugging the exact form of the hazard rate from (1) into the partial-likelihood function (PL), we get:
The Influence Measure
Leveraging the structure of the model, we propose to measure an account's (node) influence as the total hazard rate change it will bring to its followers. Specifically, for an account j its hazard rate at time t is given by:
. Then, after some algebra we obtain that the total hazard rate change i brings to its followers can be written as:
Since M i (t) is a random value, we approximate it by its observed average value,M i , calculated from the data. Hence, the influence measure becomes
Finally, we express it in a log-scale, so as to linearize the scale and make it compatible with the range of values of the response and susceptibility parameters α and β:
COMPUTATION AND INFERENCE
Next, we present a Newton-type algorithm for computing the parameter estimates Ω. The objective function corresponds to the logarithm of the partial likelihood function (2) given by
Due to its smoothness we employ Newton's algorithm that uses the gradient and the Hessian of Calculate G by using (9) and (10)
5:
Calculate H by using (11) to (16) 6:
Find the optimum positive τ value such that Ω − τ · H −1 G will maximize the log-partial-
Update Ω ← Ω − τ · H −1 G.
8:
In the updated Ω, set α 1 = 0. 
PROPERTIES OF THEΩ ESTIMATES
Next, we establish that the estimatorΩ which maximizes (6) will converge to the true parameter Ω in probability in probability under certain regularity conditions. Before we state the main result, we present some definitions. Let
Then, we can establish the following result.
Theorem 1. Suppose there exists time point t 0 , such that all the observed time points satisfy
(Note however, that for different topics we allow overlap of event occuring times.)
Further, we assume that
And if we denote
where again · is the L 2 norm of a vector or matrix.
(C) e(Ω , t) is bounded away from zero. e(Ω , t) and e (1) (Ω , t) are continuous functions of Ω ,
Then, under condistions (A-C), we have that
The detailed proof is given in the Appendix.
Based on Theorem 1, by leveraging the properties of continuous functions, we can establish the consistency of the proposed inflience measure.
) denote the n-dimensional vector of influence measures at time t. Further, denote byΞ(t) = (Ξ 1 (t), · · · ,Ξ n (t)) their empirical estimates. Under the conditions of Theorem 1, we have that
for any t ≥ 0.
Based on Theorem 1, the proof of the proposition is straightforward, since each element of the vectorΞ is a continuous function ofΩ.
PERFORMANCE EVALUATION
In this section, we evaluate the proposed model and influence measure on synthetic data. We start by outlining the data generation mechanism.
Step 1: Building the followers network L.
The steps employed for this task are presented next.
• First, for each node i, generate K 1 (i) from a uniform distribution on the integers {1, . . . , K},
where K = * n/2 and * · is the floor function that returns the maximum integer not larger than the value inside.
• Generate F 1 (i) for node i by randomly sampling
• For each node j, sample K 2 (j) uniformly from the set {1, . . . , K}. Generate F 2 (i) for node j by randomly sampling
At the end of this procedure, every node in the network has at least one follower and at least an account that it follows.
Step 2. Generate the post, retweets and mentions sequences.
Since the baseline hazard rate λ 0,l (t) always gets canceled in the partial-likelihood function (2), we select λ 0,l (t) as λ 0,l (t) = a, whenever 0 ≤ t ≤ t 0 and λ 0,l (t) = 0 when t > t 0 , where a is a small positive constant.
We then generate actions on this network withthe following algorithm below for each topic l ∈ {1, . . . , Γ}. In this algorithm, we let the nodes send tweets with probability p at each time point 0, 1, . . . , * t 0 , while we generate the retweets and mentions in the standard survial analysis way, by using the hazard rate (1).
Algorithm 2 Generate Group A actions 1: Initialize Indicator which is the sequence to record the nodes that have mentioned or retweeted as an empty sequence.
2: Initial t=0. Let each node has a tweet with probability p.
3: Let each node send out tweets from Binomial(J, p).
4: while t < t 0 (stopping time for all topics) do
5:
Generate survival time for each node with its hazard rate (1)
6:
Find node i with the shortest time t s .
7:
if t + t s < t 0 then
8:
Update t to be t + t s . Record the node that has done this retweet or mention. We first illustrate the performance of the Newton estimation algorithm, on a random network of varying size. We set the parameter a = 0.5 for the baseline hazard rate and choose a time horizon of t 0 = 7, to emulate a week's worth of data. We also select the parameters Ω uniformly at random in the interval [−0.3, 0.3] . With different network sizes n and number of topics generated Γ, we obtain the following two plots to show the mean squared error of the parameter and influence estimates Next, we use a size 10 network, specially constructed to gain insight into the workings of the proposed influence measure. The settings for the data generation are as follows: Γ = 500, API allows access to only the past 3000 tweets for any account. As a consequence, for extremely high volume users, like newspapers and television networks, our data traces their Twitter usage for months. For the least active users in our data, 3000 tweets dates back multiple years.
An inspection of actual tweets in Table 1 shows, consistent with Golbeck et al. (2010) , that senators tend to retweet and mention as a means of self or legislative promotion. In fact, we see a number of references to legislative activity, such as calls for gun reform, carbon emissions, and references to actual bills on overtime pay, domestic violence protections, among others. Senators often cite news coverage by retweeting or mentioning news media accounts that support their political agenda, which would suggest that the media outlets collectively have enormous influence. This also suggests that Twitter is utilized by senators as part of a larger strategy to build and coalesce public support in order to pass bills through congress.
To test these hypotheses and also rigorously compare the proposed influence measure to PageRank applied to the followers networks (which constitutes the backbone of many ranking algorithms of Twitter accounts), we perform a regression analysis to assess how well each measure explains legislative leadership in Congress. Our response variable is the leadership score, published by www.govtrack.us (GovTrack.us, 2014) . GovTrack creates the leadership score by applying the PageRank algorithm to the adjacency matrix of bill cosponsorship data. Thus, the leadership score for each senator is a number between 0 and 1, where higher values denote greater legislative 
where Influence contains the proposed measure and/or PageRank, and Controls includes party affiliation, gender, age, and number of years in the senate. Seniority endows a number of benefits including preferential assignment to committees. Thus, these control variables likely associate strongly with legislative leadership.
To estimate the proposed influence measure, the data is organized into weekly intervals after using the follow-follower relations to construct the adjacency matrix L. In Twitter it is common to use "hashtags" or the # symbol followed by a user-specified category to identify context, which, as mentioned in Section 1 can be used as an indicator of different conversations. However, we find that senators do not utilize hashtags often. To overcome this challenge, we follow previous works on Twitter (Hong and Davison, 2010; Ramage et al., 2010) by applying probabilistic topic modeling, which was first introduced in Blei et al. (2003) . Extensive work in computer science and applied statistics has led to fast algorithms capable of analyzing extremely big text archives. Due to space constraints, for statistical and algorithmic details on the topic model, see Blei (2012); Blei and Lafferty (2007) and references therein.
Topic modeling applied to the data results in a soft clustering of tweets into groups (topics), which is appropriate since a single tweet could touch on multiple issues. Thus, tweets are assigned to topics that had at least 0.25 probability. Given the fast moving landscape of social media, new topics are assigned each week, leading to 2770 topics in total for the entire data set. After preprocessing, we apply Algorithm 1 to estimate the α and β parameters for every account using all data. The final influence measure is constructed by computing the influence measure vector Ξ over different time intervals to study how influence evolved; i.e.Ξ was computed by using the average M i (T m ), where T m denotes the m−th time interval of interest.
The first time interval T 1 we investigate is May 15, 2014 -July 3, 2014, which captures the most active period in our data and also represents a period when rate limiting is not a concern, i.e., the data for even high volume users extends this far. shows the top ten most influential accounts under the proposed method and PageRank (Page et al., 1999) calculated from the followers network. Both methods estimate that the Financial Times is the most influential Twitter account, and in general find that the media has an enormous influence that facilitates online conversation between politicians. We see from Figure 4 that these top accounts were actively retweeted and mentioned throughout this period.
Next, we estimate the regression model in Equation 8. We note that Senators Baucus, Kerry, Cowan, Lautenberg, and Chiesa are scored by govtrack.us, but are not in our analysis. Max Baucus and John Kerry are left out, because they vacated their Senate seats to become, respectively, to October 31, 2013. He declined to run in the special election and thus, is also not included in the analysis.
Since the leadership score provided by GovTrack are between 0 and 1, we estimate two models. One model uses the raw leadership scores, and another uses log( leadership 1−leadership ) for the response variable. In both cases, as shown in Table 3 , we consistently find that the proposed influence measure explains more variation in leadership and when both the proposed and PageRank influence measures are included as independent variables, PageRank does not provide additional explanatory power. Tables 4 and 5 The goal in this paper was to characterize the influence of users in a large scale social media platform when given information about the detailed actions users take on it. Our comprehensive analysis of the US Senators and related accounts demonstrated that conversations, and in particular the rate of directed activity, between accounts are correlated with their real-world position and influence.
We expect similar conclusions to hold broadly for other types of directed interaction data when the nodes form a clearly defined ecosystem or closely knit social group/community.
The modeling and statistical inference issues, associated with these large scale data are different from those in the related literature on network community detection (Kolaczyk, 2009; Fienberg, 2012; Salter-Townshend et al., 2012) , where the goal is to identify relatively dense groups of nodes (users), even though the underlying data (observed adjacency matrices) are the same. Relative to other recent work on modeling directed networks, as in Perry and Wolfe (2013) , our study has important modeling differences motivated by the online social media platform domain. For instance, our approach incorporates the fundamental differences between actions like retweeting, mentioning, and posting. As a consequence, our final influence measure, which sums all possible influences from the social network, is able to outperform traditional topology driven approaches like PageRank (Page et al., 1999) . Perhaps most importantly, given the massive volumes of data generated by platforms like Twitter, we presented a fast estimation algorithm and established statistical properties for the model estimates and those of the final influence measure.
These results suggest that the proposed model can be a relatively straightforward technique to identifying influential individuals within Twitter ecosystems, and that it can complement the significantly more involved text mining based content analysis of the raw messages for related tasks (Taddy, 2013) .
APPENDIX 8. PROOFS
Expressions for the gradient vector and Hessian matrix of the LL function
Some rather straightforward algebra yields the following expressions for the elements of the gradient vector G ≡ ∇ Ω LL:
for 2 ≤ i ≤ n, and
Next, we obtain the necessary expressions for the Hessian matrix H(LL). We start by computing the sub-matrix of H that includes the second partial derivatives of LL with respect to the α parameters. We get
When i = q, we similarly have
Next, we obtain the sub-matrix of H that includes the second partial derivatives of LL with respect to the β parameters and get
for 1 ≤ j ≤ n. When j = q, we can similarly have
Finally, we provide expressions for the cross-partials
When i = j,
Proof of Theorem 1
Note that since the baseline hazard rate λ 0,l (t) is canceled out in the partial likelihood and the estimation of the parameter vector Ω will not depend on its value, in the rest of the proof, we can safelyl ignore it. Next, consider the process
where recall that Γ denotes the number of topics under consideration. Then, given Ω, it is straightforward to see thatΩ is the unique maximum point (with probability going to 1) of X(Ω, t 0 ) (Andersen and Gill, 1982) and X(Ω, t 0 ) is a concave function. To simplify notation, we let T N (t, l) = i N i (t, l). Then, we can expand X(Ω , t) as:
Notice that by the definitions of the hazard rates, by defining
. . , n, we can easily establish that E j (t, l)s are local martingales on the time interval [0, t 0 ]. Then, in X(Ω , t), we replace dN j (t, l) with the hazard rates of
Some algebra shows that X(Ω , t)−A(Ω , ·) can be written as a finite sum of the square integrable local martingales E j (t, l) in (17). Then, the lastter is also a local square integrable martingale. By Theorem 2.4.3 in (Fleming and Harrington, 2013) , we have
where in (19) above, S j (u, l) is given by
where
Now, we want to establish that P (Ω , t 0 ) remains convex. We evaluate the first and second derivative of P 1 (Ω , t 0 ) to show its convexity. By Condition (C), we can compute the first derivatives where I i is a n-dimensional vector with all zeros expect one on the i-th entry.
Note that the above parital derivatives are all zero at Ω = Ω. Further, the second derivatives
j (u, Ω) + e converges in probability to a convex function of Ω with a unique maximum at Ω. SinceΩ maximizes the concave function X(Ω , t 0 ), it follows by a standard result in convex analysis (Rockafellar, 1970) thatΩ → P Ω. This completes the proof of the Theorem.
APPENDIX 9. ADDITIONAL SENATOR RESULTS Table 6 shows the top ten most influential accounts under the proposed method for different time Tables 7 and 8 show regression results for the sequestration period, and Tables 9 and 10 show regression results for the inauguration period. The results are consistent with the results presented in the main text. Regressing directly on the leadership scores shows a strongly significant and 
