We establish a new result on the asymptotic integration of linear differential Ž . systems of the form yЈ s ⌳ q R y, where ⌳ is diagonal and R is small. More specifically, we allow for different scales of asymptotic behaviour of the individual matrix elements of ⌳ and R. We also discuss an application to a self-adjoint fourth order equation. ᮊ 1997 Academic Press
INTRODUCTION
There has recently been considerable interest in the asymptotic integration of differential systems
Ž . Ž .
Ž w x . see, e.g., 2, 4, 5, 7, 8 . In this paper, we add another wrinkle to this theory. Our investigations were initiated by studies on spectral theory of higher order differential operators. In Section 3, we shall discuss such an example.
One always needs two different types of assumptions: The so-called dichotomy condition guarantees that the quotient of any two solutions of Ž . the unperturbed system Y Ј s diag A Y has a clear-cut asymptotic behaviour. The second assumption is a smallness requirement on the offdiagonal terms of A.
The result we will present here lies, in some sense, between the basic w x w theorems of Levinson 2, Theorem 1.3.1 and of Hartman-Wintner 2, x w x Theorem 1.5.1 . Somehow similar conditions have been studied in 7 . The point of our result, however, is that the individual matrix elements are allowed to behave differently for large x. It is exactly this situation that occurs naturally in the spectral analysis of higher order differential equations. We hope to illustrate this with the example in Section 3.
w x The proof relies on the methods developed in 5 . We will use a series of Ž . 1qQ transformations so that, eventually, Levinson's Theorem will be applicable. However, it will be necessary to treat the remainder row by row Ž . by what we will call partial 1 q Q transformations. Moreover, we will have to pay serious attention to the validity of the dichotomy condition after the transformation has been carried out.
Asymptotic properties of the solutions of linear differential equations have also been studied by rather different methods. In fact, one can use asymptotic expansions at singular points of analytic equations to obtain w x results of a similar flavour. We refer the reader to 11 for further details.
STATEMENT OF THE MAIN RESULT
We consider the system
with complex spectral parameter z s k q i⑀ , ⑀ / 0. We assume that s, w ) 0, q -0 for sufficiently large x and that qs y2 , wrq ª 0 as x ª ϱ. Ž w x. Ž . T Introducing, as usual cf. 2, 10 , u s y, yЈ,y y ٞ y syЈ, yЉ and abbrevi-Ž . ating q y zw \ r, we can write 5 as first order system uЈ s Au with 
y 3 q y y q y
y q y y 3 q y 
Ž . Evaluating all terms of 10 in this way, we see that the matrix elements of R can be estimated as
Similarly, we get that We are now in a position to apply Theorem 2.1. The result will be 
Ž . Proof. First observe that because of wrq, rrs 2 ª 0, we can take Ž .
Ž . ␥ F ␥ . Using 12 , we see that the system 9 satisfies the dichotomy 1 2 Ž . condition 2 with ␣ s ␣ s ␥ and ␣ s ␥ otherwise. Thus ␣ s 
Ž .
11 . r Јrr is integrable; hence these terms can be absorbed by the matrix Ž . S from Theorem 2.1. Furthermore, the remaining terms satisfy 3 if we Ž . take p s 2 so pЈ s 2 and ␤ s ␥ r2 for i s 1, 2 and ␤ s ␥ r2 for
Obviously, 4 is also fulfilled, and Theorem 2.1 is 1 2 Ž . applicable. Transforming back to y s T¨we get the solutions
Ž . Ž where r are the diagonal elements of R from 10 note r s r , 
The proof also shows that without the possibility of taking ''individual'' exponents ␣ , ␤ , we would have to impose the stronger conditions 
Ž
The proof uses only Theorem 3.1 and some standard arguments comw x . pare, e.g., 3, Sect. 6 and will therefore be omitted.
PROOF OF THEOREM 2.1
In the proof, we will use transformations of the independent variable of the type
w . Since x ª u defines a bijection from 1, ϱ onto itself, all quantities may be viewed either as functions of x or as functions of u. The usefulness of Ž . 13 relies on the following observations. Firstly, if Y is differentiated with Ž . respect to u, then it satisfies again an equation of the form 1 :
Ž .
Ž . Moreover, the transformed matrices ⌳, R still satisfy 2 and 3 , but with new exponents
Here, one has to be careful with the interpreation of 3 . Since R is
Secondly, a finite number of these transformations obviously has the same effect as one such transformation with an appropriate ␥.
Thirdly, as we shall show more explicitly at the end of this Section, it suffices to reach the Levinson form for the transformed system.
Ž . In order to transform 1 to a form where Levinson's Theorem is applicable, we will thus have to consider matrices Q satisfying the equations reason S will denote a general L -term, and, in the sequel, it will be tacitly 1 assumed that all L -terms are absorbed by S. 1 Next, we need a cut-off result for L -functions: Proof. Use the transformation u s x 1y ␣ and consider
This expression is in L , provided the integration is performed with p respect to u. Now notice that any h g L can be decomposed into Lemma 4.3 allows us to absorb the diagonal terms of R by ⌳ without Ž . affecting the dichotomy condition 2 . This technique has also been used in w x 5 , but there are no considerations analogous to our Lemma 4.3. Therefore the special case ␣ s ␤ s 0 seems to fill in a minor gap in the proof of w x 5, Theorem, Sect. 3 .
Ž . In the sequel, we shall use partial 1 q Q transformations, i.e., we shall Ž . Ž . take q as a solution of 15 if i, j g J and q s 0 otherwise for some
we want to achieve that R Ž1. is, in some sense, ''better'' than R. We first Ž . show that, at least, things do not become worse when a partial 1 q Q transformation is carried out. . Consider, for ini j Ž n . stance, Q R : this is a sum of terms of the formиии q r . . Hence the
In the first estimate we used ␣ s ␣ together with 4 . The other terms k l lk are treated similarly.
We shall now develop a strategy that actually improves R. Applying the Ž . transformation 13 , we can achieve that min ␣ s 0. Without loss of i generality, we may assume that ␣ s 0. In order to avoid clumsy notations, 1 we will denote the independent variable and the exponents again bỹ Ž . or is bounded, respectively. We will now show by induction that a finite Ž . number of these partial 1 q Q transformations will reduce the first row to L . We omit the details. The result is that the new remainder satisfies
j s i j p
The whole procedure based on this statement and on Lemma 4.4 can be repeated with anothe row, and we will eventually have R Ž k . g L so that 1 we can invoke Levinson's Theorem. More explicitly, we obtain solutions of the form
where Y s 1 q Q иии 1 q Q Z and u s x for some ␥ -1. We have
also used here that we may take any lower bound in the integral because a change of that number merely amounts to a multiplication of the solution by a constant. Since all matrices Q used in the proof tend to zero, the x gL x p ) 1r␦ and choose ␦ ) 0 sufficiently p small so that ␤ y ␦ G ␣ G ␣ rpЈ. Now the theorem applies.
i j i k i k
CONCLUDING REMARKS
We would like to point out the way we have used Lemma 4.1. With s s ϱ we see that the transformed system is not worse than the original one and that, in particular, the dichotomy condition continues to hold with the same ␣. But in order to get actual improvements, we then have to choose s s p.
It is, of course, possible to obtain more detailed information on the i in concrete applications by actually carrying out the steps described in the preceding section. Unfortunately, this procedure can be rather cumbersome, especially for large p and n. However, the information provided by Theorem 2.1 may well turn out to be sufficient for many purposes Ž . compare Corollary 3.2! .
Here we have used a system of power scales; one can also work with other, possibly finer scales, as long as one can show a result analogous to Ž . Ž . Lemma 4.1. Above we have assumed in 3 the same p for all pairs i, j . This can be modified likewise. We can also use columns instead of rows, i.e., our result holds as well with
Ž . Furthermore, it is evident that the full force of 2 is never needed, but rather the integrated version 
