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The recent increase of smart meters in the residential sector has led to large available datasets. The electricity 
consumption of individual households/devices can be accessed in close to real time, and allows both the demand and 
supply side to extract valuable information for efficient energy management. Predicting electricity consumption 
should help utilities improve planning generation and demand side management, however this is not a trivial task as 
consumption at the individual household level varies with occupant behavior. In residential buildings, many loads 
have some power flexibility. One of them is water heater (WH), which accounts for up to 20% of home daily 
electricity use.  
Conventional methods for water heater power prediction, which heavily rely on physical principles, have limited 
applicability as their performance is subject to many physical assumptions. Recently, black-box models have gained 
huge interest due to their flexibility in model development and the rich availability of data in modern buildings. 
Black-box modelling methods can be further categorized into two types, i.e., statistical methods and supervised 
machine learning (ML). Since building operations are typically complicated and nonlinear, the resulting accuracy of 
simple statistical methods can be poor. 
Many ML-based, black-box approaches have the ability to characterize and forecast total energy consumption of 
commercial data. However, a paucity of research applying black-box methods have been tested on the hour ahead 
energy consumption forecasts for typical detached residential houses in the US. With the advances in smart 
metering, sub meter usage forecasts at the household-level is also gaining popularity for smart building control and 
demand response programs. This led us to develop black-box ML techniques to address the problem of residential 
hour and day ahead load forecasting of WH.  
The developed forecasting models are built using three common ML algorithms, support vector machines (SVM), 
Gaussian Naive Bayes, and Random Forest. Performance comparison among these ML methods was carried out. 
The results suggest that all models were able to correctly predict a greater proportion of the actual power 
consumption with prediction accuracy yields averagely between 94% ~ 96%. The SVM model performs the best, 




1.1 Background of research 
In a smart grid, energy is delivered from the suppliers to the customers using modern digital technology to improve 
the efficiency and reliability. Reliable operation of the smart grid requires power supply (generation) to be equal to 
power demand at all timescales. An important feature of the smart grid is the demand response (DR) mechanism that 
enables customers to curtail demand, providing a service to the grid. Intermittent and volatile production of 
renewable energy increases the need for additional balancing resources in order to maintain demand-supply energy 
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balance.  Increased use of fast-responding conventional generators or large battery energy storage (BES) are two 
options for maintaining the balance between supply and demand. BES implementations in residential load 
management typically involve load shifting; the battery is charged during cheaper off-peak periods so that the 
energy stored (in chemical form) can be harnessed during peak periods when electricity is expensive. However, BES 
systems require a large initial investment that may hinder some consumers from adopting them. An alternative is to 
vary the demand of home appliances to help restore demand-supply balance. Many loads have some flexibility in 
demand, such as heating, ventilation, and air conditioning (HVAC), electrical water heaters (EWH), heat pumps, and 
refrigerators (Lin et al. 2015; Kim, Fuentes, and Norford 2016; Gils 2014; Xue et al. 2015; Cui et al. 2017).  Their 
demand can be varied above and below a nominal demand profile (baseline) to absorb the volatility of renewable 
generation, just like charging and discharging of a battery.  In effect, thermostatically controlled loads (TCLs), such 
as domestic refrigerators or water heaters (Mathieu et al. 2015; Aunedi et al. 2013; Pourmousavi, Patrick, and Nehrir 
2014) are prime DR/Virtual Battery Storage (VBS) candidate/resources due to considerable thermal energy storage 
potential inside building mass or appliances themselves. 
 
Among them, EWH represents a significant source of energy consumption on the modern grid and tank-type EWH 
have built-in thermal storage in the form of a water storage tank. Grid-interactive water heaters are able to be 
controlled by utilities or aggregators in order to perform several grid services such as DR, grid stabilization and peak 
load shaving. The performance of DR/optimal control relies on the quality of appliance model and load forecasting. 
The following sub-section introduces the popular two categories of EWH, i.e. physical modelling and black-box 
modelling methods. 
 
For Physical modelling: a model for typical EWH in United States was developed based on heat transfer process 
inside EWHs and the possibility of providing aggregated regulation services was investigated (Kondoh, Lu, and 
Hammerstrom 2011). The water tank is simplified vertically divided into two layers: the lower layer (Layer1) with a 
volume of L1 and the upper layer (Layer 2) with a volume of L2. A EWH DR scheduling strategy was proposed to 
optimize EWH to provide grid service under given price signal (Motalleb et al. 2016). In Motalleb’s research, the 
water heater is modeled as a single heating element, i.e. based on one single thermal transfer equation, which heats 
up a nominal mass of water in the tank. A EWH with similar modelling method was proposed in a paper (Fitzgerald, 
Foley, and McKeogh 2012) to test the potential to transform a passive thermal load into an intelligent DR agent to 
reduce peak demand. Only one heating (immersion) element and no thermal was considered in the EWH modelling, 
which means that the volume of the whole tank is assumed to have the same temperature.  
 
Black-box modelling: for the research of appliances in residential buildings, black-box models have been used to 
predict whole-house energy consumptions and indoor thermal environment (Amasyali and El-Gohary 2018). The 
techniques used can be generally categorized into two types, i.e., statistical methods and supervised machine 
learning. The statistical methods are relatively easy to implement, but generally, they can only capture linear 
relationships among multiple building variables. The resulting accuracy could be poor because the operations of 
appliances in houses are typically nonlinear and much more complicated. For this reason, supervised machine 
learning algorithms have gained increasing interests (Edwards et al. 2017). Reinforcement learning (RL) techniques 
were used to model EWH and identify an optimal control schedule (Ruelens et al. 2016). Such method does not 
require expert knowledge and consider their environment as a black-box. RL approaches, on the other hand, store 
sequences of past interactions with their environment in a memory and extract relevant features based on this 
memory (Ruelens et al. 2017). The challenges Artificial neural networks (ANN) is able to identify hidden trends 
thereby finding the trends in time series and use them to produce the accurate forecast (Gajowniczek and Ząbkowski 
2014). It was used to predict hourly consumption of EWH for 24 hours ahead. A paper (Gelažanskas and Gamage 
2015) investigates the performance of ANN to predict power consumption of EWH and the model is used for 
optimal control of 100 houses’ electricity consumption.   
 
 1.2 Motivation and research objective 
 
Most previous supervised machine learning modeling research paper focus on the ANN and reinforcement learning 
methods only. In practice, these algorithms have been successfully applied in a variety scenarios in building energy 
modeling and load forecasting. However, their full potential has not been explored in EWH power consumption 
forecasting applications. Since EWH has pretty static power consumption once it is on. Based on the training results 
using previous power consumption measurement,  we can directly predict future electrcity consumption of EWH 
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insetad of deriving the physical model and water draw/useage prediction. The proposed ML algorithms will 
therefore enhance the DR and VBS performace by focusing on EWH load forecast. 
The purpose of this paper is to evaluate and compare three different ML algorithms, namely: (a) support vector 
machines (SVM), (b) Gaussian Naive Bayes, and (c) Random Forest. Different from SVM, the latter two supervised 
machine learning methods rely on Bayes’ theorem and ensemble learning algorithms, respectively. In an attempt to 
provide comparable results and an objective evaluation of the algorithms’ performance, we use the high-fidelity 6-
node WH simulation model coupled with real-world hot water draw profiles for 20 homes.  
 
2. METHODOLOGY AND APPORACH 
 
There are two general categories of machine learning, supervised and unsupervised. Supervised learning requires a 
training data set with correct output labels. In this case, the recorded historical operation data provide the output 
labels for supervised learning in the form of WH ON/OFF status in a period. Some examples of supervised learning 
include neural networks, support vector machines, random forest, and boosting ensembles. Unsupervised learning is 
conducted on unlabeled data sets; examples of unsupervised learning include k-means clustering and reinforcement 
learning. Machine learning techniques are also divided into categories based on the type of prediction, such as 
binary classification, categorical classification, and function fitting (regression). This project is in the binary 
classification since the desired output is the WH ON/OFF status in a period. The three machine learning techniques 
investigated here are SVM, Gaussian Naive Bayes (GNB), and Random Forest (RF), all are utilized to predict 
ON/OFF status of electrical water heater. 
 
2.1 Support vector machines 
 
SVMs are built on the principle that minimizing structural risk produces a general model. In addition, SVMs have a 
proven upper bound on the error rate for classification problems (Edwards, New, and Parker 2012). In other words, 
SVM is based on the structural risk minimization (SRM) inductive principle, which seeks to minimize an upper 
bound of the generalization error consisting of the sum of the training error and a confidence level. This is the 
difference from commonly used empirical risk minimization (ERM) principle, which only minimizes the training 
error. Based on such induction principle, SVM usually achieves higher generalization performance than the 
traditional neural networks that implement the ERM principle in solving many machine learning problems. Another 
key characteristic of SVM is that training SVM is equivalent to solving a linearly constrained quadratic 
programming problem so that the solution of SVM is always unique and globally optimal, unlike other network's 
training which requires non-linear optimization with the danger of getting stuck into local minima. In SVM, the 
solution to the problem is only dependent on a subset of training data points which are referred to as support vectors. 
Using only support vectors, the same solution can be obtained as using all the training data points. One disadvantage 
of SVM is that the training time scales somewhere between quadratic and cubic with respect to the number of 
training samples. Hence, a large amount of computation time will be involved when SVM is applied for solving 
large-size problems 
 
2.2 Gaussian Naive Bayes classifier 
 
Naive Bayes is a classification algorithm for binary (two-class) and multi-class classification problems. The 
technique is easiest to understand when described using binary or categorical input values. It is called naive Bayes or 
idiot Bayes because the calculation of the probabilities for each hypothesis are simplified to make their calculation 
tractable. Given a class variable h and dependent feature vector d1, d2, and d3. Rather than attempting to calculate the 
values of each attribute value P(d1, d2, d3|h), they are assumed to be conditionally independent given the target 
value and calculated as P(d1|h) * P(d2|h) and so on. Nevertheless, the approach performs surprisingly well on data 
where this assumption does not hold. 
Naive Bayes can be extended to real-valued attributes, most commonly by assuming a Gaussian distribution. This 
extension of naive Bayes is called Gaussian Naive Bayes (GNB). Other functions can be used to estimate the 
distribution of the data, but the Gaussian (or Normal distribution) is the easiest to work with because you only need 
to estimate the mean and the standard deviation from the training data. 
2.2.1 Representation for Gaussian Naive Bayes: We calculated the probabilities for input values for each class using 
a frequency. With real-valued inputs, we can calculate the mean and standard deviation of input values (x) for each 
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class to summarize the distribution. This means that in addition to the probabilities for each class, we must also store 
the mean and standard deviations for each input variable for each class. 
2.2.2 Learn a Gaussian Naive Bayes model from data: This is as simple as calculating the mean and standard 
deviation values of each input variable (x) for each class value. 
Where n is the number of instances and x are the values for an input variable in training data. We can calculate the 
standard deviation using the following equation: 
 

















                                    (1) 
 
This is the square root of the average squared difference of each value of x from the mean value of x, where xi is a 
specific value of the x variable for the ith instance. 
2.2.3 Make predictions with a Gaussian Naive Bayes model: Probabilities of new x values are calculated using the 
Gaussian Probability Density Function (PDF). When making predictions these parameters can be plugged into the 
Gaussian PDF with a new input for the variable, and in return the Gaussian PDF will provide an estimate of the 
probability of that new input value for that class. 
 
2.3 Random forest 
 
In recent years, decision trees have become a very popular machine learning technique because of its simplicity, 
ease of use and interpretability. Random forest (RF) is a supervised learning technique using an ensemble of 
regression decision trees based on the bootstrap aggregating technique (bagging). It has two common model 
parameters, i.e., the number of trees to grow and the depth of each individual tree. In general, the prediction 
accuracy and computation load both increase with the number of trees to grow (Fan, Xiao, and Wang 2014). The RF 
algorithm was developed by (Breiman 2001) to handle both classification and regression problems. In essence, RFs 
are ensembles and their base models are generated using two randomization strategies, i.e., each tree is trained using 
a random set of observations, and a random subset of features is used for each tree node split. RF has been shown to 
be especially useful in handling high dimensional problem and the generalization performance is very competitive.  
 
3. DATA SOURCE AND BASIC ANALYSIS 
 
This section described the data set used for the analysis. 6-node model of typical 50-gallon EWH is used to generate 
practical power consumption profiles based on real-field hot water draw record. Our primary objectives are to assess 
whether ML modeling approach for energy consumption forecasting is feasible and comparable to traditional black-
box models.  
 
3.1. Data collection and pre-processing 
 
A data set from a heat pump water heater field trial performed by Ecotope1, was used in this study.  The data 
included 1-minute interval hot water draw volumes, which was leveraged for this study.  Since the field study was 
for heat pump water heaters, but we are interested in forecasting the energy consumption of standard EWH, the field 
measured hot water draws were used with a calibrated, 6-node model of typical 50-gallon electric water heater to 
generate electrical consumption profiles for the measured data for 20 homes. 
 
3.2 Model input/output variables 
 
To accurately model the layered water temperature and interactions between different layers, we have developed the 
6-node model (vertically divided into 6 layers as shown in Figure 1). Physics-based and coupled ordinary 
differential equations (ODEs) capture the detailed temperature change over each layer considering the hot water 
draw and heat loss to the environment. Inputs to the EWH model include ambient temperature, temperature setpoint 
(120 ℉), initial tank temperature of each node, and the hot water draw data. The output variables include both 
                                                          
1 https://ecotopewebstorage.s3.amazonaws.com/2015_001_1_HPWHModelVal.pdf 
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current temperature and temperature change at each node. Moreover, the power consumptions for the upper and 
lower elements are also recorded, separately. It should be mentioned that, in our model, each electrical coil 
consumes 4.5 kW once it turns on. However, these two coils are not allowed to turn on simultaneously in order to 
protect the circuit. 
 
 
Figure 1: Diagram of the 6-node simulation model of EWH 
 
In the next section, all the three aforementioned ML algorithms are implemented in Python 2.7 using Scikit-learn 
(Pedregosa et al. 2011) on a laptop computer (Intel Core i7 2.60 GHz with 16 GB of RAM).  
 
4. RESULTS AND DISCUSSION 
 
This section presents the results of testing the predictive accuracy of the trained models on previously measurement 
data. In this test, we assume the EWH simulation results as real measurement since the hot water draw profiles are 
recorded from real homes. For evaluation of the proposed ML algorithms, several months of data from 2012 were 
used for the 20 residential house profiles. Although we have accurately simulated temperatures for 6 different layers, 
we only apply temperatures at Node 2 and 6 to represent temperatures of lower and upper elements, which turn out 
to be the available temperature measurements in typical EWHs. For all approaches, training set contains the first 
50% of data, the validation set will use the next 25% and test set will use the final 25% of data. Due to space limit, 
only one week test results are presented for each algorithm. 
 
4.1 Training and testing results of the ML algorithms 
 
Three machine learning algorithms, i.e. SVM, GNB and RF are used to build the data-mining based models for 
prediction of the EWH power consumption.  They are relatively mature solutions in capturing complex relationships 
and their performance has been validated in previous studies. The predicted results from these three models are used 
to compared with the simulation data from a high-fidelity 6-node model. As mentioned before, there are in total 20 
different hot water draw profiles applied into the 6-node model to represent heterogeneous EWH operation patterns. 
In the following, Profile 2 represents the study result for the 2nd home.    
The training and testing results from SVM model for 2nd house are shown in the Figures 2 and 3. It is noted that, to 
make it easier to differentiate the prediction from true measurement in the figures, the predicted ON state is denoted 
another value between 0 and 1, i.e. predicted non-zeros represent 1 (ON status) in our dataset. This way, we can 
avoid overlap of dense data measurements, which is beneficial for verifying the detailed prediction performance. To 
better illustrate the prediction capabilities of the proposed ML algorithms, Figure 3 is also provided to capture the 
zoomed part of the green box in Figure 2. 
Similarly, the training and testing results from GNB model for 7th house are shown in the Figure 4 and 5. Figure 5 is 
the zoomed part of the green box in Figure 4. 
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Figure 2: EWH ON/OFF status forecasting for Profile 2 using SVM 
 
Figure 3: Focused view of EWH ON/OFF status forecasting for Profile 2 using SVM 
 
Figure 4: EWH ON/OFF status forecasting for Profile 7 using GNB 
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Figure 5: Focused view of EWH ON/OFF status forecasting for Profile 7 using GNB 
 
The training and testing results from RF model for 5th house are shown in the Figure 6 and 7. Figure 7 is the zoomed 
part of the green box in Figure 6. 
 
Figure 6: EWH ON/OFF status forecasting for Profile 5 using RF 
 
Figure 7: Focused view of EWH ON/OFF status forecasting for Profile 5 using RF 
 
Figures 2-7 clearly show a good match between the prediction results and real measurement, which validates the 
capability of using ML algorithms for EWH power forecast. The three proposed algorithms, i.e., SVM, GNB and RF 
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are extremely efficient in both training and validation process. This will not only provide valuable baseline load 
forecast to utility companies for load forecasting, but also help control decisions for making smart VBS with EWHs. 
 
4.2 Performance evaluation of proposed three methods 
 
This subsection demonstrates how to evaluate the performance of a model via accuracy and F1 score (defined in 
Eqn. 2-5). In this study, we have used three different ML algorithms to predict the status of EWHs. To evaluate and 
compare how good are the models, we introduce confusion matrix as shown in Table 1. A confusion matrix is a 
table that is often used to describe the performance of a classification model on a set of test data for which the true 
values are known. 
Table 1: Typical confusion matrix 
 
 
True positive and true negatives are the observations that are correctly predicted and therefore shown in green. We 
want to minimize false positives and false negatives, so they are shown in red color. These terms are a bit confusing. 
So let’s take each term one by one and understand it fully. 
• True Positives (TP) - These are the correctly predicted positive values which means that the value of 
actual class is yes and the value of predicted class is also yes. E.g. if actual class value indicates that this 
passenger survived and predicted class tells you the same thing. 
• True Negatives (TN) - These are the correctly predicted negative values which means that the value of 
actual class is no and value of predicted class is also no. E.g. if actual class says this passenger did not 
survive and predicted class tells you the same thing. 
False positives and false negatives, these values occur when your actual class contradicts with the predicted 
class. 
• False Positives (FP) – When actual class is no and predicted class is yes. E.g. if actual class says this 
passenger did not survive but predicted class tells you that this passenger will survive. 
• False Negatives (FN) – When actual class is yes but predicted class in no. E.g. if actual class value 
indicates that this passenger survived and predicted class tells you that passenger will die. 
 
Accuracy - Accuracy is the most intuitive performance measure and it is simply a ratio of correctly predicted 
observation to the total observations. Accuracy is a great measure but only when you have symmetric datasets where 
values of false positive and false negatives are almost same. Therefore, we have to look at other parameters to 
evaluate the performance of your model. For our model, as presented in Figure 8(a), we have got 0.94 ~ 0.96 which 
means our models achieve 94% ~ 96% accurate. 
 
Accuracy = TP+TN/TP+FP+FN+TN                                                       (2) 
 
Precision - Precision is the ratio of correctly predicted positive observations to the total predicted positive 
observations. High precision relates to the low false positive rate. We have got 0.788 precision which is pretty good. 
 
Precision = TP/TP+FP                                                                     (3) 
 
Recall (Sensitivity) - Recall is the ratio of correctly predicted positive observations to the all observations in actual 
class - yes. We have got recall of 0.631 which is good for this model as it’s above 0.5. 
 
Recall = TP/TP+FN                                                                       (4) 
 
F1 score - F1 Score is the weighted average of Precision and Recall. Therefore, this score takes both false positives 
and false negatives into account. Intuitively it is not as easy to understand as accuracy, but F1 is usually more useful 
than accuracy, especially if you have an uneven class distribution. Accuracy works best if false positives and false 
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negatives have similar cost. If the cost of false positives and false negatives are very different, it’s better to look at 
both Precision and Recall. As shown in Figure 8(b), the F1 scores we achieved are 0.60 ~ 0.70. 
 
F1 Score = 2*(Recall * Precision) / (Recall + Precision)                             (5) 
 
In summary, all of these three ML algorithms can provide accurate prediction for EWH. Specifically, SVM always 
achieves the best prediction results, while RF delivers the worst performance. 
 
 
                            (a) Accuracy score comparison                                          (b) F1 score comparison 
 




This work presents the first comprehensive evaluation of the performance of ML algorithms for EWH load 
forecasting. Three popular ML algorithms were studied, namely (i) SVM, (ii) GNB and (iii) RF. A publicly 
available data set with 20 different hot water draw profiles was used to validate and compare the prediction 
performance.  These profiles were fed into high-fidelity 6-node EWH model to generate ON/OFF status, electrical 
power consumption as well as temperature variation.  
 
The results confirm the ability of ML algorithms to accurately model and predict EWH loads. The results suggest 
that all models were able to correctly predict a greater proportion of the actual power consumption with prediction 
accuracy yields averagely between 94% ~ 96%. The SVM model performs the best, while the RF works the worst. 
The contributions of this paper are significant as they prove the adequacy and benefits of using ML algorithms for 
EWH load estimation. The tested approaches can be utilized by designers and engineers to investigate large 
combinations of EWH design features and predict the impact on energy performance in a fast and accurate manner. 
Applications can also include benchmarking of the energy performance of EWH fleets to guide future energy 
conservation regulations and load shaping initiatives. Finally, as part of future research, the studied models could be 
expanded and trained to account for aggregated EWH behaviors and integrated with transactive control platform to 
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