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Abstract
Complex motions for articulated figures have been implemented by several
methods. The most successful have been those based on simulation. In this
research, a general platform for simulating precise motion skills of fine tim-
ing, to be run under the control of a task manager, is developed. Motion is
viewed as being composed of bends and pivots, incorporated in low-level
motor routines. High level skills are constructed of sequentially executing
phases, each of which contains several motor routines that execute in paral-
lel. A special simulation clock is implemented to temporally sample motion
at higher frequencies than the frame rate. This makes it possible for more
than one phase to be invoked between adjacent frames. As an application, a
walking algorithm was developed. In addition, compatible keyposing and
inverse kinematics utilities are also provided.
Thesis Supervisor: David Zeltzer
Title: Assistant Professor of Computer Graphics
The work reported herein was supported by DARPA (Defence Advanced
Research Projects Agency), contract # MOA903-85-K-0351, as well as the
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CHAPTER ONE
INTRODUCTION
Computer animation is most commonly seen in entertainment, and educa-
tional presentations. Often, this animation consists of a complicated database
and a highly mobile eyepoint. The objects in these databases usually are not
jointed figures. They are either static, or only capable of simple motions.
However, techniques [27] presently exist to enable jointed figures, of the
complexity of human structures, to exercise complex motions of precise tim-
ing. These techniques are based on the simulation view of computer anima-
tion. In its most general sense, the simulation approach consists of modeling
the kinematics and dynamics of the figure in its environment, and deriving
the motion as a consequence.
Zeltzer's simulation [27] is based on forward kinematics in an algorithm that
decomposes motion into sequential phases containing motor primitives that
run in parallel. The algorithm also subdivides time into intervals finer than
the frame rate to allow more than one phase to be invoked between adjacent
frames. This thesis is a reimplementation of those techniques, built upon a
foundation taken from robotics technology. In addition, a compatible
keyposing facility is included for artistic flexibility.
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CHAPTER TWO
REVIEW OF PAST SYSTEMS AND THEORIES OF CRITICISM
In this section, I will compare and discuss various well known and relatively
successful animator level systems that, following Zeltzer[28], are classified
as "guiding" and "animator" level systems. Criticism of Sturman, Zeltzer,
Badler, and the author will also be considered [25,1,28].
2.1 COMPARISON OF PREVIOUS WORK
Previous keyposing systems can be contrasted in ascending order of perfor-
mance and sophistication. P-curves [2] provide haptic input that requires no
intermediary between the animator and the recording of motion. A subcons-
cious stream need not be broken by needing to re-express a concept in terms
of artificial input constructs. The keypose system Bbop [23] is also haptically
oriented as well as kinematically oriented. However, neither provide colli-
sion detection nor macro facilities to create complex motions. The Twixt
keyposing system [8], as well as being somewhat haptic, provides visual
information about timing via its tracks. By providing indirect command files
and allowing tracks to be functions of each other, Twixt takes a big step. In
addition, Twixt allows hierarchies of tree structures of objects. However,
none of these systems contain the concept of "pivot" [27]. The Gramps
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system [18] goes further by introducing data abstractions, and allowing
whole complex motions, including pivots, to be mapped to dials. Gramps
also allows hierarchical tree structures of objects. Badler's Labanotation
based system[1] introduces movement abstractions for human, kinematic fig-
ures in a system that is a hybrid between keyposing and simulation. Labano-
tation provides as much explicit control of movement as keyposing, as well
as algorithms that are transparent to the animator which maintain balance
and keep a realistic look to the animation.
Sturman [25] notes a number of points with respect to keypose animation.
He points out that key oriented systems provide immediate feedback, which
script oriented systems seldom do. Also, keyed systems are better suited for
easy input of eccentric movements. In addition, keyposed systems usually
require very little, or no programming on the part of the user. Of course,
something like a programming language may be required the more a motion
requires sets of macros to express it.
Sturman [25] also points out problems associated with keyposing. Every
time a transition occurs, a keypose is needed, perhaps requiring an unwieldy
number of keyposes. Concerning choreography within animation, he notes
that when an individual keypose is moved forward or backward in frame time
the pace and timing of the animation can be changed. Another problem with
changing the length of an interval, occurs when cubic splines are used for
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interpolation, because the length of the interval affects the shape of the
curve. Hence, the interactivity of keyposing, which is its great selling
strength, does not carry over well into motion editing.
In contrast to keyposing, Mira [16,6] and Asas
In Asas, actors are defined as "an independent
system with synchronized activation and able to
through message passing." Actors update and
dently of scripts. Mira and Asas work best
kinematic simulation systems. They are also
systems of those discussed.
[20] are actor based systems.
process in a non-hierarchical
communicate with each other
render themselves indepen-
as behavior simulation, not
the most language intensive
Some of the above systems are elegant in their user interfaces, and some are
noteworthy for introducing greater levels of abstraction. However, the unit
of time on all the above systems is the frame time. None of these systems
are well suited to controlling articulated figures executing precise, complex
motions of fine timing.
2.2 THEORIES OF CRITICISM
Badler and Zeltzer have both established a theory of criteria and criticism for
animation systems [1,28]. Both adhere to the simulation view of animation,
with particular emphasis on the motor control problem. Also, both recog-
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nize the need for goal directedness that can be augmented by the user input
to produce nuance in the movement. They believe that the underlying struc-
ture of representations should be invisible to the user, and that features such
as collision detection and inverse kinematics are essential.
Badler has established eight criteria for a good animation system [1]. They
are: 1) Both goals and specific movement changes can be specified. 2) Bal-
ance will be maintained as the body moves, if necessary, independently of
the animator's efforts. 3) Movement constraints can be imposed. 4) The
dynamics and semantics should be empirically correct. 4) Collision detection
should be implemented. 6) Macro facilities should exist. 7) It should be
able to animate any rigorous movement notation. 8) Finally, it should be
tested on movements that thoroughly exercise the capabilities of the body.
Zeltzer [28] is concerned with defining levels of abstraction that can be
applied to an animation system. He defines structural abstraction as the
kinematic or skeletal structure, including the transformation hierarchy. Pro-
cedural abstraction involves specifying motion in a manner that is indepen-
dent of the structure of the figure. Inverse kinematics is an example. Incor-
porating these is functional abstraction, which is the ability to define skills
such as walk or grasp as a macro. Behaviors can then be obtained from
nested functional abstractions. Character abstraction is the ability to instance
a type of figure that comes with a set of skills, and be able to customize it.
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Finally, there is world abstraction which includes describing objects for col-
lision testing and path planning, as well as knowledge representation.
Zeltzer [28] further discusses animation systems in terms of three categories:
guiding, animator, and task. The guiding level involves explicit control over
all motion, and contains only structural abstraction. The animator level
gives the animator the power of a programming language and allows the
definition of new procedural and functional abstractions. Task level allows
the user to specify a broad goal, such as "go to the refrigerator" and have
the system plan the path and adaptive locomotion of the figure. It is seen
that the higher the level of abstraction, the more nuance of movement is
surrendered to the system. To alleviate this, having all three system
categories available, to be selected interactively, is proposed.
The author considers one of the most important concerns in animation to be
achievement of personality in the characters. Indeed, this is at least as
important as realism in structure and movement. Yet it is goal directedness,
often making the user surrender fine control, that allows the computer to
free the animator of the drudgery of conventional animation. Balancing the
tradeoff between ease of animation and animator control in a goal directed
system is one of the great challenges that this type of system faces. In addi-
tion, the system must present a user interface that creates a medium that the
animator can take to heart, much the same way that a painter loves the act of
putting paint on canvas, in order to encourage a high degree of creativity.
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The system should allow a direct channel of outlet for the subconscious.
Verbally oriented people would prefer a natural language interface to express
fine nuance. Others might prefer a gesture driven interface. A gestural
interface would have to be combined with a high level language for defining
complex timing relationships, as well as expressing notions like "do until a
or b".
One piece of the solution could be incorporating body tracking into the user
interface. Body tracking is the monitoring of the position and orientation of
the whole or part of the body in time. The information is sent to a computer
for processing as user input. Gestures defined using body tracking would be
incorporated into functional abstractions to yield skills that have a lifelike
component to them. This need not mean simple electronic rotoscoping of
human limbs. A figure can be on display, with a three-dimensional pointer
beside it. The animator's hand is tracked for position and orientation in phy-
sical space. The hand's position and orientation can be mapped into that of
the pointer. The animator would move his hand until the pointer is in the
end effector of the limb desired. Then, as the animator's hand moves, its
linear and angular velocity are applied to the end-effector. Inverse kinemat-
ics (procedural abstraction) would resolve the joint angles of the arm. The
arm would move in real-time, providing interactive visual feedback for the
animator, and the motion defined for the limb would be stored in some com-
pact representation in a library of gestures. This approach would be like a
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six-dimensional version of the p-curve system. Inexpensive three-space
trackers are currently available, and could be immediately put to use.
At present, several important frontiers can be identified in computer anima-
tion. One is adding a greater degree of intelligence to the characters, from
being able to independently plan and execute broadly specified tasks, to
learning from their past experiences [12,13,22,27]. Developing better models
of motion control for articulated figures is also a topic in current research
[7], and one with which this thesis is concerned. A new and challenging
problem is finding new algorithms that can take advantage of special parallel
distributed processing architectures [5,10]. This may create new ways of
thinking about computer graphics and animation. Another problem is the
design of human interfaces that allow the animator artistic freedom within a
knowledge and task oriented environment. Finally, research in data
representations such as parametric surfaces [3], will greatly enhance the
realism of articulated figures. These challenges make computer animation
an exciting and growing field of study.
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CHAPTER THREE
THE TRILLIUM
The animation pipeline used in this research consists of two pieces of
hardware, a VAX 11/785 and a Trillium real time image generator. The
Trillium is a moderately priced, real time graphics engine with a number of
outstanding features. It can render full color, smooth shaded image
sequences of up to 30,000 polygons, fast enough to produce the effect of
continuous motion. Often this is at the rate of thirty new frames per second.
Complex databases can be authored on the host computer, translated into
Trillium polygonal object representation, and downloaded to the Trillium, to
produce complex figures and scenes. Furthermore, each graphical object
has a unique internal address associated with it, so that transformation
matrices can be downloaded from the host to the Trillium, and targeted to a
specific object. In addition, the eyepoint, viewing parameters, lighting source
and color, and fog conditions can be specified and updated by the host.
Because the Trillium offloads the host of object vertex updating, and render-
ing responsibility, the host computer is free to concentrate on calculating
motion sequences, determining which objects should move and then calcu-
lating transformation matrices using sophisticated robotics control algo-
rithms. The Trillium, including its internal and external data representations,
command formats, and Trillium utilities residing on the VAX are described
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in this chapter. Without the use of a graphics engine to cut turn-around
time, this effort would have taken much longer than the time allotted.
3.1 DATA GENERATION
Data generation is accomplished by the user creating atom files, object files,
and world files. Atom files define the shapes of polyhedral primatives that
will be used to create objects. Objects are built from groups of atoms and
groups of other objects. Finally objects are listed in the world file, and
placed appropriately in space. These are compiled by utilities supplied by
Trillium. The result is a downloadable binary file, and a map file to be
accessed by the the host resident code responsible for generating and sending
the transformation matrices.
Consider an atom file that defines a cube. The atom file begins by naming
the atom to be defined. That is followed by a line that specifies the four ver-
tices of a square that will form the top of the cube. The next line would
specify creating the bottom square by copying the top square and moving it
down by some number of units, using the "m" or move command. Follow-
ing this is a statement, "ss", dictating that what is between the brackets to
follow will be a smooth shaded polyhedral surface. Between the brackets are
two lines of code. The first uses the "cc" command to create a closed sur-
face using the eight vertices defined above. The second uses the "pol"
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command to define the outward normal of each square. This is important,
because if the outward facing side of each square is rendered, and the
eyepoint is inside the cube, the cube will be transparent. Finally, the file
ends with an "end" statement. Atoms can be more complex than simple
primitives like cubes. A pencil shaped like a cylinder terminating in a cone
can be created using the "ci" command which creates circles, and "m" to
move the circle, thus creating the cylinder. The cone is made using "cc" to
create a closed surface between a circle and a point off the plane of the cir-
cle. In addition, several atoms can be defined within one file.
An object file can define an individual or several objects. A section of code
which is defining an object describes at what distance it becomes visible, its
constituent atoms, optional position, rotation, and scaling parameters, and its
color. An object can be composed of several previously defined objects.
The world file simply lists which objects are in the world, where they are,
and if they are static or can be moved. Furthermore, the Trillium supports
the definition of object hierarchies, via nesting objects in the world file. If
several mobile objects are nested, then moving the topmost in the hierarchy
will move the rest.
Atom files are compiled in two stages. The resulting data is stored in an
atom catalogue, which is an independent library of available atom data.
Object files are compiled in one stage, and the resulting data is stored in an
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object catalogue. The object compiler uses the data in the atom catalogues to
compile the object files. The world compiler in turn uses the data in the
object catalogue to compile the world files. The result of compiling a world
file is a downloadable database, and a map file that states the Trillium inter-
nal address for each object. It is those addresses that transformation matrices
will be targeted to.
After the database is downloaded, it is possible to create animations. The
Trillium storage scheme is based on keeping a set of immutable data for an
object, and operating on it by a transformation matrix that is associated with
the object, and also stored in memory. The transformation matrix may be
overwritten by the user, and represents the computational interface between
the user and Trillium.
3.2 DATA REPRESENTATIONS AND PACKING FORMATS
However, before one can target a transformation matrix to the Trillium, it
must be packed in the proper format, and its floating point representation
must be converted to that of the Trillium.
Trillium floating point representation consists of a six bit, twos-complement
exponent and a thirty-two bit mantissa, with radix point after bit twenty-nine
and sign bit at bit thirty-one. In the case of a transformation matrix, one
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converts the VAX floating point representation of the upper three-by-three
(rotational part) so that all nine floats have the same exponent. Similarly, the
fourth column is converted so that all three floats have a common exponent.
The Trillium holds sixteen bits per memory location, although addresses are
thirty-two bits long. The Trillium can accept up to three-hundred, sixteen
bit words per i/o packet, in which several commands can fit. The first com-
mand in the packet must contain a two word header that gives the VAX iden-
tification. On a one-VAX system, that identity is 1. The thirty-two bit VAX
unsigned integer value for these two words should be 1. Then the first mes-
sage begins. For all messages, the following is the correct format: The
length of the message (thirty sixteen-bit words, in the case of transforming
an object) and the function code of the message (one, in the case of
transforming an object) are the first two items of the message. They fit into
a VAX integer so that the function code occupies the high sixteen bits. That
is because the VAX will send the low order word over the sixteen bit i/o
channel, first. The next thirty-two bit VAX integer will contain the Trillium
address of the object, with the high word of the address in the low sixteen
bits of the integer. After the address comes a VAX integer whose high six-
teen bits contain the common exponent for all nine rotation elements of the
transformation matrix, shifted left six bits, and added to the common
exponent for all translation elements of the transformation matrix. The low
sixteen bits contain a constant that the Trillium looks for to know that its
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memory contains an object transformation matrix. Finally, the mantissa data
of the transformation matrix is sent. Its elements are packed in the following
sequential order:
[1][2] [0][1] [0][2] [1][0] [1][1] [0][0] [2][1] [2][2] [2][0]
[1][3] [2][3] [0][3]
It is seen that the first nine entries represent the rotational part of the
transformation matrix. The last three are its translational part. Each thirty-
two bit manitissa must be sixteen-bit word swapped so that its high word is
sent first. This is because the VAX and Trillium store thirty-two bit quanti-
ties in opposite order. After this, the next message in the packet begins.
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CHAPTER FOUR
ANIMATION OF ARTICULATED FIGURES
The animation system developed in this research is composed of several lev-
els of control. At the base of the system are the kinematics algorithms that
drive the animation. These algorithms are based on viewing a link not as a
set of vertices, but rather as an object frame or local right-handed coordinate
frame, which is located and oriented somewhere in the world space. The
vertices are defined relative to this link frame. Placing and orienting the link
amounts to finding a homogeneous matrix that transforms the desired object
frame location and orientation to the world frame. Transforming the link by
that matrix will result in placing the link as desired. The problem then
becomes finding a standard method for establishing a set of object frames for
a limb with several links, and more than one joint per link. To this end the
Denavit-Hartenberg [11] representation of jointed figures has been
employed.
4.1 DENAVIT-HARTENBERG REPRESENTATION OF LIMBS
Denavit-Hartenberg representation (D-H) is a method of establishing a coor-
dinate frame at each joint of an articulated limb [11]. A subset of those
frames will correspond to the object frames of the links. Coordinate frames
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are related to each other in a canonical manner that allows the matrix
transforming the coordinate frame of link i to the base frame to be calcu-
lated by a simple formula. In addition, it only requires four, not seven
parameters to transform between adjacent frames.
Once frame i-1 has been established, D-H representation requires that frame
i be established in the following manner. The z axis of frame i is along the
joint axis, and x is perpendicular to the z axes of both the i and i-I frames,
or along the common normal when the two axes are parallel. The y axis is
then z crossed into x. The origin of the ith frame is at the intersection of the
two z axis, or, when they are parallel, at the intersection of the common
normal between the two z axes and the z axis of the ith frame. It is these
restrictions that allow the ith frame to be transformed to the i-1 frame using
only four parameters. Note, for a twist joint, the z axis extends along the
length of the limb.
These parameters are called d, a, alph, and theta. Measuring along the z
axis of frame i-i, d is the distance from the origin of frame i-i to the inter-
section of the x axis of frame i and the z axis of frame i-1. Measuring along
the x axis of frame i, a is the distance from the intersection of the x axis of
the ith frame and the z axis of frame i-1, to the origin of frame i. alph is the
angle of rotation from the z axis of i-1 to the z axis of frame i, measured
about the x axis of frame i. Finally, theta is the angle of rotation from the x
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axis of frame i-i to the x axis of frame i, measured about the z axis of i-i. If
the joint is revolute, theta is the joint variable. If it is prismatic, d is the
joint variable.
JOINT i
X,
Z,
+1
Y1
LINK i+ 1
JOINT i+2
Yi+ I
Figure 3.1: Denavit and Hartenberg parameters applied to a linkage. Illus-
tration taken from "Robot Arm Kinematics, Dynamics, and Control" by
George Lee ([11]), p.68.
It is clear that frame i can be transformed into frame i-1 by the following
operations: rotate an angle of theta about the z axis of i-1. That aligns the
two x axes. Next, translate along the same z axis a distance d to overlay the
x axes. Then, translate along the x axis a distance a to overlay the two ori-
gins. Finally, rotate by alph along the x axis to finish bringing the two
frames into coincidence. Hence, position vectors expressed in terms of
frame i can be transformed to the space of frame i-I by the following matrix
Zt.-1
LINK i-1
ai
N + I
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premultiplies: z rotation by theta, z translation by d, x rotation by alph, and x
translation by a. This results in the following transformation equation:
c(theta) -c(alph)*s(theta)
s(theta) c(alph)*c(theta)
0 s (alph)
0 0
s(alph )*s(theta)
- s(alph )*c( theta)
c (alph )
0
a*c(thetaj
a*s(theta)!
d
1
PUi- 1)= [A (i)]P(i)
where c is cosine, s is sine, P(j) is a position vector expressed in frame j,
and * is the symbol for scaler multiplication. Therefore,
P(i- n)= [A(i- n+ 1)][A(i- n+2)] - - - [A(i)]P(i)
in particular
P(0)= [A(1)] - [A(i)]P(i)
or
P(0)= [T(i)]P(i)
P(i- 1)= P(i)
or
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The "T" matrices are particularly important for finding the Jacobian matrix,
which spans possible end-effector velocities, when using inverse kinematics
techniques. By definition, the first joint frame of the limb is frame 0, and is
known as the base frame. The last frame of the limb is embedded in the
end-effector, and is known as the end-effector frame. It is the same as the
object frame of the limb's last link.
4.2 CREATING MAMMALS
While D-H representation is powerful and convenient for describing limbs, a
mammal composed of four limbs, torso, pelvis and head requires some fin-
nessing. A convention for traversing the transformation hierarchy must be
established that ultimately can transform any joint frame to some chosen
body frame. The body frame is then transformed to the world frame in order
to locate the joint frame in world space. If a particular joint frame is also the
object frame of a link, then the matrix transforming that frame to the
world frame will be the transformation matrix that moves the link to its posi-
tion and orientation.
In the representation implemented here, the hip and torso have coincident
base frames, which was chosen as the default body frame. Each limb, as
well as having associated "T" matrices to transform its joint frames to its
base frame, also has a "limbod" matrix to transform its base frame to the
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last frame of the hip or torso. The "limbod" matrices of the arms and head
connect them to the torso, while those of the legs connect them to the hip.
Hence premultiplying a joint's "T" matrix by "limbod", and premultiplying
that by "T(jnum)" of the hip or torso (assumed to have jnum joints), would
transform the joint's frame to the body frame. The body frame is
transformed to the world frame by matrix "bworld". Hence, premultiplying
the above concatenation by "bworld" would transform the joint's frame to
the world frame.
In this research, all joints are rotary, about the z axis of their respective
frames. Each figure had thirty nine joints, and seventeen links. The figures
had arms containing 3 links, which represented an upper arm, lower arm,
and hand, and seven joints. Three of the joints were at the shoulder, to
model a ball joint that included twist. The elbow had two joints, flex and
twist. The wrist had two joints. The legs had four links, the fourth being a
representation for toes, necessary in the walking simulation developed, and
eight joints. These were the seven described above, plus one where the toes
connect to the foot for pivoting capability. The pelvis, head, and torso each
had one link and three joints, which were used to model ball joints.
In addition to the thirty nine joints associated with the body's links, three
Euler angles are used to describe the body frame's orientation with respect
to the world frame. The rotation part of "bworld" is a function of those
- 25 -
angles. In addition, any "bworld" could be decomposed into those angles.
This is important, because the part of the code that uses "bworld" to generate
transformation matrices for links requires that information. Hence if one
procedure calculated a new "bworld" for the figure, it would have to be
decomposed before the procedure which generates transformation matrices
for the links could be run.
Each figure has a structure associated with it. These structures contain the
three Euler angles describing the figure's orientation, its x, y, z position, a
pointer to the figures torso and hips, and a pointer to the next body. In addi-
tion, each limb has a structure associated with it. These structures contain
the limbs "T" and "limbod" matrices, alluded to above. It also contains the
limb's D-H parameters, as well as the name of the limb, the Trillium names
of its associated links, the Trillium addresses of the links, the number of
links, which joint frames are link object frames, the number of joints, and a
pointer to the next limb. Information for these structures are read from an
ascii file that the user creates.
It is very important to be sure that when the data for a limb is generated,
using a separate program, it is centered around the world coordinate system
as this program expects it to be centered around its object frame. That infor-
mation is symbolically contained in the structure associated with the limb (in
the arrays holding the limbs D-H parameters of the joint frames, in conjunc-
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tion with the array stating which joint frames are link object frames). That
way, there is no need to alter the kinematic data of a limb when new polygo-
nal data is chosen. It is often useful to have an object editor that can take an
object generated on arbitrary systems, stored in a standard format, and
transform it about the coordinate system, until it is centered and oriented
appropriately. The transformed object then is stored in the graphics engine
database as the limb, to be incorporated into the body and animated.
4.3 BENDS, PIVOTS, AND TOTAL BODY ROTATIONS
Bending a limb at a joint reduces to altering the D-H theta value associated
with that joint. Then, when the procedure which generates the transforma-
tion matrices for the links traverses the transformation hierarchy, it recom-
putes the "T" matrices and calculates the matrices that transform the new
position and orientation of the links to world space. It then sends those
matrices to the Trillium, targeted to each link's address.
In addition to bends, it is possible to pivot the body around any joint axis. In
the system implemented, this is defined to mean reconfiguring the links by
specifying new D-H theta values, but placing the figure as a whole so that
an appropriate joint's frame has not changed position or orientation with
respect to world space. (Changing the position of a coordinate frame refers to
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changing the position of its origin.) As an example, consider having the fig-
ure do a limbo. That requires the body to pivot backward, about the knee.
The implementation would be bending the calf about the knee joint, and then
placing the body in space so that a joint frame, farther down the leg, does
not change in position or orientation. In this sense, the "pivot joint" is the
knee, but the "pivot frame" would be a frame in the ankle or ball of the foot.
The result is the calf and foot remain stationary, while the thigh, trunk, etc
bend back. Since all kinematic chains are considered to be open chains, the
other leg will move as the body trunk does. When one walks, it is neces-
sary to pivot over the ball of the foot. Hence, bending the toes up, then plac-
ing the body so that the object frame of the toes is unmoved will result in the
desired pivot. The ability of the figure to do bends and pivots is the founda-
tion for locomotion in which the figure propels itself through space, rather
than walk on a treadmill and be independently translated.
Holding a "pivot frame" of a limb still is accomplished by using the updated
joint angles of the pivot joints to solve for the transformation matrix that
transforms the body frame of the pivoted, updated, body to the world frame.
Then the figure is rendered, with its updated body position and joint angles.
This is accomplished by the following algorithm. Recall that the "T"
matrices transform the frame of any joint of a limb to its base frame. Using
the old "T" matrices of the limb, i.e., the "T" matrices for the limb with
non-updated joint angles, as well as its "limbod" (which transforms the limb
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base frame to the torso or hip end-effector frame), and the "T" matrices of
the hip or torso, one finds the matrix transforming the "pivot frame" to the
body frame, in the old configuration. Premultiplying by "bworld"
transforms the "pivot frame" of the non-updated configuration to the world
frame. Call this matrix "Pframe toWframe". Assuming that the "pivot
frame" is frame i of the limb and the torso or hip has jnum joints:
[Pframe toWframe ]= [bworld] [ T(jnum)] [limbod] [ T( im)]
torso/hip limb
Next update the limb's D-H theta values and recalculate its "T" matrices.
Use those to find the matrix that transforms the body frame to the "pivot
frame", in the updated configuration. Premultiply that matrix by
"Pframeto_Wframe". That concatenation is the transformation matrix which
transforms the updated, pivoted figure's body frame to the world frame.
Therefore, it is the updated "bworld". As stated before, "bworld" must be
decomposed into the three body Euler angles and x, y, z world space posi-
tion, and then written into the structure associated with the figures body.
The new D-H theta values for the limb are written into the limb's structure.
Then, when control is transferred to the routine that generates the transfor-
mation matrices for the figure's links, it uses the structures associated with
the body and limbs to calculate the new "bworld", and limb configurations.
Hence, a pivot is implemented as bends, and changes in the position and
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orientation of the body frame, to preserve the position and orientation of the
pivot frame.
For the purposes of general animation capability, it is also desirable to be
able to precess the body about an arbitrary joint frame axis. The implemen-
tation, again, is based on finding the new "bworld", decomposing it into its
constituent parts, writing them into the figure's body structure, and transfer-
ring control to the code that pulls information out of the body and limb struc-
tures, to generate transformation matrices for the links. To arrive at the
new "bworld" for a rotation about the y axis of frame i of a limb, one would
first calculate the matrix that transforms frame i to the world frame. Call
that "Rframe toWframe". Again, assuming the torso or hip has jnum
joints:
[Rframe to Wframe]= [bworld][ T(jnum)] . [limbod][ T(i)]
-- torso/hip limb
Now find the matrix that transforms the body frame to the frame i. Premul-
tiply that by the standard y axis rotation matrix, and premultiply that by
"Rframeto_Wframe", to arrive at the new "bworld".
4.4 DIRECT VERSUS INVERSE KINEMATICS
This thesis is concerned with the simulation based implementation, and con-
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current and sequential execution, of complex skills for articulated figures. It
is therefore worth discussing the nature and applications of direct and inverse
kinematics, to obtain a robotics perspective on the nature of skills. Direct
kinematics is simply specifying joint angles for limbs, and then traversing
the transformation hierarchy to construct the figure. One thinks in terms of
joints, directly.
Inverse kinematics solves for the joint velocities in terms of the desired linear
and angular velocity of the limb's end-effector [14,15,21]. If joint velocities
are updated each frame time, then each change in a joint angle is simply the
instantaneous joint velocity multiplied by the frame time. In this research,
the frame time is subdivided into "ticks" of a simulation clock. This will be
discussed in greater detail in section 4.8. After the new joint angles are
determined, the transformation hierarchy is traversed.
The kinematic equation of motion has a six element column vector on one
side, specifying the desired linear and angular velocity, and the system Jaco-
bian premultiplying the column vector of joint velocities on the other side.
The columns of the Jacobian are therefore the individual instantaneous linear
and angular velocity that each joint can contribute to the end-effector. Recall
the "T" matrices, defined in section 4.1. When one wishes to calculate the
Jacobian (to solve for the next set of joint velocities), one can use the "T"
matrices (determined from its present set of joint angles) to derive each
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column of the Jacobian. In particular, it is the third and fourth columns of
the "T" matrices that are of use [21].
The general form of the Jacobian has six rows. Therefore, if a limb has
more than six joints, there will be more than six columns in the Jacobian,
and they won't all be linearly independent. Hence, a redundant limb,
defined to be one with more than six joints, may have an infinite number of
solutions for any specification of end-effector velocity. In addition, it is possi-
ble for the desired end-effector linear and angular velocity to have a com-
ponent outside the column space of the Jacobian, making the equation incon-
sistent. The least squares solution will minimize the error [24]. Therefore,
the problem changes to solving for the joint velocities which make the end-
effector have a linear and angular velocity that is the projection of the
desired linear and angular velocity onto the column space of the Jacobian.
Because there is more than one solution, a choice must be made, and that
choice by definition is the "optimal solution". That solution is defined as the
one with the smallest magnitude. Since we are solving for a vector of veloci-
ties, the physical interpretation is to minimize energy expenditure or joint
rate excursion.
The Jacobian will transform any solution into the component of the desired
end-effector velocity which is in the column space of the Jacobian, and
annihilate that part of the solution which is in its null space. It can be shown
- 32 -
that the row space of a Jacobian is orthogonal to its null space [24]. There-
fore, if a column vector of joint velocities is a solution, it can be broken into
a component in the row space, and one in the null space. Since they are
orthogonal, a solution with no null space component, i.e., totally in the row
space, will have the least magnitude and hence is the optimal solution.
Hence, the most general solution is the optimal solution plus any vector in
the null space of the Jacobian. The pseudoinverse [24] is defined to
transform the desired end-effector velocity into the optimal solution for the
joint velocities. It is the generalized inverse of a non-square matrix. Hence,
the pseudoinverse solves for a vector in the row space of the Jacobian.
Making use of the null space can be manipulated to the advantage of the ani-
mator. Through the null-space, one can specify either the tendency of joints
to maintain characteristic angles, or specify sub-trajectories for links other
than the end-effector [21,15]. The characteristic angle of a joint is its
desired value. It is known as the center angle of the joint. The "stickiness"
of the joint acts like a spring to keep it at its center angle value. The follow-
ing equations state the inverse kinematics constraints:
4- +
O=[J] X + (I - [J] [J])Z
2
Z = V .(.- )
,i (0i C,
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where
6 general solution to the column vector of joint angle velocities
[J] is the Jacobian
[J] is the inverse or pseudo-inverse of the Jacobian
X specifies the desired linear and angular velocity of the end-effector
6 is joint angle i
f is the stickiness parameter associated with joint i
6 is the center angle of joint i
e,
(I - [J] [J]) maps any vector Z, into the null space. The most general way
to compute the pseudoinverse makes use of recursive techniques [9].
Two important points about inverse kinematics must be made. When the
desired end-effector velocity has zero projection onto the column space of the
Jacobian the joint velocities will evaluate to zero. An example of this is a
completely outstretched limb. It is not possible to directly pull back the end-
effector. The other point is that the Jacobian matrix as a function of time is
generally not linear. Therefore, even if a constant velocity for the end effec-
tor is desired, the Jacobian must be recalculated, and the Jacobian equation
solved for the joint velocities, at least once per frame, to avoid gross errors.
However, small errors will accumulate even then. For accurate motion,
position feedback techniques to correct errors due to non-linearity should be
employed each time the Jacobian equation is solved [14].
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4.5 OPEN AND CLOSED SKILLS
Skills can loosely be classified as being closed or open [27]. Closed skills
are skills that always produce similar motion. Open skills must adapt to the
environment. Walking on uncluttered, level terrain is a closed skill. Each
cycle of the walk is the same. However, reaching for an arbitrary object is
an open skill, since the end-effector trajectory will vary, depending on the
positional relationship between the figure and object. Clearly, open skills are
a good application of inverse kinematics. However, closed skills are prob-
ably handled equally well by direct or inverse kinematics. Implementing a
walk cycle on uncluttered, level terrain is a closed skill that requires grace
and balance in the motion. A direct kinematics solution requires careful,
and empirical determination of the joint angles that characterize each phase
of the walk cycle [27]. Inverse kinematics would more easily guide the feet,
but grace and balance would only be achieved by carefully specifying
center-angles and stickinesses. This specification would also be empirical,
but less intuitive. This may make inverse kinematics a less natural way to
think about walking than direct kinematics. However, inverse kinematics
may need to be applied to some parts of a walk cycle, even if it is predom-
inantly implemented using direct kinematics. This is because in one part of
the cycle, when the body pivots about one foot while keeping the other on
the ground, it forms a moving, closed kinematic chain. Inverse kinematics
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can help simulate a closed chain.
A purely inverse kinematics implementation of walking could take three
forms. The first was demonstrated by Ribble [21]. It involves guiding the
feet of the figure through the walk cycle, while independently translating the
body at the appropriate speed to simulate walking. The second is exemplified
by Girard [7]. Girard implemented a system where the feet would be incre-
mentally guided to a new position and orientation, and then the body would
be placed so that the appropriate part of the pivot foot remained stationary,
thereby pivoting the body over the foot. This is similar to my approach for
pivots. The third has been suggested by Zeltzer[27]. In this approach, the
base frame is variable, not necessarily located at the first frame of the
thigh. It would alternate from being at the toe, ankle, and top of thigh: at
the toe when the body is pivoting about the ball of the foot, at the ankle
when pivoting about the ankle, and at the top of the thigh when raising and
stretching out the leg. When the ankle or toe are the base, the hip is the
end-effector link. Nevertheless, it is not clear that the way to think about
walking is planning how the hip moves through space. The hip motion is the
result of forces exerted by the legs and hip muscles. The correct simulation
model will incorporate inertia and dynamics into the algorithm. However, it
is clear that even subtle, complex closed skills can be implemented using
either direct or inverse kinematics, the decision is based on a preferred
mode of thought about the problem.
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4.6 DYNAMIC REASSIGNMENT OF THE BASE FRAME
It appears that to use inverse kinematics most generally, one must adaptively
switch the base frame of a limb from being a joint frame on one end of a
limb to being a joint frame on the other end or to joint frames in between.
The question then arises of how to compute the Jacobian of the limb viewed
in its reverse direction.
Since Jacobians are easily computed knowing the D-H parameters of the
limb, it seems reasonable to examine how the D-H representation of the limb
might change when viewed in its reverse direction. Let the frames continue
to be numbered according to the original direction in the chain. Since [A(i)]
transforms coordinate frame i to frame i-1, the inverse of that matrix
transforms frame i-1 to frame i. It might be hoped that it would be possible
to invert these "A" matrices, and pull the D-H parameters for the new direc-
tion of the chain out of them. However, it can be shown that the inverse is
not an "A" matrix, as defined in section 4.1. This is geometrically obvious,
since successive frames constructed under the strict geometrical criteria,
described in section 4.1, may not fit that criteria when viewed in the reverse
direction. Hence, reversing the direction of the chain may involve recom-
puting a new set of coordinate frames, and not simply inverting the "A"
matrices of the previous direction, and pulling new D-H parameters out of
them. In addition, reversing the direction of the chain will result in
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changing a link's object frame to being a joint frame on the other side of the
link.
However, an alternative strategy to solve for the Jacobian is possible. Again,
let the joints frames retain their original numbering. The Jacobian is a func-
tion of the joint axes and the vectors connecting them to the end-effector
point [21]. Those axes do not vary with directionality of the chain of the
limb. Concatenating the inverses of the "A" matrices can be used to
transform frame i to the frame j > i, where j is the new base frame. The
fourth column of this concatenation yields the vector between joint i and the
new base frame. Call that vector "Iframeto newBase". If frame 0 is the new
end-effector frame, taking the fourth column of "IframetonewBase", for i
= 0, will yield the vector between the new end-effector and the new base.
Call that vector "newEf tonewBase". Subtracting those two vectors yields
the vector between the new end-effector and joint i, expressed in terms of the
new base frame. Furthermore, since the joint axis is the z axis of the joint
frame, the third column of each "Iframe tonewBase" expresses the joint axis
of frame i in terms of the new base frame. That is all that is required to
compute the Jacobian. From there, the joint velocities can be computed.
They would then be plugged into the "A" matrices, and the the transforma-
tion matrices for the links would be calculated in the original direction of
the chain.
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The latter approach can be computationally more expensive than the former,
of redefining the coordinate systems, because it must be done for each move-
ment of the limb, whereas redefining the coordinate systems is done once,
and the remaining iterations of joint movements with the new end-effector
proceed as rapidly as the original D-H scheme. However, the latter method
has the advantage of requiring only one D-H representation of the limb, not
two.
4.7 SKILLS, PHASES, AND LOCAL MOTOR PROGRAMS
Once the primitives of bend, pivot, and total body rotation are implemented,
one can start constructing complex motions, herein referred to as skills,
using direct kinematics. According to Zeltzer[26], the next step is to break
down skills into sequential phases that represent movement between key
poses. Next each phase is further broken down into sets of movements
called local motor programs, that execute in parallel. Local motor programs
are functions which guide a set of joints to their respective joint angle goals,
or to their respective joint velocities. Their functionality is generally more
high level than simply changing an individual joint angle. Rather, there is
often a set of joints, each with a different goal. However, local motor pro-
grams are considered to be the conceptual primitives, with respect to the skill
under consideration. This three tier hierarchy of skill, phase, and local
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motor program form an intuitive framework for thinking about high level
motions of articulated figures.
4.8 SIMULATION CLOCK
Some motions such as walking, have phases that last for durations of single
frames times, the beginnings and endings of which may not fall on frame
boundaries. It is important that they be temporally sampled at a rate faster
than the frame rate. Good results with walking have been obtained with a
sampling rate of approximately fifty times the frame rate[27]. In the case of
a hand quickly approaching and abruptly stopping at a surface, if time is not
divided into short enough durations, the hand may not be detected as having
reached the surface until already noticeably past it. It is therefore important
to maintain an internal clock that allows the animation to keep track of time
independently of the frame rate. This clock is called the simulation clock.
Every m ticks of the simulation clock a frame is rendered, where m is an
integer.
To understand how skills execute around the simulation clock, consider the
following example. A skill is invoked, and given n ticks of the simulation
clock to complete its execution in. Each phase will receive a portion of the
n ticks, as its execution time. Let the jth phase, phase(j), receive p(j) ticks.
In addition, assume that when phase(j) begins, there are x ticks left until it is
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time to render a new picture, i.e., until a frame boundary. Phase(j) will be
invoked by the skill at least once. If p(j) is greater than x, it will be invoked
more than once, each time using a portion ticks of the original p(j) given to
it, until it has used all p(j) ticks. After each invocation, a frame is rendered.
The amount a joint has changed between frames is a function of how many
ticks the phase used during its invocation. To determine how many times a
skill will be called, consider that for some y and z, p(j) is equal to the sum of
x, y, and z*m, where there are m ticks per frame, x, y and z are integers,
with both x and y less than m, and * is the symbol for scaler multiplication.
The phase will then be called z plus two times. The first time it uses x ticks,
the next z times it uses m ticks, and the final time it uses y ticks. Consider a
local motor program which executes as part of phase(j) throughout its entire
duration of p(j) ticks. Let the local motor program be implemented in terms
of joint angle goals, where initially, a joint within it must change by d units
to meet its goal. With these initial conditions, a frame will be rendered after
the joint angle has changed by an amount d * x/p(j). For the next z frames,
the joint will change by d * m/p(j). For the final frame, the change will be
d * y/p(j). The local motor program and phase(j) are then complete, leaving
a balance of b = m - y ticks until the next frame boundary. Phase(j+ 1)
receives p(j+ 1) ticks, which it breaks up into the sum of x, y, and z * m,
where, this time, x is equal to b. Phase(j + 1) is allowed to use b ticks, and
then the frame is rendered. During this frame, phase(j) used y ticks, and
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phase(j+1) used m - y ticks, rather than phase(j+1) waiting until the next
frame. Hence, phases may begin and end execution at times other than
frame boundaries, and pass unused fractions of frame time to the next phase.
Collision detection [4] would also be aided as follows: If, after a joint angle
has been updated by d * q/p, it is observed that the limb has passed through
a surface, then a binary search can be conducted to find the value for q at
which contact occurs. The limb will change by an amount that puts it as
close to the surface as possible. The phase will end and the time left before
the frame boundary will be passed on to the next phase. M is chosen as a
function of the highest frequency motion in the scene. Note, it is computa-
tionally less expensive to use a binary search to find the time of end-effector
contact than to calculate it directly for a limb assembly of several links and
joints.
4.9 IMPLEMENTATION OF SKILLS AND TASK MANAGEMENT
It is worthwhile to discuss storage allocation and flow of control within skill
procedures. Recall that a skill is composed of sequential phases, which are
in turn composed of local motor programs that run in parallel. Also, note
that in the system implemented, the default number of simulation clock ticks
per frame time is fifty. For each skill, there is a structure that contains a
pointer to its upper-level routine, the amount of time allocated for it to
- 42 -
execute to final completion, and a flag, indicating whether or not it has com-
pleted execution. The value of the time allotment, and the address of the
flag are passed to the skill's upper-level routine by the task manager. The
flag is set by the skill, and monitored by the task manager which oversees the
concurrent execution skills, which should be simultaneously executing.
A static integer flag associated with each phase of a skill is stored by the
upper level routine and indicates whether or not the phase has completed
execution. The addresses of these flags are passed to the phases. Each flag
is set by its phase and monitored by the upper-level routine of the skill. In
addition, the upper-level routine stores and passes the address of a static
integer variable to each phase. This variable is set by the phase equal to fifty
minus the number of ticks it used during its final invocation, i.e., the
number of ticks left until the next frame boundary. If it used all fifty, the
variable is set to fifty. In this way, the value indicates the number of ticks
that the next phase will use during its first invocation.
There is also a static integer flag associated with each local motor program
called by a phase. Each of these flags is stored by the phase, and indicates
whether or not its local motor program has completed execution. The
addresses of these flags are passed to the local motor programs. Each flag is
set by its local motor program and monitored by the phase. In addition a
phase will store and pass the address of individual static integer variables to
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each of its local motor programs. These variables are set equal to fifty minus
the number of ticks used during their final invocations. If all fifty are used,
the variable is set to fifty. Again, this is the number of ticks that the next
phase will use in its first invocation.
These flags and variables are called the "done flags" and "returned-ticks
variables"
The flow of control is as follows: The task manager is given several
sequential sets of skill structures, where the skills in each set should run
concurrently. The upper-level routine of a skill is called several times by a
task manager. It is given the duration in ticks specified in its structure, i.e.,
the total amount of time that will have been used by all invocations of the
skill until final completion. Each time a skill is invoked it calls one of its
phases. It gives the phase a duration equal to the total amount of time that
will have been used by all invocations of the phase until final completion.
The sum of the durations of all the phases of a skill should equal the dura-
tion of the skill. The phase is also passed the addresses of its done flag and
returned-ticks variable. At each invocation a phase will call each of its local
motor programs. It passes them the sum duration as well as the addresses of
their done flags and returned ticks-variables.
Local motor programs will define which joints are involved and what their
goals are. Then a local motor program will call one or both of two low-level
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routines: Impsetup and Impexec. The first time a local motor program is
invoked by a phase, it calls Impsetup, passing it a pointer to the limb it con-
trols, a list of joints involved, the goals for each joint, and the duration.
Lmpsetup returns the number of times the local motor program will be
called, based on the duration value passed to it. It also returns the incre-
mental changes to be made to each joint angle during each invocation of the
local motor program. It calculates these changes by determining how many
degrees a joint must move from its present angle to the goal angle and divides
that by the duration of the phase, to obtain the joint velocity. Then, it deter-
mines the number of ticks the local motor program will have for its first
invocation and the number of ticks it will have during its final invocation. It
is assumed to have fifty for all other invocations. The number of ticks for a
given invocation are multiplied by the joint velocity to obtain the joint angle
change for that invocation. Hence, joint angle changes are returned in three
arrays. Lmpsetup also determines how many ticks it expects to return after
its final invocation, i.e., how many ticks the succeeding phase will use dur-
ing its first invocation. The quantities determined by lmpsetup are held as
static storage by the local motor program, with the exception of the number
of ticks to return after the final call which is written into its returned-ticks
argument. In addition, each time a local motor program is called, it calls
lmpexec. An array indicating which joints to change is passed to it as well as
the above three arrays, which indicate how much to change them. Lmpexec
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takes care of effecting the joint updates, which can be bends, pivots, or as a
'special case, total body rotations and translations. Hence, all calculations
and writes to body and limb structures within a skill are taken care of by
lmpsetup and Impexec.
When all joint goals of a local motor program are met, the local motor pro-
gram will signal completion by setting its flag. It also returns to the phase
the number of ticks which the next phase will use in its first invocation.
When all local motor programs have completed, the phase signals completion
by setting its flag, and returning the number of ticks for the first invocation
of the next phase. If a phase is finished (indicated by its done flag), and the
number of ticks returned is less than fifty (indicating there is time left over
until the next frame boundary), then the next phase is called with the balance
to use during this invocation. Finally, when all fifty ticks are used, the
upper-level routine returns to the task manager. If the local motor programs
of the phase did not complete execution yet, the phase returns without signal-
ing completion, to be invoked again later.
When all phases of a skill have reached final completion, the skill sets its
done flag indicating to the task manager that the skill is complete. If the skill
is not completed yet, it will be reinvoked at a later time by the task manager.
After each time all skills that are running concurrently have been invoked
and returned to the task manager, the task manager calls upon the procedure
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that traverses the transformation hierarchy, and generates transformation
matrices for the links. These matrices are stored in a large buffer. The task
manager then calls the module that transfers that buffer to the Trillium in
one data stream. When all skills that are running concurrently are complete,
the task manager will allow execution of the next set of concurrent skills.
The upper-level skill routine, all phase routines, and all local motor routines
have a simple canonical form. All static data used by a skill, phase, or local
motor program is stored by that routine. The two low-level routines that all
local motor programs call, lmpsetup and lmpexec, have no static storage and
are re-entrant. To allow several figures to execute the same skill procedure
simultaneously, and not overwrite the static storage of its done flags and
returned-ticks variables, all storage is redundantly allocated a number of
times equal to the number of figures. When a skill is invoked, it is passed a
value indicating which figure it applies to. Then, all data is stored and
retrieved unambiguously. The information specifying which figure a skill
applies to is also stored in the skill structure.
4.10 THE WALK SKILL
As an exercise, a four phase, two step walking cycle was implemented for
the figures described in section 4.2. Each step had two phases, the demarca-
tion between the two phases being when the body was directly over its pivot
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foot, and the pivot leg was straightest. Joint angle goals were determined
from photographic studies of Muybridge[17], as well as various informal
observations. Each phase called four local motor programs, to control both
arms and legs.
Two points should be made concerning a walk cycle. If the angles of the
pivot leg always add to zero the figure will not pitch as it walks. Also, it is
important to have the velocity of the calf of the non-pivot, or swing leg, and
the velocity of the torso be continuous as they go from one phase to the next.
Since they move differently, keeping one continuous may make the other
noticeably discontinuous. Each phase must be carefully timed as a function
of the amount of limb and body movement during each phase, and vice versa
until a balance is reached that creates a gait which is both believable and
smooth. In this exercise, that balance was reached. The resulting walk did
not encompass all phases of a human walking gate, but the locomotion
nevertheless produced a smooth believable gait that could be sufficient for
character animation.
4.11 INCORPORATING INVERSE KINEMATICS INTO SKILLS
The skill format just described can be extended to include inverse kinemat-
ics. Recall, that the structure associated with a limb contains updated ver-
sions of the "T" matrices of the limb. Because the Jacobian is a function of
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the joint axes and their distance from the end-effector point, it is a simple
matter to create the Jacobian matrix, characterizing the possible linear and
angular velocities, from the third and fourth columns of the "T"
matrices[21]. A procedure exists to accept a pointer to a limb and dynami-
cally allocate a six by jnum array, for jnum joints in the limb, and return its
characteristic Jacobian in it. This can then be passed to another procedure,
along with the desired linear and angular velocity of the end-effector, with
the resultant joint velocities returned. Secondary goals characterized by joint
center angles and "stickiness" parameters can be included as arguments to
the procedure.
If velocities are read in from a file, they are assumed to be with respect to
the body base frame. Therefore, the procedure invokes a routine to convert
these free vectors to the base frame of the limb, before solving for the joint
velocities.
In the case of computing the end-effector linear and angular velocities
dynamically, the skill would need to have a goal matrix which transforms the
goal position and orientation of the end-effector frame to the world space. In
the case of a reach skill, the goal state of the end-effector could be coin-
cidence of its object frame with that of the item it is reaching for. If the item
to be reached has a known velocity, one may calculate the expected position
and orientation of its object frame at the time that the reach should be com-
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pleted. The end-effector goal state could then be coincidence of its object
frame with the object frame of the item to be reached, in its future position
and orientation. The position and orientation of the end-effector, in terms of
the world space, initially is
[EFpresto Wframe]= [bworld][T( jnumb )] [limbod][ T( jnumlimf torso/ hip limb
where the limb has jnuml joints and the torso or hip has jnumb joints.
Therefore, premultiplying the goal matrix by the inverse of
"EFpres toWframe" maps from the end-effector frame, in the goal state, to
the end-effector frame in the initial state. From this concatenation, one can
extract an axis vector of rotation, an angle of rotation, and the vector
between the origins of the two frames (the displacement vector) [19]. These
two vectors are expressed in terms of the initial state of the end-effector
frame. Both of these free vectors must be transformed to the limb's base
frame. That is easily done using "T(jnuml)". Then, dividing the angle of
rotation and the displacement vector by the number of ticks allotted for the
phase will yield the linear and angular velocities of the end-effector,
expressed in terms of the limb's base frame.
These velocities are constants, to be used each invocation of the skill phase,
with no "ease in" or "ease out". A more sophisticated approach would be to
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allow for an "ease in " and "ease out" in the motion. Consider a bicubic
spline in a velocity versus time graph, indicating the shape of the easing in
and out for a particular joint. The area under it must match the area under
the line specifying the constant velocity just calculated. Once the bicubic
curve is scaled, its values can be picked off for each invocation of the phase
as the velocity of the joint.
Consider a skill that is in two phases, reach and grasp. The skill can have
the reach phase be implemented using inverse kinematics, and the grasp
phase in direct kinematics, using collision detection to end the grasp phase
when contact by all fingers has been made. The skill may allot most of its
time to the reach phase, and a small amount to the grasp phase.
4.12 KEYPOSING FACILITY
In addition to skill procedures, the task manager controls the simultaneous
use of keypose techniques. After each invocation of the set of concurrent
skills, and before calling the procedure which generates the links' transfor-
mation matrices, the task manager calls upon a procedure to update the joint
angles as well as the body locations and Euler angles that are being con-
trolled by the keyposing facility. Keyfposing commands exist in an ascii file
that is created by the user. When the animation program first begins execu-
tion, it compiles this file into a binary form for quick access. The keyposing
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procedure takes keypose input from the binary file, and calculates the inter-
polation values for the joints involved, storing them in a two dimensional
buffer that is the collective pose vector for all figures. The columns
represent individual joints, and the rows represent values for those joints
over frame times. The interpolation is done in its own module, so many
types of interpolation schemes can be written, and switched in and out of the
total procedure.
When the keypose procedure is invoked, it looks to see if the previous
keypose goal has been reached. If so, it reads in a new keypose, and fills the
rows of the pose vector buffer with the new poses to be achieved incremen-
tally over time, until the new keypose goal state is reached. It then takes the
joint angles or body positions and Euler angles out of the appropriate row,
and writes them into the structures for the figures' bodies and limbs. In
order not to over-write the work which the skill procedures have done, joints
that are not changing, in going from one keypose goal state to the next, are
not copied from the pose vector. The keypose file is written so that the first
item in a keypose is the number of frames to interpolate over. Then, only
the joints to be changed are listed. For each joint, to be changed, the anima-
tor specifies if the motion about it is a bend or a pivot, and the goal angle of
the joint, relative to the initial value of the angle at the start of the animation,
i.e., relative to the initial pose. The keypose facility runs on frame time, and
is independent of the skill procedures. It is provided as a convenience for
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simple acts that do not need to be thought about in terms of phases and local
motor programs.
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CHAPTER FIVE
CONCLUSION
An animation system has been developed for articulated figures which
allows the synthesis of complex motions of fine timing, called skills, using
the concepts of phase and local motor program. These in turn use the primi-
tives of bend, pivot, and total body rotation. The execution of skills is moni-
tored by a task manager. The system is augmented by a keyposing facility
and a procedure for solving the inverse kinematics of a limb. A human
walking skill has been implemented as an application, and an animation of
two figures walking was scripted and taped.
Immediate extensions to this work could take three directions. They are
allowing complex adaptive skills, such as walking over uneven terrain, adap-
tive behavior, i.e., executing skills upon sets of conditions being met, and
implementing an object oriented interface for creating skill procedures.
5.1 ADAPTIVE SKILLS
Adaptive skills can be implemented using inverse kinematics, or by carefully
scripted direct kinematics which is guided by a "do until a or b" construct.
Certainly simple and somewhat undefined skills like reach are good candi-
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dates for inverse kinematics. However, walking on uneven terrain, which
must look good, as well as accomplish a goal, may make adaptively changing
secondary goal parameters for each phase a challenging endeavor.
Nevertheless, it is important to remember that a given skill can be imple-
mented as a combination of inverse and direct kinematics, with perhaps one
being the dominant approach.
Zeltzer [27] has successfully implemented an adaptive walk over rough,
uncluttered terrain using direct kinematics. In his approach, a local motor
program will execute until joint angle goals are reached, or until a condi-
tion, such as heel strike occurs. Using this approach, a phase may find itself
computing different joint velocities than last time the walk began that phase.
This is because, due to the arbitrary nature of the terrain, the body is in
some relatively arbitrary position, different than when it began the phase the
last time.
In addition, walking in a cluttered environment poses another set of difficul-
ties. In this case, the figure must be able to plan the shortest safe path
between obstacles. One way to do this is to shrink the figure to a point,
while "growing" the obstacles, to create an equivalent problem [12,13]. The
problem is then reduced to planning a safe path for a point.
When a phase contains several local motor programs, which execute con-
currently, one might include a "dry run" in the execution of the local motor
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programs. During that time, it might be observed that a local motor program
will terminate due to an associated condition being met, and use less time
than expected. The amount of time it will use can be determined using a
binary search to see how many ticks are used until the condition is met.
Then, the phase lets each local motor program use that many ticks, letting
them update their associated joints, and signals completion. This way, the
order of the local motor programs in the phase is not important.
Finally, skills may need to be adaptive to dynamically changing environ-
ments. Consider reaching to catch a darting butterfly. If, at the beginning
of the reach, the butterfly were in a known position and orientation relative
to the figure's hand, and throughout the duration of the reach moved with a
known velocity, section 4.11 showed that one could use inverse kinematics to
reach for the insect. However, when it is darting unpredictively, it is not
clear whether or not the best approach is to dynamically alter the the plan for
end-effector motion at each instant the velocity changes. It is worthwhile to
study human behavior under these circumstances to arrive at a realistic
model of adaptation of skills in dynamically varying environments.
5.2 ADAPTIVE BEHAVIOR
In the current implementation, the skills in set i, meant to run concurrently,
do not begin execution until all skills in set i-1 have reached final
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completion. This scheme is fine for repeating walking cycles, but is obvi-
ously not a good scheme for general animation. A better approach might be
to have each skill structure contain pointers to event flags that must be set for
the skill to execute. An event flag is set when its corresponding event has
occurred. Once a skill's associated events have occurred, the task manager
lets that skill begin execution at the next frame boundary. An example of an
event might be two objects having made contact, or being within a predeter-
mined distance of each other. Here, too, there is room for temporal anti-
aliasing. If a condition consists of two objects in contact, the two objects
may not be touching at the beginning of a frame, touch in the middle, and
be away from each other by the end. Since the task manager is usually only
running at frame boundaries, it could miss the event, unless the skill pro-
cedures knew to watch for it, and log its occurrence for the task manager.
However, the event flag approach is also rudimentary. Full adaptive
behavior will require sophisticated techniques of knowledge engineering.
The emergence of parallel distributed computing architectures offers a
promising approach to testing complex cognitive models [10].
5.3 OBJECT ORIENTED INTERFACE FOR SKILL CONSTRUCTION
Since skill procedures have a canonical form, it should be possible to have
the upper-level, phase, and local motor program routines of a skill exist as
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skeletal modules. Information such as which phases are called by a skill,
which local motor programs are called be each phase, and joint angle or
event goals can be stored in structures that are seen by the animator as data
abstractions. In this way, an object oriented human interface for the author-
ing of skills can be created.
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