The goal of this research was to develop a source term module to model the effect of cavity unsteadiness in gas-path only simulations.
INTRODUCTION
Small cavities and the unsteady flow phenomenon associated with them make it very difficult to include them directly in numerical simulations of larger scale bodies, such as automobiles, aircraft or turbomachines. Relatively fine grids are required with almost the same number of grid cells as the primary geometry to model these cavities. Also, lower velocities in the cavity lead to severe restrictions on the time steps and hence considerable computation time. The cavities are typically eliminated from numerical design simulations because of limited available computation time (often only overnight). The use of this simplification gives results that deviate from experimental results, especially near the cavity. Because of this, it is desirable to develop new methods that take into account both unsteady effects and the effects of complex geometries, such as cavities, without performing unsteady calculations or resolving their geometric details. One such method is based on field source terms.
Source terms have been used in the past by other researchers. Sondak and Dorney [1] developed a Lumped Deterministic Stress technique to model the unsteadiness created by rotor-stator interactions in turbomachinery. They showed that unsteady flow effects could be modeled as source terms that include information about unsteady phenomena in the steady flow equations. This is similar, but not identical, to the average passage approach of Adamczyk, et al. [2] .
For low-pressure turbine purge cavities, Wellborn and Okiishi [3] , Hunter [4] , and Hunter and Orkwis [5] have attempted to include the effects of cavities in simulations by inserting interface region source terms into the Navier-Stokes equations. They showed that these source terms can effectively mimic boundary condition variations and are quite effective in capturing the steady state effect of the cavity. However, these simulations do not include the unsteady effects produced by cavity flow field oscillations.
Recently, Orkwis, et al. [6] [7] and Busby, et al. [8] have used field source terms rather than just interface source terms to model accurately the unsteady effect of hot streak migration with considerable success.
The current work was undertaken to develop a source term module to model the effect of cavity unsteadiness in gas path simulations. In Part I the feasibility of the approach is demonstrated by calculating the source terms using the Lumped Deterministic Stress (LDS) approach and including them directly in steady calculations to capture the time average effect of the cavity. Part II goes further to describe a neural network based technique for creating source terms instead of computing unique source terms for every test case. This paper begins with details about the lumped deterministic source term approach. Details about Neural Networks and their ability to generate the complex data dependencies given a reasonably large set of training data are presented next. The LevenbergMarquardt backpropagation algorithm is then presented. The proposed technique is then presented as well as details of the numerical approach used to obtain the training and comparison data. The results obtained with the technique are then presented and conclusions drawn regarding its success.
LDST TECHNIQUE
The lumped deterministic source term (LDST) approach provides a single source term for each equation that contains the effect of unsteadiness on the time average solution. The approach taken to create the source terms is identical for each of the governing equations. For example, consider the general form of the unsteady energy equation (written in 2D)
Unsteady solution techniques solve this expression by moving the spatial derivatives to the RHS, i.e.,
This approach is also taken when solving for the steady state solution, where Equation (2) is used to relax the solution to a steady state, i.e., LHS =0.
If we split the variables into time mean, Q , and fluctuating, ' Q , quantities, i.e.,
The equation can be expanded further into
On time averaging the above equation the average of the perturbed quantities is zero, therefore the second and third brackets on the right reduces to zero, as does the LHS. This means that upon time averaging a flow with unsteady perturbations, the governing equation solved by the time mean solution is
Bracket one is the usual residual solved by relaxation methods for the steady state (see Equation (2) .) Bracket two represents the source terms that must be added to the steady state equations to include the effect of unsteadiness, i.e., the lumped deterministic source terms.
Note the following: the two solutions obtained from Equation (2) (with LHS = 0) and Equation (5) are different since they represent respectively the steady state and time average solution variables. The lumped deterministic source terms can be found by taking the time mean of the unsteady solution variables and inserting them into Equation (5) . A typical example of subsonic source terms for the combined cavity/gas-path flow field is shown in Figure 1 . Once these source terms are calculated they can be inserted into the unsteady equations to include the unsteady effect due to the cavity. Since these source terms are calculated from unsteady solutions -the goal of the modeling -they are not directly useful and are used here only for demonstrating the effectiveness of the approach. More important, the source terms obtained with this approach provide a database upon which approximate source terms can be developed. An approach to approximate the source terms based on using Neural Networks is discussed below. 
NEURAL NETWORK
A neural network is a system that, thanks to its topological structure, can adaptively learn nonlinear mappings from input to output space, when the networks have a large database of prior examples to draw on. The basic architecture of a neural network consists of layers of interconnected processing unitscalled neurons, which transform an input vector
Neurons without predecessors are called input neurons and constitute the input layer. All other neurons are called computational units. A nonempty subset of the computational units is specified as the output units. All computational units, which are not output neurons, are called hidden neurons. Each interconnection between two neurons j i n n → has an associated weight factor w ij and bias b i that can be adjusted by using an appropriate learning algorithm like the Levenberg-Marquardt method (to be discussed later). The output of each neuron is:
and f i is the transfer function.
Neural networks are used for modeling complex data relationships.
The Universal Approximation Theorem says that a neural network with one hidden layer is able to approximate any continuous function f: R n →R m , in any domain, with a given accuracy. Features of the input data are extracted in the hidden layer with a squashing transfer function: Figure 2 ). Based on the theorem and thanks to the topological structure of the neural network one can generate complex data dependencies without performing time-consuming computations.
However, any neural network application depends on the training algorithm. In the current research the Levenberg-Marquardt method [10] was used. Next, the fundamentals of this backpropagation scheme are given.
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LEVENBERG-MARQUARDT METHOD AND BACKPROPAGATION
The learning algorithm is the repeated process of adjusting weights for the purpose of minimizing the network errors. These errors are defined by a t e − = , where t is the desired network output, and ( ) ω = , p a a is the actual network output. This weight adjustment is repeated for many training samples and is stopped when the errors reach a sufficiently low level.
The majority of neural network applications (over 90%) are based on the backpropagation algorithm. The term backpropagation refers to the process by which derivatives of the network error, with respect to network weights and biases, are calculated -from the last layer of the network to the first. The LevenbergMarquardt backpropagation scheme is a fast and accurate method that was designed for least squares minimization:
where t is the desired output and a is the actual output of the network.
To explain the method better, consider the gradient and Hessian, which are defined respectively as the following:
If we expand a(p,ω) in the Taylor series:
. . , (8) and denote the sum of the first two members of the expansion as l(ω), then the iteration direction
can be found as:
, min arg
If we denote the β th component of the gradient as g β , then according to Equation (7a), we get:
Comparing Equations (9) and (10) and using Equation (7b), it can be seen that the solution providing the minimum value of Equation (9) satisfies the equation:
)
and denote the N × L Jacobian matrix of e(ω) as J(ω), then take into account the above modification, we can obtain the linear set of equations:
This is known as the Levenberg-Marquardt Method. The scalar µ (k) controls both the magnitude and iteration direction.
The algorithm is as follows: 1. Create an initial parameter vector, ω (0) , and an initial value µ (0) .
Determine the search direction
otherwise it is increased. Here E(ω) is the residuum, given by Equation (6). 4. Check the stop criterion. If it is satisfied, then stop, else go to 2 (stop criterion: testing error has reached its minimum). The backpropagation algorithm applies a correction, ∆ω ij , to the synaptic weight, ω ij , connecting the output of neuron i to the input of neuron j. Hence we can iteratively update the weights and improve the performance of the network by applying new inputtarget pairs.
In this work neural networks are used to generate source terms that are then used to include the effect of cavity unsteadiness in calculations of flow fields without the presence of a cavity. The following section states the parameters and approaches used in the current research.
CURRENT APPROACH
This section gives details about parameters used for neural network training and techniques applied for improving the performance of the neural network code.
To obtain the fluid flow in the passage only, one needs to generate source terms in the field and boundary conditions at the interface of the passage and the cavity. Therefore two neural networks were designed for modeling data dependencies. It was logical to expect that the network for generating the source terms will require many more neurons and available memory than the network for generating boundary conditions. This was found to be the case.
The neural network code was written in MATLAB. The input parameters were the following: coordinates (i.e., location), Mach number, input pressure, and boundary layer thickness. Source terms were calculated for a spectrum of the above parameters for a simple cavity geometry. This is the longest phase in the chain of obtaining a solution via neural networks, but can be performed simultaneously with training, i.e., after each case is calculated, the network can be retrained to improve its performance. Network outputs are the following: density, x-momentum, y-momentum and energy source terms (see Figure 3) at each node. When a turbulence model is employed, it is also necessary to generate source terms for the turbulence equations. The obtained source terms are then included in steady calculations to capture the effect of cavity unsteadiness.
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Output layer The following summarizes some uncertainties with regard to neural network design that were resolved in the current work. The network training set was preprocessed by normalizing the inputs and targets so that they fall in the interval [-1,1], this produces the most efficient training. The generated output was then converted back from neural network to standard units. The available data set was randomly divided into a training set (80 %) and a test set (20 %) following the statistical cross-validation rule. The sequence of training was random. New examples can be given only in combination with old ones. If only new examples are given, the network forgets the old data. The initial weights should also be small random numbers.
A neural network code was developed based on the source term modeling technique presented in Part I of this paper and the above neural network technique. For a given number of neurons, the code creates a network and performs its training. In the next section the numerical technique used in this paper is presented.
NUMERICAL TECHNIQUE
The subsonic cavity region was used in this work as the training and testing data even though Part I presented source term data for the full Mach number range. This is partly because the data is easier to model and partly because the future applications of interest are in this range. However, it is important to note that the technique is not limited to these Mach numbers and is equally applicable to supersonic flows. Computations were performed for several different Mach numbers (from 0.2 to 0.7) and Reynolds numbers (from 10 6 to 4·10 6 ) to develop these data. The commercial CFD package CFD++ from Metacomp Technologies was used for the unsteady simulations.
The basic dimensions of the cavity are: depth of cavity D = 0.1 m and length of cavity L = 0.25 m. A fine mesh was created for this study with the following block-grid dimensions: 25 x 100, 50 x 150, and 25 x 100 for the upstream, cavity and downstream block, with points clustered along all walls (see Figure 4) . The blocks have been combined and the interface points deleted to form a single unstructured block.
A Beowulf cluster consisting of 4 dual processor nodes with a total of 8 PIII 450 MHz Intel processors was again used for fluid flow calculations and neural network training.
Boundary conditions for the computations were total pressure and temperature on the inflow plane, noslip adiabatic wall on all solid surfaces, and backpressure on the outflow plane. The initial conditions for the steady computations were free stream velocities everywhere. For steady simulations without the cavity, velocities at the cavity interface were extracted from the time-averaged unsteady simulations at the cavity interface. These velocities were then used as inflow/outflow conditions at the cavity interface. The flow variable values were then frozen at this interface. This assures the correct velocities are obtained at the cavity interface even when the cavity is not physically present in the simulation.
A two-equation, non-linear k-ε turbulence model was employed, which accounts for normal-stress anisotropy, swirl and streamline curvature effects. The spatial discretization was executed by the Chakravarthy-Osher TVD discretization based on a multidimensional vertex-oriented interpolation framework along with a modified compact storage Roe's Riemann solver, which permits great savings in memory.
The code was run for 25 to 30 characteristic times to allow the solutions to become periodic; this was ascertained from the FFT. The next section discusses the results obtained with the new approach.
RESULTS AND DISCUSSION
The results seen in Figures 5 and 6 show time histories of simulated Schlieren images and vorticity contours for one oscillation cycle. Time averaged unsteady flow vorticity contours are shown in Figure 7 . The gas-path only vorticity contours were calculated from steady state calculations after the source terms were inserted and are showed in Figure 8 . Using the developed neural network source term code the flow in the passage was obtained. This flow includes the effect of the cavity for cases that were not used to train the neural network.
The criterion of using the smallest number of hidden neurons that can adequately represent the training set was used to find the optimal number of hidden neurons. Although increasing the number of layers and/or neurons in each layer may create a better approximation to the training data, this not only increase the complexity and CPU time but may also force the net to memorize the training patterns (i.e,. overfit the data). Hence it may restrict the ability of the neural network to predict unknown patterns. The best technique is to start with more neurons until convergence is achieved, and then decrease the number of neurons while maintaining convergence. As shown in Figure 9 , the optimal number of network neurons for generating source terms was found to be around 50. The optimal number of network neurons for generating boundary conditions at the interface of the passage and the cavity was found to be around 10 (see Figure 10 ). The optimal number of neurons is important for this problem since a well-defined network structure will allow fast and efficient training. The number of neurons needed depends on the way the calculated data is divided into the training set and the testing set. The training set was used in the iterative process of adjusting network weights and the testing data was used to determine the point when the network was sufficiently trained (stopping criterion). The error between source terms in the testing set and the generated source terms was computed every iteration. When the error was found to increase, the training was stopped.
Once the optimal number of neurons is known, training the network to generate source terms takes approximately ten hours on a single PIII 450 MHz processor platform, while training the network for generating boundary conditions takes less then an hour.
Training data was obtained using constant inlet pressure (101325 Pa) and temperature (288 K) and varying inlet Mach number (and therefore Reynolds numbers). The set contained Mach numbers 0.2, 0.3, …, 0.7 and Reynolds numbers that correspond to the stated conditions (1.16e6, 1.75e6, 2.33e6, 2.91e6, 3.5e6, 4.08e6 and 3.2e6). A good neural network performance was expected for any combination of input parameters in this range and the performance decrease outside of the range.
A trained network was capable of generating good results for cases different from the training set. Only seconds were necessary to obtain source terms from the network. Computed source terms and source terms generated by the trained neural network for a case not included in training set (M = 0.55 and Re = 3.2·10 6 ) are shown in Figure 11 . One can see from the picture that the difference is small. With those source terms inserted in the fluid flow equations, a steady solution was found in the passage. Simple geometry, steadystate computations with source terms included resulted in fast convergence (less than a hundred iterations) even though a uniform flow was used as an initial condition.
The resultant flow obtained with the neural network generated source terms is shown in Figure 12 . On the left hand side the computed Mach number contours and vorticity contours are seen, while on the right hand side the same contours obtained from a steady state calculation with the neural network generated LDSTs are shown. It is clear that there is only a slight discrepancy between the two, indicating that neural networks can model these extremely complicated functional forms. In addition to generating source terms for parameters in the range of the training data, it is interesting to see how the network behaves for parameters outside the training range. The source terms and the solution for M = 0.75 and Re = 4.5·10 6 is shown in Figures 13 and 14 . From the example shown one can see that there is a small discrepancy between the computed and generated solution. For cases close enough to training set, the network can extrapolate source terms.
However, given the incredibly complicated source term the results are quite remarkable. Unlike time-consuming computations, fairly accurate results can be obtained instantly and the difference can be further reduced with improvements to the method.
The results indicate that a back propagation neural network can be used to generate very complicated LDSTs for not only the training data and points within the range of the training data, but for points outside the range of the training data. The LDSTs when applied in a steady state solver can accurately approximate the time average effect of solution unsteadiness. The solutions generated in this work demonstrate the feasibility of neural network generated LDSTs and hence encourage further development of this technique. 
CONCLUSIONS
Obtained results show that for any given parameters, correct fluid flow simulations in complicated geometries can be obtained quickly, with incorporated unsteady effects, assuming some data has been previously computed and neural network has been trained. Much CPU time can be saved and designers don't have to wait lengthy computations to be performed. We are planning to improve neural networks by adding more input parameters and including different types of geometries.
Looking at the source terms contours, one can conclude that source terms are mostly constant and in some regions they change abruptly. One of the challenges would be to implement a subroutine which would divide data into sub-regions depending on its complexity. If data is "complex" in a certain subregion, source terms should be modeled with the network that consist more neurons in the hidden layer. If data is almost "flat" in a certain zone, source terms should be modeled with the network with smaller number of neurons to prevent overfitting. Also data in "complex" regions should appear more often during training than data in "flat" regions.
The work is going on and since we are encouraged with results obtained, we plan to further develop this approach and expect further work will radically improve its accuracy.
