In this paper we give a definition of "algorithm," "finite algorithm," "equivalent algorithms," and what it means for a single algorithm to dominate a set of algorithms. We define a derived algorithm which may have a smaller mean execution time than any of its component algorithms. We give an explicit expression for the mean execution time (when it exists) of the derived algorithm. We give several illustrative examples of derived algorithms with two component algorithms. We include mean execution time solutions for two-algorithm processors whose joint density of execution times are of several general forms. For the case in which the joint density for a two-algorithm processor is a step function, we give a maximum-likelihood estimation scheme with which to analyze empirical processing time data.
INTRODUCTION
It can categorically be said that no algorithm is unique. By this we mean that for a given task, invariably more than one algorithm exists which will accomplish that task. One strategy is to select one algorithm deemed generally superior to the rest, and to use that algorithm exclusively. This paper examines an alternative strategy. We ask, given two or more equivalent algorithms, is it ever possible to create a new derived algorithm whose mean execution time is less than that of all of the original algorithms? If so, how can such an algorithm be derived?
First we define clearly what we mean by the term "algorithm:"
Algorithm: An algorithm α is a pair ( ) 
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as follows: 
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represents the time taken for the derived algorithm to execute when presented with the task ω , and 
given by the following
Proof: Recall that 
This may be written as ( 
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as desired.
CASE (TWO ALGORITHMS)
and
In this case, In particular we define ( )
EXAMPLE
Suppose the joint density of completion times for the two algorithms is given by 
In particular, 
It is straightforward to show that , , , , 
CONCLUSIONS
In this paper, we asked the following questions: Given two or more equivalent algorithms, is it ever possible to create a new derived algorithm whose mean execution time is less than that of all of the original algorithms? If so, how can such an algorithm be derived?
By giving examples in Section 2, we have shown that the answer to the first question is "yes." In Section 1, we gave an explicit construction of the derived algorithm.
