A Shooting Approach to Layers and Chaos in a Forced Duffing Equation  by Ai, Shangbing & Hastings, Stuart P
Journal of Differential Equations 185, 389–436 (2002)
doi:10.1006/jdeq.2002.4166
1
HuAShooting Approach to Layers and Chaosin a Forced
Du⁄ng Equation
Shangbing Ai1 and Stuart P. Hastings
Department of Mathematics, University of Pittsburgh, Pittsburgh, Pennsylvania 15260
E-mail: ais@email.uah.edu; sph@math.pitt.edu
Received August 30, 2000; revised October 12, 2001
We study equilibrium solutions for the problem
ut ¼ e2uxx  u3 þ lu þ cos x;
uxð0; tÞ ¼ uxð1; tÞ ¼ 0:
Using a shooting method we ﬁnd solutions for all nonzero e: For small e we add to
the solutions found by previous authors, especially Angenent, Mallet-Paret and
Peletier, and Hale and Sakamoto, and also give new elementary ode proofs of their
results. Among the new results is the existence of internal layer-type solutions.
Considering the ode satisﬁed by equilibria, but on an inﬁnite interval, we obtain
chaos results for l5l0 ¼ 322=3 and 05e4
1
4
: We also consider the problem of
bifurcation of solutions as l increases. # 2002 Elsevier Science (USA)
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In this paper, we begin a study of the bounded solutions of equations of
the form
e2u00 ¼ u3  lu þ gðtÞ; ð1:1Þ
where l and e are positive parameters and where g is a smooth periodic
function. In much of the paper gðtÞ ¼ cos t; and the equation is a standard
model in the theory of nonlinear oscillations, one of several which have been
called a forced Dufﬁng equation in the literature. With the signs shown it is
often referred to as the equation of a ‘‘soft spring.’’ A comprehensive
reference to the early theory of (1.1) is [NM], which gives a detailed account
of the results obtained by classical perturbation methods, such as averagingNow at the Department of Mathematical Sciences, University of Alabama at Huntsville,
ntsville, Alabama 35899.
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AI AND HASTINGS390or multiscale techniques. More recent efforts have used dynamical systems
concepts to establish results about chaotic behavior of one sort or another.
We obtain some preliminary results for a general bounded function g: The
choice of g ¼ cos t for most of the work enables us to use symmetry
arguments which shorten several proofs. This choice also simpliﬁes the
behavior in some respects, and we discuss this in Section 5.1.
An important reference is by Angenent, Mallet-Paret, and Peletier
[AMPP], who studied stable steady states for a reaction–diffusion equation
ut ¼ e2uxx þ f ðx; uÞ ð1:2Þ
with boundary conditions
uxð0; tÞ ¼ uxðL; tÞ ¼ 0 ð1:3Þ
for a class of functions f which were cubic in the state variable u: Equation
(1.1) is obtained from (1.2) (with f ðx; uÞ ¼ u3 þ lu  gðxÞÞ by setting x ¼ t
and assuming that u is independent of t: While the speciﬁc form (1.1) is not
mentioned in [AMPP], the methods there are easily seen to apply and to
prove important results about the existence of stable steady states of the
problem (1.2)–(1.3) with this form of the function f and for sufﬁciently small
e: Compactness requirements, however, seem to make it more difﬁcult to
study the problem on an inﬁnite interval, and thereby get ‘‘chaos,’’ using
inﬁnite dimensional methods.
In this paper, we introduce a shooting technique, which we have not seen
in this form elsewhere, which is the basis of our approach. We use this
technique to obtain new periodic solutions over a range of e which is not
‘‘small.’’ As far as we know, this is the ﬁrst method to yield results on this
problem for a speciﬁc interval of parameter values. We show that one can
give rigorous results about a weak form of ‘‘chaos’’ over this larger range of
e: We also introduce the problem of determining how these solutions arise as
l varies, since for l40; (1.1) will be shown to have a unique bounded
solution. Further work on this problem is in progress. Then, letting e return
to its traditional role as a small parameter, we reproduce and extend the
results in [AMPP] as they apply to this equation, using elementary ode
methods. We study the bifurcation problem in l in more detail, and we
begin a study of a further class of bounded solutions which we can ﬁnd for
small e:
In most of this paper we will consider the ode
e2u00 ¼ u3  lu þ cos t ð1:4Þ
for its own sake. Some of the solutions found by our methods are periodic
and some are ‘‘chaotic’’ in a sense to be deﬁned below. Those which are
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not found by the pde techniques of [AMPP] . In [HS], Hale and Sakamoto
did discover some unstable solutions for small e; using complete different
methods from ours. Recent work of Nakashima on a similar problem uses
continuation methods which may yield results similar to some of ours for
this problem, such as the existence of these new periodic solutions [NAK].
There have been many other papers on the problem (1.2)–(1.3) with cubic
nonlinearities, and some of these also consider unstable solutions. Two
recent ones, which cite other related work, are by Hale and Salazar
[HS1,HS2]. An earlier paper by Kurland gives many oscillatory solutions
which are similar to some of those we ﬁnd in Section 4.2, but for a different
class of nonlinear functions f ðx; uÞ [KUR]. The use of formal asymptotic
analysis on similar problems has been studied by Ockendon, Ockendon and
Johnson [OOJ], Norbury and Yeh [NY] and Mays and Norbury [MN].
All of these papers use methods which appear to be quite different from
ours, and study, for the most part, equations different from (1.1). We have
not investigated whether these methods, many using inﬁnite dimensional
functional analysis or sophisticated topology, apply to (1.1). Most do not
mention equations of the general form of ours (as in (2.1)), [AMPP] being a
notable exception. Most do not study problems on an inﬁnite interval, so
that chaos is not considered. We have seen no other work on the bifurcation
problem considered in Section 4.5.
The proof of a weak form of chaos which we give seems to us to be very
simple. No analysis is required beyond a simple phase plane argument and
the continuity of solutions with respect to initial conditions. See Theorem
3.2 and also the ﬁrst part of Section 3.4. This is for small e: For larger e; a
few estimates are needed to verify the hypotheses of Theorem 3.2. These also
appear in Section 3.4.
To relate our results to those of traditional nonlinear oscillation theory,
we recall that in [NM] the undamped form of the equation is written as
u¨ þ o20u ¼ eðu
3 þ k cosððw0 þ esÞtÞÞ: ð1:5Þ
This form is chosen to study ‘‘near-resonance’’ phenomena, which were the
main interest of much previous work. Resonance, or near-resonance, will
play no role in our approach, since we are not studying a small perturbation
of a linear problem. A rescaling of (1.5) to put the equation in the form (1.1)
shows that e small in (1.5) corresponds to l large in (1.1), though the
analogy is not exact because this rescaling also results in a small-amplitude
high-frequency forcing.
The paper is organized partly according to the restrictions place on e: The
results in Section 2 are for any e > 0: The results in Section 3 are for a range
of e which can be stated explicitly, while the results in Section 4 are for
AI AND HASTINGS392‘‘sufﬁciently small’’ e: A more detailed outline of the paper can be found in
Section 5. Figures 2–7 were generated by the software package xpp [ERM].
2. RESULTS FOR ALL POSITIVE e
At this initial stage it is easy, and we believe of some interest, to study a
more general class of equations. So to start with, consider the equation
e2u00 ¼ u3  lu þ gðtÞ; ð2:1Þ
where g is any continuous bounded function on ½0;1Þ; with initial
conditions
uð0Þ ¼ a; u0ð0Þ ¼ 0: ð2:2Þ
We denote the unique solution by ua: Our initial interest for a general g is to
ﬁnd solutions which are bounded on ½0;1Þ: Fixing e > 0; this can be viewed
as a bifurcation problem in l: There is a ‘‘main branch’’ of bounded
solutions which exist for all l; as given in the following result.
Proposition 2.1. For any e > 0 and any l; (2.1) has a solution satisfying
(2.2) which is bounded on ½0;1Þ:
Proof. Choose b > 0 so large that if juj5b then u3  lu þ gðtÞ=0; for
any t: Then, u00 > 0 when u5b and u0050 when u4 b: We deﬁne two
subsets of the a axis:
A ¼ fa j uaðxÞ > b for some x50g;
B ¼ fa j uaðxÞ5 b for some x50g:
These sets are clearly nonempty (e.g. b þ 1 2 A) and open. They are disjoint
because ua cannot have a local maximum in the region u > b or a local
minimum in the region u5 b: Hence, there is an an =2 A [ B; and this
corresponds to a solution which is bounded on ½0;1Þ: This proves
Proposition 2.1. ]
It should be remarked that for any even function gðÞ; such as cosine, the
solutions ua are even and so uan is bounded on the whole real line.
Proposition 2.2. For any l40 there is only one solution of (2.1)–(2.2)
which is bounded on ½0;1Þ:
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let v ¼ u1  u2: Then
e2v00 ¼ ðu21 þ u1u2 þ u
2
2  lÞv; v
0ð0Þ ¼ 0;
and since u21 þ u1u2 þ u
2
2 is positive deﬁnite and l40; v cannot be bounded
on ½0;1Þ: This proves the result. ]
Remark. 2.3. A similar argument shows that for a general continuous
bounded function g; when l40 there is exactly one solution of (2.1) which is
bounded on ð1;1Þ: However the existence part of this result is a little
longer, requiring a two-parameter ‘‘shooting’’ argument and some more
complicated topology.
We now consider what happens as l increases from zero. Consider the
function plðuÞ ¼ u3  lu: As l crosses zero, p develops, by a ‘‘pitchfork
bifurcation,’’ two new roots (besides u ¼ 0Þ; a local maximum at u ¼ 
ﬃﬃ
l
3
q
and a local minimum at u ¼
ﬃﬃ
l
3
q
: As l increases further, the value of pl at
these maxima and minima will eventually exceed the maximum of jgðtÞj: Let
l0 ¼ sup l j jgðtÞj5pl 
ﬃﬃﬃ
l
3
r !
for some t
( )
:
Proposition 2.4. If l > l0; then for any e > 0 there is a unique bounded
solution with u > 0; 3u2  l > 0; and another bounded solution, also unique,
with u50; 3u2  l > 0:
Proof. Existence of these solutions is a simple application of the
shooting technique from Proposition 2.1. For the positive solution we
consider initial conditions uð0Þ ¼ a 2 ð
ﬃﬃ
l
3
q
; bÞ; where b is deﬁned in the proof
of Proposition 2.1. We again deﬁne two sets:
A ¼ a 2
ﬃﬃﬃ
l
3
r
; b
 !uaðtÞ > b for some t > 0
( )
and
B ¼ a 2
ﬃﬃﬃ
l
3
r
; b
 !uaðtÞ5
ﬃﬃﬃ
l
3
r
for some t > 0
( )
:
Because u0050 if u ¼
ﬃﬃ
l
3
q
and u00 > 0 if u ¼ b; both of these sets are open and
nonempty, and as in the proof of Proposition 2.1 there is an an in ð
ﬃﬃ
l
3
q
; bÞ
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lemma. A similar proof gives the negative solution described in the lemma.
Uniqueness of both of these solutions follows as in Proposition 2.2. ]
Remark. 2.5. We believe that there should be a third bounded solution
as well, but we do not have a proof for a general continuous bounded
function g: There appears to be a signiﬁcant difference between boundary
value problems on ﬁnite intervals, such as those in [AMPP] , and the semi-
inﬁnite interval problem discussed here. It is easy to show, for a bounded g
and any given L > 0; that for large enough l there are at least three solutions
of (2.1)–(2.2) such that u0ðLÞ ¼ 0: But it does not appear to us to be so easy
to ﬁnd three bounded solutions on ½0;1Þ: ‘‘Generically’’ there should be
three, perhaps, by some sort of degree theory argument. However, the
noncompactness of ½0;1Þ seems to make the use of such arguments more
challenging, especially if the goal is to remove the qualiﬁcation
‘‘generically.’’
So now we specialize to the equation of principle interest in this paper,
namely (1.4). It is useful to consider the curve in the ðt; uÞ plane deﬁned
implicitly by the equation u00 ¼ 0; that is, by f ðt; uÞ  u3  lu þ cos t ¼ 0:
This curve has one component for l4l0 ¼ 322=3 and three components for
l > l0: The graphs for 05l5l0; l ¼ l0; and l > l0 are shown in Fig. 1.
In all three cases, the curve crosses u ¼ 0 at odd multiples of p
2
: X. Chen
has observed that at l ¼ l0 there is an exact formula for the lower curve
over ½0; p; namely, 22=3 cos t
3
	 

: There are corresponding formulas for the
other parts of the curve for this value of l:
For l > l0; let %UðtÞ > U0ðtÞ >
%
UðtÞ be the three solutions of u3  lu þ
cosðtÞ ¼ 0; which are all 2p-periodic. Note that
%
UðtÞ ¼  %Uðt þ pÞ:
Theorem 2.6. When gðtÞ ¼ cos t; let u1 and u5 be the solutions found in
Proposition 2.4, with u150 and u5 > 0: Then these solutions are 2p periodic,FIGURE 1
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%
Uð0Þ5u15
%
UðpÞ in ½0;p: Also, u5ðtÞ ¼ u1ðt þ pÞ and u1
and u5 are the minimal and maximal bounded solutions of (1.4) on ð1;1Þ; in
the sense that every other bounded solution lies between these two. Also there is
a third 2p-periodic solution, upð¼ uapÞ; which satisfies u
p
2
	 

¼ 0 and u0 > 0 on
0; p
2
	 

: A unique solution with these properties exists for all l (and so for l40
this is the solution found in Proposition 2.1).
Proof. In proving that the solutions of Proposition 2.4 are periodic, we
give a second proof of their existence, for the case gðtÞ ¼ cos t: Let
a0 ¼
%
Uð0Þ: First, observe that u00a0ð0Þ ¼ u
000
a0ð0Þ ¼ 0 while e
2uð4Þa0 ð0Þ ¼ 1:
Therefore, ua0 ðtÞ decreases monotonically to 1: If a05a5U0ð0Þ; then
u00að0Þ > 0 and so ua initially increases. However, for sufﬁciently small positive
values of a a0; u0a has a ﬁrst zero, which we denote by t1ðaÞ: This means, in
turn, that u00a must have a ﬁrst zero at t1ðaÞ 2 ð0; t1ðaÞÞ: For small a a0 > 0;
t1ðaÞ5p2 : Further, e
2u000a ðt1ðaÞÞ40: From
e2u0000ðtÞ ¼ ð3u2  lÞu00 þ 6uu02  cos t
we conclude that for small a a0 > 0; u00a50 on ðt1ðaÞ; t1ðaÞ: Hence,
uðt1ðaÞÞ5
%
Uðt1ðaÞÞ:
Clearly, t1ðaÞ approaches 0 as a tends to a0 from above. Extend the
function t1ðÞ to larger a by continuity, as long as possible. That is, t1ðÞ is the
continuous function such that u0aðt1ðaÞÞ ¼ 0 and, for a sufﬁciently close to a0;
t1ðaÞ is the ﬁrst positive zero of u0a: Then t1ðaÞ remains the ﬁrst zero of ua
until either (i) u00aðt1ðaÞÞ ¼ 0 (since we can then no longer use the implicit
function theorem to solve u0aðtÞ ¼ 0 for t) or (ii) there exists a ﬁrst t0 2
ð0; t1ðaÞÞ such that u0aðt0Þ ¼ 0 and u
00
aðt0Þ ¼ 0 (since then t1ðaÞ ceases to be the
ﬁrst positive zero of u0a). But if (i) occurs at some ﬁrst a1 > a0; and t1ða1Þ is
the ﬁrst zero of u0a1 ; with t1ða1Þ5p; then u
000
a1ðt1ða1ÞÞ ¼ sin t1ða1Þ50: This
implies that u0a1 ¼ 0 to the left of t1ða1Þ; a contradiction. If (ii) occurs we get
the same contradiction at t0ðaÞ: If (i) occurs at a1 and t1ða1Þ ¼ p; then
u000a1ðt1ða1ÞÞ ¼ 0 and e
2u0000a1 ðt1ða1ÞÞ ¼ 1: This means that u
00
a1 > 0 on either side of
t1ða1Þ ¼ p; and t1ða1Þ could not be the ﬁrst zero of u0a1 : Hence t1ðaÞ is
continuous and remains the ﬁrst zero of u0a as long as t1ðaÞ4p:
On the other hand, if a ¼
%
UðpÞ; then the ﬁrst maximum of ua is larger
than U0ðpÞ: Therefore, t1ðaÞ must vary continuously as a increases from a0
until it eventually takes on the value p for some a 2 ða0;
%
UðpÞÞ: For any such
a; ua gives a periodic solution of (1.4) with the properties that u0aðtÞ > 0 for
t 2 ð0;pÞ and
%
Uð0Þ5uaðtÞ5
%
UðpÞ for t 2 ½0;p: From Proposition 2.4, it
follows that such an a is unique and the corresponding solution ua coincides
with the unique bounded solution with u50 and 3u2  l50 in Proposition
2.4. The reﬂection uaðpþ tÞ of this periodic solution gives a second
AI AND HASTINGS396periodic solution, which corresponds to the unique bounded solution with
u > 0 and 3u2  l > 0 in Proposition 2.4.
The proof that u1 and u5 are the minimal and maximal bounded solutions
of (1.4) on ð1;1Þ follows from that of Proposition 2.4.
To obtain the third periodic solution, up; again let a0 ¼
%
Uð0Þ; the smallest
root of u3  lu þ 1 ¼ 0: We saw that if a5a0 then u3  lu þ cos t50 for all
u4a; and all t; and ua decreases monotonically to 1; (in ﬁnite time). If
a ¼ a0; then from the above we know that ua decreases below a0 and tends
to 1: On the other hand, if a50 is sufﬁciently small in magnitude then
e2u00að0Þ >
1
2
and it is easy to show that ua increases to cross zero at some ﬁrst
t0 ¼ t0ðaÞ; with u0a > 0 on ð0; t0ðaÞ: Lowering a from 0; the function t0ðaÞ is
continuous as long as u0aðt0ðaÞÞ > 0: If u
0
aðt0ðaÞÞ ¼ 0 then u
00
aðt0ðaÞÞ40 since ua
cannot have a local minimum at t0ðaÞ: This implies that t0ðaÞ5p2 : Since t0ðaÞ
is not deﬁned for a4a0; it must increase beyond p2 as a decreases from zero.
Thus, there is some ﬁrst (largest) a ¼ ap50 with t0ðapÞ ¼ p2 : Let up ¼ uap : An
easy symmetry argument shows that up
p
2
þ t
	 

¼ up p2  t
	 

for all t;
showing that up is 2p-periodic, with a maximum at p:
Suppose, therefore, that u ¼ up satisﬁes u0ðtÞ ¼ 0 for some ﬁrst t 2 ð0;pÞ:
By the anti-symmetry of up around
p
2 we can assume that t4
p
2 : Then u
00ðtÞ
40: If u00ðtÞ ¼ 0 then e2u000ðtÞ ¼ sin t50 so u00 becomes negative. In either
case, u050 on some interval to the right of t:
From the graphs of u00 ¼ 0 it is clear that if uð0Þ50; u00ð0Þ > 0; u50 on
0; p
2
	 

and u0 ¼ 0 before t ¼ p
2
; then after that point, u0050 at least until
t ¼ p: This implies that u0p > 0 on ð0;pÞ:
The uniqueness of up follows from Lemma 2.7 below.
Lemma 2.7. Assume that a15a250: If 05T4p=2 and ua240 in ½0; T ;
then ua15ua2 in ½0; T :
Proof. First, using the Sturm–Liouville technique we get
e2ðu0a1ua2  ua1u
0
a2ÞðtÞ
¼
Z t
0
ua1ua2 ðu
2
a1  u
2
a2Þ ds þ
Z t
0
ðua2  ua1 Þcos t ds: ð2:3Þ
Assume that the lemma is false. Then, there is a ﬁrst t ¼ %t 2 ð0; p=2 such
that ua240 in ½0; %t and ua1 ¼ ua2 at %t: Then, u
0
a1ð%tÞ5u
0
a2 ð%tÞ: Evaluating (2.3) at
t ¼ %t shows that the left side is nonpositive and the right side is positive. This
contradiction proves the lemma and completes the proof of Theorem 2.6. ]
Below we will want a slight variant of Lemma 2.7, with a similar proof
which we omit.
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u0ðpÞ ¼ U 0ðpÞ ¼ 0: If p
2
4T5p and u50 on ½T ;p; then u5U in ½T ; p:
Corollary 2.9. Assume that u is a periodic solution of (1.4) with u0ð0Þ ¼
u0ðpÞ ¼ 0: If uð0Þ5upð0Þ; then uðtÞ5upðtÞ for all t 2 ð1;1Þ:
Proof. From Lemma 2.7 it sufﬁces to show that uðtÞ5upðtÞ for t 2
ðp=2;p: If uðpÞ > upðpÞ; then Lemma 2.8 implies uðtÞ > upðtÞ for all t 2 p2 ;p
 
so that u has a jump at p
2
; a contradiction. Hence, we have uðpÞ5upðpÞ:
Assume now that the corollary is false. Since u0p > 0 in ð0; pÞ; there is a
%t 2 p
2
;p
	 

such that u0ð%tÞ ¼ 0 and uð%tÞ > upð%tÞ: The Sturm–Liouville technique
shows that
e2½u0ðtÞupðtÞ  uðtÞu0pðtÞ
¼ uð%tÞu0pð%tÞ þ
Z t
%t
½uupðu2  u2pÞ þ ðup  uÞcos s ds:
If uðtÞ ¼ upðtÞ for some largest t 2 p2 ; %t
 
then u
up
 0
50 in ðt; %tÞ a contradiction.
We again get that u has a jump at t ¼ p
2
and this proves the corollary. ]
We have now shown that as l increases from 0; new periodic solutions
appear. We can prove one thing about the initial bifurcation of new
solutions for any positive e: Let
lb ¼ supfl j there is only one solution; up; with u0ð0Þ ¼ 0; u0ðpÞ ¼ 0g:
Theorem 2.10. For any e > 0; if l ¼ l0; then there is a solution with
u0ð0Þ ¼ u0ðpÞ ¼ 0 and with u5
%
UðpÞ on ½0;p: Also, lb5l0:
Proof. Suppose that e > 0 and let l ¼ l0: It will be helpful to consider
the graph of the set of solutions of u00 ¼ 0; shown in Fig. 1b. Starting from
a ¼ 
ﬃﬃ
l
3
q
we consider the solution ua as a is lowered. Let t2ðaÞ denote the
ﬁrst intersection of this solution with u ¼ 
ﬃﬃ
l
3
q
: Then near a ¼ 
ﬃﬃ
l
3
q
; t2ðaÞ
is deﬁned and continuous. Further, u0a > 0 on ð0; t2ðaÞ as long as t2ðaÞ5p:
The solution cannot be tangent to the line u ¼ 
ﬃﬃ
l
3
q
until we reach a value
of where t2ðaÞ ¼ p: Let #a ¼ inffa j t2ðaÞ ¼ pg: Suppose that u0#aðpÞ ¼ 0: Since
l ¼ l0; it follows that u00#aðpÞ ¼ 0 and we easily calculate that u
000
#a ðpÞ ¼ 0 while
u0000#a ðpÞ > 0: But this implies that u#a ¼ 
ﬃﬃ
l
3
q
at some earlier point, a
contradiction. Therefore, u0#aðpÞ > 0: Since u
0
aðpÞ50 for a5 b; there is an
a1 2 ðb; #aÞ with u0ðpÞ ¼ 0: Then ua1 satisﬁes the conditions for the solution
sought in the theorem.
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%
UðpÞ and
u0#adðpÞ > 0: These inequalities then hold for l slightly less than l0; and in
turn they imply the continued existence of a periodic solution which remains
in the region u5
ﬃﬃ
l
3
q
: Hence, lb5l0: This proves the theorem, but we
note also that a similar argument, or just the use of symmetry, shows that
there is a third periodic solution, with a >
ﬃﬃ
l
3
q
: ]
3. RESULTS FOR ‘‘LARGE’’ e
3.1. A Simple Proof of Chaos
In this section, we show how the shooting method can give a global result
about chaos for this equation. Our aim is for a concise statement implying
the existence of uncountably many bounded solutions and a natural map
between a family of symbol sequences and a set of bounded solutions, where
moreover, we can get speciﬁc estimates on ranges of l and e which support
this chaotic behavior. This will mean that we do not prove uniqueness of the
solution corresponding to a particular sequence, and hence we can only
prove a weaker sensitivity to initial conditions than one obtains from some
asymptotic methods. In a later section, in which e is taken as sufﬁciently
small, more precise results will be obtained.
Our results in the next few sections have one main hypothesis, which we
state now.
Condition 3.1. There is an %a 2 a0;
ﬃﬃ
l
3
q 
such that u%aðtÞ increases
monotonically as t increases from 0; and crosses u ¼ b before t ¼ p
2
:
Recall that b is positive and satisﬁes b3  lb  1 > 0: An easy phase plane
argument (given in Section 3.4) shows that if l5l0; then Condition 3.1 is
satisﬁed for sufﬁciently small e: Later we will show, with a bit more work,
that Condition 3.1 is satisﬁed in a speciﬁc range of e and l:
We use %a as given in Condition 3.1 to deﬁne a family fwˆkg of ‘‘special’’
solutions as follows:
wˆkðtÞ ¼ ð1Þ
ku%aðt  kpÞ: ð3:1Þ
Thus, each wˆk is a translation, and for odd k a reﬂection, of the solution
u%a: It is easily seen that ð1Þ
kwˆk has its global minimum at kp and on each
side of this point increases monotonically to u ¼ b before jt  kpj ¼ p
2
:
Let wk denote the restriction of wˆk to the interval ½sk; Sk in which jwˆk j4b:
In Fig. 2 we plot several of the functions wk:
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FIG. 2. Graphs of w0;w1;w2; w3; and w4:
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Theorem 3.2. Assume that l > l0 and that Condition 3.1 holds. Let S ¼
fskgk¼1::1 be any sequence of positive integers such that skþ1  sk52: Then
there is an aS 2 ða0; %aÞ such that uaS exists on ð1;1Þ; and on ð0;1Þ the
graph of uaS intersects the graph of each wsk ; but does not intersect the graph
of any wj with j =2 S:
Remark. 3.3 We allow S to be ﬁnite, or even empty.
Proof. We deﬁne two functions, fþ and f; as follows:
fþðtÞ ¼
wkðtÞ if k is even and sk4t4Sk;
b otherwise;
(
fðtÞ ¼
wkðtÞ if k is odd and sk4t4Sk;
b otherwise:
(
A key observation is that no solution can intersect the curve f tangentially
from above, or the curve fþ tangentially from below. This is because u
0050
when u ¼ b; u00 > 0 when u ¼ b; and no two distinct solution graphs can
be tangent to each other. Also, no solution can be tangent to either of the
lines u ¼ b from between these two lines.
AI AND HASTINGS400Further, we will need two other functions, gþ and g; where g505gþ:
These are deﬁned by
gþðtÞ ¼ max
ﬃﬃﬃ
l
3
r
; fðtÞ
( )
; gðtÞ ¼ min 
ﬃﬃﬃ
l
3
r
; fþðtÞ
( )
:
As in Fig. 3, the function fþ can be described as the function whose graph is
the line u ¼ b except at downward bumps when this line meets a wk with k
even. Also, the graph of gþ is the line u ¼
ﬃﬃ
l
3
q
except for upward bumps
when this line meets the graph of wk for some odd k: The functions f and
g are reﬂections and translations of fþ and gþ: Recall that in Condition 3.1
we required that j%aj >
ﬃﬃ
l
3
q
: No solution can be tangent to gþ from above or
to g from below. Also, no solution can be tangent to u ¼
ﬃﬃ
l
3
q
from above
or to u ¼ 
ﬃﬃ
l
3
q
from below.
Assuming that the sequence S is chosen, we shall deﬁne a sequence of
closed intervals fIkg with the following properties (see Fig. 4):
(i) For each k; a 2 Ik implies that ua intersects ws1 ; . . . ; wsk and no
other wj with j5sk:FIG. 3. Graphs of fþ and gþ:
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FIG. 4. Several solutions used in the shooting process, with the scale t ! te ; e ¼ 0:5:
Solutions shown are ua1 ; ub1 ; um1 ; and uy1 ; together with w0;w1; w2; and w3:
A SHOOTING APPROACH TO LAYERS AND CHAOS 401(ii) Let Ik ¼ ½bk; ak; and for a 2 Ik let tkðaÞ denote the ﬁrst t such that
uaðtÞ ¼ wsk ðtÞ: Then either tkðakÞ ¼ ssk and tkðbkÞ ¼ Ssk ; or tkðbkÞ ¼ ssk and
tkðakÞ ¼ Ssk :
(iii) Ik  Ik1:
Since the intervals will be closed, their intersection will be nonempty, and
a point aS 2
T1
k¼1 Ik will have the properties stated in the theorem. We do
not prove that the intersection is only one point. We will be able to do this
for sufﬁciently small e:
We will choose I1 as a subinterval of ðb; %aÞ: Suppose, ﬁrst, that s1 is
even. For a close to %a; ua intersects fþ before t ¼ p2 ; and therefore before ua
could intersect w1: Let t1ðaÞ denote the ﬁrst intersection of ua with fþ: Then
t1ðÞ is continuous in some maximal subinterval ðb; %a  of ðb; %a : However,
b > b; for solutions ua with a close to b do not intersect fþ at all. (Instead
they decrease monotonically to below u ¼ b and then to 1:) The
nontangency of ua with fþ implies that
lim sup
a!bþ
t1ðbÞ ¼ 1:
We do not know if t1ðaÞ is monotone increasing. However, there must be
an interval I1 ¼ ½b1; a1 such that t1ða1Þ ¼ ss1 ; t1ðb1Þ ¼ Ss1 ; and ss15t1ðaÞ
AI AND HASTINGS4025Ss1 in ðb1; a1Þ; t1ðaÞ5Ss1 on ðb1; %a : As long as t1ðaÞ is continuous, it must
remain the ﬁrst intersection of ua with fþ; because of the nontangency of ua
with fþ: Further, while t1ðaÞ is continuous the solution ua cannot intersect f
in ð0; t1ðaÞÞ; because of nontangency with f: A similar argument is used to
construct I1 if s1 is odd. In this case, we have t1ðb1Þ ¼ ss1 and t1ða1Þ ¼ Ss1 :
We now assume that a (decreasing nested) sequence of closed intervals
I1; . . . ; In has been constructed with properties (i)–(iii) for k ¼ 1; . . . ; n: We
wish to construct Inþ1  In: We will consider the case where sn is even and
snþ1 is odd. We will also assume that tnðanÞ ¼ ssn while tnðbnÞ ¼ Ssn : We will
show that we can construct ½anþ1; bnþ1 so that tnþ1ðanþ1Þ ¼ Ssnþ1 and
tnþ1ðbnþ1Þ ¼ ssnþ1 ; or we could make a different choice which would result in
tnþ1ðanþ1Þ ¼ ssnþ1 ; tnþ1ðbnþ1Þ ¼ ssnþ1 : (Hence, for any given sequence S there
will be many solutions with the properties (i)–(iii). This does not by itself
imply a reduced sensitivity to initial conditions, because these solutions may
be separated from each other. This is discussed in a separate section below.)
The assumption that sn is even means that the function wsn is a
downward-pointing spike and wsn ðssn Þ ¼ wsn ðSsnÞ ¼ b; while taking snþ1
odd means that wsnþ1 is an upward-pointing spike.
To deﬁne Inþ1; in the case where sn is even, let mn ¼ supfa5an j uaðtnðaÞÞ ¼ﬃﬃ
l
3
q
g: Then tnðaÞ 2 ðssn ; snpÞ; uaðtnðaÞÞ 2 ð
ﬃﬃ
l
3
q
; bÞ for mn5a5an; and
u0mn ðtnðmnÞÞ50: The last inequality is true because umn does not intersect
wsn1; an upward pointing spike, and j%aj >
ﬃﬃ
l
3
q
: (If we wished to have tnþ1
ðanþ1Þ ¼ ssnþ1 we would set mn ¼ inffb > bn j uaðtnðaÞÞ ¼
ﬃﬃ
l
3
q
g: In this case
tnðaÞ 2 ðsnp; SnÞ; uaðtnðaÞÞ 2 ð
ﬃﬃ
l
3
q
; bÞ for bn5a5mn; and u
0
mn
ðtn;mnÞ > 0: Slight
changes are necessary if sn is odd.)
Consider values of a near to mn: Since umn ðtnðmnÞÞ ¼
ﬃﬃ
l
3
q
; sn5
tnðmnÞ5snp; and u
0
mn
ðtnðmnÞÞ50; we can deﬁne tnðaÞ continuously by the
equations uaðtnðaÞÞ ¼ gþðtnðaÞÞ; tnðmnÞ ¼ tnðmnÞ: Then tnðÞ will be contin-
uous in some maximal interval around mn: However, as a increases from
mn; tnðaÞ must tend to inﬁnity, since it is not deﬁned at a ¼ an;
where the solution u reaches b at sn ¼ tnðanÞ and never decreases below b
after that.
Let
yn ¼ supfa > mn j tn is continuous on ½mn; a and tnðaÞ ¼ ðsn þ 1Þpg:
The interval Inþ1 will be a subinterval of ½yn; an:
Observe that uyn crosses wsnþ1; from above, at its maximum point, at
t ¼ ðsn þ 1Þp: This is also an intersection of uyn with f: Let the intersection
of this solution with f be denoted by r ¼ rnðynÞ; and extend rn as a
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ua with f; as long as it remains continuous. The solution ua may possibly
intersect f at earlier points, but rn is deﬁned uniquely by requiring that
rnðynÞ ¼ ðsn þ 1Þp:
We see that as a increases from yn the function rn must eventually be
undeﬁned, since it is not deﬁned at an: So, it must increase (not necessarily
monotonically), and there must be some closed subinterval of ðyn; anÞ in
which rnðaÞ lies in the interval ½ssnþ1 ; Ssnþ1  and moves from the left end of
this interval to the right end (not necessarily monotonically) as a increases.
This subinterval of ðyn; anÞ is chosen for the interval Inþ1 ¼ ½bnþ1; anþ1: We
deﬁne it unambiguously by choosing the subinterval with the given
properties which lies nearest to yn: The possibility of an inﬁnite set of
subintervals with these properties is precluded by bounds on the variables
for a given e: The construction of Inþ1 shows that it satisﬁes conditions
(i)–(iii).
A similar construction will give Inþ1 in the case where sn and snþ1 are
both even. In this case, we can obtain tnþ1ðanþ1Þ ¼ ssnþ1 by decreasing a from
an and observing that the intersection of ua with u ¼ fþ must tend to 1:
before we reach yn: The case where sn is odd is also handled similarly. At
each step we can obtain tnðanÞ ¼ ssn if sn is even and tnðanÞ ¼ Ssn if sn is odd.
This completes the induction step and the proof of Theorem 3.2. ]
3.2. ‘‘Kneading’’ Theory
A one-parameter shooting process as in the proof of Theorem 3.2
inherently gives an ordering of the initial conditions corresponding to
different sequences. This sort of ordering is related to ‘‘kneading theory’’
[GH]. In earlier work on similar problems formal results about this were
stated, for symbol sequences on two symbols [HM1,HM2,HT1,HT2].
Here, we will describe the theory only for the solutions found in Theorem
3.2. Further solutions found below would make the description more
complicated and so this part of the theory will not be discussed in those
cases.
Notice that in the induction procedure used in the proof of Theorem 3.2,
repeated use was made of lowering or raising a and letting the intersections
with the sets fþ or f tend to inﬁnity. There was never an assumption that
these intersections moved monotonically. However, the intersection will
pass through some particular wk before it ﬁrst intersects wkþ2; the next spike
pointing in the same direction as wk: The point of intersection might retreat
along the t-axis and intersect wk again. This would increase the number of
solutions corresponding to some particular sequence, but does not prevent
our giving an order to those chosen as in the proof of Theorem 3.2. Our
repeated choice to have tnðanÞ ¼ ssn ; rather than Ssn ; makes the relation
between solutions and sequences easier to describe. (If s1 ¼ 1 then we could
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solutions corresponding to sequences by the algorithm used in the proof is
well deﬁned because of the deﬁnitions of mn; yn; etc. This is despite the fact
that we do not know that the nested intervals converge to single points. Any
choice of points within the limit intervals will give the same ordering. We
have the following corollary of the proof of Theorem 3.2:
Theorem 3.4. Suppose that S1 and S2 are two sequences of positive
integers as in the statement of Theorem 3.2. Suppose that for some k50; si
ðS1Þ ¼ siðS2Þ if 14i4k: If skþ1ðS1Þ is even and skþ1ðS2Þ is odd, then aðS1Þ >
aðS2Þ: If skþ1ðS1Þ > skþ1ðS2Þ and both of these integers are even, then aðS1Þ
5aðS2Þ: If skþ1ðS1Þ > skþ1ðS2Þ and both integers are odd, then aðS1Þ > aðS2Þ:
3.3. Further Periodic Solutions, and Symbolic Dynamics with Five Symbols
Earlier we showed that for l > l0; there are at least three solutions with
period 2p: Numerically, however, we ﬁnd ﬁve periodic solutions u1; . . . ; u5;
with u15u25u35u45u5: Figure 5 is a graph of these solutions when
e ¼ 1; l ¼ 2:
The solution u3 is the solution up which is antisymmetric around
p
2 ; found
in Theorem 2.6. The solutions u1 and u5 are the ones found in Proposition
2.4. These are the same ones found in [AMPP], at least for small e; and-2
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FIG. 5. Periodic solutions, u1; u2; u3ð¼ upÞ; u4; and u5: Here e ¼ 1; l ¼ 2:
A SHOOTING APPROACH TO LAYERS AND CHAOS 405correspond to stable steady states for (1.2)–(1.3). The solutions u2 and u4
seem to be new (although their existence is strongly suggested by the
existence of three stable steady states). Other solutions are found which
‘‘follow’’ one or another of these solutions over long intervals, switching in
almost arbitrary ways from one to another. To state a precise theorem, we
have to capture what it means to ‘‘follow’’ a solution over an interval in a
way that sharply distinguishes different patterns. We need to identify
disjoint open sets of solutions which, over a ﬁnite interval, follow the
solutions in different orders. We are able to do this because of the various
nontangency conditions stated above.
The following result is stated without reference to u1; . . . ; u5; or even
knowledge that u2 and u4 exist. It will be seen later that existence of u2 and
u4 is an easy consequence of the technique used to prove the result.
Theorem 3.5. Suppose that the hypotheses of Theorem 3.2 are satisfied.
(That is, l > l0 and Condition 3.1 holds.) Let fwkg be the family of ‘‘spike’’
solutions defined by Eq. (3.1). Let O ¼ fokg be a sequence chosen from the
integers f1; 2; 3; 4; 5g: Assume that no 1 or 2 is followed immediately by a 4 or
5, and no 4 or 5 is followed immediately by a 1 or 2. (There must be an
intervening 3.) Then there is a solution u ¼ uO with the following properties:
(i) If ok ¼ 1 or 2 then u intersects w2k1 at two points and does not
intersect w2k:
(ii) If ok ¼ 1 then u5g in ðð2k  2Þp; 2kpÞ while if ok ¼ 2; then u > g
somewhere in this interval.
(iii) If ok ¼ 3 then u does not intersect either w2k1 or w2k:
(iv) If ok ¼ 4 or 5, then u does not intersect w2k1 but does intersect w2k;
at two points.
(v) If ok ¼ 4 then u falls below gþ in ðð2k  1Þp; ð2k þ 1ÞpÞ; while if
ok ¼ 5; then u > gþ in this interval.
Proof. The proof is a reﬁnement of the proof of Theorem 3.2. The
notation is different, however, for in the statement of Theorem 3.5 all of the
wk are included, not just those picked out by some index set fskg: As before,
sk5Sk will be the endpoints of the graphs of wk: The functions f and
fþ; g and gþ; are the same as before. Also, tkðaÞ will denote the ﬁrst
intersection of ua with wk:
Rather than carry out a formal induction, we will show how to construct
a solution corresponding to a sequence beginning with o1 ¼ 4 or 5; o2 ¼
3; o3 ¼ 1 or 2. Hence we want a solution which misses w1; intersects w2;
misses w3 and w4; intersects w5; and does not intersect w6: It will then be
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we are starting with s1 ¼ 2; s2 ¼ 5:
If o1 ¼ 5; then we proceed in the same way as in the proof of Theorem
3.2. The induction step there (going from n ¼ 1 to 2) produced an interval I2
in which the solutions ua do not cross gþ in ½p; 3p: Further, the solutions in
this interval will not intersect w3 or w4 and will intersect the two endpoints
of w5 when a is at the endpoints of I2: The reﬁnement of this interval
according to whether o3 ¼ 1 or 2 will be similar to the way we handle the
case w1 ¼ 4; so we turn to that case now.
When o1 ¼ 4; we follow the proof of Theorem 3.2 up to the deﬁnition of
m1: However now we set
m1 ¼ inf a > b1 j t1ðaÞ52p and uaðt1ðaÞÞ ¼
ﬃﬃﬃ
l
3
r( )
:
Then for a 2 ½b1;m1; ua intersects w2 to the right of the ﬁrst point where
w2 ¼
ﬃﬃ
l
3
q
: We now let t1ðaÞ be the intersection of ua with gþ deﬁned by
continuity from the point um1ðt1ðm1ÞÞ: Set
y1 ¼ inffa > m1 j t1ðaÞ ¼ 3pg
and
f1 ¼ supfa5m1 j t1ðaÞ ¼ 2pg:
These are deﬁned because ua1 does not intersect gþ after p; and because t1ðaÞ
varies between t1ðm1Þ and S1 as a moves from m1 to b1: Then, f1 2 ðb1; y1Þ
and for a 2 ½f1; y1Þ ua intersects w2 and also intersects gþ in the interval
ðp; 3pÞ:
The solution uf1 intersects w2 at its minimum point, at t ¼ 2p; and from
there increases to cross b before 5p
2
: (This is shown by a comparison with w2;
as in the proof of Lemma 2.7.) The solution uy1 intersects w2 twice, intersects
w3 at its maximum point and then decreases to cross b before 7p2 :
Following the same procedure as in the proof of Theorem 3.2, we lower a
from y1 and ﬁnd an interval I2 ¼ ½b2; a2  ðf1; y1Þ such that ua2 ðs3Þ ¼
b; ub2 ðS3Þ ¼ b; and for a 2 ðb2; a2Þ; ua intersects gþ in ðp; 3pÞ and also
intersects w3: Other cases, and succeeding steps, being similar, this completes
the proof of Theorem 3.5. ]
We can also use this process to prove the existence of u2 and u4:
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2p-periodic solutions of 1.4, u1; u2; u3ð¼ upÞ; u4 and u5; all with u0ðpÞ ¼ 0:
Further, these solutions are ordered by u15u25u35u45u5:
Proof. We already know that u1; u3; and u5; which exist by Proposition
2.4, are increasing in ð0; pÞ: We give two proofs of the existence of u2 and u4:
The ﬁrst is a little shorter, while the second shows in addition that u2 and u4
are increasing on ð0; pÞ:
Proof 1. We will ﬁnd a solution u ¼ ua with the property that a5ap;
u0ðpÞ ¼ 0; uðpÞ > g; and u intersects w1: (None of the three solutions u1; u3;
and u5 have all of these properties.) We assume in Theorem 3.5 that o1 ¼ 2:
Then in the construction used in the proof of Theorem 3.5 we ﬁnd m1 such
that u0 > 0 on ð0; t1ðm1Þ and um1 ðt1ðm1ÞÞ ¼ g: We also ﬁnd f1 such that
t1ðf1Þ ¼ p; and necessarily, u
0
f1
ðt1ðf1ÞÞ50: If we decrease a from f1 we come
to a ﬁrst (largest) a; say #a; where u#a ﬁrst intersects g at t ¼ p: At that point,
u0#aðpÞ > 0: Somewhere between #a and f1 there must be an a with u
0
aðpÞ ¼ 0;
uaðpÞ > g: This solution must also intersect w1; and this gives the desired
fourth periodic solution (beyond those constructed in Proposition 2.4.) The
ﬁfth is obtained by translation and reﬂection. From Corollary 2.9, it follows
that u15u25u35u45u5:
Proof. If a ¼ u1ð0Þ; then vðtÞ ¼ @ua@a jðtÞ > 0 and v
0ðtÞ > 0 for t 2 ð0; p; and
u01 > 0 in ð0;pÞ: Also, u1 intersects w1 in ð0;pÞ; and it follows that for a > u1ð0Þ
and sufﬁciently close to u1ð0Þ; u0a is also positive on ð0;pÞ; and again ua
intersects w1 at some point in ð0;pÞ: Let
a2 ¼ supf#a 2 ðu1ð0Þ; upð0ÞÞ j for u1ð0Þ5a4#a; u0a > 0 on ð0;pÞ
and ua intersects w1 at some point in ð0;pÞg:
Then a25upð0Þ since up does not intersect w1 at all.
By continuity, and since no ua is tangent to w1; u2 :¼ ua2 intersects w1 in
ð0;p and u0250 in ½0;p: The ﬁrst intersection of u2 with w1 is either at p or in
ð0;pÞ: In the ﬁrst case u02ðpÞ > 0; which implies ðu2  w1Þ
0ðpÞ > 0 and so u2
5w1 just before p; a contradiction. Hence u2 ﬁrst intersects w1 in ð0; pÞ: Then
by the deﬁnition of a2; it follows that u02 ¼ 0 at some ﬁrst t˜ 2 ð0;p: We claim
that t˜ ¼ p: If 05t˜5p; then u002ðt˜ Þ ¼ 0 for otherwise, u
00
2ðt˜ Þ50 and this
implies that u0250 just after t˜; a contradiction. So u
000
2 ðt˜Þ ¼ sin t˜50 which
gives u0250 just before and after t˜; again a contradiction. This shows that
u02ðpÞ ¼ 0 so that u2 is a periodic solution which satisﬁes u1ð0Þ5u2ð0Þ5upð0Þ
and u02 > 0 in ð0;pÞ: Further, u2 intersects w1 in ð0;pÞ; which implies that
u2ðpÞ5w1ðpÞ: Let u4ðtÞ ¼ u2ðt þ pÞ: From Theorem 2.6 and Corollary 2.9,
it again follows that u15u25u35u45u5: ]
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It is trivial to verify Condition 3.1 for l > l0 and sufﬁciently small e: This
is most easily seen by making the change of variables t ¼ te ; letting vðtÞ ¼
uðtÞ; and considering the resulting equation
v¨ ¼ v3  lv þ cos et: ð3:2Þ
Then consider the phase plane for the limiting equation
v¨ ¼ v3  lv þ 1:
There are three equilibria in the v; ’v plane, pi ¼ ð%ai; 0Þ; i ¼ 1; 2; 3; where
%a1505%a25%a3: The outer two, p1 and p3 are saddle points while p2 is a
center. There is a homoclinic orbit at p3; so that the left branch of the
unstable manifold at p3 is bounded, with v taking its minimum value at a
point ðan; 0Þ where %a15an5%a2; while the unstable manifold at p1 is
unbounded to the right. Suppose that vð0Þ ¼ %a 2 ð%a1; anÞ: Then ’v > 0 for t > 0
as long as the solution is deﬁned, and v !1 in ﬁnite time. Continuity with
respect to e implies that for small enough e; the solution of (3.2) with vð0Þ ¼
%a; ’vð0Þ ¼ 0 will increase monotonically and cross v ¼ b before t ¼ p
2e : This
veriﬁes Condition 3.1 for small e:
Next we give an estimate on e given l > l0 to ensure that Condition 3.1
holds. This estimate of e is by no means best.
Lemma 3.7. For any l5l0 let b ¼ bðlÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
lþ 1
2l
q
and el ¼ p3Tl ; where
Tl ¼ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b þ
ﬃﬃﬃ
l
pq
for l04l54 and
Tl ¼ 2
ﬃﬃﬃ
2
p
þ
ﬃﬃﬃ
2
p
lnð
ﬃﬃﬃ
l
p
 1Þﬃﬃﬃ
l
p þ 2ð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃb þ ﬃﬃﬃlpq  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2 ﬃﬃﬃlp  2q Þ ð3:3Þ
for l54: Let v be the solution of (3.2) with vð0Þ ¼ 
ﬃﬃﬃ
l
p
and ’vð0Þ ¼ 0: If
05e4el in (3.2), then there is a T 2 ð0; TlÞ such that
’v > 0 in ð0; T   0;
p
3e
 i
; and vðTÞ ¼ b: ð3:4Þ
Proof. Let
T ¼ sup t 2 0;
p
3e
 ’v > 0; v5b in ð0; tn o:
Since v¨ð0Þ ¼ 1; it follows that T is well deﬁned. Then for t 2 ð0; TÞ;
cosðetÞ51=2 and then (3.2) gives v¨5v3  lv þ 1=2: Multiply this inequality
A SHOOTING APPROACH TO LAYERS AND CHAOS 409by 2’v; then integrate over ½0; t and use vð0Þ ¼ 
ﬃﬃﬃ
l
p
; ’vð0Þ ¼ 0 to give
ð’vÞ251
2
v4  lv2 þ v  1
2
l2  l2 
ﬃﬃﬃ
l
p 
¼ 1
2
ðv2  lÞ2 þ ðv þ
ﬃﬃﬃ
l
p
Þ ð3:5Þ
and hence, for t 2 ð0; T ;
’v5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
2
ðv2  lÞ2 þ ðv þ
ﬃﬃﬃ
l
p
Þ
q
: ð3:6Þ
This implies that
T5
Z b

ﬃﬃ
l
p dvﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
2
ðv2  lÞ2 þ ðv þ
ﬃﬃﬃ
l
p
Þ
q ð3:7Þ
and ’vðTÞ > 0:
If l04l54; then T5
R b

ﬃﬃ
l
p 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
vþ
ﬃﬃ
l
pq dv ¼ 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b þ
ﬃﬃﬃ
l
pq
¼ Tl; which proves
(3.4) for 05e5el: Assume that l54: Note thatZ b

ﬃﬃ
l
p dvﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
2
ðv2  lÞ2 þ ðv þ
ﬃﬃﬃ
l
p
Þ
q 4I1 þ I2 þ I3;
where
I1 :¼
Z  ﬃﬃlp þ2

ﬃﬃ
l
p dvﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
v þ
ﬃﬃﬃ
l
pq ¼ 2 ﬃﬃﬃ2p ;
I2 :¼
Z ﬃﬃlp 2

ﬃﬃ
l
p
þ2
ﬃﬃﬃ
2
p
dv
l v2
¼
ﬃﬃﬃ
2
p
lnð
ﬃﬃﬃ
l
p
 1Þﬃﬃﬃ
l
p ;
and
I3 :¼
Z b ﬃﬃ
l
p
2
dvﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
v þ
ﬃﬃﬃ
l
pq ¼ 2ð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b þ
ﬃﬃﬃ
l
pq

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2
ﬃﬃﬃ
l
p
 2
q
Þ:
It follows from (3.3) that T5Tl and therefore (3.4) follows from the
deﬁnition of T and the assumption that 05e4el: ]
Remark. 3.8. Since liml!1 Tl ¼ 2
ﬃﬃﬃ
2
p
; it follows from Lemma 3.7 that
for sufﬁciently large l > 0; Condition 3.1 holds for 05e5 p
6
ﬃﬃ
2
: Also, easy
AI AND HASTINGS410numerical estimates (assisted by a computer algebra program!) show that for
any l5l0; Condition 3.1 holds if 05e514 :
4. RESULTS FOR SMALL e
4.1. Asymptotic Form of Periodic Solutions as e! 0
One of the key points made in the work of Angenent, Mallet-Paret, and
Peletier is that as e! 0; the solution which we have called up; or u3; tends to
the lower root,
%
UðtÞ; of u00 ¼ 0 in ½0; p
2
Þ and to the upper root, which we have
denoted by %UðtÞ; in ðp
2
;p: (This was for the case l > l0:Þ We will need this
result here. Since one of the aims of this paper is to give elementary proofs
of their results, with no reliance on inﬁnite-dimensional analysis or partial
differential equations, we give a new proof. The result is obtained from the
following lemma, where we make no assumption on l: For any l; the
equation u3  lu þ cosðtÞ ¼ 0 has a smallest solution u ¼
%
UðtÞ which is
continuous in any interval Ik ¼
ð2k1Þp
2
; ð2kþ1Þp
2
h i
with k an even integer.
When k is odd, %U is continuous in Ik:
Lemma 4.1. For some even integer k let Jk and Mk be closed intervals with
Mk  intðJkÞ  Ik (where int denotes interior). Then for any d > 0; there is an
e0 such that if 05e5e0; and if u is a solution of (1.4) with b4u40 in Jk; then
juðtÞ 
%
UðtÞj5d in Mk: If k is odd, a similar result holds, stating that solutions
which are positive and bounded by b in Jk are close to %U in Mk:
If we recall that up is an even function, we see that up must be close to the
lowest root
%
UðtÞ of u00 ¼ 0 on any interval of the form 0; ð1 dÞp
2
 
as e! 0:
This is true also for any bounded solution with uð0Þ5upð0Þ:
Proof. Consider the case k even. The branch
%
UðtÞ is strictly negative in
Jk: Further, given a sufﬁciently small d > 0; depending on l and Jk; the
quantity
fmax ¼ max
%
UðtÞd5u
t2Jk
f ðt; uÞ
is negative and the quantity
fmin ¼ min
%
UðtÞþd4u40
t2Jk
f ðt; uÞ
A SHOOTING APPROACH TO LAYERS AND CHAOS 411is positive. It follows e0 can be chosen so that if uðtÞ4
%
UðtÞ  d for some
t 2 Mk and u0ðtÞ40; then u crosses u ¼ b as t increases in Jk; while if
u0ðtÞ > 0; then u crosses b in Jk as t decreases. Similarly, if uðtÞ5
%
UðtÞ þ d;
then u will cross zero before t leaves Jk; either forward or backward
depending on the sign of u0: The case k odd is similar. This proves Lemma
4.1. ]
The remaining results in this section give more information about the
asymptotic behavior of solutions of (1.4) as e! 0 when l > l0: They will be
needed in the next section.
Lemma 4.2. Assume that l > l0: Let K ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
%
UðpÞ2  l
3
q
: Then
(i) There are M0 > 0 and e0 > 0 such that if 05e5e0 and u is a solution
of (1.4) satisfying u5
ﬃﬃ
l
3
q
over an interval ðc; dÞ with 14c5d41; then
uðtÞ5
%
UðtÞ þ M0e2 in Je :¼ c þ 3K ejln ej; d 
3
K
ejln ej
	 

: If u is a solution of (1.4)
satisfying u >
ﬃﬃ
l
3
q
in ðc; dÞ; then uðtÞ > %UðtÞ  M0e2 in Je:
(ii) If 05e4e0 and u is a bounded solution of (1.4) on ð1;1Þ
satisfying u5
ﬃﬃ
l
3
q
in ðc; dÞ with 14c5d41; then
juðtÞ 
%
UðtÞj5M0e2 for t 2 Je: ð4:1Þ
If instead u satisfies u >
ﬃﬃ
l
3
q
over ðc; dÞ; then
juðtÞ  %UðtÞj5M0e2 for t 2 Je: ð4:2Þ
Proof. It is easy to check that there are M0 > 0 and e0 > 0 such that
if 05e4e0 and U2 ¼
%
U þ ðM0  1Þe2; then, e2U 0025U
3
2  lU2 þ cos t on
ð1;1Þ: Assume for contradiction that there are e 2 ð0; e0Þ and tˆ 2 Je such
that u5
%
U þ M0e2 at the point tˆ: Assume ﬁrst that u0ðtˆ Þ5
%
U 0ðtˆ Þ: Let
w ¼ u  U2: Since e2w00 > ðu2 þ uU2 þ U22  lÞw in ½c; d; wðtˆ Þ > 0 and w
0ðtˆ Þ
50; it follows that w > 0; w0 > 0 and e2w00 > K2w for t 2 ½tˆ; d: Then for
tˆ4t5s4d we ﬁnd that
d
ds
wðsÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
w2ðsÞ  w2ðtÞ þ
e2
K2
ðw0Þ2ðtÞ
s0
@
1
A
>
K
e
wðsÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
w2ðsÞ  w2ðtÞ þ
e2
K2
ðw0Þ2ðtÞ
s0
@
1
A
AI AND HASTINGS412and so for tˆ4t5T4d we obtain
wðTÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
w2ðTÞ  w2ðtÞ þ
e2
K2
ðw0Þ2ðtÞ
s
> wðtÞ þ
e
K
w0ðtÞ
h i
e
K
e ðTtÞ: ð4:3Þ
Assume that d51: Evaluating (4.3) at T ¼ d and t ¼ tˆ and using d 
tˆ53
K
ejln ej gives
wðdÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
w2ðdÞ  w2ðtˆ Þ þ
e2
K2
ðw0Þ2ðtˆ Þ
s
> wðtˆ Þ þ
e
K
w0ðtˆ Þ
h i1
e3
:
Since wðtˆ Þ5e2 and w0ðtˆ Þ50; it follows that the above inequality does not
hold if e is small.
Therefore, e0 can be chosen independent of tˆ so that for 05e4e0; u0ðtˆÞ
5
%
U 0ðtˆ Þ if uðtˆ Þ5
%
U þ M0e2: Then let uˆðtÞ ¼ uðtÞ and Uˆ2ðtÞ ¼ U2ðtÞ: Apply
the same argument for uˆ as above to get the same contradiction if e5e0:
If d ¼ 1; then letting t !1; we see that the right side of (4.3) goes to1;
contradicting the boundedness of the left side of (4.3). The other assertions
of (i) can be proved similarly.
(ii) Recall that u1 is the smallest bounded solution of (1.4) over ð1;1Þ
and
%
Uð0Þ5u15
%
UðpÞ: It follows from (i) that to prove (4.1) it sufﬁces to
show that u1ðtÞ >
%
U  M0e2 on (1;1Þ: Note that if e is sufﬁciently small,
then e2U 001 > U
3
1  lU1 þ cos t; where U1 ¼
%
U  ðM0  1Þe2: Assume that
there is an e4e0 and tˆ 2 Je such that u1ðtˆ Þ4
%
Uðtˆ Þ  M0e2: Then, as above, by
considering ðU1  u1ÞðtÞ for t > tˆ if u01ðtˆ Þ4U
0
1ðtˆ Þ and for t5tˆ if u
0
1ðtˆ Þ > U
0
1ðtˆ Þ;
we obtain the contradictions that ðU1  u1ÞðtÞ ! 1 as t !1; respec-
tively. This proves (4.1). (4.2) can be proved similarly. ]
The next Lemma describes the asymptotic behavior of u1; u5 and their
ﬁrst-order derivatives as e! 0:
Lemma 4.3. Assume that l > l0: If e0 is sufficiently small, then for t 2
ð1;1Þ;
ju1ðtÞ 
%
UðtÞj5M0e2 and ju5ðtÞ  %UðtÞj5M0e2 ð4:4Þ
and
ju01ðtÞ 
%
U 0ðtÞj5M 00e and ju
0
5ðtÞ  %U
0ðtÞj5M 00e; ð4:5Þ
where M0 and M
0
0 are constant, independent of e:
A SHOOTING APPROACH TO LAYERS AND CHAOS 413Proof. The inequalities in (4.4) follow from (ii) of the above lemma. To
show (4.5) we let z ¼ 1e2 ðu1  %
UÞ; which satisﬁes
e2z00 ¼ ð3
%
U2  lÞz þ 3e2
%
Uz2 þ e4z3 
%
U 00: ð4:6Þ
Further, z0ð0Þ ¼ 0 and jzðtÞj5M0 for all t 2 ð1;1Þ and e 2 ð0; e0Þ: Multiply
(4.6) by z0 to get
1
2
e2ðz0Þ2ðtÞ ¼ 1
2
ð3
%
U2ðtÞ  lÞz2ðtÞ  1
2
ð3
%
U2ð0Þ  lÞz2ð0Þ  3
Z t
0 %
UðsÞ
%
U 0ðsÞz2ðsÞ ds
þe2
%
UðtÞz3ðtÞ  e2
%
Uð0Þz3ð0Þ 
Z t
0
z3ðsÞ
%
U 0ðsÞ ds þ
1
4
e4ðz4ðtÞ  z4ð0ÞÞ

%
U 00ðtÞzðsÞ þ
%
U 00ð0Þzð0Þ þ
Z t
0
zðsÞ
%
U 000ðsÞ ds: ð4:7Þ
Since z;
%
U and the derivatives of
%
U are all bounded with the bounds
independent of e; it follows that the right-hand side of (4.7) is bounded by a
constant, say, 1
2
ðM 00Þ
2 over ½0;p; that is, e2ðz0Þ2ðtÞ4ðM 00Þ
2 for t 2 ½0;p and
e 2 ð0; e0: Hence (4.5) holds for t 2 ½0; p: Since u1 and
%
U are 2p-periodic and
even functions, we see that (4.5) holds for all t 2 ð1;1Þ: ]
Lemma 4.4. Assume that l > l0: Then for each small m > 0 there is an
em 2 ð0; 1Þ such that if 05e5em and u is a solution with u >
ﬃﬃ
l
3
q
in ðc; dÞ; then
ju  u5j þ
e
2K
ju0  u05j4M1e
Ke m on ½c þ m; d  m: ð4:8Þ
If u5
ﬃﬃ
l
3
q
in ðc; dÞ; then
ju  u1j þ
e
2K
ju0  u01j4M1e
Ke m on ½c þ m; d  m:
Here K is defined in Lemma 4.2 and M1 ¼ 2ð %UðpÞ 
ﬃﬃ
l
3
q
Þ:
Proof. (i) Let w ¼ u5  u: Since w > 0 and u >
ﬃﬃ
l
3
q
in ðc; dÞ; it follows that
e2w00 > K2w in ½c; d: From Lemma 4.2 we see that w5M0e2 in ½c þ m; d  m:
AI AND HASTINGS414We ﬁrst assume that w050 at t0 :¼ c þ m: Then (4.3) holds for this w with
t04t5T4d; and so for t04t5T4d;
wðtÞ þ ð1 e
K
e ðTtÞÞ
e
K
jw0ðtÞj42wðTÞe
K
e ðTtÞ: ð4:9Þ
Since wðTÞ5 %UðpÞ 
ﬃﬃ
l
3
q
; and e
K
e m512 if e is small, it follows that for t 2
½c  m; d  m;
wðtÞ þ
e
2K
jw0ðtÞj4M1e
Ke ðTtÞ: ð4:10Þ
Let T ¼ d: Since d  t5m for t 2 ½t0; d  m; (4.8) follows immediately from
(4.10) for t 2 ½c þ m; d  m: Assume that w0ðt0Þ50: Let tˆ ¼ supft 2 ½t0; d 
m : w050 in ½t0; tÞg: From what we just proved, we can assume that tˆ ¼
d  m: Since w0 is decreasing in ½c; d; w050 in ½c  m; tˆ ; and w > 0 in ½c; d; it
sufﬁces to show that (4.8) holds at t ¼ t0: Integrating w00w05K
2
e2 ww
0 over
½c; t0 gives
wðt0Þ þ
e
K
jw0ðt0Þj4 wðcÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
w2ðcÞ  w2ðt0Þ þ
e2
K2
ðw0Þ2ðt0Þ
s2
4
3
5eKe m
which implies that (4.8) holds at t ¼ t0: The proof of the inequality for u1 is
similar and therefore is omitted. ]
From Lemmas 4.2–4.4 one immediately obtains a reﬁnement of Lemma
4.2.
Corollary 4.5. Assume that l > l0: For any small m > 0; there is an
em > 0 such that if 05e5em and u is a bounded solution of (1.4) over ð1;1Þ
satisfying u5
ﬃﬃ
l
3
q
over ðc; dÞ; then for t 2 ½c þ m; d  m
juðtÞ 
%
UðtÞj þ eju0ðtÞ 
%
U 0ðtÞj4ðM0 þ M 00 þ 1Þe
2: ð4:11Þ
If, instead, u satisfies u >
ﬃﬃ
l
3
q
over ðc; dÞ; then for t 2 ½c þ m; d  m;
juðtÞ  %UðtÞj þ eju0ðtÞ  %U0ðtÞj4ðM0 þ M 00 þ 1Þe
2: ð4:12Þ
The next lemma is a reﬁnement of Lemma 4.1 if l > l0:
A SHOOTING APPROACH TO LAYERS AND CHAOS 415Lemma 4.6. Assume that l > l0: For any small m > 0; there is an em > 0
such that if 05e5em and u is a bounded solution of (1.4) which satisfies
u5
ﬃﬃﬃ
l
p
at some point in Jkm :¼
ð2k1Þp
2
þ m
2
; ð2kþ1Þp
2
 m
2
h i
for some even
integer k; then (4.11) holds in Mkm :¼
ð2k1Þp
2
þ m; ð2kþ1Þp
2
 m
h i
: Similarly,
(4.12) holds in Mkm if u satisfies u >
ﬃﬃﬃ
l
p
at some point in Jkm for some odd
integer k:
Proof. To show the ﬁrst part of lemma, from Corollary 4.5 it sufﬁces to
show that for e small, u5
ﬃﬃ
l
3
q
in Jkm: Assume that this is false. Then there
is a sequence en with limn!1 en ¼ 0 and a sequence of tn 2 Jkm with limn!1
tn ¼ tˆ for some tˆ 2 Jkm such that unðtnÞ ¼ 
ﬃﬃﬃ
l
p
: Then by a phase plane
argument we obtain that un will reach b by time tˆ þ OðenÞ as n !1;
contradicting that un is bounded. ]
Since up is antisymmetric around p=2; from Lemma 4.6 we immediately
get
Theorem 4.7. Assume that l > l0: For any small m > 0 there is an em > 0
such that if 05e5em; then (4.11) and (4.12) hold for u ¼ up in p2 þ m;
p
2
 m
 
and p2 þ m;
3p
2  m
 
; respectively.
The next theorem is about the asymptotic behavior of u2 as e! 0:
Theorem 4.8. (i) Let V1 be the homoclinic solution of V¨ ¼ V3  lV  1
such that limt!1 V1ðtÞ ¼
%
UðpÞ and ’V1ð0Þ ¼ 0: Then lime!0 u2ðpÞ ¼
V1ð0Þ: For any given T > 0; u2ðpþ etÞ  V1ðtÞ approaches zero uniformly
for t 2 ½T ; 0 as e! 0: (ii) For any small m > 0 there is an em > 0 such that if
05e5em; then (4.11) holds in ½0;p m for u ¼ u2:
Proof. Let vðtÞ ¼ u2ðpþ etÞ: Then v satisﬁes
v¨ ¼ v3  lv þ cosðpþ etÞ; vð0Þ ¼ u2ðpÞ; ’vð0Þ ¼ 0:
Then (i) follows easily by a phase plane argument. To show (ii), we take T so
large that V1ðTÞ5
ﬃﬃ
l
3
q
: Then from (i) it follows that if e is sufﬁciently
small, then u2ðp eTÞ5
ﬃﬃ
l
3
q
: Therefore, if e is small enough to satisfy
eT5m
2
; then, since u02 > 0 in ð0;pÞ; u2ðtÞ4u2ðp
m
2
Þ5
ﬃﬃ
l
3
q
for t 2 ½m
2
;
p m
2
: Hence (ii) follows from Corollary 4.5. ]
AI AND HASTINGS4164.2. Further Periodic Solutions
As pointed out earlier, the classical analysis of Dufﬁng’s equation, with
results such as those in [NM], corresponded in a sense to taking l large.
These solutions are bounded as l!1: The solutions u1; u2; u3 found in
Section 2 all have minimum values (which are also their initial values) below

ﬃﬃﬃ
l
p
; while u4 and u5 have maxima above
ﬃﬃﬃ
l
p
: In this section, we begin by
ﬁnding solutions with oscillations, distributed reasonably evenly in ð0; 2pÞ;
and with initial values in the interval ð
ﬃﬃﬃ
l
p
; 0Þ: This is for a ﬁxed l and small
e: Then we consider the behavior of those solutions if we keep the number of
oscillations ﬁxed (together with lÞ and let e! 0: It is found that the
oscillations collect near odd multiples of p
2
; forming internal ‘‘layers’’
between %U and
%
U (see Fig. 6). The result is related to one in [HM2] about a
similar nonlinear forced oscillator (derived in [OOJ]), where the nonlinearity
was quadratic rather than cubic. However the Dufﬁng equation has a richer
collection of solutions than the equation in [HM2].
A question of interest is to what extent the results in this paper depend on
the symmetry of the cosine function. This is addressed further in Section 5,
but the techniques in Theorems 4.9 and 4.12 of the current section do not
use the symmetry of cosine around p
2
: These should apply to more general
forcing functions, as we will discuss in future work. On the other hand, the
proof of Theorem 4.14 below shows how use of the symmetry around p
2
can-3
-2
-1
0
1
2
3
0 0.5 1 1.5 2 2.5 3 3.5 4
eps=.151, lam=5
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A SHOOTING APPROACH TO LAYERS AND CHAOS 417greatly simplify some proofs. The key fact is that if u is a solution of (1.4)
such that u p
2
	 

¼ 0; then u p
2
 t
	 

¼ u p
2
þ t
	 

for all t:
In some of the following results we will switch back and forth between the
original scaling and that in the slow equation (3.2), with t ¼ et; uðtÞ ¼ vðtÞ:
For any k 2 ð0; 1; the equation
V¨ ¼ V3  lV þ k ð4:13Þ
has a unique solution, forming the homoclinic orbit, with V ð1Þ ¼
%Uðarccos kÞ and ’V ð0Þ ¼ 0: We denote this solution by Vk: Let
L ¼ inffl > l0 : V1ð0Þ5U0ðpÞg:
Thus, for l > L; the homoclinic orbit at t ¼ 0 ðk ¼ 1Þ has a minimum below
U0ðpÞ: It is easy to show that L53:
Theorem 4.9. Suppose that l > L: Then for any N > 0 there is an e0 such
that if 05e5e0; and if m is any positive integer with m4N; then (1.4) has a
periodic solution with exactly m local maxima in ð0; pÞ; the last being at p:
Also, these periodic solutions have a local minimum at t ¼ 0 and satisfy ﬃﬃﬃ
l
p
5uð0Þ5U0ðpÞ and U0ðpÞ5uðpÞ5 %UðpÞ:
Proof. We will need the following lemma, which is similar to Theorem 2
in [HM2].
Lemma 4.10. Let u be a solution of (1.4) with u0ð0Þ ¼ 0: If t1 and t2 are
two successive minima (maxima) of u with 05t15t25p; then uðt2Þ5uðt1Þ:
Proof. We only show the case that uðt1Þ and uðt2Þ are successive maxima
of u and the other case can be proved similarly. Assume that u reaches its
maximum between t1 and t2 at t ¼ tm: Then multiply (1.4) by u0 and
integrate over ½t; tþ; where t15t5tm5tþ5t2 and uðtÞ ¼ uðtþÞ; to yield
1
2
e2½ðu0Þ2ðtþÞ  ðu0Þ
2ðtÞ ¼
Z tþ
t
u0ðtÞcos t dt ¼
Z tm
t
þ
Z tþ
tm
 !
u0ðtÞcos t dt
¼
Z uðtmÞ
uðtÞ
ðcos tðuÞ  cos tþðuÞÞ du > 0:
Here we use that cos t is decreasing in ð0; pÞ; and tðuÞ and tþðuÞ are the
inverse functions of u ¼ uðtÞ for t 2 ½t1; tm and t 2 ½tm; t2; respectively. It
then follows that u0ðtÞ ¼ 0 before u0ðtþÞ ¼ 0; which implies that uðt1Þ > uðt2Þ
as required. ]
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%
UðtÞ5U0ðtÞ5 %UðtÞ are the three solutions of u3ðtÞ 
luðtÞ þ cos t ¼ 0: For given l > L; let d0 ¼ %U0ðpÞ  V1ð0Þ: We also need the
fact, easily proved, that if Vk is the homoclinic solution of (2.1) deﬁned
earlier, for 05k41; then the minimum values Vkð0Þ are decreasing with
respect to k:
Also, for each a; let va be the solution of (3.2) such that vð0Þ ¼ a; ’vð0Þ ¼ 0:
Let #a ¼ U0ðpÞ  d02 :
Choose N > 0: When e ¼ 0; v#a is periodic, and so has N þ 2 local maxima
in some interval ½0; TN : For sufﬁciently small e; v#a still has at least N þ 1
local maxima in 0; pe
	 

: Hence, u#a has at least N þ 1 maxima in ð0;pÞ:
Suppose that these are at 05t15t25   5tNþ15p: Further, from Lemma
4.10 we see that u#aðtiþ1Þ5u#aðtiÞ for 05i4N:
If any of the maxima ti for i5N are such that u#aðtiÞ5
%
UðtiÞ; then because
%
U is increasing in ð0;pÞ; we must have u5
%
U in ðti;pÞ (if the solution exists
out to pÞ; and so u#a could not have any more maxima. This shows that for
14i4N; the maxima of u#a must lie in the interval ½U0ðtÞ; %UðtÞ: However, if
u0 ¼ u00 ¼ 0 at some t in ð0;pÞ; then u000 ¼ sinðtÞ50; so this could not be a
maximum. Hence, the ﬁrst N maxima of u#a must lie in ðU0ðtÞ; %UðtÞÞ:
The solution u#a must have a minimum at s0 ¼ 0 and further minima
s1; . . . ; sN 2 ð0; pÞ: Also #a > uðs1Þ > uðs2Þ >    > uðsNÞ; by Lemma 4.10.
Therefore, u#aðtiÞ5u#aðsi1Þ þ d02 > u#aðsiÞ þ
d0
2
for i ¼ 1; . . . ; N:
Now decrease a from #a: Since u0050 at a maximum, the maxima are
continuous in a; and so remain above U0 as long as they exist. If a ¼ b; ua
has no local minima. But as long as there are, say, M4N local maxima in
ð0;pÞ with u > U0 and with a5#a these maxima and their intervening minima
are separated, in that uaðtiðaÞÞ  uaðsiðaÞÞ5d02 for 14i4M: This means that
the number of maxima cannot decrease until one crosses t ¼ p: This must
happen successively for each maximum, which proves Theorem 4.9. ]
Remark. 4.11. With further estimates, it can be shown that there is a
constant K > 0 such that if e is sufﬁciently small, then for each positive
integer m4Ke ; (1.4) has at least one 2p-periodic solution which has exactly m
maxima in ð0; p:
In the next theorem we shall describe the asymptotic behavior, as e! 0;
of 2p-periodic solutions of (1.4) with m maxima in ð0;p and with uð0Þ50;
uðpÞ > 0: The result, informally, is that if m is kept ﬁxed as e! 0 then the
internal maxima and minima all tend to p
2
; while near 0 and p the solutions
tend to homoclinic orbits of the appropriate limiting equation. Thus, these
solutions have a single ‘‘spike’’ at both 0 and p; and internal layers where
they are close to appropriate heteroclinic orbits, near p
2
(all lying in an
Oðejln ejÞ neighborhood of p
2
). In Theorem 4.14, we obtain 2p-periodic
solutions without spikes at 0 and p; using the symmetry of the cosine. In
A SHOOTING APPROACH TO LAYERS AND CHAOS 419forthcoming work, we expect to consider other multilayer solutions,
combining spike and nonspike behaviors at multiples of p; without reliance
on symmetry.
Recall that V1 is the homoclinic solution of v¨ ¼ v3  lv þ 1 such that
limt!1 vðtÞ ¼ %Uð0Þ and ’vð0Þ ¼ 0: Let V1ðtÞ ¼ V1ðtÞ: Let V0þ be the he-
teroclinic solution of v¨ ¼ v3  lv with limt!1 vðtÞ ¼ %U p2
	 

; limt!1 vðtÞ ¼
%
U p
2
	 

and vð0Þ ¼ %U p
2
	 

 d; where d is any ﬁxed positive number satisfying
d5 %Uð0Þ 
ﬃﬃ
l
3
q
: Also, let V0ðtÞ ¼ V0þðtÞ:
Theorem 4.12. Suppose that l > L: For an integer N52 choose e0 as in
Theorem 4.9. Let m be an integer with 14m4N; and for each e 2 ð0; e0Þ let ue
be a 2p-periodic solution of (1.4) satisfying u0eð0Þ ¼ u
0
eðpÞ ¼ 0 and 
ﬃﬃﬃ
l
p
5
ueð0Þ5U0ð0Þ; and having exactly m maxima in ð0; p: Let t1; . . . ; tm and
s1; . . . ; sm1; which all might depend on e; be the maxima and the minima of ue
in ð0;p; respectively, such that 05t15s15t25s25   5tm15sm15tm ¼
p: Then, as e! 0;
(i) ueð0Þ ! V1ð0Þ; ueðpÞ ! V1ð0Þ:
(ii) for each 14j4m  1; tj ! p2 ; sj !
p
2
; ueðtjÞ ! %U p2
	 

; and ueðsjÞ !
%
U p
2
	 

:
(iii) for any given T > 0; jueðetÞ  V1ðtÞj þ jeu0eðetÞ  ’V 1ðtÞj ! 0 uni-
formly for t 2 ½0; T ; and jueðpþ etÞ  V1ðtÞj þ jeu0eðpþ etÞ  ’V1ðtÞj ! 0
uniformly for t 2 ½T ; 0:
Also, for 14j4m  1; let
Tj ¼ supft 2 ðtj ;pÞ : ue > u5  d in ðtj ; tg
and
Sj ¼ supft 2 ðsj ;pÞ : ue5u1 þ d in ðsj ; tg:
Then Tj  tj53eK jln ej and Sj  sj5
3e
K
jln ej; where K is defined in Lemma 4.2.
Further, for any given T > 0; as e! 0; jueðTj þ etÞ  V0þðtÞj þ jeu0eðTj þ etÞ 
’V 0þðtÞj ! 0 and jueðSj þ etÞ þ V0ðtÞj þ jeu0eðTj þ etÞ þ ’V 0ðtÞj ! 0; uni-
formly for t 2 ½0; T :
Finally, for any small m > 0 there is an em > 0 such that if 05e5em; then
(4.12) and (4.11) hold in m; p
2
 m
 
and p
2
þ m; p m
 
; respectively.
Proof. In the proof we shall suppress the dependence of u on e: We ﬁrst
show that lime!0 uð0Þ ¼ V1ð0Þ: Assume that this is false. Since uð0Þ is
bounded, there is a sequence en with limn!1 en ¼ 0 such that as n !1; the
AI AND HASTINGS420corresponding uð0Þ approaches b0 2 ½
ﬃﬃﬃ
l
p
; U0ð0Þ: For simplicity, we assume
that lime!0 uð0Þ ¼ b0: Let zðtÞ ¼ uðetÞ: Then z satisﬁes
z¨ ¼ z3  lz þ cos et; zð0Þ ¼ uð0Þ; ’zð0Þ ¼ 0:
Let z0 be the solution of
z¨0 ¼ z30  lz0 þ 1; z0ð0Þ ¼ b0; ’z0ðtÞ ¼ 0:
Since lime!0 zð0Þ ¼ b0; it follows from the continuity of solutions with
respect to parameters that for any given T > 0 if z0 is deﬁned on ½0; T ; then
lime!0 zðtÞ ¼ z0ðtÞ uniformly for t 2 ½0; T :
Assume that b05V1ð0Þ: Then there is a T0 > 0 such that ’z0ðtÞ > 0 for
t 2 ð0; T0Þ and limt!T
0
z0ðtÞ ¼ 1: It follows that for e sufﬁciently small z
crosses b; which is impossible. Hence, b1 > V1ð0Þ: Then z0 is a periodic
function with a period T˜0 > 0 and so z0 has m þ 1 maxima in the interval
ð0; ðm þ 2ÞT˜0Þ: Hence by continuity, for e sufﬁciently small, zðtÞ also has
m þ 1 maxima in the interval ð0; ðm þ 2ÞT˜0Þ; which implies that u has m þ 1
maxima in ð0; eðm þ 2ÞT˜0Þ  ð0;p for e sufﬁciently small, contradicting the
assumption on u: Therefore, lime!0 uð0Þ ¼ V1ð0Þ and so (iii) and the ﬁrst
part of (i) follow. The rest of (i) and (iii) can be proved similarly.
We next show that lime!0 t1 ¼ p2 : Suppose not. Since t1 2 ð0;p; there is a
sequence en with limn!1 en ¼ 0 such that limn!1 t1 ¼ %t=p2 for some %t 2
½0;p: Again, for simplicity, we assume that lime!0 t1 ¼ %t:
Since uðpÞ ! V1ð0Þ as e! 0; it follows from Lemma 4.10 that %t=p: We
suppose now that p
2
5%t5p: Let zðtÞ ¼ uðt1 þ etÞ: Then z satisﬁes
z¨ ¼ z3  lz þ cosðt1 þ etÞ; zð0Þ ¼ uðt1Þ; ’zð0Þ ¼ 0:
For b ¼ bðlÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
lþ 1
2l
q
(as is deﬁned in Lemma 3.7), let
Tb ¼
Z uðt1Þ
b
dyﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
2
ðy4  uðt1Þ
4Þ  lðy2  uðt1Þ
2Þ þ 2ðy  uðt1ÞÞcos t1
q ;
and
T ¼ supft 2 ð0; Tb þ 1Þ : z > b; ’z50 in ð0; tÞg:
Observe that %Uðt1Þ > zð0Þ ¼ uðt1Þ > %Uðt1Þ  d if e is sufﬁciently small.
Hence, Tb is deﬁned and Tb51; z¨ð0Þ > 0 and so T is well deﬁned. Assume
that e is so small that t1 þ eðTb þ 1Þ4p: Then on ð0; TÞ we have z¨4z3 
lz þ cos t1 and so ð’zÞ
2 > 1
2
ðz4  z4ð0ÞÞ  lðz2  z2ð0ÞÞ þ 2ðz  zð0ÞÞcos t1: We
see that T5Tb and ’zðTÞ50: Therefore, by the deﬁnition of T ; it follows that
uðt1 þ eTÞ ¼ zðTÞ ¼ b; which is impossible since uðtÞ > b for all t:
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2
Þ: Note that uðt1Þ5 %Uðt1Þ: We shall show that
lime!0 uðt1Þ ¼ %Uð%tÞ: For if this is false, then the boundedness of uðt1Þ implies
that there is a sequence en; with en ! 0 as n !1; such that limn!1 uðt1Þ
5 %Uð%tÞ: It then follows by arguments similar to those above that u has more
than m maxima in ð0; p for large n; which is a contradiction.
We now claim that jT1  t1j53eK jln ej for e > 0 sufﬁciently small, where T1
is deﬁned in the statement of this theorem (4.12). Assume that this is false.
Let w ¼ u5  u: Then in ðt1; T1Þ; w > 0 and e2w005K2w: Since u050 and
u05 > 0 just to the right of t1; we see that w
0 > 0 and w00w0 > ðK2=e2Þww0 in
ðt1; T1: Then, as in (4.3) (where w was slightly different), we again get
wðTÞ þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
w2ðTÞ  w2ðtÞ þ
e2
K2
ðw0Þ2ðtÞ
s
> wðtÞ þ
e
K
w0ðtÞ
h i
e
K
e ðTtÞ ð4:14Þ
for any t14t5T4T1:
We assume now that %t > 0: Since lime!0 %U0ðt1Þ ¼ %U0ð%tÞ ¼ sin %t3 %U2ð%tÞl ; we use
(4.5) to obtain
w0ðt1Þ ¼ u05ðt1Þ5 %U
0ðt1Þ  M 00e5
1
2
%U0ð%tÞ  M 00e >
sin %t
4ð3 %U2ð%tÞ  lÞ
> 0:
This estimate gives a lower bound on w0ðt1Þ as e tends to zero. Evaluating
(4.14) at t ¼ t1 and T ¼ t1 þ 3eK jln ej and letting e! 0 shows that the right
side of (4.14) goes to inﬁnity, while the left side is bounded. This
contradiction proves the claim if %t 2 ð0; p
2
Þ:
We now assume that %t ¼ 0: We observe that
w0 t1 þ
e
K
jln ej
 
> u05 t1 þ
e
K
jln ej
 
5
1
2
%U0 t1 þ
e
K
jln ej
 
 M 00e
>
sin e
K
jln ej
	 

4ð3 %U2ð0Þ  lÞ
>
e
K
jln ej
2pð3 %U2ð0Þ  lÞ
:
Then evaluating (4.14) at t ¼ t1 þ eK jln ej and T ¼ t1 þ
3e
K
jln ej and letting
e! 0; the same contradiction will be obtained. This shows that jT1 
t1j53eK jln ej; as claimed. In particular, T1  t1 ! 0 and so T1 ! %t:
Continuing with our proof that %t ¼ p
2
; and under the assumption that this
is false and %t 2 ½0; p
2
Þ; let zðtÞ ¼ uðT1 þ etÞ: Then z satisﬁes
z¨ ¼ z3  lz þ cosðT1 þ etÞ; zð0Þ ¼ uðT1Þ ¼ uðT1Þ  d;
’zð0Þ ¼ eu0ðT1Þ: ð4:15Þ
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solution of
z¨0 ¼ z30  lz0 þ cosð%tÞ ð4:16Þ
with z0ð0Þ ¼ %Uð%tÞ  d and ’z0ð0Þ50:
Suppose that lime!0 ’zð0Þ=’z0ð0Þ: Since ’zð0Þ50 and ’zð0Þ is bounded, which
is easily veriﬁed, there is a sequence of values of e; and corresponding
solutions u with corresponding z; such that ’zð0Þ approaches a number s=
’z0ð0Þ with s40: We ﬁrst assume that s > ’z0ð0Þ: Let z1 be the periodic
solution, with period T˜; to
z¨1 ¼ z31  lz1 þ cosð%tÞ; z1ð0Þ ¼ %Uð%tÞ  d; ’z1ð0Þ ¼ s: ð4:17Þ
Since T1 ! %t; zðtÞ approaches z1ðtÞ as e! 0 uniformly in compact intervals
of t; and it follows that for sufﬁcient small e; z oscillates more than m þ 1
times in ½0; ðm þ 2ÞT˜ ; and so u has more than m maxima in ½0;p; a
contradiction.
Hence, we can assume that s5’z0ð0Þ and again assume that z1 solves
(4.17). Then there is a Tˆ > 0 such that ’z1ðtÞ50 for t 2 ½Tˆ; 0 and z1ðTˆ Þ > b;
which implies that for e sufﬁciently small, uðt1 þ eTˆ Þ > b; again a contra-
diction.
Therefore, as e! 0; ’zð0Þ ! ’z0ð0Þ and z goes to z0 uniformly in any
compact interval. Since z0 is homoclinic to %Uð%t Þ; it follows from continuity
that after T1; u will return to any given neighborhood of %Uð%t Þ before t ¼
T1 þ Me for some M independent of e: Then, since m ¼ 2; u increases and
stays close to %U till p; which implies that lime!0 uðpÞ ¼ %UðpÞ and so uðt2Þ ¼
uðpÞ > uðt1Þ for e small, contradicting Lemma 4.10. This shows that %t ¼ p2 for
m ¼ 2:
Then, z0 is the heteroclinic solution connecting %U
p
2
	 

as t ! 1 to
%
U p
2
	 

as t !1: So, as e! 0 the point ðt; uðtÞÞ reaches a point as close to p
2
;
%
U p
2
	 
	 

as we like, and then Lemma 4.10 implies that lime!0 s1 ¼ p2 and lime!0 uðs1Þ
¼
%
U p
2
	 

: For t 2 ½t1;p; uðtÞ5uðt1Þ; again by Lemma 4.10. Further, uðtÞ
remains close to
%
UðtÞ until t is close to p; for otherwise there would be
similar contradictions to those obtained above. Hence, u must, after its last
minimum, follow
%
U until close to p and then, since its last maximum is
above U0ðpÞ; follow V1: The bound on Sj  sj follows in the same way as
the bound for Tj  tj : For the ﬁnal statement in the theorem, we use (i)–(iii)
and Corollary 4.5. This proves the theorem for m ¼ 2: The proof for m > 2 is
similar. ]
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pointing ‘‘spikes’’ at each multiple of p; corresponding to homoclinic orbits
in the phase plane, as well as ‘‘layers’’ at odd multiples of p2 corresponding to
heteroclinic orbits. In the next theorem, we use the symmetry of cosine
around p
2
to give a quick proof that there are also solutions with layers but
without the spikes. In our future work we expect to show that these
solutions exist without reliance on symmetry, but it is also valuable, we
believe, to show how quickly a proof can be obtained in the symmetric case.
We need a preliminary lemma.
Lemma 4.13. Assume that l > l0: Let u be a solution of (1.4) with u p2
	 

¼
0 and u0 p
2
	 

¼ b: Let HðuÞ ¼ lu2  u4=2:
(i) If b5 lﬃﬃﬃ
2
p
e
; then u050 on p
2
; p
 
and as long as u exists.
(ii) Assume that b5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Hð
%
UðpÞÞ
p
e : If t1 2
p
2
; p
	 

is the first time that u0 ¼ 0
(if such a point exists), then uðt1Þ5
%
UðpÞ:
Proof. From (1.4) we have
e2ðu0Þ2ðtÞ ¼ e2ðu0Þ2
p
2
 
 HðuÞ þ 2
Z t
p
2
u0 cos s ds: ð4:18Þ
(i) Let t0 ¼ supft 2 p2 ;p
	 

: u050 and u > 
ﬃﬃﬃ
l
p
in p
2
; t
	 

g: It follows
from (4.18) that for t 2 p
2
; t0
	 

; e2ðu0Þ2ðtÞ > e2b2  HðuÞ > e2b2  l
2
2
> 0; from
which the assertion in (i) follows.
(ii) From (1.4), we ﬁrst have 
ﬃﬃﬃ
l
p
5uðt1Þ50: Evaluate (4.18) at t ¼ t1
to give
0 ¼ e2b2  Hðuðt1ÞÞ þ 2
Z t1
p
2
u0 cosðsÞ ds
so that Hðuðt1ÞÞ > e2b
2: This implies that uðt1Þ5
%
UðpÞ; as desired. ]
Theorem 4.14. For any given integer m; there is an em > 0 such that for
e 2 ð0; emÞ; (1.4) has a solution u such that u0ð0Þ ¼ u0ðpÞ ¼ 0; u p2
	 

¼ 0; u0 p
2
	 

50; and u has m minima and m maxima in p
2
;p
 
: If we denote these minima
AI AND HASTINGS424and maxima by sj and tj ; respectively, with 14j4m; then
p
2
5s15t15s25t25   5sm5tm ¼ p;
lim
e!0
s1 ¼    ¼ lim >
e!0
sm ¼
p
2
; lim
e!0
uðs1Þ ¼    ¼ lim
e!0
uðsmÞ ¼
%
U
p
2
 
;
lim
e!0
t1 ¼    ¼ lim
e!0
tm1 ¼
p
2
; lim
e!0
uðt1Þ ¼    ¼ lim
e!0
uðtm1Þ ¼ %U
p
2
 
;
u0ðtÞ > 0;
%
U
p
2
 
5uðtÞ5
%
UðpÞ for sm5t5p:
On any compact subintervals of p
2
; p
2
	 

and p
2
; 3p
2
	 

; u approaches %U and
%
U
uniformly as e! 0:
Proof. Let ub denote the solution u of (1.4) satisfying u
p
2
	 

¼ 0 and
u0ðpÞ ¼ b: Choose b1 2 
lﬃﬃﬃ
2
p
e
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Hð
%
UðpÞÞ
p
e
 !
and b25
lﬃﬃﬃ
2
p
e
: By a phase
plane argument, there is an em such that for e5em; the solution ub1 has at
least m minima and m maxima in p
2
; p
	 

with all its ﬁrst m minima lying
between
%
U and U0 and all its ﬁrst m maxima lying between U0 and %U:
Denote the mth minimum and maximum by sm and tm: We consider the
change in these minima as b decreases from b1: Part (ii) of Lemma 4.13
shows that all the minima in ðp
2
;p lie below the line u ¼
%
UðpÞ; and so they
can neither pass through t ¼ p nor disappear at the middle branch U0 of
u00 ¼ 0: Since ub2 does not have any minimum at all, it follows that as we
decrease b1 to b2; all the minima will disappear by crossing the lower branch
of u00 ¼ 0 before t ¼ p:
Let b3 ¼ inff %bjsm is deﬁned continuously for b 2 ð %b;b1Þ as the mth
minimum after p
2
g: Then u0b3 ðsmÞ ¼ 0 and ub3 ðsmÞ ¼ %
UðsmÞ: For b b3 > 0
small, the mth maximum tmðbÞ of ub exists. Clearly limb!b3 tmðbÞ ¼ smðb3Þ:
As before, if ubðtmÞ ¼
%
UðtmÞ; we get u0bðtÞ50 for all t  tm small,
contradicting the deﬁnition of tm: Hence, ubðtmðbÞÞ5
%
UðtmðbÞÞ: Therefore,
as we raise b from b3; tmðbÞ has to move toward to p under the lower branch
%
U of u00 ¼ 0: This maximum tmðbÞ cannot disappear by merger with another
minimum in p
2
; p
 
; since this minimum would have to lie above ubðsmÞ;
contradicting Lemma 4.10. Since ub1 ðtmÞ > U0ðpÞ > %
UðpÞ; there must be a
point of discontinuity of the mth maximum before reaching b1; and so there
is a b4 2 ðb3;b1Þ such that tmðbÞ is continuous in ½b3;b4; tmðb4Þ ¼ p and
u0b4 ðtmðb4ÞÞ ¼ 0: Then ub4 is the desired solution. The asymptotic formulas
stated in this theorem can be proved in a similar way to that of
Theorem 4.12. ]
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of oscillations between different zeros of cos t; was conjectured indepen-
dently by H. Matano (private communication). This was for a more general
class of equations, but the result was limited to a ﬁnite interval, so that
‘‘chaos’’ was not involved. Similar solutions were obtained for a different
equation by Nakashima [NAK]. We wish to thank Professor Matano for
helpful correspondence, and in particular for sharing his conjecture with us.
While the results in this paper, about periodic solutions with multiple
internal layers, were obtained independently, our thoughts concerning
nonperiodic solutions with more than three internal layers near odd
multiples of p2 were previously somewhat vague, and we have been inspired
to pursue this topic further by Professor Matano’s conjecture. We hope in
future work to include these solutions, and a correspondingly richer result
about symbolic dynamics. The methods proposed by Matano for obtaining
these solutions are very different from ours.
Nakashima, in [NAK], has also studied the stability of the oscillating
solutions for her equation, including the dimensions of the unstable
manifolds (Morse Index). This has implications for the dimension of the
global attractor for the problem (1.2)–(1.3). Results of this type were also
obtained in [HM2], for a different equation, though they were not stated in
these terms.
4.3. Isolation and Stability of up
In this section, we show how a shooting method can give results similar to
those in [AMPP] for (1.4), without the use of inﬁnite-dimensional analysis or
abstract dynamical systems. Using standard ode methods we prove the
linearized stability of the three solutions found in Section 1 with respect to
(1.2)–(1.4), and the isolation of up from other solutions satisfying u
0ð0Þ ¼
u0ðkpÞ ¼ 0: Full nonlinear stability follows by standard methods, laid out
explicitly for this problem in [BF]. However, stability is inherently an
inﬁnite-dimensional problem, and we certainly do not claim to prove
(nonlinear) stability without the use of functional analysis.
Theorem 4.15. Suppose that l > l0: Choose r1 with 05r1512 : Let
m ¼
Z ð1r1
2
Þp
ð1r1Þp
sin s ds:
Choose d > 0 so that
(i) d5
%
U r1
2
p
	 


%
Uð0Þ;
(ii) if %UðtÞ  d5uðtÞ5 %UðtÞ for some t; then ju3  lu þ cos tj5m:
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 b4u4
%
UðtÞ þ d if 04t4r1p;
%UðtÞ  d4u4b if ð1 r1Þp4t4p:
Then for sufficiently small e; up is the only 2p-periodic solution of (1.4) with
u0ð0Þ ¼ u0ðpÞ ¼ 0 whose graph over ½0;p lies in Sd: Further, upj½0;p is a stable
attractor for the problem (1.2)–(1.3) with L ¼ p:
Also, suppose that Sd is extended to ½0; 2p by the operation ðt; uÞ !
ð2p t; uÞ; and then periodically to ½0;1Þ: Then for any positive integer k; up
is the unique solution of (1.4) satisfying u0ð0Þ ¼ u0ðkpÞ ¼ 0 whose graph lies in
the extended set Sd; and its restriction to ½0; kp is a stable attractor for (1.2)–
(1.3) with L ¼ kp:
To compare this with the result in [AMPP] we notice that the width of the
vertical strip in Sd where the solution can increase from near
%
U to near %U is
ð1 2r1Þp; and this is free to be chosen within the constraint 05r1512 : By
contrast, [AMPP] state only that there is some strip, with width independent
of e; which contains the ‘‘internal layer’’ of the solution we have denoted by
up; and no other solution satisfying the boundary conditions has a jump
upward within this strip.
The proof in [AMPP] is by a detailed construction of up using sub- and
super-solutions. It also uses abstract results from dynamical systems (to get
the uniqueness.) Our proof of uniqueness is more direct, and starts with the
existence of up as given in Theorem 2.6.
Proof. To prove Theorem 4.15 we consider the variational equation and
initial conditions satisﬁed by v ¼ @ua@a : These are
e2v00 ¼ ð3u2  lÞv;
vð0Þ ¼ 1; v0ð0Þ ¼ 0: ð4:19Þ
We will also be concerned with w ¼ u0; which satisﬁes
e2w00 ¼ ð3u2  lÞw  sin t;
wð0Þ ¼ 0; w0ð0Þ ¼ u00ð0Þ: ð4:20Þ
We observe that w0ð0Þ > 0 when uð0Þ 2 ð
%
Uð0Þ; 0Þ: Multiplying (4.19) by w and
(4.20) by v; subtracting, integrating by parts and using the initial conditions
on v and w; we obtain
wv0  vw0jt ¼ u
00ð0Þ þ
Z t
0
vðsÞ
e2
sin s ds: ð4:21Þ
A SHOOTING APPROACH TO LAYERS AND CHAOS 427Lemma 4.16. If u is a solution with u0ð0Þ ¼ 0 which remains in Sd on ½0;p;
then v > 0 on ½0;p and v0ðpÞ > 0:
Proof. Because u5
%
UðtÞ þ d over the interval ½0; r1p; and therefore
3u2  l > 0 in this interval, (4.19) implies that v grows exponentially large.
More precisely, there are positive numbers K151 and g; independent of e;
such that v5K1e
g
e t in ½0; r1p: Also, u00ð0Þ ¼ O 1e2
	 

as e! 0: Therefore, for
small e; the right side of (4.21) is positive as long after t ¼ r1p as v is positive
(up to t ¼ pÞ:
We now show that u0 1 r12
	 

p
	 

> 0: If not, then u050 on 1 r12
	 

p; p
	 

;
since u0050 when %U  d5u5 %U; and %U0 > 0 in p
2
;p
	 

: Therefore, uðpÞ5u
1 r1
2
	 

p
	 

: From (i) it follows that uðpÞ5 %UðpÞ  d; contradicting the
assumption that u remains in Sd: Hence, u0 1 r12
	 

p
	 

> 0: This implies that
u0 > 0 on ð0; ð1 r1
2
Þp; for if not, then u would have a minimum in this
interval, and this minimum would lie above uð0Þ; contradicting Lemma 4.10.
Now suppose in (4.21) that v ¼ 0 somewhere in ð0; ð1 r1
2
Þp: Then the
right side of (4.21) is positive, while the left side is negative. Hence, v > 0 on
½0; ð1 r12 Þp:
It is possible that v0 becomes negative somewhere in ½0;p: Indeed,
numerically this is seen to happen. However, we will show that v0 1 r1
2
	 

p
	 

> 0: Suppose that v0 1 r1
2
	 

p
	 

40: Then v0ðð1 r1ÞpÞ50; for otherwise v0
would be positive and increasing on ½ð1 r1Þp; ð1 r12 ÞpÞ; because ð3u
2 
lÞ > 0 there. Thus, v is positive but decreasing on ½ð1 r1Þp; 1 r12
	 

p: From
(4.21) we obtain
v0 1
r1
2
 
p
 
u0 1
r1
2
 
p
 
 v 1
r1
2
 
p
 
u00 1
r1
2
 
p
 
¼  u00ð0Þ þ
Z ð1r1Þp
0
vðsÞ
e2
sin s ds þ
Z 1r1
2
	 

p
ð1r1Þp
vðsÞ
e2
sin s ds
5v 1
r1
2
 
p
 Z 1r1
2
	 

p
ð1r1Þp
sin s
e2
ds:
Since u0 1 r1
2
	 

p
	 

> 0; we get a contradiction from condition (ii) in the
statement of the theorem, and so v0 could not remain negative on
ð1 r1Þp; 1 r12
	 

p
 
: Therefore, at 1 r1
2
	 

p we have both v and v0 > 0;
and since 3u2  l > 0 on 1 r1
2
	 

p;p
 
; both remain positive out to p: This
proves the lemma. ]
In particular, this applies to the solution up: It follows by standard
stability arguments [BF] that the solution up is a stable attractor for the
problem (1.2)–(1.3) on ½0; p:
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convenient to truncate the nonlinearity in (1.4) by replacing u3  lu by
b3  lb for all u5b; and similarly, if u4 b; replace u3  lu in (1.4) with
lb  b3: This means that all solutions ua exist on ½0; p; and we can consider
u0aðpÞ to be deﬁned continuously for all negative a:We also note that if ua is a
solution which does leave the region ½b; b; then from the point where
juaj ¼ b; ju0aj continues to increase and cannot satisfy u
0
a ¼ 0:
Recall that u1 is the only 2p-periodic solution of (1.4) lying entirely below

ﬃﬃ
l
3
q
; this is the ‘‘minimal’’ bounded solution, and its graph does not lie in
Sd: In considering the possibility of a second 2p-periodic solution, besides
up; which lies in Sd; we need only consider a 2 ða1;
%
Uð0Þ þ dÞ:
The solution up remains in the interior of Sd on ½0; p; and the same is true
for ua if ja apj is sufﬁciently small. However, as we raise or lower a from ap;
we reach values where ua leaves Sd in ½0;p: Let I ¼ ½ #b; #a be the maximal
interval containing ap such that ua remains in Sd on ½0;p for all a 2 I : I is
well-deﬁned and closed because Sd is a closed set.
Lemma 4.17. If a =2 I ; then ua does not remain in Sd on ½0;p:
Proof. We claim that u #b leaves Sd at ðp; %UðpÞ  dÞ and u#a exits Sd at
ðp; bÞ: If not, then one of these solutions is tangent to the boundary of Sd at
some t5p: For example, a tangency could occur at ðð1 r1Þp; %Uðð1 r1ÞpÞÞ:
But then, no matter what the slope of u is at this point, a phase plane
argument shows that for sufﬁciently small e; u must cross b in one direction
or the other, and so nearby solutions also leave Sd before t ¼ p;
contradicting the deﬁnition of #a or #b: Similar considerations apply at any
other possible tangent point in ½0;pÞ:
Consider the case of u #b: By Lemma 4.16,
@
@auaðpÞja¼ #b > 0: Hence, for a5
#b
and close to #b; uaðpÞ5 %UðpÞ  d; and we cannot, as we lower a; ﬁnd a lower a
where ua remains in Sd and uaðpÞ ¼ %UðpÞ  d; for at the ﬁrst such point we
would have @@auaðpÞ40; a contradiction to Lemma 4.16. Similar remarks
apply to u#a; completing the proof of Lemma 4.17. ]
The proof that if u ¼ up; then v > 0 on ½0; p and v0ðpÞ > 0; shows that in
some neighborhood of ap; ða apÞu0aðpÞ > 0: Now, if there is an $a 2 ðap; #aÞ
with u0$aðpÞ ¼ 0; then choose the smallest such $a: By Lemma 4.16 we get
@
@au
0
aðpÞ > 0 at ap and $a; a contradiction because these are adjacent zeros of
u0aðpÞ: This contradiction can be reached similarly in the interval ð #b; apÞ;
completing the proof of the uniqueness of up among solutions with period
2p which remain in Sd:
To extend the uniqueness and stability statements to larger intervals we
note that starting with vðpÞ > 0; v0ðpÞ > 0; the same analysis allows us to
show inductively that v remains positive, and v0 is positive at any multiple of
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½0; kp completing the proof of Theorem 4.15. ]
4.4. Sensitivity with Respect to Initial Conditions
As this paper is already quite long, we will content ourselves with a few
remarks. Up until now there has been no mention of ‘‘horseshoes’’ in this
paper, or of Poincare´ maps, because our technique is to follow complete
solutions of the ode, rather than to take snapshots at regular intervals. The
results, however, are related to standard dynamical systems concepts such as
horseshoes and sensitivity to initial conditions.
In Theorems 3.2 and 3.5, we obtain a weak kind of sensitivity to initial
conditions. For each sequence there is a corresponding solution, but the
relation established is not 1:1. There could be an interval of initial values a in
which ua intersects the same sequence of wk: This corresponds to a so-called
‘‘topological’’ horseshoe, without the hyperbolicity that was a key feature of
Smale’s original derivation. (See [GH] for general discussion and
references.) It is noted, however, that the solutions in Theorem 3.2
corresponding to the sequences of all odd integers and of all even integers,
are our periodic solutions u1 and u5; and for these, uniqueness of the
correspondence is established. The difﬁculty is the stability, or at least
hyperbolicity, of solutions u2; u3; and u4:
In Section 4.3, hyperbolicity was established for u3 when e is sufﬁciently
small. Theorem 4.15 implies that any solution which corresponds to a
sequence with no 2 or 4 is isolated from any other such solution. Therefore,
in Theorem 4.15, if we consider a sequence with no 2 or 4; then the inﬁnite
intersection of closed intervals used in the construction contains exactly one
point. This means that the set of solutions found in Theorem 3.2
corresponding to sequences chosen from the set f1; 3; 5g is, for sufﬁciently
small e; in 1:1 correspondence with the set of allowed symbol sequences.
(The rule that 1 and 5 cannot follow each other must still be obeyed.) Hence,
the desired degree of sensitivity to initial conditions, in which any small
perturbation of the initial condition leads to a deviation from the given
sequence, is achieved.
In the paper [HM2], a similar result was obtained. There, however, the
analysis was not only for stable solutions. Indeed, only one of all the
solutions found in that paper is stable in the linearized sense. However they
are all hyperbolic. We believe that a similar analysis will allow us to study
linearizations around solutions u2 and u4 and prove their isolation as well.
However, we will not attempt this analysis here.
4.5. Bifurcation in l
We saw in the Introduction that at some lb 2 ð0; l0 new periodic
solutions appear. While we know that for l > l0 there are at least ﬁve
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bifurcation. It is possible that the number of solutions goes from one to
three at lb and later increases to ﬁve. Stability considerations do not rule
this out.
One way of studying this numerically is to consider the graph of GðaÞ ¼
u0aðpÞ; since we are only considering periodic solutions with the properties
u0ð0Þ ¼ u0ðpÞ ¼ 0: If the bifurcation is ‘‘pitchfork,’’ then the graph of G will
qualitatively resemble that of the function a3  ma as the parameter m
changes from negative to positive. (The zeros of G will not be at a ¼ 0:)
However, a numerical study of the function G quickly suggests that this is
not the case. In Fig. 7, we show the resulting graph of G for e ¼ 1 close to
the bifurcation point, l ¼ 1:023: This indicates that two pairs of solutions
bifurcate at the same value of l: This is partly a trivial observation, however,
for the symmetry in the problem shows that solutions other than those for
which u p
2
	 

¼ 0 occur in symmetric pairs. The essential nature of the
bifurcation can be seen by looking only at the left branch of the bifurcation
curve shown in Fig. 7.
To study the bifurcation analytically, we again use v ¼ @u@a : We are
considering only the speciﬁc equation (1.4). In order to prove that the
bifurcation is not pitchfork, we study the linearization around the
antisymmetric solution up: We determine the slope of the function G at-4
-2
0
2
4
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0ðaÞ ¼ v0aðpÞ: But in the
proof of Theorem 4.15 we showed that when u ¼ up; v > 0 on ½0;p and
v0ðpÞ > 0: This proves that the bifurcation is not of pitchfork type, because
the new solutions must appear at a positive distance away from up:
However, this analysis does not eliminate the possibility of several
bifurcation points, in which solutions appear and then disappear. To get a
complete picture, more work is required. We have seen that for l > l0 there
are at least ﬁve solutions. We also showed that lb; the bifurcation point, is
less than l0: But in the following result, we hold l ﬁxed and less than l0; and
let e tend to zero.
Theorem 4.18. Suppose that l5l0: Then for sufficiently small e; up is the
only solution with u0ð0Þ ¼ 0; u0ðpÞ ¼ 0:
Corollary 4.19. lime!0 lb ¼ l0:
Proof. The corollary follows immediately from the theorem, the proof
of which is more easily understood by reference to Fig. 1. We use the
original scaling (1.4). For any d > 0; there are m > 0 and n > 0 such that
f ðt; uÞ4 n on the set
Od;m ¼ fðt; uÞ j ð1 mÞp4t4ð1þ mÞp; u4 %UðtÞ  dg:
Hence, for sufﬁciently small e; no periodic solution can intersect the region
Od;m at a point where 1
m
2
	 

p4t4 1þ m
2
	 

p; since then u would be forced
below b before jt  pj ¼ m: So any periodic solution must have lie above
%UðtÞ  d on 1 m
2
	 

p4t4 1þ m
2
	 

p: The argument used to prove Theorem
4.15 can then be used to show that for sufﬁciently small e; up is the only
periodic solution ua with a maximum at p: This completes the proof of the
theorem and corollary. ]
In studying the bifurcation we now look at a simpler problem, where we
study monotone solutions. This eliminates the layer-type solutions of
Section 4.2, which may also exist near the bifurcation point. So, let lmb ¼
supfl j there is only one solution which is monotone on ½0;pg: We now
show that for small e at least four new periodic solutions appear (i.e. two
symmetric pairs), and there is no ‘‘reverse bifurcation’’ as l increases from
lmb: These four new solutions are monotone increasing on ½0; p: In other
words, as we increase l from lmb; there is no return to the case where up is
the unique 2 p periodic solution which is monotone on ½0;p: We now
explicitly show the dependence of lmb on e:
Theorem 4.20 For sufficiently small e > 0; if l > lmbðeÞ; then there are at
least five periodic solutions, u1; . . . ; u5 with ai ¼ uið0Þ50: Further, ui5uiþ1 for
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solutions u1 and u5 are symmetric reflections, with u5ðtÞ ¼ u1ðt þ pÞ:
Similarly, u4ðtÞ ¼ u2ðt þ pÞ:
Proof. We have seen that GðaÞ50 for large negative a and also G50 just
below ap: Let
a1 ¼ a1ðl; eÞ ¼ inffaj u0aðpÞ ¼ 0g:
At any bifurcation point where the transition is from one solution to more
than one solution, or vice versa, Gða1Þ ¼ G0ða1Þ ¼ 0: The existence of at least
ﬁve solutions for l just above lmb follows from the remarks above by
showing that @Gða1ðlmb;eÞÞ@l > 0: Let u ¼ ua1ðlmb;eÞ; hðtÞ ¼
@ua1 ðlmb ;eÞðtÞ
@l ; and v ¼
@u
@a ja¼a1ðlmb ;eÞ: We must show that h
0ðpÞ > 0: We see that
e2h00 ¼ ð3u2  lÞh  u;
hð0Þ ¼ h0ð0Þ ¼ 0 ð4:22Þ
while v satisﬁes (4.19). Therefore we obtain, for any t 2 ½0;p;
hv0  vh0jt ¼
1
e2
Z t
0
vðsÞuðsÞ ds: ð4:23Þ
Lemma 4.21. For sufficiently small e; ua1ðlmb ;eÞ50 on ½0;p:
Proof. This follows by a modiﬁcation of the proof of Theorem 4.18. Let
#Od;m ¼ fðt; uÞ j ð1 mÞp4t4ð1þ mÞp; 04u4 %UðtÞ  dg:
Suppose that l ¼ l0: Then for small enough d and m; there is an e0 such that
if 05e4e0; then any solution which intersects #Od;m must decrease
monotonically, in at least one direction, to below b; within a time which
is bounded over #Od;m: Corollary 4.19 implies that e0 can also be chosen so
that this conclusion is also true if lmbðeÞ4l5l0; for a ﬁxed pair ðd; ZÞ
independent of l: As in the proof of Theorem 4.15, no solution other than up
can have a positive maximum at p and not intersect #Od;m; proving the
result. ]
Also, if u ¼ ua1ðlmb ;eÞ; then v
0ðpÞ ¼ G0ða1Þ ¼ 0: Therefore vðpÞ=0: Suppose
that vðpÞ50: Then for a slightly lower than a1 ¼ a1ðlmb; eÞ; uaðpÞ > ua1ðpÞ:
Let
b ¼ inffa j uaðtÞ > ua1ðtÞ for some t 2 ð0;pg:
A SHOOTING APPROACH TO LAYERS AND CHAOS 433Then b is well deﬁned and 15b5a1: Suppose that ubðt0Þ ¼ ua1ðt0Þ for
some t0 2 ð0; pÞ: Since different solutions cannot be tangent, we must have
ubðtÞ > ua1 ðtÞ for some t 2 ð0;pÞ; but this contradicts the deﬁnition of b:
Therefore, ubðpÞ ¼ ua1ðpÞ and u
0
bðpÞ > ua1 ðpÞ ¼ 0: But in this case, we can
lower a further, until we ﬁnd a g5b with u0gðpÞ ¼ 0: This contradicts the
deﬁnition of a1: A similar argument shows that v > 0 on ½0;p:
Therefore, when u ¼ ua1 ; vðpÞ > 0: Then (4.23) and Lemma 4.21 show that
@u0a1 ðlmb ;eÞ
ðpÞ
@l ¼ h
0ðpÞ > 0: Thus, for l just above lmb there are at least ﬁve
solutions (using symmetry). Further, there cannot be a decrease to fewer
than ﬁve as l increases further, for at any point where G ¼ G0 ¼ 0 we would
again get h0ðpÞ > 0:
To complete the proof of Theorem 4.20, it is convenient to let a2 ¼
supfa5ap j u0aðpÞ ¼ 0g: (Numerically, it appears there is only one 2p-
periodic solution between u1 and up:Þ Then reﬂection and translation of
ua1and ua2 by the transformation uðtÞ ! uðt þ pÞ give the additional two
asymmetric solutions.
Our construction implies that uið0Þ5uiþ1ð0Þ: From Proposition 2.4 and
the way we deﬁne a2 we have u0aðpÞ50 for a25a5ap; and in this range and
close enough to ap; ua5up: (This is because when u ¼ up; v > 0 on ½0;p:Þ
Suppose, however, that for some a 2 ½a2; apÞ; uaðtÞ5upðtÞ for some t 2 ½0;p:
Let $a ¼ supfa 2 ½a2; apÞjuaðtÞ ¼ upðtÞ for some t 2 ½0;pg: By the same
argument as above we show that u$aðpÞ ¼ upðpÞ and u0$aðpÞ > 0: Hence, there
is an a 2 ð$a; apÞ with u0aðpÞ ¼ 0: But this contradicts the deﬁnition of a2:
This proves that u25up: The proof that u15u2 is similar, and the
construction of u4 and u5 by reﬂection and translation implies the remaining
order relations, namely, up ¼ u35u45u5: This completes the proof of
Theorem 4.20. ]
5. CONCLUSION
5.1. How Special Is the Cosine?
General nonsymmetric forcing functions are a topic for further study, but
a few things are easy to see. First, the procedure in Theorems 3.2 and 3.5 for
obtaining some sort of chaotic behavior will carry over to a large variety of
forcing functions. Also, on a ﬁnite interval the technique will give many
steady states for problem (1.2)–(1.3). The only requirement is the existence
of some set of functions wk whose graphs form ‘‘ﬁngers’’ pointing up and
down alternately in a way similar to that in Fig. 2. We will not try to
formulate a precise result here.
We did use symmetry essentially to obtain the existence of the solution up:
It is here that we have found signiﬁcant differences between the problem of
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ﬁnding bounded solutions, and chaos, on an inﬁnite interval. It is easy to
ﬁnd a third solution to the boundary value problem on a ﬁnite interval using
shooting. From there one can go on to ﬁnd many other solutions, both
stable and unstable. But dealing with chaos on an inﬁnite interval seems
different, and it is for that reason that we concentrated on the particular
equation (1.4). Having done so, it is natural to make use of symmetry to
obtain simpler proofs in some cases where a shooting method may apply
even without symmetry.
We note, however, that the proof of Theorem 3.2, which does not use
symmetry, includes the existence of a solution which does not intersect any
of the wk: This solution is the stable solution of [AMPP], and could play the
role of up in a study which uses shooting but does not use symmetry.
Turning to the small e results, we believe that if the function g has a
positive local minimum or negative local maximum, then the energy
argument Lemma 4.10 leads to some new solutions, namely multiple spikes
at these new types of critical points of g: Regarding the types of solutions
found in this paper, the proofs in [AMPP] make no use of symmetry, so the
stable solutions found there continue to exist in its absence. We conjecture
that the unstable solutions we have found, namely the single unstable spikes
like u2 and u4; and the multiple layer solutions at zeros of g; as in Theorem
4.12 also persist, and can be found by our methods.
The results about bifurcation as l increases, however, may change
radically if g has less symmetry. For example, if g has period 2p; and is
symmetric around p; but not antisymmetric around p
2
; then the solutions will
not appear in symmetric pairs. The technique we have used may still be able
to prove that saddle-node bifurcations occur, at least in a nearly-symmetric
situation, but there may be two of them, producing ﬁrst two new solutions
and then two more. This is easily seen in numerical simulations. As the
deviation from full symmetry increases, it appears from some brief
numerical experiments that other possibilities exist, and we hope to explore
this further.
5.2. Summary of Main Points
In Section 1, we introduce the problem and relate it to some previous
work.
In Section 2, we give preliminary results valid for all e > 0: Some of these
are for a more general forcing function gðtÞ: The main points are that for
l40 there is a unique bounded solution, which is periodic, while for l > l0
there are at least three solutions. Therefore a bifurcation takes place, and
some preliminary computations have suggested that this can be of different
types depending on gðtÞ:
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hypothesis is Condition 3.1, the existence of ‘‘spikes’’ (the wkÞ; which are
solutions tending to 1 in both directions. Solutions are characterized by
which of the wk they intersect. Section 3.1 gives the proof of the 1:1
correspondence with certain sequences if Condition 3.1 holds. It would be
possible to rephrase this result to give a natural correspondence with
sequences of three symbols, corresponding to the three solutions which we
later labeled u1; u3ð¼ upÞ; and u5: In Section 3.2, we give a brief discussion of
‘‘kneading theory’’ in our context. In Section 3.3, the symbolic dynamics is
extended to sequences of ﬁve symbols. In Section 3.4, Condition 3.1 is
veriﬁed, ﬁrst for ‘‘sufﬁciently small’’ e; where no analysis is required, and
then for larger e:
The results in Section 3 do not include uniqueness or stability, and there is
only a limited sensitivity to initial conditions demonstrated. They do not
depend at all on symmetry, and indeed, the techniques will yield a weak
form of chaos for a wide variety of forcing functions, including nonperiodic
forcing.
Section 4 contains a variety of results, all proved for sufﬁciently small e
with no estimate on the range of e for which they hold. In Section 4.1 some
results are given about asymptotic behavior of solutions as e! 0: In Section
4.2, further periodic solutions are found, including solutions with multiple
internal layers and with a ‘‘down-jump’’ near p
2
; in contrast to the solution up
which jumps upward at p
2
: In Section 4.3, we give a proof of the stability of
up using classical ode methods, and extend the result on uniqueness of
[AMPP] a bit by obtaining a larger region in which it is unique. The
uniqueness proof is also more direct than that in [AMPP].
In Section 4.4, we discuss sensitivity with respect to initial conditions. In
Section 4.5, we consider the bifurcation problem in l for 2p-periodic
solutions of (1.4).
Finally, in Section 5.1, we discuss the role of the speciﬁc cosine forcing
function in our results, and conjecture that its symmetry and monotonicity
properties may not be essential except in the bifurcation analysis of Section
4.6.
We express our appreciation to Professor H. Matano for sharing his
thoughts on this problem. His remarks are cited in more detail at the end
of Section 4.2, together with a citation of recent work of his co-worker,
Dr. K. Nakashima.
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