Graph Spanners in the Message-Passing Model by Fernandez, Manuel et al.
ar
X
iv
:1
91
1.
05
99
1v
2 
 [c
s.D
S]
  1
6 N
ov
 20
19
Graph Spanners in the Message-Passing Model
Manuel Ferna´ndez V
Carnegie Mellon University
manuelf@andrew.cmu.edu
David P. Woodruff
Carnegie Mellon University
dwoodruf@cs.cmu.edu
Taisuke Yasuda
Akuna Capital
yasuda.taisuke1@gmail.com
Abstract
Graph spanners are sparse subgraphs which approximately preserve all pairwise shortest-path dis-
tances in an input graph. The notion of approximation can be additive, multiplicative, or both, and
many variants of this problem have been extensively studied. We study the problem of computing a
graph spanner when the edges of the input graph are distributed across two or more sites in an arbitrary,
possibly worst-case partition, and the goal is for the sites to minimize the communication used to output
a spanner. We assume the message-passing model of communication, for which there is a point-to-point
link between all pairs of sites as well as a coordinator who is responsible for producing the output. We
stress that the subset of edges that each site has is not related to the network topology, which is fixed
to be point-to-point. While this model has been extensively studied for related problems such as graph
connectivity, it has not been systematically studied for graph spanners. We present the first tradeoffs for
total communication versus the quality of the spanners computed, for two or more sites, as well as for
additive and multiplicative notions of distortion. We show separations in the communication complexity
when edges are allowed to occur on multiple sites, versus when each edge occurs on at most one site. We
obtain nearly tight bounds (up to polylog factors) for the communication of additive 2-spanners in both
the with and without duplication models, multiplicative (2k−1)-spanners in the with duplication model,
and multiplicative 3 and 5-spanners in the without duplication model. Our lower bound for multiplicative
3-spanners employs biregular bipartite graphs rather than the usual Erdo˝s girth conjecture graphs and
may be of wider interest.
1 Introduction
In modern computational settings, graphs are often stored in a distributed setting with edges living across
multiple servers. This may happen when traditional, single-server methods for representing and process-
ing massive graphs are no longer feasible and require parallel processing capability to complete. In other
real world settings, different sites collect information in different locations, naturally leading to a compu-
tational setting with an input graph distributed across servers. For example, the sites may correspond to
sensor networks, different network servers, etc. Furthermore, the bottleneck in these settings is often in the
communication between the servers, rather than the computation time within each of the servers. Comput-
ing synopses of distributed graphs in a communication-efficient manner has therefore become increasingly
important.
We consider the problem of efficiently constructing a graph spanner in the message-passing model of
communication. A graph spanner is a subgraph of the input graph, for which shortest path distances are
approximately preserved in the subgraph. This property can immediately be used to approximately answer
shortest path queries, diameter queries, connectivity queries, etc. Spanners have applications to internet
routing [TZ01, Cow01, CW04, PU88], using protocols in unsynchronized networks to simulate synchronized
networks [PU89], distributed and parallel algorithms for shortest paths [Coh98, Coh00, Elk05], and for
constructing distance oracles [TZ05, BS04]. There are various notions of approximation provided by a
spanner, such as additive, for which there is an integer β ≥ 1 and one wants for all pairs u, v of vertices, that
dH(u, v) ≤ dG(u, v) + β, as well as multiplicative, in which case there is an integer α ≥ 1 and one wants for
all pairs u, v of vertices, that dH(u, v) ≤ α · dG(u, v).
Message-Passing Model. In the message-passing model (see, e.g., [PVZ12, WZ12, BEO+13, WZ13,
HRVZ15]) there are s players, denoted P 1, P 2, . . . , P s, and each player holds part of the input. In our
context, player P i holds a subset Ei of a set of edges on a common vertex set V , and we define the graph G
with vertex set V and edgeset
⋃
i Ei. There are various input models, such as the without duplication edge
model in which the Ei are pairwise disjoint, and the with duplication edge model in which the Ei are allowed
to overlap. In this model there is also a coordinator C who is required to compute a function defined on
the union of the inputs of the players. The communication channels in this model are point-to-point. For
example, if C is communicating with P i, then the remaining s − 1 players do not see the contents of the
message between C and P i. We also do not allow the players to talk directly with each other; rather, all
communication happens between the coordinator and a given player at any given time1. The coordinator C
is responsible for producing the output.
The main resource measure we study is the communication complexity, that is, the total number of bits
required to be sent between the servers in order to output such a spanner with high probability. While
graph spanners have been studied in the offline model, as well as in various distributed models such as the
CONGEST and LOCAL models, e.g., [CHKPY16, EN17, DN17, GP17, CD18, PY18] as well as in the local
computation algorithms model [PRVY19], they have not been systematically studied in the message-passing
model. The few related results we are aware of in the message-passing model are given in [WZ13], where
(1) the problem of testing graph connectivity was studied, which can be viewed as a very special case of a
spanner, and (2) a result on additive 2-spanners which we discuss more and improve upon below. There
is also work in related models such as [KNPR15], but such models require that the edges be randomly
distributed, which may not be a realistic assumption in certain applications, e.g., if data is collected at
sensors with different input distributions.
We also study a variant of the communication complexity in the message-passing model known as the
simultaneous communication complexity for the multiplicative (2k−1)-spanner problem, in which each server
is only allowed to send one round of communication to the coordinator [BGKL03, WW15].
1This model only mildly increases the communication cost over a complete point-to-point network in which each pair of
players can communicate with each other. Indeed, if P i wishes to speak to P j , then P i can forward a message through the
coordinator who can send it to P j . Thus the communication increases by a multiplicative factor of 2 and an additive O(log s)
per message to specify where to forward the message. As these factors are small in our context, we will focus on the coordinator
model.
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With duplication Without duplication
Problem LB UB LB UB
+2-spanner Ω(sn3/2) O˜(sn3/2) Ω(
√
sn3/2 + sn) O˜(
√
sn3/2 + sn)
+4-spanner Ω(sn4/3) O˜(sn3/2) Ω(s1/3n4/3 + sn) O˜(
√
sn3/2 + sn)
+k-spanner Ω(sn4/3) O˜(sn3/2) Ω(n4/3 + sn) O˜(
√
s/kn3/2 + snk)
×3-spanner Ω(sn3/2) O˜(sn3/2) Ω(s1/2n3/2 + sn) O˜(s1/2n3/2 + sn)
×5-spanner Ω(sn4/3) O˜(sn4/3) Ω(s1/3n4/3 + sn) O˜(s1/3n4/3 + sn)
×(2k − 1)-spanner,
k ≥ 3 Ω(sn
1+1/k) O˜(sn1+1/k) Ω(s1/2−1/2kn1+1/k + sn) O˜(ks1−2/kn1+1/k + snk)
×(2k − 1)-spanner,
(simultaneous)
Ω(sn1+1/k) O˜(sn1+1/k) Ω(sn1+1/k) O˜(sn1+1/k)
Table 1: Our results.
Turnstile Streaming Model. Finally, we record some simple results in the turnstile streaming model, in
which the input graph is presented as a stream of insertion and deletion updates of edges. That is, we view
our graph as an
(
n
2
)
-dimensional vector x starting with the zero vector, and we receive updates of the form
(ei,∆i) ∈ [
(
n
2
)
] × {±1} and increment the eith entry of x by ∆i. Our input graph is then the graph that
has the edge e iff
∑
i:ei=e
∆i > 0. We assume that the input graph has no self-loops. In this model, we wish
to design algorithms using low space and low number of passes through the stream. The study of graph
problems in this model were pioneered by [AGM12a] and were subsequently studied by many other works,
including [AGM12b, AGM13, KW14, KLM+17, KNST19].
1.1 Our Results
We summarize our results in Table 1. Note that the O˜ and Ω˜ notation hides poly(log n) factors. Often our
upper bounds are stated in terms of edges, but since each edge can be represented using O(log n) bits, we
obtain the same upper bound in terms of bits up to an O(log n) factor. We study both the with duplication
and without duplication edge models, and in all cases we consider a worst-case distribution of edges.
We give a number of communication versus approximation quality tradeoffs for additive spanners and
multiplicative spanners. We describe each type of spanner we consider in the sections below, together with
the results that we obtain. We obtain qualitatively different results depending on whether edges are allowed
to be duplicated across the players, or if each edge is an input to exactly one player.
We point out some particular notable aspects of our results. First, we obtain nearly tight bounds (up to
poly(logn) factors) for the communication of additive 2-spanners in both the with and without duplication
models, multiplicative (2k− 1)-spanners in the with duplication model, and multiplicative 3 and 5-spanners
in the without duplication model. Second, in proving our tight lower bound for 3-spanners in the without
duplication model (Theorem 17), we employ results from extremal graph theory on biregular bipartite graphs,
which, to the best of our knowledge, is the first explicit use of such graphs in the context of lower bounds for
spanners. All other lower bounds that we are aware of are obtained from extremal graphs given by the Erdo˝s
girth conjecture (e.g., lower bounds in the streaming [Bas08], local computation algorithm [PRVY19], and
distributed [CHKPY16, EN17, DN17, GP17, CD18, PY18] models), and we believe that our use of biregular
bipartite graphs may inspire tight lower bounds in other models in the future as well.
We note that our results slightly differ from traditional results on spanners, in that the sparsity of
our spanner may be far from optimal. For instance, we show an algorithm for computing an additive 2-
spanner in the without duplication model with near-optimal communication complexity of O˜(
√
sn3/2) bits of
communication, but the size of this spanner is O˜(
√
sn3/2) edges, which may be much larger than the optimal
O(n3/2) edges when the number of servers s is very large. It is an interesting question to characterize the
communication complexity of computing spanners of optimal size.
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1.1.1 Additive Spanners
In the case of additive spanners, one is given an arbitrary graph G on a set V of n vertices and an integer
parameter β ≥ 1, and we want to output a subgraph H containing as few edges as possible so that dH(u, v) ≤
dG(u, v) + β for all pairs of vertices u, v ∈ V . The first such spanner was constructed by Aingworth et al.
[ACIM99], which was slightly improved in [DHZ00, EP04]. They showed, surprisingly, that for β = 2, it is
always possible to achieve |H | = O(n3/2). The next additive spanner was constructed in [BKMP05], where
it was shown that for β = 6 one can achieve O(n4/3) edges; see also [Woo10] where the time complexity was
optimized. Recently, it was shown in [Che13] how to achieve an additive spanner with O˜(n7/5) edges for
β = 4. In a breakthrough work [AB17], an Ω(n4/3−o(1)) lower bound was shown for any constant β.
The one previous result we are aware of for computing spanners in the message-passing model is for
additive 2-spanners given in [WZ13], for which an O˜(sn3/2) upper bound was given which works with edge
duplication. We first show that with edge duplication, the algorithm of [WZ13] is optimal, by proving a
matching Ω(sn3/2) lower bound. Our lower bound is a reduction from the s-player set disjointness problem
[BEO+13]. We next consider the case when there is no edge duplication, and perhaps surprisingly, show
that one can achieve an additive 2-spanner with O˜(
√
sn3/2) communication, improving upon the O˜(sn3/2)
bound of [WZ13], and given our lower bound in the case of edge duplication, providing a separation for
additive spanners in the models with and without edge duplication. Our upper bound is based on observing
that the dominant cost in implementing additive spanner algorithms in a distributed setting is that of
performing a breadth-first search. We instead perform fewer breadth first searches to obtain a better overall
communication cost than one would obtain by na¨ıvely implementing an offline additive spanner algorithm, as
is done in [WZ13]. This algorithm is the starting point for our technically more involved upper bound, where
we show that it is possible to obtain an additive k-spanner with O˜(
√
s/kn3/2 + snk) total communication.
We complement this result with a lower bound of Ω(sn4/3−o(1)) for this problem.
We note that we are not able to obtain constant additive spanners with fewer than n3/2 edges, as the
dominant cost comes from having to do breadth first search trees, which is communication-intensive in
the message-passing model. We conjecture that Θ(n3/2) may be the optimal communication bound for
any additive spanner with constant distortion, unlike in the offline model where an O(n4/3) edge bound is
achievable.
1.1.2 Multiplicative Spanners
In the case of multiplicative spanners, we are given an arbitrary graph G on a set V of n vertices and an
integer parameter α ≥ 1, and wish to output a subgraph H containing as few edges as possible so that
dH(u, v) ≤ α · dG(u, v) for all pairs of vertices u, v ∈ V . For odd integers α = 2k − 1, for any graph G
on n vertices there exists a α-spanner with O(n1+1/k) edges, for any integer k ≥ 1 [Awe85]. Further, this
is known to be optimal for k ∈ {1, 2, 3, 5} [Tit59, Wen91], while for general k the best known bounds are
Ω(n1+2/(3k−3)) for odd k and Ω(n1+2/(3k−2)) for even k [LUW95, LUW96].
Under a standard conjecture of Erdo˝s [Erd65], this bound of O(n1+1/k) is in fact optimal for every k.
Recall that the girth of an unweighted graph is the minimum length cycle in the graph. Erdo˝s’s conjecture
is that there exist graphs G with Ω(n1+1/k) edges for which the girth is 2k + 2. Note that given such a G,
if one were to delete any edge {u, v} in G, then the distance from u to v would increase from 1 to 2k + 1,
and therefore G is the only 2k − 1-spanner of itself, giving the Ω(n1+1/k) edge lower bound. Notice that G
is also the only 2k-spanner of itself, and so the Ω(n1+1/k) lower bound also holds for even integers α = 2k,
which is also optimal since, as mentioned above, there always exist (2k− 1)-spanners with O(n1+1/k) edges.
Message-Passing Model. We show that for computing a multiplicative (2k− 1)-spanner with s players,
in the edge model with duplication on n-node graphs, there is an Ω(s ·OPTk) communication lower bound,
where OPTk is the maximum size of a (2k − 1)-spanner of any graph. Our lower bound is again based on
a reduction from the multiplayer set disjointness communication problem. A greedy algorithm shows that
this bound is optimal, that is, we provide a matching O˜(s · OPTk) upper bound.
If instead each edge occurs on exactly one server, note that the additive 2-spanner algorithm already gives
a separation in the s parameter by providing a O˜(
√
sn3/2 + sn) algorithm. We show that this is optimal up
to polylog factors by showing a lower bound of Ω(
√
sn3/2) for multiplicative 3-spanners. This then gives near
optimal lower bounds for additive 2-spanners as well. Our lower bound here uses for the first time, to the best
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of our knowledge, the theory of biregular bipartite cages, which may be of wider interest. For k ≥ 3, we again
show that there is a separation in the s parameter between the models with and without edge duplication, by
showing that carefully balancing the complexity of a lesser known variant of the classic algorithm of [BS07],
the cluster-cluster joining variant, can be implemented to use only O˜(ks1−2/kn1+1/k + snk) communication.
We complement this result with a lower bound of Ω(s1/2−1/2kn1+1/k + sn) communication via a reduction
from the edge model with duplication, essentially by splitting vertices to transform the input instance with
duplication into one without duplication. This bound is off by a factor of O(s1/2−3/2k). For k = 3, the
exponent on s is exactly correct, giving a nearly tight characterization of Θ˜(s1/3n4/3) communication for the
problem of computing multiplicative 5-spanners.
Simultaneous Communication. In the simultaneous communication model, we show an upper bound of
O˜(sn1+1/k) in the with duplication model and a lower bound of Ω(sn1+1/k) without duplication model under
the Erdo˝s girth conjecture, showing that the complexity is Θ˜(sn1+1/k) in all cases. The upper bound simply
comes from locally computing a multiplicative (2k − 1)-spanner of size Θ(n1+1/k) at each server, while the
lower bound comes from constructing s edge-disjoint graphs on n vertices and Ω(n1+1/k) edges, a constant
fraction of which must be sent to the server in the simultaneous communication model, as we show.
Turnstile Streaming Model. Finally, we note that implementing the cluster-cluster joining algorithm of
[BS07] in the turnstile streaming model gives an algorithm for computing a multiplicative (2k − 1)-spanner
with (⌊k/2⌋ + 1) passes and O˜(n1+1/k) space. Our algorithm follows the techniques of [AGM12b], but
implements a different version of the Baswana-Sen algorithm than they do, which allows us to save on the
number of passes. Previously, in the regime of a small constant number of passes, [KW14] gave an algorithm
for computing multiplicative spanners with distortion 2k in O˜(n1+1/k) space with two passes. Our result
improves upon this in the distortion for k = 3, achieving an optimal space-distortion tradeoff.
2 Preliminaries
We use [n] to denote {1, . . . , n}. We often use capital letters X , Y , . . . for sets, vectors, or random variables,
and lower case letters x, y, . . . for specific values of the random variables X , Y , . . . . For a set S, we use |S|
to denote the size of S.
As for messages and communication, we assume that all communication is measured in terms of bits. All
logarithms in this paper are base 2.
We make use of the Set Disjointness problem in the message-passing model, see, e.g., [CP10].
Definition 1 (DISJn,s). There are s players and each of them holds a set Xi ⊆ [n], and the goal is to
determine whether
⋂s
i=1Xi is empty or not.
Recently in [BEO+13], the authors obtained a tight lower bound for this problem.
Theorem 2 ([BEO+13], Theorem 1.1). For every δ > 0, n ≥ 1 and s = Ω(log n), the randomized com-
munication complexity of set disjointness in the message-passing model is Ω(sn) bits. That is, for every
randomized protocol which succeeds with probability at least 2/3 on any given set of inputs, there exists a set
of inputs and random coin tosses of the players which causes the sum of message lengths of the protocol to
be Ω(sn) bits. Further, for any s ≥ 2, the randomized communication complexity of set disjointness is Ω(n)
([KS92]).
Let G = (V,E) be an undirected graph, where V is the vertex set and E is the edgeset. Let n = |V |
and m = |E| denote the number of vertices and the number of edges, respectively. For a pair of vertices u, v
in G, the distance between u and v is denoted by dG(u, v), which indicates the length of the shortest path
connecting u to v. The results in this paper are for unweighted graphs, thus the length of a path is equal to
the number of edges is contains.
In the message-passing model, we have s players. We suppose each player knows the entire vertex set V
and a subset Ei of the input graph, where Ei is a subset of the edge set E. We can think of each player Pi
having a bit vector Yi, which is a vector of length m. We number the edges with 1, 2, . . . ,m. If Yi,j = 0, it
indicates that the j-th edge is missing in Pi. If Yi,j = 1, it indicates that the j-th edge is present in Pi.
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We study two models: allowing edge duplication and not allowing it. In the model with duplication,
edgesets can overlap. For most problems with duplication, we will obtain lower bounds on their communi-
cation via a reduction from the Set Disjointness problem. In the model without duplication, all edge sets are
disjoint, that is, ∀i, j ∈ [s], i 6= j, Ei ∩ Ej = ∅.
We will also assume in this paper that s≪ n, e.g. s = O(nε) for a small constant ε: this is typically the
case in practice, as well as the interesting regime for most of our bounds.
3 Additive Spanners
In this section we study how to compute additive spanners of graphs in the message-passing model. Recall
the definition of additive spanners.
Definition 3 (Additive spanners). Given a graph G, a subgraph H is an additive β-spanner for G if for all
u, v ∈ V , dG(u, v) ≤ dH(u, v) ≤ dG(u, v) + β, where dG(u, v) and dH(u, v) are lengths of the shortest paths
in G and H, respectively.
3.1 Additive 2-Spanners with Duplication
As a warmup, we first consider the case when β = 2, and edge duplication is allowed. A large fraction of our
proofs will follow this paradigm.
Theorem 4. The optimal communication cost of the additive 2-spanner problem with edge duplication in
the message passing model is Θ˜(sn3/2) bits.
The following lemma is well known.
Lemma 5. For every n, there is a family of graphs on n vertices with Θ(n3/2) edges and girth at least 6.
Proof. By a special case of Theorem 2 from [Fu¨r94], there is a family of graphs with
√
2
2 n
3/2 + Ω(n4/3) =
Θ(n3/2) edges containing no 4-cycles.
Color vertices red and blue uniformly at random, and keep only edges between red and blue vertices.
The resulting graph is bipartite and does not contain cycles of length 4, therefore it does not have cycles of
length 5 either. Thus it has girth at least 6. Since we keep half of the edges in expectation, there exists a
graph with Θ(n3/2) edges with girth at least 6.
We also show the following very general lemma which we will make use of several times:
Lemma 6. Let R be a binary relation between graphs and members of a set P. Suppose there is a family of
graphs {Gn}n such that Gn has n vertices and f(n) edges, and:
1. pn is the unique member of P with (Gn, pn) ∈ R
2. for any proper subgraph H of Gn, (H, pn) 6∈ R
Then for a graph G on n vertices, the communication complexity in the edge duplication case of computing
p such that (G, p) ∈ R is Ω(sf(n)) bits.
For concreteness, in this example we may think of P as the set of all graphs, and define R to be the set
of pairs (G,S) such that S is an additive 2-spanner of G.
Proof. We reduce from the set disjointness problem in the message-passing model. Given an instance of set
disjointness with s players each holding Xi ⊆ [f(n)], we create a graph Gn on n vertices. We give player i
the edge indexed by j if j 6∈ Xi. If the coordinator outputs p = pn, we output that
⋂
iXi 6= ∅, otherwise
we output that
⋂
iXi = ∅. The coordinator outputs pn if and only if all the edges of Gn are present among
the players, which is the case if and only if
⋂
iXi 6= ∅. Therefore this procedure correctly decides set
disjointness. Theorem 2 implies a Ω˜(sf(n)) bit lower bound for the communication cost of computing p.
Together, these pieces yield the following:
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Proof of Theorem 4. For the lower bound, we observe that for a graph G as in Lemma 5 removing any edge
(u, v) increases the distance from u to v to at least 5, and thus the only additive-2 spanner of G is G itself.
By Lemma 6 with P as the set of all graphs and R as the set of pairs (G,H) such that H is an additive
2-spanner of G, we immediately have that the communication cost of finding a subgraph that is an additive
2-spanner is Ω˜(s|E(G)|) = Ω˜(sn3/2).
For the upper bound, one can show that the well known algorithm of [DHZ00] for computing additive
2-spanners can be implemented in the message passing model with O˜(sn3/2) bits of communication, even in
the case of edge duplication. See the proof of Theorem 5 of [WZ13] for details.
3.2 Additive k-Spanners with Duplication
Unfortunately, we are not able to design algorithms with improved communication over the above additive
2-spanners even if we allow for larger additive distortion, despite the existence of algorithms for addi-
tive 6-spanners that achieve O(n4/3) edges [BKMP05, Woo10]. In this section, we show a lower bound of
Ω(sn4/3−o(1)) on the communication of additive k-spanners via a similar argument to the lower bound in
Theorem 4.
Theorem 7. The randomized communication complexity of the additive k-spanner problem with edge dupli-
cation is Ω(sn4/3−o(1)).
Proof. The proof follows essentially from applying Lemma 6 on the extremal graph of [AB17], with minor
modifications. The details are deferred to Appendix B.
3.3 Additive 2-Spanners without Duplication
We next show how to improve the upper bound of Theorem 4 when edges are not duplicated across servers.
We note that we can assume all servers know the degree of every vertex, since this involves exchanging at
most n numbers per player or O(ns log n) bits of communication. This is negligible compared to the rest of
the communication assuming s≪ n.
First we write down some simple lemmas that we will make use of multiple times. The proofs of these
can be found in Appendix A.
Lemma 8. Let C be a collection of sets over a ground set U each of size at least t. If we sample |U|t log |C/δ|
elements from U uniformly with replacement, with probability at least 1 − δ we sample at least one element
from each set in C.
Lemma 9. The deterministic communication complexity of computing a BFS (breadth first search) tree from
a given node in the message passing model (with our without duplication) is O˜(sn).
We are ready to state the main algorithm of this section:
Theorem 10. The randomized communication complexity of the additive-2 spanner problem without edge
duplication is O˜(
√
sn3/2).
Algorithm 1 +2 spanner without edge duplication
Input: G = (V,E).
Output: H , +2 spanner of G.
1: V1 = {x ∈ V : degree of x ≤
√
sn}.
2: Each player sends the coordinator all edges adjacent to V1. The coordinator aggregates these and
compiles the set E1 = {(u, v) ∈ E : u ∈ V, v ∈ V1}.
3: The coordinator samples 2 logn ·√ns vertices uniformly at random with replacement from V , and let R
denote the sampled vertex set.
4: Grow a BFS tree Tx from each x ∈ R, let E(Tx) be its edge set.
5: F = E1 ∪
⋃
x∈RE(Tx).
6: return H = (V, F ).
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Proof. First we will show this algorithm provides a +2 spanner of G with constant probability.
Consider the set V \ V1 of vertices with degree ≥
√
sn. Let E denote the event that R contains at least
one vertex from the neighborhood of every vertex in this set. Applying Lemma 8 with U = V , with C as the
collection of neighborhoods of vertices in V \ V1, and with t =
√
sn, we have that E occurs with probability
at least 1− o(1).
Now for an arbitrary pair of vertices u, v, let us consider the shortest path P connecting them in G.
Suppose an edge (x, y) ∈ P is missing from E1. This implies that both x and y are in V \V1 and have degree
strictly larger than
√
sn. If E holds, then x has a neighbor w sampled in R. Then:
dH(u, v) ≤ dH(u,w) + dH(w, v) ≤ dG(u,w) + dG(w, v) ≤ dG(u, x) + 1 + dG(x, v) + 1 = dG(u, v) + 2 (1)
Above the first and third line follow from the triangle inequality, the second holds since H includes a
BFS-tree rooted at w, and the last line since x is on the shortest path between u and v.
Next we bound the communication. Line 2 requires O˜(
√
sn3/2) communication since each edge is inN(V1)
is sent exactly once. By Lemma 9, growing logn
√
n/s BFS trees on line 4 requires O˜(sn ·
√
n/s =
√
sn3/2)
communication as well. Thus the total communication is O˜(
√
sn3/2).
We will later show that this is nearly optimal by showing a lower bound of Ω(
√
sn3/2) for the weaker
problem of computing a multiplicative 3-spanner in Theorem 17 later in the paper.
3.4 Additive k-Spanners without Duplication
We now study the additive spanner problem with larger distortion in the without duplication model.
Although our additive 2-spanner lower bound came from our multiplicative 3-spanner lower bounds, for
larger distortions, this technique does not give optimal dependence on n, which is the dominant variable in
the parameter regime of interest. Instead, we show the following:
Theorem 11. The randomized communication complexity of the additive k-spanner problem without edge
duplication is Ω(n4/3−o(1) + sn).
Proof. The lower bound essentially follows from the strong incompressibility result of additive spanners in
Theorem 2 of [AB17]. We defer the details to Appendix B.
It is worth noting why the communication lower bounds from set disjointness no longer hold in the setting
where edges are not duplicated across players, at least if we follow the same reduction as above. Imposing
the assumption of edge disjointness amounts to imposing the restriction that the set disjointness instances
have the property that the complements of the bit vectors held by each player do not intersect. However,
this restricted problem no longer has an Ω(sn) lower bound, since it can be decided with O(s log n) bits of
communication: each player sends the size of their complement set to the coordinator, and the coordinator
checks if their sum is exactly n.
We now turn to algorithms, showing that the communication drops off by a factor of
√
k for larger
additive distortions k.
Theorem 12. The randomized communication complexity of the additive k-spanner problem without edge
duplication is O˜(
√
s/kn3/2 + snk).
Proof. We will first show that Algorithm 2 gives an additive k-spanner with probability at least 1−o(1), then
argue that it achieves the stated communication complexity. We may assume that k ≥ 6, since otherwise
Theorem 10 directly implies the claim. For convenience, let Nℓ(e) denote the set of vertices within ℓ hops
of either of the endpoints of e. Suppose we have added only the edges E1 which are adjacent to vertices of
degree at most
√
sn/k, which is the case at the end of line 3, and consider the shortest path P in G between
an arbitrary pair of vertices u, v. Let D be the set of edges of P missing from E1.
• Case 1: |D| ≥ k
Since P is a simple path and we have already included all edges adjacent to low-degree vertices, there
are collectively at least k
√
sn/k/2 = Ω(
√
snk) vertices in the union of the N1(e) for all e missing from
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Algorithm 2 +k spanner without edge duplication
Input: G = (V,E)
Output: H , +s spanner of G
1: V1 = {x ∈ V : degree of x ≤
√
sn/k}, E1 = {(u, v) ∈ E : u ∈ V, v ∈ V1}
2: Uniformly sample O˜(
√
n/sk) + O˜(k) vertices from V , and let R1 denote the set of sampled vertices.
3: Grow a BFS tree Tx from every x ∈ R1, E2 = {e ∈ E : e ∈ Tx for some x ∈ R1}.
4: Uniformly sample O˜(
√
kn/s) vertices from V , and let R2 denote the sampled vertices.
5: Grow a truncated BFS tree Tx from every x ∈ R2, such that |Tx| = n/k. (In the last level of building
the tree, arbitrarily include edges until |Tx| = n/k.) Let E3 = {e ∈ E : e ∈ Tx for some x ∈ R2}
6: F ← E1 ∪ E2 ∪ E3
7: return H = (V, F )
P . Let E1 be the event that R1 contains a vertex from this neighborhood for every choice of u, v with at
least k missing path edges. If E1 holds, since in line 5 we include a BFS tree from each sampled vertex,
this implies that the returned H is a +2 spanner for each such pair of u, v by the same reasoning as in
the proof of Theorem 10.
• Case 2: |D| < k
In what follows, we will argue that our construction either bridges each missing e = (u′, v′) ∈ D with
a 2-hop path, or places the root of a full BFS within distance 3 of P . If all e ∈ D are bridged by 2-hop
paths, we will argue that these paths are contained in truncated BFS trees included in line 5. Since
there are at most k edges missing from P , and since the distance between the endpoints of e changes
from dG(u
′, v′) = 1 to dH(u′, v′) = 2, we will have that dH(u, v) ≤ dG(u, v) + k. On the other hand if
there is a BFS tree center a within distance 3 of u′, then by the triangle inequality
dH(u, v) ≤ dH(u, a) + dH(a, v)
≤ dG(u, u′) + dG(u′, a) + dG(a, u′) + dG(u′, v)
≤ dG(u, u′) + dG(u′, v) + 3 + 3 = dG(u, v) + 6
(2)
and since we may assume that k ≥ 6, we will again have that dH(u, v) ≤ dG(u, v) + k.
Let E2 denote the event that R2 samples a vertex ue in N1(e) for every missing edge e. Furthermore,
let E3 denote the event that R1 samples at least one vertex ve from N2(ue) for every edge e for which
|N2(ue)| ≥ n/k. If E2 and E3 both hold, then:
– Case a: for all e ∈ D, we have N2(ue) ≤ n/k
By E2, there is a truncated BFS center in N1(e) for all e ∈ D that reaches both endpoints of e.
So all missing edges have 2-hop paths.
– Case b: For some e ∈ D, we have N2(ue) > n/k
By E3, there is a full BFS center ve in N2(ue), which is at a distance at most
dG(P, ve) ≤ dG(P, ue) + dG(ue, ve) ≤ 1 + 2 = 3 (3)
of P .
By the arguments above, this sub-case analysis implies that H is a +s spanner for all u, v for which at
most s edges are missing from P .
It remains to show that E1, E2 and E3 hold simultaneously with probability 1 − o(1). All three can be
made to hold individually with probability 1 − o(1) by applying Lemma 8, and this will determine the O˜
factors in Algorithm 2. By a union bound all three events hold simultaneously with probability 1− o(1).
We now consider the communication complexity. Identifying the vertices of degree at most
√
sn/k and
communicating their incident edges in line 2 requires O˜(
√
s/kn3/2) communication. By Lemma 9 the full
BFS trees constructed in line 3 require O˜(
√
s/kn3/2 + snk) communication. Similarly, the truncated BFS
trees found in step 8 require O˜(sn/k) communication each, for a total of O˜(
√
s/kn3/2). Adding, we obtain
an upper bound of O˜(
√
s/kn3/2 + snk).
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4 Multiplicative Spanners
In this section we study how to compute multiplicative spanners of graphs in the message-passing model.
Recall the definition of multiplicative spanners.
Definition 13 (Multiplicative spanners). Given a graph G, a subgraph H is a multiplicative α-spanner for
G if for all vertex pairs u, v ∈ V , dH(u, v) ≤ α · dG(u, v). where dG(u, v) and dH(u, v) are the shortest path
distances in G and H respectively.
4.1 Multiplicative (2k − 1)-Spanners with Duplication
We start with a warmup theorem. Consider the case α = 2 and with edge duplication.
Theorem 14. The communication cost of computing a multiplicative α = 2-spanner with duplication is
Θ˜(sn2).
Proof. For the lower bound, let Kn/2,n/2 be the complete bipartite graph on n vertices with n
2/4 edges.
Removing any edge u,v from this graph increases the distance from u to v to at least 3, and thus the
only multiplicative-2 spanner for Kn/2,n/2 is Kn/2,n/2 itself. By Lemma 6, the communication cost of the
multiplicative 2-spanner problem in the message-passing model is Ω(s · n2).
If all players send their edges to the coordinator, we obtain a matching O˜(sn2) bit communication
protocol.
One can extend the above argument for general multiplicative (2k − 1)-spanners.
Theorem 15. The communication cost of the multiplicative (2k−1)-spanner problem with edge duplication is
O˜(sn1+1/k). Under Erdo˝s’ girth conjecture [Erd64], the bound is tight, in other words the cost is Θ˜(sn1+1/k).
Proof. The upper bound follows from implementing the well known greedy algorithm for multiplicative
spanners, while the lower bound comes from the extremal graphs of large girth given by the girth conjecture.
The details are deferred to Appendix C.
4.2 Multiplicative (2k − 1)-Spanners without Duplication
For k = 2, the additive 2-spanner algorithm of Theorem 10 immediately gives us a multiplicative (2k−1) = 3-
spanner algorithm with O˜(
√
sn3/2) communication. We show that this bound is in fact tight. We will use the
following fact about bipartite biregular graphs follows from Theorem 2 of [YL03] by taking an appropriate
subgraph of their construction:
Corollary 16. Let s, n be such that
√
sn be a prime power and
√
n/s is an integer. Then, there exists a
bipartite biregular graph of girth 6 on Θ(n) vertices where one side has size Θ(n/s) with common degree
√
sn
and one side with size Θ(n) with common degree
√
n/s.
Using this extremal graph, we obtain the following theorem:
Theorem 17. The randomized communication cost of the multiplicative 3-spanner problem without edge
duplication is Ω(
√
sn3/2).
Proof. Recall the graph Z from Corollary 16 and let U be the partite set with Θ(n/s) vertices and common
degree
√
sn and let V be the partite set with Θ(n) vertices and common degree
√
n/s. Note that this graph
has m := Θ(n3/2/
√
s). We will reduce s player set disjointness on m elements to the problem of finding
multiplicative 3-spanners without edge duplication.
Consider s copies of the vertex sets U1, U2, . . . , U s, each belonging to each of the s players, as well as
one copy of the vertex set V belonging to the coordinator. Now given an instance of set disjointness with s
players each holding a set Xi ⊆ [m], we define our input graph G by giving the ith player the edge indexed
by j ∈ [m] if and only if j /∈ Xi. That is, if {a, b} ∈ Z is the edge indexed by j, then we give P i the edge
{(a, i), b}, where (a, i) ∈ U i is the copy of the vertex a ∈ U and b is the single copy of the vertex b ∈ V
that belongs to the coordinator. Note that this graph consists of Θ(n) vertices for the one copy of V and
Θ(s · n/s) = Θ(n) for the s copies of U , and Θ(√sn3/2) edges without duplication.
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U1
U2
Us
V
Figure 1: Our hard input instance.
We now show that the s sets Xi simultaneously intersect if and only if there is an edge {a, b} ∈ Z
that is missing from all s copies of the graph Z in the spanner H . It’s clear that if j ∈ ⋂si=1Xi, then
the edge {a, b} ∈ Z indexed by j cannot be in the spanner H . Now suppose that no copy of the edge
{a, b} ∈ Z indexed by j is in the spanner H and suppose for contradiction that j /∈ Xi for some i, that
is, the edge {a, b} ∈ G belonged to some player P i. We claim that there is no path of length at most 3 in
the spanner H , contradicting that H is a multiplicative 3-spanner. Indeed, suppose for contradiction that
a path (a, i), v1, (v2, i
′), b were in the spanner. Then v1 6= b since we assumed that there were no copies of
{a, b} in the spanner, and similarly, v2 6= a. Then since {a, b} is also an edge of Z, this implies that there is
a 4-cycle a, v1, v2, b in Z, which contradicts that Z is of girth 6.
We thus conclude that the randomized communication complexity of this problem is
Ω(sm) = Ω
(
s
n3/2√
s
)
= Ω(
√
sn3/2), (4)
as desired.
Remark 18. For bipartite biregular graphs of larger girth, the optimal size of the graph is unknown. How-
ever, a simple counting argument known as the Moore bound gives a lower bound on the number of vertices
of a bipartite biregular graph of prescribed bidegree and girth [Hoo02, FRJ19, APRRJ19], which shows limi-
tations of the above technique for proving communication lower bounds for multiplicative spanners of larger
distortion. More specifically, let g = 2k+ 2 be the girth and let the two degrees be {d, sd} (as we require one
side of the bipartite graph to be of size Θ(n/s) in our proof technique). Then the Moore bound states that
when k is odd, then the number of vertices is at least
n = Ω
(
(sd)(k+1)/2d(k−1)/2
)
= Ω(s(k+1)/2dk) (5)
which implies that we can’t get a bound better than Ω(sdn) = Ω(s1/2−1/2kn1+1/k). We will in fact be able
to show this bound under the Erdo˝s girth conjecture for all k, as we show next. On the other hand, when k
is even, then the Moore bound is
n = Ω((sd)k/2dk/2) = Ω(sk/2dk) (6)
which implies that the best we can do is Ω(sdn) = Ω(s1/2n1+1/k), which is slightly better than the previous
bound. However, it is known that these Moore bounds are not tight everywhere, and counterexamples exist
in some limited parameter regimes, e.g. Theorem 4 of [DCS97].
Finally, we note that more robust versions of the Moore bound have been shown for bipartite biregular
graphs [Hoo02], where an analogue of the above bound holds even for irregular graphs.
For k ≥ 3, one can implement the multiplicative spanner algorithm of [BS07] to get asymptotically better
dependence on the number of servers s than the lower bound of Theorem 15. This separates the with edge
duplication model from the without duplication model for all k, given the lower bound of Theorem 15.
Theorem 19. For k ≥ 3, the communication cost of the multiplicative (2k − 1)-spanner problem without
edge duplication is O˜(ks1−2/kn1+1/k + snk).
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Sv
Figure 2: Converting an instance with edge duplication to one without.
Proof. The result is obtained just by balancing parameters in the cluster-cluster joining algorithm of [BS07].
The details are deferred to Appendix D.
Remark 20. If we instead implement the vertex-cluster joining version of the algorithm of [BS07], then the
bound weakens to O˜(ks1−1/kn1+1/k + snk)
We also show that in this model, a polynomial dependence on the parameter s is necessary. The lower
bound matches the algorithm of Theorem 19 exactly for k = 3 up to polylog factors, giving a communication
complexity of Θ˜(s1/3n4/3) in this case. For general k, the bounds are off by a factor of O˜(s1/2−3/2k).
Interestingly, this technique is not able to get us tight results for k = 2, giving a lower bound of Ω(s1/4n3/2)
instead.
Theorem 21. Under Erdo˝s’ girth conjecture, the randomized communication cost of the multiplicative (2k−
1)-spanner problem without edge duplication is Ω(s1/2−1/2kn1+1/k + sn).
Proof. We prove the Ω(s1/2−1/2kn1+1/k) lower bound via a reduction from the lower bound for the multi-
plicative (2k − 1)-spanner problem with duplication.
Consider an instance G of the multiplicative (2k− 1)-spanner problem with duplication on s servers and
n/s1/2 vertices. We then construct an instance of multiplicative (2k−1)-spanner problem without duplication
on s servers and n vertices as follows.
We first construct a product graph G′ on n vertices by replacing every vertex v in G with a set Sv of
s1/2 vertices. Then, for a pair of vertices {u, v} in the original graph G, there are s distinct edges between
the two corresponding groups of vertices {Su, Sv}. Now note that there are at most s copies of each edge
{u, v} in the original graph G across all the servers, so we can deterministically assign each server’s copy of
an edge {u, v} ∈ E(G) to a distinct edge {u′, v′} ∈ E(G′) for u′ ∈ Su and v′ ∈ Sv without any additional
communication (Figure 2). This is now an instance of multiplicative (2k − 1)-spanner problem without
duplication on s servers and n vertices as follows, so we can run any algorithm A on this instance so that
the coordinator ends up with a multiplicative (2k− 1)-spanner H ′ of G′. Finally, the coordinator constructs
a multiplicative (2k − 1)-spanner H of G by including an edge {u, v} ∈ E(G) in H if and only if there is an
edge between Su and Sv in H
′.
We show that this is a correct protocol for computing a multiplicative (2k−1)-spanner H of G. Consider
an edge {u, v} ∈ E(G). Then, there is an edge {u′, v′} between Su and Sv in G′ by construction. Thus,
there exists a path of length at most (2k − 1) in H ′ between u′ and v′. Now every edge in this path is an
edge between two groups of vertices Sw1 and Sw2 , in which case we have included the edge {w1, w2} in H .
Thus, we have included a path of length at most (2k − 1) between the vertices u and v in H .
By the lower bound of Theorem 15, A requires
Ω
(
s
( n
s1/2
)1+ 1k)
= Ω
(
s
1
2
− 1
2k n1+
1
k
)
(7)
communication, as desired.
As before, the Ω(sn) communication lower bound for graph connectivity from [WZ13] implies that this
bound can be strengthened to Ω(s1/2−1/2kn1+1/k + sn).
4.3 Simultaneous Communication of Multiplicative (2k − 1)-Spanners
We now prove our results for simultaneous communication for multiplicative (2k − 1)-spanners.
11
Our algorithm comes from observing that for multiplicative spanners, each server can just locally compute
a multiplicative (2k−1)-spanner of size O(n1+1/k) and send it to the server for a O˜(sn1+1/k) communication
algorithm, which turns out to be optimal.
Theorem 22. The deterministic simultaneous communication complexity of multiplicative (2k−1)-spanners
problem with duplication is O˜(sn1+1/k).
To prove the lower bound, we will make use of the following lemma.
Lemma 23. Let s = o(n1/3−1/3k). Then under the Erdo˝s girth conjecture, there exist s pairwise edge-disjoint
graphs E1, E2, . . . , Es on n vertices and Θ(n
1+1/k) edges, each of girth 2k + 2.
Proof. Under the Erdo˝s girth conjecture, there exists a graph G on n vertices with Θ(n1+1/k) edges and girth
2k + 2. We now choose the s pairwise edge-disjoint graphs on n vertices as follows. First draw a random
permutation of G for each server P j for j ∈ [s] by drawing a random permutation πj : [n] → [n] of the
vertices and giving the server P j the edge set {{πj(u), πj(v)} : {u, v} ∈ E(G)}. To get pairwise edge-disjoint
graphs, we now just delete any shared edges to produce our final edges Ej for j ∈ [s].
Note that any subgraph of G also has girth at least 2k−1, so Ej has girth at least 2k+2 for all j ∈ [s]. It
remains to show that in our parameter regime, this yields graphs of the desired size. Fix two distinct players
P i, P j and edges e1 ∈ Ei and e2 ∈ Ej . Then, the probability that e1 collides with e2 is (n−2)!/n! = 1/n(n−1)
and thus the expected number of edges shared between P i and P j is n1+1/kn1+1/k/n(n− 1) = Θ(n2/k). By
Markov’s inequality, we delete O(s2n2/k) edges between these two players with probability at least 1−O(s−2).
By the union bound, this is true simultaneously for all pairs of players with positive probability. In this
event, each player deleted at most s · O(s2n2/k) = O(s3n2/k) = o(n1−1/kn2/k) = o(n1+1/k) edges, so each
player still has a graph of size Θ(n1+1/k).
Our lower bound, intuitively, now comes from either giving each of the players the above graphs with
probability 1/2, or giving only one player one of the above graphs with probability 1/2, so that everyone
always has to send their entire graph.
We first show the following tight lower bound for the communication complexity of multiplicative spanners
for two players, even for the problem of just computing a multiplicative (2k−1)-approximation of all pairwise
distances. That is, we consider the weaker version of the problem where, given a graph G, we only require
the coordinator to put an oracle OG that, when queried for two vertices v and w, returns OG(v, w) such that
dG(v, w) ≤ O(v, w) ≤ (2k − 1)dG(v, w).
Theorem 24. Suppose there exists a graph Gn on n vertices with girth 2k + 2 and m = Ω(n
1+1/k) edges.
Then, the randomized communication cost of the multiplicative (2k−1)-approximate distance oracle problem
without edge duplication is Ω(n1+1/k).
Proof. The proof follows easily from the observation of [TZ05] that (2k − 1)-approximate distance oracles
uniquely determine subgraphs of graphs of girth 2k + 2, along with standard arguments. The details are
given in Appendix E.
We now amplify this two player result to the s player simultaneous communication result in the following
theorem.
Theorem 25. The randomized simultaneous communication complexity of multiplicative (2k−1)-approximate
distance oracle problem without duplication is Ω(sn1+1/k).
Proof. By the distributed version of Yao’s minimax principle, Lemma 1 of [WZ13], it suffices to argue that
there exists an input distribution such that any deterministic algorithm A requires an expected Ω(sn1+1/k)
bits of simultaneous communication in order to succeed with probability at least 11/12 over the randomness
of the input distribution. Recall the graphs E1, E2, . . . , Es of Lemma 23, each of size m := Θ(n
1+1/k).
Recall that by Yao’s minimax principle, the worst case randomized cost is at least the expected cost of a
deterministic algorithm over an input distribution. For each girth graphEj , let µ(Ej) be an input distribution
that witnesses this expected cost for any deterministic algorithm. Let µ1 be the input distribution that draws
the input for player P j from µ(Ej) for every player j ∈ [s]. Let µ2 be the input distribution that draws a
uniformly random index J∗ ∼ [s] and gives P J∗ a subset H ⊆ EJ∗ drawn from µ(EJ∗) and everyone else the
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empty graph ∅. Now let Z be a uniformly random bit. Then, we choose our input distribution to draw from
µ1 if Z = 0 and µ2 if Z = 1.
Note that
Pr
µ
(A fails) = 1
2
(
Pr
µ
(A fails | Z = 0) +Pr
µ
(A fails | Z = 1)
)
≤ 1
12
(8)
so
Pr
µ
(A fails | Z = 1) = Pr
µ2
(A fails) = 1
s
s∑
j=1
Pr
µ2
(A fails | J∗ = j) ≤ 1
6
(9)
and thus by averaging, for at least half the indices j ∈ [s], say the indices S ⊆ [s], we have that the
failure rate is Prµ2(A fails | J∗ = j) ≤ 1/3. Now note that Theorem 24 trivially implies that the one-way
communication complexity of the multiplicative (2k− 1)-distance oracle problem is Ω(n1+1/k) as well. Then
these players j ∈ S send an expected Ω(n1+1/k) over their respective input distributions µ(Ej). Thus,
denoting the random variable for the communication of player j by Cj , the required expected simultaneous
communication is
E
µ

 s∑
j=1
Cj

 = 1
2
s∑
i=1
E
µ
(Cj | Z = 0) +E
µ
(Cj | Z = 1) ≥ 1
2
∑
j∈S
E
µ
(Cj | Z = 0)
=
1
2
∑
j∈S
E
µ1
(Cj) =
1
2
∑
j∈S
E
µ(Ej)
(Cj) ≥ |S|Ω(n1+1/k) = Ω(sn1+1/k)
(10)
as desired.
4.4 Multiplicative (2k − 1)-Spanners in the Dynamic Streaming Model
Finally, we note that implementing the Baswana-Sen cluster-cluster joining algorithm [BS07] in the turnstile
streaming model gives a (⌊k/2⌋+ 1)-pass algorithm.
Theorem 26. There exists an algorithm for constructing a multiplicative (2k− 1)-spanner using O˜(n1+1/k)
space and ⌊k/2⌋+ 1 passes in the dynamic streaming model.
Proof. We defer the details to Appendix F.
The space-distortion tradeoff here is optimal under the Erdo˝s girth conjecture, as graphs given by this
conjecture must output themselves as spanners, which takes Ω(n1+1/k) bits of space.
5 Conclusions
We initiated the study of communication versus spanner quality in the message-passing model of commu-
nication, in which the edges of a graph are arbitrarily distributed, with or without duplication, across two
or more players, and the players wish to execute a low communication protocol to compute a spanner. We
believe there are several surprising aspects of these problems illustrated by our work, illustrating separations
between models with and without edge duplication.
One open question is whether it is possible to obtain an additive spanner with constant distortion with
O(n4/3) communication for constant s. We show it is possible to obtain O(n3/2) communication and constant
distortion, but in the non-distributed setting it is possible to obtain an additive 6-spanner with O(n4/3)
edges. Since known constructions involve computing many partial breadth-first search trees, we are not
able to implement them in the message-passing model, nor are we able to exploit any of the literature
for computing distributed BFS trees (see, e.g., [Awe89]), without spending Ω(n2) communication in the
message-passing model. Yet another question is to extend our techniques to other notions of spanners, such
as distance preservers [CE06] or mixed additive and multiplicative spanners [EP04]; see also the (k, k − 1)
spanners in [BKMP05].
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A Proofs of Simple Lemmas
Proof of Lemma 8. For a fixed set C ∈ C, the probability we do not sample any elements from C is no more
than (1− t|U|)
|U|
t log |C/δ| ≤ e−k log |C| = δ|C| . Taking a union bound over all sets in C yields the claim.
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Proof of Lemma 9. We give a simple distributed protocol for BFS. The coordinator maintains a partial BFS
tree through the algorithm and an active set of vertices, both initialized to be the starting vertex x. Repeat
the following until the active set is empty. Every round, the coordinator broadcasts the current active set
At to all players, and subsequently removes them from the active set. Each player responds by sending
the coordinator any neighbors of At that have never been in the active set, along with some edge from
each neighbor to At. The coordinator adds the new neighbors to the BFS tree appropriately (breaking ties
between new edges arbitrarily), and adds the new neighbors to the next round’s active set At+1.
Each vertex in the graph is broadcast at most once by the coordinator as an active vertex to each player,
and is sent by each player at most once to the coordinator (along with its accompanying edge). Thus the
total communication of this protocol is O˜(sn).
B Additive k-Spanner Lower Bounds
We give the details for the proofs of Theorem 7 (with duplication model) and Theorem 11 (without dupli-
cation model).
Proof of Theorem 7. Recall the extremal graph constructionG of [AB17] that shows that additive k-spanners
must have size Ω(n4/3−o(1)). This graph is constructed so that there are m := O(n4/3−o(1)) pairs of vertices
{s, t}, each associated with a set of edges Cs,t known as clique edge sets, such that distinct pairs of vertices
have disjoint clique edge sets (Claim 3 of [AB17]), and every path between these pairs of vertices {s, t} with
addition distortion at most k must include some edge from Cs,t (Claim 5 of [AB17]. Let P denote the set of
these special pairs of vertices.
We now use this construction to solve an instance of s-player set disjointness on m elements using an
algorithm for additive k-spanners in a similar way as Lemma 6 as follows. We first give any non-clique edge
set edge to the coordinator. Now suppose player i is given the input set Xi ⊆ [m]. Then, we give player i
the entire clique edge set corresponding to the jth pair for j ∈ [m] if and only if j /∈ Xi. Note that for any
given pair {s, t} ∈ P , if Cs,t was given to player i, then an additive k-spanner must include some edge of Cs,t
as mentioned before, and the additive k-spanner will include no edge of Cs,t otherwise. Thus,
⋂
iXi = ∅
if and only if the additive k-spanner output by the coordinator is the entire G itself. Thus, computing the
additive k-spanner requires Ω(sm) = Ω(sn4/3−o(1)), as desired.
Proof of Theorem 11. It was shown in the proof of Theorem 2 in [AB17] that for any constant k and any
ǫ > 0, there is a family of graphs Sn on n vertices of size 2Ω(n4/3−ǫ) such that for any two distinct graphs
G1, G2 in this family, there is some vertex pair x, y such that |dG1(x, y)− dG2(x, y)| ≥ k.
Consider the distribution that samples a graph from Sn uniformly at random, assigns all its edges to
non-coordinator player A, and assigns nothing to the coordinator B. Consider any deterministic distributed
protocol for computing multiplicative additive k-spanners that requires o(n4/3−ǫ) communication. Since the
messages sent by A in this protocol must uniquely identify which graph in Sn was sampled, at most 2o(n4/3−ǫ)
of the possible input graphs in Sn will produce transcripts from which B can construct a valid spanner. Thus
this protocol must fail with probability 1− o(1). Lemma 1 of [WZ13] (a distributed version of Yao’s Lemma
[Yao77]) implies that the randomized communication of this problem is Ω(n4/3−ǫ).
It was also shown in [WZ13] that deciding graph connectivity in the message passing model requires
Ω(sn) bits. Thus, the communication of this problem has a lower bound of Ω(n4/3−o(1) + sn).
C Greedy Algorithm Multiplicative Spanners in the Message-Passing
Model
We give the details for the proof of Theorem 15.
Proof. For the upper bound, consider the greedy Algorithm 3.
First we note that the algorithm will produce a (2k− 1)-spanner. For each edge (x, y) ∈ E, if (x, y) /∈ F ,
then dF (x, y) ≤ 2k − 1 since including the edge (x, y) would close a cycle of length ≤ 2k. Thus the output
H is a (2k − 1)-spanner.
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Algorithm 3 ×(2k − 1)-spanner with edge duplication
Input: G = (V,E).
Output: H , (2k − 1)-spanner of G.
1: Initialize H = (V, F ), F = ∅.
2: for i in [n] do
3: for e ∈ Ei do
4: if (V, F ∪ {e}) does not contain a cycle of length less than or equal to 2k then
5: F = F ∪ {e}.
6: return H = (V, F ).
Next we argue that the algorithm can be implemented in the message-passing model with O(sn1+1/k)
bits of communication. Each player in order decides which of its edges to include in the current version of
F , then forwards the updated F to the next player. By construction the graph produced by the algorithm
has girth greater than 2k. It is well known that graphs with girth greater than 2k have O(n1+1/k) edges
(see e.g. [ADD+93]). Thus F never has more than O(n1+1/k) edges and the total amount of communication
required is O˜(s · n1+1/k).
For the lower bound, under the girth conjecture there is a family of graphs Gn on n vertices with girth
2k + 1 and Ω˜(n1+1/k) edges. Since the only multiplicative k-spanner of Gn is Gn itself, the lower bound
follows from Lemma 6.
D Baswana-Sen Multiplicative Spanner in the Message-Passing
Model
We give the details for Theorem 19.
Proof of Theorem 19. Following the cluster-cluster joining algorithm of [BS07], we give two slightly different
algorithms depending on whether k is odd or even.
Algorithm for k odd. Let k = 2ℓ+ 1 for ℓ ≥ 1.
• Phase 1: Initializing clusters
We first include all edges incident to vertices of degree at most d1 = s
1−2/kn1/k. Let C0 be a sample
of vertices drawn independently by the coordinator with probability logn/d1 each. We will think of
these vertices as cluster centers. This can be broadcasted to each of the servers. Now for each vertex,
if it is adjacent to a cluster center, each server sends such an edge to the coordinator. This creates a
set of O˜(n/d1) clusters, each of radius 1.
• Phase 2: Expanding clusters
Let d2 = n
1/k/s2/k. For ℓ− 1 iterations from i = 1, . . . , ℓ− 1, we expand the clusters by one layer at a
time as follows. Sample a set of clusters Ci ⊆ Ci−1 independently with probability logn/d2 each. Now
for each vertex, we check if it is adjacent to some sampled cluster C ∈ Ci or not by having each server
send a bit for each vertex. If some server indicates that the vertex is adjacent to a cluster, then we
can have that server send that edge to the coordinator, and otherwise, we tell every server to add an
edge to all adjacent clusters C ∈ Ci−1. After iteration i, each cluster in Ci has radius i+ 1.
• Phase 3: Connecting clusters
Finally, after the ℓ− 1 iterations, we add an edge between every pair of clusters in Cℓ−1.
We first argue correctness. Let {u, v} be a missing edge with deg(u), deg(v) > d1. Then, both u and v
belong to a cluster in C0 after phase 1 with high probability. We now maintain the loop invariant that u and
v are either already well-approximated in the spanner or belongs to a cluster. Consider the ith iteration in
phase 2. If either u or v are not adjacent to any sampled clusters in Ci, WLOG say u, then u is adjacent
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to v’s cluster and thus is connected to it; since v’s cluster has radius i, this yields a 2i + 1 ≤ 2ℓ − 1 factor
approximation. Otherwise, both u and v are adjacent to some sampled cluster, and thus gets added to a
cluster of radius i + 1 in Ci. At the end of the ℓ − 1 iterations, both u and v belong to clusters of radius ℓ,
and these clusters are adjacent since {u, v} is an edge in the graph. Thus, we connect them in phase 3. Let
{u′, v′} be this connecting edge, with u′ in u’s cluster and v′ in v’s cluster. Then, it takes at most 2ℓ to get
from u to u′, 1 to get from u′ to v′, and 2ℓ to get from v′ to v, which is a total of
2ℓ+ 1 + 2ℓ = 2k − 1 (11)
as desired.
We now argue the communication. In phase 1, it takes d1n = O˜(s
1−2/kn1+1/k) bits of communication to
send all the low degree edges and sn to assign vertices to clusters in C0. In phase 2, it takes O˜(sn) bits of
communication to assign vertices to sampled clusters, and if a vertex is not adjacent to a sampled cluster,
then it is adjacent to at most d2 clusters and thus it takes sd2 = O˜(s
1−2/kn1/k) communication to connect
a vertex to the clusters and thus s1−2/kn1/k total. Finally, there are
O˜
(
n
d1d
ℓ−1
2
)
= O˜
(
n
sdℓ2
)
= O˜
(
ns2ℓ/k
snℓ/k
)
= O˜
(
n1−ℓ/k
s1/k
)
(12)
clusters at the end in expectation, so it takes
O˜
(
s
(
n1−ℓ/k
s1/k
)2)
= O˜
(
s1−2/kn1+1/k
)
(13)
communication to connect them all.
Algorithm for k even. Let k = 2ℓ for ℓ ≥ 2.
• Phase 1: Initializing clusters
We first include all edges incident to vertices of degree at most d1 = s
1−2/kn1/k. Let C0 be a sample of
vertices drawn independently by the coordinator with probability logn/d1 each. For each vertex, add
an edge to an adjacent cluster center if one exists.
• Phase 2: Expanding clusters
Let d2 = n
1/k/s2/k. For ℓ− 1 iterations from i = 1, . . . , ℓ− 1, we expand the clusters by one layer at a
time as follows. Sample a set of clusters Ci ⊆ Ci−1 independently with probability logn/d2 each. Now
for each vertex, if it is adjacent to a sampled cluster C ∈ Ci, then add an edge to it, and otherwise,
add an edge to all adjacent clusters C ∈ Ci−1. After iteration i, each cluster in Ci has radius i+ 1.
• Phase 3: Connecting clusters
Finally, after the ℓ− 1 iterations, we add an edge between every pair of clusters in Cℓ−1 and Cℓ−2.
Correctness and communication for phases 1 and 2 are similar to before, so we just show the communi-
cation for phase 3. In expectation, there are O˜
(
n/d1d
ℓ−1
2
)
clusters in Cℓ−1 and n/d1dℓ−22 clusters in Cℓ−2, so
it takes
O˜
(
s
n
d1d
ℓ−1
2
n
d1d
ℓ−2
2
)
= O˜
(
s
n2
s2d2ℓ−12
)
= O˜
(
s
n2s2(2ℓ−1)/k
s2n(2ℓ−1)/k
)
= O˜
(
s1−2/kn1+1/k
)
(14)
communication to connect the pairs.
E Two Player Multiplicative (2k−1)-Approximate Distance Oracle
Lower Bound
We give the details for the proof of Theorem 24.
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Proof of Theorem 24. We follow the ideas in the approximate distance oracle space lower bound, Proposition
5.1, of [TZ05]. Let Z ⊆ Gn be any subgraph and let OZ be a multiplicative (2k − 1)-distance oracle for
it. Now consider any edge {v, w} ∈ Gn. If {v, w} ∈ Z, then OZ(v, w) ≤ 2k − 1, while if {v, w} /∈ Z, then
OZ(v, w) ≥ 2k + 1 since the girth of Gn is 2k + 2. Thus, a the distance oracle OZ uniquely determines Z.
Now consider the distribution that samples a subgraph Z of Gn uniformly at random, assigns all its edges
to a non-coordinator player A, and assigns nothing to the coordinator B. Consider a randomized protocol
that fails with probability 1/3, with transcript Π(Z) of the communication between A and B. Note that the
probability that the output OZ fails to identify Z is just the probability that the protocol fails. Then by
Fano’s inequality,
H(Z | Π(Z)) ≤ h
(
1
3
)
+
1
3
log(2m − 1) ≤ 1
2
m. (15)
By Proposition 4.3 of [BJKS02], the randomized communication complexity is at least the mutual informa-
tion I(Z; Π(Z)), which gives a lower bound of
I(Z; Π(Z)) = H(Z)−H(Z | Π(Z)) ≥ m− 1
2
m =
1
2
m = Ω(n1+1/k) (16)
as desired.
F Baswana-Sen Multiplicative Spanner in the Dynamic Streaming
Model
We give the details for Theorem 26. We will use the ℓ0-sampler, a standard primitive in the streaming
literature which gives us access to uniform sampling:
Theorem 27 ([JST11]). There is an algorithm in the dynamic streaming model for sampling a uniformly
random nonzero entry of the underlying vector x that errs with probability at most δ and uses O(log2 n log δ−1)
space.
Using this, we have the following:
Proof of Theorem 26. Following the cluster-cluster joining algorithm of [BS07], we give two slightly different
algorithms depending on whether k is odd or even.
Let k = 2ℓ+ 1 for ℓ ≥ 1. All our ℓ0-samplers will have failure probability n−3.
• Phase 1: Initializing clusters
We first sample a set of vertices C0 independently with probability n−1/k. Then, on the first pass, we
use n copies of ℓ0-samplers, one for each vertex u, to sample an edge between u and C0. If such an
edge exists, we include u in this cluster. For each vertex, we use an additional O(n1+1/k logn) copies
of ℓ0-samplers that sample random neighbors of the vertex.
• Phase 2: Expanding clusters
For ℓ − 1 iterations from i = 1, . . . , ℓ − 1, we expand the clusters by one layer at a time as follows.
Sample a set of clusters Ci ⊆ Ci−1 independently with probability n−1/k each. We then use n copies of
ℓ0-samplers to sample an edge between each vertex u and a sampled cluster. If such an edge exists, we
include u in this cluster. For each vertex, we use an additional O(n1+1/k logn) copies of ℓ0-samplers
that sample random adjacent clusters of the vertex.
• Phase 3: Connecting clusters
Finally, after the ℓ − 1 iterations, we include an edge between every pair of clusters in Cℓ−1, using an
ℓ0-sampler for each pair.
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Algorithm for k even. Let k = 2ℓ for ℓ ≥ 2.
• Phase 1: Initializing clusters
We first sample a set of vertices C0 independently with probability n−1/k. Then, on the first pass, we
use n copies of ℓ0-samplers, one for each vertex u, to sample an edge between u and C0. If such an
edge exists, we include u in this cluster. For each vertex, we use an additional O(n1+1/k logn) copies
of ℓ0-samplers that sample random neighbors of the vertex.
• Phase 2: Expanding clusters
For ℓ − 1 iterations from i = 1, . . . , ℓ − 1, we expand the clusters by one layer at a time as follows.
Sample a set of clusters Ci ⊆ Ci−1 independently with probability n−1/k each. We then use n copies of
ℓ0-samplers to sample an edge between each vertex u and a sampled cluster. If such an edge exists, we
include u in this cluster. For each vertex, we use an additional O(n1+1/k logn) copies of ℓ0-samplers
that sample random adjacent clusters of the vertex.
• Phase 3: Connecting clusters
Finally, after the ℓ− 1 iterations, we include an edge between every pair of clusters in Cℓ−1, and Cℓ−2
using an ℓ0-sampler for each pair.
We refer to [BS07] for a proof of correctness. The space usage is only amplified by the use of ℓ0-samplers,
which increases our bound by a log3 n factor. The total number of passes in both cases is ℓ+1 = ⌊k/2⌋+1,
as claimed.
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