Abstract-The CA3 region of the hippocampus acts as an auto-associative memory and is responsible for the consolidation of episodic memory. Two important characteristics of such a network is the sparsity of the stored patterns and the non saturating firing rate dynamics. To construct such a network, here we use a maximum a posteriori based cost function, regularized with Ll-norm, to change the internal state of the neurons. Then a linear thresholding function is used to obtain the desired output firing rate. We show how such a model leads to a more biologically reasonable dynamic model which can produce a sparse output and recalls with good accuracy when the network is presented with a corrupted input.
INTRODUCTION
The CA3 subregion of the hippocampus is responsible for the storage of the long-term episodic memory [1] . It is believed that this part of the brain that can store information for a few hours to a few weeks is a recurrent network acting as an auto-associative memory and uses synaptic weights to store the data. One of the important characteristic of this network is the sparseness of the stored data. As argued in [I] , the Dentrate Granuale cells preceding the CA3 region sparsify the data entering the network in order to increase the capacity of the memory. This recurrent feedback network when presented with an input, which can be a distorted version of previously memorized data, can iteratively recover the memorized data associated with the input using the information stored in the synaptic weights.
For the reasons described in [2, and references therein] most of the firing rate based auto-associative memory models deal with the binary values. But it is observed that most neurons do not work in saturation and they have a continuous value firing rates, which undermines the usefulness of the binary inputs to study such networks. To alleviate this prob lem Treves [2] has proposed a model to deal with the graded response neurons. But subsequently, it has been shown that the performance of the network deteriorates significantly even for a modest graded values with IO-levels [3] .
More recently, [4] , [5] have used a probabilistic approach for recall from the associative memory where a general maximum a posteriori based rule is used. Particularly, in case of [5] the rule naturally leads to memory that can deal with analog values. It has been shown that such a network can be compared with the linear firing rate model of a neuron [6] . But it does not consider two important In their Bayesian-Optimal network Lengyel and Dayan [5] obtained the output by considering the one that is most likely to occur given the synaptic weight matrix and the distorted input. The prior over the outputs is assumed to be a Gaussian distribution, which does not lead to a sparse solution as necessary. In this paper we set the prior to be Laplacian distributed, in line with the sparse assumption on the data.
As we will show, this will enhance the ability of the network to represent the data more accurately.
Also, we show that the cost function obtained with the MAP rule is related to a dynamical model of the system; which is given by an ordinary differentiable equation that governs the internal states and the neurons' output firing rate [6] . More elaborately, the internal state (or total synaptic current) in a neuron is changed in the direction of the gradient to minimize the cost function and subsequently, the output firing rate is obtained by using a linear thresholding function which does not saturate. But to solve for the gradient of the cost function with an Ll-norm, we use an interior point method to find the direction in which the internal state of the neuron (or node) changes. In the following sections we describe this algorithm in detail.
The paper is organized as follows: in section II we describe the probabilistic approach for recall and show its relationship with the non-linear firing rate equation. In section 1lI we propose a method to solve the cost function using interior point methods with log-barrier function and in section IV we show the results obtained using this method. We conclude the paper in section V discussing the results obtained and possible future work.
ll. BAYES IAN RECALL AND RATE EQUATIONS

A. Firing Rate Model for Recurrent Networks
Consider a recurrent network with two layers, where the input layer acts as feed forward layer with a persistent activity x as the total input fed into the output layer, while the nodes in the output layer have synaptic interconnects without self feedback. In such a case, for the firing rate model the dynamic system equation is given by [6] 
where the u E � n is the total synaptic current in the neurons, Tr determines how rapidly the firing rate approaches the steady-state value, W is the synaptic weight matrix between the neurons, i.e., i,jth entry Wij is the synaptic strength between the ith and jth neuron in the output layer (with Wii = 0) and x E � n is the output firing rates.
The function To(.) is called the activation function or the threshold function, which is defined as To(u) = g[u -e] + where 9 is the gain.
The synaptic weight matrix is constructed using the Heb bian learning rule. Here we have considered the simple covariance synaptic learning mechanism [7] which modifies the weight matrix depending on the covariance between the pre-and post-synaptic firing rates. Since, the covariance between two nodes is commutative, the weight matrix is fully connected and symmetric.
where 7]f is the firing rate of the ith component of one of the stored patterns, P is the total number of stored patterns and < 7] > is the mean firing rate taken across a time window greater than that of the stored elements. We consider this to be constant throughout the learning and recall process and replace it with a constant 'a' which approximately equal to the mean firing rate of all the stored patterns.
B. Bayesian Recall
ldeally, when the weight matrix is constructed as above, any recalled elements should lie in the support of only the P stored elements. But correlation between the stored patterns, which happens both in biology and in computer models, leads to many other possibilities and hence, would require a generalized method to work on the whole space of possible outcomes.
In this context, according to the maximum a posteriori (MAP) rule, the optimal output (x) in a recall is the one that maximizes the posterior P(x/W, x), where x is a corrupt input [5] . Using the Bayes rule
Ifx is a corrupted version of the stored pattern x, assuming ideal recall, it is reasonable to assume that the weight dependent term in (3) is independent of x. Moreover, the term P[W /x] points to the error in constructing the weight matrix when only x is the stored pattern. Assuming this error to be Gaussian i.i.d,
The prior in (3) determines the distribution of the output and is significant in regularizing the cost function to obtain the desired output. As argued before, storing sparse data significantly improves the capacity of the system, therefore the prior should reflect such an assumption. An appropriate prior to obtain a sparse output is of the form
where ¢(x) = Il x lli leads to Laplacian distribution and :\ is its scale parameter. Now, substituting the above equations into (3) and taking negative log likelihood gives the cost function that needs to be minimized to obtain the desired output.
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where the parameters aw, a n , :\ are combined to obtain (3 and A.
In the next subsection, we show the relation between solving the cost function (7) using gradient descent and the ordinary differential equation (1), without substituting ¢(x) = Il x iII.
C. Relation Between Bayesian Recall and Neural Dynamic Equation
The negative gradient of the cost function (7) can be written as (8) ji-i ji-i where ¢: = ::; and a2 is related to the variance of the prior distribution. Now, the above obtained gradient equation can be compared with the dynamic firing rate formulation described in (I) with the assumption that U i ex: -g�, i.e, the rate of change of the internal state of the neuron is proportional to the direction of the change in the output firing rate. This is a reasonable assumption as long as the function mapping the internal state of the neuron U i to the output firing rate X i is a monotonically increasing function; such as To(.) .
Comparing the two equations, while neglecting the second
term in (18) as a bias term constant to all the updates [5] , where D(Xi' X j ) = (Xi -!-Lx)(X j -!-Lx). Similarly, with the assumption that the noise in the corrupted input x is also and the synaptic weight term and the input term are similar.
This shows that minimizing the above cost function (7) is similar to using the dynamic rate equation. 
Now, the above constrained optimization problem can be solved using the interior point method (IPM) by constructing a barrier function for the inequality constraints such that the cost function become an unconstrained optimization problem [9] .
We begin by re-writing the bounded constrained in (10) in the form of log-barrier function such that
Now, the solution for the cost function
as 't' varies from 0 to 00 traces through the central path that contains the unique optimal solution (x*, y*) for (10) . So, by gradually increasing the value of 't' one can update the values of (x, y) to get closer to the optimal solution. In fact, it can be shown that (x*, y*) can not be more than 2n/t-suboptimal [9] .
As discussed above, (12) is an unconstrained optimization problem and the cost function can be minimized using New ton's method. The search directions (6x,6y) are obtained by using
where g E � 2 n XI is the gradient matrix of the function III (x, y) and is obtained as 
But in accordance with the discussion in the previous section, instead of updating x we change the internal state, u, using 6x and subsequently find the output x via thresh olding. This is summarized in the algorithm I:
Algorithm 1 lPM for Sparse Associative Memory Initialize: x, U = 0; y = 1 E �n, t = 0.01
Compute the search directions (6x, 6y) using (13).
Compute the step size' s ' in these directions using backtracking line search.
Update the values as: (u, y) = (u, y ) + s(6x, 6y) Update x = To(u).
Update t end while
The variable t is updated as p,to, p, 2 t,o p,3to ... per each iteration where p, E [2, 50] and to is the initial value. A more rigorous approach is to keep the value of the t constant unti I the gradient is small. But since we are using the back tracking line search, changing t in each iteration is still appropriate.
The back tracking line search is used to obtain the step size' s ' in search direction, i.e., given the search direction where a E (0,1/2) and b E (0,1). For details about back tracking line search algorithm readers are referred to [9] .
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Index of the elements (') We consider the case where some part of the signal is missing and this can be extended as well to cases where the input is corrupted with noise. and any point below would indicate loss of information, i.e., the output is worse than the cue (the farther the worsel").
IV. RESULTS
Most
Thus, such a plot can tell whether the cue presented to the We also benchmark our algorithm with the method pro posed by Treves [2] . This method is developed to work with the graded responses without any saturation and sparseness of the patterns stored is also taken into consideration. In this algorithm, the patterns are stored similar to covariance rule and the update rule is asynchronous. At each step, the 'local field' is calculated as hi = L#i Wi , jXj -I\; (a -x)3 + Xi, then the output is obtained by passing it through the threshold function TeO. Here we consider e = a and I\; is set by iterative search to find the optimal solution. Table. I summarizes the results obtained for both the methods where the stored patterns are obtained from the uniform sparse distribution with density 0.4 and each pattern has 100
samples. The performance of our method when compared with the Treves' network is much better. In fact, in most cases the recall obtained using the Treves' network is worse than the input itself. This is consistent with the results obtained in [3] , [5] where is shown that the performance of the network deteriorates greatly with the use of higher levels of graded response or continuous values. It is also observed in our simulations that the performance of this network is very sensitive to the parameter 1\;.
Y. CONCLUSION
We have shown in this paper the use of Ll-norm regular ization to obtain a sparse auto-associative memory. The cost However, the use of the interior point method might not be biologically possible. But the motivation of this paper is to
show that the cost function to be minimized is in fact related to the dynamic firing rate model of a neuron. Moreover, it has been shown that L I-norm regularized functions can be solved using thresholding functions [10] , albeit in the case of simple regression case. We hope that the results obtained is a good motivation to use it and a biologically relevant way of solving it is being pursued.
ApPENDIX
The negative gradient of the cost function (7) 
