Abstract. An algorithm is described for solving large-scale instances of the Symmetric Traveling Salesman Problem (STSP) to optimality. The core of the algorithm is a "polyhedral" cutting-plane procedure that exploits a subset of the system of linear inequalities defining the convex hull of the incidence vectors of the hamiltonian cycles of a complete graph. The cuts are generated by several identification procedures that have been described in a companion paper. Whenever the cutting-plane procedure does not terminate with an optimal solution the algorithm uses a treesearch strategy that, as opposed to branch-and-bound, keeps on producing cuts after branching. The algorithm has been implemented in FORTRAN. Two different linear programming (LP) packages have been used as the LP solver. The implementation of the algorithm and the interface with one of the LP solvers is described in sufficient detail to permit the replication of our experiments. Computational results are reported with up to 42 STSPs with sizes ranging from 48 to 2,392 nodes. Most of the medium-sized test problems are taken from the literature; all others are large-scale real-world problems. All of the instances considered in this study were solved to optimality by the algorithm in "reasonable" computation times.
by Lawler et al. (1985) which contains a wide selection of surveys on complexity issues, problem formulations, and the techniques developed to provide "good" solutions to the problem or to solve it to optimality. We refer the reader to this book for the basic background on the problem and the techniques for its solution.
As far as the solution to optimality is concerned, the most successful technique is the one based on the linear description of the STSP polytope. This technique has its roots in the seminal papers by Dantzig, Fulkerson, and Johnson (1954) and (1959) , where the solution of a 49-city problem and of a 10-city problem, respectively, are reported. After an in-depth study of the facial structure of the polytope associated with the STSP by GrStschel and Padberg (1979a) , (1979b) , the technique was enhanced substantially and shown to allow the solution of much larger problems: In GrStschel (1977) , (1980) a 120-city problem is solved with an interactive procedure; in Padberg and Hong (1980) an automatic procedure is described that solved problems with up to 120 cities; see GrStschel and Padberg (1978) for a synopsis of these results. Finally, in Crowder and Padberg (1980) this technique is used to provide a commercial branch-and-bound algorithm with a strong lower bound. In this way 10 large-scMe problems with sizes ranging from 48 to 318 cities were solved to optimality. For a complete survey on the linear programming approach to the solution of STSPs and related computational studies see GrStschel and Padberg (1985) and Padberg and GrStschel (1985) .
Until the publication of Padberg and RinMdi (1987) where some of the results of the computational study described here are reported in preliminary form, the 318-city problem was, to the best of our knowledge of the literature, the largest instance of an STSP solved to optimality. We began the work described here in 1985 in the hope of being able to demonstrate that the approach based on the polyhedral description of combinatorial optimization problems can be successfully exploited to solve problem instances even one order of magnitude bigger than those solved previously to optimality. And this is indeed the case, even though the polyhedral description of the problem is far from being complete. The largest instance that we have solved has 2,392 nodes and the corresponding integer linear programming formulation has 2,859,636 zero-one variables and, a priori, an equally huge amount of constraints. Evidently, to solve problems of this size in execution times and with memory allocations that are reasonable for today's computers, much has to be done on the implementation side and everything that can be of any help is borrowed from other techniques used in combinatorial optimization. There are four key elements that characterize the algorithm described here: A heuristic procedure to find a good upper bound on the optimal tour length, a set of procedures for the identification of violated inequalities of the partial description of the STSP polytope, a carefully designed interface with the LP solver, and a tree-search approach that combines branching with cutting-plane techniques.
Recently, GrStschel and Holland (1988) completed a numerical study of the STSP in a similar vein and reported the optimal solution of problem instances for the STSP with up to 1,000 nodes. In Fig. 1 and Table 1 we summarize the history of exact computation of STSPs to the extent that it is known to us. In 2 we describe the whole algorithm and the branch-and-cut approach. In 3 we briefly outline the heuristic we use to find a good integer feasible solution of the problem and to provide the algorithm with a good upper bound and a good starting set of "active" variables. In 4 we describe the constraint generation procedure. In 5 we survey many implementational details of the interface with the LP solver. In 6 we describe the implementation of branch-and-cut as a tree-search procedure and finally in 7 we report our computational experience with the algorithm. Throughout the paper we assume that the reader is familiar with linear programming, especially the primal and dual simplex method, as well as the fundamentals of graph theory.
2. The branch-and-cut algorithm. With every tour 7 of Kn, we associate an incidence vector x E R E with components 1 ife E T, x--0 ife-.
The STSP polytope Qn (or Qv) is the convex hull of the incidence vectors of all tours of Kn:
Qn __conv {x RE IT is a tour of Kn}.
Since every node is met by exactly two edges of a tour, Qn is contained in the polytope Q4: {x RE Ax--2,0 <_X < I ), where A is the node-edge incidence matrix of/n, 0, 1, and 2 are vectors having all components equal to 0, 1 and 2, respectively. The equations Ax 2 are called the degree equations. By a theorem of Weyl (1935) (1985) .
2.1. Polyhedral cutting-plane algorithms. The optimal solution of STSP is given by a minimum length tour and can be found by solving the linear program min cx Ax-2, lx < lo for all (1, lo) ft-,n, 0<x<l.
Only a proper subfamily of the family n of facet-inducing inequalities is known for Qn at present. Therefore we solve the following relaxed problem: min cx Ax-2, lx <_ lo for all (1, 10) , 0<x<l. Its solution x* is either the incidence vector of a tour or it violates some unknown inequality contained in Z;n-/2. In the first case, we have solved (2.1). In the second case, we have a lower bound on the optimal value of (2.1) that can be used in a tree-search algorithm to find an optimal solution.
The subfamily/2 contains a superexponential number of inequalities and hence it is impossible to solve (2.2) by giving an explicit list of all of them. Yet (2.2) can be solved by the following general polyhedral cutting-plane procedure, which uses facetdefining inequalities in lieu of the traditional textbook cutting planes (see Padberg and Rao (1982) )" PROCEDURE 2.1. Input: n, c, a family of "known" inequalities t.
Step 1. Set-0.
Step 2. Solve the problem (2.2) and let 5 be its solution.
Step 3. Find one or more inequalities in Z: that are violated by 5. Step 4. If none is found, stop. Otherwise add the violated inequalities to and go to Step 2.
Procedure 2.1 stops after a finite number of steps, because/2 is finite. (1985) and the more recent results by Boyd and Cunningham (1988) and Naddef and Rinaldi (1988a-d (1980) and surveyed in Hoffman and Padberg (1985/6) Step0. Set$-{(0,0)},;-0.
Step Step 1. Otherwise let be its optimal solution.
Step 3. Ifc-2>cx*,gotoStep 1.
Step 4. Find one or more inequalities of/2 that are violated by 5.
Step 5. If none is found, go to Step 6. Otherwise add the violated inequalities to ; and go to Step 2.
Step 6. If is integer, then replace x* by and go to Step 1.
Step 7. Pick an edgeeEsuchthat0<< 1. ReplaceSby$+{F0+{e},F1}+ {F0, F + {e}} and go to Step 1.
Once an ordered pair is removed from S it is never generated again in Step 7 and the total number of ordered pairs is 2". Consequently, since n is finite, Algorithm 2.3 terminates in a finite number of steps. When the algorithm stops, z* is the optimal solution to (2.1). If Step 4 is executed only if {Fo, F} {,}, Algorithm 2.3 is equivalent to FCPA (except that in case x* is the incidence vector of subtours only some subtour elimination constraints are added and the entire enumeration phase is reiterated, which is wasteful).
To describe the branch-and-cut algorithm in detail we use the terminology that is commonly used for branch-and-bound. A node associated with the ordered pair {F0, F1 is the problem P(/2, F0, F1), i.e., the problem of finding the minimum length (1963) , Wagner, Giglio, and Glaser (1964) , Trauth and Woolsey (1969)--and the pertaining "folklore" of the 1960s) that these cutting planes have poor convergence properties. Mathematically these observations are explained by the fact that--while finite convergence can be proven--classical cutting planes furnish "weak" cuts that frequently do not even define supporting hyperplanes--and certainly not facets--of the underlying polytopes (see Padberg (1970 Padberg ( ), (1971 , (1973) for a related discussion of this point in the context of the set packing problem). Realistically, we must at present resort to some sort of tree-search in the solution of most "hard" combinatorial problems. So there is no choice but to use facet-defining inequalities or po[yhedral cutting planes which--as a bonus to their proven mathematical properties--lend themselves naturally to a tree-search approach because they are valid globally, i.e., across the entire search tree. The heuristic procedure is run NTRY times and thus finds in general NTRY different "locally best" tours, where NTRY is an input parameter. The starting tour for the heuristic is constructed in two different ways. If the counter of the trials of the heuristic is odd the starting tour for the exchange heuristic is a "nearest neighbor" tour which is constructed from a randomly chosen node. If the counter is even the starting tour is determined randomly.
In both cases we used the random number generator described in Lewis and Payne (1973) initialized with the parameters p 98, q 27, delay 71 and implemented for 16-bit numbers. The generator produces pseudorandom numbers uniformly distributed in the interval [0, 1] .
The best among the NTRY tours generated by the heuristic is taken as current best tour and the union of the edges of the NTRY tours is passed to the branch-andcut algorithm for the initialization of the "active" set of variables (see 5. (1979a) , (1979b) and inequalities (d) in Grhtschel and Pulleyblank (1986) . For definitions and for a complete survey see arhtschel and Padberg (1985) . (1980) ). Padberg and Rao (1982) give a polynomial algorithm to solve Problem 2.2 for 2-matching inequalities that is based on the Gomory-Hu algorithm. At present, no polynomial algorithm is known for the other families of inequalities. In Padberg and RinMdi (1990a) we give several heuristic procedures for the identification of comb inequalities and some special clique-tree inequalities that we call basic clique-trees. We also describe an exact identification procedure for subtour elimination inequalities that uses the minimumcut algorithm of Padberg and Rinaldi (1990b) and an exact Padberg-Rao procedure for the identification of 2-matching inequalities that has a time complexity of O(n4).
The latter being very time consuming for large-scale TSP instances, we also propose three different heuristic procedures for the identification of these inequalities.
The cut generator that we use in our algorithm is described in detail in Padberg and Rinaldi (1990a) . To avoid duplication we do not repeat here the various algorithms of that paper. Rather we refer to them by the numbering used there and mark them with an asterisk to avoid confusion with the numbering used in this paper.
Our cut generator is an implementation of Algorithm 8.1" where all but one of the above-mentioned procedures are used. We never use the exact procedure for the identification of 2-matching constraints because the Gomory-Hu algorithm is too expensive in terms of time and memory allocation. Therefore we use a first quick heuristic (Procedure 5.3* at Step 5*) and then a slower but more efficient heuristic (Procedure 4.11" at Step 8*). Given a solution 5 to the current LP relaxation the slack of an inequality is the value of its right-hand side minus the left-hand side evaluated at 5. We declare constraint violated if its slack is negative and has an absolute value bigger than a parameter XTOLCT. Assume that the LP solver guarantees a precision of p decimal digits in the floating point representation of each component of 5. To be conservative the parameter XTOLCT is set to a value greater than 2ql0-P, where q is the size of the current basis.
4.1. Data structure for the cut generator. The input to the cut generator is the optimal solution 5 of the current LP relaxation. We represent 5 by its support graph, i.e., the weighted graph (G,5) (V, F,5), where F is the subset of E corresponding to all nonzero components of 5. The weight of each edge e
We represent (G, 5) by a data structure that is used commonly for sparse graphs. The nodes of V are indexed with the integers {1,..., ]V }, the edges of F are indexed with the integers {1,-.., IFI}. For every node u E V let 5(u) denote the set of edges of F incident with u. We give an arbitrary order to the elements of 5(u) so that the first and the last elements of 5(u) and the successor and the predecessor of an element of 5(u) are well defined. The predecessor of the first and the successor of the last element is the nil element. We store 5(u) with a doubly linked list, i.e., every element of the list has a pointer to its successor and a pointer to its predecessor. This way the operations of insertion and deletion of an element in the list representing 5(u) take constant time.
To store the data structure we use seven arrays FR, TO, W, NXT1, NXT2, NXT3, and NXT4 dimensioned to IF[ and an array HEAD dimensioned to [V] . Let be the index of the edge e (u, v) F, j the index of node u, k the index of node v, and j < k, then:
FR ( As is customary the index zero represents the nil element. Let j be the index of a node v V. Then HEAD(j) contains the index of the first element of 5(u).
This data structure permits us to efficiently carry out the operations of the identification procedures of Algorithm 8.1". In particular it is designed to quickly perform the shrinking operation of two nodes into a single node. This operation is used very often in order to reduce the size of the graph that is the input to an identification procedure and is essential in the identification of clique-liftable inequalities (see Padberg and Rinaldi (1990a) ). The procedure that performs shrinking with the above data structure is described in detail in Padberg and Rinaldi (1990b) . In particular,
with every node of V we associate a "cluster" of nodes. The clusters are represented by simply linked lists stored in the array CLUST. Initially the cluster of u contains only u. Given two nodes u and v with index j and k, respectively, and j < k, the list representing the cluster of v is merged to the list of u, and u is removed from the data structure if u and v are shrunk.
For some identification routines we have to represent the fractional graph, which is obtained from (G, 5) by removing its 1-edges, i.e., the edges with weight 1. To keep track of the removed edges we make use of an additional array PARITY, dimensioned to IYl. If j is the index of a node v, PARITY(j) indicates whether v is an isolated node (two 1-edges are incident with it), an odd node (only one 1-edge is incident with it), or an even node (no 1-edge is incident with it). If j and k are the index of the nodes at the extremities of a chain of 1-edges, PARITY(j) contains k and PARITY(k) contains j.
4.2. Constraint reduction. The support of an inequality is the partial subgraph of Kn that is spanned by the edges having nonzero coefficients in the inequality.
During our computational experiments we observed that--possibly as a result of our shrinking procedures--many of the inequalities found by the cut generator had "large" support. A constraint with large support is dense and contributes to the increase of the fill-up of the constraint matrix and of the basis. As discussed in 5, keeping the constraint matrix sparse is one of the ways to increase the efficiency of the LP solver. Therefore we developed procedures to reduce the size of the support graph. To do so we use the slack value as a measure of the quality of a cut: The more negative the slack the better the cut (see 5.3). Consequently, we try to keep the slack value as negative as possible in the reduction procedure and we reject a possible constraint reduction if the absolute value of the slack of the reduced constraint is too small.
The cut generator produces the subtour elimination inequalities in the following form (4.1) Therefore at least one of the inequalities x(E(W)) _ IWI-1, 1,.-., k, has slack less than or equal to the slack of (4.1). On the other hand, some of these inequalities may not be violated at all. Among these k inequalities we generate all those having a slack of less than the tolerance -XTOLCT.
We apply several reduction operations to the comb and clique-tree inequalities.
The reduction procedure is applied to each comb inequality as well as to each building comb (see Padberg and Rinaldi (1990a) )of a clique-tree inequality. (a) the constraint to be reduced is a comb and < s/2, (b) the constraint to be reduced is a building comb and < s+XTOLCT, is satisfied we replace H with H and set s (see Fig. 2 , where the nodes of Z are shown black). REDUCTION C. If there is a 1-edge with both its endpoints in T\H and one of its endpoints, say v, has degree 1 in the graph GT, then we set T T-{v}. This reduction operation is repeated until there are no more 1-edges satisfying the condition (see Fig. 4 , where 1-edges are represented by double lines).
Reduction C permits us to remove a long path of 1-edges from a tooth.
The following three reductions concern the handle H. Let H0 denote the set H\ Ui----1Ti. [u,v] and Iv, w] satisfying the following conditions" In this case we replace T by T-{v, v'} {w, w'}, H by H {v, w}, and t by t-2.
We repeat Reduction E until there are no more pairs of adjacent edges satisfying the conditions (a), (b), and (c) (see Fig. 6 , where 1-edges are represented by double lines and the other edges are labelled with their corresponding coefficients in 5). The value ZLP increases quickly in the first 10 iterations, then it increases by less than 9 units in the following 30 iterations and finally it takes 71 iterations to increase by less than half a unit. This "saturation" of ZLP is called tailing-off a,d
reveals the inability of the cut generator to produce the "right" cut that would take the current optimal LP solution out of the corner of the polytope where it is "trapped."
The stronger the cut generator, the higher is the value of ZLP where the tailing-off occurs. In fact, while we were developing the cut generator we observed that this value increased every time we added a new identification procedure.
To give some substance to our point of view that tailing-off is not inherent to the use of cutting planes but rather a question of generating the "right" cut, we report here the (previously unpublished) results of an experiment carried out by Rinaldi and Yarrow (1985) : The 48-city problem ATT048 (see 7) of the 48 capitals of the continental United States was solved to optimality. The (unique) optimal solution was found without branching by a man-machine polyhedral cutting-plane procedure in the vein of the work of Dantzig, Fulkerson, and Johnson (1954) , i.e., the constraint identification was performed "visually" and the identified constraints were added "by hand" to the LP relaxation. The LP optimization was done using the LINDO package.
The exercise was done three times and the values of the objective function at every iteration are shown in Table 3 and plotted in Fig. 7 . In the first run the optimal solution was found after 21 iterations. Then the whole procedure was done a second time and the "learning" that had resulted from the first run can be seen quite strikingly. This run ended in 12 iterations. Finally, to simulate the behavior of an automatic "perfect" facet-identification procedure a "pool" was created from all the inequalities generated in the second run and a procedure was written to generate cuts from the pool as soon as they were violated by the current LP solution. Only five iterations were necessary this time to find the optimal solution. No tailing-off can be inferred from the third run, while the first two runs clearly exhibit this phenomenon due to the "incompleteness" of the (human) constraint identification. As most of our constraint identification procedures are heuristic and a reasonable measure of what constitutes the right cut is missing, behavior similar to that observed in runs I and II must rea-sonably be expected, even when our "automatic" constraint generation procedures are used. The type of experiment described here has since been repeated (eight times) in the dissertation of Araque (1989) and always confirmed the above conclusions. Step 3. and let j be the optimal solution and g and g the optimal dual vectors corresponding to the degree equations and the inequalities, respectively. Compute the reduced cost r-c-gA{}-gL{c} for alleEE-J.
If rc _> 0, for all e E E-J, stop.
Step 4. Replace J by J + {e E-J Ir < 0} and go to Step 2. We call the operation of removing from the constraint set all inequalities with a basic slack purging. To avoid cycling we purge constraints only if the objective function value is strictly higher than the value of the previous linear program. We could simply remove a purged constraint from the data structure and then let the cut generator produce it again in case the constraint is violated by some later LP solution. However, since many procedures of the cut generator are not exact it is entirely possible that the cut generator find a violated constraint if x is given as input but not if x 2 is given instead when both x and x 2 violate the same constraint.
Therefore we store the purged constraints in a separate data structure that we call the pool. Given a fractional solution to the current linear program, we check whether any of the constraints in the pool are violated before calling the cut generator. If this is the case these constraints are removed from the pool and added to the active set. Some of these inequalities may be produced again by the cut generator, so before adding an inequality identified by the cut generator, we check whether it is alreo,dy in the active set in order to avoid constraint duplication.
In general the number of cuts in increases at every iteration. While the cardinality of a is on the average below n, the cardinality of p increases up to many times n. It may happen that at a certain point the pool is full and so it becomes necessary to delete some inequalities permanently from the pool following some priority rules.
We never store a subtour elimination inequality in the pool, since an exact identification procedure for these inequalities is part of the cut generator. When the processing of a node of the search tree is terminated because no more cuts can be generated, we mark all constraints that are currently active. These constraints are all necessary to reproduce the best LP relaxation of the node constructed by the Mgorithm and they should be in the active set when one of the children of the node is chosen as the current node. To do so ensures the monotonicity of the objective function value along each path in the search tree. Though such monotonicity is desirable, it is not necessary for the validity of the algorithm. As we are working in a search tree the reduced cost fixing discussed so far applies only to the children of the current parent node P(, Fo, F1) considered. We therefore distinguish between variable fixing and variable setting. Since all nodes of the search tree are children of the root node the reduced cost of the root node can be used globally across the tree to fix variables. To utilize this information we store the objective function value of the root node in RTZLP0 and the reduced cost of the active variables in an array RTREDC that is updated whenever the active set changes, e.g., by setting RTREDC(e) 0 for a variable x that was previously not active. (Setting the number equM to zero does not help to fix such a variable, but it is mathematically correct and computationMly "cheap" to do.) Every time the fixing procedure is executed the value of the gap cx* -c5 is stored in FXGAP. The fixing procedure is repeated if any one of the following conditions is satisfied:
(a) The current node is the root of the tree and cx* c < FXGAP/2. (b) A better tour is found and x* is its incidence vector.
(c) The current node is the root, its current solution is fractional and no inequalities are generated that cut off the fractional solution. Two marks are associated with a node. One indicates that the up branch has already been processed and the other indicates that one of the children has. been fathomed.
We keep a list of all active nodes ranked in ascending order of their respective objective function values. A node is put in the active list if its best relaxation has a fractional optimal solution and the cut generator has produced no cuts or if it is "paused" (see 6.3).
6.2. Node selection and processing. The nodes in the tree are processed in the following order. If the ordered list is nonempty the top node is removed from the list and becomes the current parent node. If the list is empty the branch-and-cut algorithm stops and the current best solution is the optimal one. The next two nodes to be processed are the up branch of the current parent node first and then the down branch. The strategy of selecting the node with lowest objective function value as the current parent node (best-node search) permits us to keep the search tree as small as possible. Since the algorithm is designed to find an optimal solution, best-node search is a reasonable choice for the search strategy.
Once a current parent node (F0, F1} has been selected we do not process its children immediately. Rather we process the parent node again until the cut generator stops. This parent node reconstruction is done to reproduce the reduced cost vector and the corresponding optimal objective function value of the best relaxation of the parent node. At this point we execute the setting procedure based on the current reduced cost and the current objective function value (see 5.5). The variables that can be set are added to the sets F0 and F1 depending on whether they are set to zero or to 1. In addition to this conditional setting of variables we set variables on the basis of logical implications. For example, if the variables of two edges incident with the same node u are fixed or set to 1, all variables corresponding to the other edges incident with u are set to zero and hence added to F0.
Every time a node is fathomed we check whether or not the other child of its parent has been already fathomed. In this case the parent node is fathomed as well and this process continues until there are no more nodes having both children fathomed. When this process stops it may happen that the root node of the search tree has one child fathomed. In this case the active child of the root is set to be the new root node of the search tree. If the new root has only one active child, the root is reset again and so on until the root has both of its children active. At this point we reconstruct the best relaxation of the new root and we update RTZLP0 and the array RTREDC.
All variables that can be fixed based on reduced cost or on logical implications are permanently fixed and, if (F0, F} is the current root node, the variables in the sets F0 and F are fixed as well.
6.3. Branch pausing. For large-scale instances of the TSP the upper bound UB found by the heuristic is typically substantially bigger than the length of the optimal tour OPT. As a consequence the optimal objective function value LB of the current linear program P(, F0, F1) "overshoots" the optimal tour length OPT during the development of a node and the software system keeps on generating cuts until it "hits" the value UB or stops otherwise. In other words, we may just be developing a "wrong branch" of the search tree.
To avoid overshooting we estimate a value TARGET for the optimal tour length OPT. Every time the current value of LB exceeds TARGET the node is paused and put back into the active list with its associated current value of LB.
If TARGET is an overestimation of OPT, the paused node is fathomed as soon as a tour with length less than LB is found. Otherwise the paused node eventually becomes the top element of the active list and is selected to be the current node.
The estimation of OPT is of course critical for the success of this technique. After substantial experimentation we decided on (6.1)
where LBM is the minimum of objective function values corresponding to the active nodes (i.e., the one corresponding to the top element of the ordered list), LP1 is the optimal value of P(0, 0, 0), and PERC is a parameter of value between zero and 1. The setting of TARGET corresponds to the assumption that the value of RATIO (see 7) is 1-PERC for the current instance of TSP when OPT is substituted by TARGET. By definition, the value of RATIO is invariant under scaling and translating the distance matrix which is important because of the degree equations in the definition of Qn. We observed that most of the problems solved in 7 have the value of RATIO close to 98 for our algorithm and thus we set PERC 0.02 as a default value. The value of TARGET computed in this way is a moving target and changes adaptively as LBM increases. In case that TARGET exceeds UB it is, of course, set equal to UB.
6.4. Branching variable selection. Let 5 be the optimal fractional solution of the current node, LB be its corresponding objective function value, and suppose that no more cuts are generated. At this point the node is added to the ordered list of the active nodes and we pick a branching variable xc having a value 0 5e 1. We consider the choice between the two values xe 0 or xe 1--which are the only two possibilities--to be a random event, comparable to flipping a coin. Owing to the fact that in branch-and-cut we do not just impose the simple cuts xj _ 0 or xj _ 1--which is what traditional branch-and-bound does--we have chosen to ignore the fine work of the 1960s that went into the development of penalties, i.e., Driebeek penalties, the "pseudo-cost" of IBM's MPSX-MIP/370, etc., concerning the selection of a branching variable, since all of these selection techniques are rather myopic in nature (see, inter alia, the book by Garfinkel and Nemhauser (1972) for a survey of these techniques).
Instead, after some experimentation, we decided simply to determine a branching variable such that at least one of the children of the current node is likely to have a final objective function value substantially higher than the current lower bound. Step 2.
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Step 4.
Step 5.
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Step 9.
re-ce--H{e} for alleE-J.
If re >_0foralleE-J, gotoStep3.
Replace J by J + {e E-J Ire < 0} and go to Step 10.
If 2 >_ cx*, then fathom the node and stop. Set h B -h, clear the marks of the components of h and the marks of the variables of E. If all variables in E-J are marked go to Step 9. Otherwise pick a unmarked variable e E E-J and mark it.
If re >_ cx* go to
Step 5, otherwise set w B-IH{e}.
If for some unmarked component wi of w, hi < 0 and wi < 0 replace J by J + {e} and mark all negative components hj such that wj < O.
If all negative components of h are marked go to Step 9, otherwise go to
Step 5. If any components of h are not marked, fathom the node and stop.
Step 10 Padberg and Rinaldi (1987) and for those in polar coordinates see GrStschel and Holland (1988) . The distance c(i,j) between two points and j with Euclidean coordinates xi, yi and xi, yi, respectively, can be computed in one of the following ways: All instances of the STSP we used for the testing of our algorithm are taken from either the literature or "real world" problems. The problems with prefix "EIL" are published in Christofides and Eilon (1969) as vehicle routing problems with one depot. We constructed Euclidean TSP instances by taking as nodes of each problem the locations of the customers and the depot. We did the same for problem GIL249, which is published in Gillett and Johnson (1976) as a vehicle routing problem with 249 customers and 14 depots. The ones with prefix "KRO" are Euclidean problems published in Krolak, Felts, and Nelson (1971) . Problem LK318P is a Euclidean drilling problem published in Lin and Kernighan (1973) , where it is posed as a minimum length Hamiltonian path problem between two given points. The pattern of the points in the plane is composed of three identical modules of 105 nodes, with 3 additional nodes. Problem LK105 is obtained from one of these modules. Problem LK318 is the "Hamiltonian cycle" version of LK318P. The problems with prefix "GH" are geographical problems (except GH442, which is a drilling problem) and are published in GrStschel and Holland (1988) . Those with the prefix "ATT" are geographical problems published in Rinaldi and Yarrow (1985) and Padberg and Rinaldi (1987 With our software system we were able to solve all these problems to optimality. To our knowledge optimal solutions to the problems KRO124, KRO125, KRO126, KRO127, KRO128, LK318P (see Crowder and Padberg (1980) ), all problems GH (see GrStschel and Holland (1988) ), ATT048 (see Rinaldi and Yarrow (1985) ), and LK318P, ATT532, TK1002, TK2392 (see Padberg and Rinaldi (1987) OPT by UB in the definition of RATIO, it is a conservative measure of the progress that the algorithm has made towards proving optimality starting from P(0, 0, 0); see also Padberg and Hong (1980) . In the VAX implementation the real data are represented with double precision 64-bit numbers and the integer data by 16-bit numbers, xcept for the cut array of active cuts and the pool array of inactive cuts, which were stored as 8-bit numbers.
The computational experiments described in this section were done with the algorithm tuned to solve problems with up to 675 nodes, allowing up to 650 inequalities in the active set and up to 450 inequalities in the pool. The total amount of memory required by the algorithm to run with these parameters is about 3.5 megabytes. Since we did not use any vector feature (except for point (c)), the machine did not run at its highest speed. As a possible result we observed a speed-up of only about 10 over the VAX 780. In Tables 6 and 7 we report the computational results on 22 problems with size between 51 and 318 nodes. For these problems the heuristic was executed 10 times. The parameter GIVEUP was set to 10 -5. The breakdown of the number of cuts (CUTS) into subtour elimination, comb, and clique-tree inequalities is reported in Padberg and Rinaldi (1990a) . Not all of our test problems are included in the CYBER 205 batch because not all of them were available when this experiment was done (December 1986).
In Table 8 we report the results on the three largest of our test problems. The times spent in the heuristic are missing because the heuristic solutions were computed off-line and supplied as input to the algorithm. The heuristic was run 20 times for the problem TK2392 and 50 times for the other two problems. The problems ATT532 and TK2392 were solved with an early version of the algorithm whose cut generator did not yet include the procedure for clique-tree identification. Also, for these problems we did not record some of the statistics and hence in Table 8 some of the data reported in the other tables are missing. The plot of the optimal tours found for the problems TK1002 and TK2392 are shown in the Figs. 8 and 9, respectively, while the plot for the problem ATT532 is published in Padberg and Rinaldi (1987) .
As can be seen from Due to time limitations--the entire work had to be carried out within three weeks--and in order to keep the experiments of our study comparable, we limited our goal to a rerun of the problems of the previous test set and left experiments with larger problem sizes to future work. The only new problems, those from Philips and Alitalia, fall well within the range of the test problems of our computational study. After some experimentation--and due to John Forrest's enthusiastic help within the three week time limit--we succeeded in having an operational software system running on the IBM 3090/600 for the large-scale TSPs considered here and the results of our runs are displayed in Tables 9 and 10. The heuristic was executed 10 times on each of the problems except for the two last runs, which were excuted twice. All other parameters were set at their default values described in this paper except XTOLCT along polyhedral lines will push computational possibilities substantially beyond the results of this studywprovided, of course, that this line of research does not lose its current computational flavor.
There are several reasons for our optimism that are evident from the tables of 7--like the consistently small number of nodes of the search trees--and the most striking one is due to the dramatic improvement in running times that we experienced when using OSL as the LP solver: While the CYBER 205 runs of the two largest problems TK1002 and TK2392 of our study required about 7 hrs., 18 mins. and 27 hrs., 20 mins., respectively, the IBM 3090/600 runs required about 3 hrs., 10 mins. and 2 hrs., 40 mins., respectively. More important than the reduction in absolute running time, however (which requires a comparison of different computing machinery), is the reduction of the relative proportion of the LP times (TLP) to the overall running times (TT) of the two problems. While on the CYBER 205 linear-programming related calculations (set-up, optimization, factorization, pricing, etc.) accounted for over 90% of the total running times, the correponding proportions are now less than 40% for TK1002 and less than 60% for TK2392. For problem ATT532 which we solved originally in about 60 hours on a VAX 780 (see Padberg and Rinaldi (987) ), the reduction in running time for the IBM 3090/600 run over the CYBER 205 run is negligible. However, the proportion of LP time to total running time is less than 50% as well. Thus we can conclude that, as LP solvers grow faster and faster, advances in algorithmic constraint generation are guaranteed to improve the total running times of branch-and-cut algorithms for combinatorial optimization problems. As stated in Padberg and Rinaldi (1990a) , in the early phase of this study we experienced a breakthrough in the reduction of running times with the implementation of the minimum FIc. 9. Optimal tour for TK2392 of length 378,032. cut algorithm described there. Similar breakthroughs are needed to improve the speed with which we can find violated 2-matching, comb, and clique-tree inequalities, as well as the new inequalities that have been found only recently and for which the constraint identification problem has so far not even been addressed. To give a concrete example, in problem TK1002 the constraint generation consumed about 1 hr., 30 mins. of CPU time of which less than 4 mins. were used to identify a total of 3,881 subtour elimination constraints, about 15 rains, were spent on scanning the inactive cuts in the pool and the rest of 1 hr., 10 mins. on finding a total of 6,613 comb and 526 clique-tree constraints. Evidently, the comb identification must be sped up, and in our estimation this is possible. For the resolution of truly large-scale STSPs this calls for much research and hard work for years to come. In addition to the algorithmic work that needs to be done, there are, however, a number of other questions of a more strategic flavor that await answers. One of these, addressed in 4.3, concerns the problem of finding the right cut. Another one of these questions is far simpler to put: How large should the pool array be dimensioned in relation to the number of nodes of the problem? In the IBM version this parameter was set equal to 11,200 as storage on the 3090/600 presented no problem to us for the sizes considered here. As a result thousands of inactive cuts were stored and had to be checked individually for violation at every iteration of the constraint generation phase. For the run of problem ATT532 this exhaustive search accounts for 30% of the total time for the cut generation phase which corresponds to about 50 mins. of CPU time. centage was about 60%, while for the small, but difficult problem TK076 it was over 25%.) Evidently, the size of the pool must be set much more judiciously than we did in the IBM version; but then the time limitation of three weeks prohibited us from investigating this issue further and we left it for future work.
As the computational study comprises a substantial number of test problems we ran a least-squares estimate on the various running times and relative error measures for the runs on the IBM 3090/600 to summarize the empirical performance of the branch-and-cut algorithm for the symmetric traveling salesman problem. In Table 11 we give the least-squares estimates of the running times of the heuristic THEU(n), the LP times TLP(n), the cut generation times TCUT(n), and the overall running times TT(n) as a function of the number of the nodes n of the STSP. The cut generation times are not included in Table 10 ; they are essentially equal to the total times (TT) minus the sum of the times for the heuristic (THEU) and the LP times (TLP). Even though a relative error measure must be viewed with caution as--due to the degree equations--it is not invariant under a translation of the data, we have computed two such measures. Running a linear regression on the relative error (UB-OPT)/OPT of the best (UB) of the 10 heuristic tour lengths over the optimal tour lengths (OPT) we find the formula 0.67 + 0.0016n when expressed in percentage and across the entire sample of 42 test problems the average relative error equals 1.14% with a standard deviation of 1.19%. Doing likewise for the relative error (OPT-LB0)/LB0 of the optimum tour length (OPT) over the lower bound at the root node (LB0) we find the formula 0.0095-0.00003n when expressed in percentage and across the entire sample the average error equals 0.086% with a standard deviation of 0.13%. The overall empirical performance thus looks very satisfactory indeed for a problem that is as complex as the symmetric traveling salesman problem and as noted before, the times for cut generation stand out as the most time-consuming factor if a powerful LP solver such as OSL is used. But then comparatively little time has been spent to date on finding fast algorithms for automatic constraint generation so that much progress seems possible in this field. Such progress is bound to produce a faster algorithm that is capable of optimizing much larger problem sizes than the ones considered in this computational study in "reasonable" computation times or--to paraphrase the conclusion of Padberg and GrStschel (1985) --the problem with 2392 cities should not be the end of the ongoing saga of the symmetric traveling salesman. We gratefully acknowledge the support we received from GBA Academic Computing Center at New York University and the Istituto di AnMisi dei Sistemi ed Informatica del Consiglio Nazionale delle Ricerche in Rome.
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