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Resistivity measurements of TiSe2 typically show only a weak change in gradient at the charge density wave
transition at TCDW ≈ 200 K, but more prominently feature a broad peak at a lower Tpeak ∼ 165 K, which
has remained poorly understood despite decades of research on the material. Here we present quantitative
simulations of the resistivity using a simplified parametrization of the normal state band structure, based on
recent photoemission data. Our simulations reproduce the overall profile of the resistivity of TiSe2, including
its prominent peak, without implementing the CDW at all. We find that the peak in resistivity corresponds
to a crossover between a low temperature regime with electron-like carriers only, to a regime around room
temperature where thermally activated and highly mobile hole-like carriers dominate the conductivity. Even
when implementing substantial modifications to model the CDW below the transition temperature, we find that
these thermal population effects still dominate the transport properties of TiSe2.
Phase transitions such as charge density waves (CDWs) are
often first characterized by the observation of anomalies in re-
sistivity measurements. Such phase transitions can influence
the resistivity via Fermi surface reconstructions, changes in
scattering rates, and/or a loss of free carriers due to the for-
mation of an energy gap. However in TiSe2, which exhibits a
much-studied CDW-like phase transition at TCDW ≈ 200 K
[1, 2], transport measurements show a highly unusual and
non-monotonic temperature-dependence. Samples which are
close to stoichiometry typically show n-type metallic-like be-
havior at low temperatures, followed by a prominent broad
peak at Tpeak ∼165 K, distinct from TCDW , beyond which
the resistivity decreases with increasing temperature in a
semiconductor-like fashion, with a positive Hall coefficient
at room temperature [1]. Surprisingly little change occurs at
TCDW , with at most a modest change in slope observed at
≈200 K [1, 3], even though the CDW involves changes to the
band structure on energy scales as large as 100 meV [4]. The
resistivity is known to be highly sensitive to the sample stoi-
chiometry, and the observation of the anomalous broad peak
at Tpeak ∼165 K in resistivity measurements has sometimes
been taken as an indicator of sample quality [1, 3, 5, 6]. On
the other hand, some studies have interpreted the peak feature
as a signature of the role of excitons in the CDW ordering [7–
11]. Given the resurgence of interest in TiSe2 in recent years,
it is worthwhile to revisit the long-standing problem of its un-
usual transport properties [5, 12–14], aided by the availability
of recent characterizations of its 3D electronic structure by
angle-resolved photoemission spectroscopy (ARPES) [15].
In this paper, we show that the overall temperature-
dependence of the resistivity of TiSe2, including the anoma-
lous peak, can be reasonably reproduced without accounting
for the CDW at all. Our model is very simple, but it captures
the essential ingredients necessary to qualitatively understand
the transport properties of TiSe2. The unusual resistivity pro-
file is mainly due to the temperature-dependent thermal pop-
ulations of the 2D hole and 3D electron bands, which vary
significantly since the band gap is only ∼ 3 × kBT at room
temperature. The apparently anomalous transport behavior
of TiSe2 can thus be intuitively understood as a consequence
of the thermal activation of mobile hole-like carriers above
a characteristic temperature of ∼150 K, which sets the scale
of Tpeak. Tpeak thus represents a crossover from electron-
dominated to hole-dominated transport properties, which also
manifests as a sign change in the Hall coefficient at a similar
temperature, as found in experiments. We show that changes
in the band structure due to the CDW may modulate the resis-
tivity below TCDW and shift Tpeak a little, but the qualitative
understanding of the anomalous peak remains unchanged. We
finally discuss the appropriate criteria for extracting TCDW
from resistivity experiments, with implications for the deter-
mining the boundaries of phase diagrams based on TiSe2.
Model parameters and carrier densities
Our model aims for a very simple description of transport
in TiSe2, but with all parameters constrained by experimen-
tal evidence. A crucial question from the outset is whether
TiSe2 should be treated as a semiconductor or a semimetal.
Recent detailed ARPES measurements unambiguously ob-
served a small band gap in the normal state [15], and so we
use the experimentally-determined band gap of 74 meV here.
At the center of the Brillouin zone, TiSe2 has two quasi-2D
hole bands and one 3D hole-like band. We assume that the
uppermost 2D hole band will dominate the contribution of
hole carriers to transport, and we approximate this by a single
2D density of states (DOS), characterized by a single effec-
tive mass m∗h = 0.31 me. The electron bands of TiSe2 are
centered at the L points on the edges of the Brillouin zone,
and have a 3D anisotropic shape [15]. We approximate this
with a 3D density of states, parametrized by a single scalar
mass m∗e = 3.8 me, and with a multiplicity factor of 3 due to
the valley degeneracy. The effective mass parameters are set
for agreement with the band dispersions observed by ARPES
measurements in the normal phase [15]. Parabolas represent-
ing the assumed dispersions are plotted on top of ARPES data
at 300 K in Fig. 1(a). TiSe2 samples are never exactly sto-
ichiometric, and to the best of our knowledge are always at
least slightly n-doped, as indicated by the negative value of
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FIG. 1. Model band structure of TiSe2. (a) ARPES data at 300 K, adapted from [15], overlaid with parabolas corresponding to the assumed
dispersions of the hole and electron-like carriers respectively. (b) Available Density of States for the 2D hole band (cyan line) and 3D electron
band (orange line), also showing the thermally occupied population of each carrier type (shaded areas) at 300 K, and (c) 10 K. The dashed line
indicates the location of the chemical potential. (d) Chemical potential as a function of temperature. Note that in (b-d), the top of the valence
band is defined to be at zero energy, whereas in (a) the data is referenced to the experimental chemical potential.
the Hall coefficient at low temperatures [1]. We therefore al-
low for a finite, temperature-independent, number of donors
Nd = 7.62 × 1019 cm−3 into our model, which we fix such
that 1/Nd|e| equals the low-temperature Hall coefficient re-
ported in Ref. [1].
While the model is clearly a simplification, we are careful
to retain two key ingredients: the temperature-dependence of
the chemical potential, and the corresponding thermal pop-
ulations of hole and electron carriers [7]. At each tempera-
ture, the chemical potential is determined by the requirement
that ne(T )− nh(T ) = Nd. This charge compensation condi-
tion leads to a downward shift of the chemical potential with
increasing temperature (Fig. 1(d)). At low temperatures, in
Fig. 1(c), there is essentially zero thermal population of the
hole-like carriers, and ne = Nd. However, by room tem-
perature, since the band gap is only ∼ 3 × kBT , the tails
of the Fermi-Dirac state occupation function extend into the
hole-like DOS and thermally populate a significant number of
hole-like carriers, as shown in Fig. 1(b). This thermal popula-
tion of hole-like carriers plays a leading role in the following
simulations.
Simulation of resistivity
We simulate ρ(T ), the resistance as a function of tempera-
ture, using the two-carrier Drude model:
1
ρ(T )
=
ne(T )|e|2τ(T )
m∗e
+
nh(T )|e|2τ(T )
m∗h
(1)
The temperature-dependence of the electron and hole pop-
ulations ne,h(T ) is shown in Fig. 2(a). For the scattering time,
τ(T ), we take inspiration from the resistivity of TiTe2, a sister
material which is semimetallic, with a band overlap of several
hundred millivolts. In Ref. [16] it was shown that the resis-
tivity of TiTe2 followed the Bloch-Gru¨neisen (B-G) formula-
tion for scattering due to electron-phonon coupling. We there-
fore adopt this form of scattering rate for our model of TiSe2:
the coefficient of the B-G scattering term is a free parameter
which we set for good agreement on the absolute value of re-
sistivity around ρpeak, and the Debye temperature of the B-G
term is set to 250 K [2, 14]. We also add a constant scattering
term from elastic impurity scattering, which is set such that
ρexpT→0 = m
∗
e/Ne|e|2τ0. Notably, this scattering rate, plotted
in Fig. 2(b), is almost linear in temperature across an appre-
ciable range, and featureless throughout the region of interest.
An important assumption we make is that this scattering rate is
identical for both electron and hole-like carriers. Importantly,
however, the two types of carrier will have quite different mo-
bilities [13], since µe,h = |e|τ/m∗e,h, and the effective masses
of the electrons are much higher than the holes.
The simulated ρ(T ) is shown in Fig. 2(c), plotted in com-
parison to the experimental literature data from Di Salvo et
al. [1] [17]. The simulation reproduces the low-and high-
temperature regimes reasonably well, and importantly in-
cludes a peak at 146 K, close to Tpeak = 165 K in the ex-
perimental data. Given the crudeness of the model, and the
total neglect of CDW effects, the agreement is remarkable.
The qualitative understanding of the resistivity within our
model depends strongly on thermal population effects. At
temperatures below ∼100 K, the electron density ne = Nd
is constant, and the resistivity follows the scattering rate only,
as in a conventional metal. However, above a characteris-
tic temperature of ∼150 K, hole-like carriers become ther-
mally populated to a significant degree (Fig. 2(a)). As the
holes are relatively mobile compared with the electrons, these
thermally-activated carriers give a significant contribution to
the conductivity. A second effect is that, since ne − nh must
remains constant, the number of electron-like carriers likewise
increases above ∼150 K (Fig. 2(b)). These two effects com-
bine to overcome the near-linearly increasing scattering rate in
this regime, yielding a maximum in resistivity at Tpeak. This
is followed by a regime of negative dρ/dT up to room tem-
perature and beyond, as the hole-like carrier density increases
at a greater rate than the scattering.
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FIG. 2. (a) Temperature-dependence of electron- and hole-like car-
rier densities (see Fig. 1(b-c) for visualization at two selected tem-
peratures). (b) The assumed scattering rates, following the Bloch-
Gru¨neisen formula for electron-phonon scattering with an additional
elastic impurity scattering term. (c) Corresponding simulation of re-
sistivity. Dashed line is the experimental resistivity, from Ref. [1].
Variation with net carrier density
The net carrier density Nd is an extrinsic and variable
parameter of TiSe2 samples. In the standard iodine vapor
transport growth method, higher growth temperatures corre-
spond to a larger density of n−doping defects [18], drasti-
cally changing the resistivity [1, 11]. Post-growth annealing
[19], deliberate introduction of other transition metal dopants
or intercalants [6, 20, 21], and ionic gating [22] have also been
used to control the carrier density. To gain some understand-
ing into the variation of the transport properties with this key
experimental parameter, in Fig. 3(a) we consider the effect of
varying Nd in our simulations.
The first trend in Fig. 3(a) is that the lower the carrier den-
sity, the greater the height of the peak, with the peak being par-
ticularly pronounced for the lowest carrier densities. Within
the model, one can understand that the maximum resistivity
ρpeak is higher for lower doping levels, since there are simply
fewer electrons in the ne ≈ Nd regime. However, by room
temperature, the thermal population effects dominate, and all
moderate dopings give similar behavior in this regime. In this
regard, our simulations compare very well with the suppres-
sion of the peak height as a function of growth temperature
(i.e. extrinsic electron doping) reported by Di Salvo et al. [1]
[23]. Campbell et al. [14] recently argued against any link
between the height of the peak and the sample stoichiome-
try. However, our simulations are in line with the earlier in-
tuition that the two are indeed related [1, 3, 5]. The quan-
tity ρpeak/ρ300 K has been sometimes used as an indicator of
sample quality [1, 3, 6]. Our simulations show that there is a
monotonic inverse dependence of ρpeak/ρ300 K onNd, show-
ing that this is indeed a useful indicator of the closeness of the
sample to charge compensation. For a substantial doping of
Nd = 5 × 1020 cm−3, corresponding to 0.033 carriers per
formula unit, the peak behavior disappears and the resistivity
appears generally metallic below room temperature. This is
in line with the measured metallic-like resistivity of samples
with the highest doping levels [1, 5, 11, 19, 20]. Conversely,
our model suggests that any sample which has an extrinsic
electron doping of less than 0.01 electrons per formula unit
will display a prominent peak.
The second trend in Fig. 3(a) is that the lower the carrier
density, the lower Tpeak. In the model, we find the fewer
the number of doped electrons, the fewer thermally activated
hole-like carriers are needed to influence the resistivity, and so
the peak occurs at a lower temperature. Our simulations may
exaggerate this effect somewhat since, as we show later, the
CDW transition modulates the exact position of Tpeak, which
may tend to dampen the variation found in Fig. 3(a). Still, the
trend is consistent with experimental evidence. For example,
the sample grown by sublimation in Di Salvo et al. [1] with
Tpeak ≈ 149 K, and the sample grown in Se flux by Campbell
et al. (Tpeak = 150 K [14]), which are likely to be the most
stoichiometric samples (i.e. lowest extrinsic carrier densities),
both display a higher ρpeak and a lower Tpeak compared with
samples grown by iodine vapor transport, in which Tpeak is
typically 165 K [1].
Robustness of the peak feature
In addition to the net carrier density, another important pa-
rameter in our model is the band gap. We take our value of
74 meV from high-resolution ARPES measurements at 300 K
[15], but there is considerable disagreement on the magnitude
of the normal state band gap in the prior literature [4]. In
Fig. 3(b) we vary the band gap and find that a peak feature in
the resistivity is generically expected, for any relatively nar-
row band gap. Gap values of 50-100 meV give Tpeak compa-
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FIG. 3. (a) Simulated resistivity curves for various values of the extrinsic doping Nd. All other parameters are held fixed, including the elastic
impurity scattering term, which in reality would be likely to scale with Nd. (b) Variation of the resistivity with the band gap. Note that for the
case of the band overlap, the resistivity is multiplied by a factor of 10 for greater visibility. (c) Simulations with various assumed values of the
electron mass.
rable with the experimental data, correlating with the determi-
nation of 74 meV from ARPES [15]. It is intuitive that Tpeak
scales with the gap, since for a larger gap, higher temperatures
are required to activate a significant hole carrier density.
Furthermore, we show in Fig. 3(b) that for a small band
overlap (negative band gap), no peak appears in our simula-
tions and the resistivity is a monotonically increasing function
of temperature, in total disagreement with the experimental re-
sistivity. The simulations thus support the simple intuition that
the negative dρ/dT around room temperature is indicative of
a narrow band gap in the normal state. While a semimetal-
lic scenario for the normal state was proposed by Velebit
et al.[24], this could only be reconciled with the resistivity
data in the normal phase by assuming a highly anomalous
temperature-dependence of the scattering rate (i.e. mobilities
increasing with T at all temperatures above Tc). In contrast,
here we show that a narrow band gap, with a conventional
scattering rate that increases monotonically with temperature,
qualitatively reproduces the resistivity across the whole tem-
perature range quite well, as well as showing similar trends
with variation of Nd to the experiments. Thus on the basis
of the successful simulations in this paper, as well as the ev-
idence from photoemission [15], we would argue that a nar-
row band gap and a conventional temperature-dependence of
the scattering rates (apart from, perhaps, at temperatures very
close to Tc) is the scenario that best accounts for the normal
state electronic structure and transport properties of TiSe2.
To further test the robustness of the peak feature in resis-
tivity, in Fig. 3(c) we vary the electron effective mass. So far,
we have used an effective mass which matches the electron
band dispersion in the L-A direction (Fig. 1(a)). This is likely
an over-estimate, however, since the band is anisotropic and
the effective mass is expected to be lighter in the L-M and
L-H directions. Fig 3(c) shows that the peak is slightly more
pronounced for heavier electrons, in which case the thermally-
activated holes are relatively more mobile. However qualita-
tively, the appearance of a peak in resistivity is robust under
even substantial variation of this parameter. This remains gen-
erally true under moderate variations in all other parameters,
so long as the holes are substantially more mobile, the band
gap is positive, and the extrinsic electron-like carrier density
is not too large.
Sign-change of the Hall coefficient
Our model also gives insight into the Hall effect in TiSe2.
A long-standing problem has been why the samples, known to
be n-doped, show a crossover from a negative Hall coefficient
at low temperatures to a positive value at room temperature
[1, 3, 12]. As shown in Fig. 4, we also find a sign-change of
the Hall effect in our model without CDW order, where we
use the standard two-carrier transport equations to calculate
the Hall response:
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FIG. 4. Simulation of the Hall coefficient, for two values of the elec-
tron effective mass, compared with experimental data [1] (dashed
line). The saturation ofRH below∼100 K and a sign-change ofRH
by room temperature are qualitatively reproduced.
5RH =
µ2hnh − µ2ene
|e|(µhnh +muene)2 (2)
Once again, the relevant physics is the freezing-out of hole
like carriers; below ∼100 K, there are no thermally activated
holes, and the Hall effect reduces to the simple one carrier
model, RH ≈ −1/Nd|e|. However, as the holes become ac-
tivated, due to their relatively high mobility, they quickly be-
come very relevant in the Hall effect. By room temperature,
even though nh < ne due to the extrinsic electron doping,
the Hall coefficient is positive due to the higher hole mobility.
Similar logic can likely account for the positive Seebeck coef-
ficient at high temperatures [1]. We note that the Hall effect is
particularly sensitive to the relative mobilities of electrons and
holes, and here our assumption that the holes and electrons
have the same scattering rate may cause a greater discrepancy
with the experimental data, compared with the resistivity sim-
ulations. In Fig. 4 we also show a simulation with a lowerm∗e ,
which gives better agreement at higher temperatures, reflect-
ing the fact that the ratio of mobilities in our simple model
may not be optimal. In addition, using the simple two-carrier
equations may not completely encode the fact that there is one
hole and three electron bands in the model. Nonetheless, the
qualitative agreement in the crossover behavior again adds va-
lidity to our simplified model approach, and points again to
the key role played by thermally-activated carriers.
The sign change of the Hall effect was reported to occur at
181 K [3]. This proximity to TCDW might naively suggest a
connection with changes in the Fermi surface at TCDW . How-
ever, our simulations show that a sign-change of the Hall ef-
fect, somewhere between 100 and 300 K, is generically to be
expected simply from thermal activation of hole-like carriers.
A sign-change of the Hall coefficient, or any slope-change,
therefore is not a good metric of TCDW [22], due to the dom-
inance of thermal population effects in the measurements.
Effects of CDW order on resistivity
Having shown that the resistivity can be reasonably under-
stood even without any CDW order, we now consider what
effects the CDW could have on the transport properties. The
CDW of TiSe2 significantly reconstructs the band structure,
changes the effective masses of both the holes and the elec-
tron bands, will have an impact on scattering rates, and more
[4, 15]. Given the crude level of our model, it is not real-
istic to attempt to simulate all of these effects, but we can
gain some intuition on the possible effects of the CDW or-
der with two simplified models. At TCDW , the hole bands
hybridize across the band gap with the conduction bands. In
the simplest case, therefore, one might consider simply mod-
ifying the band gap as Eg(T ) =
√
E2g0 + ∆(T )
2, where
∆(T ) takes an order-parameter-like form; we choose ∆(T ) =
∆0 tanh (1.16
√
TCDW
T − 1) following Ref. [25]. This is en-
coded by our model 1 in Fig. 5, which is similar in spirit to
the approach of Ref. [7]. At TCDW , there is a change of slope
below which resistance rises more rapidly than for the non-
CDW case. Despite the large energy scale of the coupling
(∆0 = 130 meV), however, the effects on the resistivity are
not particularly dramatic: model 1 only moderately increases
Tpeak and the absolute magnitude of the resistivity, while the
overall shape remains similar.
Model 1 in fact overestimates the effects of the CDW. In
fact, when the CDW occurs, the hybridization is kz-selective;
the hole bands at Γ hybridize strongly and get shifted to higher
binding energies, while the hole bands at A are only weakly
affected [15]. This idea is implemented in model 2, where we
shift half of the density of states of the hole band below TCDW
according to the increased gap of model 1, but leave the other
half at an unchanged energy. As one might expect, this has
an even more muted effect on the total resistivity, with only a
weak change of slope at TCDW . This subtle deviation of the
resistivity below TCDW is consistent with the experimental
changes in resistivity through TCDW , where at most a modest
change of slope is detected.
Neither of these simple models is even close to account-
ing for all of the CDW physics, and in particular we do not
consider any modifications to the electron bands through the
transition. In fact, experimentally it is found that the elec-
tron bands substantially change shape through TCDW , and
the conduction band minimum sinks to higher binding en-
ergies, causing the band gap to actually be smaller in the
CDW phase [15]. However, the most physically relevant pa-
rameter is not the band gap per se, but the binding energy
of the hole-like states, and especially in the case of model
2, these are reasonably consistent with the ARPES measure-
ments. Thus, in the spirit of emphasizing the temperature-
dependence of thermally-populated hole-like carriers, one can
come to a qualitative understanding. Upon cooling the sam-
ple, the CDW accelerates the freezing-out of hole-like car-
riers as they are shifted to higher binding energy, increas-
ing resistance below TCDW and bringing Tpeak to slightly
higher temperatures; for example, model 2 increases Tpeak
from 146 to 154 K. However, this freezing out of hole-like
carriers would have happened even without the CDW order.
We would therefore argue that, although the peak in resistiv-
ity may be somewhat modulated by the CDW ordering, this
is only a secondary effect. Fundamentally, there is no causal
link between the peak in resistivity and the CDW, and the peak
should primarily be understood it in terms of the thermal pop-
ulation effects described earlier.
Criteria for the determination of CDW temperature
As in the simulations, a change of slope in resistivity mea-
surements is a mark of the onset of CDW order, but in prac-
tice a variety of procedures have been used in the literature
to extract Tc from experimental data. While the comparison
of such criteria may seem a little mundane, the reliable deter-
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mination of Tc becomes crucial for the construction of phase
diagrams based on tuning the properties of TiSe2. Supercon-
ductivity has been found in TiSe2 close to the critical point for
the suppression of long-range CDW order via pressure [26],
charge carrier doping [22], or intercalation [20, 21, 27]. How-
ever, for a full understanding of the interplay of CDW and
superconducting orders, it is important to be confident of the
determination of the CDW phase boundary, which in some
studies has been partially or solely delineated by the analy-
sis of transport measurements. Thus there is a need to firmly
establish the appropriate criterion for the determination of Tc
from such measurements.
One procedure used in the literature is to take the first
derivative of the data, and then to use the minimum of dρ/dT
(maximum of −dρ/dT ) as a criterion for TCDW [28–30].
However, our simulations without CDW order also give a
prominent minimum in dρ/dT (Fig. 5(e)), even though noth-
ing is physically happening at this temperature. Moreover, in
the simulations including CDW order, the minimum of dρ/dT
does not coincide with TCDW . The minimum of dρ/dT is
therefore not an appropriate criterion. A more physical ap-
proach is to look for a discontinuity in dρ/dT , since this
should jump across TCDW [1]. While our simulations sup-
port this idea in principle, in practice it may be difficult to
precisely identify the midpoint of the step-like feature in the
first derivative, given there is a substantially varying back-
ground. Taguchi et al. [3], and more recently Campbell et al.
[14], argued that looking for a small but sharp peak in the sec-
ond derivative is a better criterion for determining TCDW . In
agreement with this, our analysis presented Fig. 5(f) shows a
sharp peak centred at Tc in the second derivative, although we
note that discerning this peak in practice may often be com-
plicated by the amplification of experimental noise in such
second derivative analysis. Identifying the CDW onset tem-
perature in TiSe2 may, in general, therefore require additional
measurements such as specific heat [2], or the observation of
superlattice reflections in scattering measurements [31].
Discussion
In our simulations, the resistivity in the low temperature
limit is always metallic-like (dρ/dT > 0). For experimental
samples grown by iodine vapor transport this is also usually
the case, with the electron carriers coming from a finite ex-
trinsic carrier density Nd. Experimentally, this arises from
crystal imperfections: Se vacancies, intercalation of excess
Ti, and residual iodine inclusions [18]. Correspondingly, a
coherent electron-like Fermi surface is observed by ARPES
at low temperatures [15], and there is a small but finite Som-
merfeld term in specific heat [2]. Such samples typically show
an approximately constant Hall coefficient below 100 K [1],
indicating that Nd does not change significantly down to low
temperature.
However, different methods of extrinsic doping lead to
strongly varying results. For example Ti1−xTaxSe2 shows
metallic-like behavior with dρ/dT > 0 and a superconduct-
ing dome, but Ti1−xNbxSe2 gives insulating-like dρ/dT < 0
all the way to room temperature [6, 21], even though the Nb
and Ta dopants are nominally isoelectronic. The details of
how the dopant species interacts with the host matrix are thus
highly relevant, as Nb dopants appear to cause substantially
more disorder than Ta [21]. In other cases, such as lightly-
doped PdxTiSe2 [27] and some of the pressure-grown TiSe2
samples reported by Campbell et al. [14], the resistivity shows
similar behavior to the iodine vapor transport-grown samples,
7with a slope-change at Tc and a broad peak, but then exhibits
a steep upturn in resistivity below 80-100 K, while the Hall
coefficient only saturates at a much lower temperature, and at
a larger magnitude [14]. This may reflect a significant fraction
of the donated electrons becoming localized at low tempera-
tures. We note that Nd is treated as a constant in our simula-
tions, and so no such upturn of the resistivity is found. To our
knowledge, there has been no successful synthesis of p-type
TiSe2: all reported samples have a negative Hall coefficient
at low temperatures, despite efforts by Levy et al. to intro-
duce acceptors [6]. We predict that any such p-type samples
could show drastically different resistivity properties, and it is
an open question whether the CDW would also persist in such
samples.
Much of the more recent literature on TiSe2 has addressed
the question of whether it is a semiconductor or semimetal,
especially in the normal state [4, 8, 13, 24, 32–34]. Here, we
have shown that the presence of a narrow band gap can natu-
rally account for the overall form of the resistivity including
the broad peak. In combination with recent high-resolution
photoemission [15], this provides compelling evidence in fa-
vor of a narrow band gap scenario.
In conclusion, we have shown that a minimal model based
on the normal-state electronic structure of TiSe2 can qualita-
tively reproduce its known temperature-dependent transport
behavior. Starting from the assumption of a narrow band
gap, a crucial component is the temperature-dependence of
the hole and electron carrier densities. Without incorporating
any CDW-related changes, the broad peak in resistivity can be
reproduced, and a sign-change in the Hall effect is also found.
Thus neither of these experimental signatures is directly re-
lated to the CDW. We included CDW order into the model
with crude approximations, and showed that, despite large en-
ergy scales being involved, the effect on resistivity was rela-
tively muted, qualitatively accounting for the typically weak
signatures observed in transport at Tc. While the CDW in
TiSe2 remains a highly interesting problem, our simple but
robust simulations show that there is another effect which is
more relevant for the overall understanding of the transport
data of TiSe2, which is the thermal activation of mobile hole-
like carriers.
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