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Abstract
In this paper, the block pulse function method is proposed for solving high-order
diﬀerential equations associated with multi-point boundary conditions. Although the
orthogonal block pulse functions frequently have been applied to approximate the
solution of ordinary diﬀerential equations associated with the initial conditions, the
presented method provides the ﬂexibility with respect to multi-point boundary
conditions in separated or non-separated forms. This technique, which may be
named the augmented block pulse function method, reduces a system of high-order
boundary value problems of ordinary diﬀerential equations to a system of algebraic
equations. The illustrated results conﬁrm the computational eﬃciency, reliability, and
simplicity of the presented method.
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1 Introduction
The systems of ordinary diﬀerential equations (ODEs) with diﬀerent boundary conditions
are well known for their applications in biology, chemistry, physics, engineering, and sci-
ences [–]. There are many diﬀerent reliable methods which can ﬁnd the solution of
ODEs for simple forms of boundary conditions. But the mathematical models of many
phenomena in the real world are enforced by more diﬃcult forms of boundary conditions
such as multi-point boundary conditions in separated or non-separated forms.
Because of the importance, the boundary value problems have been solved several times
bymany diﬀerent methods such as the ﬁnite diﬀerencemethod, the splinemethod, the ra-
dial basis functions, the wavelet method, and many other numerical and analytical meth-
ods; see [–] and the references therein. We recall that boundary conditions that are
more diﬃcult imply developing numerical methods to ﬁnd the solution of the ordinary
diﬀerential systems. However, some of these methods are reliable and applicable for solv-
ing ordinary diﬀerential equations; the most of these methods provide the solution only
for a particular kind of diﬀerential equations or a particular kind of boundary conditions.
© 2016 Avazzadeh and Heydari. This article is distributed under the terms of the Creative Commons Attribution 4.0 Interna-
tional License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any
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In this study, we describe the application of the block pulse function method for solving
arbitrary-order diﬀerential equations.
Recently, orthogonal block pulse functions have been widely discussed and applied to
approximate the solutions of some diﬃcult systems deﬁned in engineering and science
[–]. The most important properties of BPFs are disjointness, orthogonality, and com-
pleteness which cause the popularity among the computational methods.
In this work, we proposed the augmented block pulse function method for solving a
system of arbitrary-order boundary value problem associated with initial conditions or
multi-point boundary conditions in separated or non-separated forms. Let us consider the
following nth-order diﬀerential equations with assumption of the existence and unique-
ness of the solution:
L(F(x),x) = , x ∈ [a,b], ()
associated with n equality conditions and
F(x) =
(
f (n)(x), f (n–)(x), . . . , f ′(x), f (x)
)
. ()
Since the diﬀerential equation may be enforced by many diﬀerent conditions, we consider
the general form including separated and non-separated boundary conditions but we also
can consider boundary conditions or the set of conditions including some or all of these
mentioned types. Let us assume
L
(















and x ∈R and x,x, . . . ,xk (not necessarily distinct) are given real ﬁnite constants. If k = 
the problem becomes the initial value problem and for k =  the problem will be called a
two-point boundary value problem. It is also called a multi-point boundary value prob-
















may be called separated and if the conditions are not separated will be called of non-
separated type. In a more general form, the condition may also include the value of the
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derivatives of f (x) so
L
(















However, these types of systems arising in engineering and sciences have important ap-
plications but it is not possible to solve them analytically for arbitrary choices of L(x) and
Li(x), i = , , . . . ,n. Therefore, the numerical methods for obtaining an approximated so-
lution of () with higher accuracy still is of interest for researchers.
To make the article self-contained in Section  a short description on block pulse func-
tions is added. In Section  the description of the method shows BPFs how can be applied
to solve the high-order diﬀerential equations with a diﬀerent kind of boundary conditions.
The numerical results are illustrated in Section  to clarify more details of the proposed
method and expectedly conﬁrm the convergence and applicability of the method. Finally,
a brief conclusion is stated in Section .
2 Block pulse functions





, x ∈ [ im , i+m ),
, otherwise,
()
where i = , , . . . ,m –  is the translation parameter and βi(x) is called the ith BPF.
There are some properties for BPFs which make them popular for approximation such
as orthogonality, disjointness, and completeness []. A function f (x) over the interval




ciβi(x), x ∈ [, ), ()




f (x)βi(x)dx, i = , , . . . . ()
In fact, the series expansion () contains an inﬁnite number of terms for smooth f (x). If
f (x) is a piecewise constant or may be approximated by a piecewise constant, the sum in




ciβi(x) =CTmm(x), x ∈ [, ), ()
where
Cm = [c, c, . . . , cm–]T and m(x) =
[
β(x),β(x), . . . ,βm–(x)
]T . ()
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Also, the collocation points can be deﬁned in the following form:
ξl =
l – 
m , l = , , . . . ,m, ()




ciβi(ξl) =CTmm(ξl), l = , , . . . ,m. ()
The above equations can be rewritten in the following matrix form:
FT =CTmm, where F =
[
f (ξ), f (ξ), . . . , f (ξm–)
]T , ()
and m is the BPF matrix of orderm deﬁned by
m = Im = diag(, , . . . , ). ()
Theorem . [, ] Suppose that f (x) is an arbitrary real bounded function, which is
square integrable in the interval [, ), and
em(x) =f (x) –
m–∑
i=













We consider the solution of nth-order system () to need at least nth-order diﬀerentia-
bility to be able to approximate the highest-order derivative of the unknown function and










































































(x–s)n–βi(s)ds, i = , , . . . ,m–. ()
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m )n – (x –
i+
m )n], x ∈ [ i+m , ).
()









αi = a +
i(b – a)
m , βi = a +
(i + )(b – a)
m , i = , , . . . ,m – . ()





, x ∈ [a,αi),

n! (x – αi)n, x ∈ [αi,βi),

n! [(x – αi)n – (x – βi)n], x ∈ [βi,b).
()




ciβi(x) =CTmm(x), x ∈ [, ), ()






(n – )! x
n– + · · · + f
′′()
! x
 + f ′()x + f (), x ∈ [, ). ()






(n – )! ξ
n–




l + f ′()ξl + f (),
l = , , . . . ,m, ()
and the matrix form of the above linear system is
FT =CTm (n)m +
f (n–)()
(n – )! T
T





















ϕ, ϕ, ϕ, . . . ϕ,m–
 ϕ, ϕ, . . . ϕ,m–
  ϕ, . . . ϕ,m–
...
...
... . . .
...








ϕi,k = Pin(ξk+), i = , , . . . ,m – ,k = i, i + , . . . ,m – , ()
is the nth BPFs integral matrix and
Tj =
[
ξ k , ξ k , . . . , ξ km
]T , j = , , . . . ,n – . ()









   . . . 
   . . . 
   . . . 
...
...
... . . .
...


















–    . . . m –  m – 
 –   . . . m –  m – 




... . . .
...
...
    . . . – 









The integration of BPFs has the important role to approximate diﬀerential terms and the
described matrices in (), (), and () show the sparsity of the systems made by using
BPFs, which aﬀects the computational eﬃciency.
3 Description of themethod
First we describe the method for general form of () and then some particular cases will










ciP˜i(x) + f (n–)(a),


















(n – )! x
n– + f
(n–)(a)
(n – )! x
n– + · · · + f ′(a)x + f (a).
























n– + · · · + cm+n–x + cm+n–.



















k , x ∈ [a,b], ()
where cm+k = f (n–k–)(a), k = , , . . . ,n – .
This assumption leads to the technique which we named the augmented block pulse
function (ABPF) method. In fact, we develop the BPFmethod to be ﬂexible for an approx-
imation of the diﬀerential equations with diﬀerent boundaries. We replace the expansion
of f (i)(x), i = , , . . . ,n, into the system of () and () and then substitute the collocation
points deﬁned in () as follows:
L(F(ξl), ξl
)
= , l = ,  . . . ,m, ()






















f (n)(ξl), f (n–)(ξl), . . . , f ′(ξl), f (ξl)
)
, l = , , . . . ,m. ()
Fromequations () and (), a nonlinear systemof (m+n) equations and (m+n) unknown
coeﬃcients results. Solving this system, we can obtain the unknown coeﬃcients ci, i =
, , . . . , (m + n – ) and therefore the functions f (j)(x), j = , , . . . ,n are identiﬁed.
Remark . It is worth noting here that we can do a few simple modiﬁcations when some
of f (i)(a), i = , , . . . ,n – , are given. Particularly if f (i)(a), i = , , . . . ,n – , all are given,
the system becomes an initial value problem and there is no need to consider any ci, i =
m, . . . ,m + n – . In addition, we can keep the structure of the algorithm and input the
given initial value into the described scheme. Obviously, the ﬁrst state considers the value
of f (i)(a), i = , , . . . ,n – , precisely and the second state ﬁnd them approximately such
that there are good agreement between precise and approximated values. In this paper,
the reported results are based on the second assumption.
Remark . Deﬁnitely we need (n +m) equations which are linear independent to ﬁnd
a unique solution including (n +m) unknown coeﬃcients. Note that the intersection of
{x,x, . . . ,xk} deﬁned in (), and the collocation points deﬁned () should be an empty
set. If there exists any common point, we can simply change the collocation points non-
uniformly such that every collocation point may be chosen from [ im ,
i+
m ), i = , , , . . . ,
m– in order to include all basis functions and keep the structure of constructedmatrices
demonstrated in (), (), and () and for higher order. Obviously, there aremany sets of
points that are appropriate candidates for leading to the independent algebraic equations.
4 Numerical examples
In order to assess the accuracy of block pulse function method for solving higher-order
diﬀerential equations with multi-point boundary conditions we will consider the follow-
ing examples. The associated computations with the examples were performed using
MAPLE  with  digits precision on a personal computer.
Example  Consider the following ordinary diﬀerential equation [, ]:
y()(x) + y(x) = 
(
x cos(x) +  sin(x)
)
, x ∈ [–, ],
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with the separated boundary conditions
y(–) = y() = ,
y′′(–) = – cos(–) +  sin(–),
y′′() =  cos() +  sin(),
y()(–) =  cos(–) –  sin(–),
y()() = – cos() –  sin(),










ciβ¯i(x), t ∈ [–, ],
where β¯i(x) are the BPFs deﬁned in () on [a,b] = [–, ]. Let us assume m = , by inte-












































 c + xc + c.










 , should be substituted















+ xc + c – 
(
x cos(x) +  sin(x)
)
= ,
which gives six algebraic linear equations. Also, we will get other six linear equations as
Avazzadeh and Heydari Advances in Diﬀerence Equations  (2016) 2016:93 Page 10 of 16
Table 1 The observedmaximum absolute error for different values ofm for Example 1
y(j) m = 6 m = 10 m = 16 m = 32
y 1.8× 10–4 7.1× 10–5 2.8× 10–5 7.1× 10–6
y(1) 5.7× 10–4 2.2× 10–4 8.7× 10–5 2.3× 10–5
y(2) 1.8× 10–3 6.8× 10–4 2.7× 10–4 6.8× 10–5
y(3) 5.8× 10–3 2.3× 10–3 9.3× 10–4 2.4× 10–4
y(4) 2.6× 10–2 8.8× 10–3 3.3× 10–3 7.5× 10–4
y(5) 3.5× 10–1 1.2× 10–1 4.9× 10–2 1.2× 10–2
y(6) 7.2 4.3 2.7 1.3
Figure 1 Plots of the numerical solution by BPFs versus the exact solution (solid-circle) of y, y′ , y′′ ,





































 c + c + c –  cos() +  sin() = ,
∑
i=
ciP˜i(–) – c + c –  cos(–) +  sin(–) = ,
∑
i=
ciP˜i() + c + c +  cos() +  sin() = ,
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Figure 2 Plots of the absolute error functions of y, y′ , y′′ , y(3), y(4), y(5) in (a)-(f), respectively, when
m = 64 for Example 1.
Figure 3 Sixth derivative of the numerical solution by BPFs
versus the exact solution whenm = 64 for Example 1.
in which are included  unknown coeﬃcients. Solving the obtained system gives
c = –., c = –., c = –.,
c = ., c = ., c = .,
c = –., c = ., c = .,
c = ., c = –., c = .,
and Table  includes the observed absolute error by these values. The plots of the nu-
merical solution by the proposed method with m =  versus the exact solution and the
absolute error function are depicted in Figures  and , respectively, showing higher accu-
racy. The graph of the sixth derivative of the numerical solution by BPFs versus the exact
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Figure 4 Plots of the numerical solution by BPFs versus the exact solution (solid-circle) of y, y′ , y′′ , y(3)
in (a)-(d), respectively, whenm = 64 for Example 2.
solution form =  is given in Figure . This example with other boundary conditions [,
] also can be reduced to a system of linear equations as described.
Example  Consider the following linear fourth-order nonlocal boundary value problem
[]:
y()(x) + exy()(x) + y(x) =  – ex cosh(x) +  sinh(x), x ∈ [, ],











































and the exact solution
y(x) =  + sinh(x).
Plots of the numerical solution by the proposed method with m =  versus the exact
solution and the absolute error function are depicted in Figures  and , respectively. The
graph of the fourth derivative of the numerical solution by BPFs versus the exact solution
for m =  is given in Figure . Also, Table  presents the observed maximum absolute
error form =  andm = , using the proposed together with the results obtained by re-
producing kernel method (RKM), given in []. By the comparison of the results obtained
using the presented method in Table  with the RKM, it is easily found that the present
approximations are more eﬃcient.
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Figure 5 Plots of the absolute error functions of y, y′ , y′′ , y(3) in (a)-(d), respectively, whenm = 64 for
Example 2.
Figure 6 Fourth derivative of the numerical solution by BPFs
versus the exact solution whenm = 64 for Example 2.
Example  Consider the following nonlinear second-order four-point boundary value
problem:
y′′(x) – sin(x)y′(x) + y(x) =  sin(x)
cos(x) , x ∈ [, ],
with the non-separated boundary conditions











and the exact solution
y(x) = tan(x).
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Table 2 The observedmaximum absolute error for different values ofm for Example 2
x m = 10 m = 16 RKM (m = 151) [25]
0.0 2.9× 10–7 9.8× 10–8 1.1× 10–6
0.1 6.8× 10–8 1.6× 10–8 2.0× 10–7
0.2 7.8× 10–9 6.9× 10–10 5.9× 10–9
0.3 7.5× 10–9 7.7× 10–10 4.4× 10–9
0.4 4.4× 10–8 7.6× 10–9 8.5× 10–8
0.5 1.2× 10–7 3.1× 10–8 2.6× 10–7
0.6 1.9× 10–7 5.8× 10–8 4.3× 10–7
0.7 1.9× 10–7 5.7× 10–8 4.1× 10–7
0.8 2.3× 10–8 2.1× 10–8 2.7× 10–8
0.9 6.1× 10–7 2.4× 10–7 1.2× 10–6
1.0 1.8× 10–6 6.9× 10–7 3.4× 10–6
Figure 7 Plots of the numerical solution by BPFs versus the exact solution (solid-circle) of y, y′ in (a)
and (b), respectively, whenm = 32 for Example 3.
Figure 8 Plots of the absolute error functions of y, y′ in (a) and (b), respectively, whenm = 32 for
Example 3.
The plots of the numerical solution by the proposed method withm =  versus the exact
solution and the absolute error function are depicted in Figures  and , respectively. The
graph of second derivative of the numerical solution by BPFs versus the exact solution for
m =  is given in Figure .
5 Conclusion
The block pulse functions provide the eﬃcient method to solve high-order ODEs associ-
atedwith the general type ofmulti-point boundary conditions. According to the presented
method, the nth-order ODE deﬁned in (), which can be linear or nonlinear system with
separated and non-separated boundary conditions, will be reduced to the algebraic equa-
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Figure 9 Second derivative of the numerical solution by BPFs
versus the exact solution whenm = 32 for Example 3.
tions by using block pulse functions and a polynomial function of degree n – . The most
important privileges of the proposed method are computational eﬃciency due to sparse
matrices, simplicity, and reliability, so onemay increase the number of basis functions and
consequently the accuracy will be improved.
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