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Abstract
While learning the maximum likelihood value of
parameters of an undirected graphical model is
hard, modelling the posterior distribution over
parameters given data is harder. Yet, undi-
rected models are ubiquitous in computer vi-
sion and text modelling (e.g. conditional ran-
dom fields). But where Bayesian approaches
for directed models have been very successful,
a proper Bayesian treatment of undirected mod-
els in still in its infant stages. We propose a new
method for approximating the posterior of the pa-
rameters given data based on the Laplace approx-
imation. This approximation requires the com-
putation of the covariance matrix over features
which we compute using the linear response ap-
proximation based in turn on loopy belief prop-
agation. We develop the theory for conditional
and “unconditional” random fields with or with-
out hidden variables. In the conditional setting
we introduce a new variant of bagging suitable
for structured domains. Here we run the loopy
max-product algorithm on a “super-graph” com-
posed of graphs for individual models sampled
from the posterior and connected by constraints.
Experiments on real world data validate the pro-
posed methods.
1 INTRODUCTION
While much progress has been made in developing fully
Bayesian methods for directed models (a.k.a. Bayesian net-
works), very little is known about Bayesian approaches for
undirected models, (a.k.a. random fields). The main rea-
son is computational; it is convenient to place conjugate
priors on the parameters of a Bayesian network and mar-
ginalize them out analytically. Alternatively, one can resort
to approximation schemes such as MCMC sampling and
variational approximations.
The situation is much less favorable for undirected models.
Computing a gradient of the log-likelihood is intractable
due to the presence of the normalization constant that de-
pends on the parameters of the model. So locating the ML
solution is intractable for all but the simplest models hav-
ing small treewidth. This fact implies that we cannot even
marginalize over parameters approximately, by running a
MCMC sampling method.
Random fields do however have an important role to play
in modern AI. For instance in computer vision, interac-
tions between pixels or patches have no causal direction-
ality and are most naturally modelled by Markov random
fields (MRF). Also, a popular language model for discrim-
inative applications is the conditional random field (CRF)
which has the advantage of being able to combine many in-
terdependent features into a single probabilistic model. It
is well known that in real world applications, CRFs suffer
from overfitting. The most widely used heuristic to address
that problem is to add a regularizer to the log-likelihood
in the form of a log prior and search for the maximum a
posteriori (MAP) solution.
Recently, a number of important “upgrades” for CRF mod-
els have been proposed. Firstly, for purely supervised
learning, the probability of a label given an input is of-
ten less important than the actual prediction of that label.
Hence, in a similar way that logistic regression and SVM
relate to each other, one can formulate large margin clas-
sification methods for structured domains as an alternative
for CRFs. These “max-margin Markov networks” (M3N)
(Taskar et al., 2003) can be kernelized and enjoy similar
learning-theoretic guarantees as SVMs. Secondly, an ap-
proximation procedure based on the expectation propaga-
tion algorithm was proposed in (Qi et al., 2005a). The ad-
vantage of this approach is that instead of finding a single
optimal set of model parameters, it approximately averages
over all models weighted by their posterior probability. The
basic assumption is that posterior distributions over para-
meters are Gaussian and that the extra coupling between
labels induced by averaging over parameters can be well
approximated by loopy belief propagation.
Apart from these developments in the context of CRFs, we
know of only a few contributions that address the problem
of Bayesian inference in Markov random fields. In (Murray
& Ghahramani, 2004) a number of approximate MCMC
samplers are proposed. Two of them were reported to be
most successful: one based on Langevin sampling with ap-
proximate gradients given by contrastive divergence and
one where the acceptance probability is approximated by
replacing the log partition function with the Bethe free en-
ergy. Both these methods are very general, but inefficient.
In (Green & Richardson, 2002) MCMC methods are ex-
plored for the Potts model based on the reversible jump
formalism. To compute acceptance ratios for dimension-
changing moves they need to estimate the partition function
using a separate estimation procedure making it rather inef-
ficient as well. In (Møller et al., 2006) a MCMC method is
introduced that uses perfect samples to circumvent the cal-
culation of the partition function altogether. This method
is elegant but limited in its application due to the need to
draw perfect samples.
In this paper we propose a new approach to approximate
computations necessary for a full Bayesian treatment of
random field models. Our approach is based on a sec-
ond order series approximation of the log partition function
around it’s MAP solution, also known as the Laplace ap-
proximation. As the second order derivative of the log par-
tition function w.r.t. its parameters is given by the full co-
variance matrix of the features, a further approximation is
necessary. This is achieved through the linear response pro-
cedure reported in (Welling & Teh, 2004), where a message
passing algorithm is proposed to approximate the covari-
ance matrix of a random field. Since this linear response
correction is in turn based on the Bethe approximation, we
call the entire procedure the “Bethe-Laplace” approxima-
tion. The main assumptions are therefore that the posterior
distribution over the parameters is well approximated by a
normal distribution and moreover that belief propagation is
a reasonable algorithm to approximate marginal distribu-
tions at the MAP solution.
2 RANDOM FIELD MODELS
Let x be a collection of discrete random variables. We de-
fine a random field model on these variables as,
p(x|λ) = 1
Z(λ)
exp
[
λT f(x)
]
(1)
where f(x) = {fα(x)}, α = 1..F is a vector of features,
λ = {λα}, α = 1..F is a vector of parameters and Z(λ) is
the normalization constant or “partition function”. The fea-
tures define the potential functions of an undirected graph-
ical model. The collection of variables inside the argument
of a feature defines a clique in this graph. Although in
principle features can be functions of all the variables in
the problem, which would correspond to a fully connected
graph, in practice we will assume that the graph is struc-
tured and the cliques generated by the features are small.
For example, a Boltzman machine has features only on
nodes and pairs of nodes in the graph1
We will take a Bayesian point of view and introduce a nor-
mal prior on the parameters λ,
p(λ) = N (λ; 0,Λ) (2)
where N is a zero mean normal distribution with covari-
ance Λ. Our goal is to find an approximation to the pos-
terior distribution of the parameters given the data D =
{xn}, n = 1..N ,
p(λ|D) ∝ N (λ; 0,Λ)
N∏
n=1
1
Z(λ)
exp
[
λT f(xn)
]
(3)
From this we recognize that the intractable partition func-
tion Z(λ) represents the main obstacle for further progress.
Indeed, the intractability of the partition function even pre-
vents the execution of a standard MCMC sampler because
the rejection rate depends on its evaluation. In the next sec-
tion we will propose an approximate solution to this prob-
lem.
3 THE BETHE-LAPLACE
APPROXIMATION
Our solution will involve two approximations: the Laplace
approximation and the Bethe approximation.
The Laplace approximation replaces the complicated pos-
terior with a normal distribution located at the maximum a
posteriori value of the parameters, λMP. The covariance is
computed by expanding the log of the posterior up to sec-
ond order. Noting that only the log partition function is a
nonlinear function of λ we expand,
logZ(λ) ≈ (4)
logZ(λMP) + κT (λ− λMP) + 1
2
(λ− λMP)TC(λ− λMP)
with
κ = E[f(x)]p(x) (5)
C = E[f(x)f(x)T ]p(x) − E[f(x)]p(x)E[f(x)]Tp(x)(6)
where the averages are taken over p(x|λMP).
Assuming for a moment that we can compute or approxi-
mate λMP and C, and rewriting θ = λ−λMP, the final result
of the Laplace approximation is,
p(θ|D) ≈ N [θ; 0,Σ] with NΣ−1 = C + (NΛ)−1 (7)
1Note that the maximal clique in a Boltzman machine can in
fact correspond to the entire graph.
Note that this distribution has zero mean because λMP is
the MAP solution. Also, given this observation, we do not
need to compute κ.
Unfortunately, the calculation of the quantities λMP and C
present intractable inference problems by themselves for
graphical models with high treewidth. In the following we
will assume that there is some method available to approx-
imate λMP. Candidates are pseudo-likelihood learning (Be-
sag, 1977; Gidas, 1988), contrastive divergence (Hinton,
2002) or iterative scaling (Darroch & Ratcliff, 1972). The
approximation of the covariance matrix C is based on the
linear response procedure and will be further discussed in
the next section.
4 BP AND LINEAR RESPONSE
Computing the covariance matrix C is intractable in gen-
eral. Instead we use the linear response procedure ex-
plained in (Welling & Teh, 2004) to approximate it2. The
main idea is to compute derivatives w.r.t. the parameters λ
of the marginal probability distributions over the subsets of
variables that are in the arguments of the features. These
marginal distributions are themselves approximated using
loopy belief propagation on factor graphs. There are two
algorithms to convert these derivatives into a full covari-
ance matrix, either by matrix inversion or by a message
passing algorithm. The computational complexity of the
propagation algorithm scales asO(F 2) per iteration with F
the number of features, while the matrix inversion naively
scales asO(F 3). However, the matrix to be inverted is typ-
ically very sparse, so more efficient inversion ought to be
possible as well.
In this paper we will restrict ourselves to binary variables
and pairwise interactions which represents a particularly
simple yet illustrative case. Due to space constraints, we
leave the equations for the more general case with gen-
eral discrete variables and arbitrary interactions for a subse-
quent publication. For binary variables and pairwise inter-
actions we define the variables as λ = {θi, wij}where θi is
a parameter multiplying the node-feature xi andwij the pa-
rameter multiplying the edge feature xixj . Moreover, we’ll
define the following independent quantities qi = p(xi = 1)
and ξij = p(xi = 1, xj = 1). Note that all other quantities,
e.g. p(xi = 1, xj = 0) are functions of {qi, ξij}.
In (Welling & Teh, 2003) is was shown that in the Bethe
approximation, these quantities are related to each other at
the fixed points of BP,
wij = log
(
ξij(ξij+1−qi−qj)
(qi−ξij)(qj−ξij)
)
(8)
θi = log
(
(1−qi)zi−1
∏
j∈N(i)(qi−ξij)
q
zi−1
i
∏
j∈N(i)(ξij+1−qi−qj)
)
(9)
2The procedure is exact for trees.
where N(i) are neighboring nodes of node i in the graph
and zi = |N(i)| is the number of neighbors of node i. The
first of these equations can be solved analytically for each
ξij as a function of {qi, wij , θj}. (Welling & Teh, 2003).
To compute the covariance matrix we first compute,
C−1 =
[
∂θ
∂q
∂θ
∂ξ
∂w
∂q
∂w
∂ξ
]
(10)
and subsequently take its inverse3. In this expres-
sion, we set {qi, ξij} to their values at the fixed point
of BP. The derivatives required in 10 are unfortu-
nately rather involved and are omitted due to space
limitations. They will be published in a forthcoming
journal publication while software will be put online
http://www.ics.uci.edu/∼welling/publications/publications.html.
The approximate estimate forC as computed above is sym-
metric C = CT and positive semi-definite C º 0 as
one would expect for a covariance matrix (Welling & Teh,
2004). These properties are essential in ensuring that the
posterior distribution that we wish to approximate is well
defined and normalizable.
5 BAYESIAN CONDITIONAL RANDOM
FIELDS
The class of conditional random field (CRF) models intro-
duced by (Lafferty et al., 2001) defines a random field over
labels t conditioned on input vectors x and as such does
not need to model the details of the input distribution p(x),
p(t|x,λ) = 1
Z(λ,x)
exp
[
λT f(t,x)
]
(11)
Training of CRFs is only tractable if the undirected graph-
ical model associated with the model has low treewidth.
However, in practice overfitting is often an issue making
regularization terms necessary. Hence, full Bayesian ap-
proaches seem to be a promising alternative in this domain.
In fact, recently a Bayesian approach using an extension
of the “expectation propagation” (EP) algorithm was pro-
posed in (Qi et al., 2005a) and shown to significantly im-
prove classification performance over the standard ML and
MAP approaches.
To apply the proposed Laplace approximation to CRFs
we expand exactly as in Eqn.4 replacing, logZ(λMP) →
logZ(λMP,x), f(x) → f(t,x) and p(x) → p(t|x). Using
this we can derive the approximate Gaussian posterior dis-
tribution over the parameters as being equal to 7 but with
the following substitution: C → 1N
∑N
n=1 Cxn with
Cxn =E[f(t,xn)f(t,xn)T ]p(t|xn)−
E[f(t,xn)]p(t|xn)E[f(t,xn)]
T
p(t|xn) (12)
3With the boldface symbols w and ξ we mean the vector ob-
tained by stacking the entries wij or ξij .
and where all averages are taken over distributions
p(t|xn,λMP) at the MAP value λMP of the conditional log-
likelihood
∑
n log p(tn|xn,λ).
We observe that we need to compute separate estimates for
Cxn for every data-vector, which is clearly computation-
ally more intensive than the single estimate C for “uncon-
ditional” models.
To predict the label for a new test case we are interested in
computing or approximating,
p(tn+1|xn+1,D) =
∫
dλ p(tn+1|xn+1,λ) p(λ|D)
(13)
where the second term in the integral is given as a Gaussian
distribution centered at λMP in the Bethe-Laplace approxi-
mation. We will assume that we are only interested in find-
ing the optimal labels tn+1 for input xn+1 and not in the
actual probabilities itself (e.g. as in classification). Hence,
we can take the logarithm and ignore additive and multi-
plicative constants.
To approximate the integral we discuss two approaches in
the following. Our first approach relies on expanding the
log partition in the first term again as in Eqn.4, leading to
the following objective function4 for tn+1,
G(tn+1) =λMPT f(tn+1,xn+1) + (15)
1
2
mTn+1(Cxn+1 +Σ
−1)−1mn+1
with mn+1 = f(tn+1,xn+1)− κn+1
where Σ is given by 7 and κn+1 = E[f(t,xn+1)]p(t|xn+1).
The first term in expression 15 is exactly the expression we
would have obtained from a standard MAP approach. Rel-
ative to MAP there is a positive quadratic correction term.
We note that sinceΣ = O( 1N ) this correction term vanishes
at a rate 1N as N gets large.
Unfortunately, maximizing G(t) over the labels t is in-
tractable, even if the undirected graph of the CRF is a
tree. Take for example a simple case where features contain
pairs of variables fij ∼ titj . Then the quadratic correction
term couples all such pairs resulting in interactions between
quadruples of variables titjtktl. Hence, in most cases the
correction term will be hard to deal with computationally
making additional approximations necessary. One possibil-
ity is to ignore a subset of the interaction terms, for instance
only retaining pairwise interactions (note that new pairwise
interactions are also generated from the correction term), or
only retaining interactions between nodes close in the orig-
4In the derivation we used the following identity,
1
2
xTCx− aTx = 1
2
(x− C−1a)C(x− C−1a)− 1
2
aTC−1a
(14)
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Figure 1: Super-graph based on three models sampled from the
posterior. The max-product algorithm or any other approximate
optimization algorithm should be run to obtain a good labelling
solution. Solid edges are edges belonging to the CRF model while
dashed edges are edges enforcing the constraint that associated
variables in different models should have the same label.
inal graphical model. An algorithm such as “max-product”
can then be used to maximize G(t).
An alternative approach is given by sampling a set S
of parameter values from the posterior p(λ|D), which is
Gaussian in the Bethe-Laplace approximation. The predic-
tive distribution then becomes a mixture of random fields
at these parameter values,
p(tn+1|xn+1,D) = 1|S|
∑
s∈S
p(tn+1|xn+1,λs) (16)
To make the maximization tractable we can interchange
maximization and summation and take a majority vote over
the individual maximizations. This is clearly suboptimal,
as it does not take into account the confidence with which
a particular model predicts a label. Hence, if each model
separately is tractable (e.g. a tree), then we should weight
the votes with their probabilities. The result is a bagging
estimator where instead of bootstrap samples we take sam-
ples from the posterior. However, we propose a further im-
provement by constructing a “super-graph” as in figure 1,
where associated labels in different models are connected
by edges enforcing the constraint that they should have the
same value. When we run the max-product algorithm on
this super-graph, labels which are predicted with high prob-
ability in one model will transmit that confidence to other
models using the inter-model connections. That way, a sin-
gle very confident prediction can “convince” or “overrule”
many weak predictions. This method depends on the max-
product algorithm, or any other maximization method, to
compute a good optimal solution for the labels on a loopy
graph. But note, that the method will still work even if the
individual models have cycles.
6 HIDDEN VARIABLES
Hidden variables are often a very powerful way to enhance
the expressiveness of a probabilistic model. In the follow-
ing we will discuss how to include these hidden variables in
our formalism in both the unsupervised and the supervised
setting.
For (unconditional) random fields with hidden variables z
the probability distribution over the observed variables x
looks like,
p(x|λ) =
∫
dz
exp
[
λT f(x, z)
]
Z(λ)
=
Z(x,λ)
Z(λ)
(17)
where Z(x,λ) is the partition function for the conditional
distribution p(z|x). Now expanding both logZ(λ) and
logZ(x,λ) up to second order around the MAP value, we
obtain exactly the same expression for the posterior as in
Eqn.7 but with the following substitution,
C → C − 1
N
N∑
n=1
Cxn (18)
where C is the covariance matrix w.r.t. p(x, z) and Cxn
w.r.t.5 p(z|xn).
For the fully observable case we have argued that for any
value of λ (i.e. not necessarily the MAP value), C is the
second derivative of a globally convex function rendering it
positive semi-definite (PSD). We have also argued that this
result remains valid when we approximate C using linear
response (see (Welling & Teh, 2004) for a proof). In the
case of hidden variables the situation is more complicated
because the log-likelihood is no longer a globally convex
function of λ. Clearly, at the maximum likelihood solution
the log-likelihood surface is locally convex, insuring that
C − 1N
∑N
n=1 Cxn is PSD at λ = λ
MP
. This result is un-
fortunately no longer guaranteed when we replace C and
{Cxn} with their linear response approximations.
To fix that, we first note that,
CLR − 1
N
N∑
n=1
CLRxn = (19)
∂2
∂λi∂λj
(
GBP[λ, p(x, z)]− 1
N
N∑
n=1
GBP[λ, p(z|xn)]
)
with GBP[λ, p] the Bethe free energy (Yedidia et al., 2002).
We will always assume that the Bethe free energy is mini-
mized over the collection of marginal probability distribu-
tions 6 in its argument (subject to constraints) using belief
propagation.
The difference between these two terms, called the con-
trastive Bethe free energy, is in general not convex in λ.
However, if we choose the parameters λ such that they
maximize this approximate objective, then we regain local
5Beware of a potential confusion with the different definition
of Cxn for CRFs.
6For BP, this collection consists of node and pairwise mar-
ginals which are consistent with each other, but not necessarily
consistent with a joint probability distribution over all variables.
convexity at λMP,BP insuring the linear response approxi-
mation CLR− 1N
∑N
n=1 C
LR
xn to be PSD. In (Welling & Sut-
ton, 2005) we have explored the problem of maximizing
the contrastive Bethe free energy as a proxy to the ML ob-
jective and found that this is usually a reasonable procedure
to follow.
For conditional random fields the situation is analogous.
The probability distribution over the observable random
variables (t,x) is now given by,
p(t|x,λ) =
∫
dz
exp
[
λT f(t,x, z)
]
Z(x,λ)
=
Z(t,x,λ)
Z(x,λ)
(20)
where Z(t,x,λ) is the partition function for the condi-
tional distribution p(z|t,x). Following the now familiar
procedure of expanding both partition functions we arrive
again at Eqn.7 with the following substitution,
C → 1
N
N∑
n=1
(Cxn − Ctn,xn) (21)
where Cxn is the covariance matrix w.r.t. p(t, z|xn) and
Ctn,xn the covariance matrix w.r.t. p(z|tn,xn).
Again we notice that we can only guarantee that this covari-
ance matrix is PSD in the linear response approximation
if we estimate the parameters λ by minimizing the condi-
tional contrastive Bethe free energy,
1
N
N∑
n=1
(
GBP[λ, p(t, z|xn)]−GBP[λ, p(z|tn,xn)]
) (22)
where we refer to (Welling & Sutton, 2005) for details on
how to optimize this objective.
7 EXPERIMENTS
To assess the accuracy of the estimated posterior distribu-
tions we decided to compare sample sets. We used a scor-
ing function between two sample sets based on the Cramer-
Von Mises test statistic. For finite univariate sample sets S1
and S2 of size N1 and N2 respectively, the score is defined
as:
CVM(S1, S2) =
N1+N2∑
i=1
(FS1(Xi)− FS2(Xi))2 (23)
where {Xi} are all the samples in S1∪S2 and FS1 and FS2
are the empirical CDFs based on S1 and S2. For the over-
all multivariate score we just take the sum of scores over
all dimensions. Note that this measure has the desirable
property that it does not depend on an arbitrary bin-size or
smoothing parameter.
The following four methods were compared:
-BL-MP: The Bethe-Laplace approximation where we
provide the exact MAP value as estimated using the junc-
tion tree algorithm.
-BL-BP: The Bethe-Laplace approximation where we es-
timate the MAP value by approximating the gradient using
loopy BP. This was implemented by first ignoring the prior
and using pseudo moment matching (M.J. Wainwright &
Willsky, 2003) to approximate the ML estimate. Initializ-
ing on that value we then perform gradient descend on the
penalized log-likelihood (including the prior) and approxi-
mating necessary averages in the gradient using loopy BP.
-LV-CD: The brief approximate Langevin sampler pro-
posed in (Murray & Ghahramani, 2004) where we approx-
imate the required gradient using contrastive divergence.
-MC-BP: A standard MCMC sampler with symmetric
Gaussian proposals where the Metropolis-Hastings ac-
cept/reject rule is implemented by replacing the partition
function with the Bethe free energy (Murray & Ghahra-
mani, 2004).
To have access to ground truth we first looked at 5 × 5
square grid models with binary variables (±1). Fair sam-
ples from the posterior of this model were drawn by using
a junction tree to compute the exact gradient of the penal-
ized log-likelihood (including a prior term) which was used
in the “hybrid Monte Carlo” (HMC) algorithm to draw the
samples.
In the first experiment we randomly draw 5 parameter sets
(weights and biases as in Boltzman machines) from a zero
mean normal distribution with covariance 0.25 × I . For
all methods, 10 sample sets of 10K samples were ob-
tained for each model. For the two methods based on the
Bethe-Laplace approximation we draw 10 sets of 10K in-
dependent samples from the normal approximation of the
posterior. Both sampling based methods were restarted 5
times and sub-sampled at intervals approximately equal to
the auto-correlation time of the respective MCMC chains,
also producing a total of 10 sets of 10K almost indepen-
dent samples. We estimated convergence of the Markov
chains with the “multivariate potential scale reduction fac-
tor” (MPSRF) using a threshold of 1.1. The sample sets
were subsequently used in the CVM scoring function to
compare their deviation from ground truth. To compute
a final score we average the individual scores over the 10
sample sets and over the 5 models. Data-cases were ob-
tained by drawing perfect samples using the “forward pre-
diction backward sampling” algorithm on the junction tree.
Scores as a function of the number of data-cases are shown
in figure 2. We note the increase in score for BL-MP at
N = 5000 which was caused by non-Gaussian marginal
distributions, see figure 3. Our implementations of LV-CD
and MC-BP took between 6− 16 hours for each N - exact
times varying based on convergence times of the Markov
chains and N , while those of BL-MP and BL-BP took
less that 2 minutes (all in MATLAB). Note however that
these times are very implementation dependent, especially
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Figure 2: CVM score as a function of the number of data-cases
for the four methods described in the main text.
Figure 3: Histograms for BL-MP (transparent) and HMC (filled)
atN = 5000 in figure 2. Note the non-Gaussian tails which cause
the increase in score.
for LV-CD and MC-BP since tricks to speed up mixing
and convergence of the chains could probably bring down
running times.
In a second experiment we study the dependence on the
interaction strength by sampling weights from U([−(d +
ε),−d]∪ [d, d+ε]) and varying d. We have used ε = 0.1/4
and d = [0.1, 0.5, 1, 1.5, 2]/4. Biases are all set to either 0
in one experiment or 1 in another experiment, correspond-
ing to figures 4 and 5. Note that for zero bias loopy BP
failed to converge around d = 1.5. Averages and error
bars in this experiment are computed over 10 sample sets
but for a single instantiation of parameters. Running times
were similar to previous experiment (except where loopy
BP failed to converge).
From these experiments we conclude that the Bethe-
Laplace approximation is very accurate if one can find an
accurate approximation to the MAP value of the parame-
ters. Using loopy BP to find an approximate MAP value
works well for small sample sizes and small edge-strength.
It is interesting to see that the score increases when we in-
crease the number of data-cases. This effect is caused by
the fact that the inherent bias in the BP estimate of the MAP
value becomes more exposed as the variance of the poste-
rior decreases with growing N . We see that LV-CD is less
accurate in the “easy domain” but more robust to the in-
creasing interaction strength and sample set size than BP
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Figure 4: CVM score as a function of the interaction strength
with all biases set to 0.
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Figure 5: CVM score as a function of the interaction strength
with all biases set to 1.
based methods.
To see if the proposed method also works well on real
world data we implemented a CRF on the “newsgroup
FAQ dataset”7 (McCallum & Pereira, 2000). This dataset
contains 48 files where each line can be either a header,
a question or an answer. We binarized this problem by
only retaining the question/answer lines. All files are
truncated at 100 lines. For each line we extract 24 bi-
nary features ga(x) = 0/1, a = 1, .., 24 as provided by
(McCallum & Pereira, 2000). These are used to define
state and transition features using: fai (ti, xi) = tiga(xi)
and fai (ti, ti+1, xi) = titi+1ga(xi) where i denotes the
line in a document and a indexes the 24 features. Af-
ter adding a prior, we then run a standard gradient opti-
mizer (using forward-backward to do the required infer-
ence) to find the MAP value. Classification error using
this MAP value is about 1.5% on average. Parameters in
this model are tied in the sense that they only depend on
the feature index a giving a total of 48 parameters (24
state and 24 transition features). To deal with that we
first extend all files to have exactly 100 lines by assum-
ing features always take on the value 0 for empty lines (this
does not affect the results). Furthermore, we first assume
that the weights and biases are untied and compute a full
(99 + 100) × (99 + 100) dimensional covariance matrix
7Downloaded from: http://www.cs.umass.edu/∼mccallum/data/faqdata/
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Figure 6: CVM scores for BL-MP and LV-CD for the CRF
model. Note that we left out BP related methods because BP is
exact on a chains which implies that MC-BP is equivalent to the
MCMC sampler we use as ground truth and BL-BP is equivalent
to BL-MP.
Figure 7: Worst (left) and best (right) scoring fits of poste-
rior marginal distributions for CRF model. We compare BL-MP
(transparent) with MCMC sampling (filled) on N = 10 files.
which we subsequently project down into a 48×48 dimen-
sional submatrix. A standard Metropolis-Hastings MCMC
sampler is used to obtain samples from the posterior where
we use subsets of size N = [10, 20, 30, 40, 48] as training
data. This is then compared against samples obtained us-
ing BL-MP and LV-CD. The brief Langevin method uses 1
step of a Gibbs sampler (updating all variables in the CRF
chain once) to compute the gradients. In addition, figures
7 and 8 show the worst and best fit according to the CVM
score for N = 10, 48. Running times for each N were
around 5 hours and 2 minutes for LV-CD and BL-MP re-
spectively.
8 DISCUSSION
Our contribution in this paper has been to propose and test
a new technique to approximate the posterior distribution
over parameters in random field models. Since this issue
has received so little attention in the literature, we feel new
ideas to approach this very difficult problem are important.
We have shown that our method can work very well, in par-
ticular when we have a good estimate of the MAP value of
the parameters. It is noteworthy that our method was many
orders of magnitude faster than the approximate sampling
Figure 8: Same as figure 7 for N = 48 files.
schemes that we tested against.
The computational complexity of our Bethe-Laplace ap-
proximation naively scales as O(F 3) (with F the number
of features) because we need to compute a matrix inverse
of a F × F matrix. However, C and its inverse can be
computed in O(F 2S) using the linear response algorithm
where S represents the maximal number of variables in the
argument of a feature. The underlying reason seems to be
the sparseness of C−1 due to locality of the features. De-
pending on the prior we therefore expect that better scaling
for the entire BL procedure is possible.
There are a number of interesting extensions to consider.
Firstly, the Bethe approximation can be replaced with
higher order Kikuchi approximations. Linear response ap-
proximations have been developed for this case as well
(Tanaka, 2003) and could be integrated into a similar
“Kikuchi-Laplace” approximation. Secondly, the Bayesian
setup allows in principle to prune features that are uninfor-
mative. This pruning could be implemented by using an
ARD type prior. Success with such an approach has been
reported for the EP approximation in the context of CRF
models (Qi et al., 2005b).
An open question is whether the approach can also be use-
ful for model selection. The evidence still depends on the
partition function at its MAP value which makes its eval-
uation intractable. Replacing it with the Bethe or Kikuchi
free energy is an option that we haven’t yet explored.
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