I. INTRODUCTION Today, biometric technologies are increasingly and more commonly being used to ensure identity verification or the authorisation of access to sensitive data. For historical reasons, the handwritten signature continues to be the most commonly accepted form of transaction confirmation, as well as being used in civil law contracts, acts of volition, or authenticating one's identity. Signature verification has been a topic of intensive research during the past several years [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] due to the important role it plays in numerous areas, including the financial system.
Signatures have been accepted as an official means to verify personal identity for legal purposes on such documents such as cheques, credit cards, wills etc. The handwritten signature is therefore well established and accepted as a behavioral biometric. Considering the large number of signatures verified daily through visual inspection by people, the construction of a robust and accurate automatic signature verification system has many potential benefits for ensuring authenticity of signatures and reducing fraud and other crimes.
The goal of a signature verification system is to verify the identity of an individual based on an analysis of his or her signature through a process that discriminates a genuine signature from a forgery. The verification of human signatures is particularly concerned with the improvement of the interface between human-beings and computers [2] . A signature verification system and the associated techniques used to solve the inherent problems of authentication can be divided into two classes [3] : (a) on-line methods [4] to measure temporal and sequential data by utilizing intelligent algorithms [5] and (b) off-line methods [6] that use an optical scanner to obtain handwriting data written on paper. Off-line signature verification deals with the verification of signatures, which appear in a static format [7] . On-line signature verification has been shown to achieve much higher verification rates than off-line verification [6] , as a considerable amount of dynamic information is lost in the off-line mode. But off-line systems have a significant advantage as they do not require access to special processing devices when the signatures are produced. Moreover, the offline method has many more practical application areas than that of the on-line variety.
Signatures represent a particular writing style and very often are a combination of symbols and strokes. So it is obviously necessary to deal with a signature as a complete image with a special distribution of pixels, representing a particular writing style and is not considered as a collection of letters and words [8] . It is often difficult for a human to instantly verify two signatures of the same person because signature samples from the same person are similar but not identical, and signatures can change depending on elements such as mood, fatigue and time. In addition, a person's signature often changes radically during their lifetime. Great inconsistency can even be observed in sign to country, habits, psychological or mental s practical conditions [9] .
Numerous techniques for feature classification have been put forward in the processing of signatures. Justino et al. [10] line signature verification system based on Models (HMMs) to detect random, cas forgeries. Three features: a pixel density distribution feature and an axial slant feat from a grid segmentation scheme. Lv Moreover, to the best of our knowle published work on signatures written in I India is a multi-lingual and multi-script co people write signatures in local state lan Hindi, Bangla, Telugu, and Tamil. Thus th work on signatures written in Indian lang off-line signature identification considering or more languages. This area of signature i verification would be considered as a nove the field. In this paper we propose a signat system for two scripts: Bangla and English our knowledge, background information ha used in signature identification research, a system is the first work of its kind that uses background and foreground information results. Some Bengali and English signat shown in Table I and Table II 
A. Under-sampled bitmap feature
Under-sampled bitmaps have be by many researchers for the purpose they have shown good performance To obtain the under-sampled bitma divided into a number of non-overl size. Then, the number of black tallied. This generates an input m being an integer in the range of 0 overlapping blocks. By dividing the the block, the values are normalize under-sampling process considerabl of features compared to the whol inputs. It also provides invariance slant. In the literature, only foreground in to compute the under-sampled bitm proposed under-sampled bitmap-b technique, both the foreground and are used. First, the input signature filtering process is performed, and t input image is found. Then for the independency of features to size a scale and translation), each signatu in Section IV and error Finally, conclusions and n VI. een used in the literature e of feature extraction and e in different areas [14] . aps, each input image is lapping blocks of similar pixels in each block is matrix with each element 0 to the size of the nonese values into the size of ed between 0 and 1. The ly reduces dimensionality le image size as feature to small distortions and nformation has been used map features [15] . In the based feature extraction d background information e image is binarized. A the bounding box of each enhanced results and the and position (invariant to ure image located in the bounding box is converted to a normal size of 200×800 pixels ( Figure 1 ). This value is decided experimentally. To compute 100-dimension foreground under-sampled bitmap features, the normalized image (200×800) is divided into 100 non-overlapping blocks of 20×80 (Figure 2 ). The number of black pixels is then counted in each block. This generates an input matrix of 10×10 with each element being an integer in the range of 0 to 1600. By dividing these values into the size of the block (1600), the values are normalized between 0 and 1. The result of the pixel distribution obtained from Figure 2 is shown in Figure 3 . To obtain the background information, all the columns of the input image are scanned from top to bottom and from bottom to top to get the uppermost and lowermost black pixels. The portion between the uppermost and lowermost black pixels is converted into black. All the rows of the input image are scanned from left to right and from right to left to get the leftmost and rightmost black pixels. The portion between the leftmost and rightmost black pixels is also converted into black. In this way the black ground portion of every signature is detected. This converted black pixels portion is called the background area. The features are extracted on the portion of background area. Figure 4 shows the background areas obtained from the image shown in Figure 1 . To compute 100-dimension background under-sampled bitmap features, the normalized image (200×800) is divided into 100 non-overlapping blocks of 20×80 ( Figure 5 ).The same procedures performed on the foreground part to obtain the 100 under-sampled bitmap features, are applied on the background area to obtain 100 under-sampled bitmap features for the background. Finally, the sum of these two feature vectors (one from the foreground and the other from the background) is taken to obtain the final resultant feature vector. 
B. Chain-code direction feature extraction
The chain-code direction information of the contour points of the foreground pixels of an input image have been used as features for different purposes such as numeral/character segmentation, and recognition [18] . In this feature, computation of both the foreground and background are used and their combination was considered for this work. To compute the chain-code direction frequency features of foreground information, the contour of the foreground of the normalized image is obtained ( Figure 6 ). The contour of the signature image is then divided into 100 non-overlapping blocks ( Figure 7 ). For each non-overlapping block, the chain code frequencies for all 8 directions (Figure 9 ) are computed. Instead of expressing the features in terms of 8 directions, we consider only 4 directions: (i) Horizontal direction code (direction 0 and 4), (ii) Vertical direction code (direction 2 and 6), (iii) Diagonal direction code (direction 1 and 5) and (iv) Off-diagonal direction code (direction 3 and 7). Thus, in each block, four features representing the frequencies of these four directions are obtained (an illustration of these values from a block is given in Figure 8) . As a result, in each image, we obtain 400 (100×4) features from the foreground information. To compute 400 modified chain-code direction features for the background information, the same procedures performed on the foreground part to get the 400 modified chain-code direction features is employed on the background contour area to obtain 400 modified chain-code direction features for the background. Figures 10 and 11 demonstrate the contour of the normalized background and nonoverlapping blocks of the background image, respectively. Finally, the sum of these two feature vectors (one from the foreground and the other from the background) is computed to get the final resultant feature vector. As a result, 400 modified chain-code direction features are obtained for each signature image. 
is a gray scale value at an (x, y) point. Histograms of the values of 16 quantized directions are computed in each of the 9×9 blocks. 9×9 blocks are finally down-sampled into 5×5 by a Gaussian filter to obtain 5×5×16 = 400 gradient features. The same procedure is employed on the background information (shown in Figure 4 ) to get another 400 Gaussian features for background information. Adding these two feature vectors, a new 400-dimension feature vector is obtained.
III. CLASSIFIERS DETAILS

A. SVM Classifier
In our experiments, we have used a Support Vector Machine (SVM) as a classifier. The SVM is originally defined for two-class problems and it looks for the optimal hyper plane which maximizes the distance, the margin, between the nearest examples of both classes, named support vectors (SVs). Given a training database of M data: {x m | m=1,..., M}, the linear SVM classifier is then defined as:
where {x j } are the set of support vectors and the parameters α j and b have been determined by solving a quadratic problem [16] . The linear SVM can be extended to various non-linear variants; details can be found in [16, 17] . In our experiments, the Gaussian kernel SVM outperformed other non-linear SVM kernels, hence we are reporting our recognition results based on the Gaussian kernel only. Different parameters of the kernel are chosen experimentally.
B. Nearest Neighbors Classifier
Amongst the various methods of supervised statistical pattern recognition, the Nearest Neighbour (NN) rule achieves consistently high performance, without a priori assumptions about the distributions from which the training examples are drawn. A new sample is classified by calculating the distance to the nearest training case; the sign of that point then determines the classification of the sample. The k-NN classifier extends this idea by taking the k nearest points and assigning the sign of the majority. It is common to select k small and odd to break ties (typically 1, 3, 5 or 7). Larger k values help reduce the effects of noisy points within the training data set, and the choice of k is often performed through cross-validation. The distances can be calculated using one of the distance measures such as Euclidian, Mahalanobis and City-block. In this paper, the Euclidian distance measure is used for experimentation. 
IV. RESULTS AND DISCUSSION
A. SIGNATURE COLLECTION The signatures of English and Bengali scripts are considered for this signature identification approach. As no public signature data set was available for Bengali script, it was necessary to create a custom database, which included English as well as Bengali signatures. The data set of 1092 Bengali signatures was collected from 50 individuals from different parts in West Bengal, India. Another dataset of 1554 English signatures was collected from 65 individuals from Australia and India. A database of 1800 (1100 English+700 Bengali) signature samples for training and 846 (454 English+392 Bengali) signature samples for testing was used for our experiment.The training and test samples were allocated nearly 66.66% and 33.33% respectively of total signature samples for each script. Table III shows the results of various features computed from both foreground and background parts and applied using different classifiers for signature identification of Bangla and English scripts. To obtain a better understanding of the advantage of using both foreground and background features instead of using only foreground features, results obtained only on foreground features are also shown in Table- III and they are given in parentheses. It can be seen that the use of a combination of background and foreground features generated better results than that of only foreground features. From Table III it can be noted that the best result (99.41%) was obtained using 400-dimention chain-code direction features and the SVM classifier. 100-dimension features extracted from under-sampled bitmaps have also demonstrated good results. The results are also plotted in two different ways (Figures 12 and 13 ) to show the significance of features and classifiers, respectively. Figure 12 demonstrates the effectiveness of different feature sets. Amongst the features, 400-dimension modified chain-code direction features extracted based on the combination of foreground and background information gave the best performance. From Figure 13 it is evident that the SVM classifier performed the best.
B. EXPERIMENTAL RESULT
V.
ERROR ANALYSIS Confusion matrices obtained from different classifiers and features are shown in Table IV to Table VIII. Table IV shows the confusion matrix of the best results obtained using 400-dimension modified chain-code direction features and SVMs. We noted that only 5 Bangla signatures were misidentified as English signatures. A sample of such errors is shown in Figure 14 . From Figure 14 , it is evident that some components of the Bangla signature images look like English characters, and this caused misidentification of that signature. Furthermore, our experiments demonstrate that most of the errors occurred because of misclassification of Bangla signatures as English signatures irrespective of the classifiers and feature sets (Tables V, VI, VII and VIII). VI. CONCLUSIONS AND FUTURE WORK This paper presents a signature identification scheme of biscript off-line signatures. Different feature sets and classifiers for off-line signature verification were utilized and very encouraging results were obtained. To the best of our knowledge, background features have never been used for the task of signature verification and this is the first report of using background features in this area. This scheme of biscript off-line signature identification is also a novel contribution to the field of signature verification. In the near future, we plan to extend our work for multi-script off-line signature verification.
