The method of moments (MOM) is suffered from a trouble in their corresponding estimators for the bounded distributions, which is nonfeasibility. In the sense that the supports inferred from the estimates fail to contain all observations. In this paper, we introduce a new hybrid estimator based on the MOM estimators for the generalized Weibull family distribution (GWFD). Monte Carlo simulation is performed to compare the hybrid moments estimators with the associated MOM estimators in terms of bias and root mean square error. The proposed hybrid estimator is easy to use, always feasible and it has more desirable properties than the associated MOM estimators.
Introduction
The MOM has a disadvantage in their estimates for the bounded distributions, which is nonfeasibility. These distributions are bounded by their parameters, thus the upper (lower) bound of these distributions is not belonging to real line but depending on their parameters. The MOM for these distributions does not guarantee that their respective estimates will be consistent with the observed data. i.e., one or more of the observed data could be larger (smaller) than the estimated upper (lower) bound and thus MOM estimators would not be feasible. Actually these estimators are not accurate which decreases the advantages of using MOM technique in estimating the unknown parameters for these bounded distributions. Dupuis (1996a Dupuis ( , 1996b calculated the probability of obtaining nonfeasible MOM and probability weighted moments estimates for the generalized Pareto and generalized extreme value distributions respectively. The hybrid moment estimator is a new procedure for estimating bounded distributions suggested by Dupuis and Taso (1998) which incorporates an auxiliary constraint on feasibility into the estimates obtained from the MOM for the generalized Pareto and generalized extreme value distributions to yield feasible estimates. Hassan and Riad (2004) introduced hybrid estimators based on MOM and probability weighted moments estimators for the three parameter Weibull distribution and showed that the hybrid estimators are performed better than the corresponding MOM and probability weighted moments estimators in terms of bias and root mean square error. In this paper, we introduce a hybrid estimator based on the MOM estimators for the generalized Weibull family distribution (GWFD). We investigate the distributional properties of this estimator by using Monte Carlo simulation.
The Generalized Weibull Family
The generalized Weibull family first suggested in Mudholkar et al. (1991) for constructing isotones, has the following quantile function Q(u), the distribution function F(x) and the probability density function f (x):
(1)
and www.ccsenet.org/jmr Journal of Mathematics Research Vol. 6, No. 3; 2014 f
Where 0 < x < σ λ α , σ > 0 , α > 0 and −∞ < λ < ∞. While σ is the scale parameter and 1 α, 1 λ are two shape parameters. The generalized Weibull family yields the weibull family when λ = 0, the exponential distribution for α = 1, λ = 0, and the log-logestic distribution for λ = −1, which is often used as a model in survival studies. Moreover, common parametric distributions such as the lognormal and the Gama distributions are very well approximated by members of the family; see Mudholkar and Kollia (1994) . Further analysis of the generalized Weibull family, including examination of the skewness and Kurtosis, density shapes and tail characteristics, extreme value distributions, density classification, and its relation to the Pearson system and other distributions can be found in Mudholkar and Kollia (1994) .
The Moments Estimation
Let X 1 , X 2 , ..., X n be i.i.d. random sample from a population whose density function is a generalized Weibull family distribution (GWFD) given in Equation (3). We have the r th population moments about zero given by
Substituting by y = 1 − λ(x σ) 1 α , so Eq (4) yields
where β(·, ·) is the beta function, and the r th sample moments given by
The MOM estimatorsα,σ andλ of α, σ and λ respectively can be obtained by equating Equation (5) by Equation (6) for r = 1, 2, 3 and solving the resulting equations forα,σ andλ , thus we have the following system of equations:σ
From Equation (7), we obtainσ
By substitution with Equation (10) in Equation (8), we can get
Subtractingx 2 from both sides of Equation (11), we get
By substitution with Equation (10) in Equation (9), we can obtaiñ
www.ccsenet.org/jmr Vol. 6, No. 3; 2014 A numerical solution and computer facilities are needed for evaluating Equation (12) and Equation (13) simultaneously to obtainλ,α then substitution in Equation (10) to obtainσ.
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The Hybrid Moments Estimation
The MOM estimators are not feasible when the following auxiliary constraint is violated
We introduce hybrid estimator (σ * , λ * , α * ) based on the MOM estimators which always satisfies Equation (14) given by λ * =λ, α * =α, and
where σ =λα x (n: n) .
The potential usefulness of the hybrid estimators given in Equation (15) which always satisfy Equation (14) solving the problem of obtaining nonfeasible MOM estimators are showed in the following interpretation. These discussion is concerned here to the estimator σ * due to the estimators λ * , α * are the same of that obtained by the method of MOM. If the auxiliary constraint given in Equation (14) is exist, the hybrid estimator σ * is equivalent with the similar of that obtained by the method of MOM,σ, i.e., the estimated upper boundσ λα being consistent with the observed data, where it cannot find any observation doesn't contained in this estimator which equivalent to be feasible estimator. In the other hand, if Equation (14) doesn't exist, the hybrid estimator σ * is differ from of that obtained by the method of MOM,σ, i.e. the estimated upper bound being inconsistent with the observed data, which means it doesn't contain all observations in this estimator which equivalent to be nonfeasible estimator. In the other hand, if Equation (13) doesn't exist, the hybrid estimator σ * is differ from of that obtained by the methodσ λα of MOM,σ, i.e., the estimated upper boundσ λα being inconsistent with the observed data, which means it doesn't contain all observations in this estimator which equivalent to be nonfeasible estimator. But the estimated upper bound obtained by the hybrid estimator is equivalent to
Which indicate that the estimated upper bound is equal to the largest observation, i.e., the the estimated upper bound is transformed to be consistent with the observed data which equivalent to say that it changed to be feasible estimator.
Comparison of Estimators
Statistical experiments are carried out to compare the hybrid estimator; σ * with the original MOM estimator; σ in terms of their bias and rmse. Simulation were performed for sample sizes n = 5, 15, 50, 100, 200 with shape parameters take the values; λ = 0.7, 0.8, 0.4, 0.1 andα = 0.2, 0.4. The scale parameter take the values; σ = 0.1, 0.5, 0.8, 1, 1.2, 1.4, 1.6, 1.8 and 2. For each combination of values of n, λ, α and σ, 1000 random samples were generated from the generalized Weibull family distribution. The parameters are estimated under two procedures: the MOM and the hybrid based on the MOM. Tables (1-10) shows the bias and rmse for the estimators σ * ,σ and for different values of α, σ and λ. We have three cases: 1) If λ > α: It can be seen from Tables (1, 2 , 3, 4) if 0.1 ≤ σ ≤ 0.8 that the MOM and hybrid estimators have the same result in both bias and rmse. If σ = 1, the MOM estimator has smaller bias and rmse than the hybrid estimator, and if 1.2 ≤ σ ≤ 2, the hybrid estimator is much better than the MOM estimator in both criteria bias and rmse.
2) If λ = α: It can deducted from Tables (5, 6) if 0.1 ≤ σ ≤ 0.5 that the performance of the MOM and hybrid estimators is equivalent in both bias and rmse. But for 0.8 ≤ σ ≤ 2, the MOM estimator has smaller bias and rmse than the hybrid estimator.
3) If λ < α: It can be seen from Tables (7, 8, 9, 10) if 0.1 ≤ σ ≤ 0.5 that the MOM and hybrid estimators have the same performance in both bias and rmse. If 0.8 ≤ σ ≤ 1.4 the hybrid estimator has greater bias and rmse with the associated MOM estimator, and if 1.6 ≤ σ ≤ 2, in some cases the hybrid estimator is much better than the MOM estimator when (λ = 0.1, α = 0.2) in tables (7, 8) , and in other cases the MOM estimator has favorable properties when (λ = 0.1, α = 0.4) in Tables (9,10). Table 5 . Bias amount for estimating σ with moment and hybrid moment methods in case of unknown λ, σ and α for the generalized Weibull distribution (10000 samples are generated with λ = 0.4, α = 0.4 and different values of σ ) Table 10 . RMSE amount for estimating σ with moment and hybrid moment methods in case of unknown λ, σ and α for the generalized Weibull distribution (10000 samples are generated with λ = 0.1, α = 0.2 and different values of σ)
