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Closed-form Approximations for Coverage and Rate
in a Multi-tier Heterogeneous Network in
Nakagami-m Fading
G. V. S. S. Praneeth Varma, G. V. V. Sharma, Member, IEEE, and A. Kumar, Member, IEEE
Abstract—In this paper, we consider the downlink in a K-tier
heterogeneous network in the presence of Nakagami-m fading
and noise. For such a system, we derive closed-form approx-
imations of coverage probability and average rate achievable.
A piece-wise linear approximation is employed in obtaining
the simplified expressions. The proposed results are verified
numerically through simulations. A comparison with existing
work shows that the proposed work is a good approximation.
Index Terms—Average rate achievable, coverage probability,
Nakagami fading, path-loss, piece-wise linear approximation.
I. Introduction
The demand for higher data rates in cellular networks
has lead to the deployment of small cells along with the
macro base stations (BS) resulting in multi-tier heterogeneous
networks (HetNets). The irregular BS deployment in such
HetNets can be suitably modeled as a Poisson point process
(PPP) as shown in [1]. In presence of Rayleigh fading, a
stochastic geometry based approach has been used to de-
termine coverage probability and average rate achievable for
multi-tier HetNets in [1]. In the absence of simple analytical
expressions of coverage and rate, ordering results for vari-
ous transmission techniques in multi-antenna HetNets with
Rayleigh fading for an interference limited scenario have been
presented in [2]. In [3], average rate for generalized fading
channels were derived using an MGF approach. An expression
for the coverage probability was derived in semi-closed form
for the dual branch in multi-antenna single tier network in [4].
Coverage and rate were derived using the gil-peleaz inversion
formula in [5]. Analytical results in the above literature were
expressed in either single or two fold integrals. A closed
form expression for outage in the presence of rayleigh fading
for a single tier network in terms of a toeplitz matrix was
obtained in [6]. This problem was extended and solved for
MIMO in [7], where the decision variable involved Gamma
random variables. However, both the above papers focused on
interference limited systems.
Thus, simplified analytical expressions for coverage and
rate in the presence of Nakagami-m fading for both noise
and interference limited scenarios are required. This is the
motivation of this work. The coverage expressions obtained
in our work are approximate, but the approach is extremely
simple and the results quite accurate. The system model
considered in this paper is presented next.
II. System model
We consider a K-tier HetNet such that each tier i’s BSs are
distributed according to a PPP Φi of density λi. The BSs in a
tier i have same transmit power Pi and signal-to-interference-
plus-noise ratio (SINR) threshold βi. The path loss from a
location xi to the origin is defined as L(xi) = ||xi||−α. The
SINR for a typical user equipment (UE) at the origin from a
BS located at xi, in the tier i, is
S INR(xi) =
Pihxi ||xi||−α∑K
j=1
∑
x∈Φ j\xi P jhx||x||−α + σ2
, (1)
where, hxi is the fading power between the UE and the BS at
location xi, and σ2 is the noise power. The fading power from
all the BSs is assumed to be independently distributed such
that hxi ∼ Γ(Mi, 1) has a Gamma distribution, i.e., Nakagami
fading. Further, for every tier i, hxi’s are independent and
identically distributed (i.i.d). A coverage event for the typical
user C({βi}) is defined for the set {βi} as
C({βi}) , ∪i∈K,xi∈Φi (S INR(xi) > βi) . (2)
Then, from [1], the coverage probability Pc for Nakagami-m
fading is expressed as
Pc = P (C({βi})) = P ( ∪i∈K,xi∈Φi (S INR(xi) > βi)) . (3)
Under the assumption βi > 1, i.e., at most one BS in the entire
network can provide SINR greater than the required threshold
and using (1), (3) simplifies to [1]
Pc =
K∑
i=1
λi
∫
R2
P
(
Pihxi L(xi)
Ixi + σ2
> βi
)
dxi . (4)
Given that the user is in coverage, the average rate achievable
for Nakagami-m fading is expressed in [1] as
R = E
[
log
(
1 + max
x∈∪Φi
(S INR(x))
∣∣∣∣∣C({βi})
)]
,
which simplifies to
R =
∫ ∞
0
P(X > y|C({βi}))
1 + y
dy , (5)
where,
P(X > y|C({βi})) = P(C({max(y, βi)}))
P(C({βi})) . (6)
Next, we present the main results of this paper.
Ii =
Mi−1∑
k=0
1
k!
k∑
l=0
(
k
l
) (σ2)k−l(−1)l
A α2 (k−l)+1
l∑
r=0
(−1)rBl,r(D1, D2, . . . , Dl−r+1)
[
c
{
γ
(
r +
α
2
(k − l) + 1, A(σ2)2/α x2
)
−γ
(
r +
α
2
(k − l) + 1, A(σ2)2/α x1
)}
+γ
(
r +
α
2
(k − l) + 1, A(σ2)2/α x1
)
+
(σ2)2/α
A
m
{
γ
(
r +
α
2
(k − l) + 2, A(σ2)2/α x2
)
−γ
(
r +
α
2
(k − l) + 2, A(σ2)2/α x1
)}]
(9)
III. Coverage Probability
A commonly encountered integral in the coverage analysis
using stochastic geometry based approach, as in [1] [2], is∫ ∞
0
e−Vt−Ut
α
2 t
n
2 dt . (7)
For approximating (7), we present the following theorem.
Theorem III.1. For α > 2, U > 0, and V > 0,∫ ∞
0
e−Vt−Ut
α
2 t
n
2 dt ≈ 1
V n+22
[
γ
(
n/2 + 1, V
U2/α
x1
)
+ c
{
γ
(
n/2 + 1,
V
U2/α
x2
)
− γ
(
n/2 + 1,
V
U2/α
x1
)}
+
U2/α
V
m
{
γ
(
n/2 + 2,
V
U2/α
x2
)
− γ
(
n/2 + 2,
V
U2/α
x1
)}]
,
(8)
where, m = −α2
(
1 − 2
α
)1− 2
α
e−(1− 2α ), c = α2 e−(1−
2
α
)
, x1 =
1−c
m
,
x2 =
−c
m
, and γ (·, ·) is the lower incomplete gamma function
[8, 8.350].
Proof: See Appendix A.
Next, we present our main result for the coverage probabil-
ity in a K-tier HetNet.
Theorem III.2. The coverage probability of K-tier HetNet in
Nakagami fading, when βi > 1, is
Pc =
K∑
i=1
piλiP2/αi β
−2/α
i Ii , (10)
where, Ii is as expressed in (9) with the
variables Dt =
∏t−1
q=0
(
2
α
− q
)
,
(k
l
)
=
k!
l!(k−l)! ,
A =
∑K
m=1 λm(Pm)2/α
∑Mm
p=1
(
Mm
p
)
2pi
α
B(Mm − p + 2/α, p − 2/α),
where, B (·, ·) is the Beta function [8, 8.380] and the Bell
polynomial is defined as
Bl,r(x1, x2, . . . , xl−r+1) =
∑ l!
j1! j2! . . . jl−r+1!
l−r+1∏
t=1
(
xt
t!
) jt (11)
summation is over all j’s such that j1 + j2 + · · · + jl−r+1 = r
and j1 + 2 j2 + · · · + (l − r + 1) jl−r+1 = l .
Proof: See Appendix B.
Corollary III.3. In the presence of Rayleigh fading, i.e., Mi =
1, the coverage probability of a typical UE is
Pc =
K∑
i=1
piλiP2/αi β
−2/α
i
V
[(
1 − e−
V
U2/α
x1
)
+ c
(
e
− V
U2/α
x1 − e
− V
U2/α
x2
)
+ m
{
e
− V
U2/α
x1
(
x1 +
U2/α
V
)
−e
− V
U2/α
x2
(
x2 +
U2/α
V
)}]
,
(12)
where, V = 2pi
α
Γ(2/α)Γ(1 − 2/α)∑Km=1 λmP2/αm and U = σ2.
Proof: Substituting Mi = 1 in (10) and using γ(1+ z, x) =
z!
[
1 − e−x
∑z
k=0
xk
k!
]
,∀ z ∈ Z results in (12).
Note that the result of Corollary III.3 is the closed form for
the integral in [1, (2)]. Next, we present results for the average
rate achievable of a typical UE.
IV. Average Rate
Theorem IV.1. The average rate achievable of a typical UE in
coverage of a K-tier HetNet in Nakagami fading, when βi > 1,
is
R =
∑K
i=1 λiP
2/α
i β
−2/α
i AiIi∑K
i=1 λiP
2/α
i β
−2/α
i Ii
, (13)
where, Ii is as in (9),
Ai = ln (1 + βi) + α2 2F1
(
1,
2
α
, 1 +
2
α
;−
1
βi
)
, (14)
and 2F1(.) is the Gauss Hypergeometric function as in [9].
Proof: See Appendix C.
Corollary IV.2. In the presence of Rayleigh fading, i.e., Mi =
1, the average rate achievable by a typical UE in coverage is
R =
∑K
i=1 λiP
2/α
i β
−2/α
i Ai∑K
i=1 λiP
2/α
i β
−2/α
i
. (15)
Proof: Substituting Mi = 1 in (9) results in Ii being a
constant with respect to (w.r.t.) i which together with (13)
results in (15).
V. Numerical Results
We consider the simulation setup as in [1], a two-tier
HetNet consisting of macro BSs and small cells. We performed
Monte Carlo simulations in MATLAB to obtain the simulation
results which are averaged over 104 location realizations each
with 103 channel realizations. We also numerically computed
the integrals presented in [1] and the proposed approximate
expressions in MATLAB. In Fig. 1, we present the variation
of Pc w.r.t. β1.
The curve generated using (10) matches closely with the
existing result in [1, (2)] and the simulation results for various
values of the Nakagami parameters, M1 and M2. The variation
of Pc w.r.t. σ2 in Rayleigh fading is presented in Fig. 2 . A
good match is observed even for high values of σ2, i.e., the
noise limited regime.
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Fig. 2: Variation of Pc w.r.t. σ2 in a 2-tier HetNet (K = 2, α =
3, P1 = 25P2, λ2 = 5λ1, β1 = 1dB, β2 = 1dB)
In Fig. 3, the variation of R w.r.t. β1 is presented. The
curve generated using (13) matches closely with the integral
in [1, (7)] and the simulation results as observed in Fig. 3.
Through extensive numerical computation it was verified that
the percentage loss in approximation of Pc expressed in (10),
when using (8), is within 0.5% for various values of α, Mi,
and SINR.
VI. Conclusion
We have proposed closed-form approximations for coverage
probability and average rate achievable in a K-tier HetNet in
the presence of noise and Nakagami fading. Further, through
simulation results we have shown that the proposed simplified
expressions match closely with existing results.
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Appendix A
Proof of Theorem III.1
The expression in (8) can be simplified to∫ ∞
0
e−Ut
α/2
e−Vtt
n
2 dt = 1
U n+2α
∫ ∞
0
e−y
α
2
e
− V
U2/α
yyn/2dy . (16)
It is difficult to obtain an exact closed form solution for (16)
for arbitrary α. From Fig. 4, it can be seen that f (x) = e−xα/2
is monotonically decreasing w.r.t. x, f (x) ∈ (0, 1]∀x ≥ 0, and
has a single point of inflection. Hence, for f (x) = e−xα/2 a
piece-wise linear approximation (PLA) is given by
e−x
α/2
≈

1 x ≤ x1 ,
mx + c x1 < x < x2 ,
0 x2 ≤ x ,
(17)
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Fig. 4: Piecewise linear approximation
where, m, x1, x2, and c are unknown constants. To obtain m,
we calculate the point of inflection of f (x) denoted by x0 as
follows,
d2(e−xα/2)
dx2
∣∣∣∣∣∣
x=x0
= 0 ⇒ x0 =
(
1 − 2
α
) 2
α
. (18)
Using (18), the slope at x0, i.e., m is given by
m =

d
(
e−x
α
2
)
dx

x=x0
= −
α
2
(
1 − 2
α
)1− 2
α
e−(1− 2α ) . (19)
From (17), we have
1 = mx1 + c , (20)
0 = mx2 + c ,
e−x
α/2
0 = mx0 + c ,
for x equal to x1, x2, and x0, respectively. The three linear
equations in (20) can be jointly solved to obtain x1, x2, and c
as given in (8).
Substituting the approximation (17) in (16), we get
1
U n+2α
[∫ x1
0
yn/2e−
V
U2/α
ydy +
∫ x2
x1
(my + c)yn/2e− VU2/α y
]
dy ,
which with transformation of variable results in
1
V n+22

∫ V
U2/α
x1
0
xn/2e−xdx+c
∫ V
U2/α
x2
V
U2/α
x1
xn/2e−xdx
+
U2/α
V
m
∫ V
U2/α
x2
V
U2/α
x1
xn/2+1e−xdx
 ,
and using definition of lower incomplete gamma function [8,
8.350] results in (8). This completes the proof of Theorem
III.1.
Appendix B
Proof of Theorem III.2
Given hxi ∼ Γ(Mi, 1), the conditional probability in (4) is
P
(
Pihxi L(xi)
Ixi + σ2
> βi
∣∣∣∣∣∣ Ixi = I
)
=
∫ ∞
βi (I+σ2 )
Pi L(xi )
yMi−1e−y
Γ(Mi) dy , (21)
which using [8, 2.321], simplifies to
= −
1
Γ(Mi)
Mi−1∑
k=0
(−1)Mi−1−k(Mi − 1)!
k!(−1)Mi−1−k+1
(
βi(I + σ2)
PiL(xi)
)k
e
−
(
βi(I+σ2 )
Pi L(xi )
)
(a)
= e
−
βiσ
2
Pi L(xi )
Mi−1∑
k=0
(
βi
PiL(xi)
)k 1
k!
k∑
l=0
(
k
l
)
(σ2)k−lIle−
βi I
Pi L(xi ) , (22)
where, (a) is obtained through the binomial expansion. Aver-
aging (22) over interference results in
P
(
Pihxi L(xi)
Ixi + σ2
> βi
)
= e
−
βiσ2
Pi L(xi )
Mi−1∑
k=0
( βiPiL(xi) )k
k!
×
k∑
l=0
(
k
l
)
(σ2)k−lEI
[
Ile−
βi I
Pi L(xi )
]
. (23)
We simplify EI
[
Ile−
βi I
Pi L(xi )
]
as follows
EI
[
Ile−sI
]
=
∫ ∞
−∞
yle−sy fI (y)dy = L
{
yl fI (y)
}
(s)
= (−1)l d
l L { fI (y)} (s)
dsl
= (−1)l d
l
dsl
{
EI
[
e−sI
]}
, (24)
where L{.} is the Laplace transform. Substituting (24) in (23)
and s = βi/(PiL(xi)) results in
e
−
βiσ2
Pi L(xi )
Mi−1∑
k=0
(
βi
PiL(xi)
)k 1
k!
k∑
l=0
(
k
l
)
(σ2)k−l(−1)l d
l
dsl
{
EI
[
e−sI
]}
.
(25)
An expression of EI
[
e−sI
]
has been expressed in [2] as follows
exp
−(s)2/α
K∑
m=1
λm(Pm)2/α
Mm∑
p=1
(
Mm
p
)
2pi
α
B(Mm − p + 2/α, p − 2/α)

(26)
where, B (·, ·) is the Beta function as given in (9) [8, 8.380].
The Faa Di Bruno formula [9] can be used to obtain,
dl
dsl
{
EI
[
e−sI
]}
=
l∑
r=0
f (r)(g)Bl,r(g′, g′′, . . . , gl−r+1) (27)
where,
f = ex, g = −As2/α, (28)
such that their higher order derivatives are
f (r)(g) = e−As2/α , g(t) = −As 2α−tDt (29)
and A, Dt, Bl,r
(
g′, . . . , gl−r+1
)
are as expressed in (9). Bell
polynomial in (27) can be further simplified as,
Bl,r
(
g′, . . . , gl−r+1
)
=
∑ l!
j1! j2! . . . jl−r+1!
l−r+1∏
t=1
−ADt s
2
α
−t
t!

jt
=
∑
s
2
α
( j1+ j2+···+ jl−r+1)s−( j1+2 j2+···+(l−r+1) jl−r+1)
×
(−A)( j1+ j2+···+ jl−r+1)l!
j1! j2! . . . jl−r+1!
l−r+1∏
t=1
(Dt
t!
) jt
= (−A)rs 2rα −lBl,r(D1, D2, . . . , Dl−r+1). (30)
Substituting (27), (29), and (30) in (25) results in
P
(
Pihxi L(xi)
Ixi + σ2
> βi
)
=
Mi−1∑
k=0
( βiPi )k
k!
k∑
l=0
(
k
l
)
(σ2)k−l(−1)l
×
l∑
r=0
(
βi
Pi
) 2r
α
−l
(−A)rBl,r(D1, D2, . . . , Dl−r+1)
× e
−
βiσ2 ||xi ||α
Pi
−A( βiPi )
2/α ||xi||
2
||xi||
αk+2r−αl . (31)
Using (31), the probability of coverage in (4) is expressed as
Pc =
K∑
i=1
λi
∫
R2
Mi−1∑
k=0
( βiPi )k
k!
k∑
l=0
(
k
l
)
(σ2)k−l(−1)l
l∑
r=0
(
βi
Pi
) 2r
α
−l
(−A)r
× Bl,r(D1, D2, . . . , Dl−r+1)e−
βiσ2 ||xi ||α
Pi
−A( βiPi )
2/α ||xi||
2
||xi||
αk+2r−αldxi
(32)
Converting (32) to polar form along with transformation of
variable results in
Pc =
K∑
i=1
piλiP2/αi β
−2/α
i
Mi−1∑
k=0
1
k!
k∑
l=0
(
k
l
)
(σ2)k−l(−1)l
l∑
r=0
(−A)r
× Bl,r(D1, D2, . . . , Dl−r+1)
∫ ∞
0
e−σ
2tα/2−Attr+
α
2 (k−l)dt .
(33)
Substituting the result obtained in (8) in (33) results in (10).
This completes the proof of Theorem III.2.
Appendix C
Proof of Theorem IV.1
Substituting Pc from (10) in (6) we have,
P(X > y|C({βi})) =
∑K
i=1 piλiP
2/α
i max(y, βi)−2/αIi∑K
i=1 piλiP
2/α
i β
−2/α
i Ii
. (34)
Using (34) in (5) gives,
R =
∫ ∞
0
1
(1 + y)
∑K
i=1 piλiP
2/α
i β
−2/α
i Ii
(
β
2/α
i max(y, βi)−2/α
)
∑K
i=1 piλiP
2/α
i β
−2/α
i Ii
dy
(35)
=
∑K
i=1 piλiP
2/α
i β
−2/α
i IiAi∑K
i=1 piλiP
2/α
i β
−2/α
i Ii
,
where,
Ai =
∫ ∞
0
max(βi, y)−2/α
β
−2/α
i (1 + y)
dy
=
∫ βi
0
1
1 + y
dy + 1
β
−2/α
i
∫ ∞
βi
y−2/α
1 + y
dy
= ln (1 + βi) + α2 2F1
(
1, 2
α
, 1 + 2
α
;−
1
βi
)
, (36)
using the following in the second integral [8, 3.194]
∫ ∞
u
yµ−1
(1 + βy)v dy =
uµ−v
βv(v − µ) 2F1
(
v, v − µ, v − µ + 1;− 1
βu
)
Re{v} > Re{u} .
This completes the proof of Theorem IV.1.
