Accurate estimates of historical changes in sea surface temperatures (SSTs) and their uncertainties are important for documenting and understanding historical changes in climate. A source of uncertainty that has not previously been quantified in historical SST estimates stems from position errors. A Bayesian inference framework is proposed for quantifying errors in reported positions and their implications for SST estimates. The analysis framework is applied to data from the International Comprehensive Ocean-Atmosphere Data Set (ICOADS3.0) in 1885, a time when astronomical and chronometer estimation of position was common, but predating the use of radio signals. Focus is upon a subset of 943 ship tracks from ICOADS3.0 that report their position every two hours to a precision of 0.01 • longitude and latitude. These data are interpreted as positions determined by dead reckoning that are periodically updated by celestial correction techniques. The 90% posterior probability intervals for two-hourly dead reckoning uncertainties are (9.90%, 11.10%) for ship speed and (10.43 • , 11.92 • ) for ship heading, leading to position uncertainties that average 0.29 • (32 km on the equator) in longitude and 0.20 • (22 km) in latitude. Position uncertainties being smaller in latitude than longitude is qualitatively consistent with the relative difficulty of obtaining astronomical estimates. Reported ship tracks also contain systematic position uncertainties relating to precursor dead-reckoning positions not being updated after obtaining celestial position estimates, indicating that more accurate positions can be provided for SST observations. Finally, we translate position errors into SST uncertainties by sampling an ensemble of SSTs from the Multi-scale Ultra-high resolution Sea Surface Temperature (MURSST) data set. Evolving technology for determining ship position, heterogeneous reporting and archiving of position information, and seasonal and spatial changes in navigational uncertainty and SST gradients together imply that accounting for positional error in SST estimates over the span of the instrumental record will require substantial additional effort. * Chenguang Dai and Duo Chan contributed equally to this work.
1. Introduction. Accurate estimates of past sea surface temperatures (SSTs) are important for assessing historical climate states (Morice et al., 2012) , detecting and attributing changes in climate (Chan and Wu, 2015) , and computing climate sensitivity (Gregory et al., 2002) . SST datasets are also used as boundary conditions to run general circulation models (Folland, 2005; Sobel, 2007) , and are assimilated as part of generating atmospheric reanalysis data sets (Dee et al., 2011) . SST data are, however, known to have substantial errors , especially prior to the systematic satellite, drifters, and moored buoy temperatures that became routinely available in the 1980s (Kennedy et al., 2011a) . For SST, quantified errors include those associated with random errors of individual measurements (Kent and Challenor, 2006; Ingleby, 2010) , systematic errors associated with different measurement methods (Kennedy et al., 2011b; Huang et al., 2017) , offsets amongst different groups of observers (Chan et al., 2019) as well as those associated with individual ships . Another important source of uncertainty involves mapping noisy and often sparse observations to infill unobserved locations (Kennedy, 2014) .
Despite quantification of many contributors to SST uncertainties, we are unaware of previous studies having quantitatively assessed navigational uncertainties associated with historical sea surface temperature observations. That is, errors in position associated with incorrectly recording or transcribing locations have been recognized (Woodruff et al., 1998) , as have errors introduced by rounding of positions (Kent et al., 1999) , but the magnitude of navigational uncertainties prior to the widespread deployment of radio navigation in the 1930s (Fried, 1977) appears not to have been quantified. Prior to radio navigation, ship position in the open ocean was mainly estimated by dead reckoning and celestial techniques (Bowditch, 1906) . Dead reckoning involves updating ship position using estimates of heading and distance. Celestial navigation involves estimating latitude from the zenith angle associated with various celestial bodies, including the sun, moon, and stars. Longitude may also be inferred using a chronometer method whereby the difference between a local apparent time and the time at some known longitude are determined from a clock carried onboard or some other method, such as the phase of Jupiter's moons. Dead reckoning can potentially introduce both systematic and random uncertainties, whereas celestial correction is assumed free of systematic uncertainties.
Position errors have implications for the accuracy of mapped SSTs. For example, if SST measurements are binned into gridboxes, misspecification of the appropriate box will influence the mean and higher-order moments (Director and Bornn, 2015) . Cervone and Pillai (2015) have shown that in-corporating position uncertainties when averaging land-station data within gridboxes, which have typically been assumed to reside at the center of the gridbox, is important for valid inference of land surface temperatures, and we expect that the the additional uncertainties over the sea associated with ship positions are no less important. In the following we propose a Bayesian model to quantify position errors for various ship tracks through estimating navigational uncertainties in dead reckoning and celestial correction. We then translate position errors into SST uncertainties by sampling high-resolution SSTs using posterior samples of ship positions.
2. Data description. The ship data used in this study are from the International Comprehensive Ocean-Atmosphere Data Set (ICOADS3.0) (Freeman et al., 2017) , which is the most comprehensive available historical data set of ship-based measurements from the eighteenth century to the present. We use data in 1885 to demonstrate a Bayesian framework for estimating position errors associated with historical ship tracks. Individual ship tracks are identified using ICOADS identification (ID) information, and tracks with missing or non-unique IDs are excluded. Ship tracks traversing across open ocean are separated into shorter segments whenever they are close to islands. Only ship tracks that have their positions reported at a resolution of every four hours or better and to a precision of better than one degree longitude and latitude are retained. These high-resolution ship tracks are focussed on because it is otherwise difficult to identify positions errors and to distinguish between contributions from dead-reckoning and celestial navigation.
The highest resolution data comes from the U.S. Marine Meteorological Journals Collection, which was a program sponsored by the U.S. Navy's Hydrographic Office that enlisted the help of commercial vessels in compiling meteorological data. Reports are primarily, albeit not exclusively, from U.S. vessels and are provided every two hours at a resolution of 0.01 • longitude and latitude. In total there are 1,341 of these two-hourly ship tracks. 943 of these tracks are characterized by stable velocities that are episodically punctuated by jumps in position (see Figure 2 and Table 1 ). Jumps in otherwise smooth ship tracks typically occur at midnight and are consistent with navigation using dead reckoning that is updated by a celestial positioning technique (Bowditch, 1906) . Ship tracks generally follow well-established trade routes that tend to be meridional in the tropics and zonal in the midlatitudes, with the highest data density in the Atlantic, the Eastern Pacific, and the Southern Indian Ocean (Figure 1) .
The remaining 398 two-hourly tracks show static positions followed by jumps averaging 84.6 km in 2 hours, which is unphysical for a ship under sail. We are unaware of metadata indicating how these positions were prescribed, and ignore these tracks in our present analysis. There also exists a separate collection of 577 ship tracks that report position every four hours to a precision of 0.01 • longitude and latitude. These four-hourly tracks, referred to as LQ4 tracks, primarily track zonally between Europe and North America, and meridionally between Europe and South America. Unlike HQ2 tracks, LQ4 tracks appear overly smooth, showing no discontinuities as would be expected from celestial navigational updates. We assume that the position reports of these tracks have been manually interpolated, implying that they contain less useful information for purposes of inferring navigational uncertainties. Although LQ4 tracks are unreliable for inferring underlying navigational uncertainties, these more smoothly-varying tracks are more generally representative of position data available through ICOADS, and we develop a methodology for exploring these uncertainties that leverages results obtained from HQ2 tracks.
It is necessary to define when celestial updates occur in each of the datasets. For HQ2 tracks, celestial navigational updates are presumed to occur when the two-hourly ship track jumps. Using the speed and heading from neighboring ship track positions, we predict the next position, and a jump is identified when the predicted and reported positions differ by at least 7 km in either longitude or latitude. 7 km is chosen on account of its being the 80th percentile of latitudinal differences between predicted and reported ship positions. Note that longitude and latitude are treated independently because their respective methods of celestial positioning are distinct. When several jumps are identified in a single day, only the largest jump is selected.
3. Bayesian model. The proposed Bayesian model for estimating position errors contains three stages. First, position errors, heading, and speed are inferred for each HQ2 ship track using a state-space time series model. Second, navigational uncertainties are synthesized across different HQ2 tracks using a Bayesian hierarchical model. Finally, uncertainties are modeled for LQ4 data using a forward navigation model based upon results obtained from HQ2 data. Stages two and three utilize the posterior samples obtained from prior stages. Ideally, these stages would be integrated into a single Reported ship position in longitude and latitude (radian) (q x t , q y t ) Distance travelled from the starting position to the reported position in the meridional and zonal directions (km) using dead reckoning (p x t , p y t ) Distance travelled from the starting position to the true position in the meridional and zonal directions (km) using dead reckoning st,ŝt,μs
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Bayesian model, but data heterogeneity and model complexity make it computationally difficult to implement such a full-Bayesian procedure. All the models described below are fitted using RStan (Stan Development Team, 2019).
3.1. State-space model for HQ2 tracks. The proposed model utilizes the reported HQ2 ship positions to empirically calculate ship speed and heading at two-hourly time steps. Ship position and heading are in radians and speed is in km/h.
3.1.1. Transition model. The transition model is summarized in Equation (3.2). s t denotes the true ship speed and θ t denotes the true ship heading at time step t. We believe that the ship speed s t should fluctuate around its empirical mean, therefore we employ an AR(1) process to model s t .μ s denotes the empirical average speed and α s ∈ (0, 1) denotes the drift parameter. We model the ship heading θ t as a simple random walk. We use x t , y t to characterize all other evolutionary errors. All t terms are assumed to be independent across time.
(3.2)
The transition model captures the physical navigation process by using ship speed and ship heading to project its next position (same as dead reckoning navigation). We multiply s t by 2 in the model because we are modeling 2-hourly ship tracks, whereas s t is in unit of km/h.
s t denotes the empirical ship speed andθ t denotes the empirical ship heading at time step t. τ x , τ y represent the magnitudes of the uncertainties in celestial updates, while τ s , τ θ represent the magnitudes of the uncertainties in ship speed and ship heading. C denotes the set of time steps when the ship position is corrected by a celestial update. For t ∈ C, we note that the reported ship positions contain accumulated position errors. Thus, rather than basing the model on position information, empirical ship speed and ship heading are incorporated into the model, which are not expected to have persistence insomuch as deadreckoning is utilized for navigation. For t ∈ C, ship speed and heading are ignored and the reported ship positions are assumed to contain only celestial observational errors.
3.2. Synthesizing information across different HQ2 tracks. The statespace model discussed in Section 3.1 describes a single HQ2 track. We assume consistent levels of accuracy for celestial correction and dead reckoning across different tracks, permitting for borrowing information on the uncertainty of τ and σ across different tracks. Let {τ
y } be the uncertainty parameters of HQ2 track j. We assume a hierarchical structure on the uncertainty parameters,
The µ terms denote the population mean of navigational parameters, and the γ terms denote the population standard deviation on a logarithmic scale. Conditioning on the population-level parameters, track-based navigational parameters are assumed to be independent. τ
y are modeled in the same fashion.
Ideally, we would like to build an integrated model by combining all the individual models for HQ2 tracks together, and impose the hierarchical structure in Equation (3.4) on top of them. However, inference for each track involves heavy computation, and pooled inference is not tractable unless advanced machinery is developed. To remedy this issue, we consider a second stage model, where we synthesize the uncertainty information across tracks based on the posterior samples obtained by fitting each HQ2 track.
Given n posterior samples {τ τy are independent across the track index j. τ
are modeled in the same fashion.
3.3. Forward navigation model for low-quality ship tracks. The forward navigation model proposed in this section aims at representing dead reckoning and celestial correction contributions to position errors for LQ4 tracks. The transition model for the true ship positions mimics dead reckoning navigation,
where δ = 4 hours for LQ4 tracks. e x t and e y t are assumed to be i.i.d across time.
Ideally we would like to impose the following structure on e x t and e y t :
and fit an integrated model combining the state-space model in Section 3.1, the hierarchical model in Section 3.2, and this forward navigation model together. Due to computational limitations, however, we consider a third stage model. For LQ4 tracks we put Normal priors on σ x and σ y , to match the first two moments of the posterior samples of the population parameters µ σx and µ σy , obtained by fitting the hierarchical model discussed in Section 3.2. In the following, we also introduce e s t , e θ t and τ x , τ y , and the prior distributions on them are specified in the same way.
In contrast to the transition model in Equation (3.2), we assume that the population-level uncertainties for ship speed and heading in LQ4 tracks are consistent with the population-level uncertainties in HQ2 tracks. Speed and heading can then be represented as,
where e s t , e θ t are assumed to be i.i.d across time. For celestial navigation we incorporate a term representing the probability that a celestial observation is employed. In order to illustrate the sensitivity of our results to whether celestial observations are taken -and because we have no direct evidence of whether celestial observations are employed on any given day -we provide results assuming observations are taken every night (p = 1), half of the time (p = 0.5), and never (p = 0).
Results.
4.1. High-quality two-hourly ship tracks. A single track, HQ2 track No.30, is described for purposes of illustrating the results. HQ2 track No.30 moved from West to East, where blue dots in Figure 3 represent the reported ship positions, black dots represent the posterior mean positions, and ellipses indicate posterior one-standard deviation uncertainties. Uncertainty accumulates between celestial position updates. The trajectory of the posterior mean tends to diverge from the reported ship positions when celestial navigation updates are large because, unlike for reported positions, posterior means take into account not only information from preceding celestial updates but also later ones. For celestial correction, the average uncertainty in the longitudinal direction is approximately 7.97 km, or 0.07 • on the equator, while the average uncertainty in the latitudinal direction is smaller, approximately 4.60km, or 0.04 • (see Table 3 ). This accords with expectation (Bowditch, 1906) because celestial correction in the longitudinal direction is subject to errors of both celestial observations and chronometers. Ship speed is expressed as a ratio of empirical to true ship speed,ŝ t /s t (see Equation (3.3)), and this ratio has an average uncertainty of 10.5%. The average uncertainty in ship heading is approximately 0.195 radian, or 11.2 • . The evolutionary uncertainties are 12.2 km (0.11 • on the equator) in the longitudinal direction and 9.4 km (0.08 • ) in the latitudinal direction.
HQ2 tracks in the Pacific Ocean have larger position uncertainties in both the longitudinal and latitudinal directions than in the Atlantic (see Figure 4 ). This distinction relates to average Pacific uncertainties in dead reckoning being 11.2% in ship speed and 8.9 • in heading, and average Pacific uncertainties in celestial positioning being 0.11 • in longitude and 0.06 • in latitude. In comparison, the average uncertainties in dead reckoning in the Atlantic are 7.9% in ship speed and 11.9 • in heading, and 0.07 • in longitude and 0.04 • in latitude for celestial positions.
4.2.
Low-quality four-hourly ship tracks. As noted, we are unable to infer when LQ4 tracks have their positions updated by celestial observations and, therefore, explore three scenarios where celestial positions are made every midnight, with 0.5 probability, or never. Figure 3 shows the posterior distributions of LQ4 track 108 under the best-case and worst-case scenarios. Under the best-case scenario all the midnight positions along the track are considered being celestially corrected, and LQ4 track exhibits small Brownian-bridge uncertainty structures between consecutive midnight positions. Position uncertainty is represented as better than HQ2 tracks, where the latter have only 87% of nights associated with celestial correction. Under the worst-case scenario we assume no celestial corrections, and LQ4 track a 1.0, 0.5 and 0.0 correspond to the the best-case scenario, the random-guess scenario, and the worst-case scenario for LQ4 tracks, respectively. exhibits a Brownian-bridge uncertainty structure that spans the departure and arrival points. Table 4 summarizes position errors of all LQ4 tracks under the three scenarios. We note that the overall position uncertainty (MSE) combines the random position uncertainty (standard deviation) and the systematic position uncertainty (bias) using the bias-variance decomposition. On average, random position uncertainties of LQ4 tracks are 0.62 • (69 km on the equator) in longitude and 0.40 • (44 km) in latitude under the worst-case scenario, and 0.14 • (16 km) in longitude and 0.10 • (11 km) in latitude under the best-case scenario. The half-probability scenario is similar to, albeit of course slightly more uncertain, than the best-case scenario. Because there are no apparent jumps, LQ4 tracks are inferred to have smaller systematic uncertainties than estimated for HQ2 tracks.
The Brownian-bridge uncertainty structure implies larger errors associated with longer journeys and being further away from departure and arrival points, such that positions in the interior of oceans are generally more uncertain (see Figure 5 ). Under the worst-case scenario, for ships that travel in the east-west direction, the highest uncertainty in longitude is approximately 1.0 • in the North Atlantic, but can be as high as 1.5 • in the Southern and Indian Ocean. Note that position uncertainties depend not only on the distance from coasts or islands, but also on directions that ships are heading, which determines the relative magnitude of the uncertainties in ship speed and ship heading. 4.3. SST uncertainties. To quantify uncertainties in SST associated with errors in position, we sample a high-resolution SST dataset with position errors that mimic those expected from our analysis of HQ2 tracks. We use the Multi-Scale Ultra-high resolution Sea Surface Temperature (MURSST) dataset (Chin et al., 2017) that incorporates infrared and microwave satellite retrievals and observations from ships and buoys. Although the data is obviously more recent than the 1885 ship tracks that we analyze, MURSST has the advantage of having a 0.01 • spatial resolution that is comparable to the HQ2 ship-track precision. Estimated SST uncertainties are still meaningful because the basic SST patterns -including those related to equator-to-pole temperature gradients, boundary currents, gyres, and upwelling regionsare stable features of the ocean circulation (e.g. Wunsch, 2004) .
MURSST SSTs are repeatedly sampled in order to estimate uncertainties. For each posterior ship track realized, we sample SST at the realized positions in MURSST on the corresponding day of the year. 1,000 posterior ship tracks are realized and their corresponding SSTs are sampled, and Right panels are as the left but for latitude uncertainties. In the best-case scenario, a celestial correction happens at each midnight. In the random-guess scenario, midnight positions have a probability of 0.5 to be corrected, whereas in the worst-case scenario, celestial corrections never happen. Maps are shifted to center on the Atlantic for the purpose of visualization. Procedures of generating maps from individual measurements are as per Figure 4 . Table 5 A comparison of SST uncertainty and SST offset.
Global a SST uncertainty ( • C) SST offset ( • C) Quantiles 25% 50% 75% mean 25% 50% 75% mean HQ2 0.03 0.07 0.14 0.14 -0.03 0.00 0.03 0.00 LQ4 (1.0) 0.02 0.04 0.07 0.07 -0.01 0.00 0.01 0.00 LQ4 (0.5) 0.03 0.06 0.11 0.11 -0.01 0.00 0.01 0.00 LQ4 (0.0) 0.08 0.16 0.30 0.27 -0.03 0.00 0.03 0.00 Regional b
SST uncertainty ( • C) SST offset ( • C) Quantiles 25% 50% 75% mean 25% 50% 75% mean HQ2 0.09 0.28 0. uncertainties are estimated by taking the standard deviation across these 1,000 samples. The procedure is repeated for each of the 16 years covered by MURSST, 2003 MURSST, -2018 , and standard deviations are averaged across years. For purposes of visual display, the uncertainties are re-gridded at 2 • resolution. An assumption associated with the usage of daily SST products is that diurnal SST signals are relatively uniform at small spatial scales. This assumption is, in general, valid in cold seasons, when diurnal cycles are small (Morak-Bozzo et al., 2016) , and over the extra-tropical ocean, where stratiform clouds associated with large-scale weather systems dominate. We note that in the places where diurnal cycles are affected by small-scale convective clouds, such as in parts of the tropics, sampling from daily-average SST products leads to a larger underestimation of SST uncertainty.
Position errors induce uncertainties in SST in regions where position errors are large and SST gradients are strong. On average, position errors in HQ2 tracks translate into 0.14 • C SST uncertainties (see Table 5 ), but can be as large as 0.52 • C in the Northwest Atlantic where the western boundary detaches from the East coast of the US (see Figure 6 ). Larger SST uncertainties are also found in regions where other boundaries currents detach in the Northwest Pacific and Southwest Atlantic, as well as in the vicinity of the Aghulas current south of South Africa. For LQ4 ship tracks (see Figure  7) , SST uncertainties average 0.27 • C and reach 1.15 • C in the mid-latitude Northwest Atlantic under the zero-celestial observation scenario, and are similar to HQ2 in the other scenarios. 5. Concluding Remarks. Position errors have not previously been estimated for SST observations. The pervasive position error documented here places a lower bound on the resolution at which SST can be mapped. Furthermore, as noted, position error can lead to changes in tail behavior and high-order moments in grid-box averaged SSTs (Director and Bornn, 2015) . Similar concerns arise with respect to other mapping procedures that interpolate using weighted averages of observations depending upon uncertain positions. Ultimately an estimate of position error should be incorporated into the uncertainty reported for maps of SST.
The HQ2 data provides sufficiently frequent and precise observations to characterize uncertainties, but may not be indicative of the overall accuracy of SST positions in 1885. We speculate that vessels willing to enroll in the U.S. meteorological program represent a subset of ships wherein a higher priority was placed upon navigation. Data that is reported with lower resolution and without distinct indications of celestial navigational updates may reflect cruises wherein navigation was a lower priority, or less feasible given limitations with regard to expertise, equipment, or labor. Thus, estimated position errors may not reflect the overall uncertainty of position data in 1885. There will also be heterogeneity in reports amongst ships that we have not fully accounted for. Some cruises presumably had lower need of precise navigation; for example, a zonal cross-Atlantic cruise would have less need of determining longitude for purposes of ensuring landfall than a cruise with a meridional heading whose intended port was an island. In addition, there are also possibilities that longitude and latitude are not celestially corrected simultaneously for earlier navigators because of less-widely deployed ship-board chronometers (Bowditch, 1906) .
We focus on a single year in developing and testing our procedures, but it would be useful to extend the analysis over a longer time horizon and to a greater fraction of the data. In 1885, around 85% of observations are associated with ship tracks. Furthermore, Carella et al. (2017) have provided estimates of additional data belonging to individual ship tracks, bringing the percentage of observations associated with ship tracks in 1885 to 90%. In more data-rich intervals, however, distinguishing individual ship tracks becomes more difficult, such that between 1900-1940 only 60% of observations, on average, are associated with tracks.
There is presumably a trend toward increasing accuracy of position with time, given technological improvements in marine navigation. This implies that errors and modification of SST distributions introduced through positional error will decrease through time, possibly having consequence for trend estimates, especially those in the vicinity of sharp SST gradients. Po-sition error may limit the spatial resolution over which trends can accurately be determined. It would be useful to estimate uncertainties for a gridded SST product with global coverage that, in addition to accounting for observational SST errors (Kennedy et al., 2011b) and correcting for biases Chan et al., 2019) , also accounted for position errors. Figure 8 shows the posterior predictive distributions of HQ2 track No.30, generated based on 1,000 posterior predictive samples. We see that the empirical means of the posterior predictive samples imitate the observed data. As expected, the position uncertainty structure follows a quasi-daily pattern. 6.2. Navigational uncertainties. The estimates of navigational parameters play a crucial role in the downstream analysis. We propose an independent linearized model to directly estimate these navigational parameters using HQ2 tracks, and compare the obtained estimates to the results in Table 3 . where τ x and τ y calibrate the magnitudes of the uncertainties in celestial correction. Combining linearized dead reckoning and celestial correction, we can approximate the variances of jumps in the longitudinal and latitudinal direction by (6.6) Var(J x ) = τ 2 s ∆x 2 + τ 2 θ ∆y 2 + 2 (τ x cos ψ) 2 , Var(J y ) = τ 2 s ∆y 2 + τ 2 θ ∆x 2 + 2τ 2 y . J x , J y denote the jumping distances in the longitudinal and latitudinal direction, and ∆x 2 and ∆y 2 denote the sum of squared distances between consecutive reports from the last celestial update to the position right before the next celestial update. We drop the dependence on t for notational convenience. We use 20, 694 midnight jumps identified from 943 HQ2 tracks to estimate the navigational parameters τ x , τ y , τ s , τ θ . All the jumps are binned by 20km×20km grids. Within each bin, the sample variances of the jumping distances in the longitudinal and latitudinal direction V x and V y are calculated. Approximately the sample variances in each bin follow (6.7) (n − 1) V x Var(J x ) ∼ χ 2 n−1 , (n − 1)
where n is the sample size in that bin. We set up standard non-informative priors, proportional to 1/τ 2 , on all the navigational parameters, and combine the likelihood specified in Equation (6.7) to obtain the posterior distributions. The results are summarized in Table 6 . For the uncertainty in ship speed, the two methods give consistent estimates, 10% to 15%. We obtain smaller estimate of the uncertainty in ship heading, 0.062 (3.6 • ), due to the linearization, compared to the result in Table 3, 0.195 (11.17 • ). Moreover, one advantage of our proposed state-space model is that we can take into account the evolutionary variances σ 2
x and σ 2 y (see Equation (3.2)). However, if we consider the evolutionary variances in the linearized model, Equation (6.6) becomes (6.8)
Var(J x ) = τ 2 s ∆x 2 + τ 2 θ ∆y 2 + 2 (τ x cos ψ) 2 + 12σ 2 x , Var(J y ) = τ 2 s ∆y 2 + τ 2 θ ∆x 2 + 2τ 2 y + 12σ 2 y , in which τ 2 y and σ 2 y becomes unidentifiable. Thus for a proper comparison between the two methods, τ x and τ y in the linearized model should be considered as a combination of the uncertainties in celestial correction and evolutionary uncertainties. We see that the two methods again give consistent results, by comparing the estimated τ y ≈ 24.50 using the linearized model to (2µ 2 τy + 12µ 2 σy )/2 ≈ 23.55 based on the result in Table 3 .
