In this paper, two kinds of high-order compact finite difference schemes for second-order derivative are developed. Then a second-order numerical scheme for Riemann-Liouvile derivative is established based on fractional center difference operator. We apply these methods to fractional anomalous subdiffusion equation to construct two kinds of novel numerical schemes. The solvability, stability and convergence analysis of these difference schemes are studied by Fourier method in details. The convergence orders of these numerical schemes are O(τ 2 + h 6 ) and O(τ 2 + h 8 ), respectively. Finally, numerical experiments are displayed which are in line with the theoretical analysis.
Introduction
The first Fick's law reads as J = −κ∇u.
(
Combing the following conservation law of energy
one can obtain the diffusion equation below
This equation well characterizes the classic diffusion phenomenon. However, if the diffusion is abnormal, the above equation can not well describe such anomalous diffusion. The main reason is that the classic Fick's law is not suitable yet. As far as we know, fractional calculus is the best tool to disclose the anomalous diffusion phenomenon. So the following fractional Fick's law has been proposed [1] . where 0 < α < 1, 0 < β < 1, and A > 0, B > 0 are the anomalous diffusion coefficients. The above subdiffusive motion following power-law represents an asymptotic longtime behavior of the mean square displacement of the form
Combination of this equation with equation (2) gives
Recently, various kinds of anomalous diffusion equations are numerical studied, see [3, 4, 5, 6, 7, 8] and many references cited therein. However, it seems that only a few numerical studies are available for the two-term subdiffusions of the above form.
In the present paper, we are motivated to numerical study the following modified anomalous diffusion equation with a source term ∂u(x, t) ∂t
subject to the initial and boundary value conditions u(x, 0) = φ(x), 0 < x < L, u(0, t) = ϕ 1 (t), 0 ≤ t ≤ T, u(L, t) = ϕ 2 (t), 0 ≤ t ≤ T, where f (x, t), φ(x), ϕ 1 (t) and ϕ 2 (t) are suitably smooth.
For equation (3), Jiang and Chen proposed an ε-approximate solution by using a reproducing kernel collocation method for the modified anomalous subdiffusion equation with a linear source term in a finite domain [9] . In [10] , Liu et al., constructed a conditionally stable difference scheme for the solution of the equation (3) and they proved that the convergence order is O(τ + h 2 ) by the energy method. In [11] , Mohebbi et al. considered an unconditionally stable difference scheme of order O(τ + h 4 ). Wang and Vong [12] presented an compact method for the numerical simulation of the modified anomalous subdiffusion equation (3) , and they got the convenience order O(τ 2 + h 4 ). The aim of this paper is to propose much higher order numerical methods for equation (3) . We construct two kinds of high-order compact difference schemes and detailed study the stability and convergence of the proposed methods by the Fourier method. And we show that the convergence orders are O(τ 2 + h 6 ) and O(τ 2 + h 8 ), respectively. The rest of this article is organized as follows. In Section 2, we firstly develop a sixth-order and an eight-order difference scheme for second-order derivative, next a second-order numerical scheme for the Riemann-Liouville derivative is also proposed. Application of these methods to the modified anomalous subdiffusion equation (3) gives two effective finite difference schemes. The solvability, stability and convergence of the numerical methods are discussed in Sections 3, 4 and 5, respectively. The numerical experiments of solving equation (3) with the methods developed in this paper are given in Section 6, which support the theoretical analysis. Finally concluding remarks are drawn in the last section.
Numerical Schemes
Let t k = kτ (k = 0, 1, · · · , N) and x j = jh (j = 0, 1, · · · , M), where the grid sizes in time and space are defined by τ = T /N and h = L/M, respectively.
Define the following center difference operator as
then we have
It is well known that we usually numerical approximate second-order derivative
by the following second-order center difference scheme
Later on, the fourth-order compact difference scheme has been constructed [13] :
Next, we develop two high-order compact difference schemes for the second-order spatial derivative by the following lemma. Lemma 1. Define the following two operators:
and
hold.
Proof. In view of the following approximation scheme [14]
then one gets
All this completes the proof.
Lemma 2.
For the suitably smooth function u(x, t) with respect to x, arbitrary different numbers p, q and s, one has
Next we develop a second numerical scheme for Riemann-Liouvile derivative at nongrid points x j , t k+ In [15] , Tuan and Gorenflo introduced the following asymmetric fractional central difference operator:
and proved that
where
According we can obtain the following form at points x j , t k+ 1 2 in view of the equation (6) .
Taking
τ , t p = t k − (ℓ − 1) τ and t q = t k − ℓτ gives the following second-order numerical formula by using equation (7) and Lemma 2,
Now letũ
where g
Setting w x j , t k+
and substituting (9) into (10) lead to
Let u k j be the approximation solution of u(x j , t k ). Noting equation (11) and substituting (4) and (5) into (12) give the following two finite difference schemes for equation (3):
It is obvious that the local truncation errors of difference schemes (13) and (14) are
3 Solvability Analysis
Then we can get the matrix form of difference scheme (13)
, matrixes A, B, C k are given in Appendix. Similarly, the matrix form of the difference scheme (14) is given by
where matrices A, B, C k are also given in Appendix. Remark 1. In difference schemes (13) and (14), there have some points
, we generally approximate them by Taylor expension in view of the endpoint values, e.g.,
Lemma 3 [16] . A circulant matrix S is a Toeplitz matrix in the form
where each row is a cyclic shift of the preceding row, then matrix S has eigenvector
corresponding to the eigenvalue
Theorem 1. The difference equations (15) and (16) are both uniquely solvable. Proof. From Lemma 3, we know that the eigenvalues of the matrixes
respectively. µ α , µ β > 0 and g
So the above two matrices are all nonsingular. The difference equations (13) and (14) are both uniquely solvable. The proof is finished.
Stability Analysis
In this subsection, we analyze the stability of difference schemes (13) and (14) by using the Fourier method.
Stability Analysis of Numerical Scheme (13)
Lemma 4 ( [3, 17] ). The coefficients ̟
Lemma 5. The coefficients g
(ii)
Proof. (i) From the above analysis, we easily obtain the expressions of g
(1−γ) 0 and g
and 0 < γ < 1, one has g
(ii) In view of Lemma 4, it is not difficult to obtain these relations by direct computation. All this completes the proof.
Let U k j be the approximate solution of (13) and define
respectively.
So, we can easily get the following roundoff error equation
By the Parseval equality
Through the above analysis, we can suppose that the solution of equation (22) 
Lemma 5. If Q and P are defined as the above, then
Proof. Because of
Note that µ α , µ β > 0, and 0 < α, β < 1, we easily get (P + Q)(P − Q) < 0, i.e.,
This ends the proof. Lemma 6. If time and space steps τ and h satisfy
then we have P ≥ 0.
Proof. If τ and h satisfy
we easily obtain P ≥ 0. Otherwise, then
It immediately follows that P ≥ 0.
The proof is finished.
is the solution of equation (23). Under the condition of (24), it follows that
Proof. For k = 0, from equation (23), we get
According to Lemma 5 it is clear that
Now, we suppose that
For k > 0, from equation (23) and Lemmas 4 and 5, under the condition of Lemma 6, i.e., P ≥ 0, we have
The proof is thus completed. Theorem 3. Under condition (24), the difference scheme (13) is stable. Proof. According to Lemma 7, we obtain
which means that the difference scheme (13) is stable. The proof is complete.
Stability Analysis of Numerical Scheme (14)
Similarly, let U k j be the approximate solution of (14) and define
then we can get truncation error equation of (14) is
Define the grid functions as
The function ρ k (x) can be expanded in a Fourier series
Letting ρ k j = ξ k exp (iβjh) , and substituting it into (25) yield
The following lemmas and theorem can be similarly proved. Lemma 8. If Q and P are defined as above, then
Lemma 9. If time and space steps τ and h satisfy
then P ≥ 0.
Lemma 10. Supposing that ξ k+1 (k = 0, 1, · · · , N − 1) be the solution of equation (26), under the condition of (27), then we have
Theorem 4. Under the condition of (27), the difference scheme (14) is stable.
Convergence Analysis

Convergence Analysis of Numerical Scheme (13)
For equation (13), use suppose that
Then we get
Similar to the stability analysis method, we define the grid functions
Functions E k (x) and R k (x) can be expanded into the following Fourier series, respectively,
The 2-norms are given below
Assume that E k i and R k i have the following forms
and R k j = η k exp (iβjh) , respectively. Substituting the above two expressions into (28) yields
(31) Lemma 11. Let ζ k+1 (k = 0, 1, · · · , N − 1) be the solution of equation (31), under the condition of (24), then there exists a positive constant C 2 such that
In addition, we know that there exists a positive constant C 1 such that
In view of the convergence of series (30), there exists a positive constant C 2 such that
For k = 0, from (31) we have
Noticing that equation (32), one has
For k > 0 and (24), one gets
The proof is completed. Theorem 5. Under condition (24), the difference scheme (13) is convergent with order O(τ 2 + h 6 ). Proof. Using (29), (30), Lemma 6, and condition (24), one gets
This ends the proof.
Convergence Analysis of Numerical Scheme (14)
Define
From equation (14), one has
We now define the grid functions
The functions E k (x) and R k (x) can be expanded into the following Fourier series,
Similar to the above analysis, we assume that
, respectively. Substituting the above two expressions into (33) yields
(34) Lemma 12. Let ζ k+1 (k = 0, 1, · · · , N − 1) be the solution of equation (34), under condition (27), then there exists a positive constant C 2 such that
Proof. The proof is almost the same as that of Lemma 11, so is omitted here.
Theorem 6. Under condition (27), the difference scheme (14) is convergent with order O(τ 2 + h 8 ). Proof. The proof is the same as that of Theorem 5, so is left out here.
Remark 2: In view of conditions (24) and (27), we find that if 0 < α, β < 2 − √ 2, then difference schemes (13) and (14) are both unconditionally stable. In other case, the difference schemes (13) and (14) are both conditionally stable provided that the stability conditions are (24) and (27) are still satisfied.
Numerical example
In this section, we test the accuracy and stability of the method derived in this paper.
Example 1. Consider the following modified anomalous subdiffusion equation
Its exact solution is u(x, t) = t α+β+2 x 12 (1−x) 12 sin(πx), which satisfies the initial and boundary value conditions.
Define the maximum-norm error as follows:
Define the convergence orders in temporal direction by e ∞ (τ,
respectively. Tables 1, 2 , 3 and 4 present the maximum-norm error, temporal and spatial convergence orders of difference schemes (13) and (14) for h, τ , α and β, which satisfy conditions (24) and (27), respectively. Through these Tables, it can be seen that the convergence order of the numerical results matches that of the theoretical one.
Conclusion
In this paper, we establish two high-order compact finite difference schemes for the modified anomalous subdiffusion equation. The stability and convergence conditions of the difference schemes are given by using the Fourier method. Finally, numerical experiments have been carried out to support the theoretical claims. These methods and techniques can be extended in a straightforward way to two or three spatial dimensions cases.
Appendix:
The forms of the matrices A, B, C k , A, B, and C k are list as follows: 1.8262e-009 -τ = 1 8 4.6262e-010
1.9809
1.1644e-010
2.9210e-011 1.9951 1.6760e-011 6.0438 Table 3 : The maximum-norm error and temporal convergence order of numerical scheme (14) with h = 1/500.
1.3338e-009 -
3.3783e-010 1.9812
8.5051e-011 1.9899 τ = 2.4266e-009 -τ = 1 8 6.1660e-010
1.9765
1.5543e-010
3.9020e-011
1.9940 τ f 
