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Abstract
Implicit Large Eddy Simulation (ILES) with high-resolution and high-order computa-
tional modelling has been applied to flows with turbulent mixing and combustion.
Due to the turbulent nature, mixing of fuel and air and the subsequent combustion
still remain challenging for computational fluid dynamics. However, recently ILES, an
advanced numerical approach in Large Eddy Simulation methods, has shown encour-
aging results in prediction of turbulent flows. In this thesis the governing equations
for single phase compressible flow were solved with an ILES approach using a finite
volume Godunov-type method without explicit modelling of the subgrid scales. Up to
ninth-order limiters were used to achieve high order spatial accuracy.
When simulating non chemical reactive flows, the mean flow of a fuel burner was com-
pared with the experimental results and showed good agreement in regions of strong
turbulence and recirculation. The one dimensional kinetic energy spectrum was also
examined and an ideal k−5/3 decay of energy could be seen in a certain range, which
increased with grid resolution and order of the limiter. The cut-off wavenumbers are
larger than the estimated maximum wavenumbers on the grid, therefore, the numeri-
cal dissipation sufficiently accounted for the energy transportation between large and
small eddies. The effect of density differences between fuel and air was investigated
for a wide range of Atwood number. The mean flow showed that when fuel momen-
tum fluxes are identical the flow structure and the velocity fields were unchanged by
Atwood number except for near fuel jet regions. The results also show that the effects
of Atwood number on the flow structure can be described with a mixing parameter.
In combustion flows simulation, a non filtered Arrhenius model was applied for the
chemical source term, which corresponds to the case of the large chemical time scale
compared to the turbulent time scale. A methane and air shear flow simulation was
performed and the methane reaction rate showed non zero values against all temper-
ature ranges. Small reaction rates were observed in the low temperature range due to
the lack of subgrid scale modelling of the chemical source term. Simulation was also
performed with fast chemistry approach representing the case of the large turbulent
time scale compared to the chemical time scale. The mean flow of burner flames were
compared with experimental data and a fair agreement was observed.
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C H A P T E R 1
Introduction
1.1 Overview
‘Turbulence is the most important unsolved problem of classical physics.’ said Richard
Feynman, who was awarded the Nobel Prize in 1965. Forty five years has passed since
then, and turbulence still remains a major research topic in the field of science and
engineering. One can imagine that the inherent and typical characteristics of turbu-
lence are randomness of the flow motion and the wide range of flow scales. This is
easily perceived and therefore, it has been well recognised since before the 20th cen-
tury when basic turbulence theory was mathematically and physically formulated. For
example, the random direction of fluid motion is clearly depicted in Figure 1.1 (left).
The deformed clouds in Figure 1.1 (right) imply that the painter knew the basic idea of
the turbulent flow structure containing large and small eddies.
Figure 1.1: A sketch by Leonard da Vinci, around 1515 (left). A print of Hokusai Katsushika,
around 1831 (right)
In the past decades numerical simulation has contributed significantly to our knowl-
edge of turbulence. It is common in engineering to use commercial software for de-
signing, development and analysis of fluid dynamic aspects of products. However,
understanding the underlying physics and accurately predicting these characteristics
are still challenging even with current high power computational tools. Inspecting the
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Figure 1.2: Shadowgraph of a turbulent shear flow [11]
experimental photo of Figure 1.2 it can be seen that although the small and large scales
look similar their flow structure differ significantly. A typical computational problem
is the handling of these different flow scales.
Combustion is another complex problem that has not been fully understood. It includes
series of physical phenomena: mixing of the fuel and oxidiser, ignition with chemical
reaction and flame propagation, each of these are a very complex process. Time scales
of the chemical reactions cause further difficulty. They are typically much shorter
than that of fluid dynamics, but for some cases, e.g., NOx formation and supersonic
combustion the time scales can be of the same order.
When engineering combustion problems are considered, e.g., plume of jet engine and
low NOx emission burners (as shown in Figure 1.3) they are normally categorised in
turbulent combustion. This is because turbulence can affect flame structure dynami-
cally, and conversely, chemical reaction can cause instability of the fluids and increase
turbulence. Therefore, turbulence and combustion can not be decoupled in real phys-
ical phenomena. Difficulties of combustion flow simulation can be summarised as
follows:
• Interaction between chemistry and fluid dynamics. Since combustion processes
involve a wide range of chemical time and length scales, coupling or decoupling
technique to turbulence is the key.
• Modelling of chemical reaction mechanism. Even a simple methane-air combus-
tion may contain hundreds of species and chemical reactions, which demands
either enormous computational resource or a simplified model.
This thesis is concerned with the numerical simulation of turbulent gas mixing and
combustion. A simple and typical engineering application of this topic is a gas turbine
combustor. In most areas of gas turbine engine developments, numerical simulation
plays a crucial role. Laminar flow simulation can be used as a main designing tool,
particularly in the beginning of the design process of components, such as compres-
sors and turbines, though these flows include turbulence. However, this is not the case
for combustors since the combustor flows are predominantly turbulent. Effective and
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Figure 1.3: Ground test of a jet engine (http://www.pw.utc.com) (left) and low NOx
emission burners (http://www.furnace.co.jp) (right)
accurate computational methods for the turbulent combustion did not exist, therefore,
past experience and empirical data still have much importance [52]. As a result, com-
bustor performance cannot be predicted accurately in a development process.
However, the situation has been changing. With the drastic increase of computational
power, turbulent combustion has become a problem which can be handled more accu-
rately with reasonable computational resources. Furthermore, advanced computational
approach for the turbulent flow has been developed and validated and now, it is ready to
be applied to turbulent combustion. With this numerical method, called high-resolution
Implicit Large Eddy Simulation (ILES), fuel and air mixing flow and combustion can
be simulated.
Regarding the simulation test case geometry, turbulent mixing and chemical reactions
in a combustor mainly take place in the near region of the fuel injectors. The primary
combustor performance parameters such as combustion gas temperature and fuel con-
sumption rate can be controlled by fuel and air jet injection. Furthermore, swirling and
recirculating flows of the injector have been of great interest to industry as they play an
important role in flame stabilisation within gas turbine combustors. Hence, the target
geometry of this research focuses on the turbulent jet flows.
A brief summary of turbulence is described in the following section. Next, conven-
tional numerical methods are presented followed by research objectives with some
information of the thesis structure and a publication list from this research.
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1.2 Descriptions of Turbulence
An idea of energy cascade was introduced to handle the relation between turbulent en-
ergy distribution and turbulent scales. This is known as Richardson’s hypothesis and
has become a fundamental idea for most of all theoretical, experimental and computa-
tional research on turbulence.
Richardson’s hypothesis assumes turbulent flow consists of coherent eddies of various
sizes, where large eddies break down into small ones, and in turn, the small eddies
break down further into smaller eddies. In this process, energy transfers from the
large eddies to small eddies without any loss. This cascade is driven purely by inertial
forces and hence, the large scale eddies are not affected by viscous forces. With the
decrease in the size of eddies the Reynolds number, which is a nondimensional number
representing the relative effect of inertial forces to viscous forces, reduces. When the
eddies are broken into the smallest size corresponding to the order of the Reynolds
number unity, fluid viscosity works as a driving force to dissipate energy into heat.
Therefore, without energy injection, the eddies of all sizes continuously break down
and the energy is dissipated. Thus, turbulent flows are essentially dissipative.
This hypothesis was further developed [51] and a mathematical formulation was given.
Assuming the energy transfers from the largest scale with integral length scale lt, to the
smallest one (the Kolmogorov length scale ηk) a Reynolds number can be introduced
for each turbulent scale as:
Re =
u′l
ν
(1.2.1)
where u′ is the turbulent velocity of the motion, which can be expressed as the dif-
ference between exact velocity and mean velocity. ν is the flow kinematic viscosity,
and l is the length scale, ηk < l < lt. The amount of energy transfer from one scale to
another is constant and is given by the dissipation ǫ of kinetic energy. Estimating this
dissipation as the ratio of kinetic energy u2, and eddy turn over time scale l/u, yields:
ǫ ≈
u3
l (1.2.2)
When the Reynolds number is unity, the Kolmogorov scale is evaluated by viscosity
and dissipation rate:
ηk ≈
(
ν3
ǫ
)1/4
(1.2.3)
By considering the above equations, the ratio of the integral length scale to the Kol-
mogorov length scale can be obtained:
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lt
ηk
≈ Re3/4 (1.2.4)
A kinetic energy spectrum analysis can now be introduced. The energy contained in
a length scale corresponding to wavenumber k can be described in the Fourier space
Ek(k). A schematic of a typical kinetic energy spectrum is shown in Figure 1.4.
The energy is accumulated in the low wavenumber range, corresponding to the large
scales. In the middle range, inertial forces control the energy and the energy transfers
successively to smaller scales according to the cascade hypothesis. This region is
called the inertial sub range. Finally, in the high wavenumber range the energy falls
into the Kolmogorov scales and dissipates by viscosity. This is called the dissipation
range. Through dimensional analysis the form of the energy spectrum in the inertial
sub range can be expressed with a constant C:
Ek(k) = Cǫ2/3k−5/3 (1.2.5)
Although the concept of an energy cascade and Kolmogorov formulation has not been
theoretically proven, it has been verified by experimental measurements, e.g., in Figure
1.5. The figure shows that the energy transfer is independent of the large flow scale,
and that the energy dissipates in proportion to a k−5/3 law in the inertial sub range.
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Figure 1.5: Kinetic energy profile obtained by various experiments [72]
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1.3 Conventional Numerical Approaches
Numerical research on turbulent flows has progressed with the development of Com-
putational Fluid Dynamics (CFD) techniques and the recent increase in computational
power. Within the context of CFD, there are three main approaches: Direct Numerical
Simulation (DNS), Reynolds Averaged Navier-Stokes Simulation (RANS) and Large
Eddy Simulation (LES). These approaches differ in how precisely they describe eddies.
1.3.1 Direct Numerical Simulation
DNS is based on the simplest concept, i.e., to solve eddies of all scale contained in
the flow. Since DNS results are ideally more accurate than other techniques they are
often used for comparison and validation of newly developed numerical methods. In
the computation of a compressible viscous flow, the momentum equation of the instan-
taneous flow is solved:
∂ρu
∂t
+ ∇ · (ρuu) + ∇p = −∇ · τ (1.3.1)
where u, ρ, p and τ stand for velocity vector, density, static pressure and viscous tensor,
respectively.
However, a critical problem for DNS is the computational cost. A typical example to
explain this difficulty is introduced in [72]. Let us consider a turbulent flow containing
large eddies of size lt. Since the flow shape is dependent on this integral scale, the
computational domain size must be at least the same size as lt. In order to solve the
smallest eddies in the domain, the mesh size should be of the same order as the Kol-
mogorov length ηk, which is related to the integral scale by Equation (1.2.4). Then,
the three dimensional grid points in the domain can be l3t /ηk. The number of time iter-
ations can be tphys/∆t where tphys is the physical simulation time and ∆t is the typical
time step which is of the same order as ∆x/u. Therefore, the computational time tcomp
is calculated as:
tcomp ∝
l3t
ηk
tphys
∆t
∝ Re3 (1.3.2)
Since the computational time is proportional to the Reynolds number cubed, for a
high Reynolds number flow this will increase easily to the order of several decades.
Accordingly, it is widely accepted that DNS approach is unrealistic except for low
Reynolds number flows. For the same reason DNS results are still only available for
very simple domains and hence, little DNS research on injector flows has been carried
out, e.g.,[10].
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Regarding combustion flows, the situation can be worse. As described in the previous
section, the time scale of the chemical reaction is usually shorter than that of the turbu-
lent motion, which leads to a shorter time step. Furthermore, the number of chemical
species involved in the global reactions and the number of chemical reaction steps re-
quires more computational resources. These capabilities and limitations of DNS on
combustion flow simulation was summarised in [96]. Recently, DNS of simple flow
with a Reynolds number of 11,000 was performed in [12] and the detailed results
confirmed the importance of autoignition initiated by radical for flame stabilisation.
However, the task required a huge amount of computational resource; 10 days with a
50 tera FLOPS supercomputer consisting of about 10,000 processors .
In practical engineering problems, the Reynolds number can easily exceed the order
of 106, which is beyond the acceptable simulation cost for DNS. Fortunately for these
complex systems the main interests lie in the properties of mean flow and its variance.
Within the computational approach two concepts of ‘mean’ flows can be considered:
temporally averaged flows obtained by long time sampling period and spatially filter-
ing flows obtained by masking small structures of the flow. These concepts require
mathematical models for some or all scales of the flow structure. These have been
developed in RANS and LES techniques.
1.3.2 Reynolds Averaged Navier-Stokes Simulation
RANS is based on the temporal averaging of the governing equations. Although it
gives a relatively poor prediction of the turbulence compared to DNS, this approach
has been adopted in most commercial CFD solvers and applied to many engineering
problems including injector flows, e.g., [17]. This is because it is computationally
inexpensive and provides results that agree well with experimental work (particularly
for the stationary flow), even in complex and high Reynolds number flows.
In this approach an operation is applied in which the continuous variables ψ of the real
flow is decomposed into a fluctuating turbulent component ψ′ and a density weighted
Favre average ˜ψ:
˜ψ =
ρψ
ψ
(1.3.3)
where (.) designates a Reynolds average. With this decomposition, the instantaneous
momentum equation (1.3.1) can be rewritten with averaged values and an additional
Reynolds stress term, which represents correlation between averaged and fluctuating
components of the flow:
∂ρu˜
∂t
+ ∇ · (ρu˜u˜) + ∇p = ∇ · (τ − ρ(u˜′u′)) (1.3.4)
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The averaged flow is resolved and can be regarded free from fluctuations while tur-
bulent flow characteristics can be expressed in the Reynolds stress term. This term
controls turbulent effects in all scales, from the smallest Kolmogorov scales to inte-
gral flow scale, and needs to be modelled because this term cannot be calculated from
averaged values. Accordingly in RANS, simulation of governing equations require
turbulence models for all scales. This resolves time-averaged steady flow and only
provides time averaged turbulent information.
Modelling of the Reynolds term is the main issue in the RANS simulation and hence,
many models have been developed. In order to match the models to the references,
which themselves are typically based on experiments or DNS data, turbulence models
can contain many coefficients to be determined. Furthermore, in many cases, these
coefficients are problem dependent since flow scales and turbulent motion, particularly
introduced in large scale eddies, are different among flow geometry, fluid properties
and boundary conditions of the problems. It implies the limitation of the concept of
RANS, namely to represent turbulence of all scales in any type of flow with a single
artificial model.
Due to these features, it is generally accepted that turbulent characteristics are not pre-
dicted accurately in RANS and an alternative technique is required for more accurate
and time dependent simulations of turbulent flows.
1.3.3 Large Eddy Simulation
LES is based on the concept of spatial filtering for the governing equations. The fil-
tering concept is lead by an observation that the small structures contain only small
amount of energy as shown in Figure 1.4. The properties of small turbulence can then
be treated as universal for all locations and all types of flows. Similar to DNS, a di-
rect computation is performed for the large scale flow motion with calculations based
on models for small scale motion. Turbulent modelling is still necessary but only for
the small scales, therefore, in terms of accuracy and computational cost, LES can be
considered as an intermediate approach between DNS and RANS.
Flow variable ψ is decomposed into large scales ˜ψ (the same notation used in RANS
but different meaning in LES) and small scales ψ′′. With this decomposition, the flow
is separated into scales larger than the filter (grid scale) and smaller than the filter
(subgrid scale). The grid scale is solved directly and only small subgrid scales are
modelled. Since the motion of the small scales are not captured, the local fluctuation
can be relaxed. Figure 1.6 shows the LES capturing the local motion, compared with
DNS (or exact solution) and RANS approaches.
From the energy cascade point of view, which was explained in the previous section,
the subgrid scale modelling of LES can be described as follows: The energy contained
in large eddies whose wavenumbers are in the integral scale and inertial sub ranges can
be solved directly, in other words, without modelling (see Figure 1.4). On the other
hand, the small scale eddies corresponding to large wavenumbers, being in the dissipa-
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Figure 1.6: Comparison of three different numerical approach
tion range need to be modelled. This can be considered as an intermediate approach,
because DNS solves all wavenumbers from the integral scales range to dissipation
range without the use of models, whereas RANS solves all wavenumbers with models.
The filtered form of the Navier-Stokes momentum equation (1.3.1) is normally ex-
pressed as:
∂ρu˜
∂t
+ ∇ · (ρu˜u˜) + ∇p = ∇ · (τ − ρ(u˜′′u′′)) (1.3.5)
The subgrid stress tensor is equivalent to the Reynolds stress tensor in RANS and
modelling is necessary to close the system. This term represents the difference between
the filtered non-linear term in the governing equation and the non-linear term in the
filtered equations.
The Smagorinsky model is an eddy viscosity representation that is the most widely ap-
plied subgrid scale model. It is based on the same idea of the Boussinesq approxima-
tion in RANS. Conservative equations, e.g., mass, momentum and energy equations,
are written in a matrix form:
∂U
∂t
+ ∇ · E = −∇ · τ (1.3.6)
where U and E represent a variable array and an inviscid flux vector, respectively. The
subgrid stress term T which corresponds to the second term in the right hand side of
equation (1.3.5) can be written as:
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T = −C∆2
∣∣∣∣∣∂U∂x
∣∣∣∣∣ ∂U∂x (1.3.7)
where C is generally estimated 0.1− 0.2 in this equation, ∆ is the cell width. Although
the model is considered as a typical subgrid model, it is well known that the model
is too dissipative. Also, the model is sensitive to the coefficients and needs to be
calibrated for each problem.
The Smagorinsky model was significantly improved in [28] where the model coeffi-
cients can be determined dynamically; tuning of the Smagorinsky model is therefore
not necessary. This model is also widely used and the subgrid stress can be represented
as follows:
T = −C∆4
∣∣∣∣∣∂U∂x
∣∣∣∣∣ ∂3U∂x3 (1.3.8)
An alternative model, which is the so-called similarity model was introduced in [7].
This is based on the assumption that the smallest resolved scales is similar to the largest
unresolved scales and the subgrid scale stress can be expressed as follows:
T = −C∆2
(
∂U
∂x
)2
(1.3.9)
This model is known to be insufficiently dissipative, and often used with a more dissi-
pative model, e.g., Smagorinsky type model.
These models can describe the subgrid scale term in equation (1.3.5), however, the
formulation implicitly contains a commutation assumption:
∂˜ψ
∂x
=
∂ ˜ψ
∂x
(1.3.10)
where ψ represents any variable. The assumption holds true only when the grid spac-
ing is equal, but in many problems of complex geometry flow this is not the case.
Another potential error can arise when the equation applied to the computation has a
truncation error. The main source of this truncation error is the unavoidable process
of discretisation and rounding of the continuous values. When all these possible er-
rors are accounted and written explicitly, the LES momentum equation (1.3.5) can be
rewritten as follows:
∂ρu˜
∂t
+ ∇ · (ρu˜u˜) + ∇p = −∇ · τ − ∇ · T − ∇ · τtr −m (1.3.11)
where τtr is the truncation error term and m is the commutation error term. Therefore,
equation (1.3.5) holds under the assumption that:
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∇ · T ≫ ∇ · τtr + m (1.3.12)
and the right hand side can be neglected. However, it is not usually shown that the
affect of commutation error is truly negligible. On the contrary, it is shown e.g., in [29],
that the truncation error is significant and can be of the same order as the subgrid scale
term in case the order of the scheme is not high, which violates the above inequality.
The flow profiles obtained via LES are reasonably accurate and so it has proven to be
more suitable than RANS in the research on turbulent jet flows. However, conventional
LES requires an explicit filtering of the flow, which means subgrid scale modelling for
the particular flow is crucial. This is not an easy task since (as mentioned earlier) the
error terms inherent to discretisation of the governing equations affect the dissipation
mechanism of turbulence.
1.4 Objectives of the Research
The aim of this research is to investigate computational modelling for accurate simu-
lation of turbulent mixing and combustion flows. To achieve the aim of the research,
the subject is broken down into three objectives.
• Simulation of turbulent mixing non reactive jet flows. In this simulation, an
advanced numerical computational method based on LES in conjunction with
high-resolution and high order modelling, namely ILES, is applied for the first
time to the complex engineering injector flow.
• Parametric survey of the turbulent non reactive jet flows. In this simulation,
effects of some important parameters to the flow field, e.g., swirl intensity, inflow
conditions, grid resolution, density ratio and other physical properties of the flow
are investigated.
• Simulation of turbulent combustion flows. In this simulation, chemical reactions
are combined with turbulent flow computation in the ILES technique.
1.5 Structure of the Thesis
Chapter 2 : The ILES with high-order high-resolution methods are introduced. It states
the differences between high-resolution and non high-resolution methods, followed by
the description of key process of the methods; namely reconstruction and Riemann
solver. The built-in subgrid scale model of the ILES is discussed and compared with
models used in conventional LES. Time stepping method used in the research and
solution process of the computational code are briefly described.
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Chapter 3 : Simulation of the non reactive jet flow is presented. It commences with
introduction of the past research and reference experimental investigations. Next, gov-
erning equations and numerical methods are detailed. It shows results of instantaneous
and mean flow velocity field and species field. Effects of some parameters such as
boundary conditions, grid resolution and order of accuracy are presented with analyses
of kinetic energy spectrum. Effects of Atwood number which is a density ratio of fuel
and air is investigated extensively. Some other effects of fluid properties on the flow
field are shown in the end.
Chapter 4 : Simulation of the combustion flow is described. After introducing exper-
imental references, methodology is detailed in order of setting of the governing equa-
tions, selection of the chemical reaction scheme and modelling approach of the sim-
ulation. Simulation with finite rate reaction approach combined with ILES is demon-
strated. Results of ILES fast chemistry approach are then shown and compared with
experimental data.
Chapter 5 : Concluding remarks are presented with some key results. Recommenda-
tions for the future work are also given.
1.6 Publications
The following publications have resulted from this work:
• Y. Shimada, B. Thornber and D. Drikakis. Large eddy simulation of turbulent
jet flow in gas turbine combustors. Notes on Numerical Fluid Mechanics and
Multidisciplinary Design. 110:337-343,2010.
• Y. Shimada, B. Thornber and D. Drikakis. High-order implicit large eddy sim-
ulation of gaseous fuel injection and mixing of a bluff body burner. Computers
and Fluids. Accepted.
• Y. Shimada, B. Thornber and D. Drikakis. Large eddy simulation of swirl flow
in gas turbine combustors. In Proceedings of the Sixth International Symposium
on Turbulence, Heat and Mass Transfer. Rome, Italy, September 2009.
The following presentation was made on the technical meeting.
• Y. Shimada, B. Thornber and D. Drikakis. Implicit large eddy simulation of
turbulent jet flows in combustors. Computational Combustion using High Per-
formance Computing Spring School. Cambridge, UK, April 2009.
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C H A P T E R 2
High-order High-resolution Implicit Large
Eddy Simulation
2.1 Introduction
ILES techniques together with high-resolution methods were developed to overcome
the disadvantages of the conventional LES approach described in the previous chap-
ter [22, 18, 20, 32]. Firstly, it should be noted that high-resolution methods are not
numerical simulation with fine grid size, but a defined term for certain numerical
methods which are detailed in this chapter. This method was originally developed
for the purpose of solving the advective terms of the governing equations accurately.
However, after a close relationship of the properties of high-resolution methods to the
unresolved scale turbulence modelling for LES was found [99], applications of the
high-resolution methods to LES were attempted. As a consequence, some extensive
research [18, 26, 55] confirmed the applicability of high-resolution methods for gen-
eration of viscosity for turbulence modelling. The idea was to control the embedded
properties of the high-resolution methods and mimic them as a subgrid scale modelling
for LES and was named Monotone Integrated LES (MILES). Since the unresolved
scale modelling are expressed implicitly and do not appear in the governing equations,
the MILES method is also called Implicit LES. An important insight into ILES is that
the numerical accuracy does not only depend on the mathematical modelling but also
on the numerical methods. In other words, models and numerical methods cannot be
considered separately [22]. The ILES concept can be explained as, instead of setting
explicit filters for the determination of the subgrid scales it is assumed in ILES, that the
numerical discretisation implicitly accounts subgrid scales and hence, setting explicit
filters for the determination of subgrid scale is unnecessary [18]. This ILES concept is
based on the fact that the leading order of the numerical truncation error is similar in
behaviour to a typical subgrid scale model. These errors are manifested as a dissipation
occurring in the reconstruction process of high-resolution methods incorporated in Go-
dunov schemes [22]. Since the early studies into ILES (stated above), research using
ILES has been conducted for both basic configuration flows and complex engineering
flows, and has shown promising results.
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2.2 High-resolution Method
Modern high-resolution methods that solve the advective term of the governing equa-
tions accurately, are equipped with non spurious oscillations features at the same time.
This can be found in the description of the high-resolution schemes in [39] and classi-
fied in [18], which satisfies the following properties:
• Provide at least second-order of accuracy in smooth areas of the flow.
• Produce numerical solutions relatively free from spurious oscillations.
• In the case of discontinuities, the number of grid points in the transition zone
containing the shock wave is smaller in comparison with that of first-order mono-
tone methods.
These descriptions clearly point out that the high-resolution method can circumvent
Godunov’s theorem which states ‘There are no monotone, linear schemes of second
or higher order of accuracy’. The theorem implies that (a) linear higher-order meth-
ods provide superior accuracy to first-order methods in smooth regions of the flow,
but they produce spurious oscillations near high gradients and (b) that monotone first-
order methods avoid spurious oscillations but are too inaccurate for practical simula-
tions. Godunov applied the solution of the local Riemann problem for the discretised
formulation of the governing equations. Although his classical method is limited by
his theorem and only first-order accurate, its physical foundation is attractive. The
key to circumvent the theorem was found in the assumption of linear schemes [18].
Therefore, in order to design a scheme providing higher than first order of accuracy
and free from spurious oscillations, a non-linear method is required. With a non-linear
differencing technique, the high-resolution methods can provide ‘physically meaning-
ful’ results in all flow regions, even in the vicinity of high gradients, while a non
high-resolution method can lead to an ill-behaved solution in a high gradients region.
The typical procedure of the high-resolution methods is depicted in Figure 2.1. First,
according to a basic concept of a finite volume method, the continuous variables (Fig-
ure 2.1 (top)) are represented by a piecewise volumetric average values (Figure 2.1
(second-left)). These values are considered to be constant everywhere in the volume
(‘cell’ in CFD). In the first-order Godunov method, the simulation proceeds to the Rie-
mann solver shown in Figure 2.1 (third-left). In the high-resolution methods however,
a high order reconstruction step in Figure 2.1 (second-right) follows. An interpolation,
sometimes called limiting, is manipulated in this step to reconstruct the cell interface
values, which concerns the unresolved distribution of the original continuous values
and hence, increases the order of spatial accuracy. Normally, the reconstructed val-
ues are not identical at the left hand and right hand side of the cell interface. In the
Godunov method (for both first-order and higher order methods) this discontinuity is
solved locally by the Riemann solver (Figure 2.1 (third)). Once the cell interface val-
ues are determined, the fluxes can be calculated and a time stepping method integrates
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these fluxes to produce the next time solution, which are given as cell averaged values
(Figure (2.1 (bottom)) following the finite volume concept.
In the Godunov type methods the order of the method depends on the order of the spa-
tial reconstruction. However, since the high-order interpolation is based on the assump-
tion of a smooth flow, the order of the spatial accuracy can be reduced to a first-order
piecewise constant reconstruction in areas where discontinuities can be seen. Then, us-
ing a higher-order reconstruction can result in decreasing the order of accuracy in the
vicinity of high gradients regions, particularly shock waves. Therefore, the accurate
simulation of the high-resolution methods depends on their two intrinsic processes: the
reconstruction and the Riemann solver. These are explained in the following sections.
Figure 2.1: Solution process of the original Godunov method (left) and the High-resolution
method (right). Solution proceeds from top to bottom: Initial data (top), Averaging and
Reconstruction (second), Riemann Solution (third) and Reaveraging (bottom) ,after [22]
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2.3 Reconstruction Process
In this thesis, second, fifth and ninth-order spatial accurate methods were tested. For
second and fifth-order accuracy, the Monotonic Upstream-centred Scheme for Conser-
vation Laws (MUSCL) scheme originally developed in [94] was applied.
The left and right variables U at the cell interfaces for the MUSCL scheme were ex-
trapolated as:
Ui+1/2,L = Ui +
1
4
(
(1 −C)φ(rL)(Ui − Ui−1) + (1 +C)φ
(
1
rL
)
(Ui+1 − Ui)
)
(2.3.1)
Ui+1/2,R = Ui+1 +
1
4
(
(1 −C)φ(rR)(Ui+2 − Ui+1) + (1 +C)φ
(
1
rR
)
(Ui+1 − Ui)
)
(2.3.2)
where i + 1/2 expresses cell interfaces between cells i and i + 1, −1 ≤ C ≤ 1 is a free
parameter and φ is a limiter function based on the slopes r of the conserved variables
within the four point stencil for the second-order accurate scheme. A popular second-
order limiter function was proposed by Van Leer [95]:
φ2nd =
{
0 (r ≤ 0)
2r/(1 + r) (r > 0) (2.3.3)
with the left and right hand ratio of the slopes:
rL =
Ui+1 − Ui
Ui − Ui−1
(2.3.4)
rR =
Ui+1 − Ui
Ui+2 − Ui+1
(2.3.5)
A fifth-order accurate MUSCL scheme consisting of six stencils was proposed in [50]:
φ5thL =
2/ri−1,L + 11 + 24ri,L − 30ri,Lri+1,L
30 (2.3.6)
φ5thR =
−2/ri+2,R + 11 + 24ri+1,R − 30ri+1,Rri,R
30 (2.3.7)
where the ratio of the slopes are:
rL =
Ui+1 − Ui
Ui − Ui−1
(2.3.8)
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rR =
Ui − Ui−1
Ui+1 − Ui
(2.3.9)
For the ninth-order spatial accurate scheme the Weighted Essentially Non-Oscillatory
(WENO) methods based on [6, 42, 53] was adopted. The principal approximation
method of WENO is to average high-order stencils by a weighted combination by way
of a local smoothness to produce a higher order stencil. This averaging reduces the
sensitivity to small changes in the sample stencils and it also reduces the effects of the
truncation errors. Thus, WENO schemes obtain 2q − 1 order of accuracy with q being
the number of sample stencils. For ninth-order WENO method q = 5 and hence, five
stencils across the interface are used. In accordance with [6], the cell interface value
can be expressed as:
U j+1/2 =
q∑
i=1
CII,i q∑
k=1
(CI,ikU j+k−q)
 (2.3.10)
with
CII,i =
1
(δ +CIII,i)2
q∑
i=1
1
(δ +CIII,i)2
(2.3.11)
where coefficients CI,ik, CII,ik and CIII,i can be found in [6], and δ is a small number,
e.g., 10−6.
2.4 Riemann Solvers
The cell interface values are reconstructed with the high-order limiters. However, the
left hand and right hand side of the reconstructed data have discontinuities. In order to
solve these discontinuities whilst retaining the fundamental physical and mathematical
characteristics of the governing equations, the high-resolution methods incorporate the
local Riemann solver. In the Riemann solver a system of hyperbolic conservation laws
with discontinuous initial boundary condition is concerned:
∂U
∂t
+ E(U(x)) = 0
U(x, 0) = U(0)(x)
U(0, t) = UL(t), U(L, t) = UR(t)
(2.4.1)
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The solution is physically characterised by a wave system consisting of a rarefaction
waves, a contact discontinuity and a shock wave.
For the Riemann problems analytical solutions are available. Hence, for some sim-
ple governing equation systems or some simple low computational cost problems ex-
act Riemann solvers can be adopted. However, noting that a large proportion of the
computational time is spent on solving the Riemann problems and that approximate
Riemann solvers can produce nearly identical results compared to the exact solution
[93]. Therefore, an approximate Riemann solver is preferred for complex governing
equations or high computational cost problems. Practically, almost all computational
codes adopt approximate Riemann solvers.
The HLLC (Harten, Lax and van Leer plus Contact wave) Riemann solver [93], which
was developed as a modification of the original HLL Riemann solver, has been widely
used and adopted in this thesis.
Figure 2.2 illustrates a typical wave pattern for the Euler equations concerned in the
HLLC Riemann solver. The solution can consist of four constant conditions, separated
by the three basic waves stated above. The left and the right wave can either be a
rarefaction wave or a shock wave but it is assumed here that the rarefaction wave is
on the left hand side and shock wave is on the right hand side. The middle wave is a
contact discontinuity. In the left and right end regions where the velocities are uL and
uR, respectively, conditions can be simply defined by the initial conditions at t = 0.
The two mid conditions between rarefaction and shock waves remain to be calculated.
In Figure 2.2 a left-running rarefaction wave is moving at a speed which is given by
the difference of the local velocity and the local speed of sound, u−a. This rarefaction
decreases the pressure and the density of the gas. The boundary on the high pressure
side (right in this figure) is called the head, and boundary on the low-pressure side
(left in this figure) is called the tail. Inside the head and tail, the velocity and other
conditions follow a smooth, non-linear transition from uL to u∗L. On the other side,
a right-running shock wave can be observed moving at a speed of u + a. The shock
wave is a non-linear wave that increases the pressure, density, temperature and entropy
as it passes through the fluid in condition uR. The state u∗R can be determined from
state uR through the Rankine-Hugoniot relations. The region between the expansion
and the shock is often referred to as the star region. In the star region, two state u∗L
and u∗R are connected through a contact discontinuity travelling with the wave speed
u. The characteristics in this area run parallel to each other and neither expansion nor
compression can occur. Hence, both the velocity u∗ and the pressure p∗ are constant in
the star region, but other flow properties show discontinuities.
The above description of HLLC approximate Riemann solver can be written:
˜U =

UL (x/t ≤ u − a)
U∗L (u − a < x/t < u)
U∗R (u < x/t < u + a)
UR (x/t ≥ u + a)
(2.4.2)
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The HLLC flux can be expressed:
EHLLCi+1/2 =

EL (0 ≤ u − a)
EL + (u − a)(U∗L − UL) (u − a < 0 < u)
ER + (u + a)(U∗R − UR) (u < 0 < u + a)
ER (0 ≥ u + a)
(2.4.3)
x
t
0
Contact ShockRarefaction
uRuL
uL
*
uR
*
Figure 2.2: Schematic of a typical wave system of a Riemann problem
2.5 Implicit Subgrid Scales Modelling
The high-resolution methods can be employed for solving the advective terms in the
governing equations of ILES for turbulent flows. This combination is based on a mod-
ified equations analysis (MEA) that shows that the embedded properties of finite vol-
ume, high-resolution methods demonstrate mathematically and physically similar be-
haviour to traditional subgrid scale models typically used in conventional LES. They
can provide a local non-linear numerical viscosity acting as a dynamic stabiliser for the
solution, which is equivalent to a purely dissipative turbulent viscosity model. They
also provide a backscatter mechanism related to scale-similarity models in classical
LES. The formulation of ILES can be compared to the one in LES. When no filtering
is applied to the Navier-Stokes momentum equation (1.3.1), the explicit subgrid scale
term and the commutation error term do not appear, yielding:
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∂u
∂t
+ ∇ · (uu) + 1
ρ
∇p = −∇ · τ − ∇ · τtr (2.5.1)
where τtr is the truncation term dependant on the discretisation scheme and the solution
procedure, i.e., high-resolution methods: The over bars denote an average originating
from the finite volume scheme. Therefore, the cell averaging operation of the finite vol-
ume can be regarded as an implicit spatial filtering. The leading order of the remaining
truncation error term has been analytically examined by way of MEA [22, 26, 55]. Ac-
cording to this analysis, a comparison of the subgrid scale terms of ILES to the explicit
subgrid scale terms, used in conventional LES, is briefly described here.
A discrete, one dimensional equation is considered:
Un+1i = Uni −
∆t
∆x
(Ei+1/2 − Ei−1/2) (2.5.2)
where superscript n and subscript i designate time step and spatial position respectively.
The reconstruction step of the high-resolution method calculates the left and right hand
side values of the cell interface and the Godunov fluxes are resolved by a linearised
Riemann solver [22]:
Ei+1/2 =
1
2
(Ei+1/2,R − Ei+1/2,L) − |E
′|
2
(Ui+1/2,R − Ui+1/2,L) (2.5.3)
where E′ is the derivative of the flux with respect to U, ∂E/∂U.
For this general form of the modified equation an effective subgrid stress, namely a
truncation error can be:
τtr = −C1∆2E′
∂2U
∂x2
−C2∆2E′′
(
∂U
∂x
)2
(2.5.4)
where C1 and C2 are constants depending on the details of the numerical method and
∆ is the cell width. It can be observed that the second term is essentially the same form
to the leading order term for the self-similar model in equation (1.3.9).
When the MPDATA scheme [84] is used with a limiter:
Si+1/2 =
(
1 −
∣∣∣∣∣Ui+1 − UiUi − Ui+1
∣∣∣∣∣
)
(Ui+1 − Ui) (2.5.5)
and the cell interface values are expressed as:
Ui+1/2,L = Ui + Si+1/2 (2.5.6)
Ui+1/2,R = Ui+1 − Si+1/2 (2.5.7)
2.6 Time Step Integration 23
the leading order truncation error results in:
τtr = −C∆2|E′|
∣∣∣∣∣∂U∂x
∣∣∣∣∣ ∂U∂x (2.5.8)
which is essentially the same form as the Smagorinsky model in equation (1.3.7).
Thus, an analysis of the MEA for ILES implies a similarity to the explicit subgrid scale
models applied in the conventional LES: Hence, the truncation term can be considered
as a built-in mechanism representing the effect of unresolved scales.
2.6 Time Step Integration
Since the flow fields are inherently unsteady for the Euler equation and the flow com-
ponents fluctuate rapidly, an explicit Runge-Kutta time integration method was chosen
for the time stepping method.
A single stage scheme is the same as the Euler method and is the simplest procedure:
Un+1j = Unj +
∆t
∆x
E(Unj) (2.6.1)
However, this method is first-order accurate in time and therefore, higher order meth-
ods with linear combinations of multi-stages are preferred. Then, a normal second-
order procedure is expressed as:
U1j = Unj +
1
2
∆t
∆x
E(Unj) (2.6.2)
Un+1j = Unj +
∆t
∆x
E(U1j) (2.6.3)
And, a third-order Total Variation diminishing (TVD) method can be derived as:
U1j = Unj +
∆t
∆x
E(Unj) (2.6.4)
U2j = Unj +
1
4
∆t
∆x
(
E(Unj) + E(U1j)
)
(2.6.5)
Un+1j = Unj +
1
6
∆t
∆x
(
E(Unj) + E(U1j) + 4E(U2j)
)
(2.6.6)
With these explicit time integration methods, the timestep size is limited as follows:
∆t = CFL
∆x
a
(2.6.7)
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where CFL stands for Courant-Friedrichs-Lewy number (CFL). In the case of a com-
pressible equations system, the CFL number should remain lower than unity so that the
computation can track the effects of the pressure wave by inhibiting the larger wave
propagation speed than the computational grid spacing. However, by adding an addi-
tional stage, a third-order extended stability method was developed to allow a larger
CFL number [86]:
U1j = Unj +
1
2
∆t
∆x
E(Unj) (2.6.8)
U2j = U1j +
1
2
∆t
∆x
E(U1j) (2.6.9)
U3j =
2
3U
n
j +
1
3U
2
j +
1
6
∆t
∆x
E(U2j) (2.6.10)
Un+1j = U3j +
1
2
∆t
∆x
E(U3j) (2.6.11)
where the CFL number can be up to 2, which is beneficial in terms of computational
costs. In this thesis, the third-order extended stability method was applied, however, a
second-order method was used for simulations of a parametric survey after no signifi-
cant difference confirmed in the typical test cases.
2.7 Computational Solution Process
Figure 2.3 summarises the solution process of the ILES computation adopted in this
thesis. The three dimensional Navier-Stokes equations are split into each direction,
e.g., x, y and z for a cartesian and ξ, η and ζ for a curvilinear coordinate system.
The equations are decomposed into inviscid terms which are the same as the Euler
equations, and the viscous terms including mass, momentum and energy transport. For
the linear viscous terms a second-order central difference scheme is employed while
a Godunov-type high-resolution method, described in the previous sections, solves
for the non-linear advective flux derivatives in the inviscid terms. High-resolution is
achieved through the reconstruction step incorporating different variants of non-linear
limiting schemes. After these fluxes are added together the next timestep variables are
calculated with a time stepping method as explained in the previous section.
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Navier-Stokes Equations
Direction Split
  Inviscid Terms
(Euler Equations)
Data Reconstruction
Riemann Solver
High-Resolution Methods
Viscous Terms
+
Time Advance
Figure 2.3: Solution process of the ILES computational code
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C H A P T E R 3
ILES of Non Reactive Flows
3.1 Introduction
Fuel jet injection and mixing with air has a major impact on overall combustor perfor-
mance and the flow field contains many complex fluid mechanical phenomena: tran-
sition of the fuel jet from laminar to turbulent, formation of the recirculation zones,
vortex breakdown and turbulent mixing, hence, numerous experiments and computa-
tions have been conducted. In the context of numerical research, with the aid of recent
developments in computational power, LES has been applied to these flows. This is
because LES has been recognised as a more promising approach for time dependent
flows than RANS in which only temporally averaged values are available.
In this decade, extensive research has been carried out on several configurations of re-
active and non-reactive fuel jet flows in the framework of the International Workshop
on Measurement and Computation of Turbulent Nonpremixed Flames (TNF) which
is summarised in [8]. In this research, three dimensional computations used conven-
tional LES approaches which solve the filtered governing equations together with sub-
grid scale models, e.g., a Smagorinsky type model. The results showed a reasonable
agreement with experimental data but at the same time showed some limitations. As
described in [8], the simulation is sensitive to the subgrid scale model coefficient which
effects both velocity and scalar fields. Moreover, the constant turbulent Schmidt num-
ber which often used in the conventional LES [47, 65] is involved in the subgrid scale
model and this may cause the deviation in the scalar field. Therefore, these coefficients
require calibration which can be a difficult task. A well known solution is to apply the
dynamic procedure [28], which can avoid an explicit setting of the model coefficient,
however, this results in strong dependence of the turbulent viscosity on grid resolution
thus, the conventional LES requires sufficiently large grid size. In a conventional LES,
the filtered equations are derived assuming the commutation between differentiated
and filtered variables, but this assumption is valid only with equal filter length, which
is not likely in complex geometries. A number of other issues are reported in past
reviews (see, for example, [73]). These problems are basically unavoidable as long as
filtering is explicitly operated to the governing equations.
ILES techniques (see reviews [36, 56, 18]) together with high-resolution methods [22,
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93] have been developed to overcome the principal disadvantages of the conventional
LES approach described above. In ILES computation it is assumed that the numerical
discretisation itself accounts for unresolved scales, in other words implicitly modelling
the subgrid scales, and hence setting explicit filters for determination of subgrid scale is
unnecessary. Furthermore, the use of appropriate limiters in the reconstruction process
of high-resolution methods, which are employed in ILES, accomplishes non-linear
dissipation to be selectively added to the computational cells.
There are a number of recent and past studies, which have demonstrated the accuracy
of ILES in simulations of both basic and complex flows, e.g., [36, 56, 21, 27, 33, 38,
37, 92, 100, 26, 19, 31, 57, 90], as well as studies dealing with theoretical aspects of
ILES and associated numerical methods [31, 56, 55, 91].
ILES methods have also been validated in the past with respect to gas turbine combus-
tor flows [27, 33]. In [33] two LES models, a second-order ILES model with 1 and 2
step Arrhenius chemistry, and a fractal flame-wrinkling LES model coupled to a con-
ventional one-equation eddy-viscosity subgrid model, were used. The authors showed
reasonable agreement when comparing their predictions with experimental data and
with other LES computations of the same case.
The aim of this chapter is to assess the accuracy of higher-order ILES methods for non
reactive, multi-species fuel jet flows. The physics of the turbulent mixing jet flows is
also investigated by focusing on the effects of swirl and density difference between
fuel and air.
3.2 Experimental Research of Fuel Mixing Jets
Experimental research of fuel mixing jets has been extensively performed as the flow
structures are strongly dependent on the fuel burner geometry. Until recently time
dependent turbulent flow was computationally too costly.
In this decade, several research projects on selected flows and flames have been con-
ducted and detailed flow structures identified. For example, three mixing layers are
located in the gaps of four main streams namely, the fuel jet flow, the inner vortex
above bluff body, the outer vortex above the bluff body plate and the air flow [15, 16].
The flow observations also revealed that a second recirculation zone emerged on the
centreline of the flames further downstream of the primary recirculation zone and that
the region between these recirculation zones was characterised by high shear stresses
[44, 62]. Other simple and generic shape burner flows were also examined by some
groups [1, 64, 66, 67]. However, 3D turbulent fuel and air inflow boundary conditions
are not yet available due to measurement difficulty though they are the key properties
of the flow development.
The geometry of the fuel jet burner used in this study is shown in Figure 3.1, and was
investigated experimentally [15, 59]. This burner geometry was designed and tested
at Sydney University. Both non reactive and reactive flows were measured with this
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burner. Compressed natural gas (methane is the primary species) and air were used in
the experiments. Due to its simple and generic geometry but complex flow structure,
this burner is suitable for validation of the ILES methodology. At the fuel injection
plane the burner consists of a fuel jet nozzle, a bluff body plate and an annulus oxi-
diser flow inlet. Fuel is injected in the axial direction through the round exit nozzle
(diameter 3.6mm) located in the centre of a cylindrical bluff body (diameter 50.0mm).
The oxidiser is supplied in the axial direction, with or without a circumferential ve-
locity component, from the annulus inlet (width 5.0mm) surrounding the bluff body
plate. The burner is located in the centre of a wind tunnel which supplies constant air
flow as coflow surrounding the injector. The flow field is entirely controlled by the
three inflows, namely the fuel inlet velocity, the oxidiser inlet velocity and the coflow
velocity.
Figure 3.1: Photo of the ‘Sydney bluff body burner’ (left) [45] and its schematic (right) [61]
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3.3 Governing Equations for Non Reactive Flows
The three dimensional compressible mass, momentum and energy conservation laws
for a gas mixture were employed.
Regarding multi-species modelling, pressure oscillations in mixed cells have been a
significant problem in compressible flows. A quasi conservative model [4] was adopted
here since simulations of simple flow configurations showed that the pressure oscilla-
tions were eliminated with this multi-species model compared to the mass fraction
model or the total enthalpy conservation model [89]. In the quasi-conservative model
the volume fraction of fuel is tracked instead of mass fraction and hence, the mix-
ture mass conservation equation was replaced by volume fraction equations for each
species and a balance equation of volume fraction.
An instantaneous pressure equilibrium assumption was applied in which both species
in the mixture have the same velocity and pressure within a single volume cell. Under
these conditions the governing equations are:
∂α fρ f
∂t
+ ∇·(α fρ f u) = 0 (3.3.1)
∂αoρo
∂t
+ ∇·(αoρou) = 0 (3.3.2)
∂ρu
∂t
+ ∇·(ρuu) = −∇·P (3.3.3)
∂ρE
∂t
+ ∇·(ρEu) = −∇·(P·u) − ∇·q (3.3.4)
∂α f
∂t
+ ∇α f ·u = 0 (3.3.5)
where u is the velocity vector, α, ρ and E denote volume fraction, density of the gas
mixture and total energy per unit volume, respectively, the subscript f and o designate
species for fuel and oxidiser. Variables for mixture and each species are related by:
α f + αo = 1 (3.3.6)
ρ = ρ fα f + ρoαo (3.3.7)
and other thermodynamical parameters are specified as in [4]:
Y f = α f
ρ f
ρ
,Yo = αo
ρo
ρ
(3.3.8)
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ρCvT = ρ fα f Cv, f T f + ρoαoCv,oTo (3.3.9)
where Y , p, Cv and T stand for mass fraction, pressure, specific heat for constant
volume and temperature, respectively. By these relations multi-species in a single cell
is treated as immiscible gas mixture and the volume fraction of each species can be
tracked.
The total energy is a sum of internal energy and kinetic energy:
E = CvT +
1
2
uu (3.3.10)
The stress tensor P contains pressure and viscous effect based on Stoke’s hypothesis:
P = pI +
2
3µ(∇·u)I − µ((∇u) + (∇u)
T ) (3.3.11)
where I and µ stand for the unit tensor and the dynamic viscosity coefficient, respec-
tively. The heat flux q follows Fourier’s equation:
q = −κ∇T (3.3.12)
where κ is the thermal conductivity coefficient. The mixture specific heat ratio γ is
evaluated using constant specific heat ratio for each species, and the ideal gas equation
of state is used to relate pressure, temperature and specific heat ratio in order to close
the system:
p = ρCvT (γ − 1) (3.3.13)
Regarding transport properties, viscosity coefficients are calculated by Sutherland’s
law and the heat conductivity is evaluated using a constant Prandtl number 0.72. In
the current simulation diffusion terms are neglected from species and energy equations
since usually they are much smaller than turbulent diffusion terms which are embedded
in the ILES high-resolution method. However, it should be noted that sensitivity of
these transport properties can cause deviation in the multi-species flow simulation.
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3.4 Numerical Modelling of Non Reactive Flows
The governing equations are solved using a finite volume Godunov-type method. In
this method, the continuous function is discretised to cell averaged variables. The
values at the next time step are determined by advective fluxes between surrounding
cells. The fluxes at the cell interfaces are calculated by reconstructing cell interface
values from cell averaged values, and the fluxes are then computed from the solution of
the Riemann problem. Thus, an important characteristics of the Godunov-type method
is the limiter which is used in the reconstruction process and controls the order of
spatial accuracy.
To achieve a high-order of spatial accuracy, up to ninth-order accurate limiters were
used in the simulations. MUSCL limiters were used for a second-order [95] and a
fifth-order [50] accurate scheme and the WENO scheme was used for a ninth-order
scheme [6].
In the reconstruction process, the velocity components are locally modified according
to a procedure detailed in [91] to prevent overly dissipative behaviour of turbulent
kinetic energy, particularly in low Mach number flow. This is because the leading order
dissipation rate was found to be proportional to the speed of sound and hence, caused
excessive dissipation in low Mach number flow [91]. With this modification under
subsonic conditions, the leading order of the truncation errors which act as subgrid
stresses in the ILES approach, for second, fifth and ninth-order limiters are given by
[37, 91]:
ε2ndMUS CL =
∆x2
12
uu(1)u(2) +
∆x3
12
CFLau(1)u(3) (3.4.1)
ε5thMUS CL =
∆x5
60 uu
(1)u(5) (3.4.2)
ε9thWENO =
∆x9
1260uu
(1)u(9) (3.4.3)
where ∆x, a and u denote grid spacing, speed of sound and velocity in direction nor-
mal to the cell interface, respectively, the superscript (n) denotes the n-th derivative
with respect to the cell interface normal. It should be noted that in the second-order
reconstruction scheme the dissipation rate still includes the speed of sound. Further
information of the modification is detailed in [92].
As an approximate Riemann solver, the HLLC method [93] was applied. The viscous
term was discretised using standard central differences. For time integration, a third-
order extended stability explicit Runge-Kutta method was employed.
In the ILES computation stated above, the discretisation to cell averaged values and
reconstruction by a limiter are key to obtaining high-order accuracy. Therefore, grid
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resolution and the order of accuracy of the limiters are the key parameters for accurate
ILES computation.
3.5 Multi-Species Flow Simulation
3.5.1 Simulation Setup
The geometry of the fuel jet burner and the coordinate system are shown in Figure 3.2.
Figure 3.2: Geometry of the fuel jet burner
The computational domain is cylindrical and set downstream of the burner surface,
as shown in Figure 3.3 (left). To avoid singularity at the centre axis of the domain,
8 × 8 square meshes for the course, medium and fine grids, and 16 × 16 meshes for
the mediumcirc grids are distributed as shown in Figure 3.3 (right). The central square
meshes has the smallest size in the domain: width and height are 7.5 × 10−5mm and
1.5 × 10−4mm respectively. The whole domain size was similar to that employed by
[47, 88, 87] which has a smaller axial length. The axial and radial lengths are 5.0D
and 8.8D respectively, where D is the diameter of the bluff body. To investigate effects
of grid resolution and order of reconstruction the computations were carried out with
four grid resolutions and three limiters.
In the study of flow structure and comparison of velocity profiles, air was selected for
both fuel and oxidiser, corresponding to the experimental study [59]. For evaluation of
multi-species mixing flow, methane and air were selected as fuel and oxidiser, respec-
tively. The mean bulk inlet velocity u f 0 are 61m/s for the air jet, 85m/s for the methane
jet, and 20m/s for the oxidiser and coflow, respectively. The Reynolds number based
on the fuel inlet velocity and the fuel nozzle diameter is 1.45 × 104. The local Mach
number based on the fuel inlet velocity is 0.18 for air jet case and 0.14 for methane jet
case. Test cases are summarised in Table 3.1 with Nz, Nr, Nc and Nt being the axial,
radial, circumferential (azimuthal) and total cell numbers, respectively. Note that 60
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Figure 3.3: Schematic of the computational domain set in the downstream of the burner
(left), grid distribution near the centre axis, showing a constant z plane (right)
meshes are distributed in the radial direction excluding the central square meshes for
the coarse, medium and mediumcirc grid, and 120 meshes for the fine grid.
Table 3.1: Test cases for the non reactive flow simulation
Grid Nz Nr Nc Nt limiter Jet
Coarse 60 62 32 0.12 × 106 5th MUSCL Air
Medium 300 62 32 0.60 × 106 2nd MUSCL Air
Medium 300 62 32 0.60 × 106 5th MUSCL Air
Medium 300 62 32 0.60 × 106 5th MUSCL Methane
Medium 300 62 32 0.60 × 106 9th WENO Air
MediumCirc 300 64 64 1.23 × 106 5th MUSCL Air
Fine 600 124 32 2.38 × 106 5th MUSCL Air
Random velocity fluctuations were added to the fuel and the oxidiser inflows to match
the turbulent intensity to a DNS result [49], but the turbulent intensity profile was
simplified as linear from the wall of the nozzle and inlet though the reference paper
showed nonlinear profiles. In the reference paper, the Reynolds number based on
the mean velocity and half-width of the flow passage is 3300 while in the current
simulation test case Re = 3200 for the air inlet, based on the air velocity and the half-
width of the air inlet, and Re = 7000 for the fuel jet, based on the fuel velocity and the
radius of the fuel nozzle. Therefore, the referenced Reynolds number is sufficient for
the present work.
The inflow gas temperature and static pressure of both species are at standard atmo-
spheric temperature and pressure. A no slip condition was applied on the bluff body
plate. On the radial boundary constant axial velocity components and species corre-
sponding to the coflow were set. The downstream plane of the domain was set as
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outflow boundary where velocity and species gradients are zero.
The following section will first show the instantaneous flow visualisations to illustrate
the turbulent flow structure. Next, temporally and spatially averaged velocity, root
mean square (rms) velocity and mixture fraction profiles are compared with experi-
mental data. Following these comparisons, we will then discuss the kinetic energy
spectra to assess effects of grid resolution and order of reconstruction limiters in the
ILES computation.
3.5.2 Instantaneous Flow Structure
The instantaneous flow field was examined to deduce the structure of the large scale
eddies. Figure 3.4(left) shows fuel volume fraction contour flood of the fully turbulent
flow field. The simulation was performed on the fine grid with the fifth-order accurate
limiter, and the corresponding physical time from fuel injection is 163.9 ms. Note
that air was applied as fuel in this computation as described in the previous section.
The central fuel jet is laminar up to axial distance z/D = 0.4. Then the jet breaks up
immediately and a highly turbulent region can be seen up to z/D = 1.0 where the fuel
concentration is reduced to less than 0.5. Low fuel concentration region is formed by
recirculation flow over the bluff body plate (−0.5 < r/D < 0.5, z/D = 0.0) and below
z/D = 1.0. Normalised vorticity magnitude at the same instant is shown in Figure
3.4(right). A high vorticity region where mixing of the fuel and air is enhanced exists
only in the vicinity of the central fuel jet and up to z/D = 1.0.
Figure 3.4: Instantaneous snapshot of volume fraction (left) and normalised vorticity
magnitude (right) (fifth-order limiter, fine grid)
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3.5.3 Sensitivity to Boundary Inflow Condition
As reported in [47], the flow structure is very sensitive to the inlet boundary condition.
While the mean velocity inlet boundary was set to be the same as the experimental data,
no experimental data is available for the level of turbulence at the inlet and hence axial,
radial and circumferential fluctuating components were added based on the results of
DNS [49]. Figure 3.5 shows that adding a larger fluctuating component (corresponding
to 7.6% of the mean axial velocity of the fuel inflow) shows a larger deviation than a
1.5% fluctuating velocity in some regions e.g., r/D = 0.05, z/D = 0.136 and r/D =
0.4, z/D = 0.4. It should be noted however, as will be shown in the next section, that
the experimental data for mean radial velocity exhibits discrepancies from ideal results
at the centreline, and that the maximum discrepancy corresponds to 4.5% in the graph.
Considering this uncertainty the setting of 7.6% fluctuation gives reasonable agreement
to the experimental data apart from x/D = 0.08, z/D = 0.136. These observations
confirm that the inflow fluctuation has a large influence to the flow structure and hence,
a detailed setup of the inflow velocity fluctuations as the same as the experimental
condition should result in a better match to the experimental values.
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Figure 3.5: Effects of inflow fluctuation at z/D = 0.136 (left) and z/D = 0.4 (right)
3.5.4 Mean Flow
The temporal velocity fluctuations were examined to set the sampling start and end
time for calculation of mean properties. The time histories of 35 spatial points were
measured at a single z − r plane. These points are located in and on the edge of the
large scale flow structures, i.e., a recirculation zone which is estimated from the in-
stantaneous flow structure. Figure 3.6 (left) shows a time history of axial and radial
velocity at (r/D, z/D) = (0.0, 0.4). The sampling start time can be set once the tur-
bulent flow is fully developed and the fluctuation settles down to a statistically steady
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condition. From Figure 3.6 (left), the time can be set at after nondimensional time
D/u f 0 = 40. In the current simulation the sampling start time was set at 60 which cor-
responds to approximately four times passage of the coflow through the computational
domain. Figure 3.6 (right) shows a time history of the time-averaged axial velocity.
Even after a long sampling time the time-averaged values still continue to vary, there-
fore, the sampling end time is set when the maximum variance in the period of 16.5
(time for coflow to pass the domain) gets down to 0.1% of fuel inlet condition. The
sampling end time in this manner was set to 230 meaning that the sampling period is
approximately 14 times passage of the coflow through the computational domain. The
obtained sampling period is much larger compared to previous research [48] in which
2.4 times of the coflow field was used.
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Figure 3.6: Time history (left) and time-averaged velocity (right) at a single spatial location
The instantaneous velocity and mixture fraction field were averaged. Figure 3.7 (left)
shows a contour flood of the temporally averaged axial velocity normalised by u f 0,
the mean fuel inlet velocity at the centre (r/D = 0.0). The simulation was performed
on the fine grid with a fifth-order accurate limiter. With a long physical sampling
time of 114.8 ms which corresponds to more than nine times passage of the coflow
through the computational domain, an axially symmetric flow field was obtained. It
clearly depicts the location of recirculation zones where the axial velocity is negative
at 0.1 < |r/D| < 0.4, z/D < 1.0 region. Figure 3.7 (right) shows the contour of
the temporally averaged axial rms velocity of the same flow and the same sampling
time. The data is also normalised by u f 0. A high rms velocity region lies mainly on
the centreline at around z/D = 0.4. Although the sampling time is very long, small
asymmetries can still be seen in this region. This is clearly illustrated in Figure 3.8. The
left hand side graph shows a symmetric 3D picture of the averaged axial velocity while
the right hand side shows an asymmetric feature of the averaged axial rms velocity.
Comparisons of the mean flow with experimental data [59] were performed at z/D =
0.4, 0.8 and 1.4, corresponding to a location of strong turbulence and the centre of
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Figure 3.7: Temporally averaged axial velocity (left) and axial rms velocity (right),
normalised by the mean fuel inlet velocity at the centre (fifth-order limiter, medium grid)
Figure 3.8: Averaged axial velocity of 0.15 and 0.5 iso-surfaces in 3D (left), averaged axial
rms velocity of 0.07 and 0.2 iso-surfaces in 3D (right),normalised by the mean fuel inlet
velocity at the centre (fifth-order limiter, medium grid)
the recirculation zone, the top boundary of the recirculation zone, and the downstream
region, respectively. Although the flow field in Figure 3.7 (left) is almost axially sym-
metric, circumferential averaging of the flow is applied to take into account the spatial
variance of the flow structure, e.g., shown in Figure 3.4.
Figure 3.9 shows mean axial velocity and axial rms velocity. In general, the ILES re-
sults match the experimental data well in all axial locations. Note that the experimental
data consists of three sets of measurement.
At z/D = 0.8 and 1.4, a velocity deviation from the experimental data can be seen at
the centreline r/D = 0.0 where the velocity gradient is very large and a small axial
difference causes a large velocity deviation. Also, a large rms velocity at (r/D, z/D) =
(0.0, 0.4) implies that the inflow boundary fluctuation velocity is larger than the ex-
perimental data and hence, reduces the axial velocity more rapidly causing a deviation
of the axial velocity at the centreline. The radial locations of zero axial velocity are
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useful information since they can indicate core of the recirculation zones and the ILES
results predict them precisely.
Figure 3.10 shows mean radial velocity and radial rms velocity. Again, in general,
the ILES results show good agreement with experimental data. Although deviation
can be observed particularly in near central fuel jet region, it should be noted that the
velocities are small compared to the axial velocities. The experimental data consists of
three sets of measurements and shows a large variance of mean velocity at z/D = 0.8
and rms at z/D = 0.4 and 0.8, where the rms velocity level is higher than the mean
values. In these regions simulations also show some deviation from the experimental
data, which implies that the radial velocity and its rms of these regions are sensitive
to the flow settings, e.g., the inflow boundary condition. The radial locations of zero
radial velocity in this graph indicate the boundary of the recirculation zones and the
ILES computation predict them well.
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Figure 3.9: Mean axial velocity (left) and axial rms velocity (right) (fifth-order limiter,
medium grid)
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3.5.5 Multi-Species Mixing Field
Since no chemical reaction is considered, only two quiescent species, i.e., methane and
air exist in the field, hence the mixture fraction f can be defined as identical to the fuel
mass fraction:
f = α fρ f
α fρ f + αoρo
(3.5.1)
Figure 3.11 shows the ILES results of mean mixture fraction and rms mixture fraction
compared with experimental data [59]. Also, as described in the previous section,
the variance of the experimental data implies the sensitivity of the flow. By tracking
volume fraction among quasi conservative equations, the ILES shows good agreement
with experimental data.
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Figure 3.11: Mean mixture fraction (left) and rms mixture fraction (right) (fifth-order limiter,
medium grid)
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3.5.6 Effects of Grid Resolution
Figure 3.12 (left) shows the comparison of the mean axial velocity profile on the cen-
treline (r/D = 0.0) for different grid sizes. The medium and fine grid simulation show
good convergence in z/D < 0.6 region and with maximum 3% difference in z/D > 0.6
region while the coarse grid result indicates maximum 8% deviation from the fine grid
data. Note that all simulations in this sub-section were performed with the fifth-order
accurate limiter. Figure 3.12 (right) shows axial rms velocity of the same simulation
and clearly shows the advantage of the medium and fine grid. At z/D = 0.4 rms veloc-
ity is still larger than the experimental data which resulted in the deviation of the mean
profile in the previous section. The effect of circumferential resolution was investigated
by a grid having double points in the circumferential direction. The centreline velocity
decayed faster compared to grids having normal points in the circumferential direction.
The reason for this is a large fluctuation velocity at near jet nozzle (0.1 < z/D < 0.3)
as shown in the rms velocity in Figure 3.12 (right).
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Figure 3.12: Mean axial velocity (left) and axial rms velocity (right) at r/D = 0.0 for different
grid sizes, normalised by the mean fuel inlet velocity at the centre (fifth-order limiter)
The kinetic energy spectra were analysed to evaluate the performance of the implicit
dissipation in the ILES approach by examining the behaviour of the resolved (unaf-
fected by numerical dissipation) and unresolved scales (directly damped by numerical
dissipation). The one dimensional kinetic energy spectrum Ek(k, t) is defined as the
square of the Fourier transform of the velocity:
Ek(k, t) = 12π
∣∣∣∣∣
∫ ∞
∞
u(x j, t)exp−Ikx jdx j
∣∣∣∣∣2 (3.5.2)
where k and u(x j, t) denote wavenumber and velocity component in j direction, respec-
tively. This was computed using the velocity time history at a selected spatial location
with physical sampling time 114.8ms which corresponds to approximately 28 times
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passage of the fuel flow through the computational domain. Firstly, the fluctuating ve-
locity field was examined to determine the appropriate spatial location to calculate the
kinetic energy spectra. A region of strong turbulence can be seen at around z/D = 0.4
on the centreline in Figure 3.7 (right) hence the point (r/D, z/D) = (0.0, 0.4) was se-
lected. The kinetic energy spectra was calculated based on axial velocity components
on the coarse, medium and fine grid. In Figure 3.13 the medium grid and fine grid
results are almost identical demonstrating good convergence of the computation and
grid independence. An inertial sub range in which the slope of the line is close to k−5/3
[51] can be seen for all grids, particularly for the medium and fine grid. In the coarse
grid, the ‘cut-off’wavenumber kco which describes the deviation point from k−5/3 line
is around 1.5× 103. Since any subgrid model does not account subgrid scale perfectly,
an increase of the grid resolution can result in reducing the effects of numerical method
and hence, the cut-off wavenumbers can be shifted to a higher value. In Figure 3.13
the inertial range extends the cut-off wavenumber up to 2.0 × 104 as the grid resolu-
tion increases. Note that the highest wavenumber kmax in Figure 3.13 can be obtained
about 5 × 104, which is corresponding to the minimum wave length on the grid as
2π/kmax = 1.3 × 10−4[m]. Since the smallest grid spacing which can be seen at the
central square mesh 7.5 × 10−5[m] is smaller than kmax the highest wavenumber was
produced on the grid scale and was resolved.
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Figure 3.13: Kinetic energy spectra for different grid sizes (fifth-order limiter)
Finally, the maximum wavenumber kgrid produced by an instantaneous eddy rotation
was estimated from the smallest possible eddy turnover time at a given grid. From the
vorticity magnitude illustrated in Figure 3.4(right) the location of the eddies containing
maximum vorticity is close to the centreline. With the assumption that the eddy con-
taining maximum vorticity produces maximum velocity frequency, the corresponding
kgrid are calculated. Table 3.2 shows that for all grid sizes the ratio of kgrid calculated
above to the kco are smaller than unity on the given grid, which means the ILES ac-
counted for the energy transportation between large and small eddies appropriately.
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Table 3.2: Effect of grid resolution on the effective cut-off wavenumbers
Grid kco kgrid kgrid/kco
Coarse 1.50 × 103 1.10 × 103 0.73
Medium 1.50 × 104 5.15 × 103 0.34
Fine 1.50 × 104 5.37 × 103 0.36
3.5.7 Influence of Order of Spatial Accuracy
Simulations with three different limiters which have second, fifth and ninth-order of
accuracy, respectively, were carried out on the medium grid since the medium grid
results in the previous sub-section showed good resolution of the kinetic energy with a
smaller computational power than the fine grid. Figure 3.14 (left) shows the influence
of spatial accuracy of the limiters on the mean axial velocity profile on the centreline
(r/D = 0.0). The three lines indicate only small differences, showing that the choice of
the order of spatial accuracy higher than second order does not have significant effect
on the temporally averaged velocity profile in this test case. Also, in Figure 3.14 (right)
axial rms velocity profiles of the same simulation illustrate small effects of the order
of limiters.
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Figure 3.14: Mean axial velocity (left) and axial rms velocity (right) at r/D = 0.0 for
different limiters, normalised by the mean fuel inlet velocity at the centre (medium grid)
Figure 3.15 shows a comparison of the kinetic energy spectra gained using each of
these limiters, focusing on the region close to the effective cut-off. An increase of the
cut-off wavenumber can be seen as the order of accuracy of the limiter increases from
second to fifth. However, the ninth-order limiter shows high kinetic energy in high
wavenumbers (2.0× 104 < k < 3.0× 104) which implies that the numerical dissipation
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in this frequency range was smaller than ideal. As a result, the cut-off wavenumbers
are close to the second and fifth order limiter.
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Figure 3.15: Kinetic energy spectra for three different orders of spatial accuracy (medium
grid)
Table 3.3 summarises the properties of the kinetic energy spectra for different limiters:
kco, kgrid, kgrid/kco and a comparison of the required simulation time tsim normalised by
the time with the second-order limiter. The ratio kgrid/kco are smaller than unity for
all grid sizes. The fifth-order limiter showed a larger cut-off wavenumber and required
only a slightly larger simulation time compared with the second-order limiter. With the
ninth-order limiter more than three times of the computational resource was necessary
compared to the second-order limiter.
Table 3.3: Effects of limiter choice on energy resolution and simulation time
Limiter kco kgrid kgrid/kco tsim
2nd MUSCL 1.20 × 104 5.14 × 103 0.43 1
5th MUSCL 1.50 × 104 5.15 × 103 0.34 1.08
9th WENO 1.50 × 104 5.57 × 103 0.37 3.61
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3.6 Effects of Atwood Number
The formation of the complex flow field is triggered by flow instabilities. The velocity
differences between the fuel jet and the inflow air causes Kelvin-Helmholtz instability,
and the density of fuel ρ f , which is usually different from density of air ρa, induces
Rayleigh-Taylor instability in the mixing field. In the research on the effects of density
ratio, experimental measurements were conducted for flows with lighter and heavier
gas jet injection to the ambient gas [76, 97, 23]. Numerical simulation were performed
for a round jet [78, 41]. More fundamentally, Rayleigh-Taylor instability has been
widely investigated with a parallel flow, such as by [11, 99, 98]. Here, an important
nondimensional parameter describing density ratio of the fuel and air is Atwood num-
ber which is defined as:
At =
ρa − ρ f
ρa + ρ f
(3.6.1)
Atwood number of gaseous fuel largely varies as shown in Figure 3.16. The density
of ethylene is similar to air and hence Atwood number is close to zero while hydrogen
has a large number At = 0.871. Methane is a common fuel gas and it is sometimes
used in laboratory experiments by mixing with hydrogen. Therefore, methane base
gases have moderate Atwood numbers, and with volume ratio 1:5, the mixture obtains
a similar Atwood number to helium which is well investigated as a typical light weight
gas. Despite this large variety of the fuel gases only few research has covered the
wide range of the Atwood number. Also, the complex mixing flow field has not been
described by density ratio parameters and hence, information of Atwood number effect
on the fuel burner flow field is still missing.
3.6.1 Simulation Setup
The computational domain is cylindrical and set as the same as in the previous section.
The ILES computations in the previous section showed a 0.60× 106 grid, consisting of
300, 62, and 32 meshes for axial, radial and circumferential direction was found to be
sufficient for flow field analyses, and hence adopted for all computation in this section.
The test cases are summarised in Table 3.4 with u f 0 and γ f representing fuel inflow
velocity and ratio of specific heats of fuel, respectively. In the test case At = 0.526
and 0.740, fuel jets consists of methane and hydrogen with volume fraction ratio 1:1
and 1:5, respectively. Fuel inlet velocities were set such that the momentum flux of
the fuel jet can be identical at the nozzle exit. Note that only fuel gases whose weight
are lighter than air are considered since Kelvin-Helmholtz instability and flow physics
differ for heavy gases. Both the air flow from the annular inlet and the coflow are
constant at 20.0m/s for all test cases. Note that the inflow of the fuel jet and air flow
are axial and have a simple flat velocity profile. Also note that no velocity fluctuations
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Figure 3.16: Atwood number of fuel against air. Helium and air are plotted as reference
were added to these inflow velocity condition. Pressure and temperature of the fuel and
air were the same 1atm and 293K, respectively. No chemical reaction was considered.
Table 3.4: Test cases for investigation of Atwood number effects
Jet(volume ratio) At u f 0(m/s) γ f
Air 0 63.2 1.40
Ethylene 0.011 63.9 1.24
Methane 0.288 85.0 1.31
Methane : Hydrogen=1:1 0.526 113.3 1.35
Methane : Hydrogen=1:5 0.740 163.4 1.39
Hydrogen 0.871 240.6 1.41
The local Mach number at the fuel jet nozzle is 0.18 − 0.19 for all cases since the
momentum fluxes at the fuel jet nozzle are the same. The local Reynolds number based
on air inflow velocity, the bluff body plate diameter D and air viscosity is 7.0× 104 for
all test cases while the local Reynolds number based on the fuel jet velocity at nozzle
exit, fuel nozzle diameter and fuel viscosity varies from 0.8×104 to 2.0×104. However,
the simulation described in the following section showed that no significant difference
was observed in the flow field for this range of Reynolds number, and hence the effect
of Reynolds number is assumed to be small in this simulation. A numerical simulation
on simple circular jets and plane jets by [78] also showed that the Reynolds number
effect is much smaller than the density effects.
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3.6.2 Mean Flow Structure
The ILES instantaneous flow data was averaged to obtain the mean flow. The fuel
burner geometry is axisymmetric but the flow field needs to be averaged spatially, i.e.,
circumferentially as well as temporally, due to high turbulence, as described in the pre-
vious section. The data sampling started after 50.0ms when the turbulent flow was fully
developed. The sampling period was 100.0ms corresponding to eight times passage of
the air flow through the computational domain. Figure 3.17 shows mean streamlines,
the axial velocity component and fuel volume fraction contours for three different At-
wood number test cases. Note that the scale is magnified to the radial direction in order
to illustrate the vortices and recirculation zones clearly. In the streamline figures, an
inner and an outer vortices can be observed for all test cases. The centre of the vortices
are located at around (r/D, z/D) = (0.1, 0.7) and (0.35, 0.7), respectively, and almost
unchanged with the increase of Atwood number. The recirculation zone which can be
defined as an inner region of the boundary of the inner and the outer vortices lies in
(0 < r/D < 0.5, 0 < z/D < 1.0), and also independent of Atwood number. The bound-
ary between the inner and the outer vortices can be observed at around r/D = 0.2.
The fuel jet from (0 < r/D < 0.036, z/D = 0) and air flow from (0.5 < r/D < 0.6,
z/D = 0) collide at a point on this boundary (r/D, z/D) = (0.2, 1.0), mix together, then
a portion of the gas flows makes the recirculation zone. The streamlines z/D < 0.2,
vary for different Atwood numbers due to small velocities and unsteady direction of
the flow in this region.
The velocity contours also illustrate that the flow field, except for the central fuel jet
region, is not influenced by the change of Atwood number. A large negative axial
velocity region including the outer vortex can be observed at (0 < r/D < 0.5, 0 <
z/D < 1.0).
The volume fraction contours however, change with the increase of Atwood number
due to the increase of the fuel volume flow rate injected into the domain. A large
region of constant but relatively low volume fraction is formed neat the injector bluff
body plate, (0.1 < r/D < 0.4, 0 < z/D < 0.5). The volume fraction in this region also
increases with Atwood number and corresponds to the volume fraction at the mixing
point stated above (r/D, z/D) = (0.2, 1.0), and hence the amount of fuel entrained in
the recirculation zone can be controlled by the mixing condition at this point.
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Figure 3.17: Mean streamline (left), axial velocity contour [m/s] (middle) and fuel volume
fraction contour (right) for three different Atwood number: At = 0 (top), At = 0.288 (middle),
and At = 0.740 (bottom)
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3.6.3 Velocity and Mixing Profile
Since the velocity field changes took place only near the fuel jet region the velocity
profile was examined along the central axis. Figure 3.18 shows the profile of the mean
axial velocity component. The velocities are normalised by the fuel inlet axial velocity
u f 0 of the At = 0 (Air jet) case. The fuel jet velocity remains constant at 0 < z/D < 0.4,
then, reduces to collapse to an identical line at z/D = 1.0 since the momentum flux is
the same for each test cases.
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Figure 3.18: Mean axial velocity at centreline for different Atwood number
Figure 3.19 shows the Atwood number effect on the axial velocity decay rate β. This
parameter is defined as the maximum gradient of the velocity inverse, u f 0/uz, in the
range of (0 < z/D < 1.5) where the velocity reduces continuously as shown in figure
3.18. With the increase of Atwood number the decay rate increases monotonically.
Figure 3.20 shows the mean fuel volume fraction and rms fuel volume fraction for
different Atwood number flows. The profiles show radial distributions at constant dis-
tance plane from the bluff body plate, z/D = 0.6 and 1.0 where the vortices centres and
the mixing point (r/D, z/D) = (0.2, 1.0) are located. A corresponding experimental
data set is available in [59] for At = 0.288 (methane jet case). The mean volume frac-
tion graph at z/D = 0.6 shows that it is constant in the outer vortex region (r/D > 0.2)
for low Atwood number while the constant volume fraction region is limited to the
outer side of the outer vortex, i.e., r/D > 0.3, for high Atwood number. At z/D = 1.0,
since no recirculation flow can be seen at this distance, the volume fraction decreases
continuously with the increase of radius. The rms volume fraction graph at z/D = 0.6
shows no clear correlation to Atwood number. However, at z/D = 1.0, the rms volume
fraction has a local maximum at the mixing point (r/D = 0.2) for all test cases and the
values increase with Atwood number. This implies that fuel and air mixing is enhanced
at this point at high Atwood number.
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Figure 3.19: Atwood number effect on axial velocity decay rate of the fuel jet
r/D
α
f
0 0.2 0.4 0.60
0.2
0.4
0.6
0.8
1
At=0
At=0.288
At=0.526
At=0.740
At=0.871
r/D
rm
s
α
f
0 0.2 0.4 0.60
0.1
0.2
At=0
At=0.288
At=0.526
At=0.740
At=0.871
r/D
α
f
0 0.2 0.4 0.60
0.2
0.4
0.6
0.8
1
At=0
At=0.288
At=0.526
At=0.740
At=0.871
r/D
rm
s
α
f
0 0.2 0.4 0.60
0.1
0.2
At=0
At=0.288
At=0.526
At=0.740
At=0.871
Figure 3.20: Radial distribution of the mean volume fraction (left) and rms volume fraction
(right) for different Atwood number at z/D = 0.6 (top) and 1.0 (bottom)
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3.6.4 Mixing Parameter
The rms volume fraction profile in Figure 3.20 illustrates the region of high turbulent
intensity. Considering ignition of the flammable gas mixture it is useful to investigate
the degree of mixing of the flow in this region. In order to describe the mixing of
multi-species fluids several parameters have been considered. A mass flow rate passing
through a plane normal to the jet axis was introduced in [76]. This simple parameter
has been used largely for simple jets with and without coflow, however, it does not
account for molecular mixing of fuel and air. Furthermore, it is not useful for flows
including negative velocity components caused by large eddies and recirculation zones.
Therefore, for a complex flow field, a parameter consisting of only scalar variables is
preferable. In the research on Kelvin-Helmholtz mixing layer, a molecular mixing
parameter based on mixture gas density and volume fraction was applied in [98]:
ϕ = 1 −
(
ρrms
ρa − ρ f
)2
(αaα f )−1 (3.6.2)
where the density term (ρrms/(ρa−ρ f ))2 and the volume fraction term (αaα f )−1 represent
the density variance of miscible and immiscible fluids, respectively. Figure 3.21 shows
the radial distribution of the mixing parameter at different distance from the bluff body
plate for At = 0.288 (methane jet) test case. In the recirculation zone (z/D = 0.4)
the mixing parameter is close to unity, which implies that the fuel and air are well
mixed. At the edge of the recirculation zone (z/D = 1.0) the mixing parameter shows
a local minimum at which the fuel and air flow collide but molecularly they are not
well mixed. At a downstream (z/D = 2.5) the mixing parameter has no extremum,
however, the value is still low and hence, a longer distance from the bluff body plate
may be required for a complete mixing.
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Figure 3.21: Molecular mixing rate for different distance from fuel jet nozzle (At = 0.288)
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Figure 3.22 shows Atwood number effects on the mixing parameter at z/D = 1.0.
It is illustrated that the degree of mixing reduces at the mixing point (r/D = 0.2)
with the increase of Atwood number. The presented ILES results showed that the
examined mixing parameter can be used to describe degree of mixing for complex
turbulent multi-species flows, though it was originally introduced to analyse simple
mixing layers of a parallel flow.
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Figure 3.22: Molecular mixing rate at z/D = 1.0 for different Atwood number
3.7 Swirl Flow Simulation
Swirl flow is an essential feature of a fuel injector for rapid fuel-air mixing and flame
stabilisation in gas turbine combustors. Swirl flow enhances mixing and at the same
time forms recirculation zones which contribute to provide sufficient mixture residen-
tial time and appropriate fuel concentration for ignition. Therefore, a wide range of
investigations have been done experimentally and computationally.
From the viewpoint of reliable ignition of a gas turbine, one requirement for a swirl
injector is to form an appropriately large volume of flammable mixture near the injec-
tor ([52]). This is particularly essential when considering a jet engine relight operation
at high altitude since the injector flow structure changes from that at the ground level.
However, experimental research of these off design conditions of the injector flow are
not usually conducted due to the high financial cost hence, only limited numbers of pa-
pers have been published, e.g., [75]. Therefore, computational research on the effects
of gas properties and swirl intensity of swirl injector flows is necessary to understand
swirl flow characteristics and to improve combustor design methodology.
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3.7.1 Simulation Setup
The geometry of the swirl jet burner is the same as the previous sections. A swirling
flow can be obtained by adding a circumferential velocity component to the annulus air
inlet, as shown in Figure 3.23. Note that the central fuel jet has only the axial velocity
component.
Figure 3.23: Geometry of the swirl flow burner
In the previous sections the ILES computations showed that a 0.60×106 grid consisting
of 300, 62, and 32 meshes for axial, radial and circumferential direction, respectively,
was found to be sufficient for flow field analyses, therefore this grid size is adopted
throughout this section.
The simulation test cases are summarised in Table 3.5 with ua0,z and ua0,c represent-
ing axial and circumferential air inlet velocity (m/s), respectively. The radial air inlet
velocity ua0,r is zero and the coflow is constant at 20.0m/s for all test cases. A swirl
number S N which describes swirl intensity can be defined as the ratio of the circum-
ferential velocity of air inflow to the axial velocity of air inflow, i.e., ua0,z/ua0,c. The
Reynolds number based on the air inlet velocity, the bluff body diameter and standard
air viscosity is 6.4 × 104 for the non-swirl case, 1.1 × 105 for the low swirl case and
9.7 × 104 for the high swirl case. Turbulent fluctuating components based on a DNS
[49] were added to the fuel and air inflow. Simulations were also performed with a
different gas. In order to examine pressure and viscosity effect on the flow structure.
3.7.2 Mean Flow Structure
The ILES instantaneous flow data was averaged to obtain the mean flow. The burner
flow is axisymmetric but highly turbulent and needs to be averaged spatially, i.e., cir-
cumferentially as well as temporally, as described in the previous section. The time-
averaged axial velocity contour flood plot for the low swirl case is shown in Figure
3.24 (left). The flow is axially symmetric and contains symmetric recirculation zones
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Table 3.5: Inflow velocity [m/s] and gas properties for swirl flow test cases
u f 0 ua0,z ua0,c S N ρ f (kg/m3) p(atm) ν(×10−4m2/s)
Non-swirl 61.0 20.0 0.0 0 1.20 1 0.15
Low swirl 66.0 29.7 16.0 0.54 1.20 1 0.15
High swirl 66.0 16.3 25.9 1.59 1.20 1 0.15
Non-swirl 61.0 20.0 0.0 0 0.93 1 0.15
Non-swirl 61.0 20.0 0.0 0 0.66 1 0.15
Non-swirl 61.0 20.0 0.0 0 0.66 0.5 0.15
Non-swirl 61.0 20.0 0.0 0 0.66 0.1 0.15
Non-swirl 61.0 20.0 0.0 0 0.66 1 0.62
Non-swirl 61.0 20.0 0.0 0 0.66 1 2.50
over the bluff body surface. Also, a large negative velocity (upstream flow) region can
be seen near the centreline at 1.0 < z/D < 2.0.
Next, the circumferential variance of the flow properties is examined since the tur-
bulent flow evolves in three dimensional space. The time-averaged radial velocity at
z/D = 0.2 is shown in Figure 3.24 (right) which is obtained by 32 data sets of circum-
ferentially distributed points. It can be stated that the circumferential variance is not
negligible particularly in the region near the central fuel jet, and hence, temporal and
spatial (circumferentially in the current simulation) averaging was applied to obtain
‘mean’ flow properties. This spatial averaging was not considered in the experiments
[62] although their averaging time is much longer.
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Figure 3.24: Swirl flow simulation: time-averaged axial velocity contour flood [m/s] (left)
and circumferential variance of time-averaged radial velocity at z/D = 0.2 (right), normalised
by the mean axial fuel inlet velocity at the centre
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Figure 3.25: Swirl flow simulation: Mean axial velocity [m/s] (left) and circumferential
velocity [m/s] (right)
Contours of the mean axial velocity are shown in Figure 3.25 (left). The axial length
of a recirculation zone from the bluff body surface is located at z/D = 0.6 which
is close to the experimental measurement 0.5 [2]. Another recirculation zone can be
seen at z/D = 1.0 to 1.9 on the centreline, while experiments shows the location at
z/D = 1.0 to 2.2. From the circumferential velocity contours in Figure 3.25 (right) the
maximum circumferential velocity is predicted to be 23.5 m/s which is slightly lower
than the experimental observation of 26 m/s, but the location z/D = 0.8 and x/D = 0.3
corresponds to the experiments.
Figure 3.26-3.31 show comparisons of radial distribution of the axial, radial and cir-
cumferential mean velocity and rms velocity fluctuation profiles to the experimental
data [60] at axial distances z/D = 0.136, 0.2, 0.4, 0.8, 1.4,and 2.0, respectively. In Fig-
ure 3.26 the axial velocity distribution shows good agreement in most parts of the flow
field. At the centreline r/D = 0.0, velocities matches well to the experiments except
at z/D = 0.2, where the velocity gradient is very large (Figure 3.25 (left)) and a small
axial difference causes a large velocity discrepancy. At z/D = 0.4, the ILES predicts
accurately the radial locations of the zero axial velocities which corresponds to the
centre of the recirculation zones. The axial rms velocity fluctuations in Figure 3.27
show excellent agreement with experimental data except at the centreline r/D = 0.0
and the air annulus 0.5 < r/D < 0.6, where the level of inflow boundary fluctuations
have a large effect as described in the previous section. Circumferential velocities are
plotted in Figure 3.28 and show reasonable agreement particularly in z/D < 1.4 re-
gion. At z/D = 0.2 and 0.4, the experimental data are not converged to zero at the
centre line and there is still some asymmetry. The rms circumferential velocity fluc-
tuation are compared in Figure 3.29. The computational results give a flat profile at
0.5 < r/D < 0.6 near the bluff body surface region z/D < 0.4, while the experiments
show small bumps. This is also due to the specification of inflow fluctuations. Radial
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velocities described in Figure 3.30 show some discrepancies in all axial locations, but
it should be noted that absolute quantities are smaller in this figure compared to axial
and circumferential velocities. Regarding the velocities at the centreline, as previously
mentioned, the ILES predicts zero velocities at centreline while experiment show small
non zero values. In Figure 3.31 the radial velocity fluctuations show good agreement
except for the near centreline and the air inlet region. These observations indicate that
the ILES successfully computed flow field without explicit subgrid scale modelling,
considering the complex flow structure.
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Figure 3.26: Mean axial velocity at different axial distances from the burner surface. The
solid line is ILES and the square marks are experiment [60]
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Figure 3.27: Rms axial velocity fluctuation at different axial distances from the burner
surface. The solid line is ILES and the square marks are experiment [60]
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Figure 3.28: Mean circumferential velocity at different axial distances from the burner
surface. The solid line is ILES and the square marks are experiment [60]
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Figure 3.29: Rms circumferential velocity fluctuation at different axial distances from the
burner surface. The solid line is ILES and the square marks are experiment [60]
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Figure 3.30: Mean radial velocity at different axial distances from the burner surface. The
solid line is ILES and the square marks are experiment [60]
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Figure 3.31: Rms radial velocity fluctuation at different axial distances from the burner
surface. The solid line is ILES and the square marks are experiment [60]
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3.7.3 Swirl Effects
Figure 3.32 shows the mean axial, radial and circumferential velocity profiles of the
three different swirl number flows at a constant distance from the bluff body plate,
z/D = 0.4. The profiles are compared with experimental data by [59]. Note that air
is selected as the central fuel jet corresponding to the experimental data. The veloc-
ities are normalised by the fuel inlet velocity u f 0 for each case. In general, the ILES
computation results show good agreement with experimental data.
In the axial velocity profile, a discrepancy from experimental data can be seen in the
near central region for the non-swirl case while a good agreement can be observed for
the low and high swirl cases. The reason for this discrepancy is due to a large change
of axial velocity within a small distance at around z/D = 0.4 for non-swirl case where
high turbulent intensity can be observed (see Figure 3.7).
In the radial velocity profile, experiments show a larger positive velocity at 0.1 <
z/D < 0.3 and a larger negative velocity at 0.35 < z/D < 0.45 for the low swirl
case. These regions have small axial velocity, indicating locations near to the top
and bottom edge of the vortices. Since the velocity magnitude and direction at the
edge of the vortices vary largely with the simulation inlet conditions, experimental
measurement conditions etc, and hence substantial discrepancies can be seen in these
regions. However, it should be noted that the absolute values of the radial velocity are
small compared to the axial velocity.
In the circumferential velocity profile, simulation results well match to the experimen-
tal data. The small difference in the central region can be considered as a variation
of the experimental data since ideally circumferential velocity should be zero at the
centre line.
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Figure 3.32: Mean velocity profile of three different swirl flows; axial (top), radial (middle)
and circumferential (bottom) velocity
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3.7.4 Density, Pressure and Viscosity Effects on the Flow Structure
In the previous subsections simulation have been performed with an air jet in order to
compare the results to experimental data and to evaluate the accuracy of the simulated
flow field. However, the density of actual fuel e.g., methane, is about 43% smaller
than air and hence, the momentum of a methane jet is small compared to an air jet,
which can result in a different structure of the flow field. Also, pressure and viscosity
of the air inflow vary largely depending on the operational condition of the combustor.
In this subsection, simulation results with a range of fuel density, air pressure and air
viscosity are presented.
Figure 3.33 shows the streamlines and a volume fraction contour map of the central
air jet of the non-swirl flow (S N = 0). An inner and an outer vortex can be observed
in the streamlines at 0.02 < r/D < 0.2 and at 0.15 < r/D < 0.5, respectively. The
inner vortex is collapsed since the momentum of the air jet is large. A large portion
of the fuel jet penetrates to the downstream region (z/D > 1.0) without being involved
in a recirculation zone. As a result, fuel (air) concentration spreads towards the axial
direction. The volume fraction contour map shows that a downstream location, e.g.,
(r/D, z/D) = (0.0, 1.5) still includes more than 10% of the jet species.
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Figure 3.33: Temporally averaged streamlines (left) and volume fraction contour (right) of
the air jet, non-swirl flow
Figure 3.34 shows the same simulation results but with a methane jet. A clear inner
vortex can be observed in the streamlines since the methane jet momentum is small
and hence, a large portion of the jet is entrained into the inner vortex. Regardless of
this difference of the inner vortex structure the location of the outer vortex centre and
the recirculation zone do not change largely. In contrast, the volume fraction contour
map shows significant change. The fuel species does not spread towards the axial
direction. The fuel volume fraction is reduced to 5% at the same downstream location
(r/D, z/D) = (0.0, 1.5). Furthermore, a flammable region which can be defined as a
fuel-air mixture containing 5% to 15% of the fuel volume fraction, is shifted in the
radial direction.
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Figure 3.34: Temporally averaged streamline (left) and volume fraction contour (right) of the
methane jet, non-swirl flow
The volume of flammable mixture V f l is also essential for ignition of the fuel-air mix-
ing flow, and hence V f l is calculated from the mean volume fraction contour maps.
Figure 3.35 (top) shows the changes of V f l with respect to Atwood number. The air jet
case and the methane jet case correspond to At = 0 and At = 0.288, respectively. V f l
is normalised by a nominal volume of this injector geometry defined as V0 = 1/4πD3
which is close to the volume of the recirculation zone of a typical simulation case, e.g.,
shown in Figure 3.34. Although the mixing location changes as described above, V f l
shows only a slight difference with respect to At for all the non-swirl and swirl cases.
It should be noted that V f l is used as a mixing parameter and hence, the definition
is corresponding to the flammability limit of the methane and air mixture, i.e., 5% to
15% of the methane volume fraction, however, the actual flammable fuel concentration
ranges vary with fuel species.
The effects of ambient air pressure and viscosity are investigated in terms of the
flammable volume. Figure 3.35 (middle) shows the results of the methane jet, low
swirl flow. The curves describe an amount of the volume containing more than 5%
fuel volume fraction and 15% fuel volume fraction, representing the lean and rich
limits of the methane-air mixture flammability, respectively. Each curve shows 2%
difference at most in the range of 0.1 to 1.0atm and hence, the flammability volume
V f l (= V5% − V15%) remains unchanged. Figure 3.35 (bottom) shows the air viscosity
effect on the methane jet, low swirl flow. The volume of the lean and rich limit are
depicted in terms of Reynolds number of the air inflow. With an increase of Reynolds
number, which corresponds to decrease of kinematic viscosity coefficient of air, V5%
and V15% increased similarly, and hence, V f l does not change largely.
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Figure 3.35: Pressure (top) and viscosity (bottom) effects on the flammable mixture volume
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3.8 Summary
An ILES technique based on high-resolution and high-order methods was used to in-
vestigate a turbulent mixing flow generated by a generic geometry fuel jet burner flow.
In the ILES simulation, a finite volume Godunov-type method was used with a high
order limiter and an approximate Riemann solver. The governing equations for a com-
pressible, single phase, multi-species, non reactive flow were solved without explicit
modelling of the subgrid scales. The subgrid scale effect was accounted by the built-in
characteristics of the high-resolution method. For low Mach number flow, the ve-
locity components were modified in order to avoid excessive dissipation, which was
shown by the leading order dissipation rate. Up to ninth-order spatial accuracy limiters
were used with a third-order explicit Runge-Kutta method for time integration. All
simulations were performed with ‘Astral’ computational cluster in High Performance
Computing facility of Cranfield University featuring Intel 5160 Xenon dual-core pro-
cessors. The computational sampling time to obtain a typical mean flow on the medium
grid with the fifth-order limiter was about 1,570 hours.
Mean flows were obtained by averaging flow properties temporally and circumferen-
tially. This was carefully done by the observation of convergence of the velocities. The
results were compared with experimental data. The mean axial, radial velocity and rms
velocity profiles showed good agreement in the strongly turbulent region, recirculation
region and the downstream region of the flow fields. For multi-species flow simulation,
methane jet injection into air was simulated with Allaire’s mixing model in which vol-
ume fractions of species, instead of mass fractions were tracked. The axial and radial
distribution of the mixture fraction demonstrated a good match to the experimental
data.
The one dimensional kinetic energy spectrum was examined to evaluate the effects of
grid resolution on energy dissipation with fifth order spatially accurate limiter. An ideal
k−5/3 decay of energy could be seen in a certain range for all test cases and the range
increased with grid resolution. The cut-off wavenumbers where the energy spectrum
curve begins to detach from the k−5/3 line were larger than the estimated maximum
wavenumbers appearing on the given computational grid. This implies that the numer-
ical dissipation accounted for the energy transportation between large and small eddies
sufficiently up to the effective cut-off.
In the same manner the second, fifth and ninth-order limiters were examined on the
medium grid in order to investigate the effects of order of accuracy. The simulations
were carried out with a 0.6 million point grid. The results showed that the fifth-order
limiter achieved good resolution of the kinetic energy dissipation with reasonable com-
putational time compared to the second-order limiter. The ninth-order limiter required
substantially larger computational power.
In order to investigate complex flow mechanisms of the bluff body burner, simulations
were performed on different density fuel jet flows with corresponding Atwood num-
bers from 0 to 0.871. The simulations were carried out with a 0.6 million point grid.
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The flow field included a recirculation zone containing an inner and an outer vortex.
Temporally and spatially averaged mean streamlines and velocity contours showed
that with an identical momentum flux of the fuel jets, the flow structure and velocity
field were unchanged by Atwood number, except for the central fuel jet region. At
the centre axis, the velocity decay rate increased monotonically with the increase of
Atwood number, which resulted in the same velocity profile at further downstream.
The volume fraction field changed due to the variation of injected fuel volume into the
domain, however, a large, constant fuel volume fraction region was formed for all test
cases. The fuel volume fraction in this region was controlled by species mixing at a
point where fuel and air stream collided. This point is located at the top edge of the
recirculation zone, and a large rms volume fraction was observed for all test cases. A
mixing parameter which was originally introduced for investigations of species molec-
ular mixing in a mixing layer was applied to the complex turbulent flow. It was revealed
that the degree of molecular mixing decreased at the mixing point with the increase of
Atwood number. The simulation results showed that this feature of the mixing field
and the effects of Atwood number can be described with this parameter.
The effect of swirl on the same jet flows was investigated, as well as flow structure
changes due to fluid property, i.e., density, pressure and viscosity. This investigation is
based on jet engine operation under a wide range of air conditions. Simulations were
performed with the fifth order spatial accurate limiter and with 0.6 million points for
three different swirl number flows. A detailed observation of the flow field showed
that the ILES simulation captured the swirl flow structure well, including the size and
location of recirculation zones. Mean and rms fluctuation velocities in the axial, radial
and circumferential direction well agreed with experimental measurements. Density
effects were examined by changing the fuel species. The results showed that the shape
of the inner vortex in the recirculation zone changed while the outer vortex and the
area of recirculation zone remained unchanged. A significant change was observed
in the volume fraction contour map, however, the flammable mixture containing near
stoichiometric air and fuel did not change. Also, pressure and viscosity effects were
examined in the same way and the results showed the flammable volume did not change
regardless of the change of flow structure.
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C H A P T E R 4
ILES of Combustion Flows
4.1 Introduction
Nonpremixed flames can be observed in all types of combustors, from laboratory burn-
ers to large scale plant gas turbines, and from spark ignition type engines to flame
holding jet engines. A major reason of this is that flame positions and energy releases
can be controlled relatively easily by fuel and air supply systems compared to premixed
flames configurations, which ensures safe operation of the industrial combustors. How-
ever, turbulence coupled with flames makes the combustion phenomena more compli-
cated. This is because turbulence changes the flame structure and enhances chemical
reaction while temperature increase by combustion induces gas expansion and insta-
bility, which results in increase of turbulence. Therefore, understanding of turbulent
nonpremixed combustion, particularly the interaction of chemical reactions with turbu-
lence, has been one of the main topics of the combustion research. Since the phenom-
ena is essentially time dependant and takes place at small length scale, experimental
measurements have had limitations to provide accurate information, and therefore, nu-
merical research has been encouraged and widely conducted.
In most of the recent computational work on turbulent nonpremixed flames, e.g., in ex-
tensive research of the TNF, summarised in [8], flow field have been solved using the
LES approach ([48], [88], [87], [74], [54]). This is because LES can provide instanta-
neous information of the flow field which is required for precise turbulent flow analysis
and hence, it has been recognised as a more promising approach as opposed to RANS.
In these conventional LES research filtered governing equations have solved together
with a subgrid scale model. As a turbulence model, a Smagorinsky type model with
flow dependent coefficients has been typically applied to the subgrid stress term in mo-
mentum equation. In the LES including chemical reactions, unknown scalar transport
terms also appear in species and energy equations as a result of filtering operation.
These terms need to be modelled and a gradient transport assumption together with
turbulent Schmidt number has been typically used.
However, the LES approach contains some drawbacks. The essential argument is in
commutation between filtered and differentiated variables which is the basic assump-
tion of the conventional LES. As described in [18] this assumption does not hold true
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with a variable filter width. Other issues can be induced by explicit descriptions of
subgrid scale modelling. For example, even with dynamic procedure for the Reynolds
stress term proposed by [28] which enables to avoid manual tuning of the model coef-
ficients, using a universal turbulent model is still arguable. Also, the gradient transport
model was pointed out in [69] to be inappropriate for the combustion flow though it
has been employed generally due to its simplicity.
ILES techniques, (see reviews [36], [56], [18]), in conjunction with high-resolution
methods, described in [22] and [93], has been developed to overcome the disadvan-
tages of the conventional LES approach. In ILES computations it is assumed that the
numerical discretisation itself accounts for unresolved scales, in other words implicitly
modelling the subgrid scales. Since explicit filtering operation for determination of
subgrid scale is not required, the governing equations do not include unknown terms,
and therefore, no subgrid scale modelling for the Reynolds stress term and scalar trans-
port terms is necessary.
A major challenge for combustion flow can be a description of the chemical source
term. This corresponds to suppose how to account for the contribution of unresolved
scale turbulence to the chemical source term. These effects have not been well inves-
tigated in the ILES methods. Therefore, applying of a non filtered, simple chemical
source term and analysing of the results can be a good starting point as an ILES of
combustion flow.
This chapter concerns ILES of turbulent nonpremixed methane flames using a com-
putational fluid dynamics code which has incorporated high-resolution Godunov-type
methods. First, fundamental governing equations for turbulent combustion flow and
transport properties used in the simulation will be described. The chemical source
term with which the turbulent flow and chemistry is coupled and selected chemical re-
actions are also described. Next, simulation test cases and the governing equations for
ILES with a finite rate chemical reaction approach will be introduced. Simulation of a
simple one dimensional premixed methane flame propagation, and a two dimensional
mixing layer will be presented. The effects of combustion modelling of this approach
will be analysed focusing on the chemical reaction rate. Simulation test cases with an
infinitely fast chemical reaction approach will then be presented. This model can be
considered as the opposite end of the finite rate chemistry approach in terms of turbu-
lence and chemical reaction interaction. In this model chemical reaction takes places
instantaneously. The turbulent flow time scale is threfore much longer than the chem-
ical reaction time scale. This is a simple method and can be easily combined to ILES
turbulent computation. The results will be shown and analysed focusing on flow field
and scalar field.
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4.2 Turbulent Combustion Flows
4.2.1 Influence of Turbulence
Several combustion properties are affected by the turbulent motion. In premixed flame
configuration, where fuel and oxidiser is mixed before ignition and the species com-
position of the mixture is uniform in everywhere, flame speed and flame thickness are
of importance to characterise the flame. The flame speed depends on the fuel and air
ratio, the highest value can be obtained around stoichiometric condition. It has been
known that when the turbulence intensity of the unburnt gas is high the flame propaga-
tion speed increases, which results in short time of combustion and fast consumption
of fuel. It implies that the turbulent flame speed S T is larger than laminar flame speed
S L. These properties can be related as [71]:
S T
S L
≈ 1 +
urms
S L
(4.2.1)
where urms is the rms of the velocity fluctuations. This equation shows that the flame
propagation speed is increased by fluctuating velocity, i.e., turbulent motions. Also,
it implies that when urms is large, the turbulent flame speed S T can be close to urms
and independent of the laminar flame speed. Regarding the flame thickness, turbulent
flame has larger thickness than the laminar flame.
The interaction between turbulence can be expressed by the time scale ratio of flow
mixing τm and chemical reaction τr, i.e., Damko¨hler number:
Da =
τm
τr
(4.2.2)
These time scales can be estimated typically as:
τm =
lt
urms
(4.2.3)
τr =
δ0
S L
(4.2.4)
When Da << 1, species mixing takes place in a short time compared to chemical
reaction, and flames are ‘thickened’ as schematically shown in Figure 4.1. Oppositely,
chemical reaction occurs in a short time compared to the turbulent mixing when Da >>
1. In this case, flames are very thin and ‘wrinkled’. The flame structure is unaffected
by turbulence and therefore, can be considered similar to laminar flame. Assuming
that combustion flows of the bluff body burner has similar flow structures to the non
reactive flow examined in the previous chapter, i.e., the large eddies and rms velocity
are in the same order, the typical Damko¨hler number was obtained 0.06.
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Figure 4.1: Schematic of wrinkled flame (Da >> 1) (top) and thickened flame (Da << 1)
(bottom), after [71]
In nonpremixed flame configuration, where fuel and air meet in the domain, mix and
ignite, flame does not propagate. Flame speed cannot express combustion character-
istics, instead, flame geometry, i.e., flame position, flame length and transition from
laminar to turbulent characterise flames. This implies that the mixing and scalar dissi-
pation is of importance, Flame length can be measured experimentally as schematically
shown in Figure 4.2. The flame length increase with the fuel velocity (with the increase
of momentum) and after reaches to a certain length it decreases. The transition of the
jet to turbulent flow occurs in a high velocity range. Under high fuel velocity condi-
tions, the flames detach from the nozzle and finally blow-off. It should be noted that
the chemical reaction rate is increased by the turbulence since fuel velocity increased
but the flame length is constant.
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Figure 4.2: Schematic of nonpremixed flame length variation against fuel jet velocity, after
[40]
4.2.2 Experimental Research
In combustion flow experiments, premixed flame sheet has been measured and anal-
ysed as one dimensional test case, e.g., [9]. These data can be used as benchmark
of combustion flow simulations. A planer counter flow flame has also been often in-
vestigated e.g., in [14] since not only the flame structure can be analysed as a two
dimensional laminar flame but also the acquired data can be provided to look-up tables
for turbulent flames computation. As more complicated three dimensional test cases,
burner flames of nonpremixed fuel and air jets have been widely investigated. Partic-
ularly in the framework of TNF, simple geometry but complex flame shape burners
were selected and measured experimental data were provided. Among them the same
test case geometry as considered in the previous chapter was extensively investigated
experimentally [15, 16, 59, 62], an example of measurements is shown in Figure 4.3.
They measured three direction velocity components and their fluctuations by Laser
Doppler Velocimetry technique. Also, species mass fractions were measured by Laser
Raman Scattering technique. However, these measurements have been done separately.
NOx measurement is another interest in the experimental research. This is because
the NOx production time scale is much longer than other chemical reactions. The in-
let boundary condition measurements are still difficult as the same as the non reactive
flows. In some measurements of these flames, the influence of swirl intensity on flame
stability and an extinction of the flame were shown by compositional measurements
[3, 61], The effects of inflow conditions on NOx production can be found, for exam-
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Figure 4.3: Combustion flow measurement of the ‘Sydney bluff body burner’ [62]
ple, in [13]. Regarding turbulence and acoustic wave interaction, the location of the
strong precessing vortex and maximum pressure oscillations are reported to be largely
different from a non reactive flow [80], which implies the constant pressure assumption
applied in incompressible numerical simulations may reduce accuracy in these regions.
4.2.3 Instantaneous and Filtered Equations
Instantaneous combustion Flow
The compressible flow conservation laws for species, momentum and energy are con-
sidered. Fully compressible formulations have an advantage to enable to capture the
interaction between flame and acoustics. A typical disadvantage of the use of com-
pressible flow is the computational cost, however, the time step is often limited by the
chemical reaction rate, and not by acoustic wave propagation, hence the fully com-
pressible formulation does not induce additional cost for many cases [71].
An instantaneous pressure equilibrium assumption is applied in which each species in
the mixture have the same velocity and pressure within a single volume cell. This leads
to only one momentum equation for the mixture. Then, the momentum equation can
be the same as applied in the non reactive flow simulation:
∂ρu
∂t
+ ∇·(ρuu) = −∇·P (4.2.5)
where u and ρ are the velocity vector and density, respectively. The stress tensor P
contains pressure and viscous effect:
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P = pI +
2
3µ(∇·u)I − µ((∇u) + (∇u)
T ) (4.2.6)
where p, I and µ, stand for pressure, unit tensor and dynamic viscosity coefficient,
respectively.
Each species mass is conserved. For the mass diffusion term, the Hirschfelder and
Curtiss approximation is applied:
ud,k = −Dk
∇Xk
Xk
(4.2.7)
where ud,k, Dk and Xk stand for diffusion velocity, diffusion coefficient to the mixture,
and mole fraction of species k, respectively. Then, using the relation between mole
fraction and mass fraction:
Xk =
Wk
Wm
Yk (4.2.8)
where Wk, Wm and Yk denote molecular weight of species k, mean molecular weight of
the mixture, and mass fraction of species k, respectively. The species mass conserva-
tion equation yields:
∂ρYk
∂t
+ ∇·(ρuYk) = ∇·
(
ρDk
Wk
Wm
∇Xk
)
+ ω˙k (4.2.9)
where ω˙ is the chemical source term. With this species mass conservation equation,
all N species appeared in the chemical reaction scheme are tracked. The continuity
equation used in the non reactive flow is not required, instead, the total species mass
should be conserved:
N∑
k=1
Yk = 1 (4.2.10)
This means N +1 equations are set for N species mass conservation. In order to ensure
total mass conservation with the Hirschfelder and Curtiss approximation, an option is
sometimes taken in which only N − 1 species are solved and the sum of their mass
fraction is subtracted from unity for the rest species. This method is suitable for the
diluted gas system, e.g., air or gases with nitrogen occupying a large portion, however,
not appropriate for pure methane and oxygen gas system. For these cases, another
option is commonly taken in which the correction velocity uc is evaluated instead of
solving a global mass conservation equation (see [71]):
uc = u +
N∑
k=1
Dk
Wk
W
∇Xk (4.2.11)
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Then, the species equation for N species yields:
∂ρYk
∂t
+ ∇·(ρucYk) = ∇·
(
ρDk
Wk
Wm
∇Xk
)
+ ω˙k (4.2.12)
The energy equation has various forms. In the current research total energy E which
is a sum of internal energy, kinetic energy and formation enthalpy is tracked. In this
formulation, the total energy of the mixture does not change by chemical reaction, and
therefore, chemical source terms do not appear in the energy equation:
∂ρE
∂t
+ ∇·(ρEu) = −∇·(P·u) − ∇·q (4.2.13)
The enthalpy flux q includes a heat diffusion term and a species mass diffusion term:
q = κ∇T − ρ
N∑
k=1
(
ρDkhk
Wk
Wm
∇Xk
)
(4.2.14)
where κ, T and h are respectively thermal conductivity, temperature and a total en-
thalpy which includes formation enthalpy and is calculated by a combustion database,
[83]. The mass diffusion velocity is also approximated by the Hirschfelder and Curtiss
assumption.
To close the system, a perfect gas equation of state is applied:
p = ρCv(γ − 1)T (4.2.15)
where Cv and γ represent the specific heat for constant volume and specific heat ratio,
also calculated by a combustion database, [83].
Transport Properties
In calculation of transport properties, species transport due to a temperature gradient
and heat transport due to a gradient of species concentration, namely Soret and Dufour
effects are neglected. The viscous coefficient is dependent of temperature and obtained
by Sutherland’s law:
µ = µre f
(
T
Tre f
)3/2 Tre f + Ts
T + Ts
(4.2.16)
where µre f , Tre f and Ts respectively represent reference viscosity coefficient, reference
temperature and Sutherland coefficient. These coefficients are those of air at 273.15K,
therefore, µre f = 1.716 × 10−5kg/m/s, Tre f = 273.15K and Ts = 110.0K, respec-
tively. The thermal conductivity and the species diffusion coefficients are calculated
with constant non dimensional numbers:
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κ =
µCp
Pr
(4.2.17)
Dk =
µ
ρPrLei
(4.2.18)
where Cp is heat capacity for the constant pressure calculated by the combustion
database, [83], Pr is Prandtl number 0.72, and Lek is Lewis number that is constant
value for each species k, proposed by [85] and shown in table 4.1.
Table 4.1: Species Lewis number for methane air flame
Species CH4 O2 H2O CO2 H2 CO N2
Lek 0.97 1.10 0.83 1.39 0.30 1.11 1.00
Filtered combustion Flow
A filtering operation of variables is required for conventional LES, and usually, a spa-
tial filtering:
˜f (x) =
∫
f (x′)g(x − x′)dx′ (4.2.19)
is applied. With this filtering, the filtered equations for momentum (4.2.5), species
(4.2.12), and energy (4.2.13) can be derived:
∂ρu˜
∂t
+ ∇ · (ρu˜u˜) = ∇·
(
P − ρ(u˜u − u˜u˜)
)
(4.2.20)
∂ρ ˜Yk
∂t
+ ∇·(ρu˜c ˜Yk) = ∇·
ρDk Wk
Wm
∇ ˜Xk
 − ∇·ρ(u˜Yk − u˜ ˜Yk) + ˜ω˙k (4.2.21)
∂ρ ˜E
∂t
+ ∇·(ρu˜ ˜E) = −∇·(P·u˜) − ∇·q − ∇·ρ(u˜E − u˜ ˜E) (4.2.22)
where viscous stress and enthalpy flux term are the same shape as equation (4.2.6) and
(4.2.14), respectively.
A typical closure for these equations are, applying the Smagorinsky model [82] for the
subgrid viscous stress (Equation (1.3.7), and applying a gradient model which is the
same idea as Smagorinsky model to the scalar fluxes:
u˜Yk − u˜ ˜Yk = −
νt
S ct
∇ ˜Yk (4.2.23)
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u˜E − u˜ ˜E = −
νt
S ct
∇ ˜E (4.2.24)
where νt and S ct denote turbulent viscosity and turbulent Schmidt number.
4.2.4 The Chemical Source Term
To deal with the chemical source term appeared in Equation (4.2.21) is one of the
major problem for combustion computation. The difficulty is that the term is highly
nonlinear and therefore the filtered chemical source term cannot be easily expressed as
other filtered variables. The dependancy of this term on subgrid distribution of species
and temperature also needs to be considered because combustion takes place in the
small scales.
In most nonpremixed combustion simulation, the flame thickness is modelled as in-
finitely thin or artificially thickened and then, with some more assumptions e.g., a
constant pressure field and constant diffusion coefficients for all species, computations
are separated to turbulent mixing and flame structure calculation. However, in order
to investigate the combination of the high-order high-resolution ILES methods and
chemical reactions, modelling of a direct representation of the chemical source term is
adopted. With this approach, both premixed and nonpremixed combustion problems
can be handled in the same computational code.
In this sub section, first introduces analytical solution of the chemical source term
with a simplified premixed case. The LES filtered chemical source term will be then
discussed.
One dimensional premixed flame propagation is considered as shown in Figure 4.4.
FlameUnburnt Gas(Reactants)
Burnt Gas
(Products)
u
ρu
Tu
pu
ρb
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Figure 4.4: Schematic of one dimensional premixed flame propagation
A single step, irreversible chemical reaction is assumed. When the system contains N
species, molecular number of reactants and products can be expressed as:
4.2 Turbulent Combustion Flows 83
N∑
k=1
νRk (Reactant)k ⇒
N∑
k=1
νPk (Product)k (4.2.25)
where νk is coefficient of molecular ratio under stoichiometric reaction of species k,
and superscript R and P respectively designate reactants and products.
Then total mass should be conserved:
N∑
k=1
νRk Wk =
N∑
k=1
νPk Wk (4.2.26)
where W is molecular weight. Then, the reaction rate of species k of Equation (4.2.25)
can be expressed as:
ω˙k = (Mass o f species k in Reactant − Mass o f species k in Product)
×Progress Rate
= Wk(νRk − νPk )K
N∏
k=1
[Xk]νRk (4.2.27)
where K is the forward rate of reaction, often modelled by the Arrhenius law:
K = A1T bexp
(
−
Ea
RT
)
(4.2.28)
where, A1 and b are constants, Ea is an activation energy. If the reactants consist of
only two species, namely fuel and oxidiser, the reaction rate can be written:
ω˙ f = W f (νRf − νPf )
ρYo
Wo
ρY f
W f
A1T bexp
(
−
Ea
RT
)
(4.2.29)
where subscript f and o denote fuel and oxidiser, respectively. When the reaction takes
place at fuel lean condition, it can be roughly assumed that oxidiser mole concentration
does not change through the reaction, therefore:
νPo = 0, νRo = 0, νPf = 0, νRf = 1 (4.2.30)
and Equation (4.2.29) can be rewritten:
ω˙ f = A2T bρY f exp
( Ea
RT
)
(4.2.31)
In order to evaluate the shape of the reaction rate, temperature, density and mass frac-
tion will be normalised. For further handling of the chemical reactions and derivation
of analytical solution, some assumptions are added.
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• Each species molecular weight is the same, Wk = W
• Each species specific heat capacity of pressure is the same, Cpk = Cp
• Each species diffusion coefficient is the same, Dk = D
• Steady state flow from flame position point of view, ∂
∂t
= 0
With these assumptions, the species diffusion term in Equation (4.2.14) due to the en-
thalpy difference is zero, and species Equation (4.2.12) and energy equation expressed
with respect to temperature can be rewritten:
ρuuu
dψ
dx =
d
dx
(
ρD
dψ
dx
)
+
ω˙ f
ψ f ,u
(4.2.32)
ρuuu
dθ
dx =
d
dx
(
λ
Cp
dθ
dx
)
−
ω˙ f
ψ f ,u
(4.2.33)
where subscript u designates unburnt gas condition. Two variables ψ and θ are, a
normalised fuel mass fraction:
ψ =
Y f
Y f ,u
(4.2.34)
and a normalised temperature:
θ =
T − Tu
Tb − Tu
(4.2.35)
where subscript b denotes burnt gas condition. By adding Equation (4.2.32) and
(4.2.33):
θ + ψ = 1 (4.2.36)
can be derived [71]. In premixed flame this relation holds true throughout the field
while in nonpremixed flame this does not since mixing and combustion take places in
the same timestep. Pressure can be regarded as constant throughout the flame, then
density can be normalised by unburnt gas density:
ρ
ρu
=
Tu
T
=
1 − αT
1 − αT (1 − θ) (4.2.37)
where αT is (Tb−Tu)/Tb. When the exponential of temperature b can be assumed zero,
Equation (4.2.31) can be rewritten:
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ω˙ f
A2ρuY f ,u
=
1 − αT
1 − αT (1 − θ)(1 − θ)exp
(
−βT
1 − αT (1 − θ) + βT (1 − θ)
1 − αT (1 − θ)
)
(4.2.38)
where βT is (αT Ea)/(RTb).
Figure 4.5 shows the right hand side of Equation (4.2.38), f (θ), with two typical value
of αT and βT [71]. Note that the βT = 18.4 case was normalised by its peak value,
and that the βT = 8.0 case was adjusted so that the sum of the reaction rate (occupied
area in the graph) match to the same as βT = 18.4 case, which implies both cases have
the same flame speed. This figure describes that that the peak of the reaction can be
seen at very close to the highest temperature and that the range of non zero reaction
rate decreases with flame temperature increases. Therefore, an idea of separation of
the field by non chemical reaction zone (with zero reaction rate) and chemical reaction
zone (with non zero reaction rate) can be possible particularly for high temperature
flow. With this separation, only the high temperature range (if its location can be
detected) requires fine mesh in order to capture the flame structure properly.
While an instantaneous, laminar flame reaction rate shows a separation of reactive and
non reactive flow field, a turbulent combustion flow can demonstrate non zero reaction
rate for all range due to small scale turbulent features [71]. This is because fluctuation
of the flow and spatially filtering of the computational method.
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Figure 4.5: Analytical solution of the chemical source term, after [71]
Next, the LES filtered reaction rate appeared in Equation (4.2.21) is modelled with
Arrhenius law.
When the fluctuation component is not considered, the reaction rate can be simply
assumed from Equation (4.2.29):
86 ILES of Combustion Flows
ω˙ f = A3ρ2 ˜Yo ˜Y f ˜T bexp
(
−
Ea
R ˜T
)
(4.2.39)
This model however, consists of filtered turbulent flow variables. At the subgrid scale
the chemical reaction is not accounted and only turbulent flow mixing occurs.
The subgrid effects can be considered by substitution of a decomposition of filtered
and fluctuating variables, ˜f + f ′′, into Equation (4.2.29) and Taylor expansion, yields
[71]:
˙ω′ f = A3ρ2 ˜Yo ˜Y f ˜T bexp
(
−
Ea
R ˜T
)
 1︸︷︷︸(I) +
Y˜ ′′f Y
′′
o
˜Y f ˜Yo︸︷︷︸
(II)
+g
( Ea
R ˜T
)

Y˜ ′′f T
′′
˜Y f ˜T︸︷︷︸
(III)
+
Y˜ ′′o T
′′
˜Yo ˜T︸︷︷︸
(IV)
 + ...

(4.2.40)
where correlations of species and temperature fluctuations Y˜ ′′f Y
′′
o , Y˜
′′
f T
′′
and Y˜ ′′f T
′′
need
to be modelled. The second term in the parenthesis expresses mixing of fuel and air
in the subgrid scale, and the third and fourth terms accounts chemical reaction and
mixing interaction in the subgrid scale. Therefore, in the subgrid scale:
• ˙ω′ f does not account the interaction between turbulence and chemical reactions
if only first term (I) of Equation (4.2.40) is considered. This is the same as
Equation (4.2.39). The instantaneous mixing equilibrium condition is assumed,
which means the time scale of turbulence is much smaller than that of chemical
reactions.
• ˙ω′ f does not account the interaction between turbulence and chemical reactions
if even first two terms (I) and (II) of Equation (4.2.40) are considered. However,
mixing speed is variable and the time scale of turbulence and combustion can be
controlled.
• ˙ω′ f accounts the interaction between turbulence and chemical reactions if first
four terms (I) − (IV) of Equation (4.2.40) are considered.
Another approach was examined in the conventional LES research [25] in which fil-
tered reaction rate was expressed with combining the terms (II) − (IV) in Equation
(4.2.40) as:
˙ω′ f = A3ρ2 ˜Yo ˜Y f ˜T bexp
(
−
Ea
R ˜T
)
(1 + κS GS ) (4.2.41)
where κS GS is a segregation factor and explicitly modelled based on partially stirred
reactor model. In this model a small volume in a cell was assumed to be well reacted
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and mixed, and the rest of the volume is not reacted. The segregation factor was
estimated from the time scales of the subgrid scale:
1 + κS GS =
τr,S GS
τr,S GS + τm,S GS
=
1
1 + DaS GS
(4.2.42)
where τr,S GS , τm,S GS and DaS GS represent respectively chemical reaction time, mixing
time and Damko¨hler number in the subgrid scale. In Reference [25] τr,S GS was evalu-
ated as a ratio of laminar flame speed and laminar flame thickness (Equation (4.2.4))
while τm,S GS is calculated from the Kolmogorov time scale and the subgrid time scale.
With this model the simulation of the flow behind the triangular flame holder showed
fair agreement with experimental data.
In premixed flame, DaS GS can be written as [70]:
DaS GS =
S L
δ0
∆
u′S GS
(4.2.43)
where u′S GS is the characteristic subgrid velocity fluctuation. Assuming that turbulent
kinetic energy follows Kolmogorov’s k−5/3 law (Equation(1.2.5)), and that wavenum-
bers are proportional to the inverse of the cell width ∆, u′S GS can be expressed as:
u′S GS =
(∫ k
k/2
E′(k)dk
)1/2
= k−1/3 ∝ ∆1/3 (4.2.44)
Therefore, DaS GS is proportional to ∆2/3. When the cell width decreases to the Kol-
mogorov scale, ∆ → ηk, eddies in all scales are accounted and the flow will be fully
resolved. This leads to DaS GS → 0 and κS GS → 0 from Equation (4.2.42), reproduces
the unfiltered reaction rate as shown in Equation (4.2.29).
In methane air stoichiometric combustion case, with typical values S L = 0.4m/s and
δ0 = 2.0 × 10−3m, κS GS was evaluated as shown in Figure 4.6. From this graph, 15%
discrepancy can be estimated when a grid with cell width 2.5 × 10−5m is used together
with a simple chemical reaction model (Equation(4.2.39)) .
4.2.5 Chemical Reactions Scheme
The methane flame is the simplest case among hydrocarbon combustion, however, the
detail process may involve tracking of some hundreds of species and some thousands
of chemical reaction steps. A selected number of chemical reactions are usually solved
in numerical simulation. For methane and air flames, a ‘skeletal mechanism’ [85] has
been often used consisting of 35 elementary reactions and 15 reacting species. The re-
action rates of these chemical species are given in the Arrhenius law. Further reduction
of the number of reaction steps has been made to introduce global chemical reactions
scheme. For example, four global reaction steps with tracking seven species [68], six
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Figure 4.6: Variation of segregation factor
species [43] were proposed, and five global reaction steps including six species were
developed in [24]. Those reduced reaction steps agreed well with skeletal elementary
reactions scheme, with respect to mass fraction profile of premixed flames. Also, sen-
sitivity analysis in which responses of the gas properties, e.g., density, velocity and
mass fraction by change of elementary chemical reactions were examined and showed
good matching between skeletal elementary schemes and reduced global reaction steps
schemes [77]. A disadvantage of the reduced global steps reaction scheme might be a
lack of tracking radicals, particularly OH radicals often used for comparison to exper-
imental results.
In the current methane air flame simulation considering the balance of computational
cost and accuracy of chemical reactions, reduced global steps reactions are applied.
The simplest one step reaction is described as:
CH4 + 2O2 ⇒ CO2 + 2H2 (4.2.45)
This is an irreversible reaction containing four chemical species. A reversible global
four steps reaction scheme proposed by [43], including six species was also examined:
CH4 +
1
2
O2 ⇒ CO + 2H2 (4.2.46)
CH4 + H2O ⇒ CO + 3H2 (4.2.47)
H2 +
1
2
O2 ⇒ H2O (4.2.48)
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CO + H2O ⇔ CO2 + H2 (4.2.49)
where simple Arrhenius type forward reaction rates of each step are obtained via [43]
and the backward reaction rate of Equation (4.2.49) is from [58]. The advantage of
this scheme is that it can track species H2 and CO while in the fast chemistry approach
which will be discussed in the later section only the one step reaction is available
and these species are not tracked. The premixed flame speed of methane and other
hydrocarbon fuels were examined using this scheme under various equivalent ratio,
then both premixed and nonpremixed flame structure under lean, stoichiometric and
rich condition were simulated with respect to species distribution and results showed
good agreement with experimental data [43].
4.2.6 Mixture Fraction
A scalar variable, mixture fraction, is often used in analysis of nonpremixed flames
since this scalar represents local species ratio of fuel and air. It is similar to the equiva-
lent ratio which also describes a local species ratio and links to mass fraction of species
and temperature, however, mixture fraction conserves before and after the chemical re-
action.
First, element mass fractions, Zi, which represents the ratio of the mass of an element
i to the mass of the mixture contained in local space, are considered:
Zi =
N∑
j=1
ξi jY j (4.2.50)
where ξi j is mass ratio of molecule i to species j. The element mass fractions conserve
between before and after chemical reactions, but can be changed only by flow mixing.
Then, the mixture fraction can be defined as a variable linearly linked to the element
mass fraction:
f = Zi − Zi,air
Zi, f uel − Zi,air
(4.2.51)
where, subscripts air and f uel designate respectively air inflow stream and fuel inflow
stream. Therefore, unless additional restrictions are given, mixture fraction can be
available for flows in which only two streams, fuel and oxidiser, inflow to the domain
separately (they are not premixed).
When a complete chemical reaction, for example Equation (4.2.45) is assumed, mix-
ture fraction can be expressed with respect to mass fractions:
f = νY f − YO2 + YO2,air
νY f , f uel + YO2,air
(4.2.52)
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where ν is the mass ratio of fuel and air under stoichiometric condition, 4 for methane
and air flame case. As seen in Equation (4.2.51) mixture fraction is a normalised values
between 0 to 1: 0 for mixture containing only species originated from oxidiser inflow
and 1 for mixture containing only species originated from fuel inflow.
4.3 Finite Rate Chemical Reaction Approach
The focus of this section is to examine a coupling of the ILES high-resolution method
and a simple Arrhenius law chemical source term which corresponds to Equation
(4.2.39). This model implies τr ≫ τm and κS GS = 0 in Equation (4.2.42).
4.3.1 ILES with Finite Rate Chemistry
Only selected papers have presented combustion flows with ILES technique. A main
challenge is in the correlation of chemical reaction and turbulence in the subgrid scale.
This is difficult for ILES since the subgrid scale model is not appeared in equations.
A compressible, nonpremixed mixing layer flame was simulated with ILES method
[34]. Inviscid terms were solved by the second order spatial accurate ILES while
viscous terms were solved by the central difference scheme. The subgrid stress and
the subgrid scale scalar transport terms were considered to be built in the numerical
method and therefore, no explicit subgrid scale modelling for these terms were given.
For the chemical reaction source term, a one-step, irreversible reaction with the re-
action rate following Arrhenius law was applied. This implies that the subgrid scale
effects were not modelled, i.e., κS GS = 0 as shown in Equation (4.2.41). With a valida-
tion of the computational code for one dimensional flame structure, two dimensional
mixing layer simulation was performed. The simulation results show that the shear
layer growth and products formation were reduced by the energy release due to com-
bustion, and these effects qualitatively agreed with information from experiments. In
Reference [35] three dimensional, hydrogen and air combustion, square jets were pre-
sented based on the above numerical method, and the focus was on relations between
energy release due to combustion and a growth and entrainment of the jet.
The capability of ILES as an engineering tool for combustion flow can be seen in a
simulation of a three dimensional complex geometry gas turbine combustor [33]. In
this research, again, ILES technique with second order accurate method was applied
to the convective terms without explicit subgrid scale modelling. Global one and two
steps finite rate Arrhenius law reactions were examined but subgrid contribution of the
chemical reaction was neglected. Conventional LES with flame-wrinkling model for
chemistry in which laminar flame structure is applied and the velocity and temperature
profile along centreline axis showed reasonable agreement with experimental data..
Similarly, an ILES was performed with finite rate reaction following Arrhenius law
[25]. For inviscid terms ILES with second order accurate scheme was applied in finite
4.3 Finite Rate Chemical Reaction Approach 91
volume method, and no subgrid viscous and diffusion terms were given explicitly since
they were considered to be built in the numerical method. The contribution of the
chemical reaction term in the subgrid scale was neglected, and the reaction rate was
simply calculated by the implicitly filtered variables. This condition is corresponding
to the segregation factor κS GS = 0. Simulation of a flame holding behind a flame
holder showed that ILES results reasonably agreed with the experimental data and they
were comparable to the conventional LES results in which one-equation eddy-viscosity
model was used.
4.3.2 Numerical Modelling for ILES
In the ILES computation, the governing equations are solved without explicit filter-
ing operation. Therefore, the governing equations for species, momentum and energy
are the same formulation as those of instantaneous flow, shown in Equation (4.2.12),
(4.2.5) and (4.2.13).
The governing equations are solved using a finite volume Godunov-type method. As
the same scheme as applied in the non reactive flow simulation, for the advective terms
fifth-order spatial accuracy MUSCL limiter was used to achieve high-order spatial ac-
curacy, and the HLLC approximate Riemann solver was applied. Also, the velocity
components are locally modified for low Mach number flow in the reconstruction pro-
cess. The viscous, heat and diffusion terms appeared in the right hand side of equations
were discretised using standard central differences. For the time integration, a second-
order explicit Runge-Kutta method was employed.
With this ILES numerical method, the momentum Equation (4.2.5) is solved with built
in subgrid scale modelling, which is equivalent to solve the filtered momentum Equa-
tion (4.2.20). Also, unlike the conventional LES equations, unresolved scalar flux
terms appeared in filtered species Equation (4.2.21) and energy Equation (4.2.22) are
accounted by the numerical dissipation built in the characteristics of the ILES high-
resolution method.
For the reaction source term ω˙, non filtered reaction rate from in Equation (4.2.39) is
applied. Although this implies that the chemical reaction effects in the subgrid scale
are not accounted in the simulation, it is important to know how the turbulence model
of the high-resolution method effects on the chemical reaction rate in the temperature
field, compared to the laminar flame case shown in Figure 4.5. Therefore, this model
is appropriate to examine the combination of ILES with chemical reaction.
4.3.3 1D Simulation of A Premixed Flame
Simulation Setup
One dimensional methane-air laminar premixed combustion simulation has been per-
formed first to validate the ILES numerical method combined with chemical reactions
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and thermodynamic transport models. The grid resolution and the time step were ex-
amined by results of the flame speed and the flame structure. The computational do-
main was initially split into two regions at x = 0. Unburnt methane-air stoichiometric
mixture with standard temperature Tstd = 298.15K and burnt mixture of water vapour
and carbon dioxide with the adiabatic flame temperature Tad = 2223K filled x < 0 and
x ≥ 0 regions, respectively. Static pressure of the mixture was 1atm throughout the
domain. The grid size was set according to the following evaluation of the flame thick-
ness. The flame thickness δ for the stoichiometric mixture can be estimated 0.43mm
without numerical computation but from thermochemical properties [71]:
δD =
2Du
S L
(
Tad
Tstd
)0.7
(4.3.1)
where Du and S L represent a diffusion coefficient of unburnt gas and a flame speed,
respectively. This value is within the variation 0.3-1.0mm reported in experimental
measurements by [30] and a computation by [5]. The mesh size was set to constant
0.025mm so that roughly 15 to 20 grid points can be involved in the flame thickness.
As a boundary condition, both ends of the domain were set as open outflows. The
physical domain had 40mm length which was large enough to avoid initial pressure
wave propagating from the flame to the open boundary.
Flame Structure
Figure 4.7 shows species mole fraction profiles within the flame. Note that the hori-
zontal axis was shifted to fit the highest carbon monoxide mole fraction to distance 0.
The simulation results well matched to the experimental data by [9]. Pressure differ-
ence between unburnt and burnt gas was observed 0.7Pa which corresponds to O(1)
described in [71]. This implies not only that the premixed flame propagation can be
considered as constant pressure phenomena but also that the compressible simulation
code applied here works properly.
The flame speed was simply measured 0.32m/s by the propagation of an isothermal
location in the flame, e.g., 1000K. A more consistent definition of the flame speed
described in [71]:
S L = −
1
ρuYu
∫
+∞
−∞
ω˙CH4 (4.3.2)
yields 0.38m/s, where subscription u and b represent burnt and unburnt gas, respec-
tively. The flame thickness was evaluated by the maximum gradient of the temperature
curve within the flame [71]:
δT =
Tb − Tu
max
(
∂T
∂x
) (4.3.3)
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Figure 4.7: Species profiles of the one dimensional premixed flame
The result 0.49mm well matched to δD, implying that the thermodynamic coefficients
used in the simulation are acceptable.
4.3.4 2D Simulation of A Mixing Layer
Simulation Setup
Methane-air turbulent nonpremixed combustion simulation has been performed with
a two dimensional parallel flow. As shown in Figure 4.8 the physical domain was
rectangular with length 19mm for z direction along the flow axis and width 14mm for
x direction. The uniform and the same size meshes as employed in the premixed test
case were contained in the domain. Methane and air flows were separately incoming
to the domain, x > 0 for methane and x ≤ 0 for air, respectively, from the bottom
z = 0 with a velocity ratio three to one. On the side boundaries (left and right of the
domain) a symmetry condition with respect to x direction was set, and zero velocity
and mass fractions gradient were set on the outflow boundary at the top of the domain.
The domain was initially filled with methane and air with constant axial velocity. An
fluctuation velocity component which was used in the non reactive flow case was added
at the inlet velocities. The initial pressure was set constant 1atm, and temperature was
950K for methane and 1100K for air, respectively. The gas temperatures were high
enough to ensure the auto ignition of the mixture. Reynolds number based on the
average velocity of the methane and air, average kinematic viscosity and initial mixing
layer thickness δ was ≃ 3500. Note that air was considered to consist of only two
species, namely nitrogen and oxygen with mass fraction 0.768 and 0.232, respectively.
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Figure 4.8: Schematic of the two dimensional mixing layer domain
Scalar Field
Figure 4.9 shows contour floods of instantaneous species mole fractions. The methane
contour flood shows a growth of a series of eddies and entrainment of species into
the other side. The carbon monoxide contour flood depicts that the chemical reaction
occurred from the inflow boundary (z/δ = 0). The carbon dioxide mole fraction can be
observed only at downstream region and the high concentration can be seen at the edge
of the large eddies while high carbon monoxide concentration exists at the centre of
the eddies. This implies that the mixing of carbon monoxide and water vapour in the
so-called water gas shift reaction (4.2.48) takes place mainly at the edge of the eddies
and a rapid mixing after the formation of carbon monoxide is necessary for a complete
combustion.
Figure 4.10 shows scatter plots of species mass fraction of the mixture in the domain
against mixture fraction f which is defined in Equation (4.2.52). Methane and oxygen
mass fraction maps show that the plots are distributed within the region surrounded by
a mixing line where non chemical reaction takes places (ω˙ = 0), and a fast chemistry
line which was obtained by the Burke-Schumann analytical solution assuming one
step, irreversible, infinite rate chemical reaction (ω˙ = ∞). It is obvious that methane
molecules exists in the oxygen rich mixture ( f < 0.055) and oppositely, oxygen exists
in the fuel rich mixture ( f > 0.055). This implies that the fuel and air exist together in
a piecewise volume for which chemical reactions were applied, and that the finite rate
chemical reaction properly worked in the ILES simulation. In the oxygen mass fraction
map, the plots show a uniform distribution between the mixing line and the equilibrium
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Figure 4.9: Instantaneous mole fraction contour floods of the two dimensional mixing layer:
methane (top), carbon monoxide (middle) and carbon dioxide (bottom)
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line for a constant mixture fraction, and hence it demonstrates non uniform chemical
reaction rate of the mixture. This variety of the chemical reaction rate is due to the
shape of the chemical source term (4.2.39) which does not account for the chemical
reaction effect in the subgrid scale. The plots concentrates in f > 0.35, showing that
the fuel rich mixture remains without further chemical reaction. This might result in
incomplete combustion. In the water vapour mass fraction map, the plots are located
in the lower region than the fast chemistry line in the fuel rich condition, showing slow
reaction rate of reaction(4.2.47) and (4.2.49). This is because the intermediate product
hydrogen was not reacted properly as described in the chemical reaction (4.2.48). For
the same reason, the carbon dioxide scatter plots show smaller values of mass fraction
than the analytical values.
Figure 4.10: Species distribution in mixture fraction field: methane (top left), oxygen (top
right), water vapour (bottom left) and carbon dioxide (bottom right)
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Effects of the Non Filtered Chemical Source Term on Temperature Field
Figure 4.11 shows a comparison of distribution of the normalised temperature (Equa-
tion (4.2.35)) between reversible and irreversible chemical reactions. Tmax was set
as the maximum temperature obtained in the irreversible reaction test case. For irre-
versible chemical reactions, the backward reaction rate in Equation (4.2.49) was ne-
glected. Analytical temperature profile with irreversible fast chemistry assumption is
also plotted in the graph. For the irreversible chemistry test case, the highest temper-
ature is obtained at f = 0.09, with the equivalent ratio higher than the stoichiometric
condition, 1.0, which reflects the effects of the finite rate chemical reactions as de-
scribed in [81]. Also, the finite rate reaction influences the temperature distribution. In
the fuel rich condition f > 0.25, the reaction rate is not high enough to reach to the
temperature corresponding to the analytical solution while in the fuel lean condition
the scatter plots showed good matching with the analytical solution. For the reversible
chemistry test case, the plots showed the similar feature but with about 80% of the
maximum temperature compared with the irreversible chemistry test case.
f
θ
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
f
θ
0 0.2 0.4 0.6 0.8 10
0.2
0.4
0.6
0.8
1
Figure 4.11: Temperature distribution in mixture fraction field for irreversible (left) and
reversible (right) chemical reactions
Figure 4.12 shows temperature field at the downstream distance from the flow inlet,
z/δ = 6 and 12. At the distance z/δ = 6, the mixture of near stoichiometric condition
was not fully ignited. The temperature plots in the fuel lean region f < 0.03 show
a linear increase but low temperature. At the distance z/δ = 12, mixture of near
stoichiometric condition was well ignited and obtained high temperature, and the plots
matches the fast chemistry line in the fuel lean region. These observation can match
to the DNS research for auto ignition of shearless methane air mixing layer flame
[63] where the one step Arrhenius law was used. In their research however, the highest
temperature was observed at around f = 0.2 in the ignition process while in the current
simulation high temperature was obtained at around f = 0.1.
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Figure 4.12: Temperature distribution in mixture fraction field: short distance (z/δ = 6, left)
and long distance (z/δ = 12, right)
Figure 4.13 shows reaction rate of methane against temperature. The one dimen-
sional premixed flame test case is also presented. Furthermore, DNS of a three di-
mensional premixed turbulent flame containing 17 species and 73 chemical reactions
[79] is shown. Note that the reference data was adjusted to occupy the same area as
the ILES premixed case. The distribution shows that a typical nonpremixed flame in
which the reaction rate is non-zero for all range of temperature. However, a small
reaction rate range can be seen at the low temperature θ < 0.1. This implies that the
non filtered Arrhenius law reaction model applied in the simulation is valid for non
premixed flames but causes slow combustion. Therefore, when the chemical reaction
time is considered to be short compared to the mixing time, the chemical source term
should be improved to demonstrate larger values in the low temperature range.
Figure 4.14 shows conditional average of the methane reaction rate at different axial
position. It was observed in the early stage z/δ < 9 that the methane reaction rate
decreased and the non zero range increased with the flame development. After the
flame was developed z/δ > 9, the increase of the reaction rate can be seen. The largest
reaction rate was obtained in the process of ignition, z/δ = 0.3 at around θ = 0.39 and
its corresponding mixture fraction was 0.11. In reference [63] the largest reaction rate
at the time of ignition was obtained at around f = 0.15.
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Figure 4.13: Methane reaction rate of nonpremixed flame and premixed flame
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Figure 4.14: Methane reaction rate profile at different distance from the inlet
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4.4 Fast Chemistry Approach
As an opposite modelling to the finite rate approach in the previous section, a fast
chemistry approach is introduced in this section. In the fast chemistry model the
chemical reaction takes places instantaneously, and therefore, the mixing time scale
is considered to be longer than the chemical reaction time scale. Therefore, this model
is corresponding to τr ≪ τm and κS GS = −1 in Equation (4.2.42).
An advantage of this method is small computational cost since flame position and
structure which depends on the chemical reaction rate do not need to be captured. In-
stead, temperature and species mass fraction are calculated by linear relation to mixture
fraction, and therefore the grid size can be the same as that used in non reactive flow
simulation. Therefore, mixture fraction can be a fundamental variable when the fast
chemistry approach is applied. Oppositely, a disadvantage is that only four species in
Equation (4.2.45) can be tracked and hence, species H2 and CO, which are commonly
observed in experiments cannot be predicted.
In incompressible solvers of RANS and conventional LES, a linear relation between
mixture fraction and scalar variables can be explained as follows. Together with the
one step irreversible methane air chemical reaction of Equation (4.2.45), the following
assumptions are considered,
• Low Mach number approximation (p = constant).
• All the diffusion coefficient of species are equal (Dk = D).
• All the specific heat capacities for constant pressure are equal (Cp,k = Cp)).
• The ratio of diffusion to thermal diffusivity is unity (Lek = Le = 1).
Under these assumptions, species mass fraction Equation (4.2.12) and an energy equa-
tion which is rewritten with respect to enthalpy can be derived:
∂ρYk
∂t
+
∂
∂x j
(ρu jYk) = ∂
∂x j
(
ρD
∂Yk
∂x j
)
+ ω˙k (4.4.1)
∂ρh
∂t
+
∂
∂x j
(ρu jh) = ∂
∂x j
(
ρD
∂h
∂x j
)
+ ω˙T (4.4.2)
where k is fuel or oxidiser and ω˙ is heat release due to chemical reaction. Note that
the viscous effect in the enthalpy equation is also neglected since this term is order of
Mach squared and small enough in low Mach number flow. Then, a single variable,
which is identical to element mass fraction can represent species mass fractions and
enthalpy of these equations:
∂ρZi
∂t
+
∂
∂x j
(ρu jZi) = ∂
∂x j
(
ρD
∂Zi
∂x j
)
(4.4.3)
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Figure 4.15: Schematic of Burke-Schumann flame structure model
As described in Equation (4.2.51), mixture fraction can replace the element mass frac-
tion. The balance equation with respect to the mixture fraction becomes the same
shape as Equation (4.4.3). The computation of chemical reaction can be separated
from turbulent flow simulation since the equation does not include a chemical source
term .
As a result, incompressible RANS and conventional LES solve conservation equations
of mass, momentum and mixture fraction. Flame structure is given by a linear relation
between mixture fraction and mass fraction and temperature, for example, the Burke-
Schumann model shown in Figure 4.15. At (fuel) lean condition corresponding to
f < fst, with fst being mixture fraction under the stoichiometric condition, methane
does not exist, and oppositely oxygen does not exist at the (fuel) rich condition f > fst.
At f = fst only carbon dioxide and water vapour exist and the highest temperature is
obtained.
4.4.1 Governing Equations for ILES
Since the fast chemistry approach can separate turbulent flow calculation from chemi-
cal reaction, the ILES method applied to the non reactive flow in the previous chapter
is applied for the turbulent flow calculation. However, mass fractions instead of vol-
ume fractions are tracked. Also, correction velocity in Equation (4.2.11) is evaluated to
ensure the total mass. With this method four species can be tracked by six equations:
species ×4, momentum ×1 and energy ×1. Note that pressure is not constant since
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compressible conserved equations are solved, and that specific heat ratio is calculated
for each species. However, the diffusion term in the species equation is not calculated.
This is because the diffusion coefficient usually much smaller than the turbulent diffu-
sion coefficient [69] which is accounted and produced in the high-resolution method.
The heat conductivity is evaluated from viscous coefficient through Prandtl number
as the same way as in the non reactive flow simulation. Then, the following ILES
conservation equations for species, momentum and energy can be solved for turbulent
flow:
∂ρYk
∂t
+ ∇·(ρuYk) = 0 (4.4.4)
∂ρu
∂t
+ ∇·(ρuu) = −∇·P (4.4.5)
∂ρE
∂t
+ ∇·(ρEu) = −∇·(P·u) − ∇·q (4.4.6)
For the chemical reaction calculation, mixture fraction is first calculated as passive
scalar by mass fractions, as shown in Equation (4.2.52). The computed mixture frac-
tion is passed into the prerequisite frame structure which is the Burke-Schumann fast
chemistry model described in the previous sub section, to obtain the burnt gas mixture
composition and temperature. The density of the burnt gas is calculated so that the total
mass should be conserved in the cell. And then, pressure of the burnt gas is obtained
by the equation of state.
4.4.2 3D Simulation of A Methane Jet Flame
Simulation Setup
Three dimensional swirl flame simulation was performed. The methane and air non-
premixed burner geometry and the computational domain size was set as the same as
applied in the non reactive flows simulation; axial length is 5 × D and radial length of
8.8 × D. Grid resolutions are also the same as the typically adopted in non reaction
simulation, as shown in Table 4.2.
Table 4.2: Grid size for the fast chemistry test case
Axial Radial Circumferential Total
300 62 32 0.60 × 106
Mean inflow velocity condition are summarised in Table 4.3 with u f 0, ua0,z, ua0,r and
ua0,c representing fuel, axial air, radial air, and circumferential (azimuthal) air velocity,
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(m/s) respectively. The coflow is constant 20.0m/s for all test cases. These inflow
conditions correspond to the test cases of swirl flames selected in TNF workshop.
In the experiments 2% fluctuation velocity was observed in coflow [59] but this was
not accounted in the simulation. The test case is named SM1. In the experiments,
compressed natural gas, 90% of which is composed of methane and rest of them are
other hydrocarbons, was used instead of pure methane for the velocity measurements.
Species measurements had done separately from velocity measurements and done with
pure methane gas.
Reynolds number based on the fuel jet velocity, the diameter of fuel nozzle 3.6mm,
and methane gas viscosity is 7.2 × 103. In this combustion test case, turbulent ve-
locity fluctuating component is not added to the fuel and air inflow in order to avoid
excessive turbulent fluctuation which can affect the subgrid scale fluctuation u′S GS and
segregation factor κS GS in Equation (4.2.41).
Table 4.3: Inflow velocity [m/s] for the fast chemistry test case
u f 0 ua0,z ua0,r ua0,c S N
SM1 32.7 38.2 0.0 19.1 0.5
Flow Structure
Figure 4.16 shows instantaneous axial velocity, vorticity magnitude contour floods and
temporally averaged axial velocity of the SM1 case. The flow structure is similar to
the non reactive case and the velocity is slow on the bluff body plate. In the vorticity
contour, large vorticity magnitude can be observed far downstream, which was not seen
in the non reactive case. In the averaged flow picture the colour balance was adjusted
to emphasise the flow shape. The swirling air flow narrowed at around z/D = 1.0,
similar to the non reactive case shown in Figure 3.24. However no clear recirculation
zone can be observed.
Figure 4.17 and 4.18 show mean axial and circumferential velocity profile for the SM1
case, respectively. The profiles are compared with experiments [59] and several con-
ventional LES results [45] in which typical combination of turbulence and chemistry
model were applied; Smagorinsky model for turbulence, linear eddy model, flamelet
model or filtered density model for chemistry model. For these LES results, only vari-
ance is shown at several radial location for clarity. In general, the ILES results showed
a fair agreement with experiments and comparable profiles to the conventional LES.
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Figure 4.16: Methane air flame with fast chemistry: instantaneous axial velocity [m/s] (top),
instantaneous vorticity magnitude normalised by the maximum value in the domain (middle)
and temporally averaged axial velocity [m] (bottom)
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Figure 4.17: Mean axial velocity [m/s] at different axial distances from the burner surface.
The solid line is ILES and the circle marks are experiment [59]. Arrows show the variance of
several reference LES results [45] at typical radial location
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Figure 4.18: Mean circumferential velocity [m/s] at different axial distances from the burner
surface. The solid line is ILES and the circle marks are experiment [59]. Arrows show the
variance of several reference LES results [45] at typical radial location
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Scalar Field
Figure 4.19 (left) shows instantaneous temperature contour flood. The central methane
jet penetrates up to z/D < 1.5 without combustion, results in low temperature in this
region. High temperature region can be observed in the recirculation zones and at the
downstream (z/D > 2.0). Since temperature and species fractions are correlated to
mixture fraction by linear Burke-Schumann model shown in Figure 4.15, the scalar
field can be represented by only mixture fraction. However as depicted in Figure 4.19
(right) temporally averaged radial distribution of mixture profile showed a large dis-
crepancy, particularly around the central jet region. This is simply because non fluc-
tuation component was added to the inflow boundary condition. These results implies
that the ILES and fast chemistry approach can match and predict flow field reason-
ably accurate, however, the simple linear correlation of scalar variables and mixture
fraction cannot predict well the scalar field without setting accurate inflow boundary
fluctuation which effects the segregation factor κS GS .
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Figure 4.19: Instantaneous temperature [K] contour flood (left) and mean mixture fraction
(right)
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4.5 Summary
ILES with high-order high-resolution computational modelling was applied to methane
and air flame. The governing equations for compressible flow using a finite volume
Godunov-type method were solved with applying fifth-order spatial accurate recon-
struction methods and with a third order explicit Runge-Kutta time integration.
In the ILES calculation, no filtering operation is set, and therefore, unlike conven-
tional LES, the governing equations of ILES do not include unknown terms in species,
momentum and energy equations except for a chemical source term. Therefore, the
equations are the same shape as instantaneous (non filtered) equations. The chemi-
cal source term does not appear in the energy equation when formation enthalpy is
included in conservative total energy and only appears in the species equation. For
evaluation of transport properties, Sutherland’s law was applied for viscosity and then,
heat conductivity and diffusion coefficients were calculated by constant Prandtl num-
ber and constant species Lewis number, respectively. The non filtered Arrhenius law
was applied for the chemical source term. An analysis showed that the non filtered
Arrhenius law cannot represent the filtered (or limited in ILES) chemical source term
since the chemical reaction is nearly zero when the temperature increment is small and
very large when the temperature increment is large. Also, the analysis showed that the
correlations between fluctuations of species mass fraction and temperature needs to be
modelled if the turbulent and chemistry interaction is accounted in the subgrid scales.
Therefore, the applied model is simple but may not be sufficient for detail analysis of
interaction of turbulent mixing and chemical reaction due to the lack of consideration
for subgrid scale chemical reactions. However, it is selected in order to investigate the
combination of chemical reaction with ILES in the case when the time scale of chem-
istry is long compared to that of turbulence. For chemical reactions, a finite rate four
step global chemical reaction was used since it can track hydrogen and carbon monox-
ide which can be observed in the slow chemical reactions due to the simple Arrhenius
law model.
The combination of ILES and chemical reaction was examined by the flame structure
and the flame speed of one dimensional premixed flame computation. The results of
species distribution in the flame agreed well to the experimental data. The flame speed
based on the temperature profile of the flame well matched to the prerequisite flame
speed calculated by thermodynamical properties. Two dimensional mixing layer sim-
ulation was then performed to demonstrate ILES of nonpremixed flame. The species
scatter maps showed that the plots were within the boundary of the mixing line where
gases were well mixed but no ignition took place, and the fast chemistry line where
the mixture was fully ignited and chemical reaction occurred. The temperature field
was depicted against mixture fraction and the maximum temperature was obtained at
the fuel rich mixture side, which corresponded to experimental and other simulation
data. Also, the evolution of the temperature field due to the ignition of the mixture was
observed along the distance from the fuel and air inlet. A discrepancy from referenced
simulations were observed; the reaction rate was not high enough in the fuel rich mix-
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ture while the results showed good matching in the fuel lean mixture. The reaction rate
of methane plotted against temperature showed non zero reaction rates for all temper-
ature, which is typical for nonpremixed turbulent flames. However, the reaction rate
showed small values in the low temperature region and this causes the slow chemical
reaction rate. This implies the subgrid scale effect of the chemical source term, which
was not accounted in this simulation.
Next, simulation was performed with fast chemistry approach which is regarded as
an opposite modelling of the chemical source term with respect to the time scale of
chemistry and turbulence, i.e., the case of longer turbulent time scale compared to the
chemical time scale. In this approach, turbulent flow simulation was separated from
chemical reactions and the chemical source term vanished in the species equation. For
flame structure calculation a linear correlation of mass fraction and temperature to mix-
ture fraction, which was computed as a passive scalar from turbulent flow simulation,
was applied. The grid resolution could be set as the same as one used in non reactive
flow, which made three dimensional simulation possible.
The ILES computation was done with a 0.6 million point grid with fifth-order spatial
accurate limiter. Mean velocity filed of a swirl burner flame were compared with exper-
imental data and conventional LES. The discrepancies are large compared to the non
reactive case, however, a fair agreement and comparable accuracy were achieved. The
scalar field which can be represented by a single variable, mixture fraction was plot-
ted however, the profile could not reach to reasonable agreement with the experiments
and LES when no fluctuation component was added to the inflow boundary condition.
Simulations were performed with the same computational facility as used in the non
reactive flow simulation and the computational time producing a typical result on the
medium grid with the fifth-order limiter was about 3,840 hours.
With these results it is considered that the ILES can match to the combustion flow with-
out setting explicit modelling of subgrid viscous term and subgrid transport terms. For
well burnt flames in which chemical reaction completes ILES with a simple fast chem-
istry approach can simulate with reasonable accuracy for velocity filed. For incom-
plete combustion flames and in the consideration of intermediate species, e.g., carbon
monoxide, NOx and radicals, direct calculation of chemical source term is available,
however, large error can be possible unless fine grids are applied.
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C H A P T E R 5
Conclusions and Suggestions
5.1 Conclusions
This thesis covered numerical methods and analyses of non reactive and reactive flows
using an ILES technique based on high-resolution and high-order methods.
For the non reactive flow, the ILES simulation solved the governing equations for
compressible, single phase, multi-species flow using a finite volume Godunov-type
method without explicit modelling of the subgrid scales. Instead of mass fraction
tracking a volume fraction tracking method by Allaire was applied. Second, fifth and
ninth-order limiters were used to achieve high order spatial accuracy and a third-order
explicit Runge-Kutta method for time integration was applied.
Temporally and circumferentially averaged flow profiles were compared with the ex-
perimental data. The axial and the radial velocity and rms velocity profiles showed
good agreement in the strong turbulent region, the recirculation region and the down-
stream region of the flow fields. Also, the mixture fraction profiles demonstrated a
good agreement to the experimental data in the multi-species flow simulations.
The one dimensional kinetic energy spectrum was examined to evaluate the effects of
grid resolution and limiter on energy dissipation in the ILES computation method. An
ideal k−5/3 decay of energy can be seen in a certain range that increased with grid res-
olution. In computations with the fifth-order accurate limiter the cut-off wavenumbers
were found to be larger than the estimated maximum wavenumbers appearing on the
given computational grid. This implies that the numerical dissipation sufficiently ac-
counted for the energy transportation between large and small eddies up to the effective
cut-off. The second, fifth and ninth-order limiter were examined on the medium grid.
The fifth-order limiter showed good resolution of the kinetic energy dissipation with
reasonable computational time compared to the second-order limiter. The ninth-order
limiter required substantially larger computational power.
To investigate effects of density differences between fuel and air, numerical simula-
tions were performed on different density fuel jet flows with corresponding Atwood
number from 0 to 0.871. Temporally and spatially averaged mean streamlines and ve-
locity contours showed that with an identical momentum flux of the fuel jets, the flow
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structure and velocity field were unchanged by Atwood number, except for the central
fuel jet region. At the centre axis, the velocity decay rate increased monotonically with
the increase of Atwood number, which resulted in the same velocity profile at further
downstream. The volume fraction field changed due to the variation of injected fuel
volume into the domain, however, a large, constant fuel volume fraction region was
formed for all test cases. The amount of the volume fraction in this region was con-
trolled by species mixing at a point where fuel and air stream collided. This point is
located at the top edge of the recirculation zone, and a large rms volume fraction was
observed for all test cases. A mixing parameter originally introduced for investigating
the mixing of molecular species in a mixing layer was applied to complex turbulent
flow. It was found that the degree of molecular mixing decreased at the mixing point
with the increase of Atwood number. The simulation results showed that the feature of
the mixing field and the effects of Atwood number can be described with this parame-
ter.
With regard to the combustion flow simulation, ILES with high-order high-resolution
computational modelling was applied to methane air flame and the governing equations
for compressible flow were solved using a finite volume Godunov-type method. Just as
for non reactive flow simulations, fifth-order spatial accurate reconstruction methods
were applied with a third order explicit Runge-Kutta time integration. In the ILES
calculation, no filtering operation was set and hence, unlike conventional LES, the
governing equations of ILES do not include unknown terms in species, momentum and
energy equations except for chemical source term. The chemical source term appears
only in the species terms and requires a non filtered Arrhenius law. This model was
selected in order to investigate the combination of chemical reaction with ILES for
the case when the time scale of chemistry is long compared to that of turbulence.
For chemical reaction modelling, a finite rate four step global chemical reaction was
applied.
The combination of ILES and chemical reaction was examined by the flame structure
and the flame speed of one dimensional laminar premixed flame computation. The
results agreed well to the experimental data. Two dimensional mixing layer simulation
was then performed to demonstrate ILES of nonpremixed flame. The species mass
fraction scatter maps showed that the mixture gas conditions were within the mixing
line, where gases are well mixed but no ignition takes place, and the fast chemistry line,
where the mixture is fully ignited and chemical reaction occurs. The temperature field
was depicted against mixture fraction and the maximum temperature was obtained at
the fuel rich mixture side, which corresponded to experimental and other simulation
data. Also, the evolution of the temperature field due to the ignition of the mixture
was observed along the distance from the fuel and air inlet. A discrepancy from refer-
enced simulations was observed: the reaction rate was not high enough in the fuel rich
mixture while the results showed good matching in the fuel lean mixture.
The reaction rate of methane plotted against temperature showed non zero reaction
rates for all temperatures, which is typical for nonpremixed turbulent flames. However,
the reaction rate showed small values in the low temperature region and this causes the
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slow chemical reaction rate. This implies that the effects of the chemical source term
in the subgrid scale was not accounted in this simulation.
Simulation was performed with fast chemistry approach that is regarded as an opposite
modelling of the chemical source term with respect to the time scale of chemistry
and turbulence, i.e., the case of longer turbulent time scale compared to the chemical
time scale. In this approach, turbulent flow simulation was separated from chemical
reactions and the chemical source term vanished in the species equation. For flame
structure calculation a linear correlation of mass fraction and temperature to mixture
fraction, which was computed as a passive scalar from turbulent flow simulation, was
applied. The grid resolution can be set as the same as one used in non reactive flow
and hence, three dimensional simulation is possible. The mean velocity of a swirl
burner flame were compared with experimental data and conventional LES and a fair
agreement was achieved.
From these results, obtained by the combination of turbulent flow calculation with slow
and fast chemistry, it can be concluded that the ILES can match to the combustion flow
without setting explicit modelling of subgrid viscous term and subgrid transport terms.
For well burnt flames in which chemical reaction is complete ILES with a simple fast
chemistry approach can be reasonably accurate. For incomplete chemical reaction
flames and in the consideration of intermediate species, e.g., carbon monoxide, NOx
and radicals, direct calculation of chemical source term is available but large errors are
possible without the application of fine grids.
This work contributed to knowledge of computational fluid dynamics by:
• showing availability of the ILES with high-resolution method to a complex fuel
jet mixing flow, and
• describing combinations of ILES turbulent flow with slow and fast chemical
reactions.
Also, this work contributed to knowledge of fluid physics by:
• showing effects of a wide range of Atwood number and fluid properties on fuel
jet flows.
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5.2 Suggestions for Future Work
For non chemical reactive flows the ILES with high-resolution method has already
showed promising capability and this work gives further evidence to these encouraging
results: However, some topics are still open to ILES. For example, in the recent TNF
workshop [46] some indexes were proposed to examine quality of LES: These depend
on turbulent viscosity and so are not available for ILES. Instead an investigation of
kinetic energy can be a method to check the quality of ILES and this was described
in this work: High computational cost will be required if all flow field (grid point)
are to be examined. Regarding the numerical simulation of mixing flows of fuel jets,
detail investigations of transport properties can be an interesting topic. In this work,
diffusion terms in volume fraction equations were neglected as these terms are usually
small compared to turbulent diffusion terms, but in multi-species flows the effect of
Schmidt number (or Lewis number) is not well understood for ILES.
For combustion flows more issues are open to ILES. Whether the ILES method can
truly mimic the subgrid scale models for species and energy equations still requires
further evidence. And, the major challenge is in the chemical source term. In order
to represent the filtered chemical source term some models have been proposed in
LES, e.g., a linear eddy model and a presumed density function model. Therefore,
investigations of these methods combined with ILES can result in contributions to
both numerical methods and flow physics.
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