In this paper, a Neural Network Model is designed for the classification of normal and abnormal electrocardiography (ECG) signals. Linear Prediction Coding (LPC) is used for extracting the features of the signals generated from each patient. The features of the signals are applied as inputs to train and test the Neural Network. Different Neural Network architectures investigated in order to achieve a better performance. Test results show that, the classification accuracy of the network can reach 98 %.
INTRODUCTION
The use of Neural Network systems in ECG signal analysis offers several advantages over conventional techniques. First, a Neural Network can perform the necessary transformation and clustering operations automatically and simultaneously. Second, a Neural Network is able to recognize complex and nonlinear groups in the hyperspace. This is a distinct advantage over many conventional techniques. Third, a Neural Network is massively parallel in nature and can easily operate in real-time scenarios [1] .
Neural Networks models have been used in the domain of cardiology such as myocardial infraction prediction [2] , [3] , ECG classification [4] , [5] , detection and recognition of abnormal electrocardiograms [6] , [7] , model and diagnosis cardiovascular systems [8] , training of ECG signals [9] , and analysis of serial cardiac enzyme data [10] , [11] .
In this paper, we study the effect of changing the architecture of a proposed Neural Network model applied to cardiology. There are two main stages: feature extraction and classification. In the first stage, Linear Prediction Coding (LPC) is used for feature extraction where its linear predictive coefficients act as features for the * Dr., Dept. of Computer & Operation Research, Military Technical Collage. ** Ass. Prof. Dr., Dept. of Computer & Operation Research, Military Technical Collage. *** Eng., Egyptian Armed Forces.
Data Collection
The ECG, however, is a nonlinear signal generated from the human body. The electrical signal from the heart is detected as the surface of the body through five electrodes, which are joined to the ECG recorder by wires. One electrode is attached to each limb and one is held by suction to the front of the chest and moved to different positions. Using a data acquisition card, a group of ECG signals for different patients have been collected and converted to digital signals, then applied as inputs to the proposed Neural Network model.
Input Measurements
The input of the network is the Linear Predictive Coding (LPC) coefficients resulted from the preprocessing of the collected ECG signals as mentioned in 3.1.
Output Decision
The proposed model has the ability to distinguish between normal and abnormal persons. Also, it classifies the type of the disease whether it is Myocardial Infraction, Hyper Kalenia, Digitalis Toxicity, or Angina Pectoris. 
THE PROPOSED SYSTEM

ECG Preprocessing (Feature Extraction)
The main objective of the preprocessing is to extract a minimal set of parameters which adequately represents each ECG signal without sacrificing classification performance of the ANN classifier. Using a minimal set of ECG features allows for a reduction in the size of the ANN, which is desirable for real-time implementation of the classifier. These ECG feature parameters are used as training and test inputs to the ANN classification model [1] .
The basic idea behind the linear prediction method in ECG signal analysis is that a sample ECG data can be approximated as a linear combination of past ECG samples. The structure of this concept is illustrated in figure 2 .
The actual ECG sequence s(i) can be approximated by another sequence "' (i) which is determined by a unique set of predictor coefficients and the past P samples s(i) [13] . That is,
where a(k) is kth linear predictive coefficients (LPC). These coefficients are used as weighting factors in a linear combiner as shown in figure 2.
P past values of s Predicted Output g (i)
Fig. 2 :
Pth order linear predictive mechanism Table 1 shows the changes in the linear predictive coefficients sets for prediction order P for P=5 to P=9 coefficients. In figure 3 , the ECG signal and its linear prediction coefficients for various order are compared. 
ANN Classification Model
A three-layer, feed-forward Back Propagation Neural Network model is created. The creation performed using Neural Works Professional II/PLUS format [18] .
Network architecture
The architecture of the proposed network is achieved by determining the number of processing elements (PEs) in each layer, number of hidden layers, and the layer parameters (Learning Rule, Transfer Function, Noise Function, Summation Function, and Error Function) for each layer.
The weights associated to the interconnections among the neurons represent the implicit knowledge contained in the network. This knowledge is the result of training, which is performed until reaching the desired response. High performance network is achieved, when it passes the test examples with acceptable accuracy.
Initial network architecture
A three-layer, feed-forward Back Propagation model is created, consisting of an input layer, one hidden layer, and an output layer with the number of PEs in the input layer=5, in the hidden layer=5, and in the output layer=5, as shown in figure 4 . Each unit in the network is connected to all units in the layers above its own (fully interconnected). Each connection has a positive or negative weight associated with it. The layer parameters are as follows :-
Learning rule
Delta rule as a learning rule.
Summation function
Weighted sum, which is the traditional sum of the effective inputs . n net = ANT ; xi
Wi : the weight. X; : the input. net : the output of the summation function.
Transfer function
Each unit in the hidden layer and the output layer thresholds a weighted sum of its inputs to get an output by applying a Sigmoid function defined by :
where k is a positive constant that controls the spread of the sigmoid function.
Noise function
Uniform distributed noise function is used as a noise function.
Error function
Standard error function is used. It does not perform any transformation for the error. It is defined by : The initial architecture of the proposed model is changed, to reach suitable architectures that improves the performance, by changing :-1.The number of processing elements in the input layer, i.e., changing the number of linear predictive coding (LPC) coefficients. 2.The number of hidden layers. 3.The number of processing elements in the hidden layers. 4.The layer parameters of the hidden layer, and the output layer.
Input layer design
The input layer of the network has a number of processing elements which is equal to the number of Linear Predictive Coding (LPC) coefficients. The LPC coefficients are the result of the preprocessing of the acquired ECG signals [12] . The suitable number of LPC coefficients has been chosen according to the minimum Root Mean Square error (RMS). LPC has been taken equal to 5, 6, 7, 9, 12, 15 , and 20 coefficients respectively. Figure 5 shows networks with different number of LPC coefficients and their corresponding root mean square error. It has been noticed that, the error degraded gracefully as the number of LPC coefficients increases. It has been found that there is no remarkable error reduction after using 15 LPC coefficients. So, only 15 LPC coefficients have been chosen [12] . 
Hidden layers design
The design of the hidden layer means the choice of :
1-Number of hidden layers 2-Number of PEs in each hidden layer
Number of hidden layers
Recent researches into Back Propagation Networks shows that almost any function can be synthesized using a sufficiently complex Back Propagation Network with a single hidden layer. A good general principle is to design the least complicated network that provides good results. Sometimes a network with two hidden layers and fewer total PEs can do just as well as a more complicated network with a single hidden layer. Having less PEs has some performance advantages, in particular, requiring less memory and providing faster convergence [18] .
We design the proposed model for the number of hidden layers by using none hidden layers, one hidden layer, and two hidden layers, and test the RMS at each case as shown in figure 6 . It was found that the RMS decreases when using one hidden layer, so, one hidden layer is the best choice for the number of hidden layers.
Figure 6 :
The suitable number of hidden layers leading to a minimum RMS
Number of PEs on the hidden layer
The design of the number of processing elements in the hidden layer follows the following algorithm [19] :
Stepl : Start with a number of neurons which is definitely too small .
Step2 : Train and test the network Step3 : Record its performance Step4 : Then slightly increase the number of hidden neurons , and train and test again. Step6 : Repeat 1-4 until the error is acceptably small , or no significant improvement is noticed , whichever come first.
The number of neurons in the hidden layer has been chosen according to minimum root mean square error. We start with 6 neurons and increase this number until 15 neurons. Figure 7 shows different networks and their corresponding root mean square error. It was found that 7 PEs would lead to the minimum RMS error.
Figure 7 :
The suitable number of hidden neurons leading to a minimum RMS
Output layer design
The last layer, output layer, has five PEs which corresponding to the five Output classes (Normal, Myocardial Infraction, Hyper Kalenia, Digitalis Toxicity, and Angina Pectoris).
Training technique
The aim of training an ANN is to adjust the weights and the bias. Training is performed by a training algorithm. There are two approaches to train an ANN Supervised Training, and Unsupervised Training.
The proposed model is a Back Propagation model that uses a supervised training technique. In supervised training, both the inputs and the outputs are provided. The network then processes the inputs and compares its resulting outputs against the desired outputs. Errors are then propagated back through the system, causing the system to adjust the weights which control the network. The train and test files have been written in PROFESSIONS II/PLUS format [18] , each row in the file consists of a number of LP coefficients, forms the input vector, paired with the desired target vector. The input vector is separated from the target vector by the "&" sign. The number of LP coefficients that were tried are 5, 6, 7, 9, 12, 15, and 20 coefficients.
Training examples
System performance
Neural network does not always give the exact result you desire. It is for that reason ANNs used in applications where humans are also unable to be always right [18] . In this study, the network performance is analyzed during both the training and test phase. The test phase is one way of determining how will the network has learned, and perform. During the test phase, the test cases are presented to the network and the network provides output. Based on this output and the known desired output, the Root mean Square error (RMS), and classification accuracy of the network are measured.
Root Mean Square error (RMS)
The root mean square error adds up the squares of the errors for each PE in the output layer, divides by the number of PEs in the output layer to obtain an average, and then takes the square root of that average. Hence the name root mean square. The squaring of the errors get rid of the sign of the error, but increase the magnitude. The square root removes the increase of the magnitude resulting from the squaring operation, leaving the absolute value. 
Classification accuracy
Reject a true / Accept a false (type I / type II) errors are one of the common aspects for any system. Type I error represents False Reject Rate (FRR) which is the error rate when the system rejects a true case, while type II error represents False Accept Rate (FAR) which is the error rate when the system accepts a false case [20] .
In this paper, the classification accuracy of the system represents the true rate when the system accepts a true case, i.e., for a number of patients equal to P the FRR, FAR, and accuracy are defined by : 
(8)
Layer parameters
There are five major components, which make up an artificial neuron, Learning Rule, Transfer Function, Noise Function, Summation Function, and Error Function. These components are valid whether the neuron is used for input, output, or is in one of the hidden layers. In the initial proposed model the layer parameters are as follows :-Learning Rule : Delta Rule, Transfer Function : Sigmoid, Summation Function : Sum, Error Function : Standard, and Noise Function : Uniform.
Changing layer parameters of the proposed model:
The purpose of changing the layer parameters is to reach a suitable architecture that improves the performance (higher Accuracy, smaller Root Mean Square error, and less Convergence Time). Changing layer parameters is achieved by changing learning rule, transfer function, summation function, noise function, and error function.
Learning rule
The Learning Rule specifies how connection weights are changed during the learning process. The purpose of the learning rule is to modify the variable connection weights on the inputs of each processing element (PE) according to some algorithms. For the Back Propagation Neural Network there are three learning rules :-the Delta Rule, the Cumulative Delta Rule, and the Normalized Cumulative Delta Rule
Summation function
The first step in a processing element's operation is to compute the weighted sum of all inputs. Available summation functions are :-Weighted sum, and Cumulative Summation.
Transfer function
The transfer function is a non-linear function that transfers the internally generated sum of each processing element to a potential value. The result of the summation function is transformed to a working output through an algorithmic process known as a transfer function. Available transfer functions are :-Sigmoid, and Tangent Hyperbolic (TanH).
Noise function
The noise function is normally referred to as "temperature" of the artificial neurons. Available noise functions are :-Uniform, Gaussian, and None (Noise=0).
Error function
In most learning networks the difference between the current output and the desired output is calculated. This raw error is then transformed by the error function to match a particular network architecture. Available error functions are :-Standard, Quadratic, Cubic, and Tolerant. Table 2 represents some of the examined models and their corresponding layer parameters. The examination process starts from an initial model refereed to as Model 1. By changing the layer parameters other models are obtained. Table 2 contains 32 of these models. 
EXPERIMENTAL RESULTS
The experimental results presented in this study, for classification of normal and abnormal ECG signals, were based on data for eighty fife patients. Linear predictive coding (LPC) coefficients extracted from each ECG signal, are utilized to train and test the proposed neural network classifier. The network was written in the PROFESSIONS II/PLUS format [18] , and implemented on a PC Pentium 233 MHz Computer.
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A three-layer, feed-forward Back Propagation model was created. It has an 'nitial architecture consisting of an input layer, one hidden layer, and an output layer The number of PEs in the input layer=5, the number of PEs in the hidden layer=5, and the number of PEs in the output layer=5. The layer parameters are :-Delta rule as a learning rule, Sigmoid as a transfer function, Weighted sum as a summation function, Uniform as a noise function, and Standard as an error function.
The performance of the network was evaluated by three different parameters: accuracy, root mean square error (RMS), and number of cycles (convergence time). Based on try and error technique, the architecture of the initial model has been changed to reach a suitable architecture that improves the performance. It has been noticed that :- Figure 8 shows that, the layer parameters of Models 1, 2, 5, 7, 8, 9, 10, 17, 21, 24, 29, 30 and 31 lead to a higher accuracy. Fig. 8 : Effect of changing Architecture on Accuracy Figure 9 shows that, the layer parameters of Model 28, and 30 lead to a less convergence time (number of cycles). Proceedings of the 2nd ICEENG Conference, 23-25 Nov. 1999 Figure 10 shows that, the layer parameters of Models 1, 7, 8, 21, and 24 lead to a less RMS. Fig. 10 : Effect of changing Architecture on RMS
CONCLUSION
A reliable classification methodology to distinguish between normal and abnormal ECG signals, based on neural network architecture, is presented in this study. The features that were used for the classification task reduce the size of the neural network classifier with acceptable discrimination ability for possible real-time ECG diagnosis. The architecture of the designed cardiovascular neural network is changed to improve its performance, it was noticed that the total performance (Accuracy, RMS, Convergence time) of the network is better when using :-1-Fifteen linear predictive coding (LPC) coefficients to represent the number of processing elements in the input layer. 2-The number of hidden layers is equal to one hidden layer. 3-The number of processing elements in the hidden layer is equal to 7 PEs. 4-The layer parameters, Delta Rule as a learning rule, Sigmoid as a transfer function, Weighted sum as a summation function, Gaussian as a noise function, and Quadratic or Cubic as an error function.
For the future work, There is still an extra work that can be done in the developed system, by acquiring more extra ordinary examples from patients, train the network over it to increase its performance, and adding new cases to the system to increase its capability. 
