Abstract. Context-free processes (BPA) have been used for dataflow-analysis in recursive procedures with applications in optimizing compilers [6] . We introduce a more refined model called BPA( ) that can model not only recursive dependencies, but also the passing of integer parameters to subroutines. Moreover, these parameters can be tested against conditions expressible in Presburger-arithmetic. This new and more expressive model can still be analyzed automatically. We define -input 1-CM, a new class of one-counter machines that take integer numbers as input, to describe sets of configurations of BPA( ). We show that the ÈÓ×Ø £ (the set of successors) of a set of BPA( )-configurations described by a -input 1-CM can be effectively constructed. The ÈÖ £ (set of predecessors) of a regular set can be effectively constructed as well. However, the ÈÖ £ of a set described by a -input 1-CM cannot be represented by a -input 1-CM in general and has an undecidable membership problem. Then we develop a new temporal logic based on reversal-bounded counter machines that can be used to describe properties of BPA( ) and show that the model-checking problem is decidable.
Introduction
Besides their classical use in formal language theory, pushdown automata have recently gained importance as an abstract process model for recursive procedures. Algorithms for model checking pushdown automata have been presented in [3, 1, 11, 4] . Reachability analysis for pushdown automata is particularly useful in formal verification. Polynomial algorithms for reachability analysis have been presented in [1] and further optimized in [5] . For most purposes in formal verification it is sufficient to consider BPA ('Basic Process Algebra'; also called context-free processes), the subclass of pushdown automata without a finite control. BPA have been used for dataflow-analysis in recursive procedures with applications in optimizing compilers [6] . The weakness of BPA is that it is not a very expressive model for recursive procedures. It can model recursive dependencies between procedures, but not the passing of data between procedures or different instances of a procedure with different parameters.
Example 1.
Consider the following abstract model of recursive procedures È É Ê Ë and , which take an integer number as argument: (Ü Ý means "Ü divides Ý" If one starts by calling procedure È (with any parameter) then procedure Ê will never be called, because È never calls É with an even number as parameter. However, a BPA model for these procedures cannot detect this.
Thus, we define a new more expressive model called BPA( ) that extends BPA with integer parameters. Procedures are now called with an integer parameter that can be tested, modified and passed to subroutines. We limit ourselves to one integer parameter, because two would give the model full Turing power and make all problems undecidable. BPA( ) is a compromise between expressiveness and automatic analysability. On the one hand it is much more expressive than BPA and can model more aspects of full programs. On the other hand it is still simple enough such that most verification problems about BPA( ) stay decidable. For the verification of safety properties, it is particularly useful to have a symbolic representation of sets of configurations and to be able to effectively construct representations of the ÈÖ £ (the set of predecessors) and the ÈÓ×Ø £ (the set of successors) of a given set of configurations. While finite automata suffice for describing sets of configurations of BPA, a more expressive formalism is needed for BPA( ). We define -input 1-CM, a new class of one-counter machines that take integer numbers as input, to describe sets of configurations of BPA( ). We show that the ÈÓ×Ø £ (the set of successors) of a set described by a -input 1-CM can be effectively constructed. The ÈÖ £ (the set of predecessors) of a regular set can be effectively constructed as well. However, the ÈÖ £ of a set described by a -input 1-CM cannot be represented by a -input 1-CM in general and has an undecidable membership problem. We develop a new temporal logic based on reversal-bounded counter machines that can be used to describe properties of BPA( ). By combining our result on the constructibility of the ÈÓ×Ø £ with some results by Ibarra et al. on reversal bounded counter machines [7, 8] we show that the model-checking problem is decidable.
BPA( )
We define BPA( ), an extension of BPA, as an abstract model for recursive procedures with integer parameters. If one extends the model BPA( ) by allowing two integer parameters instead of one, it becomes Turing-powerful, because it can simulate a Minsky 2-counter machine.
It is clear that a BPA( ) can simulate a 1-counter machine. However, the set of reachable configurations of a BPA( ) cannot be described by a normal 1-counter machine.
Example 7.
Consider the BPA( ) with just one rule ´ µ ´ · ½µ ´ µ and initial state ´¼µ. The set of reachable configurations are all decreasing sequences of the form ´Òµ ´Ò ½µ ´Ò ¾µ ´¼µ for any Ò ¾ ÁAE. The language consisting of these sequences cannot be accepted by a normal 1-counter machine, no matter how the integer numbers are coded (e.g., in unary coding or in binary as sequences of 0 and 1). The reason is that one cannot test the equality of the counter against the input without losing the content of the counter during the test.
The central problem in this paper is to compute a representation of the set of reachable states of a BPA( ). 
Definition 10. A pushdown counter automaton (PCA) [7] is a pushdown automaton that is augmented with a finite number of reversal-bounded counters (containing integers). A counter is reversal bounded iff there is a fixed constant s.t. in any computation the counter can change at most times between increasing and decreasing.
Now we define a new class of 1-counter machines with infinite input. These -input 1-counter machines consider whole integer numbers as one piece of input and can compare them to constants, or to the internal counter without changing the counter's value. Additionally, they have several other useful features like Presburger-tests on the counter.
-input 1-counter machines will be used in Section 4 to represent sets of reachable configurations of BPA( ). The instructions have the following form: 
Ù ××´µ (setting the counter to a nondeterministically chosen integer).
It is now easy to see that the set of reachable states of Example 7 can be described by the following -input 1-counter machine with initial configuration´Õ ¼ ¼µ:
While instructions of type 6 (integer input) do increase the expressive power of 1-counter machines, this is not the case for instructions of type 7 (Presburger tests). The following lemma shows that instructions of type 7 can be eliminated if necessary. We use them only as a convenient shorthand notation.
Lemma 12. For every (alternating) ( -input) 1-counter machine Å with Presburger tests (i.e., instructions of type 7), an equivalent (alternating) ( -input) 1-counter machine Å ¼ without Presburger tests can be effectively constructed. (Equivalent means
that it accepts the same input (initial counter value), and the same language.) Proof. Any Presburger formula can be written in a normal form that is a boolean combination of linear inequalities and tests of divisibility. As we consider only Presburger formulae with one free variable, it suffices to consider tests of the forms , and for constants ¾ . Let Ã be the set of constants used in these tests. Ã is finite and depends only on the Presburger predicates used in Å. Let 
Ù Ø
It is only a matter of convention if a -input 1-CM reads the input from left to right (the normal direction) or from right to left (accepting the mirror image as in the example above). It is often more convenient to read the input from right to left (e.g., in Section 5), but the direction can always be reversed, as shown by the following lemma. To prove this theorem we generalize the proof of a theorem in [1] which shows that the È Ó×Ø £ of a regular set of configurations of a pushdown automaton is regular. This proof uses a saturation method, i.e. adding a finite number of transitions and states to the automata representing configurations. We cannot directly adapt this proof to BPA( ), because process constants in a configuration can disappear for certain values of the parameter by applying decreasing rules. We show how to calculate a Presburger formula to characterize these values. This allows us to eliminate decreasing rules from ¡. This means that symbols produced by rules in some derivation can not disappear later. Then, we can apply the saturation method. First, we show how to characterize the set ´ µ £ ¡¯ by a Presburger formula.
We transform the set of rules ¡ into an alternating one-counter machine and show that the set of initial values of accepting computations is effectively semilinear. This follows from a corollary of a theorem from [1] which states that the È Ö £ of a more general model (alternating pushdown systems) is regular.
Theorem 15. [1] Given an APDA È and a regular set of configurations , ÔÖ £´ µ is regular and effectively constructible.
With an APDA we can easily simulate an alternating one-counter machine with Presburger tests: First, we eliminate the Presburger tests with Lemma 12. Then, with the stack we can easily simulate the counter. We obtain the following:
Corollary 16. Let Å be an (alternating) one-counter machine with Presburger tests. The set of initial counter values for which a computation of Å is accepting is effectively
Presburger definable. We use this lemma to prove Theorem 14. To construct a counter machine Å ¼ representing È Ó×Ø £ ¡´Å µ, given a counter machine Å and a set of BPA( ) rules ¡, it suffices to consider non-decreasing rules. We explain the main idea with an example: Suppose we have a rule of the form ´ µ ´ · ¿µ ´ ¾µ È´ µ in ¡ and the automaton Å is of the following form: Notice that the counter is not tested before the input instruction. This is not a restriction (see full paper [2] ). We add a new state Õ for and transitions to Å and obtain: The transition going out of Õ changes the counter value in such a way that if is read with parameter then is read with a parameter , where is the difference between ¾ and ¿. Then, the transition restores the counter value to the value before application of the rule by adding ¾ and tests È´µ. It is clear that in this way we only add a finite number of states and transitions. A lot of cases have to be considered. The details of the proof can be found in the full paper [2] .
Remark 19. While the language of reachable states of any BPA( ) can be described by a -input 1-CM, the converse is not true. Some -input 1-CMs describe languages that cannot be generated by any BPA( ). Consider the language
It is easy to construct a -input 1-CM for this language (it just ignores the values of the ). However, no BPA( ) generates this language, since it cannot guess the values of the arbitrarily many without losing the value for , which it needs again at the end.
The complexity of constructing a representation of Post £ must be at least as high as the complexity of the reachability problem for BPA( ). A special case of the reachability problem is the problem if the empty state¯is reachable from the initial state. [10] , and thus requires at least doubly exponential time). Now we consider the restricted case of BPA( ) without Presburger constraints.
Theorem 20. The¯-reachability problem for BPA( ) without full Presburger constraints, but with constants on the left sides of rules, is AEÈ-hard.
Proof. We reduce 3-SAT to¯-reachability. Let É É ½ É be a boolean formula in 3-CNF with clauses over the variables Ü ½ Ü Ò . Let Ô Ð be the Ð-th prime number.
We encode an assignment of values to Ü ½ Ü Ò in a natural number Ü by Gödel coding, i.e., Ü is true iff Ü is divisible by Ô . The set of rules ¡ is defined as follows:
As the Ð-th prime number is Ç´Ð ¡ ÐÓ Ðµ, the size of ¡ is Ç´ · Ò ¾ ÐÓ Òµ. It is easy to see that ´¼µ £¯i ff É is satisfiable.
Ù Ø 5 The Constructibility of Pre £
In this section we show that the ÈÖ £ of a regular set of configurations (w.r.t. a BPA´ µ) is effectively constructible. However, the ÈÖ £ of a set of configurations described by a -input 1-CM is not constructible. It is not even representable by a -input 1-CM in general. Regular sets are given by finite automata. We define that finite automata ignore all integer input and are only affected by symbols. So, in the context of BPA( ) we We consider all (finitely many) pairs´ Öµ where ¾ ÓÒ×Ø´¡µ and Ö ¾ ×Ø Ø ×´Êµ. The proof is by reduction of the halting problem for Minsky 2-counter machines. It is given in the full paper [2] . Theorem 22 does not automatically imply that the ÈÖ £ of a -input 1-CM (w.r.t. ¡) cannot be represented by a -input 1-CM. It leaves the possibility that this -input 1-CM is just not effectively constructible. (Cases like this occur, e.g., the set of reachable states of a classic lossy counter machine is semilinear, but not effectively constructible [9] .) However, the following theorem (proved in the full
paper [2] ) shows that the ÈÖ £ of a -input 1-CM is not a -input 1-CM in general. Intuitively, ISL formulae specify regular patterns (using automata) involving a finite number of integer values which are constrained by a Presburger formula. We use ISL formulae to specify properties on the configurations of the systems and not on their computation sequences, the typical use of specification logics in verification. For instance, when BPA( )'s are used to model recursive programs with an integer parameter, a natural question that can be asked is whether some procedure can be called with some value satisfying a Presburger constraint È . This can be specified by asking whether there is a reachable configuration corresponding to the pattern ÓÒ×Ø £ ´ µ ÓÒ×Ø £ , where È´ µ holds. Using ISL formulae, we can specify more complex questions such as whether it is possible that the execution stack of the recursive program can contain two consecutive copies of a procedure with the same calling parameter. This corresponds to the pattern ÓÒ×Ø £ ´ ½ µ´ ÓÒ×Ø µ £ ´ ¾ µ ÓÒ×Ø £ , where ½ ¾ .
The first result we show, is that we can characterize ℄℄ by means of reversal bounded counter automata. However, elements of ℄℄ are sequences over an infinite alphabet, since they may contain any integer. To characterize over a finite alphabet an element Û ¾ ℄℄ we can encode the integers in Û in unary: a positive (resp. negative) integer is replaced by (resp. ) occurrences of a symbol Ô (resp. Ò ). Hence, given a set Ä of ISS, let Ä denote the set of all sequences in Ä encoded in this way. We can characterize ℄℄ with a reversal bounded counter automaton. We construct a PCA from Å by (1) using the pushdown store to encode the counter (2) choosing non-deterministically exactly input values which are compared to the counter. For these comparisons we need additional reversal bounded counters (to avoid losing the counter value). is decidable. This follows from Lemma 28, Lemma 25, the fact that the intersection of a CA language with a PCA language is a PCA language (Lemma 5.1 of [7] ), and Theorem 5.2 of [7] which states that the emptiness problem of PCA is decidable.
Ù Ø

Finally, we consider another interesting problem concerning the analysis of BPA( )'s. When used to model recursive procedures, a natural question is to know the set of all the possible values for which a given procedure can be called. More generally, we are interested in knowing all the possible values of the vectors´ ½ Ò µ such that there is a reachable configuration which satisfies some given ISL formula ´ ½ Ò·½ È µ. We show that this set is effectively semilinear. 
Ù Ø 7 Conclusion
We have shown that BPA´ µ is a more expressive and more realistic model for recursive procedures than BPA. The price for this increased expressiveness is that a stronger automata theoretic model ( -input 1-CM) is needed to describe sets of configurations, while simple finite automata suffice for BPA. As a consequence the set of predecessors is no longer effectively constructible for BPA´ µ in general. However, the set of successors is still effectively constructible in BPA´ µ and thus many verification problems are decidable for BPA´ µ, e.g., model checking with ISL. Thus, BPA´ µ can be used for verification problems like dataflow analysis, when BPA is not expressive enough. We expect that our results can be generalized to more expressive models (e.g., pushdown automata with an integer parameter), but some details of the constructions will become more complex.
