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Let G be a graph consisting of powers of disjoint cycles and let
A be an intersecting family of independent r-sets of vertices.
Provided that G satisﬁes a further condition related to the clique
numbers of the powers of the cycles, then |A| will be as large
as possible if it consists of all independent r-sets containing
one vertex from a speciﬁed cycle. Here r can take any value,
1  r  α(G), where α(G) is the independence number of G .
This generalizes a theorem of Talbot dealing with the case when G
consists of a cycle of order n raised to the power k. Talbot showed
that |A| (n−kr−1r−1 ).
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
At the British Combinatorics Conference at Queen Mary and Westﬁeld College in 1997, Holroyd [11]
posed the following question about King Arthur and the Knights of the Round Table. There were
altogether n knights and they each had their own place at the Round Table. King Arthur needed to
send out excursion parties r ( n/2) to each party, on different days, but he did not wish to invite
trouble by sending out the same party more than once, nor did he wish to send out two knights
in the same party who occupied adjacent seats. King Arthur also wished the information found by
different parties to be correlated, and to aid in this he required that any two parties should have at
least one knight in common. Holroyd’s question was: how long could this go on for, or, in other words,
how many different parties could be made up? It seemed likely that the number of different parties
would be
(n−r−1
r−1
)
, which is the number that can be obtained by having one knight (Sir Lancelot?) go
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1024 A.J.W. Hilton, C.L. Spencer / Journal of Combinatorial Theory, Series A 116 (2009) 1023–1033out in every party. (Obviously, if it were Sir Lancelot, the arrangement could not last once King Arthur
discovered the ﬁckleness of Guinevere and the treachery of Sir Lancelot.)
This problem can be expressed nicely in terms of graph theory. Let G be a graph with vertex set V
where |V | = n, and let A be an intersecting family of independent r-subsets of V . (A is intersecting if
A, B ∈ A ⇒ A ∩ B = ∅; a common alternative name for an independent set is a stable set and a set of
vertices S is stable, or independent, if no edge of G joins any two vertices of S; an r-subset is a subset
with r elements.) Let α(G) denote the largest number of independent vertices that exist in G . Thus
the conjecture can be rephrased thus:
If 1  r  n2 and G = Cn , a cycle with n vertices, and A is an intersecting independent family of
r-subsets of V (G), then
|A|
(
n − r − 1
r − 1
)
.
This conjecture was an interesting analogue of the Erdo˝s–Ko–Rado theorem. This can be thought of
as being the same problem but with a different graph, not a cycle but the null graph with no edges
and n vertices, and then the conclusion is that
|A|
(
n − 1
r − 1
)
.
The conjecture aroused quite a lot of interest, especially when it was realized that the proof would
not be easy. (The only proof of the Erdo˝s–Ko–Rado theorem which seemed to be a suitable model
for a proof of the conjecture, namely that of Katona [13], seemed to lead nowhere. The proof by
Daykin [4] seemed even less adaptable to this context.) But in [15] Talbot did provide a proof, and, in
fact, he proved the more general result where, instead of G being a cycle, G could be the kth power
of a cycle Ckn . (The power of a graph G is the graph obtained from G by adding an extra edge joining
two vertices u and w whenever u and w are a distance  k apart in G; thus G = G1.) In this case it
was shown that
|A|
(
n − kr − 1
r − 1
)
.
Let us call an intersecting family A of independent r-subsets of the vertex set of a graph G an
r-star if all of the r-subsets have a common vertex v , and, if there is such a common vertex v , call v
the star-centre. If, for a given r, the largest possible value of |A| can be achieved when A is an r-star,
then call G r-starred. If the largest value can only be achieved when A is an r-star, then say that G is
strictly r-starred. If G is r-starred for all values of r, 1 r  α(G), then we say that G is starred.
In the case when G is a null graph, or the power of a cycle, then it is known that G is strictly
r-starred except for a few values of n and r (which have been determined—see [9] and [15]).
For our theme in this paper, we need to discuss two further graphs which are known to be
r-starred.
Theorem 1. (See Holroyd, Spencer and Talbot [12].) Let G consist of s complete graphs H1, . . . , Hs, with
2 |V (H1)| |V (H2)| · · · |V (Hs)|. Let n = |V (G)| and let 1 r  s. Then G is r-starred and the star-
centre is a vertex of the smallest complete graph H1 .
Theorem 2 is a generalization of this. For 1 i  s, let ki and ci be positive integers with ci  2, let
p and k0 be positive integers and let iC be a cycle of order ci (we let a cycle of order 2 be simply an
edge joining two vertices, i.e. a P2). We let P be a path of order p. We let G(c
k1
1 , . . . , c
ks
s ; pk0 ) denote
the graph with s+ 1 components, iCki (1 i  s) and Pk0 , where iCki denotes iC raised to the power
ki and Pk0 denotes P raised to the power k0. The clique number of G is denoted by ω(G). (The clique
number of G is the number of vertices of a largest complete subgraph of G .)
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α(G(ck11 , . . . , c
ks
s ; pk0 )) = (
∑s
i=1 ciki+1 ) + 	
p
k0+1 
. Furthermore let
min
1is
(
ω
(
iC
ki
))
max
(
2, ω
(
Pk0
))
. (1)
Then the graph G(ck11 , . . . , c
ks
s ; pk0 ) is r-starred, and the r-star of maximum cardinality can be found by taking
an end-vertex of P as the star-centre.
Thus Theorem 2 says that if a graph consists of s cycle powers and one path power, and the clique
number condition (1) is satisﬁed, then G is r-starred.
Theorem 2 generalizes Theorem 1 since iCki can be a K2 if iC is simply a P2, and it can be
a complete graph Kci , if ki is large enough. Similarly with P
k0 . However Theorem 2 does not in-
clude Talbot’s original theorem as a special case. We might note that Theorem 2 has the corollary
(see [10]) that if we adjoin a single isolated vertex to G(ck11 , . . . , c
ks
s ; pk0 ), calling the graph obtained
G∗(ck11 , . . . , c
ks
s ; pk0 ), then the following result holds. (Theorem 2 also generalizes earlier results of
Berge [2], Bollobás and Leader [3], and others (see [5–9,14]).)
Theorem 3. Let s 0, let ci  2 (1 i  s), let p  1, let
1 r  α
(
G∗
(
ck11 , . . . , c
ks
s ; pk0
))=
(
s∑
i=1
⌊
ci
ki + 1
⌋)
+
⌈
p
k0 + 1
⌉
+ 1,
and let condition (1) be satisﬁed. Then the graph G∗(ck11 , . . . , c
ks
s ; pk0 ) is r-starred, and an r-star of maximum
cardinality can be obtained by taking the isolated vertex as the star-centre.
We might note that a similar result for more general graphs when r is relatively low is proved
in [12].
Any generalization of Talbot’s theorem should, of course, include Talbot’s theorem as a special case.
We would like to conjecture the following generalization of Talbot’s theorem.
Conjecture 1. Let s  1, ci  2 (1 i  s). Then any graph consisting of s disjoint components of powers of
cycles 1Ck1 , 2Ck2 , . . . , sCks is starred.
We have been unable to prove this conjecture, even in the case of two disjoint cycles (to the
power 1).
We have, however, been able to prove a less general statement than the conjecture, and this is the
main result of this paper. Let H(ck11 , c
k2
2 , . . . , c
ks
s ; ck∗∗ ) be a graph with s + 1 components, each being a
power of a cycle, 1Ck1 , 2Ck2 , . . . , sCks , ∗Ck
∗
.
Theorem 4. Let s 0, let c∗  2 and let
ω
(
iC
ki
)
 2k∗ + 1 (1 i  s). (2)
Then H(ck11 , c
k2
2 , . . . , c
ks
s ; ck∗∗ ) is starred, and any vertex of ∗Ck∗ can serve as a star-centre.
Theorem 4 is a genuine generalization of Talbot’s theorem, because Talbot’s theorem is simply the
case s = 0 in Theorem 4.
The diﬃculty about proving the conjecture instead of Theorem 4 centres around the fact that in
Theorem 4 the star-centre is in ∗Ck
∗
, whereas in the more general situation of the conjecture the
star-centre does not seem to lie in the same spot. We would like to propose the following conjecture
(largely a special case of Conjecture 1).
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 c12  +  c22 . Then G is r-starred. We can locate a star-centre as follows:
(i) On 1C if c1 < c2 and c1 is even;
(ii) On 2C if c1 < c2 and c1 is odd;
(iii) On any vertex otherwise.
For a readable introduction to extremal theorems about ﬁnite sets, we would recommend the book
by Anderson [1]. There are also several other good books.
2. Proof of Theorem 4
The proof of Theorem 4 follows the path laid out by Talbot in [15]. It is even more closely con-
nected to our development of Talbot’s argument in the proof of Theorem 2 which appeared in [10].
Of course it has its own features and is more than just a trivial variation of the proof of Theorem 2.
But it does mean that we need only explain the framework of the proof and the parts of the proof
that are new, and we need not give all the details of all the lemmas when they hardly differ from
similar lemmas in [15] or [10].
First we introduce some notation. Given the cycle ∗C and the cycles 1C, 2C, . . . , sC , we let c∗ =
|V (∗C)|, ci = |V (iC)|, π = c1 + c2 + · · · + cs and n = c∗ + c1 + c2 + · · · + cs = c∗ + π . We suppose that
the vertices of iC are c1 + c2 + · · · + ci−1 + 1, . . . , c1 + c2 + · · · + ci and that the vertices c1 + c2 +
· · · + ci−1 + j − 1 and c1 + c2 + · · · + ci−1 + j are adjacent in iC (1  i  s, 2  j  ci) and that the
vertices c1 +· · ·+ ci and c1 +· · ·+ ci−1 +1 are adjacent (1 i  s). We shall suppose that the vertices
of the cycle ∗C are π + 1,π + 2, . . . ,π + p(= n) with the vertices π + j − 1 and π + j (2 j  p)
being adjacent and the vertices π + 1 and n being adjacent. The graph H in Theorem 4 has cycles
1C, 2C, . . . , sC raised to the powers k1,k2, . . . ,ks respectively, and a cycle ∗C raised to the power k∗ .
We suppose that the graph H = H(ck11 , . . . , ckss ; ck
∗
∗ ) has vertex set V (H) = {1,2, . . . ,n}. We let I(r) or
I(r)(H) denote the set of all independent r-sets of H , and let I(r)x or I(r)x (H) denote the set of all
independent r-sets of H containing some vertex x ∈ V (H). We shall use the letter a to denote the
vertex π + 1 on the cycle ∗C .
Theorem 4 has a special case of Theorem 2 as its starting point, the special case where p = k0 + 1.
In other words, we have the following lemma:
Lemma 5. Theorem 4 is true if ∗Ck
∗
is a complete graph of order 2k∗ + 1, and r-stars of maximum size may be
obtained by taking any vertex of ∗C as the star centre.
Proof. In Theorem 2, let the path P have k0 + 1 vertices. As it is raised to the power k0, Pk0 is
a complete graph of order k0 + 1. If a cycle of order 2k∗ + 1 is raised to the power k∗ then it is
a complete graph. Thus if k0 = 2k∗ and ∗C is a cycle of order k0 + 1, then Pk0 and ∗Ck∗ are both
complete graphs of the same order, k0 + 1 = 2k∗ + 1. Theorem 2 tells us that any vertex of Pk0 = ∗Ck∗
can be taken as the star-centre. 
A special case which is not covered by our induction argument occurs when r takes its maximum
value and c∗ is a multiple of k∗ + 1.
Lemma 6. Theorem 4 is true when
r =
(
s∑
i=1
⌊
ci
ki + 1
⌋)
+
⌊
c∗
k∗ + 1
⌋
,
Condition 2 is satisﬁed, and (k∗ + 1) | c∗ .
Before proving Lemma 6, let us introduce some more terminology. Consider a bijection
μ : {1,2, . . . ,n} → {1,2, . . . ,n} given by:
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μ(c1 + c2 + · · · + ci) = c1 + c2 + · · · + ci−1 + 1 (1 i  s),
μ(π + j) = π + j + 1 (1 j < c∗),
μ(n) = π + 1.
We call μ a clockwise rotation. It “rotates” the vertices of each cycle.
Proof. Since k∗ + 1 divides c∗ there is an integer q such that c∗ = q(k∗ + 1) so that
r =
s∑
i=1
⌊
ci
ki + 1
⌋
+ q.
Here r takes the largest possible value that an independent set can have and any independent r-set
must contain q “equally spaced” vertices of ∗C . For any independent r-set A, the intersecting family A
will contain at most one of A,μ(A),μ2(A), . . . ,μk
∗
(A). Therefore
|A| |I
(r)|
k∗ + 1 .
But since I(r) = I(r)π+1 ∪ · · · ∪ I(r)π+k∗+1 and I(r)l ∩ I(r)m = ∅ (π + 1 l <m π + k∗ + 1) it follows that∣∣I(r)∣∣= (k∗ + 1)∣∣I(r)π+1∣∣,
so that
|A| ∣∣I(r)π+1∣∣,
which proves Lemma 6. 
Now we turn to the main induction argument to prove Theorem 4.
By Lemma 5, Theorem 4 is true when ∗Ck
∗
is a complete graph of order 2k∗ + 1, and r-stars
of maximum size may be found by taking all independent r-sets containing some particular vertex,
say a, of this complete graph. But now if any vertices of the complete graph other than a are deleted,
this maximal r-star remains the same and so it follows that Theorem 4 is true when ∗Ck
∗
has any
order between 2 and 2k∗ + 1 (or even of order 1, except that this is a degenerate case). We could
alternatively note that all these are special cases of Theorem 2.
From now on suppose that c∗  2k∗ + 2, so that ∗Ck∗ is not a complete graph. We use induction
on c∗ , and, in particular, we shall assume that Theorem 4 is true for c∗ −1 and c∗ −k∗ −1, or, in other
words, with ∗C replaced by a cycle of order c∗ − 1 raised to the power k∗ , or with ∗Ck∗ replaced by a
cycle of order c∗ − k∗ − 1 raised to the power k∗ . With either of these replacements the requirement
of condition (2) is still obviously met, and so, provided r satisﬁes the conditions of the theorem, it is
valid to assume our induction hypothesis that Theorem 4 is true for c∗ − 1 and c∗ − k∗ − 1.
In view of Lemma 5 we may assume that
r <
(
s∑
i=1
⌊
ci
ki + 1
⌋)
+
⌊
c∗
k∗ + 1
⌋
or that
r =
(
s∑
i=1
⌊
ci
ki + 1
⌋)
+
⌊
c∗
k∗ + 1
⌋
and
(
k∗ + 1)  c∗.
Deﬁne the function h : {1,2, . . . ,n} → {1,2, . . . ,n − 1} by
h( j) =
{
j if 1 j  π + 1,
j − 1 if π + 2 j  π + c∗.
We have the following lemmas.
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∗
∗ ) then h(F) is an
intersecting family of r-subsets of H(ck11 , c
k2
2 , . . . , c
ks
s ; (c∗ − 1)k∗ ).
Lemma 8. If A and B are independent r-subsets of H(ck11 , c
k2
2 , . . . , c
ks
s ; ck∗∗ ) and A = B, then, for π + 1 j 
π + k∗ , h j(A) = h j(B) ⇒ AB = {c,d} for some c,d with π + 1 c < d π + j + 1.
Now we partition A as follows. We let
A = L ∪ M ∪
(
k∗⋃
i=0
Ni
)
where
L = {A ∈ A : π + 1 /∈ A and h(A) ∈ I(r)(H(ck11 , ck22 , . . . , ckss ; (c∗ − 1)k∗))},
M = {A ∈ A : π + 1 ∈ A and h(A) ∈ I(r)(H(ck11 , ck22 , . . . , ckss ; (c∗ − 1)k∗))},
N0 =
{
A ∈ A : π + 1,π + k∗ + 2 ∈ A},
Ni =
{
A ∈ A : π + c∗ + 1− i,π + k∗ + 2− i ∈ A
} (
1 i  k∗
)
.
Lemma 9. The families L, M, N0 and Ni (1 i  k∗) are disjoint, and their union is A.
As L ∪ M is an intersecting family, we have by Lemma 7 that h(L ∪ M) = h(L) ∪ h(M) is an
intersecting family of independent r-subsets of I(r)(H(ck11 , ck22 , . . . , ckss ; (c∗ − 1)k
∗
)). Thus it follows by
induction that∣∣h(L) ∪ h(M)∣∣ ∣∣I(r)π+1(H(ck11 , ck22 , . . . , ckss ; (c∗ − 1)k∗))∣∣. (3)
As no set in L contains π + 1, |h(L)| = |L|. Similarly as no set in M contains π + 2, |h(M)| = |M|.
(If this is not obvious, one can use Lemma 8 to see this.) Therefore |L|+ |M| = |h(L)|+ |h(M)|. Since
|h(L)| + |h(M)| = |h(L) ∪ h(M)| + |h(L) ∩ h(M)| it follows using (3) that
|L| + |M| = ∣∣h(L) ∪ h(M)∣∣+ ∣∣h(L) ∩ h(M)∣∣

∣∣h(L) ∩ h(M)∣∣+ ∣∣I(r)π+1(H(ck11 , ck22 , . . . , ckss ; (c∗ − 1)k∗))∣∣.
Let W = h(L) ∩ h(M). Then
|L| + |M| |W| + ∣∣I(r)π+1(H(ck11 , ck22 , . . . , ckss ; (c∗ − 1)k∗))∣∣. (4)
Let
Z = hk∗−1(W − {π + 1})∪
(
k∗⋃
i=0
(
hk
∗
(Ni) − {π + 1}
))
.
Note that if W ∈ W then W = h(M) for some M ∈ M. Since M ∈ M, π + 1 ∈ M so π + 1 ∈ W =
h(M). Note also that if N ∈ Ni for some i, 0 i  k∗ , then π + 1 ∈ hk∗ (N). Therefore, if Z ∈ Z , then
|Z | = r − 1, and so Z is a family of (r − 1)-sets. Some further properties of the family W are given in
the next lemma.
Lemma 10.
(a) Z is a family of independent (r − 1)-subsets of
V
(
H
(
ck11 , c
k2
2 , . . . , c
ks
s ;
(
c∗ − k∗
)k∗))
.
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∗
(N0) − {π + 1}), (hk∗ (N1) − {π + 1}), . . . , (hk∗ (Ns) − {π + 1}) and hk∗−1(W − {π + 1}) are
pairwise disjoint families of sets.
(c) Z is intersecting.
(d) h(Z) is a family of independent (r − 1)-subsets of
V
(
H
(
ck11 , c
k2
2 , . . . , c
ks
s ;
(
c∗ − k∗ − 1
)k∗))
.
Proof of Lemma 10. The proof of Lemma 10 is laborious because so many different things need to be
proved. We just give the proof of the less routine parts.
Proof of Lemma 10(a). We showed that
Z = (hk∗−1(W − {π + 1}))⋃
(
k∗⋃
i=0
(
hk
∗
(Ni) − {π + 1}
))
is a family of (r − 1)-sets. We need to show that these sets are independent. We consider three cases.
Firstly we look at the sets that are elements of hk
∗
(W − {π + 1}). Let S ∈ hk∗−1(W). Then there
exists a W ∈ W such that hk∗−1(W ) = S . Since W = h(L) ∩ h(M), there also exist L ∈ L and M ∈ M
such that h(L) = h(M) = W . By Lemma 8 with j = 1 we know that LM = {π + 1,π + 2}. From the
deﬁnitions of L and M we must therefore have π +2 ∈ L and π +1 ∈ M . As π +1 ∈ M we must have
that π +1 ∈ W and thus π +1 ∈ S . Again because π +1 ∈ M we know that M∩{n−k∗ +1, . . . ,n} = ∅
as M is an independent set. Thus W ∩ {n − k∗, . . . ,n} = ∅ and therefore S ∩ {n − 2k∗ + 1, . . . ,n} = ∅.
Since π + 2 ∈ L it follows that W ∩ {π + 2, . . . ,π + k∗ + 1} = ∅ and therefore that S ∩ {π + 2} = ∅. It
now follows that
S ∩ ({π + 1,π + 2} ∪ {n − 2k∗ + 1, . . . ,n − k∗})= {π + 1}. (5)
Thus we have that S − {π + 1} ∈ hk∗−1(W − {π + 1}) is an independent (r − 1)-subset of
V
(
H
(
ck11 , c
k2
2 , . . . , c
ks
s ;
(
c∗ − k∗
)k∗))
.
Secondly we consider the sets in hk
∗
(N0 − {π + 1}). Let S ∈ hk∗(N0). Then there exists N ∈ N0
such that hk
∗
(N) = S . As N ∈ N0, π + 1 and π + k∗ + 2 ∈ N . Thus π + 1 ∈ S and also π + 2 ∈ S . Since
π + 1 ∈ N it follows that N ∩ {n − k∗ + 1, . . . ,n} = ∅ and that S ∩ {n − 2k∗ + 1, . . . ,n} = ∅. Therefore
S ∩ ({π + 1,π + 2, . . . ,π + k∗ + 2}∪ {n − 2k∗ + 1, . . . ,n − k∗})= {π + 1,π + 2} (6)
and so S − {π + 1} is an independent (r − 1)-subset of
V
(
H
(
ck11 , c
k2
2 , . . . , c
ks
s ;
(
c∗ − k∗
)k∗))
.
Finally we consider the sets in
⋃k∗
i=1(hk
∗
(Ni − {π + 1})). Let S ∈ hk∗(Ni) for some i, 1  i  k∗ .
Then there exists an N ∈ Ni such that hk∗ (N) = S . Since N ∈ Ni , n + 1 − i and π + k∗ + 2 − i ∈ N .
Since k∗  i  1, hk∗ (π +k∗ +2− i) = π +1 so π +1 ∈ S . Also, as π +k∗ +2− i ∈ N , N∩{π +k∗ +2− i,
. . . ,π +2k∗ +2− i} = {π +k∗ +2− i}. Thus S ∩{π +1, . . . ,π +k∗ +2− i} = {π +1}. As n+1− i ∈ N ,
N ∩ {n − k∗ − i + 1, . . . ,n + 1 − i} = {n + 1 − i} and therefore S ∩ {n − 2k∗ − i + 1, . . . ,n + 1 − i} =
hk
∗
(n + 1− i) = {n − i − k∗ + 1}. Therefore
S ∩ ({π + 1, . . . ,π + k∗ + 2− i}∪ {n − i − 2k∗ + 1, . . . ,n − k∗})= {π + 1,n − i − k∗ + 1}. (7)
Therefore S − {π + 1} is an independent (r − 1)-subset of
V
(
H
(
ck11 , c
k2
2 , . . . , c
ks
s ;
(
c∗ − k∗
)k∗))
.
Lemma 10(a) now follows from (5), (6) and (7). 
Proof of Lemma 10(b). We do not give this in full detail, but note that it is helpful to consider how
the members of each family intersect the set {π + 2} ∪ {n − 2k∗ + 1, . . . ,n − k∗}. 
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two sets in hk
∗
(Ni − {π + 1}) for some i, 0 i  s, and then two sets in hk∗−1(W − {π + 1}). Finally
consider the cases when the two sets lie in different subfamilies of Z . 
Proof of Lemma 10(d). From Lemma 10(a) we know that Z is a family of independent (r−1)-subsets
of V (H(ck11 , c
k2
2 , . . . , c
ks
s ; (c∗ − k∗)k∗ )). Let S ∈ Z and consider h(S). Clearly h(S) is an (r − 1)-subset of
V
(
H
(
ck11 , c
k2
2 , . . . , c
ks
s ;
(
c∗ − k∗ − 1
)k∗))
.
It is necessary to check that h(S) is an independent set. S is an independent (r − 1)-subset of
V (H(ck11 , c
k2
2 , . . . , c
ks
s ; (c∗ − k∗)k∗ )), so the only way that h(S) can fail to be an independent (r − 1)-
subset of V (H(ck11 , c
k2
2 , . . . , c
ks
s ; (c∗ −k∗ −1)k∗ )) is if S contains one of the following pairs of elements:(
n − 2k∗ + 1,π + 2), (n − 2k∗ + 2,π + 3), . . . , (n − k∗,π + k∗ + 1), (π + 1,π + k∗ + 2).
The vertex π + 1 has been removed from every set in Z , so the last pair, (π + 1,π + k∗ + 2),
cannot be contained by S . We now check what happens when S is a member of the various different
subfamilies of Z . First we let S ∈ hk∗−1(W) − {π + 1}. Then by (5) it follows that
S ∩ {n − 2k∗ + 1, . . . ,n − k∗}= ∅
as the S in (5) was a member of hk
∗−1(W). Thus if S ∈ hk∗−1(W) − {π + 1}, S does not contain any
of the pairs of vertices, and so h(S) is independent.
Next we suppose that S ∈ hk∗ (N0) − {π + 1}. Then by (6) we have that
S ∩ {n − 2k∗ + 1, . . . ,n − k∗}= ∅.
Thus if S ∈ hk∗ (N0) − {π + 1}, S does not contain any of the pairs of vertices, so h(S) is independent.
Lastly suppose that S ∈ hk∗ (Ni) − {π + 1} for some i with 1 i  k∗ . Then by (7) we have that
S ∩ ({n − 2k∗ + 1,n − 2k∗ + 2, . . . ,n − k∗}∪ {π + 1, . . . ,π + k∗ + 2− i})
= {n − i − k∗ + 1} (8)
(as the S in (7) is in hk
∗
(Ni), whereas the S here is in hk∗ (Ni) − {π + 1}). Note that all the pairs of
elements in the list, apart from the excluded pair (π + 1,π + k∗ + 2), are of the form (n − 2k∗ + j,
π + j + 1). We have that n − k∗ − i + 1 = n − 2k∗ + (k∗ − i + 1) ∈ S , and it follows from (8) that
(π + k∗ − i + 1) + 1 = π + k∗ − i + 2 /∈ S . Thus if S ∈ hk∗ (Ni) − {π + 1}, then S does not contain any
of the pairs of vertices, and therefore h(S) is independent.
This concludes the proof of Lemma 10. 
If N ∈ Ni for some i with 0 i  k∗ , then π + k∗ + 2− i ∈ N . Therefore by Lemma 8 with j = k∗ ,
hk
∗
acts as an injective mapping on Ni (0 i  k∗). Therefore
|Ni | =
∣∣hk∗ (Ni)∣∣ (0 i  k∗). (9)
Similarly, if M ∈ M then π + 1 ∈ M and thus by Lemma 8 again, hk∗ is an injective mapping on M.
Thus hk
∗−1 acts injectively on W and so
|W| = ∣∣hk∗−1(W)∣∣. (10)
By Lemma 10(b) it follows that
|Z| = ∣∣hk∗−1(W)∣∣+ k
∗∑
i=0
∣∣hk∗(Ni)∣∣.
Therefore by (9) and (10),
|Z| = |W| +
k∗∑
|Ni |. (11)
i=0
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|Z| = ∣∣h(Z)∣∣. (12)
By Lemma 10(c), Z is intersecting, so by Lemma 7 h(Z) is intersecting. By Lemma 10(d), h(Z) is a
family of independent (r−1)-subsets of V (H(ck11 , ck22 , . . . , ckss ; (c∗ −k∗ −1)k
∗
)). Therefore by induction∣∣h(Z)∣∣ ∣∣I(r−1)π+1 (H(ck11 , ck22 , . . . , ckss ; (c∗ − k∗ − 1)k∗))∣∣. (13)
Therefore by (4), (11), (12) and (13),
|A| = |L| + |M| +
k∗∑
i=0
|Ni |
 |W| +
k∗∑
i=0
|Ni | +
∣∣I(r)π+1(H(ck11 , ck22 , . . . , ckss ; (c∗ − 1)k∗))∣∣
= |Z| + ∣∣I(r)π+1(H(ck11 , ck22 , . . . , ckss ; (c∗ − 1)k∗))∣∣

∣∣I(r)π+1(H(ck11 , ck22 , . . . , ckss ; (c∗ − 1)k∗))∣∣+ ∣∣I(r−1)π+1 (H(ck11 , ck22 , . . . , ckss ; (c∗ − k∗ − 1)k∗))∣∣.
The theorem follows by induction upon application of our ﬁnal lemma:
Lemma 11. Let s 0, ci  2 (1 i  k∗) and c∗  2. If c∗  2k∗ + 2, then∣∣I(r)π+1(H(ck11 , ck22 , . . . , ckss ; ck∗∗ ))∣∣
= ∣∣I(r)π+1(H(ck11 , ck22 , . . . , ckss ; (c∗ − 1)k∗))∣∣+ ∣∣I(r−1)π+1 (H(ck11 , ck22 , . . . , ckss ; (c∗ − k∗ − 1)k∗))∣∣. (14)
We give a proof of Lemma 11. Partly this is because it is unlike all the other proofs. Partly it is
because it is clear that the equality in Lemma 11 does not hold if c∗ < 2k∗ + 2. This fact may be seen
as follows. If c∗ < 2k∗ + 2, an r-star of maximum size can be found by taking all independent r-sets
containing a vertex of ∗Ck
∗
, and, since ∗Ck
∗
is a complete graph the size of the r-star does not vary if
vertices are removed from ∗Ck
∗
. Therefore, if c∗ = 2k∗ + 1, then∣∣I(r)π+1(H(ck11 , ck22 , . . . , ckss ; ck∗∗ ))∣∣
= ∣∣I(r)π+1(H(ck11 , ck22 , . . . , ckss ; (c∗ − 1)k∗))∣∣
= ∣∣I(r)π+1(H(ck11 , ck22 , . . . , ckss ; (c∗ − 1)k∗))∣∣+ ∣∣I(r−1)π+1 (H(ck11 , ck22 , . . . , ckss ; (c∗ − k∗ − 1)k∗))∣∣.
Proof. Let b be (and remain) the ‘largest’ vertex in the graph being discussed. We let A =
I(r)b (H(ck11 , ck22 , . . . , ckss ; ck
∗
∗ )), so here b = π + c∗ = n.
Since all sets in A contain the largest vertex b (which is adjacent to the vertex π + 1), it follows
that
M = N0 = N2 = N3 = · · · = Nk∗ = ∅,
and that
L = {A ∈ A: π + k∗ + 1 /∈ A}
whilst since c∗  2k∗ + 2,
N1 =
{
A ∈ A: π + k∗ + 1 ∈ A}.
Thus L consists of all r-sets in I(r)b (H(ck11 , ck22 , . . . , ckss ; ck
∗
∗ )) which do not contain the vertex
π + k∗ + 1, and so L is isomorphic to
I(r)b
(
H
(
ck11 , c
k2
2 , . . . , c
ks
s ; (c∗ − 1)k∗
))
,
where b refers to the ‘largest’ vertex, which here is π + c∗ − 1.
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∗
∗ )) which do contain the vertex
π + k∗ + 1 (as well as the vertex π + c∗), and so deleting the vertices π + 1,π + 2, . . . ,π + k∗ + 1,
we see that N1 is isomorphic to I(r−1)b (H(ck11 , ck22 , . . . , ckss ; (c∗ − k∗ − 1)k
∗
)), where b still denotes the
‘largest’ vertex, which is here n − k∗ − 1.
Clearly
I(r)b
(
H
(
ck11 , c
k2
2 , . . . , c
ks
s ; (c∗ − 1)k∗
))
and
I(r−1)b
(
H
(
ck11 , c
k2
2 , . . . , c
ks
s ;
(
c∗ − k∗ − 1
)k∗))
are isomorphic to
I(r)π+1
(
H
(
ck11 , c
k2
2 , . . . , c
ks
s ; (c∗ − 1)k∗
))
and
I(r−1)π+1
(
H
(
ck11 , c
k2
2 , . . . , c
ks
s ;
(
c∗ − k∗ − 1
)k∗))
respectively, and so we have
∣∣I(r)π+1(H(ck11 , ck22 , . . . , ckss ; ck∗∗ ))∣∣
= ∣∣I(r)b (H(ck11 , ck22 , . . . , ckss ; ck∗∗ ))∣∣
= |A| = |L| + |N1|
= ∣∣I(r)b (H(ck11 , ck22 , . . . , ckss ; (c∗ − 1)k∗))∣∣+ ∣∣I(r−1)b (H(ck11 , ck22 , . . . , ckss ; (c∗ − k∗ − 1)k∗))∣∣
= ∣∣I(r)π+1(H(ck11 , ck22 , . . . , ckss ; (c∗ − 1)k∗))∣∣+ ∣∣I(r−1)π+1 (H(ck11 , ck22 , . . . , ckss ; (c∗ − k∗ − 1)k∗))∣∣
as asserted. 
3. Concluding remarks
We would like to thank Prof. Mike Baines of Reading University who pointed out to us, after he
had heard one of us give a talk about Talbot’s theorem, that it could be expressed in terms of graphs.
This quick observation has proved to be very fruitful.
We would also like to point out that Theorem 2 is an easy corollary of Theorem 4. That Theorem 2
follows from Theorem 4 is clear from the following lemma.
Lemma 12. Let a graph G be r-starred with a star-centre lying on a component which is the kth power of a
cycle C . Let a graph H be obtained from G by deleting k consecutive vertices from C (so that C itself becomes a
path P ). Then H is r-starred and has a star-centre at an end vertex of P .
Proof. Let v0, v1, v2, . . . , vk be k+ 1 consecutive vertices, in order, of C . Consider the r-star of maxi-
mum cardinality, say A, in G with star-centre v0. The vertices v1, v2, . . . , vk do not lie in any of the
independent r-sets in A, and so A is also an r-star in H .
Let X and Y be the greatest number of intersecting independent r-sets in G and H , respectively.
Then |A| = X  Y .
Now suppose that B is an r-star of maximum cardinality in H , so that |B| = Y . Now into H
introduce extra vertices v1, . . . , vk and join them to each other and to each end of the path P and
add further edges in such a way that G is recovered. Then the family B is an intersecting family of
independent r-sets in G (as well as in H) and so Y = |B| X .
Therefore Y = X and H is r-starred with star-centre an end-vertex of the path P . 
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