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Abst rac t - -A  family of new iteration methods without employing derivatives i  proposed in this 
paper. We have proved that these new methods are quadratic onvergence. Their efficiency is 
demonstrated bynumerical experiments. The numerical experiments show that our algorithms are 
comparable to well-known methods of Newton and Steffensen. Furthermore, combining the new 
method with bisection method we construct another new high-order iteration method with nice 
asymptotic convergence properties of the diameters {(bn - a,0}. © 2001 Elsevier Science Ltd. All 
rights reserved. 
Keywords-- I terat ion method, High-order convergence, Enclosing zeroes of nonlinear equations. 
1. INTRODUCTION 
Finding roots of nonlinear equations efficiently is of major importance and has widespread ap- 
plications in numerical mathematics and applied mathematics. In fact, there are cases where 
thousands of such single equations depending on one or more parameters, must be solved ef- 
fectively. For a good review of the most important algorithms, some excellent extbooks are 
available (see [1-3]). It is well known that fast convergence in the neighborhood of a zero and 
global properties of the algorithm are two important criteria for selecting a method for solving a 
particular equation. Being quadratically convergent, Newton's method is a favorite choice pro- 
vided a good approximation is at hand, but it may fail to converge in case the initial point is 
far from the zero; moreover, Newton's method is dependent on derivatives and its applications 
are restricted rigorously. Therefore, this paper presents a new family of quadratic onvergence 
iteration a!gorithms without employing derivatives. Moreover, combining the new method with 
bisection method, we develop a new algorithm that not only has quadratic onvergence of the 
iterative sequence {xn}, but also has quadratic onvergence of the diameters {(bn - an)}. Their 
computational efficiency is the same as Newton's method, and yet for functions whose derivative 
is lengthy to evaluate, Newton's method may well be an inefficient algorithm relative to methods 
which avoid the use of derivatives (for a review see [3]). 
0898-1221/01/$ - see front matter (~) 2001 Elsevier Science Ltd. All rights reserved. Typeset by AA/e~-TEX 
PIh S0898-1221 (00)00290-X 
490 X. Wu AND D. Fu 
2. A FAMILY  OF  NEW QUADRATIC  
CONVERGENCE ALGORITHMS 
Now we consider a family of iteration methods for computing approximate solutions of the 
nonlinear equation 
f (x)  = 0, (1) 
where we restrict attention to functions of a real variable which are real and single-valued. 
The family of iteration formulas with a parameter p under consideration is in the following 
form: 
/~(x, ,)  
xn+l  =xn-  , n =0,1 ,2 , . . .  (2)  
p.  f2(x~)  + f (x~)  - f (xn  - f ( zn ) )  
where p C R, [p[ < oo. 
THEOREM 1. It is assumed that f (x)  E Cl[a,b] and p.  f (x)  + i f (z)  ¢ O, x E [a,b]. Then 
equation (1) has at most a root in [a, b]. 
PROOF. It follows immediately from the auxiliary function g(x) = e px • f (x )  and g'(x) = e pz • 
(p. f (x )  + i f(x)) ,  that if there are two different roots in [a,b], then there exists at least a 
point s E [a,b] such that g'(s) = 0 by Rolle's theorem, contradicting the condition g'(x) ~ O, 
x E [a, b]. | 
THEOREM 2. I l l ( x )  e Cl[a,b], f (a) f (b)  < 0, and p. f (x)  + f ' (x)  # O, then equation (1) has a 
unique root 2 in [a, b]. 
PROOF. Let g(x) = e px • f (x) ,  then g(a) • g(b) < 0 . By Theorem 1, g(x) = 0 has a unique root 
in (a, b) under the given condition, so does equation (1). | 
THEOREM 3. Under the assumption of Theorem 2, suppose that f(~) = 0 and U(5:) is a sut~- 
ciently small neighborhood of ~2. Let f " (x)  be continuous and p. f (x )  + f ' (x)  # 0 in U(~2) and 
f ' (~) ~ O. Then the sequence {xn} generated by iteration formula (2) with a parameter p are at 
least quadratically convergent. 
PROOF. First, the iterating function relating to iteration methods (2) can be expressed in the 
following form: 
f2(x) 
~(x)  = x - 
p. f2(x) + f (x)  - f (x  - f (x) )  
f (x)  




lira_ f (x)  = 0 
X---~X 
lim f (x -  f (x))  - f (x)  = f ,  (~) 
x-~ - f (x )  
(~) = ~. 
This means that ~ is a fixed point of iterative function ~(x). 
Second, from (2), we have 
f (Xn)  
X~+l : x~ - . (3) 
p" f (x~) + ( f  (x~) - f (xn - f (x,~))) / ( f  (xn)) 
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Let en - xn - 2. F rom (3), we obta in  
p" f (Xn) + ft  (xn - O" f (Xn)) - f '  (5c) - f "  (~n) en/2 
en+ 1 ~ e n 
p.  f (xn) + f '  (xn -  O. f (xn)) 
p" f '  (Tn) en + (en -- O. f (Xn))" f "  (On) -- f "  (~n) en/2  
--~- e n 
p" f (xn) + f '  (xn - O. f (Xn)) 
2 P" f '  (Tn) + f "  (On) -- O" f '  (T,)" f "  (On) -- f "  ((n) /2 
: en p" f (Xn) + f '  (Xn -- O" f (Xn)) ' 
where ~n, 7,~ lie between xn and ~, On lie between ~ and xn - O. f (xn) ,  0 < 0 < 1. 
Therefore,  we have 
f "  l im en+l  (~___~) - p + 
This means that the family of iteration formulae (2) is quadratically convergent. 
3. A SELECT ION OF  THE PARAMETER p 
IN  ITERAT ION FORMULA (2) 
From iteration formula (2), we can see that at every iterative step the parameter pn is chosen 
Pn = sign(f(xn) - f (Xn  -- f (xn) ) )  to be of benefit o computing. In this way, we can guarantee 
the denominator  of the corresponding i terat ion formula against  vanishing.  Namely,  the fol lowing 
i te rat ion  method:  
f2(Zn) x~+l = x~-  , n = 0,1,2, . . .  (4) 
p" f2(Xn) + f (xn)  - f(Xn - f (xn))  
is recommended,  where x0 E [a, b], 
1, if f (xn) - f (xn) - f (x~ - f (xn)) >_ O, 
pn= -1, i f f (x ,O- - f (x ,O- - f ( zn - - f (Zn) )<_O.  
As for multiple roots, let F(x )  = f2 (x ) / ( f (x )  - f (x  - f (x ) ) ) ,  then the multiple roots of f (x )  
are transformed into the simple root of F(x )  and we can consider solving the equation 
F(x )  = 0, (5) 
by the iteration formulae 
F 2 
Xn+l = xn - F2 n = 0 ,1 ,2 , . . .  (6) 
p. (x, 0 + F (Xn) - F (xn - F (xn)) '  
where p E R, IPl < co. Then  the sequence {xn} produced by i terat ion formulae (6) is at least 
quadrat ica l ly  convergent  for mul t ip le  roots. 
4. NUMERICAL  EXPERIMENTS 
The fol lowing results are yielded by i terat ion (4) with double precision ar i thmet ic .  Every  
prob lem is to seek an approx imate  of root ~ of an  assigned interval  [a, b]. Al l  the prob lems are 
l isted in Table  1. 
Table 1. 
Problem 1 f(x) = lnx [a,b] = [0.5,5] xo = 5 
Problem 2 f(x) = arctan x [a, b] = [- 1, 5] x0 ---- 5 
Problem 3 f(x) = x + 1 - e sin x [a, b] -- [1, 4] xo = 4 
Problem 4 f(x) = xe -x - 0.1 [a, b] = [0, 1] x0 = 1 
Problem 5 f(x) = x 1/3 - 1 [a, b] = [0, 5] x0 = 5 
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Table 2. 
Problem xo n 
1 5 10 
2 5 11 
3 4 7 
4 1 5 
5 5 10 
New Method I f (xn) l  < Steffensen's Newton's 
1.0000000000000O0 7 .10E-  17 divergent, divergent 
1.76892269456 E - 18 1.77 E - 18 divergent divergent 
1.696812386809752 3.02 E - 16 not convergent to ~ not convergent to 
0.1118325591589630 5 .29E-  18 failure failure 
0.9999999999999999 4 .13E-  17 failure failure 
The results of these problems by method (4) and by Steffensen's method by Newton's method 
are offered, respectively, in Table 2. 
From these numerical experiments, we can see that the new iteration method appears more 
attractive than both Steffensen's method and Newton's method. Another class of quadratic 
convergence iterative methods without derivatives can be seen in [4]. 
5. FURTHER EXPLORATION OF  FORMULA (2) 
Although formula (2) is quadratically convergent, hey do not have nice asymptotic convergence 
properties of the diameters {(bn -aN)} [5,6], just as most well-known algorithms. This motivates 
us to consider another class of iterative formulae with a parameter p and a stepsize h as follows: 
Xn+l  ~- Xn  - -  
hnf 2 (Xn) 
p. f2 (xn) + f (xn) - f (Xn - -  hnf (Xn))' 
XO E [a, b], 
n = 0 ,1 ,2 , . . . ,  
(7) 
where p C R, [p[ < +oc, and hn > O. 
THEOREM 4. Let f(x) C C~a,b ], f(a)f(b) < O, f(~c) = O, and f'(Yc) ¢ O, u(i:) is a suftieiently 
small neighborhood of~2. Suppose that f"(x) is continuous and pf(x) + f~(x) ~ 0 in u(~). Then 
the sequence {x~} produced by iteration formulae (7) are at least quadratically convergent for 
hn>O.  
The proof of Theorem 4 is similar to that of Theorem 3 and will be omitted. 
In order to achieve the nice asymptotic onvergence of the diameters {b,~ - an}nee=l, let hn = 
(b,~ -an)/(21f(Xn)l), we have the following iterative formulae: 
(b~ - an) I f  (xn)l 
Xnd-1  ~- Xn  - -  2 (pnf 2 (xn) + f (Xn) - f ((an + b,~)/2))' 
xo -- an or b, n = 0 ,1 ,2 , . . . ,  
(8) 
where Pn = sign(f(xn) - f((an + bn)/2)). 
In the special case of Pn = 0, we have iterative formula 
(b~ - an)If (z~)l 
Xn+ 1 --~ X n - -  
2 (f (Xn) - f ((an + bn)/2))' 
x0 = a or b, n = 0 ,1 ,2 , . . . .  
(9) 
Combining formulae (8) with bisection method, we can construct he following new algorithm 
that we call Algorithm NA. 
ALGORITHM NA. 
1. Let qn = (an + bn)/2. 
2. Compute f(qn), if f(qn) = 0, then print qn and stop. 
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3. If sign(f(qn)) = sign(f  (an)), then replace an = qn, bn = bn, otherwise an : an, bn = qn. 
4. Let 
(bn - an) I f  (Xn)t 
W n -~- X n - -  
2 (pnf  2 (xn) + f (xn) - f (qn))" 
5. If Wn • [-an,bn], then if f (an) f (Wn)  < 0, then [an+l,bn+l] = [an,wn], else [an+l,bn+l] = 
[wn, x +i = wn. 
6. If wn ~ fan, bn], then fan+l, bn+l] = fan, bn]. 
7. If If(Xn)l < epsl or bn+l - an+l < eps2 print xn+l and stop. 
Here eps 1 and eps 2 indicate the precision. Repeating Algorithm NA by replacing n by n + 1, 
we will generate sequence {Xn} of iteration and sequence of diameters {(bn - a~)}. 
THEOREM 5, Let f (x )  be continuous on an interval [a, b] and f (a) f (b)  < O. Then either a zero of 
f ( x ) is found in a finite number of steps, or the sequence {(bn -a~)}  generated by Algorithm NA 
converges to zero. 
Because we at least have the results of bisection method, the proof of the theorem is straight- 
forward and will be omitted. 
THEOREM 6. Under the hypothesis of Theorems 4 and 5, assume that Algorithm NA does not 
terminate after a finite number of steps. Then the sequence of diameter (bn - an)n°O=t converges 
Q-quadratically [7] to zero, i.e., there is a constant C such that 
bn+l - an+l ~ C (bn - an) 2 n = O, 1, 2, (10) 
PROOF. h 'om the Theorem 4 it is follows that 
lim en+----A1 = K1 
n~oo e 2 
and 
lira en+l  --  en  
n--~oo (en  -- en -1)  2 
-- lim en+l /en-  1 
n-~oo en - 2en-1 + e~_ Jen  
So there exists an integer No such that 
= --/~1. 
(en _ en_ l )2  < IKI} ~- 1 (11) 
and then 
Xn+ 2 -- Xn+ 1 
< IK1]+ 1, (12) 
(Xn+ 1 -- Xn)  2 
where n > No. Moreover, from the convergence of the bisection method there exists an integer N1 
such that 
[f (qn)l ~- q [f (Xn)l , 0 < q < 1, (13) 
whenever n > N1. The above inequality means that 
f (xn) - f (qn) 
f(xn) 
> 0. (14) 
Now from (8), we have 
2 (Xn+ 1 -- Xn) (pnf  2 (Xn) + f (Xn) -- f (qn)) 
bn -an  = i f (xn)  I , (15) 
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and then, from (14), it follows that 
bn+l - an+l 
(bn -a~)  2 
(Xn+2 - Xn+l) (Pn+lf  2 (Xn+l) + f (Xn+l) - f (qn+l)) If(x,~)l 2 
2 (Xn+l - xn) 2 (pnf  2 (x~) + y (x,~) - f (qn)) 2 [ / (xn+l) l  
Since Pn = sign(y(x,~) - f (qn))  and 
[pnf (x,~)[ + 1 - q <_ [pnf2 (xn) + f (xn)[ - If (q,~)[ 
If (xn)[ 
< pnf  2 (x,~) + f (z,~) - f [ 
- f (xn)  I 
< Ip ,~f (xn) l+ l+q,  
(16)  
from limn-.oo f (xn) = 0, we have [f(xn)l < (1/2)(1 - q), whenever n > N2, and then from (13) 
and (16) we can obtain 
1 - q < p~f2 (Xn) + f (x~) - f (qn) 1 
f (xn)  < (3 + q). 
Therefore, we have 
- 3+q ([Pn+lf2(Xn+l) + f (Xn+l )  f (qn+i )  D / [ f (Xn+l ) [  < 
([p=f2 (xn) + f (z=) - f (q=)l 2) / I f  (x~)[ 2 2(1 _q)2  
and 
bn+l - a,~+l < (3+q) ( [K l [  + 1) 
2 - 4 (1 -q )2  ' 
where n > N = max{N0, N1, N2}. 
Let 
C ~> max { (3 +.4_~ -- ~ 2 -q )  ([KI[ + 1) 
b,~+l - an+l < C (bn - an) 2 , 
then we have 
1} 
' 2 (bN- -aN)  ' 
n = 0 ,1 ,2 , . . . .  
The proof is completed. 
6. FURTHER NUMERICAL  EXPERIMENTS 
The following are numerical experiments of Algorithm NA for iterative formula (9); we tested 
the problems listed in Table 3 with eps 1 = eps2 = 1.0 × 10 -15. 
Table 3. 
f(x) Initial Interval [a, b] The Number of Iteration 
x 3 - 2x - 5 [1,3] 9 
In x [0.5, 5] 9 
arctan x [- 1, 5] 5 
x + 1 - e s inx  [1,4] 9 
xe -x - 0.1 [0, 1] 8 
X 1 /3  - -  1 [0, 5] 7 
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It should be noted that another sort of acceleration technique for the bisection iteration can be 
seen in [8]. But Ozawa's method only has suplinear convergence of the iterative sequence {x~} 
and does not have suplinear convergence of the diameters {(b~ - an)}. 
7. CONCLUSION 
A class of new iterative formulae with higher order of convergence is developed and a new 
Algorithm NA is proposed for enclosing simple zeros of nonlinear equations. Algorithm NA has 
nice asymptotic quadratic onvergence of both the iterative sequence {Xn} and the sequence of 
the diameters {(b~ - a~)}. 
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