We study the envy-free pricing problem in multi-unit markets with budgets, where there is a seller who brings multiple units of an item, while several buyers bring monetary endowments (budgets). Our goal is to compute an envy-free (item) price and allocation-i.e. an outcome where all the demands of the buyers are met given their budget constraints-which additionally achieves some desirable objective. We analyze markets with linear valuations, where the buyers are price takers and price makers, respectively. For the price taking scenario, we provide a polynomial time algorithm for computing the welfare maximizing envy-free pricing, followed by an FPTAS and exact algorithm (that is polynomial for a constant number of types of buyers) for computing a revenue maximizing envy-free pricing.
Introduction
The question of allocating scarce resources among participants with heterogeneous preferences is one of the most important problems faced throughout the history of human society, starting from millenary versionssuch as the division of land-to modern variants-such as allocating computational resources to the users of an organization or selling goods in eBay auctions. A crucial development in answer to this question occurred with the invention of money, i.e. of pricing mechanisms that aggregate information about the supply and demand of the goods in order to facilitate trade. The price mechanism was formalized and studied systematically starting with the 19th century, in the works of Fisher [8] , who developed a hydraulic model of an economy, and of Arrow-Debreu [2] , who developed the exchange market model.
The basic setting is that of a set of participants that come to the market with their initial endowments and aim to purchase goods in a way that maximizes their utility subject to the initial budget constraints. Market equilibria are outcomes where demand and supply meet, have been shown to exist under mild conditions when the goods are perfectly divisible [30] , and satisfy very desirable efficiency properties.
The beautiful general equilibrium theory rests on several idealized conditions that are not always met. In particular, the real world is fraught with instances of allocating indivisible goods, such as a house or a piece of jewelry. Market equilibria can disappear in such scenarios due to discontinuities in the valuations; in these models, existence can be guaranteed when the economic agents have essentialy unbounded budgets that are of intrinsic value to them (i.e. monetary endowments so large that the agents can always "cover" their valuations for the other goods in the market). However this is a strong assumption that violates basic models such as the Fisher and exchange market, where bounded endowments are an essential element of the profiles of the agents [17, 2] .
Nevertheless, we would like to retain at least partially the crisp predictions of market equilibrium theory in the face of indivisibilities. One method that has been proposed to accomplish this is relaxing the clearing requirement. For instance, in the case of one seller that brings multiple goods, it can be acceptable that at the end of the trade there are some leftover items in stock. The crucial optimality condition of market equilibria is maintained: each buyer purchases an optimal bundle at the current prices. This notion of equilibrium is known as "envy-free" pricing and refers to the fact that no buyer should "envy" any bundle that it could afford in the market [21] . Envy-free pricing is always guaranteed to exist and the question becomes to compute an envy-free pricing that recovers some of the efficiency properties of exact market equilibria.
We study the envy-free pricing problem in one of the most basic scenarios possible, namely multi-unit markets with budgets. There is one seller who comes equipped with m units of some good (e.g. jeans), while the buyers bring their money. The seller has no value for the items, while the buyers value both their money and the goods. The goal is to compute an envy-free pricing that has desirable efficiency properties, such as improved welfare or revenue guarantees. This problem falls under the general umbrella of computing market equilibria and has been studied in a rich body of literature on envy-free auctions, with several NPhardness results and approximation algorithms for both the revenue and the welfare objectives originating from it. However, the focus has been more on general auctions [21, 4] or auctions with single-minded or unit-demand bidders [21, 14] , while some other papers consider the case of unlimited supply of items [21, 10] . Somewhat surprisingly, the linear multi-unit market (with item pricing and budgets) was not well understood.
Our analysis is carried out for buyers who are price takers and price makers, respectively. Price taking is the default assumption in the classical market equilibrium models and stipulates that agents are very simple optimizers: they examine the prices computed by the market maker-who knows the preferences-and purchase freely the best bundle available at those prices.
In those situations where the market maker does not have enough information about the preferences, the agents may be able to feign different interests in order to influence the prices and eventually get better allocations. This behavior has been referred to as price making and it can lead to the emergence of equilibria that are only efficient with respect to the reported-presumably wrong-utility functions [26, 13] . We would like to compute equilibria with improved efficiency guarantees in this much more challenging scenario as well.
Model and Results
Our model is a multi-unit market with budgets. The utilities are quasi-linear up to the budget cap, and −∞ if the spending exceeds the budget. We study the question of computing envy-free item prices, meaning that every unit of a good has the same price, regardless of who buys it or where it is sold. Item pricing is implicit in the standard market models for divisibile goods, is very simple, and considered the fairest pricing scheme 1 
. Our goal is to

Compute envy-free prices and allocations with improved welfare and revenue guarantees when the buyers are price takers and price makers, respectively.
For the price taking scenario we provide
• a polynomial time algorithm for computing a welfare maximizing envy-free pricing, and both an FP-TAS and an exact algorithm that runs in polynomial-time for a constant number of types of buyers for the problem of computing a revenue-maximizing envy-free pricing.
Our FPTAS for revenue improves upon the results of Feldman et al. [20] , who had previously provided a 2-approximation algorithm.
The price making scenario is much more demanding and we deal with the problem of designing envyfree pricings for the strongest concept of incentive compatibility, namely dominant strategy truthfulness. In this model, for public budgets, we provide
• an impossibility theorem on designing envy-free pricing mechanisms that are both efficient and strategyproof, followed by an optimal strategyproof mechanism for common budgets, which approximates simultaneously the best welfare and revenue within a factor of 2 on all markets except monopsonies 2 .
Finally, for the general price taking domain, of arbitrary (non-linear) valuations, we provide hardness results for optimizing revenue and welfare, together with fully polynomial time approximation schemes for both problems, which are accomplished by establishing a connection with the MULTI-CHOICE KNAPSACK problem (due to space constraints, these last results are only included in Appendix C). Our algorithms for the price taking scenario work more generally for the (multi-unit) Fisher market model, which differs by the fact that the buyers have no intrinsic value for their budgets (for an exposition of the Fisher model, see, e.g. [28] ). The Fisher market model with discrete goods has been studied in the context of the approximate CEEI mechanism, which is a different relaxation of the market equilibrium that involves randomization (see, e.g., [29] , [11] ).
Related Work
There is a direct connection between our model and the literature on envy-free auctions with item-pricing [21] ; the market can be interpreted as an auction where prices are set for the units and the payment of a bidder is the sum of prices for the items it obtains. Item pricing has often been advocated as a fair and desirable pricing scheme [20] and the fact that item pricing is inherent in markets makes them worthy candidates for good auction mechanisms [3] . For our setting in particular, our algorithms can be viewed as mechanisms for maximizing revenue and welfare in item-pricing, envy-free multi-unit auctions with budget constraints.
Closely related to our work is the paper by Feldman et al. [20] in which the authors study very similar types of auctions, aiming for polynomial-time algorithms for maximizing the revenue attained at the best envy-free price. The authors present a hierarchy of pricing schemes including (in terms of increasing "customer experience") item-pricing, item-pricing with upper and lower allocational constraints, bundle pricing and arbitrary pricing, which is equivalent to per-bidder pricing in traditional auctions. Our setting lies in the lowest and most basic level of this hierarchy. Among the other levels of the hierarchy, one of the recently popular ones is bundle pricing (see also, e.g., [15] ).
The main results in [20] include "inter-level" bounds, establishing how well pricing schemes at lower levels can approximate the less restricted pricing schemes of the higher levels. As an interesting "intralevel" result, the authors obtain a 2-approximate polynomial-time algorithm for maximizing revenue for item-pricing. We provide an FPTAS which improves upon this 2-approximation.
In a recent paper, Colini et al. [16] considered linear multi-unit auctions and designed an FPTAS for approximating the maximum revenue, but quite importantly, the envy-freeness in their setting refers to the classical notion of envy-freeness from economics, namely "pair envy-freeness". Pair envy-freeness stipulates that no buyer would want to swap its bundle with that of any other buyer; clearly this is a weaker property that is easier to satisfy. In particular, the FPTAS developed in Colini et al. [16] does not work for our case, as pair-envy freeness allows handling the case of many units in a manner that can not be made to work for our notion of envy-freeness. The details of this connection are explained in Section 3.2.
Recently, [27] considered the item envy-free pricing problem as we do and provide a dynamic programming algorithm for general valuations in multi-unit markets without budgets, which does not imply an FPTAS for our general setting. Chen and Deng [12] also study envy-free pricing in multi-unit markets without budgets and prove hardness results for unit-demand buyers.
The effects of price-making and rational buyers in markets have been studied extensively over the past few years [7, 9, 13, 25, 26] . Given the employment of markets as mechanisms for selling goods, it is particularly important to predict or prevent the consequences of the buyers' selfish behavior. Our paper introduces the first results on strategyproof mechanisms for linear multi-unit linear markets with budgets. For more general envy-free markets, there has been some work on strategyproof mechanisms in the literature of envy-free auctions [21] and [22] for pair envy-freeness.
Attempts at good strategyproof mechanisms for multi-unit markets are seemingly impaired by a general impossibility result by Dobzinski et al. [17] who prove that strategyproofness and efficiency are essentially incompatible when the budgets are private. Our general impossibility result is very similar in nature, but it is not implied by the results in [17] for the following two reasons: (a) our impossibility holds for public budgets and hence their general theorem does not imply ours and (b) our notion of efficiency is weaker, as it is naturally defined with respect to envy-free allocations only, contrary to the efficiency notion in [17] , where envy-freeness is not a constraint. This also means that our impossibility theorem is not implied by their uniqueness result, even for two buyers. A large body of literature considers truthful mechanisms for multi-unit auctions without the envy-freeness constraint (see, e.g., [19, 6, 5, 18] ).
Despite a general impossibility, we prove that it is possible to design good strategyproof mechanisms for our objectives, when the budgets are common. Our results for price-making buyers in particular imply that at least in the fundamental setting of envy-free, linear multi-unit markets, strategyproofness does not require discriminatory prices.
Preliminaries
A multi-unit market with additive valuations is given by a set N = {1, . . . , n} of buyers and a seller that brings m (indivisible) units of a good. Each buyer i is endowed with a budget B i > 0, which has intrinsic value to i, and a valuation v i > 0, which indicates i's value for one unit. The seller has no value for the good and its goal is to extract money from the buyers by selling it, while the buyers aim to maximize their utility by purchasing units of the good as long as the price is profitable.
An allocation x = (x 1 , . . . , x n ) ∈ Z n + is a vector such that x i represents the number of units received by buyer i; the allocation must be feasible, i.e.
Given number of units m and a tuple (v, B), where v = (v 1 , v 2 , . . . , v n ) are the valuation profiles and B = (B 1 , . . . , B n ) the budgets, an outcome of the market is a pair (x, p) consisting of an allocation x and unit-price p.
The utility of buyer i at allocation x and price p is:
The demand of buyer i at a price p is defined as
otherwise.
In other words, the demand set of a buyer is a set consisting of allocations that make the buyer maximally satisfied at the chosen price and respect its budget constraint. Buyer i is said to be hungry at price p if v i > p and semi-hungry 3 
Envy-Free Pricing
An allocation and price (x, p) represent an envy-free pricing scheme if x i ∈ D i (p) for all i ∈ N , i.e. each buyer gets a number of units in its demand set at price p. A price p is an envy-free price if there exists an allocation x such that (x, p) is an envy-free pricing scheme. Similarly, allocation x can be supported at price p if there exists an envy-free tuple (x, p).
By definition, an envy-free pricing scheme is individually rational-no buyer has negative utility-and respects the budget constraints. The corresponding allocation is also pair envy-free, i.e. no buyer would prefer to swap its bundle with that of any other buyer. Clearly the reverse direction is not true, i.e. envy-free pricing as studied in this paper is understood as the optimality condition of each buyer's bundle from market equilibria, and thus a much stronger notion than pair envy-freeness.
While an envy-free pricing scheme always exists-just set p = ∞-it is not always possible to sell all the units in an envy-free way. We illustrate this phenomenon through an example. 
Social Welfare and Revenue
Our main objective is to compute envy-free pricing schemes that have good social welfare and/or revenue. The social welfare at an envy-free pricing scheme (x, p) is
Markets with Price Taking Buyers
We begin with a few important observations. Because our goal is to maximize the welfare and revenue objective functions, it suffices to only consider maximal allocations, i.e. allocations in which one sells as many units as the budgets allow to. Thus throughout sections 3.1 and 3.2) we assume w.l.o.g. that all allocations are maximal.
The optimal solution, for both revenue and welfare, can be found in a set of candidate prices:
. These prices are either equal to some valuation or have the property that some buyer could exhaust its budget by purchasing all the units that it can afford.
Crucially, a polynomial time algorithms cannot iterate over the entire set P, because m is given as an integer; the runtime must be polynomial in log m, not m. Finally, w.l.o.g., the buyers are ordered by their valuations:
Social Welfare in Markets with Price Taking Buyers
Our first main result is a polynomial-time algorithm for computing a welfare-maximizing envy-free pricing scheme. Proof: This follows from the fact that for every buyer i, the number of demanded units is non-increasing in the price. If at price p there are enough units to satisfy all demands, then the same holds at any price p ′ > p. Similarly, if at some price p there are not enough units to satisfy all demands, this is also the case for any p ′ < p.
Theorem 1 Given a multi
Lemma 2
There always exists a social welfare maximizing envy-free price in the set of candidate prices P.
Proof: Let p ′ be a welfare maximizing envy-free price and let x be the corresponding allocation. If p ′ ∈ P then we are doen. Else, assume p ′ = P. Then, we can increase the price p ′ until some budget B i is exhausted or the price becomes equal to some valuation v i . Until that happens, the demand sets of all buyers remain constant and hence the exact same allocation x can be supported at some price p ∈ P. Since the social welfare only depends on the allocation and not the price, the conclusion follows.
Lemma 3 Let p min be the minimum envy-free price. Then on the interval [p min , ∞), the social welfare is weakly decreasing in the price.
Proof: Let x be an envy-free allocation supported at p min . Consider some other price p ′ > p min and let x ′ be a corresponding envy-free allocation supported at p ′ . Then for each buyer i, the demand weakly decreases from p min to p ′ , and so
By summing over all the buyers, we get that
, which completes the proof. We can now prove the main theorem.
Proof: (of Theorem 1) We claim that Algorithm 1 computes such a price and allocation. By Lemma 3, to find a welfare maximizing envy-free price it suffices to identify the minimum envy-free price. In fact, as we will explain, it suffices to actually identify a price that is "close enough" to the minimum envy-free price. The algorithm proceeds as follows.
1. First, find an interval of consecutive valuations [v ℓ+1 , v ℓ ] such that ℓ ∈ N is the smallest index for which v ℓ is an envy-free price while v ℓ+1 is not (Line 1).
2. Second, compute a length ∆ > 0 such that the distance between any two candidate prices in the set P is smaller than ∆ (Line 2).
3. Third, recursively look for the optimal price using binary search over the interval [v ℓ+1 , v ℓ ], stopping when the length of the interval examined is smaller than ∆ (Line 3). The price found at this step is optimal and together with the corresponding allocation, it gives the welfare-maximizing envy-free pricing. The HUNGRY-DEMAND function computes the demand of the hungry buyers at a given price p. Note that the price p admits an envy-free allocation if and only if the demand of the hungry buyers can be satisfied, that is HUNGRY-DEMAND(p) ≤ m.
Next, we argue correctness. For the first step, we examine each valuation v i in decreasing order and check whether the price p = v i admits an envy-free allocation. The price p admits an envy-free allocation if and only if the demand of the buyers that are hungry can be satisfied. Formally, the condition is: 
⊲ call to a recursive subroutine 6 : if b − a < ∆ then 7: for i ∈ N do 8: k ← 18: return SEARCH(a, By Lemma 1, it suffices to find an interval [v ℓ+1 , v ℓ ] such that v ℓ+1 is not envy-free, while v ℓ is envy-free; the minimum envy-free price is guaranteed to lie in this interval.
For the second step, consider the rational representation of each budget
For the third step, we compute the price using the subroutine SEARCH invoked on the interval [v ℓ+1 , v ℓ ] with minimum length ∆. The SEARCH(a, b, ∆) function maintains an invariant, namely that at each step, the left endpoint, a, of the examined interval is not an envy-free price, while the right endpoint, b, is. Since the interval [a, b] is small enough (i.e. b − a < ∆), we know that there is at most one candidate price q = B i /k in P contained in the interval for some i ∈ N, k ∈ [m]. If there exists such a price q, we check whether it is envy-free and output it if that is the case. Otherwise, we output b. In either case, by Lemma 2, there exists a minimal pricep ∈ P that is optimal with respect to the social welfare.
Moreover, by Lemma 1, any envy-free price p ′ <p, where p ′ / ∈ P, guarantees the same social welfare asp. In the first case, we output q =p, namely the minimal optimal price in P whereas in the second case, we output b <p, which is also optimal by the previous argument.
Finally, we bound the runtime. The first and second step (Lines 1 and 2, respectively) can each be done in time O(n 2 ). For the third step, we repeatedly halve the interval until its length is bound by ∆. If the initial length is v ℓ − v ℓ+1 , the number of halvings is O(log(
, which by definition of ∆ is polynomial in the input size. The operations on the interval of length at most ∆ (Lines 7-10) can be done in time O(n 2 ).
Revenue in Markets with Price Taking Buyers
In this section, we consider the objective of finding a revenue-maximizing envy-free pricing scheme. For this problem, we design a Fully Polynomial Time Approximation Scheme (FPTAS), i.e. an algorithm that runs in time polynomial in n, log m and 1/ǫ and obtains an (1 − ǫ)-approximation to the maximum revenue, for any ǫ > 0. Additionally, we prove that the problem can be solved exactly when there is a constant number of types of buyers, where the type of a buyer is given by its budget and valuation.
Fully Polynomial Time Approximation Scheme
Our main result in this section is the following theorem.
Theorem 2 Given a multi-unit market with additive valuations, there exists an FPTAS for computing a revenue-optimal envy-free pricing scheme.
The main idea is the following. If the number of units is small, i.e. at most n/ǫ, then we can iterate over the set P of candidate prices in polynomial time and find the revenue-maximizing envy-free price and then a corresponding allocation. If m is large, then we consider a continuous variant of the market which is exactly the same as a multi-unit market with additive valuations, except that the good is viewed as a continuous resource valued uniformly by each player i, at total value v i · m. For this variant, we prove that we can compute a revenue-maximizing price and allocation in polynomial time and then we round the continuous solution to obtain an integral assignment, bounding the loss in revenue due to the rounding procedure.
We note that while a rounding procedure is also used in [16] , their algorithm does not solve our problem because the case where the number of items is large requires more careful handling in our setting. In particular, they consider a set of candidate prices (different from the set P) that would ensure a good approximation for revenue and check whether some price p in that set exists in an interval between two consecutive valuations. When there is not enough supply to satisfy the demands of all the buyers at this price, [16] calculate the largest number of items that does not exceed the demand that can be distributed equally among buyers (with the exception of buyers that have lower demands). The equal distribution is sufficient to satisfy pair envy-freeness, but fails envy-freeness in the market sense, as all buyer demands are not satisfied. Crucially, although the (market) envy-freeness condition is not satisfied at the chosen price p, that does not mean that an envy-free price does not exist in the interval under consideration, and an algorithm for our objective cannot ignore that price.
We begin with some lemmas.
Lemma 4 Given a multi-unit market with additive valuations, let p be a revenue-maximizing envy-free
price. Then p ∈ P, where P is the set of candidate prices.
Proof: Let x be any allocation supported by price p and assume for contradiction that p / ∈ P , which means that either p is smaller than all valuations v i for i ∈ N or that all buyers have some leftover budget at this price. Then, we could increase the price continuously until at some price p ′ , some budget B i is exhausted or the price p ′ becomes equal to some value v i . In the first case, the demand set of each buyer at price p ′ is the same as its demand set at price p and in the second case, the demand set of each buyer with v j = v i at price p ′ is the same as its demand set at price p, and the demand set of each buyer with v i = v j (non-hungry buyers) at price p ′ contains the demand set of the buyer at price p. In any case, (x, p ′ ) is still an envy-free pricing scheme and since the allocation is the same and the price is higher, the revenue at p ′ is larger than at p. Since p is a revenue-maximizing envy-free price, this is a contradiction. The next lemma states that if we had knowledge of an envy-free price that maximizes revenue, we could compute a maximal allocation supported at this price in polynomial time. For this reason, it is sufficient to look for a revenue-maximizing envy-free price.
Lemma 5
Given an envy-free price p, a revenue maximizing allocation at p can be found in polynomial time in n and log(m).
Proof: First, given the valuation functions of the hungry buyers, we can compute their demands at price p. Note these demands are singletons and so the allocation for these buyers is uniquely determined. For the non-hungry buyers (if any), we assign the remaining units (if any) in a greedy fashion: Fix an arbitrary order of buyers and assign them units according to that order, until all of them exhaust their budgets or we run out of units. All these operations can be done in polynomial time.
At this point, we will consider the continuous linear multi-unit market, defined in the beginning of the section. Note that in such a market, every hungry buyer must receive exactly a (B i /p)-fraction of the good, since the allocation does not have to be integer. We will consider the continuous case because it will be useful in the construction of our algorithm. Finding the revenue-maximizing envy-free price in the continuous variant can be done in polynomial time, as the following lemma suggests.
Lemma 6 A revenue maximizing envy-free price for the continuous linear multi-unit market can be computed in polynomial time. Moreover, the price is equal to one of the valuations.
Proof: Recall the valuations are ordered such that v 1 ≥ v 2 ≥ . . . ≥ v n and let p be a revenue maxinimizing envy-free price for the continuous problem. If p = v i for some i ∈ N we are done, so assume that p ∈ (v ℓ , v ℓ+1 ) for some ℓ ∈ N . Since we are in the continuous case and p maximizes revenue, the budgets of buyers 1, 2, . . . , ℓ are exhausted at price p, while players ℓ 1 , . . . , n have zero demand and the revenue is ℓ i=1 B i . By setting the price to v ℓ , we can obtain exactly the same revenue, since the set of buyers that purchases any units is still {1, 2, . . . , ℓ} and the budgets of all buyers in this set are still exhausted. By Lemma 1, v ℓ is an envy-free price and by the argument above, it maximizes revenue. The next lemmas concern the revenue achieved in the continuous problem and enable connecting the maximum revenue in the continuous problem to the discrete one.
Lemma 7 The optimal revenue in a continuous linear multi-unit market is at least as high as in the discrete version.
Proof: Let (p, x) be a price and allocation that maximize revenue for the discrete problem; denote by R the revenue obtained. Set the price p in the continuous version and consider two cases:
Case 1: The demand is (weakly) lower than the supply at p. Then the same revenue R can be obtained in the continuous version.
Case 2: The demand is higher than the supply. Then we can continuously increase the price until the demand can be met as follows. Let p ′ be the current price in the continuous problem. If p ′ ∈ (v ℓ , v ℓ+1 ), then by continuously increasing p ′ the demand decreases continuously. If the demand is never met in the interior of this interval, then when the price reaches v ℓ , we can continuously decrease the allocation of player ℓ until either reaching an envy-free pricing or making buyer ℓ's allocation zero (the case where there are multiple players with valuation v ℓ is handled similarly, by decreasing their allocations in some sequence). In the latter case, since the demand still exceeds the supply, we iterate by increasing the price continuously in the interval
From the two cases, the optimal revenue in the discrete problem is no higher than in the continuous problem, which completes the proof.
Lemma 8
Given the optimal revenue R for the continuous linear mulit-unit market, setting the price to p = R/m gives an envy-free pricing scheme with the same revenue where the whole resource is sold.
Proof: By Lemma 6, the optimal revenue in the continuous problem can be computed in polynomial time by inspecting all the valuations. Let R denote the optimal continuous revenue. If none of the prices where the optimal revenue can be obtained support an allocation at which the entire resource is sold, then the price can be decreased continuously (skipping the valuation points as they have been considered before) while maintaining the revenue constant until the entire resource is sold. By continuity (taking the valuation points into account), there exists a revenue maximizing price at which the whole resource is sold.
This problem can be solved in polynomial time by finding the buyer ℓ ∈ [n] with the property that
and compute the corresponding allocation, where buyers ℓ + 1, . . . , n don't receive anything. We are now ready to present the algorithm and the corresponding theorem that establishes its correctness and its running time. for each price p ∈ P do 3: Check if p is envy-free. If not, continue with the next candidate price.
4:
R p ← Revenue of (x p , p).
6:
end for 7: p * ← argmax p R p . 8: return (p * , x p * ) 9: else 10:
For all ∈ N , letx i = ⌊x i ⌋.
⊲ Round the allocation down to integers 12: return (p,x). Proof: (of Theorem 2) We show that Algorithm 2 is such an FPTAS. Let ǫ > 0 and consider two cases, depending on whether the number of units is small or large.
COMPUTE-CONTINUOUS(N, v, b, m)
⊲ function that computes a revenue-maximizing price where everything is sold in the continuous case 1: for i = 1 to n do 2: Check if the price v i is envy-free. If not, continue with the next valuation.
3:
⊲ function that computes an envy-free allocation at price p 10: for each buyer i ∈ N such that v i > p do ⊲ Hungry buyers 11: x i ← D i ⊲ Demand sets are singletons 12: end for 13: for each buyer i ∈ N such that v i = p do ⊲ Non-hungry buyers 14: if #available units > 0 then 15:
end if 17: end for Case 1: m ≤ n ǫ . In this case we can just iterate over all the possible prices in P and select the revenue maximizing envy-free price and the corresponding allocation. This step can be done in time O n 2 ǫ .
Case 2: m > n ǫ . In this case we first solve the continuous linear mulit-unit market optimally by finding the price and allocation (p, x) where the whole resource is sold. This can be done in polynomial time by Lemma 8. Now consider the allocationx, given byx i = ⌊x i ⌋, i.e. the allocation obtained from x if we round all fractions down to the nearest integer value. Note that (p,x) is an envy-free pricing in the discrete problem, since each buyer receives their demand. We argue that (p,x) approximates the optimal revenue of the discrete instance within a factor of 1 − ǫ.
Let OP T c and OP T d denote the optimal revenues in the continuous and discrete instances, respectively, and R d the revenue obtained by the rounding procedure above. We have the following inequalities:
The first inequality holds because the rounding procedure only loses at most pn revenue, the second identity holds because all the units are sold at price p, and the third inequality holds by Lemma 7. This step can be completed in time O(n 2 ). The total runtime is bounded by the maximum in each case, which is O n 2 ǫ .
Exact Algorithm
When the number of types of buyers is constant, a revenue-maximizing envy-free pricing scheme can be computed in polynomial time.
Theorem 3 Given a multi-unit market with additive valuations, a revenue-maximizing envy-free pricing scheme can be computed in polynomial time when the number of types of buyers is constant.
The omitted proof is included in Appendix A. It is based on the connection between the problem of finding a revenue-maximizing envy-free pricing scheme and the following number theoretic problem.
The idea is that Problem 1 is a generalization of the revenue-maximizing problem. For a constant number of types of players, it can be solved as a special case of the Integer Linear Programming Problem (ILP) [Lenstra [24] ], which is known to be polynomial-time solvable for constantly many variables.
Markets with Price Making Buyers
Having studied the envy-free pricing problem from the point of view of price taking buyers, we now move to the problem of dealing with rational buyers, who may alter their inputs to improve the outcomes. As standard, we will denote by mechanism the algorithm that maps pairs of reported valuations and budgets to prices and allocations.
Our main goal will be incentivize the buyers to reveal their true inputs and our first main result will be an impossibility theorem for the general domain, the proof of which is in Appendix B.
Theorem 4 There is no strategyproof and Pareto-optimal mechanism to compute an envy-free pricing scheme in multi-unit markets with additive valuations, even if the budgets are public.
Our second main result here is an optimal strategyproof mechanism for the common budget setting, which approximates both revenue and welfare within a constant bounded by 2, on all markets except monopsonies (i.e. where there is only a single buyer that has any buying power).
Theorem 5
There exists a strategyproof mechanism for multi-unit markets with additive valuations and common budgets that approximates both the optimal social welfare and revenue within a factor of 2 on all markets except monopsonies. Moreover, this mechanism is optimal among all the strategyproof mechanisms for both objectives.
In order to prove the theorems, we establish some notation. Let I i = (v i , B i ) be the type of buyer i and I = (v, B) a pair of valuation profiles and vector of budgets. As usual, a mechanism M is strategyproof if
where l −i is the report of the other buyers except i and
That is, no buyer can deviate by reporting a different budget or value and improve its utility. Whenever one of the input parameters is known, the mechanism can be redefined to map only valuations or only budgets to pairs of prices and allocations and all the definitions are similar.
We measure the performance of a strategyproof mechanism by the standard notion of approximation ratio, i.e. the worst ratio between the maximum welfare (revenue) over the welfare (revenue) achieved by the mechanism, taken over all valuation profiles:
where OBJ ∈ {SW, REV} is either the social welfare or the revenue objective. Obviously, a mechanism that outputs a pair that maximizes the objectives has approximation ratio 1. The goal is to construct strategyproof mechanisms with approximation ratio as close to 1 as possible, for either objective.
Recall the definitions of hungry and semi-hungry buyers from the Preliminaries. We will say that given a price p and an allocation x, buyer i is essentially hungry if it is either hungry or semi-hungry with x i = ⌊B i /p⌋. In other words, a buyer is essentially hungry if he receives the non-zero largest element in its demand set.
Optimal Mechanism for Common Budgets
Next, we will design a strategyproof mechanism that is optimal among all strategyproof mechanisms for the problem, when the budgets are public and common. Now consider the following mechanism.
ALL-OR-NOTHING:
In other words, the mechanism always outputs the minimum envy-free price 4 but if there are semi-hungry buyers at that price, they get either all the units they can afford at this price or 0, even if there are still available units, after satisfying the demands of the hungry buyers. We now prove the strategyproofness of the mechanism. The mechanism is strategyproof whenever the budgets are public, which is necessarily the case when we consider the common budget market. Note however, that the mechanism is strategyproof even when the budgets are not common.
Theorem 6
Mechanism ALL-OR-NOTHING is strategyproof when the budgets are public.
Proof: First, we will prove the following statement. If p is any envy-free price and p ′ is an envy-free price such that p ≤ p ′ then the utility of any essentially hungry buyer i at price p is at least as large as its utility at price p ′ . To see this, first consider the case when p = p ′ . Since buyer i was essentially hungry at price p, and p is envy-free, it received the maximal set of items possible by the budget restriction and d i be that set. Since the price has not changed, the agent can not receive more than d i and hence its utility is not larger that before. Now consider the case when p < p ′ . Since p is an envy-free price, buyer i receives a maximal d i in its demand. For a higher price p ′ , its demand will be at most as large as its demand at price p and hence its utility at p ′ will be at most as large as its utility at p.
Assume now for contradiction that Mechanism ALL-OR-NOTHING is not strategyproof and let i be a deviating buyer who benefits by misreporting its valuation v i as v ′ i at some valuation profile v = (v 1 , . . . , v n ), for which the minimum envy-free price is p. Let p ′ be the new minimum envy free price and let x and x ′ be the corresponding allocations at p and p ′ respectively, according to ALL-OR-NOTHING. Let v ′ = (v ′ i , v −i ) be the valuation profile after the deviation.
We start by arguing that the deviating buyer i is essentially hungry. First, assume for contradiction that i is neither hungry nor semi-hungry, which means that v i < p. Clearly, if p ′ ≥ p, then buyer i does not receive any units at p ′ and there is no incentive for manipulation; thus we must have that p ′ < p. This implies that every buyer j such that x j > 0 at price p is hungry at price p ′ and hence x ′ j > x j . Since the demand of all players does not decrease at p ′ , this implies that p ′ is also an envy-free price on instance v, contradicting the minimality of p.
Next, assume that buyer i is semi-hungry but not essentially hungry, which means that v i = p and x i = 0, by the allocation of the mechanism. Again, in order for the buyer to benefit, it has to hold that p ′ < p and x ′ i > 0 which implies that
From the previous two paragraphs, the deviating buyer must be essentially hungry. This means that x i > 0 and v i ≥ p. By the discussion in the first paragraph of the proof, we have p ′ < p. Since x i > 0, the buyer does not benefit from reporting v ′ i such that v ′ i < p ′ . Thus it suffices to consider the case when v ′ i ≥ p ′ . We have two subcases:
Buyer i is essentially hungry at price p according to v i and hungry at price p ′ according to v ′ i . The reports of the other buyers are fixed and B i is public; similarly to above, price p ′ is an envy-free price on instance v, contradicting the minimality of p.
• v ′ i = p ′ : Intuitively, an essentially hungry buyer at price p is misreporting its valuation as being lower trying to achieve an envy-free price p ′ equal to the reported valuation. Since v ′ i = p ′ , Mechanism ALL-OR-NOTHING gives the buyer either as many units as it can afford at this price or zero units. In the first case, since p ′ is envy-free and B i is public, buyer i at price p ′ receives the largest element in its demand set and since the valuations of all other buyers are fixed, p ′ is also an envy-free price on valuation profile v, contradicting the minimality of p. In the second case, the buyer does not receive any units and hence it does not benefit from misreporting.
Thus there are no improving deviations, which concludes the proof of the theorem.
Next, we show that the mechanism has a constant approximation ratio for both objectives. We say that a valuation profile is trivial if at any envy-free price, there is no buyer that can afford to buy a single unit. For the approximation ratios, we only need to consider valuation profiles that are not trivial, since on trivial profiles, both the optimal price and allocation and the price and allocation output by Mechanism ALL-OR-NOTHING obtain zero social welfare or zero revenue. Before stating the theorems, we prove a useful lemma.
Lemma 9 Let v be any valuation profile and let p opt and x opt a social-welfare or revenue maximizing envy-free pricing scheme. Then without loss of generality there exists at most one buyer i with
Proof: For any such optimal price p opt and allocation x opt , we can construct an allocation y opt that allocates the same number of units in total to the semi-hungry buyers and there is only one buyer that receives an allocation that is not zero or ⌊B/p opt ⌋. Too see this, take any allocation x opt and assume that there are at two semi-hungry buyers i and j that receive non-zero units but less than their maximum demand at p opt . Then we can "take" units from buyer j and "give" them to buyer i, until buyer i receives the maximum element in its demand set, or buyer j receives zero units. If there are more than two such buyers, the argument can be applied repeatedly between any two of them. Hence we can assume that the set of semi-hungry buyers that receive non-zero, non-maximal allocations in the optimal solution is a singleton.
Theorem 7 The approximation ratio of Mechanism ALL-OR-NOTHING with respect to the social welfare is at most 2 in linear multi-unit markets with common budgets.
Proof: By Lemma 3, we know that the social welfare is weakly decreasing on the interval [p min , ∞) where p min is the minimum envy-free price and hence the only loss in welfare occurred for the mechanism is due to the choice of the allocation to the semi-hungry buyers. In other words, the optimal price and allocation (p opt , x opt ) is such that p opt = p min and x opt is an allocation such that all hungry buyers receive their demand and semi-hungry buyers receive as many units as the unit supply constraint allows.
By Lemma 9, we can assume that at x opt there is only one semi-hungry buyer with allocation that is neither zero or its maximum demand. The welfare loss of Mechanism ALL-OR-NOTHING is the welfare of that buyer, which is at most p min · B. Let n 1 be the number of essentially hungry buyers at price p min under x opt ; the social welfare of Mechanism ALL-OR-NOTHING is n 1 · p min · B whereas the maximum social welfare is strictly less than n 1 · p min · B + p min · B and the ratio is at most (n 1 + 1)/n 1 . Since by the earlier discussion, the input profile is not trivial, n 1 ≥ 1 and the ratio is at most 2.
Before we analyze the revenue of the mechanism, we need to point out that in extremal markets, the revenue achieved by any strategyproof mechanism can be quite bad. This happens only in markets where there exists a very wealthy buyer with the highest valuation, that can afford to buy all the units at a relatively high price, i.e. equal to the second highest valuation. Since in such a market, there is essentially only a single buyer that has any buying power, we will refer to the market as a monopsony. Monopsonies are rather rare and not very interesting and we can show that the unmatched buying power of the single buyer can result in very high discrepancies in revenue, compared to the maximum revenue, when considering strategyproofness (see Section B of the Appendix for the corresponding theorem.)
As we will see, our mechanism achieves good approximation ratios with respect to all other cases and in fact, it is optimal among all strategyproof mechanisms (even including inputs that are monopsonies).
Theorem 8 The approximation ratio of Mechanism ALL-OR-NOTHING with respect to revenue is at most 2 in all linear multi-unit markets with common budgets except monopsonies.
Proof: For revenue, it is no longer true that the minimum envy-free price maximizes the objective, but from Lemma 4, we do know that the maximum revenue is attained at some price in the set of candidate prices P, which for the case of identical budgets is either some valuation v i or some point B/k for some k ∈ [1, . . . , m]. Let p opt be the minimum envy-free price among those that maximize revenue and let x opt be the corresponding optimal allocation at that price.
First, we consider the case when p opt = p min . In that case, the only loss in revenue for Mechanism ALL-OR-NOTHING comes from the choice of allocation to the semi-hungry buyers. For the same reason described in the proof of Theorem 7, if n 1 is the number of essentially hungry buyers at p opt according to x opt , the revenue obtained by Mechanism ALL-OR-NOTHING is at n 1 · ⌊B/p min ⌋ whereas the optimal allocation achieves a revenue of at most n 1 · ⌊B/p min ⌋ + ⌊B/p min ⌋ and the ratio is at most (n 1 + 1)/n 1 , which is at most 2 since by the earlier discussion, we can assume without loss of generality that the valuation profile is not trivial.
Assume now that p opt > p min and let p * = min{p ∈ R : p > p min , p = B/k for some k ∈ [1, . . . , m]} be the minimum price which larger than p min that is equal to B/k for some positive integer k ≤ m. Note that such a price must exist; if that wasn't the case, then it would be true that p opt > B and no buyer would be able to buy a single unit at the optimal envy-free price, meaning that the valuation profile is trivial. We argue that the revenue attained at any price p > p * is not larger than the revenue attained at price p * . To see this, observe that at price p * , since the buyers have identical budgets and the market is not a monopsony, all the hungry buyers exhaust their budgets and the revenue obtained is at least n 2 · B, where n 2 is the number of hungry buyers at price p * . At a price p > p * , there are precisely n 2 buyers with values at least p and therefore the maximum attainable revenue at p is n 2 · B. This means that p opt ∈ (p min , p * ].
Next observe that Mechanism ALL-OR-NOTHING at price p min sells at least as many units as the optimal price and allocation at price p opt ; this is true because every buyer i that receives any number x Finally, we will state the theorem that Mechanism ALL-OR-NOTHING is optimal among all strategyproof mechanisms for both objectives. The proof is omitted due to lack of space and can be found at Section 4 of the Appendix.
Theorem 9 Let M be any strategyproof mechanism. Then, the approximation ratio of M is at least 2− 4 m+2
for both the social welfare objective and the revenue objective for linear mulit-unit markets with common budgets.
Discussion
To summarize, we have considered the envy-free pricing problem in one of the most basic settings possible, that of item pricing in linear multi-unit markets. Our main results include (1) a polynomial time algorithm for maximizing social welfare, (2) an FPTAS for maximizing revenue as well as an exact algorithm for constantly many buyers, and (3) a treatment of strategyproof mechanisms with an impossibility for the general domain followed by an optimal mechanism that simultaneously approximates the optimal revenue and social welfare within a constant of 2 on all markets with common budgets except monopsonies.
We additionally studied general valuations, where the buyers are equipped with a different value for every possible allocation. We found that the problem of computing the optimal welfare or revenue envy-free pricing is NP-hard; however there exists an FPTAS for both objectives, which exploits a connection with the MULTI-CHOICE KNAPSACK problem.
An intriguing question for future work is finding the exact complexity of revenue maximization for envyfree linear multi-unit markets. In Section D of the Appendix, we prove that Problem 1, which allowed us to establish a polynomial-time algorithm for solving the problem for a constant number of buyers, is actually NP-hard for many buyers and hence unless P=NP, it can not be used to obtain a polynomial-time algorithm for the general case. Finally, it would be very interesting to obtain a full characterization of strategyproofness in this domain.
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APPENDIX
A Exact Algorithm
In Section 3.2 of the main text, we presented Theorem 3 which states that when the number of buyers is constant, we can find a revenue-maximizing price and allocation in polynomial time and we gave a highlevel idea of the proof. Note that the algorithm also works for a constant number of buyer types, which can be proven using very similar arguments. In this section, we present the complete proof of Theorem 3. Before proving the theorem, for ease of exposition, we re-state the problem that generalizes the problem of computing a revenue-maximizing envy-free pricing scheme.
Lemma 10 If Problem 1 can be solved in polynomial time, then the problem of finding a revenue-maximizing envy-free pricing scheme can be solved in polynomial time as well.
Proof: First, recall that by Lemma 4, the revenue-maximizing envy-free price p is in set P, i.e. it is either equal to some valuation v i or equal to some fraction B i /k, for some i ∈ N and some k ∈ [1, m] ∩ N, which means that at least one of the budgets is exhausted at that price and allocation. In the former case, we can simply iterate over all n values v 1 , . . . , v n and the revenue-maximizing price can be found in polynomial time and by Lemma 5, so can the corresponding revenue-maximizing allocation and the lemma holds. Therefore, we will assume that p = B i /k for some i ∈ N and some integer k ≤ m. We will show how to find the revenue-maximizing price given that some buyer's j budget is exhausted; then we can iterate over all the buyers and calculate the revenue obtained in each case, outputting the price and allocation with the maximum revenue. Let α i = B i /B j and let x be the allocation of buyer j. From the discussion above, it holds that p = B j /x. Assuming that buyer i is hungry at price p, the revenue obtained by buyer i is
The total revenue is REV = B j l i=1
x , where l is the number of hungry buyers at price p = B j /x. Now, given that a revenue-maximizing envy-free price is not equal to some valuation v i , it lies in an interval (v i+1 , v i ) for some i ∈ N . For each such interval I, the set of hungry buyers S I at any chosen price consists of the buyers with valuations v j ≥ v i and hence we know exactly the members of this set. By the discussion above, by letting ℓ = |S I | in Problem 1, the value of the quantity ℓ i=1 ⌊a i x⌋ x gives exactly the maximum revenue attained in the interval (v i+1 , v i ). By iterating over all intervals, we can find the revenue-maximizing price and allocation.
What is left to show is that the envy-freeness constraint can be captured by the constraint x ∈ [a, b] ∩ N. Note that the fact that the price lies in some open interval between two valuations and the envy-freeness constraint define an interval [c, d] from which the price has to be chosen. The value of c is either the minimum envy-free price in P or the smallest price in P strictly larger than v i+1 whereas the value of d is the largest price in P strictly smaller than v i . All of these prices can be found in polynomial time by binary search on the set P, similarly to Algorithm 1. Therefore, the price constraint can be written as p ∈ [c, d] ∩ P and by setting a = B j /d and b = B j /c, we obtain the corresponding interval of Problem 1. By Lemma 10, it is sufficient to prove that Problem 1 can be solved in polynomial time; the same algorithm will also find a revenue-maximizing envy-free pricing scheme. By setting k i = ⌊a i x⌋, from Problem 1 we obtain the following equivalent problem:
Problem 2 is obviously an optimization problem with a non-linear objective function. We will consider the decision version of the problem, where the value of the objective function is restricted to lie in some interval.
We are not ready to prove Theorem 3.
Proof: (of Theorem 3) We will prove that Problem 2 can be solved in polynomial time, by proving that Problem 4 can be written as an Integer Linear Program (ILP) problem and then providing an algorithm for Problem 2 given an algorithm for Problem 4. Since Problem 1 and Problem 2 are equivalent (by Lemma 10), this will also establish the existence of a polynomial time algorithm for finding a revenue-maximizing envyfree pricing scheme. First, the ILP problem is known to be solvable in polynomial time when the number of variables is fixed.
Lemma 11 ([24]) The ILP problem with a fixed number of variables can be solved in polynomial time.
In order to show that Problem 4 can be written as an ILP, we need to handle the non-integer coefficients. For every coefficient j ∈ Q, we multiply their common denominator in each equation and all coefficients become integers, without affecting the length of the input. The inequalities that have the "≥" direction can be handled easily. To handle the strict inequality constraint, for each such constraint such that A < B, we instead write 2A ≤ 2B−1 instead. Since A and B are linear expressions involving integers, these constraints are equivalent to the original ones. Finally, the constraints for which the inequality has the "≥" direction can be handled easily using standard techniques.
The connection above established that Problem 4 can be solved in polynomial time when the number of input variables ℓ is fixed. To show that Problem 2 can be solved in polynomial time as well, we will do binary search on the interval [0,
where each time a feasible solution is obtained, it will be an improvement over the previously found solution. The termination condition is when the length of the interval becomes smaller than 1/b 2 . Since the algorithm for solving Problem 2 is invoked at most log b 2 α i times, the binary search algorithm terminates in polynomial time. The details of the algorithm can be found in Algorithm 3. 
Input
B Strategyproof Mechanisms: Missing Proofs
In this section of the Appendix, we include the missing proofs from Section 4 as well as some results that were mentioned there, but were not explicitly stated as theorems or proven.
General impossibility result
In this subsection, we will prove Theorem 4. We repeat the theorem here for completeness.
Theorem 10 (Theorem 4 from Section 4) There is no strategyproof and Pareto-optimal mechanism to compute an envy-free pricing scheme in multi-unit markets with additive valuations, even if the budgets are public.
To prove the theorem, we first provide a clean necessary condition for the price of strategyproof mechanisms in a large class that contains all Pareto-optimal mechanisms and then prove that no strategyproof mechanism in this class can be Pareto-optimal. We start with the necessary definitions.
Definition 1 A mechanism for envy-free pricing in multi-unit markets with additive valuations is
Paretooptimal if for any input v, it outputs an envy-free pricing scheme (p, x) such that there is no other envy-free pricing scheme (p ′ , x ′ ) such that for all i ∈ N it holds that v i x ′ − px ′ ≥ v i x − px and REV(p ′ , x ′ ) ≥ REV(p, x) with at least one inequality being strict.
In other words, a Pareto-optimal mechanism outputs an envy-free price and allocation such that no other envy-free price and allocation is at least as good for all agents and strictly better for at least one agent, where an agent is either a buyer or the auctioneer. Note that this is the very same definition used in [17] but restricted to the set of envy-free prices and allocations, which is the natural definition for our setting.
Recall the definition of an essentially hungry buyer. We will say that given a price p and an allocation x, buyer i is essentially hungry if it is either hungry or semi-hungry with x i = ⌊B i /p⌋. In other words, a buyer is essentially hungry if he receives the non-zero largest element in its demand set.
The following definitions concern the allocation to semi-hungry buyers.
Definition 2 A mechanism is demand-maximal if at any envy-free price p, if it is possible to allocate ⌊B i /p⌋ units to every semi-hungry buyer i, it does.
It is not hard to see that Pareto-optimality implies demand-maximality. We will be looking to characterize the price of demand-maximal, strategyproof mechanisms. However, there are some "trivial" input profiles for which at any envy-free price, no hungry or semi-hungry buyers can afford a single unit and hence the envy-free price can be anything. A buyer i on profile input v is called irrelevant if at any envy-free price p on v, it holds that v i < p or v i ≥ p and ⌊B i /p⌋ < 1, i.e. the buyer can not buy even a single unit. A buyer which is not irrelevant is called relevant. Given this definition, a trivial profile is a profile v such that all buyers are irrelevant. We will exclude trivial profiles from consideration. In fact, the following lemma proves that when m > n, such profiles do not even exist.
Lemma 12 When m > n, there are no trivial valuation profiles.
Proof: Let v be a valuation profile and assume by contradiction that v is trivial. Let p min be the minimum envy-free price and note that at price p min , hungry and semi-hungry buyers can not afford a single unit. Since p min is the minimum envy-free price however, at any price p < p min , there will be over-demand; consider such a price p = p min − ǫ, where ǫ is sufficiently small. At price p, the demand of each buyer must be 1 unit, since it was 0 before and ǫ is small enough. Therefore, the total demand at price p is n < m, contradicting the fact that p is not an envy-free price.
Finally, we define in-range mechanisms: A mechanism is called in-range if it always outputs an envyfree price in the interval [0, v j ] where v j is highest valuation among all buyers that are not irrelevant. Note that any Pareto-optimal mechanism is also in-range. Now we are ready to prove the main lemma needed for the proof of Theorem 4, which provides a necessary condition for the price of strategyproof, demand-maximal, in-range mechanisms.
Lemma 13
Let M be a strategy proof, demand-maximal, in-range mechanism and let v be any valuation profile that is not trivial. Then M outputs the minimum envy-free price on v.
Proof: Assume for contradiction that M does not always output the minimum envy-free price. Let v = (v 1 , . . . , v n ) be any valuation profile that is not trivial and let p min be the minimum envy-free price on v and p v be the price output by M ; by assumption, it holds that p v > p min . By the assumption that M is in-range, it holds that v j ≥ p v for some relevant buyer j ∈ N . Let J = {j : v j ≥ p v : j is relevant } be the set of all relevant buyers with valuations at least as high as the envy-free price chosen by M . Now, consider an instance v 1 such that v 1 i = v i for all buyers i ∈ N \{j 1 } and p min < v 1 j 1 < p v for some buyer j 1 ∈ J, i.e. the instance obtained by v when some buyer j 1 ∈ J reports a valuation smaller than p v and larger than p min . Let p 1 be the price output by M on input v 1 .
• Assume first that p 1 < v 1 j 1
. In that case, buyer j 1 on input profile v would have an incentive to misreport its valuation as v 1
; that would lower the price and since B j 1 is fixed, the buyer would receive at least the same amount of units at a lower price. This would contradict the strategyproofness of M .
• Now consider the case when p 1 = v 1 j 1 . Since p 1 > p min , which implies that ⌊B j 1 /p 1 ⌋ ≤ ⌊B j 1 /p min ⌋ and since it is possible to allocate ⌊B j 1 /p min ⌋ units to buyer j 1 , at price p 1 buyer j 1 is semi-hungry and it is possible to receive the largest element in its demand set. Since M is demand-maximal, it must allocate at least ⌊B i /p v ⌋ units to buyer j 1 at a price p 1 < p v , and buyer j 1 increases its utility by manipulating.
From the discussion above, it must hold that p 1 > v 1 j 1
. Redefine J as J = {j : v j ≥ p 1 : j is relevant }. If J = ∅, then Mechanism M is not in-range and we have obtained a contradiction. Otherwise, there must exist some other buyer j 2 ∈ J with valuation higher than p 1 .
Now, consider such a buyer j 2 ∈ J and the instance v 2 such that v 2 i = v 1 i for all buyers i ∈ N \{j 2 } and v 1 is the price output by M , buyer j 2 on instance v 1 could benefit from deviating and hence, for the same reasons described earlier, it must be the case that p 2 > v 2 j 2 and J = ∅, where J is redefined as J = {j : v j ≥ p 2 }. Again, if J is empty, then M is not in-range, otherwise, we can repeat the argument again.
Continuing like this, we obtain an instance v k−1 such that J = {j k }, i.e. there is only one buyer with a valuation higher than the envy-free price p k−1 output by M . Repeating the argument once more will result in a valuation profile v k where the price p k is higher than the reported valuation v k j k of buyer j k and the set J will be empty, contradicting the fact that M is in-range.
Overall, this implies that M is either not strategyproof, not demand-maximal or not in-range, which is a contradiction.
Using Lemma 13, we can now prove Theorem 4.
Proof: (of Theorem 4) Assume by contradiction that M is a Pareto-optimal strategyproof mechanism. Consider a market with n = 2 buyers and m = 3 units. Note that the profile can be adapted to work for any number of buyers, by adding buyers with lower valuations to the market. Let v 1 = 3.9 and v 2 = 3 and let B 1 = B 2 = 6. The mechanism is Pareto-optimal, demand-maximal and in-range, and so by Lemma 13 and the fact that the profile is not trivial, M must always output the minimum envy-free price. The minimum envy-free price on this profile is 3 and the allocation is such that buyer 1 receives two units (since it is hungry) and buyer 2 receives 1 unit (because receiving two units would violate the unit supply constraint and receiving zero units would violate Pareto-optimality). Now consider the deviation v ′ 1 = 2.01 of buyer 1 and observe that the new minimum envy-free price is at 2.01. The allocation now gives buyer 1 one unit and buyer 2 two units, for the same reasons mentioned above. The utility of buyer 1 before misreporting was 2(3.9−3) = 1.8 whereas its utility after misreporting is 1(3.9−2.01) = 1.89 and the buyer benefits from deviating, violating the assumption that M is strategyproof.
Omitted Theorems from Section 4
We start with the proof of Theorem 9.
Proof: (of Theorem 9) Consider the following valuation profile v. Let buyer 1 be the buyer with the highest valuation v 1 , buyer 2 be the buyer with the second highest valuation v 2 such that v 1 > v 2 + ǫ where ǫ is to be defined later and let v i < v 2 for all buyers i = 3, 4, . . . , n. Furthermore, let B be such that ⌊ First, consider the social welfare objective and let M be a strategyproof mechanism. Observe that for the optimal price p opt on profile v, it holds that p opt = v 2 and let p M be the price output by M on this profile. First, note that it can not be the case that p < v 2 as otherwise there would be over-demand for units. 2 be the number of units allocated to buyer 2 at profile v (1) ; we claim that it must be the case that x (1) 2 ≥ 2. Indeed, if it was the case that x (1) 2 ≤ 1 then buyer 2 on profile v (1) would have an incentive to misreport its valuation as v 2 ; that would move the price to v 2 and the buyer would receive at least as many units at a lower price, contradicting strategyproofness.
Similarly, consider the valuation profile v (2) where for each buyer i = 2, it holds that v
and for buyer 2 it holds that v
2 < v 2 + ǫ. For exactly the same reasons explained above, the price output by M must be v (2) 2 and the number of units x (2) 2 allocated to buyer 2 must be at least 3, as otherwise strategyproofness is violated. Continuing like this, we obtain that at some profile v (k) constructed similarly, the price must be v (k) 2 and buyer 2 should receive m/2 units. However, since buyer 1 is still hungry at price v (k) 2 and must receive at least m 2 + 1 units, that would violate the unit supply constraint. This implies that Mechanism M must allocate 0 units to buyer 2 (either at price v 2 or at some higher price where the buyer is not hungry or semi-hungry) which implies that its approximation ratio is at least 2 − 4 m+2 . For the revenue objective, the argument is exactly the same, but we need to establish that at any profile v or v (i) , i = 1, . . . , k that we construct, the optimal envy-free price is equal to the second highest reported valuation, i.e. v 2 or v This establishes that the optimal envy-free price is the same as before, for every profile that we consider and all the arguments go through.
As we mentioned in Section 4, if a market is a monopsony, the approximation ratio of any strategyproof mechanism can be quite bad, with respect to both objectives. This can be captured by the following theorem.
Theorem 11
If the market is a monopsony, the approximation ratio of any strategyproof mechanism is at least B for any B > 1, even if the budgets are public.
Proof: Consider the following monopsony. Let i 1 = argmax i v i , for i = 1, . . . , n be a single buyer with the highest valuation and denote v i 1 = v 1 for ease of notation. Similarly, let i 2 ∈ argmax i∈N \{i 1 } v i be one buyer with the second largest valuation and let v i 2 = v 2 . Furthermore, let v 1 > v i for all i = i 1 and B i 1 = p · m, for some v 2 < p ≤ v 1 i.e. buyer i 1 can afford to buy all the units at some price p > v 2 . Additionally, let B i 2 ≥ v 2 , i.e. buyer i 2 can afford to buy at least one unit at price v 2 . 6 Finally, for a given B > 1 let v 2 and p be such that B = p/v 2 . Note that the revenue-maximizing envy-free price for the instance v is at least p and the maximum revenue is at least p · m.
Assume for contradiction that there exists a strategyproof mechanism M with approximation ratio smaller than B and let p * be the envy-free price output by M on v. Since p * is envy-free and B i 1 > v 1 · m and B i 2 ≥ v 2 , it can not be the case that p * < v, otherwise there would be over-demand for the units. Furthermore, by assumption it can not be the case that p * = v 2 as otherwise the ratio would be B and therefore it must hold that p * > v 2 . Now let v ′ be the instance where all buyers have the same valuation as in v except for buyer i 1 that has value v ′ 1 such that v < v ′ 1 < p * and letp be the envy-free price that M outputs on input v ′ . Ifp > v ′ 1 , then the ratio of M on the instance v ′ is infinite, a contradiction. Ifp ≤ v ′ 1 and sincep is envy-free, it holds that v 2 ≤p < p * . In that case however, on instance v, buyer i 1 would have an incentive to misreport its valuation as v ′ 1 and reduce the price. The buyer still receives all the units at a lower price and hence its utility increases as a result of the devation, contradicting the strategyproofness of M .
C General Valuations
In the main text, we have considered the case of linear multi-unit markets. In this section, we study the case of general multi-unit markets, where the valuation of a buyer for different numbers of copies is not necessarily a linear function of that number. In the general case, each buyer has a valuation vector v i , such that v i,j represents buyer i's valuation for receiving j units of the good.
The demand of a buyer is defined as
i.e. a set consisting of allocations that make the buyer maximally satisfied at the chosen price and respect its budget constraint. The definition of an envy-free pricing scheme is the same as the one given in the Preliminaries section. We will first prove that finding a social welfare-maximizing or a revenue-maximizing envy-free price and allocation is NP-hard by a reduction from SUBSET-SUM and then we prove that both problems admit an FPTAS by using a variant of KNAPSACK called MULTI-CHOICE KNAPSACK. Note that since buyers have to specify their values v i,j for all possible number of units that they might receive, the input size to the problems here is n and m instead of n and log m, which was the input size for the linear multi-unit market. This means that an NP-hardness result for the linear case would not imply NP-hardness for the general case and an FPTAS for the general case does not imply an FPTAS for the linear case.
Theorem 12 Given a multi-unit market with general valuations, it is NP-hard to compute a revenue-maximizing or social welfare-maximizing envy-free price and allocation.
Proof: We construct a reduction from the NP-complete problem SUBSET-SUM, which is defined next:
Given a universe of positive integers U = {s 1 , . . . , s n } and an integer K, determine whether there exists a subset S ⊆ U that sums up to exactly K.
Given an input U , K to SUBSET-SUM, we construct a market as follows. Let N = {1, . . . , n} be the set of buyers and m = K the number of units. Set the budget of each buyer i to b i = s i and the value of i for j units of the good to:
We show that a revenue of at least K can be obtained via an envy-free pricing in this market if and only if the SUBSET-SUM problem has a solution.
Suppose there is a price p and allocation x such that (p, x) is envy-free and the revenue attained is at least K. Since each buyer i gets an optimal bundle, we have:
There are three cases:
, which means that either p = 0 or x i = 0. Since p > 0 at any positive revenue, it must be that x i = 0.
3). x i > s i . Then v i (x i ) = s i , so u i (x i , p) = s i − p · x i ≥ 0, so p ≤ s i /x i < 1. Since the revenue is at least K and there are exactly K units, it cannot be that p < 1, and so this case can never occur.
From cases (1−3) it follows that each buyer i gets either s i or zero units and that the price is at most 1. Since the revenue is at least K and attained from selling K units, we get that in fact p = 1. Let I = {i ∈ N | x i > 0} be the set of buyers that get a non-zero allocation. Then Rev(p, x) = i∈I x i · p = i∈I s i = K, which implies that I is a solution to the SUBSET-SUM problem. For the other direction, let I be a solution to SUBSET-SUM. Set the price to p = 1 and the allocation x to x i = s i . It can be checked that (p, x) is an envy-free pricing with revenue exactly K.
The reduction for social welfare is almost identical and exploits the fact that the equilibrium price achieving the target social welfare must, again, be equal to 1 (if it exists).
Theorem 13 Given a multi-unit market with general valuations, there exists an FPTAS for the problem of computing a welfare or revenue maximizing envy-free price.
Proof: (sketch) The main idea is that for general valuations, the hardness no longer comes from guessing the price-in fact we can freely iterate over the set of candidate prices defined in Section 3.1 and the optimal solution is still guaranteed in this set for the same reason as that in the case of general valuations. Rather, the hardness comes from selecting the set of buyers to be allocated at a given price.
Thus if we had a black box that produced an approximate solution efficiently for each fixed price, then the problem would be solved. This black box will be the FPTAS for the 0-1 MULTI-CHOICE KNAPSACK PROBLEM; there are several such algorithms, such as the one due to Lawler [23] , which for n items and precision ǫ > 0, runs in time O(n log 1/ǫ + 1/ǫ 4 ).
The 0-1 MULTI-CHOICE KNAPSACK PROBLEM is as follows:
We are given m classes C 1 , C 2 , . . . , C m of items to pack in some knapsack of capacity C. Each item j ∈ C i has a value p i,j and a weight w i,j . The problem is to choose at most one item from each class such that the value sum is maximized without the weight sum exceeding C.
Then our algorithm for maximizing revenue or welfare in a market with general valuations is as follows. For each price p ∈ P, where P is the set of candidate prices, construct a 0-1 MULTI-CHOICE KNAPSACK instance, such that the ith category contains an item for every quantity (i.e. # of units) that can be sold to player i. That is, we create an element in category C i for every possible integer y ∈ {0, . . . , m} with the property that player i's utility is non-negative should he be allocated exactly y units. Note that some numbers of units will be missing from C i , exactly at those sizes at which i's utility would be negative.
• For the objective of maximizing revenue, set the weight of the item corresponding to y equal to y and its value equal to p · y.
• For the objective of maximizing social welfare, set the weight of each item corresponding to y equal to y and its value to v i,y .
Then set the total volume constraint to m and the total value (target k).
Then it can be seen that a value of K can be obtained in the 0-1 MULTI-CHOICE KNAPSACK problem if and only if a target revenue (or welfare respectively) of K can be obtained in the market. Note that if a knapsack solution omits taking an element from some class C i , we can obtain an equivalent solution that is still feasible where the item with zero value and zero weight from class C i is included on top of all the other elements that are part of the solution.
Since we have an FPTAS for solving the 0-1 MULTI-CHOICE KNAPSACK instance, we can just this algorithm as a subroutine n × m times, which makes the total runtime still polynomial in the market size and 1/ǫ.
D NP-hardness of Problem 1
A natural question would be whether one could use Problem 1 to construct a polynomial-time algorithm for finding a revenue-maximizing envy-free pricing scheme in multi-unit markets with additive valuations, for any number of buyers. In this subsection, we prove that unless P=NP, this is not possible. Note that the hardness of the problem does not imply NP-hardness of finding a revenue-maximizing envy-free pricing scheme in the market.
Theorem 14 Problem 1 is NP-hard.
To prove Theorem 14, we will construct a series of problems that each could be solved using a polynomial time algorithm for the previous problem, with the last problem being the well-known k-CLIQUE problem. Consider the following problem.
Problem 4
Input: p i , q i ∈ N * for i = 1, 2, . . . , n and a, b ∈ N * Output: arg min
It is not hard to see that Problem 1 is equivalent to Problem 4, and it is sufficient to consider the case when x ∈ (kΠq i , (k + 1)Πq i ), k ∈ Z, otherwise it is trivial to obtain an objective function of value 0. Next, we will prove that the objective function satisfies a monotonicity condition when a is sufficiently large.
Proof:
The first part is obvious. For the second part, note that the greatest common divisor between any two elements in W is at most n 2 , so if x is divisible by k + 1 different elements in W simultaneously, x > M k+1 1 2 k(k+1)n 2 , the right side is larger than (M + n 2 − 1) k . For Problem 7, given T < n 2 , we set a = 1, b = (M + n 2 − 1) T , and each p i to be the product of a subset Q i of W . For this to be a special case of Problem 8, it has to be that Πq i > b. To ensure this, we first consider the case when T ≥ i |Q i |, where the solution can easily be seen to be n. For the case when T < i |Q i |, setting b = (M + n 2 − 1) T means that b < Πq i since the product of any T + 1 elements in W is larger than (M + n 2 − 1) T . Now x is divisible by at most T different elements in W simultaneously and we obtain the following problem as a special case.
Problem 9
Input: Q 1 , Q 2 , ..., Q n ⊆ W, T Output: max k such that X ⊆ W, |X| ≤ T,
Now consider a graph G = (V, E) where |V | = n, and let Q i = {w i1 , w i2 , ..., w in }, where w ij ∈ W and let w ij = w ji if (i, j) ∈ E, w ij = w ji if (i, j) / ∈ E. Since |W | = n 2 there are enough elements to construct Q i . Given k < n, we set T = nk − 1 2 k(k − 1) and we obtain a special case of Problem 9.
Problem 10
On input k, decide whether there exists X ∈ W s.t. |X| ≤ nk − 1 2 k(k − 1),
Finally, we will prove that Problem 10 is NP-hard, by a reduction to k-CLIQUE.
Lemma 16 The answer to Problem 10 is yes if and only if Graph G has a k-clique.
Proof: Note that the cardinality of the union of the k subsets Q i equals to nk minus the total number of edges in the Q i 's corresponding subgraph of G. It is larger than nk − 1 2 k(k − 1) if the corresponding subgraph is not a clique, so X can not cover them.
Since every problem was a special case of the previous one, this establishes Theorem 14.
