We applied inductive learning to a problem, engineering design optimization, for which the applicability of inductive learning is not immediately obvious. In this paper we describe how we were able to formulate two pieces of the optimization problem as inductive learning problems, and we describe some of the lessons that we learned in the process.
Introduction
The High-Performance Computing and Design (HPCD) project has attempted to apply various advanced computing technologies to the design of complex engineering artifacts HPCD, 1995] . As part of this project, we are exploring the application of inductive learning to numerical optimization of complex engineering artifacts. It was not immediately obvious that inductive learning would be applicable to this problem. The problem with which we were faced { to produce a good design for a given goal { did not easily t into the set of classi cation-type problems usually attacked using inductive learning. We believed that inductive learning might be appropriate, however, because of the existence of a library of past design that could be used as training data, and because of the existence of a simulator and optimizer that could be used to generate additional training data as needed.
We discovered that two pieces of the numerical optimization problem { prototype selection and reformulation selection { could be formulated as inductive learning problems, and that using inductive learning for these pieces of the problem resulted in improved performance for the overall optimization problem.
In Section 2 we describe the domain of racing-yacht-hull design, in which we tested our prototype-selection and reformulation-selection methods. In Section 3, we describe how we formulated two pieces of the optimization problem as inductive learning problems, and the results that we obtained. In Section 4, we describe some of the lessons we learned from this process.
Yacht design
Our prototype-selection and reformulation-selection techniques have been developed as part of the \Design Associate," a system for assisting human experts in the design of complex physical engineering structures Ellman et al., 1992] . One of the domains in which the Design Associate is currently being tested is the domain of 12-meter racing yachts, which until recently was the class of sailboats raced in America's Cup competitions. An example of a 12-meter yacht, the Stars and Stripes '87, is shown in Figure 1 . 1 Racing yachts can be designed to meet a variety of objectives, such as course time or cost. In our work we have chosen to focus on a course-time goal, namely minimizing the time it takes for a yacht to traverse a given race course under given wind conditions. A particular course-time goal thus requires the speci cation of two environment parameters: (1) the race course, represented as a set of (distance; heading) pairs; and (2) the wind speed, represented as a scalar number, in knots. Our design system represents a yacht geometry by a set of design parameters, and evaluates course time using a \Velocity-Prediction Program" called \RUVPP, " Schwabacher et al., 1994] a somewhat simpli ed version of \AHVPP" from AeroHydro, Inc., which is a marketed product used in yacht design Letcher, 1991] . Yacht designs are modi ed by operators that manipulate design parameters. A search space is thus speci ed by providing the parameters that de ne an initial prototype, and a set of operators for modifying that prototype.
To nd a yacht for a given design goal our system uses one of two optimizers. The rst is the Rutgers Hillclimber, which is a steepest-descent hill climber Press et al., 1986] with some enhancements that allow it do deal with noise. The second is CFSQP, a state-of-the-art implementation of the Sequential Quadratic Programming method Craig et al., 1994] . Sequential Quadratic Programming is a quasi-Newton method that solves a nonlinear constrained optimization problem by tting a sequence of quadratic programs 2 to it, and then solving each of these problems using a quadratic programming method.
In the reformulation-selection experiments described in this paper, we ran CFSQP with course-time as the objective function, and with one explicit, nonlinear, \hard" constraint. This constraint speci es that the mass of the yacht, before adding any ballast, must be less than or equal to the mass of the water that it displaces. (In other words, the boat must not sink.)
Although the program we use to compute course time (RUVPP) is a state-of-the-art simulator, it nevertheless su ers from a number of de ciencies that make optimization di cult. For example, it will sometimes return a spurious root of the balance-of-force equations that it solves. It may also exhibit discontinuities, due to numerical round-o error, or due to truncation error in the numerical solver used to solve the balance-of-force equations. These de ciencies can produce \noise" in the evaluation function surface over which the optimization algorithm is moving. The algorithm can therefore easily get stuck at a point that appears to be a local optimum, but is nevertheless not locally optimal in terms of the true physics of the yacht design space. There is also noise in the search space caused by the constraints of the 12-Meter Rule, which is discussed further in Section 3.3.
3 Formulating the inductive learning problems
Mapping goals into attributes
The two pieces of the optimization problem to which we applied inductive learning are prototype selection and reformulation selection. In both cases, we used inductive learning to make decisions regarding how the numerical optimization is set up by mapping the design goal for a new design session into a selection for one of the optimization setup questions. Before we could apply inductive learning in this way, we had to de ne a way to map the goal space into a feature space suitable for use with standard inductive learning methods. In our initial experiments in the yacht domain, we restricted the goals to a set of goals that can be represented using two or three oating-point numbers, representing the wind speed and the race course for which coursetime is to be minimized. The next two subsections describe how we applied inductive learning to map the design goal into the selection of a starting prototype for optimization, and into a reformulation of the search space within which we optimize.
Prototype selection
Many automated design systems begin by retrieving an initial prototype from a library of previous designs, using the given design goal as an index to guide the retrieval process. The retrieved prototype is then modi ed by a set of design modi cation operators to tailor the selected design to the given goals. In many cases the quality of competing designs can be assessed using domain-speci c evaluation functions, and in such cases the design-modi cation process is often accomplished by an optimization method such as hill-climbing search.
In the context of such design systems, the choice of an initial prototype can a ect both the quality of the nal design and the computational cost of obtaining that design, for three reasons. First, prototype selection may impact quality when the prototypes lie in disjoint search spaces. In particular, if the system's design modi cation operators cannot convert any prototype into any other prototype, the choice of initial prototype will restrict the set of possible designs that can be obtained by any search process. A poor choice of initial prototype may therefore lead to a suboptimal nal design. Second, prototype selection may impact quality when the design process is guided by a nonlinear evaluation function with unknown global properties. Since there is no known method that is guaranteed to nd the global optimum of an arbitrary nonlinear function, most design systems rely on iterative local search methods whose results are sensitive to the initial starting point. Finally, the choice of prototype may have an impact on the time needed to carry out the design modi cation process -two di erent starting points may yield the same nal design but take very di erent amounts of time to get there. In design problems where evaluating even just a single design can take tremendous amounts of time, selecting an appropriate initial prototype can be the determining factor in the success or failure of the design process. In our prototype-selection experiments, we used four prototypes which de ne four di erent search spaces. We trained C4.5, a standard inductive-learning algorithm Quinlan, 1993] , using a set of 30 \training goals," and tested it using a set of 10 \testing goals." The optimizations for each of these goals were performed using AHVPP and the Rutgers Hillclimber. Table 1 compares the performance of C4.5 with that of several alternative methods. ( Schwabacher et al., 1994] provides more details of the experiments and explanations of the competing methods.) C4.5 outperformed the other methods both on error rate (the percentage of the testing goals for which it chose the right prototype) and course-time increase (the loss in design quality resulting from incorrect choices). We were surprised by how poorly the other methods performed. We did further experiments (also presented in Schwabacher et al., 1994] ) which suggest that C4.5 was able to outperform the other methods because it is better able to deal with noise in the simulator.
Reformulation Selection
In a simulation-based automated engineering design system that uses numerical optimization, the decision on how to formulate the search space can dramatically a ect the performance of the optimizer in two ways. First, using a lower-dimensional formulation of the search space makes optimization faster, since each gradient computation requires fewer runs of the simulator, and the distance in design space from the starting point to the optimum is smaller. Second, di erent formulations of the search space can result in di erent degrees of \smoothness" of the search space, which can impact not only the speed of the optimizer, but also the ability of the optimizer to get to the optimum, and therefore the quality of the resulting designs. We present a method of reformulation called \constraint incorporation," which reduces the dimensionality of the search space and increases its smoothness by incorporating constraints into the search space. Constraints are often expressed as nonlinear inequalities of the form f (x) k. The constraint is said to be active if f (x) = k. If it is known that the constraint will be active at the optimal design point, and the constraint function f is invertible, then the constraint can be incorporated into the search space. If there are n constraints that can be incorporated in this way, then there are 2 n possible reformulations that can be produced by incorporating di erent subsets of constraints.
To use inductive learning to form reformulation-selection rules, we take as training data a collection of design goals, each labeled with the set of constraints that are active at the optimal design point. We run the inductive learner once for each constraint, producing a separate set of rules for each constraint.
Yachts entered in the 1987 America's Cup race had to satisfy what is know as the 12-Meter Rule, which contains several inequality constraints. We created operators that can independently incorporate each of three of these constraints into the search space. We thus de ned a space of eight possible reformulations. We then used inductive learning to decide, based on the design goal, which reformulation to use. As training data, we used 99 previous optimizations, which had been done using CFSQP and RUVPP. For each previous optimization, we evaluated each 12-Meter Rule constraint function at the optimum, and determined if the constraint was active (within a tolerance). We ran the inductive learner once for each of the three constraints. Each time, the inductive learner was provided with a set of training data indicating for each goal, whether or not the constraint was active. We then performed optimizations for 25 new randomly generated goals using the reformulations suggested by C4.5 and each of several competing learning methods. Table 2 shows the results.
C4.5 produced a signi cant speedup in optimization, with no quality loss. In fact, it produced a small quality increase. It outperformed Most Frequent Class (by a small but statistically signi cant margin), and performed almost as well as the hypothetical omniscient learner, which means it performed almost as well as any learner could possibly do. Incorporating all of the constraints all of the time produced a very large speedup, with a small quality loss. Further details of these experiments can be found in Schwabacher et al., 1995] . 
Evaluation criteria
We feel it is important to note the importance of choosing the correct evaluation criteria when applying inductive learning in a real-world domain such as complex engineering design, rather than on standard test problems such as those found in the UCI repository. Researchers in inductive learning have traditionally evaluated learning performance on the basis of error rate, the percentage of test examples incorrectly classi ed. We argue that it is more important to evaluate the learners on the basis of the impact that they have in the domain, using whatever evaluation criteria are normally used in the particular domain. For example, a learning system used in a business could be evaluated on the basis of its impact on pro ts. Since our inductive learning systems were used within an engineering design optimization system, we evaluated performance using the two measures of merit normally applied to design optimization systems: the quality of the resulting design, and the amount of CPU time needed to produce the design. Further, we believe that using error rate instead of the real-world measure of merit can be misleading. For example, at rst we used error rate to evaluate the inductive learners for the reformulation-selection problem. We obtained the results shown in Table 3 . On the basis of this table, it looked like C4.5 performed substantially better than Most Frequent Class (MFC). When we later compared the learners on actual optimization performance, we obtained the results shown in Table 2 , showing that C4.5 had only a small advantage over MFC.
The importance of getting good data
When the people setting up the learning system also have control over the generation of training data, as we did in our experiments, it is sometimes possible to improve learning performance by improving the training data. In both sets of experiments described in this paper, we at rst obtained poor learning performance. We determined that the training data was \noisy" { that is, many of the \optimal" prototypes were not really optimal for the goals for which they were labeled as being optimal. We determined that the reason for this noise was that the optimizer often got \stuck" before reaching the true optimum. We were able to improve the quality of the training data by making several improvements to the optimizer and to the simulator that was used within the optimizer. At rst we were using a yacht simulator called AHVPP; we replaced this with a simulator called RUVPP for which the multidimensional surface de ned by the search space and the simulator is smoother. At rst we used a simple hill climber as our optimizer; we replaced the hill climber with CFSQP, and then later we further improved CFSQP's performance by adjusting its parameters, and by making the constraint that the yacht not sink explicit.
The value of visualization
We have found that visualization can be very helpful in determining how noisy the training data is. For example, Figure 2 shows the training data from which we learned the activity of the beam constraint for reformulation selection. In this gure, there is one point labeled as \inactive" that is completely surrounded by points that are labeled as \active." We believe that the activity of this constraint should be monotonic in the two goal parameters; we therefore believe that this point is noise. C4.5 has the ability to deal with limited amounts of noise, so this one noisy point did not cause a problem. However, in our earlier experiments we discovered through visualization that our training data was much noisier.
Visualization of the training data can also be used to choose an appropriate inductive learning algorithm. For example, C4.5, like most decision-tree learners, uses linear, axis-parallel cuts in its decision trees. However, Figure 2 shows that the space is clearly divided into two regions (except for the one point which we believe is noise). The border between these regions does not appear to be axis parallel, and appears to be nonlinear. This suggests that better performance might be achieved using an \oblique" decision tree learner, such as OC1 Murthy et al., 1993] , or by attempting to learn nonlinear region boundaries.
5 Related work Cerbone Cerbone, 1992] has reported work which applied machine-learning techniques to a problem similar to our prototype-selection problem. His design space, in the domain of truss design, has an exponential number of disconnected search spaces. He uses inductive learning techniques to learn rules for selecting a subset of these search spaces for further exploration. Several investigators Orelup et al., 1988 , Tong, 1988 , Powell, 1990 , Hoeltzel and Chieng, 1987 have developed alternative arti cial-intelligence techniques for controlling iterative parameterdesign optimization. Choy and Agogino, 1986 ] describe a system that automates Papalambros and Wilde, 1988] 's method of using monotonicity analysis to detect constraint activity. As far as we know, nobody has applied machine learning to predicting constraint activity, or to selection of a search space reformulation for design optimization.
6 Future work This paper has described on-going work, and there are thus a number of directions for future work. For one, we plan to look for other inductive learning problems within the design optimization problem. For another, we plan to perform experiments to see how optimization performance is a ected when two or more learning techniques, such as prototype selection and reformulation selection, are combined.
The results presented here apply to a constrained class of yacht-design goals, those comprised of either one or two legs. One question is how our approach can be applied to courses comprised of varying numbers of legs. Learning from race courses with variable numbers of legs would raise an interesting machine-learning question, since describing a multi-leg race course requires a variable number of attributes, and thus traditional learners such as C4.5 do not directly apply.
We also plan to apply our methods to more-di cult problems, such as those that involve a less-smooth search space, a higher-dimensional goal space, or a less reliable optimizer. Such problems may arise when we test our methods in other domains. In particular, we plan to test them in the domain of aircraft design.
As would be expected, even though our yacht-domain reformulation-selection results with C4.5 were nearly optimal for 100 examples, results degrade when given less training data. One would expect similar degradation with any inductive learning problem. Although it would be interesting to see if other learning methods would have better small-dataset performance, for any learner we would expect performance to be inferior for small enough datasets. One approach for improving results in such small-dataset cases | as well as in other cases where o -theshelf learners such as C4.5 may not perform well even if given larger datasets | is to integrate background knowledge into the learning process. One form of background knowledge that is often available, such as in the yacht-design domain, is modality constraints. This is knowledge that expresses the modality of the learned class with respect to the attributes. For example, we believe that optimal beam is monotonically increasing in wind speed, and monotonically decreasing in heading. We also know that the activity of any constraint of the form f (x 1 ; x 2 ; : : : ; x n ) k must be monotonic in k, so, for example, the activity of a cost constraint must be monotonic in the cost threshold. One open question is how such knowledge could be integrated into learning. One approach would be to use such modality constraints to remove from the training data points that violate the constraints (on the assumption that these points are noise). A second approach is to modify the tree induction algorithm so that it will never construct a tree that violates the constraints.
Finally, even after our learning approach is applied, every additional future optimization can serve as an additional training point for the learning. Thus learning methods that can work in an incremental fashion might also prove useful for this task. In addition, it may prove useful to develop methods that select suitable data prior to learning. For example, when there are not enough existing optimizations to achieve adequate learning results, additional optimizations can be performed to generate further training data. Rather than performing these new optimizations for random goals or for a set of goals that span the goal space, one could allow the learner to choose the goals to be used in the new training data. Background knowledge | such as modality constraints | could prove particularly useful in selecting such goals.
