Different algorithms exist in various software programs for the estimation of soil properties using mid-infrared (MIr) spectroscopy, with recommendations varying between different studies regarding which algorithm should be used. Objectives were to compare the performance of the commercial OPuS quant 2 software, which uses partial least squares regression (PLSr) and a selection of spectral ranges, with the r software and to study the accuracy of different algorithms as a function of the information provided in the calibration. Contents of soil organic carbon (SOC), nitrogen, and texture for surface soils of an arable field were determined, and MIr were spectra recorded. Partial least squares regression used with either software was useful (ratio of performance to interquartile distance in the validation sample [rPIq V ] >1.89) for an estimation of SOC, clay, and n contents but not for sand and silt. The wavenumber region selection concept used in OPuS was also implemented in r, and it proved useful for SOC (all algorithms) and total nitrogen (artificial neural networks, support vector machine regression [SVMr]) in the validation. Support vector machine regression generally slightly outperformed the other approaches and resulted in a successful estimation of sand content. The usefulness of SVMr over PLSr generally decreased with decreasing sample size used for the calibration (thus decreasing the information provided), and PLSr partly outperformed SVMr in the validation. Overall, this study indicates that there is no general superiority of a chemometric algorithm over PLSr independent of the information provided in the calibration sample.
due to vibrations related to alkyl groups, protein amides, carboxylic acids, the associated water, carboxylate anions, and aromatic groups (Soriano-Disla et al., 2014) . Mid-infrared band assignments indicate a marked overlap for both constituents (Vohland et al., 2014) . A simple alternative explanation for the good estimation of N is that there is typically a high correlation between SOC and N. Contents of clay and sand may be accurately estimated by MIRS because of vibrations associated with kaolinite (3690-3620 cm −1 ), smectite (3630-3620 cm −1 ), illite (3400-3300 cm −1 ), and quartz (1100-1000 cm −1 ) (Soriano-Disla et al., 2014) . The usefulness of estimating silt content of soils may vary markedly because the soil components associated with silt have a large range of particle sizes and their spectral behavior is not clear.
Partial least squares regression (PLSR) is perhaps the most popular chemometric tool for quantitative estimations, according to the review by Soriano-Disla et al. (2014) . Additionally, preprocessing of the spectra may markedly improve estimation accuracies (Stevens and Ramirez-Lopez, 2013; Wehrens, 2011) . In contrast to self-written scripts (e.g., in R), which use different preprocessing approaches, and a regression algorithm, such as PLSR, a number of scientists may rely on a commercial software, such as the OPUS Quant 2. This software is user friendly, automatically tests a large number of variants differing in their mathematical treatment of the spectra, and considers different wave number ranges with an automated approach in the optimization procedure. OPUS Quant 2 has been successfully used in many soil MIR studies for obtaining estimations of chemical and biological properties, such as SOC, N, texture, black carbon, and soil respiration (e.g., Bornemann et al., 2008; Ludwig et al., 2015 Ludwig et al., , 2016 Meyer et al., 2018; Stumpe et al., 2011) . However, PLSR remains within the paradigm of linear regression, and the assumption of a linear relationship between the content of a property and the absorbance at a specific wavelength (or using all wavelengths as in PLSR) is just an approximation for highly absorbing and scattering media such as soils. Mathematical pretreatments of the spectra may correct nonlinearity to some extent (Gobrecht et al., 2014) . Nevertheless, nonlinear approaches may perform better than PLSR, provided that sufficient information is present in the calibration set.
The use of data mining has led to marked advances in the field of soil spectroscopy. Algorithms such as support vector machine regression (SVMR) and artificial neural networks (ANNs), among others, may have a promising application in soil spectroscopy (Daniel et al., 2003; Stenberg et al., 2010; Viscarra Rossel and Behrens, 2010; Vohland et al., 2011; Wijewardane et al., 2018) . Support vector machine regression is a kernel-based supervised learning method (Vapnik, 1995) , where the input data are implicitly mapped into a high-dimensional feature space defined by a kernel function (Karatzoglou et al., 2018) . The parameters to be optimized depend on the kernel and the software used (e.g., the cost function [linear and radial kernels] and the smoothing parameter sigma [radial kernel]). Different ANN algorithms exist to help determine the relationships between input and output variables. For instance, use of feed-forward neural networks with a single hidden layer aims to find the optimal size of hidden units, weights, and weight decay (Venables and Ripley, 2002) . Because SVMR with a radial kernel and ANNs may account for nonlinear responses, both algorithms may accurately estimate soil properties from MIR spectra. For instance, in a near-infrared study on potentially toxic elements in soils, it has been suggested that SVMR is the best solution for handling the calibration (Gholizadeh et al., 2015) .
Despite the successful use of SVMR and ANNs in several studies, there is no generally defined rank of the estimation accuracy achieved by different algorithms or any consistency in the overall recommendations on which algorithm to use. There are even cases where PLSR outperformed SVMR in the validation, for instance in a near-infrared study (Nawar et al., 2016) , which indicates that, besides data mining, the field of fundamental statistics may be important for advances in soil infrared studies. Moreover, there are other models available that may further advance the field of infrared studies because these methods lend themselves to interpretation of the model via scores or coefficients (Clingensmith et al., 2019) . To disentangle the results of different infrared studies, more emphasis needs to be put on the relationships between sample and underlying population, variabilities of properties, and information provided in the calibrations (Ludwig et al., 2016; Mark and Workman, 2007) . Cawley and Talbot (2010) emphasized that overfitting and variability are key issues for machine learning algorithms. If algorithms have different numbers of parameters to be optimized, they might perform differently, especially with a limited supply of available data. With the above information in mind, we hypothesized that the nonlinear algorithms SVMR with a radial kernel and ANNs outperform PLSR in field-scale predictions of the infrared-active soil properties SOC, clay, and sand content, as well as related properties (total N and silt content), provided that sufficient spectroscopic information is available in the calibration sample and the range of soil properties is sufficiently high. We further hypothesized that, with decreasing information provided in the calibration (achieved in our study by decreasing the size of the calibration sample), overfitting occurs in the nonlinear algorithms and results in a more marked decrease in validation accuracy compared with PLSR.
The objectives of this study were (i) to compare the performance of the commercial OPUS Quant 2 software, which uses PLSR and a selection of spectral ranges, with the R software in estimating the SOC and N content and soil texture in surface soils of an arable field in Bangalore (India) and (ii) to study the accuracy of different algorithms as a function of the information provided in the calibration. For the first objective, the wavenumber region selection concept used in OPUS was also implemented in R.
MATErIALS AnD METHODS

Soils
Soils from an arable field trial at Bangalore were investigated. Soils of this trial were red sandy soils (Kandic Paleustalfs or Dystric Nitisols) derived from granite rock. In July 2016, 144 surface soils (0-5 cm) were sampled on a grid consisting of 16 rows and nine columns. Additional information is given in Ludwig et al. (2018) .
Laboratory Analyses and Mid-infrared Spectroscopy
Soils were air-dried, sieved <2 mm, ground, and stored in plastic vials at room temperature before analysis. Total C contents (interpreted as SOC because carbonates were absent), N content, and soil texture were determined using routine methods and are described by Ludwig et al. (2018) . Table 1 shows descriptive statistics of these properties.
For the diffuse reflectance infrared Fourier transform (DRIFT) measurements, soils (ground to <0.2 mm) were stored in desiccators until DRIFT measurements were performed. A Bruker-TENSOR 27 MIR spectrometer with a diffuse-reflectance accessory (Ulbricht-Kugel) was used for recording the DRIFT spectra of the soils (?1.5 g) in the range of 400 to 7000 cm −1 . The Bruker device records the MIR region from 370 to 4000 cm −1 as well as the longwave part of near infrared from 4000 to 7000 cm −1 (1430-2500 nm).
No KBr was added to the soils. The spectra were recorded at ?2-cm −1 intervals with 200 scans. Each spectrum consisted of 3438 data points. From each soil, we took the average of two measurements and transformed the values to absorbance spectra (log [1/reflectance]) ( Fig. 1 ).
Chemometric Approaches Task I: Comparison of Partial Least Squares regression Approaches using the Commercial Software OPuS quant 2 or the Freely Available r package pls and Testing the usefulness of Automatic Selection of Wavenumber regions for the Estimation of Soil Properties
Partial Least Squares Regression Using the OPUS Quant 2 Software. We estimated soil properties using the proprietary OPUS Quant 2 software as a reference method. The OPUS Quant 2 software version 7.2 (Bruker Optik GmbH) uses a PLSR method (PLS1). The default setting of this software is to consider 11 mathematical treatments for a large number of different spectral ranges, which enables a thorough search for optimum results. We used the default setting of the software and included the maximum of 3438 data points for each spectrum in the PLSR. We used leave-one-out (LOO) cross-validation, which is the default method in OPUS Quant 2. OPUS Quant 2 uses an automatic selection of spectral ranges and preprocessing methods. The following 11 mathematical treatments of spectra are implemented in OPUS: no data treatment, subtraction of a constant offset, subtraction of a linear function (SLF), vector normalization (VN), minimum to maximum scaling, multiplicative scatter correction (MSC), first derivative (DER), second derivative, DER + SLF, DER + VN, and DER + MSC. For the calculation of derivatives, the default number of data points for smoothing is 17. The optimization scheme B of OPUS uses 109 selections of spectral ranges for each of the 11 mathematical treatments, resulting in a total of 1199 combinations being tested. In optimization scheme A, an additional 346 combinations of the 11 mathematical treatments for different spectral ranges are tested.
Mean centering of absorbances is implemented as default. The optimal partial least squares rank determined by the software is characterized by a minimum number of partial least squares factors used, which results in an error of estimation that does not differ significantly from the achievable minimum error of estimation. Ludwig et al. (2018) in a near-infrared study. Partial Least Squares Regression Using the R Software. For the mathematical treatments of the spectra, we used the statistical software R version 3.5.1 (R Core Team, 2018), including the prospectr package (miscellaneous functions for processing and sample selection of vis-NIR diffuse reflectance data; Stevens and Ramirez-Lopez [2013] ), which is well established in near and mid-infrared studies (Clairotte et al., 2016; Ludwig et al., 2018) . We removed the region <1030 cm −1 from the spectra to decrease noise. Thus, each spectrum initially consisted of a maximum of 3094 data points.
For PLSR, we used the pls package (partial least squares and principal component regression Mevik et al. [2016] ), which uses the kernel algorithm (Wehrens, 2011) . We tested three variants using PLSR to compare the performances of OPUS Quant 2 and the R software and to determine the importance of preprocessing, automatic selection of wavenumber ranges, and more drastic noise reduction by moving averages. These variants were:
1. Full spectrum and no data treatment: We used the original absorbance spectra with all 3094 data points without any preprocessing.
2. Full spectrum and optimum data treatment: Preprocessing methods included calculation of moving averages and/ or resampling and/or the use of the Savitzky-Golay algorithm for the reduction of noise. Moving averages were calculated over 17 data points, and resampling was used to keep every second data point because of collinearity of the absorbance data. Three PLSR models with the original absorbance spectra were calculated (moving averages; moving averages and resampling; no moving averages, but resampling). For the full spectra (with and without calculated moving averages and with or without resampling), the Savitzky-Golay algorithm was applied as follows: We set the polynomial (PG) degree to 2, the order of derivative (DER) ranged from 1 to 2 (PG-DER: 2-1, 2-2) and we set the window size for smoothing to 5, 11, 17 or 23, resulting in eight mathematical treatments for each of the spectra. In total, Variant 2 consisted of 3 + 2 × 2 × 2 × 4 = 35 PLSR models.
3. Implementation of an automatic selection of different wavenumber ranges as included in the OPUS Quant 2 software in a similar way into the R environment:
We split the spectra into nine ranges, from 6997.7 to 6336.1 (Region 1), 6336.1 to 5670.7 (Region 2), 5670.7 to 5009.1 (Region 3), 5009.1 to 4345.6 (Region 4), 4345.6 to 3682.1 (Region 5), 3682.1 to 3020.5 (Region 6), 3020.5 to 2358.9 (Region 7), 2358.9 to 1693.5 (Region 8), and 1693.5 to 1030 (Region 9) cm −1 (Fig.  1 ) and tested the use of a selection of the spectral ranges for each of the treatments. We used spectra with and without moving averages, with and without resampling, and with and without the Savitzky-Golay algorithm (thus 36 treatments) and the selection of the different wavenumber ranges (2 9 regions -2). In total, Variant 3 consisted of 36 × (2 9 -2) = 18,360 PLSR models.
Cross-Validation and Validation Procedures. We did not carry out outlier elimination. We set the maximum number of factors to 10 in all cases and used LOO cross-validation to identify the best PLSR models with an optimum of latent variables (Tables 2 and 3) . Additional tests using 10-fold cross-validations instead of LOO cross-validations did not result in improved validation accuracies (data not shown).
Criteria for Choosing the Optimum Models and Ranking of Cross-Validation and Validation Results. Because several soil properties were not normally distributed in the calibration and/or validation samples, we used the ratio of performance to interquartile distance (RPIQ; i.e., interquartile range of laboratory results divided by the RMSE of cross-validation [RMSE CV ] or RMSE of validation [RMSE V ]) values (Bellon-Maurel et al., 2010) as quality parameters for the cross validations (RPIQ CV ) and validations (RPIQ V ). For Variants 2 and 3, we chose the models with the highest RPIQ CV values for the subsequent validations of the random validation sample for each property.
We used the minimum value of the ranking system by Chang et al. (2001) , which was developed for the ratio of performance to deviation (RPD) values, for the ranking of RPIQ values by additionally considering that the interquartile range of a normal distribution equals 1.34896 ´ SD. The threshold for an unsuccessful estimation is defined by RPD <1.40 and thus RPIQ <1.89. One should keep in mind, however, that (i) the thresholds proposed by Chang et al. (2001) were not based on any theory or experiment (for a normally distributed variable and large sample size, RPD <1.4 corresponds to R 2 <0.5) and (ii) the usefulness of a model is always defined in its specific context.
Task II: Exploring the Potential of Support Vector Machine regression, Artificial neural network, and Model Averaging for an Improved Estimation Accuracy for Soil Properties at Field Scale
Support Vector Machine Regression. Support vector machine regression was applied for Variants 1, 2, and 3 to compare the performance of SVMR and PLSR and to inspect the importance of preprocessing and selection of wavenumber ranges for SVMR. For SVMR, we used the caret package (classification and regression training; Kuhn et al. [2018] ), which calls the kernlab package (Kernel-Based Machine Learning Lab; Karatzoglou et al. [2018] ). For the calibration/validation procedures, we performed 10-fold cross validations.
In the regressions, we considered SVMR with a linear and with a radial kernel. Support vector machine regression with a linear kernel has only the cost function C as an adjustable parameter. We set C to 2 n , with n varying from 0 to 10 by a step of 1 in the tuning process. The result of each SVMR depends on its initialization. To obtain reproducible results, we controlled each initialization by the set.seed(i) command, with i varying from 1 to 100.
In total, we used SVMR for the original spectra without data treatment (Variant 1), and we used the preprocess-ing (Variants 2 and 3) and wavenumber region selection approaches (Variant 3), which had resulted in the best PLSR models with the highest RPIQ CV values. Thus, in total, 3 × 100 runs = 300 SVMR models with a linear kernel were calculated for each of the properties. In each variant, the run that resulted in the highest RPIQ CV value was chosen as the final model (Table 3) .
Support vector machine regression with a radial kernel has the cost function C and the smoothing parameter sigma as adjustable parameters. We performed a grid search in the tuning process and set C to 2 n , with n varying from 0 to 15 by a step of 1 and sigma to 2 −n with n varying between 25 and 0 by a step of 5. As described for SVMR with a linear kernel, we tested a total of 300 SVMR models with a radial kernel for each property.
Artificial Neural Networks. Artificial neural networks were used for the Variants 1, 2, and 3 as an additional algorithm. We used the caret package, which calls the nnet package (software for feed-forward neural networks with a single hidden layer, and for multinomial log-linear models) (Venables and Ripley, 2002) . Ten-fold cross validations were used in the calibration/validation procedures.
Regarding SVMR, Variants 1, 2, and 3 of the best PLSR models were also used for ANN, and 100 runs were performed for each of the variants described below. We used principal components of the spectra, and the number of factors tested was 6 to 20 by a step of 2 and 25 to 50 by a step of 5. The size of the hidden units was optimized in the range of 1 to 10 and the weight decay in the range of 0 to 1 with by a step of 0.05. In total, 4200 ANN models were tested for each property.
Chemometric Model Averaging. Model averaging was performed to improve the robustness of the MIR estimations for all pairs of models and the triplet using all three algorithms. For each algorithm, the model chosen was based on the highest RPIQ CV value from models and model runs tested.
Task III: Inspecting the robustness of the Different regression Approaches by a Stepwise Decrease in the Information Provided for the Calibration Sample
We inspected the robustness of the PLSR approach by a stepwise decrease in the information provided in the cross-validation from all 96 soils (the original calibration sample) for C and N and from 95 soils for soil texture (due to one missing value) to 30. One randomly selected soil was removed from the calibration sample in each sequential removal step. We used the optimal mathematical treatment for each property obtained in Task I and thereby cal- Table 3 . Parameterization of the partial least squares regression (PLSr), artificial neural networks (Anns), and support vector machine regression (SVMr) (with a radial kernel) models using the r software.
Property
Variant and math treatment †
Wave number regions
PLSr factors
Ann (factors/size/ decay/weights)
SVMr (cost/sigma/no. of support vectors)
SOC, % (3) 17-n-1719 3, 5, 7-9 10 45/1/0/48 2 13 /2 −20 /80
(2) 17-n-3086 1-9 10 35/2/0/75 2 14 /2 −20 /79
(1) n-n-3094 1-9 7 30/3/0/97 2 12 /2 −20 /82 Clay, % (3) n-n-2407 1-5, 7-8 6 35/1/0.25/38 2 6 /2 −15 /82
(2) n-y-1547 1-9 7 40/1/0.25/43 2 12 /2 −20 /75
(1) n-n-3094 1-9 7 40/2/0.4/85 2 11 /2 −20 /75 N, % (3) n-y-1032 2, 4-5, 7-9 10 45/7/0/330 2 13 /2 −20 /81
(3) ‡ 17-n-1719 3, 5, 7-9 10 35/8/0/297 2 14 /2 −20 /76
(2) 17-n-3086 1-9 10 50/5/0/261 2 13 /2 −20 /79
(1) n-n-3094 1-9 7 50/6/0/313 2 10 /2 −20 /87 Sand, % (3) n-n-2407 2, 4-9 6 45/9/0.15/424 2 15 /2 −25 /78
(2) 17-n-3086 1-9 7 40/7/0.2/295 2 15 /2 −25 /77
(1) n-n-3094 1-9 6 20/8/0.2/177 2 13 /2 −25 /80
Silt, % (3) n-n-1720 1-2, 4-5, 8 4 25/1/0.1/55 2 13 /2 −20 /82
(2) n-y-1547 1-9 7 25/1/0.2/28 2 11 /2 −20 /83
(1) n-n-3094 1-9 7 35/1/0.25/38 2 15 /2 −25 /82 † No use of moving averages (n) or averaging over 17 data points (17); no resampling (n) or resampling (y); number of data points. All optimal models were of zero order (no derivatives). Variants include (1) use of the original full spectrum absorption data, (2) use of the best full spectrum preprocessing approach, and (3) use of additional automatic selection of wavenumber ranges. ‡ Use of the optimum approach, math treatment, and spectral range for soil organic carbon.
culated 67 (C, N) and 66 (soil texture) PLSR models. For each model, a maximum of 10 factors was allowed.
For ANN, the optimum model for each property obtained in Task II was used, and the number of models calculated in Task III was 47 (C, N) or 46 (texture) (stepwise decrease of the calibration sample size from 96 [or 95] to 50) × 14 (principal components in the model were varied from 6 to 20 by a step of 2 and from 25 to 50 by a step of 5). The parameter size and weight decay were optimized using the ranges described in Task II. In each sequential removal step, the same soil as in the PLSR approach was removed.
For SVMR, 67 (C, N) or 66 (texture) models were calculated using the optimum model for each property obtained in Task II and the same stepwise decrease of information from 96 (or 95) to 30 soils as for PLSR. For each model, the cost function C and smoothing parameter sigma were optimized using the ranges described in Task II.
For ANN and SVMR, the same soil as in the PLSR approach was removed in each sequential removal step. Figure 1 shows the MIR spectra of the 144 soils (4000-1000 cm −1 ) and also part of the near-infrared region (7000-4000 cm −1 ), separated into nine regions, which were used in the chemometric modeling. Different spectral regions are discussed below for their expected relevance in the estimation procedures.
rESuLTS AnD DISCuSSIOn
Task I: Comparison of Partial Least Squares regression Approaches using the Commercial Software OPuS quant 2 or the Freely Available r Package pls and Testing the usefulness of Automatic Selection of Wavenumber regions for the Estimation of Soil Properties
Important regions for the vibrations associated with organic matter dynamics, and thus for the estimation of SOC contents, may be almost the entire range with spectral Regions 2 to 9, including the high peak in Region 6 associated with OH in water but also in phenols, alcohols, acids, hydrochinons, or inorganic hydroxides, with Regions 7 to 9 being important because of aliphatic CH stretching, vibrations related to carboxylic groups, aromatic groups, carboxylate groups, the associated water, and protein amide (Baes and Bloom, 1989; Senesi et al., 2003; Skoog and Leary, 1992; Soriano-Disla et al., 2014) . These regions are also important for the estimation of N contents, which may be traced back to the existence of a large number of C-N and N-H vibrations in these regions and probably also to the high Pearson correlation coefficient of r = 0.91 between SOC and N for this data set.
Regions 4 to 6 are important for the estimation of clay contents with vibrations associated with kaolinite (3690-3620 and 4545 cm −1 ), smectite (3630-3620, 3400-3300, and 4545 cm −1 ), and illite (3630-3620, 3400-3300, 4545, 4274 , and 4090 cm −1 ). For sand, Region 9 is important due to vibrations associated with quartz (Soriano-Disla et al., 2014) . Also, Regions 4, 5, and 6 may be important for the estimation of sand contents because the estimation could be partly a mirror image of clay . Hutengs et al. (2018) , however, indicated differ-ences in the key MIR variables for sand and clay in all wavenumber regions between 4000 and 1000 cm −1 . Table 2 shows the estimation accuracies obtained by the OPUS Quant 2 software. In the cross validations, estimations were useful (RPIQ ≥1.89) for the contents of SOC, clay, N, and sand. This also held for the validations for the properties SOC, clay, and N. The unsuccessful estimation for silt and sand contents, which have shown variable estimation accuracies in other studies (e.g., Kuang et al., 2012) , may be due to a missing direct spectral response for silt and a rather small range of contents in the present data set compared with successful studies with much larger ranges (e.g., Minasny et al., 2009) . For sites with larger ranges of silt and sand and/or with higher correlations between silt and clay and sand and clay, estimation accuracies may be much higher.
OPUS Quant 2 selected the wavenumber Regions 2, 3, 5, 7, 8, and 9 (Fig. 1) for the SOC content estimations. The same regions were chosen for the N estimations. For the clay contents, OPUS Quant 2 also selected almost all regions (with the exception of Regions 3 and 9), including the most important ones for clay estimations discussed above. For sand, which may partly be estimated as mirror image of clay, the same regions (except for Region 1) were selected and additionally the Region 9, which contains the vibrations associated with quartz.
A comparison between the OPUS Quant 2 estimations with the best PLSR models (thus those with the highest RPIQ CV values of all approaches and preprocessing methods) ( Table 2 ) showed a slight superior estimation accuracy for SOC using the R environment (RPIQ CV and RPIQ V were greater by 0.2 and 0.3) (Table 4 ). For the properties clay, N, and sand, differences were negligible. For silt, the PLSR of the R environment performed slightly worse than OPUS Quant 2.
A comparison of the three different approaches (Approach 1: full spectrum without preprocessing; Approach 2: full spectrum with preprocessing; Approach 3: preprocessing and an automatic selection of different wavenumber regions) shows that only in case of SOC and clay estimation accuracies increased for RPIQ CV and RPIQ V in the order Approach 1 < Approach 2 < Approach 3, indicating the benefit of preprocessing and automatic selection (Table 4 ). Important spectral regions for SOC selected by this approach (Regions 3, 5, 7, 8, and 9) were similar to the selection by OPUS Quant 2. For N, sand, and silt, some benefits of Approach 3 were found in the cross-validation procedure, but this did not hold for the validations (Table 4 ).
Task II: Exploring the Potential of Support Vector Machine regression, Artificial neural networks, and Model Averaging for an Improved Estimation Accuracy for Soil Properties at Field Scale
We expected the nonlinear algorithms ANN and SVMR (with a radial kernel) to outperform PLSR for the prediction of all five soil properties because we assumed that the range of each soil property was sufficiently high and that sufficient spectroscopic information was available in the calibration sample (n = 96). However, ANNs generally performed markedly better than the other two approaches only in the cross-validation, and there was no improvement compared with PLSR in the validation (Table 4 ). The increased RPIQ CV values (Table 4 ) and the large number of factors used in the ANN approach (Table 3 ) may suggest overfitting. However, also with a smaller number of factors used in the ANN, there was no consistent benefit of ANN over PLSR in the validation for the different soil properties (data not shown).
Support vector machine regression with a linear kernel performed similarly to SVMR with a radial kernel in the cross validations, but estimation accuracy in the validation decreased (data not shown). As expected, SVMR with a radial kernel generally slightly outperformed the other approaches, with a mean increase of RPIQ V of 0.1, and resulted in a successful estimation of sand (Table 4 ; Fig. 2 ). The use of SVMR compared with PLSR resulted in a smaller bias for clay (0.08 vs. 0.26%) ( Table 4 ). For the properties clay, N, sand, and silt, the numbers of large absolute residuals (>2.5% for clay, >0.07% for N, and >2% for sand and silt) were smaller for SVMR (n = 1, 3, 3, and 2) than for PLSR (n = 3, 5, 4, and 4).
As observed for PLSR, RPIQ CV values for ANN and SVMR generally decreased in the order of the preprocessing and wavenumber region selection as follows: Approach 3 > Approach 2 > Approach 1. Preprocessing and wavenumber region selection was especially useful for the SOC estimation by all algorithms, indicated by both cross validation and validation results. The selection concept also proved useful for estimations of N by ANN (RPIQ CV = 2.71; RPIQ V = 2.51). For SVMR, the optimum selection and preprocessing used for SOC was also the best one for N (RPIQ CV = 2.93, RPIQ V = 2.48), likely due to the high correlation between SOC and N. For silt and sand, however, there was no general benefit in applying the selection concept (Table 4) .
Model averaging may be useful for a reduction of overfitting, especially if the models make very different predictions. Optimum results of all approaches tested were the averages of PLSR, ANN, and SVMR for SOC (RPIQv = 2.77) and PLSR and SVMR for N (RPIQv = 2.55) ( Table 5 ). For the other three properties, model averaging did not further improve the estimations (Table 5) , which underlines the usefulness of SVMR for an estimation of soil properties, either as sole algorithm (for clay, sand, and silt) or in combination with others (for SOC and N).
Task III: Inspecting the robustness of the Different regression Approaches by a Stepwise Decrease in the Information Provided for the Calibration Sample
Our hypothesis that SVMR would outperform PLSR for the predictions of all five soil properties gen- Table 4 . Statistics for the calibration (n = 96, except for texture) and validation sample (n = 48) using partial least squares regression (PLSr), artificial neural networks (Anns), and support vector machine regression (SVMr) (with a radial kernel) using the r software. (17); no resampling (n) or resampling (y); number of data points. All optimal models were of zero order (no derivatives). Variants include (1) use of the original full spectrum absorption data, (2) use of the best full spectrum preprocessing approach, and (3) erally held, indicating that sufficient information was available for the parameterization. With decreasing information in the calibration sample, a decrease of prediction accuracy for the validation sample was expected for SVMR as well as a stronger overfitting for SVMR (with the parameters "cost" and "sigma") compared with PLSR (with the parameter "number of factors"). In fact, for clay, N, and silt, SVMR outperformed PLSR when sufficient information was provided in the calibration sample (96 to ?80 soils). With decreasing sample sizes, prediction accuracies obtained for all soil properties decreased more markedly for SVMR than for PLSR ( Fig. 3a) . However, for SOC, N, and sand, variability in prediction accuracy was considerable, indicating that calibration sample sizes larger than 96 would have resulted in smaller RMSE V values. The unstable prediction performance of SVMR for SOC in the range of 65 to 30 is striking. Each soil removed from (or added to) the calibration sample may result in a decrease (or increase in case of additions) of information but also of noise. The remaining calibration sample may become more or less appropriate for subsequent validation, depending on the variability of the mineral matrix, soil texture, the quality and quantity of the organic matter, distribution of the contents, and the spectroscopic similarity to the validation sample (e.g., Stenberg et al., 2010) . The unstable prediction performance of SVMR for SOC in the range of 65 to 30 was not related to marked changes in the distribution of SOC contents with decreasing sample size. Spectral information, however, decreased distinctly (as indicated by large gaps in the principal component analysis feature space derived from the measured spectra). A plot of the difference of RPIQ V values of SVMR and PLSR as a function of size of the calibration sample documents the effect of the sample size on SVMR predictions relative to PLSR predictions. With a decreased sample size used for the calibration, the usefulness of SVMR over PLSR generally also decreased and PLSR partly outperformed SVMR (Fig. 3b ). Overall, the results shown in Fig. 3a and 3b emphasize that model selection cannot be regarded separately from the variability of the calibration sample. In the machine learning context, Cawley and Talbot (2010) emphasize that overfitting in model selection is likely to be most severe when the sample size is small and the number of hyperparameters to be tuned is relatively large. In studies with a smaller sample size (i.e., less than ?80 soils in our study), depending on the scale and variability of soil properties, the selection of the algorithm may be less important than further data collection, as discussed by Cawley and Talbot (2010) and Somarathna et al. (2017) .
Property
The number of soils required in a calibration sample for an improved performance of SVMR over PLSR may be different for different fields (depending on the mineralogical background, for example) and may depend on the spatial scale covered by soil sampling. The latter may be a focus of future MIR studies. A greater focus on the scale in has also been recommended for visible near-infrared spectroscopy by Clingensmith et al. (2019) , who suggest that future research should examine and compare how subsetting strategies and modeling algorithms affect prediction results under different conditions (e.g., small compared with large study areas, total or stratified dataset, or nested study areas).
COnCLuSIOnS
Our study suggests that the freely available software R can perform as well as the commercial chemometric OPUS software. In addition, nonlinear methods (such as SVMR in R) perform better when the number of soils in the calibration sample is large, wherein the term "large" does not refer to a universal threshold value but depends on the spatial scale, including the range of the property content studied, the variability of the mineral matrix, and the variability of the soil texture. Future research with a systematic focus on the different scales, representativeness of the respective samples for specific populations, and the variabilities stated above may find the thresholds for calibration sample sizes where nonlinear approaches generally outperform PLSR.
The wavenumber region selection concept of OPUS Quant 2 for improved estimations was easily implemented in R (Variant 3 in Tables 3 and 4), but ranges of improved estimations depended on the specific soil property being tested and were small to negligible.
