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Resumen del Trabajo
En el desarrollo de la vida humana, el hombre se ha visto expuesto a realizar diversas tareas para sub-
sistir en la naturaleza. Muchas de estas, ponen en riesgo la integridad fsica del sujeto que se encuentra
realizando dicho trabajo. Labores como la actividad militar, exploracio´n en medios contaminados,
investigacio´n con qu´ımicos, entre otras; han sido un problema constante, ya que impedimentos, co-
mo la morfo-fisiologa humana o la vulnerabilidad a elementos peligrosos que se encuentran en el
entorno, son un riesgo para la supervivencia del mismo. En la constante bu´squeda de una posible
solucio´n al problema anteriormente mencionado, el hombre ha ido desarrollando herramientas u´tiles
para realizar satisfactoriamente dichas tareas; uno de los me´todos ma´s usados en la actualidad es
el empleo de la robo´tica mo´vil teleoperada. El uso de e´sta, ofrece la posibilidad de operar distintos
mecanismos a distancia, para que el usuario no interactue´ directamente en el proceso.
El presente proyecto consiste en la implementacio´n de un sistema teleoperado con realimentacio´n
visual. Para esto se usa un sistema embebido (mini2440) colocado en un robot mo´vil con el propo´sito
de controlarlo desde un computador distante, que se comunica con el sistema (mini2440-robot mo´vil)
por medio del protocolo TCP. Junto al sistema embebido se adapto´ una ca´mara USB que captura las
ima´genes, las procesa y luego, el sistema embebido las env´ıa al sistema remoto por medio del proto-
colo TCP en el mismo canal. All´ı, el usuario recibira´ la imagen enviada por el sistema y sera´ capaz de
controlar el movimiento del robot al enviar sen˜ales de control por medio del protocolo TCP. El sis-
tema Embebido, recibe dichas sen˜ales y se comunica con el robot por medio del puerto serial (RS232).
En la implementacio´n se obtiene como resultado un sistema adaptable a cualquier plataforma mo´vil
remota, siendo capaz de controlar su direccio´n. Tambie´n logra obtener una realimentacio´n visual, con
el suficiente taman˜o para que el usuario pueda monitorear el entorno del robot, con una aceptable
velocidad (2.5 Frames Por Segundo), y la suficiente calidad para identificar objetos de la imagen.
El video se obtiene con un retraso de aproximadamente 1.5 segundos, debido a la imposibilidad por
parte de la librer´ıa grafica utilizada en el proyecto, para transmitir datos de mayor taman˜o a 1300
bytes.
El presente documento esta dividido en cinco partes. En la primera parte, esta´ la introduccio´n,
donde se exponen los objetivos, antescedentes y justificacio´n. En la segunda parte, aparecen los
fundamentos ba´sicos. Estos son los conceptos principales que proveera´n al lector de un marco de
referencia para el entendimiento de este proyecto. En la tercera parte se expone el desarrollo de
la metodolog´ıa, donde se explica co´mo se implemento´ el sistema teleoperado y la relacio´n con la
plataforma robo´tica mo´vil. La cuarta parte es el conjunto de pruebas de desempen˜o del sistema.
Tambie´n aparecen las conclusiones, donde se comentan las ideas finales de la realizacio´n de este
trabajo. Finalmente, aparecen los anexos que contienen la informacio´n ba´sica de los manuales de
usuario y el co´digo fuente.
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1. INTRODUCCIO´N
1.1. Planteamiento del problema
Existen diversas situaciones en la vida diaria que comprometen la integridad y salud humanas; como
por ejemplo, incendios, derrumbes, reparaciones en plataformas submarinas, terrenos minados, entre
otras. Debido a esto, la creacio´n de este proyecto pretende maximizar la proteccio´n humana, al per-
mitir su participacio´n en dichas situaciones a trave´s del uso de un sistema tele-operado; asegurando
de e´sta manera su bienestar y proteccio´n.
Un sistema tele-operado es aquel sistema controlado por un usuario a distancia desde una estacio´n
remota; permitiendo darle ordenes al mismo en cuento a su movimiento, y que trayectorias se de-
ber´ıan utilizar para completar su objetivo. Basa´ndose en este concepto, se decide desarrollar un
sistema tele-operado con realimentacio´n visual; donde la ca´mara capturara´ la imagen que despue´s
sera´ procesada para enviarse al sistema remoto, a trave´s del sistema embebido. E´ste desarrollo le
dara´ al mo´vil la posibilidad de desplazarse por diferentes ambientes y evadir obsta´culos. La cuestio´n
ba´sicamente radicar´ıa en ¿co´mo se implementar´ıa un sistema tele-operado con realimentacio´n visual
en el robot mo´vil para evasio´n de obsta´culos?
1.2. Justificacio´n
En la actualidad, son muchos los avances tecnolo´gicos junto a las a´reas de investigacio´n sobre las
cua´les el hombre pretende buscar soluciones a problemas reales; como la bu´squeda de un modo de
energ´ıa alterna al uso del petro´leo o´ el reciclaje del agua. Si bien, estos son grandes interrogantes en
un camino extenso; el presente proyecto pretende ser una aproximacio´n al alcance de dichas metas;
al generar herramientas modernas y eficientes en el desarrollo de conocimiento para la apropiacio´n
de tecnolg´ıas.
Los proyectos de dicha ı´ndole, nacen de iniciativas gubernamentales y avances acade´micos en el
sector privado o´ pu´blico por parte de entidades educativas y empresas. Por tal razo´n, surge la gran
importancia al seguimiento en los avances Universitarios; junto al desarrollo intelectual de la creacio´n
de proyectos en l´ıneas de trabajo como la robo´tica; generando antecedentes para los grupos de in-
vestigacio´n.
Por u´ltimo, cabe recalcar los inmensos beneficios aportados por la participacio´n en este trabajo de
grado; al fortalecer la formacio´n acade´mica, en la implementacio´n y desarrollo de las capacidades
adquiridas durante la formacio´n en ingenier´ıa, junto a su aplicacio´n en la resolucio´n de problemas.
1.3. Antecedentes
Si bien la implementacio´n de robots durante la u´ltima de´cada ha incrementado y especialmente el
conjunto de la robo´tica denominado robo´tica mo´vil ha evolucionado a tal punto que su comercial-
izacio´n es muy amplia y aceptada por la demanda de la comunidad estudiantil y profesional. La
necesidad ba´sica, es la de extender el campo de actividad del hombre hacia ambientes hostiles o´ de
tiempo de trabajo muy corto; permitiendo de esta manera ampliar nuestro cocimiento El primer
robot mo´vil de la historia, fue ELSIE (Electro-Light-Sensitive Internal-External), construido en
Inglaterra en 1953. ELSIE era un robot que aunque no ten´ıa inteligencia muy compleja, era capaz
de moverse siguiendo una fuente de luz. En 1968, aparecio´ SHACKEY del SRI (standford Research
Institute), que estaba provisto de una diversidad de sensores as´ı como de una ca´mara de visio´n y
sensores ta´ctiles [1].
La idea ba´sicamente con el pasar de los an˜os fue la de proveer a los robots de autonomı´a tanto de
movimiento como de control; en muchos casos se realizaba por medio de cables conectados al mo´vil
y adaptados a alguna clase de base de operaciones esta´tica; pero debido al avance tecnolo´gico, se
permitio´ el uso de bater´ıas recargables porta´tiles y comunicaciones por medio de radio frecuencia,
da´ndole a los robots mo´viles la autonomı´a necesaria para poder enfatizarse ya propiamente en la
resolucio´n del problema el cual se estaba tratando.
Con el tiempo, puesto que las cuestiones ba´sicas de portabilidad eran en la mayor´ıa de los casos
pra´cticamente solucionables, los procesos a los cuales eran aplicados el ana´lisis hecho por medio
de robots mo´viles fueron creciendo y con esto el coste de procesamiento de la ma´quina; los robots
comenzaron a tener sistemas de procesamiento y ana´lisis de datos incorporados dentro de ellos mis-
mos permitiendo de esta manera ampliar el valor auto´nomo de los mismos.
A este conjunto de sistemas incorporados, se le dio el nombre de microprocesadores embebidos,
el primero en ser pionero fue la empresa Intel en 1970 con el famoso Intel 8080 y de ah´ı en ade-
lante su uso fue ampliamente extendido, virtualmente todas las impresoras tienen al menos un
microprocesador[12].
Fue entonces cuando al le´xico informa´tico se agrego el te´rmino Sistema Embebido, muchas han sido
las aproximaciones conceptuales por parte de la autor´ıa en el a´rea de la robo´tica y la electro´nica pero
ba´sicamente se puede ver como un sistema de procesamiento de informacio´n incorporado dentro de
productos como carros, telecomunicacio´n o´ equipos de fabricacio´n. Siguiendo el e´xito que tuvo la
informacio´n tecnolo´gica para la oficina y las aplicaciones comerciales, los sistemas embebidos esta´n
considerados como el a´rea de aplicacio´n ma´s importante de la informacio´n tecnolo´gica en los pro´xi-
mos an˜os. Debido a este hecho, en el futuro los computadores esta´ndar sera´n el tipo de hardware
menos dominante; procesadores y software sera´n utilizados en sistemas ma´s pequen˜os y en muchos
casos sera´n invisibles[9].
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El presente proyecto consiste en el uso de un sistema embebido colocado en un robot mo´vil con
el propo´sito de controlarlo desde un computador distante, que se comunica por medio del protoco-
lo TCP/IP. Se adaptara´ una ca´mara USB junto al sistema embebido, que procesara´ las ima´genes
para enviarlas al sistema remoto, donde el usuario recibira´ la imagen y sera´ capaz de controlar el
movimiento del robot. El sistema embebido se comunicara´ con el robot por medio del puerto serial
(RS232). Tambie´n se explicara´n los to´picos referentes al manejo y uso del sistema embebido para
una persona con conocimientos avanzado en la programacio´n de software usando el lenguaje de pro-
gramacio´n C++, la libreria gra´fica Qt y Qtopia1. Las plataformas sobre las cua´les se desarrollo este
proyecto fueron Linux (para el sistema embebido con la distribucio´n Fedora 10) y Windows (para el
software utilizado por el usuario a distancia).
1.4. Alcances y limitaciones
El redisen˜o ba´sico del robot mo´vil, consiste en el mejoramiento del sistema de navegacio´n. Se re-
movera´n los sensores de ultrasonido (que permiten la transfiguracio´n de los datos por medio de la
insercio´n de ruido) para ser reemplazados por un sistema tele-operado usando realimentacio´n visual.
La planeacio´n de trayectorias ya no sera´ realizada por medio del sistema de posicio´n global (GPS);
sino que el robot se encargara´, de viajar a trave´s de un ambiente con obsta´culos, guiado por el
usuario desde la estacio´n teleoperada.
1.5. Objetivo General
Implementar el sistema para la teleoperacio´n de un robot mo´vil usando realimentacio´n visual.
1.6. Objetivos Espec´ıficos
Hacer uso de un sistema embebido basado en un microprocesador como unidad central de
procesamiento en el robot mo´vil.
Implementar un programa para realizar adquisicio´n, compresio´n y transmisio´n de ima´genes
entre el robot mo´vil y la interfaz de usuario.
Implementar una te´cnica de control para los motores desde el sistema embebido teniendo en
cuenta las instrucciones dadas por el usuario.
Hacer uso del protocolo TCP/IP y wireless para transmitir los datos entre el mo´vil y la interfaz
de usuario.
1Qt software anuncio´ que para despue´s del 30 de septiembre de 2008, la librer´ıa Qtopia ser´ıa renombrada a Qt
Extended, pero para el 3 de marzo de 2009 Qt software anuncio´ que Qt Extended no se continuar´ıa como un producto
individual sino que algunas capacidades migrara´n dentro del framework de Qt. Para los usuarios de Qt Extended,
puesto que el proyecto era software libre se continuo por parte de la comuninad libre y se creo´ Qt Extended Improved.
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1.7. Contenido del DVD
Junto a este trabajo, se anexa un DVD que contiene los siguientes archivos.
Co´digo fuente programa Master.
Co´digo fuente programa del Sistema Embebido.
Co´digo fuente programa microcontrolador.
Fotograf´ıas de las pruebas realizadas en la plataforma robo´tica.
Video de las pruebas realizadas.
Hojas de datos de los componentes usados en e´ste proyecto.
Diagramas del circuito para la adquisicio´n de datos desde el sistema Embebido.
Diagramas UML de las clases.
Documento del trabajo de grado en vers´ıo´n pdf.
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2. FUNDAMENTOS BA´SICOS
Los temas incluidos en el desarrollo de e´ste trabajo abarcan una amplia cantidad de conceptos. A
continuacio´n se presentan los to´picos generales, analizando ba´sicamente tres grandes a´reas: Sistemas
Robo´ticos Teleoperados, Comunicacio´n en Redes usando el protocolo TCP y Sistemas Embebidos
Linux.
2.1. Sistemas Robo´ticos Teleoperados
Los sistemas robo´ticos mo´viles son sistemas desarrollados por el hombre, para posibles soluciones de
problemas como los anteriormente descritos. La robo´tica mo´vil es frecuentemente implementada para
el desarrollo de plataformas, las cuales son generalmente utilizadas para recorrer aquellos espacios,
que son de alguna manera inaccesibles para el hombre.
La robo´tica teleoperada es usada para el desarrollo de robots los cuales son aquellos controlados
por usuarios a distancia desde una estacio´n remota, desde la que pueden darle ordenes a los robots,
en cuanto a su movimiento y las capacidades que tienen para completar su objetivo. Este tipo de
manejo ofrece al operador una ventaja, ya que otorgan seguridad y proteccio´n al usuario, adema´s
de brindar ma´s rapidez, eficiencia y precisio´n en la ejecucio´n de trabajos determinados[4].
Por consecuencia la robo´tica mo´vil teleoperada es el desarrollo de robots, no solo con la capacidad de
moverse en distintos ambientes, sino tambie´n la capacidad de operarlos a distancia, lo cual permite
no solo ofrecer seguridad al usuario; si no que adema´s, la capacidad de interactuar con el entorno
de trabajo para hacer operaciones en el.
2.2. Componentes de un Sistemas Teleoperado
Los sistemas teleoperados como se dijo anteriormente se componen principalmente de tres elementos.
Estacio´n de teleoperacio´n o´ Ma´ster
Sistema de Comunicacio´n
Estacio´n de Trabajo o´ Slave
La estacio´n de teleoperacion o Ma´ster es la que se encarga de controlar la estacio´n de trabajo o
Slave desde un espacio lejano a esta. El ma´ster esta´ implementado generalmente en un computador,
el cual tiene dispositivos de entrada para poder controlar el Slave, a trave´s de un software en el cual
se encuentra la implementacio´n del sistema de comunicaciones del Ma´ster, este atiende llamadas del
sistema de Comunicaciones del Slave, y responde a ellas, este software tambie´n tiene implementa-
do una interfaz grafica, en la cual se tiene acceso a sen˜ales propias del Slave, que dice al Ma´ster
propiedades f´ısicas del entorno de trabajo, y a las cuales se deben responder mediante sen˜ales de
control desde el Ma´ster al Slave mediante la interfaz de usuario. Para la implementacio´n del software,
se utilizan herramientas como Labview, Matlab o se desarrollan software propios de cada sistema,
en lenguajes como c++, java, phyton, entre otros.
El sistema de comunicaciones es el que se encarga del correcto entendimiento entre el Ma´ster y el
Slave. Este se implementa para que las sen˜ales de control del Ma´ster, sean correctamente entendidas
e implementadas por el Slave, este sistema se tiene que implementar en el software de ambas esta-
ciones, y se tiene que definir antes de la implementacio´n, si el sistema de comunicaciones tiene que
ser sincro´nica o asincro´nica dependiendo de la tarea a realizar y del tiempo de accio´n y reaccio´n del
sistema. La comunicacio´n sincro´nica es aquella en la cual el Ma´ster env´ıa sen˜ales de control de la
comunicacio´n. Se implementan controles al principio de cada mensaje para que el Slave sepa que va
a recibir uno, para el envio´ del siguiente mensaje, el Slave tiene que contestar al mensaje previo con
sen˜ales de control hacia el Ma´ster, para que este sepa que el Slave ya recibio´ el paquete. Esta te´cnica
supone mejor entendimiento y seguridad en la integridad del mensaje pero reduce bastante el tiempo
de la comunicacio´n por las sen˜ales de control. La comunicacio´n asincro´nica es aquella en la cual el
Ma´ster env´ıa sen˜ales al Slave y no se preocupa por saber si el Slave recibio´ el mensaje de forma
correcta, en cambio el Ma´ster sigue enviando paquetes al Slave. Esta te´cnica supone un tiempo de
comunicacio´n reducido pero el hecho de no saber de la integridad del mensaje y tampoco la correcta
recepcio´n en el Slave puede suponer perdidas de informacio´n restando eficiencia al sistema. Estos
sistemas de comunicaciones suelen ser implementados en interfaces LAN, radiofrecuencia, microon-
das, infrarrojos y wireless entre otras.
La estacio´n de trabajo o Slave es el que se encarga de recibir sen˜ales de control desde el Ma´ster, de
acuerdo a estas toma acciones sobre el entorno de trabajo, adema´s de esto se encarga tambie´n de
entregar informacio´n al Ma´ster, tomando magnitudes f´ısicas del entorno, otorgando al teleoperador
informacio´n importante sobre el proceso que se esta´ desarrollando.
2.3. Funcionamiento del Robot
Para el funcionamiento o´ptimo del Slave esta´ dotado de un “cerebro”, el cual se encarga de tomar
decisiones sobre las sen˜ales de control que llegan desde el Ma´ster, este “cerebro” es implementado
mediante un microcontrolador, este para las tareas ma´s comunes y con menos requerimiento de
procesamiento de sen˜ales. Cuando el proceso requiere que desarrollen tareas ma´s dif´ıciles en cuanto
a capacidad de procesamiento, se recurren a sistemas como las FPGA o sistemas embebidos, ya que
sus caracter´ısticas de procesamiento y velocidad son ma´s altas, esto permite hacer procesamiento
sobre sen˜ales, ima´genes o estructuras de datos, otorgando al Slave una mayor independencia del
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usuario. El “cerebro” es el que tiene inmerso el software del Slave, el cual se encarga de comunicarse
con el Ma´ster para un correcto entendimiento entre las partes. Tambie´n se encarga de tomar las
magnitudes f´ısicas del entorno, y enviarlas al Ma´ster.
2.3.1. Tipos de locomocio´n
Los sistemas Slave principalmente son robots mo´viles o robots antropomo´rficos como brazos o ac-
tuadores de diversos tipos, esto para que se puedan manejar en el entorno de trabajo, y puedan
realizar las acciones sobre este de una manera optima. Cuando estos sistemas Slave son robots
mo´viles, existen diferentes sistemas de locomocio´n tales como ruedas, orugas, patas entre otras, las
cuales permiten al sistema Slave moverse en el entorno de trabajo. Estos tipos de locomocio´n se
escogen mediante el previo estudio del entorno en el cual el robot mo´vil se va a desplazar, ya que
cada uno de estos ofrece diferentes caracter´ısticas especiales para diversos tipos de ambientes. A
continuacio´n se citan algunos ejemplos de locomocio´n [3].
Ackerman: Es el utilizado en veh´ıculos de cuatro ruedas convencionales. De hecho los veh´ıculos
robo´ticos para exteriores resultan normalmente de la modificacio´n de veh´ıculos convencionales tales
como automo´viles o incluso veh´ıculos ma´s pesados. El mayor problema de la locomocio´n Ackerman
es la limitacio´n de la maniobrabilidad.
Triciclo cla´sico: En este sistema de locomocio´n la rueda delantera sirve tanto para la traccio´n como
para el direccionamiento. El eje trasero, con dos ruedas laterales, es pasivo y sus ruedas se mueven
libremente. La maniobrabilidad es mayor que en la configuracio´n anterior pero puede presentar
problemas de estabilidad en terrenos dif´ıciles. El centro de gravedad tiende a desplazarse cuando el
veh´ıculo se desplaza por una pendiente, causando la perdida de traccio´n. Debido a su simplicidad,
es bastante frecuente en veh´ıculos robo´ticos para interiores y exteriores pavimentados.
Direccionamiento diferencial: El direccionamiento viene dado por la diferencia de velocidades de
las ruedas laterales. La traccio´n se consigue tambie´n con estas mismas ruedas. Adicionalmente ex-
isten una o ma´s ruedas para soporte. Esta configuracio´n es la ma´s frecuente en robots para interiores.
Skid Steer: Se disponen varias ruedas en cada lado del veh´ıculo que actu´an de forma simulta´nea. El
movimientos el resultado de combinar las velocidades de las ruedas de la izquierda con la derecha.
Pistas de deslizamiento: Son veh´ıculos tipo oruga en los que tanto la impulsio´n como el direc-
cionamiento se consiguen mediante pistas de deslizamiento. Pueden considerarse funcionalmente
ana´logas al skid steer. De forma ma´s precisa, las pistas actu´an de forma ana´loga a ruedas
Locomocio´n mediante patas: Permiten aislar el cuerpo del terreno empleando u´nicamente puntos
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discretos de soporte. Es posible adoptar el pol´ıgono de soporte para mantener la estabilidad y pasar
sobre obsta´culos. Por consiguiente, tiene mejores propiedades que las ruedas para avanzar en terrenos
dif´ıciles llenos de obsta´culos. Asimismo, mediante patas, es posible conseguir la omnidireccionalidad
y el deslizamiento en la locomocio´n es mucho menor. En los robots con patas la complejidad de los
mecanismos necesarios es mayor, as´ı como el consumo de energ´ıa en la locomocio´n.
2.3.2. Sensores para estaciones Slave
En los sistemas teleoperados, los Slave esta´n dotados de diversos tipos de sensores, como se dijo
antes el sistema Slave se encarga de medir variables f´ısicas del entorno de trabajo y estos sensores
son los encargados de tomar estas medidas que otorguen al usuario caracter´ısticas del espacio de
trabajo. Estas variables pueden ser del tipo te´rmico, meca´nico, electro´nico, entre otros. Es necesario
estudiar previamente el lugar de trabajo, para saber que variables f´ısicas puede tener, y as´ı elegir
adecuadamente los sensores de la estacio´n Slave. Estos sensores pueden ser del tipo ultrasonido,
infrarrojo, resistivo, voltaico entre otros los cuales cada uno sirven para un tipo determinado de
variable f´ısica a medir.
Tambie´n se puede dotar al sistema Slave, con una ca´mara que ofrezca realimentacio´n visual a la
estacio´n Ma´ster. Esto da al teleoperador una visio´n en tiempo real de lo que ocurre no solo con el
sistema Slave, sino con el entorno de trabajo, para la adaptacio´n de estas ca´maras en un sistema
Slave, se tiene que contar con un sistema que pueda identificar la ca´mara, y enviar las ima´genes del
entorno de trabajo al Ma´ster. Para esto es necesario contar con una FPGA o un sistema embebido.
Si no se cuenta con uno de estos sistemas, la ca´mara puede comunicarse con el Ma´ster mediante
sistema wireless siendo necesario que sea una ca´mara IP, que provee este tipo de comunicacio´n y se
puede implementar en el sistema Slave.
2.4. Comunicacio´n en Redes usando el protocolo TCP
En la actualidad la gente usa el computador para hacer llamadas, ver televisio´n, enviar mensajes a
sus amigos, jugar con otras personas y comprar casi cualquier cosa. La capacidad que tiene estas
ma´quinas de comunicarse entre ellos, hacen todo esto posible. El nu´mero de personas conectadas a
internet, crece cada vez ma´s a trave´s el tiempo, y con el desarrollo de mayores velocidades en la red,
las aplicaciones desarrollables, a trave´s de internet son casi inimaginables.
¿Pero como hacen los computadores para conectarse a otros a trave´s de la red? Esto se logra mediante
la programacio´n de un software, capaz de interactuar con el usuario, y que tiene inmerso una API
(Application Programming Interfaces) conocida como socket, que se desarrollo por primera vez en
lenguaje C, y que debido a su aplicacio´n, ha sido extendida para su desarrollo, en los lenguajes
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ma´s comunes hoy en d´ıa. Es necesario hacer una breve mirada en el panorama de las redes y los
protocolos que se usan en estas, te´rminos como TCP (Transmission Control Protocol), UDP (User
Datagram Protocol) y dema´s protocolos que sera´n posteriormente explicados, esto para una correcta
implementacio´n de nuestro socket[10].
2.4.1. Redes, Paquetes y Protocolos
Una red se compone de ma´quinas interconectadas por canales de comunicacio´n. Estas ma´quinas son
llamadas host y routers. Los host son los computadores que corren aplicaciones, como el explorador
web, mensajer´ıa instanta´nea, etc., estos programas son los verdaderos usuarios de la red. Los routers
se encargan de transmitir la informacio´n, desde un canal de comunicacio´n a otro. Un canal de co-
municacio´n, es el medio de transmisio´n de secuencias de bytes de un host a otro, este puede ser
cableado, wireless u otro tipo de conexio´n.
La informacio´n que se env´ıa, es una secuencia de bytes que son construidos y posteriormente in-
terpretados por los programas. En el contexto de las redes de computadores, esta informacio´n es
generalmente llamada paquetes. Un paquete contiene informacio´n de control, que es utilizada por la
red para realizar la comunicacio´n. Tambie´n puede incluir los datos del usuario. Los routers utilizan
esa informacio´n, para saber co´mo y adonde enviar cada paquete.
Un protocolo es un acuerdo que dice como deben ser interpretados los paquetes intercambiados. Los
protocolos esta´n normalmente disen˜ados para resolver problemas determinados de comunicacio´n.
Para la implementacio´n de una red optima, se utilizan conjuntos de protocolos como el TCP/IP.
Este puede usarse para establecer una comunicacio´n sobre internet o bien sobre una red privada. Los
protocolos TCP/IP ma´s usados son el IP (Internet Protocol), TCP (Transmission Control Protocol)
y UDP(User Datagram Protocol).
Figura 2.1: Relaciones entre los protocolos
La figura muestra las relaciones entre los protocolos, aplicaciones, los sockets en los hosts y routers
y el flujo de dados de una aplicacio´n a otra. Los bloques de TCP e IP representan la implementacio´n
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de estos protocolos en una comunicacio´n sobre una red, estos protocolos residen en la aplicacio´n de
los host. Las solicitudes de acceso a los servicios prestados por los sockets, esta´n representados con
una l´ınea discontinua. La flecha representa el flujo de dados de la aplicacio´n.
En TCP/IP, la capa inferior se compone de los canales de comunicacio´n. Estos canales son utilizados
por la capa de la red, que se ocupa del problema de la transmisio´n de paquetes hacia su destino.
El protocolo IP resuelve el problema de hacer, que la secuencia de canales y routers entre dos host,
parezca una conexio´n simple host-to-host. El IP proporciona un servicio de datagramas, cada paque-
te se maneja y entrega por la red de forma independiente. Para realizarlo cada paquete IP contiene
la direccio´n del destino.
La capa superior de TCP/IP es la capa de transporte, esta ofrece dos posibilidades: TCP y UDP.
Cada uno ofrece distintos tipos de transmisio´n de los datos, dependiendo de la aplicacio´n. Pero tiene
una cosa en comu´n, la de Direccionar los paquetes, para esto usan los nu´meros de los puertos, para
identificar las solicitudes de las aplicaciones de los host. Estos protocolos (TCP y UDP) se llaman
de extremo a extremo, ya que estos se encargan de enviar los datos de un programa a otro.
2.4.2. Direccionamiento
Antes de que un programa pueda comunicarse con otro programa, tiene que decirle algo a la red
para identificar al otro programa. En TCP/IP, se tiene dos piezas de informacio´n para identificar
un programa en particular: una direccio´n de internet y un nu´mero de puertos. Las direcciones de
internet son nu´meros binarios. Vienen en dos versiones dadas por el protocolo de Internet: IPv4 e
IPv6. La ma´s comu´n es la IPv4, la cual es de 32 bits, logrando as´ı cerca de 4 millones de posibilidades
distintas, para identificar los diferentes destinos. La IPv6 es de 128 bits pero no es muy comu´n, ya
que hasta ahora se esta´ implementando.
Direcciones IP : Las direcciones IP son un grupo de cuatro nu´meros decimales separados por
puntos. (Por ejemplo 192.168.1.1). Los cuatro nu´meros representan la cadena contenida en los
cuatro bytes de la direccio´n de internet. Por lo tanto cada uno es un nu´mero entre 0 y 255.
Te´cnicamente, cada direccio´n de internet se refiere a la conexio´n entre un host y un canal de
comunicacio´n o´sea una interfaz de red. Debido a que cada conexio´n de red pertenece a un
u´nico host, una direccio´n de internet identifica a un host, como su conexio´n a la red.
Puertos: Se mencio´n anteriormente, que se necesitan dos piezas de la direccio´n para recibir un
mensaje de un programa. El numero del puerto TCP o UDP, es interpretado relativamente a
la direccio´n de Internet. El puerto se puede interpretar como un hilo de la comunicacio´n sobre
la direccio´n IP utilizada. Sobre este puerto es que el host va a estar esperando la comunicacio´n
desde la otra aplicacio´n.
Clientes y Servidores: En las comunicaciones en internet, los te´rminos servidor y cliente son
comu´nmente utilizados. El programa Cliente inicia la comunicacio´n, mientras que el programa
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servidor espera pasivamente, y a continuacio´n, responde a los clientes que entren en contacto
con e´l. En conjunto el cliente y el servidor componen la aplicacio´n. Cuando un programa actu´a
como servidor o cliente, determina la forma general como se usan los sockets para establecer la
comunicacio´n con sus pares. Adema´s el enlace entre cliente-servidor es importante porque el
cliente necesita saber la direccio´n del servidor, y el puerto al que se va conectar y no viceversa.
Con los sockets, el servidor puede, obtener la informacio´n de direccio´n del cliente cuando recibe
la primera comunicacio´n del cliente.
2.5. Sistemas Embebidos Linux
El trabajo realizado sobre sistemas embebidos Linux crece de manera exponencial debido a la evolu-
cio´n del kernel, junto a las distribuciones disen˜adas para estaciones de trabajo y dispositivos em-
bebidos. Este kernel permite el uso de una gran variedad de hardware, da´ndole gran versatilidad y
aplicabilidad a estos sistemas.
Uno de los campos ampliamente estudiados radica en la autonomı´a de los sistemas que trabajan
en campos de poca o ninguna interaccio´n humana. El logro de dicha autonomı´a, se basa en la ca-
pacidad de procesamiento y el nu´mero de tareas que es capaz de realizar el sistema. Aqu´ı es donde
propiamente los sistemas embebidos son de gran ayuda, porque aunque pretenden simular el com-
portamiento de una estacio´n de trabajo, realizan tareas con un amplio grado de efectividad.
Los conceptos explicados a continuacio´n permitira´n ubicarse dentro de un marco espec´ıfico, en-
foca´ndose hacia el desarrollo de sistemas embebidos.
2.5.1. Linux
Te´cnicamente hablando, Linux se refiere solamente al kernel de un sistema operativo originalmente
escrito por Linus Torvalds. El kernel provee una gran variedad de facilidades requeridas por cualquier
sistema basado en Linux para operar correctamente. El software de aplicacio´n depende de carac-
ter´ısticas espec´ıficas del kernel, como por ejemplo la capacidad de manejar los dispositivos de hard-
ware y, su disposicio´n al uso de una gran variedad de abstracciones fundamentales; como la memoria
virtual, tareas, sockets, archivos, descriptores y dema´s. El kernel es iniciado ba´sicamente por un
bootloader1o´ un system firmware, pero una vez inicializado, nunca se apaga (aunque el dispositivo
parezca que entra a un estado de bajo consumo de energ´ıa).
Actualmente, el te´rmino “Linux” se utiliza de manera intercambiable junto al te´rmino Linux kernel.
Por si so´lo, se puede entender un sistema Linux como una distribucio´n pre-compilada (o solamente
con el co´digo fuente) construida sobre un kernel junto con otros softwares. Pero esta definicio´n podr´ıa
tomarse a varios malentendidos, puesto que el kernel es un nucleo, que contiene software para la
comunicacio´n con los perife´ricos y dema´s unidades no centrales para el entendimiento del usuario.
1Bootloader significa: cargador de arranque. Durante todo el documento se usara´ los nombres originales y no se
traducira´n (a excepcio´n de algunos conceptos cuya traduccio´n ayudar´ıa a su uso) puesto que esto podr´ıa llevar a
confusiones en la comprensio´n del proyecto.
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Por esta razo´n, Richard Stallman y la Free software foundation colocan el prefijo “GNU/” (como
en “GNU/Linux”) para referirse a un sistema completo trabajando con un linux kernel y una gran
variedad de software GNU.
Puesto que es posible trabajar con distribuciones Linux que pueden usar software no-GNU, se amplia
la definicio´n anterior refirie´ndonos a un sistema Linux como a un sistema completo o distribucio´n
trabajando con software GNU y no-GNU en un kernel.
Un sistema Linux puede ser creado desde cero a deseo del usuario (una gran ventaja comparada
con otros tipos de sistemas operativos), o puede basarse en una distribucio´n ya realizada. A pesar
de la gran cantidad existentes, para el uso con sistemas embebidos y dispositivos embebidos Lin-
ux; muchas empresas prefieren crear sus propias distribuciones, potencializando su aplicabilidad de
acuerdo a las necesidades del mercado.
Cuando una persona usa el te´rmino Linux, por lo general se refiere a una distribucio´n Linux, como
por ejemplo Red Hat, Fedora, Suse, Ubuntu, Kubuntu, etc. Las distribuciones de Linux var´ıan en
propo´sito, taman˜o y precio; pero todas comparten una meta en comu´n: proveer al usuario final con
un conjunto de archivos pre-compilados, un procedimiento para instalar el kernel y otro conjunto de
software para cierto tipo de hardware.
Desde el punto de vista embebido, existen una gran variedad de distribuciones, como por ejemplo;
MontaVista, Wind River, Timesys, Denx, entre otros. Estas distribuciones embebidas especializadas,
generalmente no esta´n destinadas al uso de computadores de escritorio, estaciones de trabajo o servi-
dores; esto significa que estas distribuciones, t´ıpicamente no incluira´n software que no esta disen˜ado
para su uso.
Otra de las grandes ventajas de utilizar Linux, es la posibilidad de cambiar y configurar el sistema
operativo al gusto del usuario, basa´ndose en el uso de diversas herramientas de libre distribucio´n.
Como por ejemplo el escritorio de trabajo GNOME, utilizado en distribuciones como Ubuntu; y
KDE, utilizado en distribuciones como Kubuntu. En la mayor´ıa de las distribuciones, existen reposi-
torios de software libre, permitie´ndole al usuario tener una gran variedad de alternativas a la hora de
realizar una tarea espec´ıfica. Los campos de aplicacio´n var´ıan desde, programacio´n, disen˜o gra´fico,
audio, video, hasta entretenimiento.
2.5.2. Linux Embebido
Linux Embebido t´ıpicamente se refiere a un sistema completo, o´ a una distribucio´n destinada a dis-
positivos embebidos. Aunque el te´rmino “embebido” es usado comu´nmente en el concepto de kernel;
no hay un tipo de kernel disen˜ado para aplicaciones embebidas; en cambio, el mismo co´digo fuente
del kernel, esta´ destinado para ser construido en una gran variedad de dispositivos, estaciones de
trabajo y servidores. Para ma´s inforamcio´n, ver [6].
El kernel es (de manera general) un nu´cleo encargado de traducir los deseos del usuario al sistema.
Por supuesto, se puede configurar el kernel para un uso ma´s especializado.
En el contexto del desarrollo embebido, se pueden encontrar sistemas o´ dispositivos con Linux em-
bebidos que usan un kernel junto a una gran variedad de software para aplicaciones especiales.
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Los distribuidores de sistemas embebidos, proveen una gran variedad de herramientas como cross-
compilers2, depuradores, software, boot image builders3, entre otros. Una gran cantidad de dis-
tribuidores han decidido integrar estas herramientas dentro de plug-ins especializados para sus
propias versiones disponibles a la venta.
2.5.3. Tipos de Sistemas Linux Embebido
Dentro de la creacio´n de sistemas embebidos, pueden surgir muchos interrogantes a la hora de
disen˜ar estos sistemas: ¿Que´ tipos de sistemas embebidos esta´n construidos con Linux? ¿por que´ las
personas eligen Linux? ¿co´mo usarlo? ¿que´ distribucio´n usar?, entre otras. Por eso es necesario
tener un conocimiento general de todos los aspectos que incluyen la creacio´n y uso de un sistema
embebido. Aunque se podr´ıa ejemplificar el uso de sistemas espec´ıficos, la mejor forma de disen˜ar
un sistema embebido (o canalizar su uso a una tarea espec´ıfica) es clasifica´ndolos de acuerdo a un
criterio general, que proveera´ informacio´n acerca de su estructura. Estos criterios son los siguientes:
Taman˜o, limitaciones de tiempo, capacidad de red y la interaccio´n con el usuario.
Taman˜o
El taman˜o de un sistema embebido Linux depende de una gran variedad de factores. Primero,
esta´ el taman˜o f´ısico. Algunos sistemas pueden ser modestamente grandes, como los constru-
idos por agrupaciones, o pueden ser pequen˜os, como el reloj de pulsera construidos por IBM.
El taman˜o f´ısico de un sistema embebido es a menudo una determinante importante en las ca-
pacidades del hardware (el taman˜o f´ısico de los componentes dentro del dispositivo terminado)
y tambie´n es necesario tener en cuenta, el taman˜o de los componentes de la ma´quina. Estas
consideraciones son muy importantes para los disen˜adores de sistemas; incluyendo tambie´n, la
velocidad de la CPU, el taman˜o de la RAM y el taman˜o de la memoria permanente (el cua´l
puede ser un disco duro, pero a menudo es un dispositivo flash NOR o NAND; de acuerdo al
uso).
En te´rminos de taman˜o, se usara´n tres variantes, pequen˜a, mediana y grande. Sistemas pequen˜os
se caracterizan por una CPU de baja capacidad con un mı´nimo de 4 MB de ROM y entre 8 y
16 MB de RAM. Esto no quiere decir que Linux no se pueda ejecutar en pequen˜os espacios,
pero si tomara´ mucho esfuerzo y dedicacio´n, hacer tareas que requieran grandes cantidades de
procesamientos de datos.
Sistemas de taman˜o medio se caracterizan por una CPU de capacidad media con 32 MB o ma´s
de ROM y 64-128 MB of RAM. La mayor´ıa de usuarios dentro del mundo embebido pertenecen
2El te´rmino en ingle´s es cross-compilers cuya traduccio´n literal ser´ıa compilador-cruzado se refiere al compilador
cuyo co´digo fuente es declarado en un tipo de ma´quina (host) y se implementa para otro tipo de ma´quina (target).
Ma´s adelante se hablara´ sobre este tema, pero de aqu´ı en adelante se utilizara´ el te´rmino en ingle´s.
3Muchos de los paquetes utilizados en los sistemas embebidos vienen (por parte de los vendedores) como paquetes
comprimidos en un so´lo formato definido como imagen al igual que los formatos conocidos para los sistemas no
embebidos ISO, BIN, NRG, CDI, DAA.
13
a e´sta categor´ıa; incluyendo varios PDAs (por ejemplo the Nokia Internet Tablets), reproduc-
tores de MP3, sistemas de entretenimiento, aparatos que usan red, memorias extra´ıbles, entre
otros. Estos tipos de dispositivos tienen suficiente potencia y almacenamiento para manejar
una gran variedad de pequen˜as tareas, o pueden servir para un u´nico propo´sito que requiera
muchos recursos.
Sistemas de taman˜o grande se caracterizan por una gran capacidad de CPU o coleccio´n de
CPUs combinadas con una gran cantidad de RAM y memoria permanente. Usualmente estos
sistemas son usados en ambientes que requieran gran cantidad de ca´lculos para realizar una
tarea determinada; como por ejemplo los simuladores de vuelo utilizados en la investigaciones
del gobierno. T´ıpicamente en estos sistemas no importa el dinero o la cantidad de recursos nece-
sarios, lo u´nico importante es la funcionalidad; mientras que el costo, taman˜o y complejidad
permanecen en un segundo plano.
Limitaciones de Tiempo
Hay dos tipos de limitaciones de tiempo para los sistemas embebidos: limitaciones rigurosas y
limitaciones leves. Las limitaciones rigurosas de tiempo, requieren que el sistema actu´e en un
marco predefinido de tiempo; de otra forma, eventos catastro´ficos pueden ocurrir. Por ejemplo,
en una fa´brica donde los empleados deben manipular material que debe ser cortado por una
ma´quina. Co´mo una medida preventiva, se colocan sensores o´pticos alrededor de las cuchillas
de corte, para detectar guantes especiales de colores, usados por los empleados. Cuando el
sistema es advertido de la presencia del guante de un usuario, e´ste debe detenerse automa´tica-
mente. La ma´quina no puede esperar por algu´n tipo de operacio´n I/O. De otra forma, alguien
perder´ıa un brazo.
Sistemas y dispositivos de audio como reproductores MP3 y tele´fonos celulares, podr´ıan cali-
ficarse como limitaciones de tiempo rigurosas; porque cualquier atraso en la transmisio´n de la
sen˜al, repercutir´ıa en la calidad del sonido. Aunque las fallas de tiempo (de existir) no ser´ıan
consideradas catastro´ficas, la calidad de los dispositivos, es algo primario en el disen˜o de dichos
sistemas.
Las limitaciones leves de tiempo, var´ıan de gran manera en los requisitos de disen˜o, pero gen-
eralmente se aplican a sistemas donde las demoras de tiempo no son tan cr´ıticas. Si un sistemas
se demora 5 segundos en realizar una transaccio´n, generalmente no es un problemas (aunque
el usuario puede pensar de manera diferente). Lo mismo es para las PDAs que toman tiempo
de ma´s, para inicializar alguna aplicacio´n. El tiempo extra puede hacer que el sistema parezca
lento, pero esto no va a afectar el resultado final. Lo importante es notificarle al usuario del
tiempo requerido por el sistema para terminar su tarea.
Capacidad de Red
La capacidad de Red, define la disposicio´n de un sistema para conectarse a un red. Hoy en d´ıa,
es de esperarse que cualquier dispositivo sea accesible a trave´s de una red. Esto hace que el
sistema deba cubrir ciertos requerimientos (un factor definitivo en la eleccio´n de Linux para el
disen˜o de sistemas embebidos, radica en su capacidad para la conexio´n de red); permitiendo,
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que la ca´ıda en los precios y a estandarizacio´n de los componentes de red esta´n acelerando
esta´ tendencia. La mayor´ıa de los dispositivos que usan Linux tiene una u otra forma de
capacidad de red, bien sea inala´mbrica o no.
Interaccio´n con el Usuario
El grado de interaccio´n con el usuario varia ampliamente de un sistema a otro. Algunos sis-
temas, como las PDAs y la Nokia Internet Tablet, esta´n centrados en la interaccio´n del usuario;
mientras que otros tipos, como los sistemas industriales, so´lo tienen LEDs y botones para in-
teractuar con el usuario. Otros sistemas, en cambio no interactu´an con el usuario, como por
ejemplo los sistemas de piloto automa´tico.
2.5.4. Tipos de Estaciones de Desarrollo
Para los sistemas embebidos que trabajan con Linux, es importante elegir el tipo de distribucio´n
para el computador host, de acuerdo al compilador que creara´ los binarios para ejecutar en el sis-
tema embebido. Por tal razo´n, es necesario revisar la documentacio´n existente (preferiblemente con
el distribuidor del sistema embebido) acerca de cua´les versiones de los compiladores y depuradores
funcionan sin presentar problemas. Los criterios para la eleccio´n de una distribucio´n espec´ıfica son
materia de grandes art´ıculos, pero aqu´ı so´lo se mencionara´ la importancia de adquirir una distribu-
cio´n que funcione (sin problemas) con los programas a ejecutar.
Tipos de distribuciones Linux
Ma´s adelante se discutira´n los tipos de hardware ma´s comunes encontrados en sistemas Linux embe-
bidos. Pero aunque el hardware es muy importante para el disen˜o general del sistema, cada posible
hardware puede ser desarrollado usando una gran variedad de hosts. En la siguiente seccio´n se
discutira´n los tipos de distribuciones comu´nmente usados para los hosts y sus particularidades.
Estaciones de Trabajo Linux
E´ste es el tipo ma´s comu´n de host para el desarrollo de sistemas embebidos. E´ste es recomendado por
muchos usuarios, puesto que sus facilidades de trabajo y co´digo abierto ayudan en gran medida al
desarrollo de los proyectos. Usar Linux diariamente permite que se conozcan muchos de los problemas
usuales (o errores por parte del usuario) que suelen ocurrir; de igual manera se pueden resolver en
el sistema embebido (puesto que pueden usar un kernel igual o similar). Un PC esta´ndar es la t´ıpica
estacio´n de trabajo Linux. De cualquier manera, Linux no corre solamente en hardware tipo PC sino
en una gran variedad de sistemas. A continuacio´n se mencionan algunas distribuciones.
Debian GNU/Linux (http://www.debian.org)
Esta´ popular y comu´n distribucio´n, es mantenida por un grupo internacional de desarrolladores
y tiene soporte bajo la organizacio´n de caridad “Software In The Public Interest”. Debian tiene
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altos esta´ndares, pero es (ocasionalmente) conocido por presentar pequen˜os problemas en la
instalacio´n y para el uso de usuario nuevos. No se actualiza bajo ningu´n tipo de calendario.
Fedora (http://www.fedoraproject.org)
La continuacio´n libre del famoso “Red Hat Linux” que ya no existe, sino u´nicamente bajo la
obsoleta referencia (Red Hat Linux 9.0) de soporte, que persiste au´n en Internet. Fedora es
desarrollado internacionalmente, pero tiene tradicionalmente una fuerte relacio´n con la em-
presa Red Hat Enterprise Linux Distribution. Fedora es actualizado aproximadamente de 6-9
meses. E´ste tiene una actualizacio´n no estable conocida como “rawhide” la cua´l es actualizada
diariamente de manera individual a Fedora.
OpenSusE (http://www.opensuse.org)
Si Fedora es la continuacio´n moderna de Red Hat Linux, OpenSuSE es lo mismo, pero de la
distribucio´n conocida como SuSe. Despue´s que Novell adquirio´ SuSE y comenzo´ a distribuir
SuSE Linux Enterprise Server (SLES), OpenSuSE se convirtio´ en la incubadora de futuras
tecnolog´ıas. Se actualiza de manera similar a Fedora y tambie´n tiene una versio´n no estable
conocida como “Factory” que es actualizada de manera diaria.
Red Hat Enterprise Linux (RHEL) (http://www.redhat.com)
E´sta es la versio´n comercial de Red Hat y un heredero directo de la l´ınea Red Hat Linux.
Se actualiza cada 18 meses y tiene soporte a usuarios desde sus inicios. El soporte es en la
forma de suscripcio´n. Aunque muchos han logrado efectivamente re-empaquetar RHEL en una
distribucio´n Enterprise Linux libre (la cua´l no viene con soporte, pero los binarios de la versio´n
comercial con la libre son pra´cticamente iguales).
SuSE Linux Enterprise Server (SLES) (http://www.suse.com)
E´sta es una distribucio´n comercial de Novell, la cual produce tambie´n SLED(SuSE Linux
Enterprise Desktop) y una variedad de otros productos. Uno de esos productos es producto
comercial de tiempo-real. SLES es actualizado de manera similar a Red Hat Enterprise Linux
y compite con e´l directamente.
Ubuntu Linux (http://www.ubuntulinux.org)
E´sta es una derivacio´n de Debian GNU/Linux, pero desarrollada para un mercado y uso
masivo, con actualizaciones bianuales. Es apoyado por Canonical, una compan˜´ıa formada por el
multimillonario Mark Shuttleworth, e´l cual se hizo rico a trave´s de una compan˜´ıa que depend´ıa
enteramente en Debian y el desarrollo de su estructura. Un gran nu´mero de desarrolladores de
PCs esta´n considerando suplir el proyecto, o´ ya esta´n involucrados dejando PCs con Ubuntu
pre-instalado.
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Yellow Dog Linux (http://www.terrasoftsolutions.com)
E´sta distribucio´n es una derivacio´n para sistemas PowerPC, como los de IBM (basados en
procesadores POWER/OpenPOWER/PowerPC) y formalmente aquellos de Apple Computer.
Aunque no es tan comu´n, se mantiene como el ejemplo de una distribucio´n intentada espec´ıfi-
camente para arquitecturas no-PC en primera instancia.
Como se menciono´ anteriormente, existen muchas ma´s distribuciones, por ejemplo Slackawre, Gen-
too, Rock Linux, Tom Root Boot, Mandriva, entre muchas ma´s.
Para mayor informacio´n acerca de las diferentes distribuciones, sus requerimientos y los tipos de
hardware que mejor encajan para un proyecto determinado, consulte los diferentes sitios en Internet
de cada distribucio´n, tambie´n distrowatch.com y dema´s art´ıculos en la red acerca del tema.
Estaciones de Trabajo Unix
De acuerdo a las circunstancias, se puede requerir usar una estacio´n tradicional de trabajo Unix,
aunque es recomendable no hacer esto si la opcio´n de usar Linux esta´ a la mano. Estaciones de trabajo
Solaris por ejemplo, son muy comunes entre desarrolladores en el a´rea de telecomunicaciones. Aunque
el uso de estas estaciones de trabajo no es tan comu´n como las comparadas con Linux para desarrollar
sistemas embebidos, es au´n posible realizar proyectos de esa magnitud. De hecho, modernos sistemas
Solaris (y OpenSolaris) incluyen una gran cantidad de software GNU pre-compilado, como por
ejemplo el famoso compilador gcc.
Puesto que Linux es en si muy parecido a Unix, se puede decir que lo que aplica a Linux tambie´n
aplica a Unix y otros sistemas tipo Linux, como por ejemplo BSD (OpenBSD, FreeBSD y dema´s);
especialmente cuando se trata de la famosa herramienta (toolchain) del desarrollo GNU y otras
herramientas como la libreria C que ya estaban creadas antes que Linux comenzara´ en el mercado
de los computadores. Aunque la mayor´ıa de las recomendaciones dadas anteriormente son aplicables
de igual manera a los sistemas Unix, es recomendable no obstante usar sistemas Linux.
Estaciones de Trabajo Windows (Vista, XP, 2000, NT, 98, etc.)
A comienzo de los 90s, el desarrollo de sistemas embebidos cambio para ser desarrollado en estaciones
de trabajo Windows. Esto fue debido al gran crecimiento del desarrollo de herramientas gra´ficas
disponibles, las cuales llegaron a tiempo para un mercado de sistemas embebidos en crecimiento.
Desde entonces muchos desarrolladores se acostumbraron a este tipo de estaciones de trabajo para
realizar sus proyectos. Por esta y otras razones, algunos desarrolladores les gustar´ıa continuar usando
estaciones de trabajo Windows para desarrollar (iro´nicamente) sistemas embebidos Linux. Aunque
es recomendable trabajar en estaciones de trabajo Linux para cualquier desarrollo, y a pesar de la
existencia de herramientas GUI multiplataforma (como por ejemplo Eclipse), existe la necesidad para
muchos usuarios del uso de herramientas u´nicamente para Windows. Esto incluye un gran nu´mero
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de herramientos por parte de los distribuidores como depuradores, programadores de hardware
FPGA/PROM/Flash y similares. Se sabe que no todos, deseara´n mantener dos sistemas de desarrollo
Linux para proyectos u´nicamente en Windows, usando herramientas de este sistema. Lo mejor de
todo, es que es posible usar Windows en el host y compilar programas para targets Linux embebidos.
A primer vista, parecer´ıa que el principal problema usando Windows para desarrollar targets con
Linux embebido, es la falta de desarrollo para herramientas GNU. Actualmente, esto no es un
problema, porque Red Hat provee el desarrollo de Cygwin la cual es la herramienta GNU compatible
con Windows. Muchas personas se acostumbraron a compilar herramientas multi-plataforma en
Linux, incluyendo un gran nu´mero de estaciones. Si se va a trabajar en un ambiente embebido para
Linux, el distribuidor de dicho sistema debe por lo general proveer las herramientas necesarias para
compilar targets Windows (basados invariablemente en Eclipse) con lenguajes de programacio´n como
C++ [7] o java.
2.6. Modulacio´n por Ancho de Pulsos (PWM)
La modulacio´n por ancho de pulso es un modo de digitalmente codificar los niveles de una sen˜al
ana´loga. A trave´s del uso de contadores de alta resolucio´n, el ciclo de trabajo de una sen˜al cuadrada
es modulado para codificar un nivel espec´ıfico de una sen˜al ana´loga. La sen˜al del PWM sin embargo
es digital, porque en cualquier instante de tiempo la sen˜al de alimentacio´n DC esta´ completamente
apagada (off) o´ encendida (on). EL voltaje o la corriente de alimentacio´n se aplica a la carga en
una serie repetitiva de pulsos on y off. El tiempo de encendido (on) ocurre cuando la sen˜al DC es
aplicada a la carga; y el tiempo de apagado (off), ocurre cuando la alimentacio´n no se aplica a la
carga. Con un valor suficiente de ancho de pulso, cualquier sen˜al ana´loga puede ser codificada con
PWM.[2]
2.6.1. Controladores PWM
Muchos microcontroladores incluyen controladores PWM. Por ejemplo el PIC 16F877A de Microchip
incluye dos PWM, permitiendo en cada uno seleccionar el tiempo de on y el periodo. El ciclo de
trabajo es el cociente entre el tiempo on y el periodo; la frecuencia de modulacio´n es el inverso del
periodo. Para empezar la operacio´n del PWM, la hoja de datos sugiere las siguientes configuraciones:
Configurar el periodo de encendido (on) del timer, que provee la sen˜al cuadrada de modulacio´n.
Configurar el tiempo de encendido en el registro de control del PWM.
Configurar la direccio´n de salida del PWM (Pins I/O).
Inicializar el timer.
Activar el controlador PWM.
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Para la configuracion del PWM, se empieza hallando el periodo de la sen˜al, el cual esta en funcion
de:
Frecuencia del Cristal (FC).
Valor del Timer (T# DIV).
Prescaler del Timer (PR#).
Donde el # indica el tipo especifico de registro que se este utilizando. A continuacion se muestra la
ecuacion, con la que se halla el periodo de la sen˜al PWM.
T ≡ (4/FC)(T# DIV )(PR# + 1)
Una vez obtenido el periodo de la sen˜al, se halla el valor para cargar el PWM en el microcontrolador;
luego se encuentra el valor en el que la sen˜al estara´ activa (on), en el cien por ciento del tiempo.
Cuando ya se tiene este valor, se sabra´ el rango entre 0 y la magnitud hallada para variar el PWM.
Este valor (duty PWM) esta´ en funcio´n de:
Periodo (T).
Frecuencia del Cristal (FC).
Valor del Timer (T# DIV)
duty PWM# ≡ (T )(FC)/T# DIV
Una de las ventajas del PWM, es que la sen˜al permanece digital, desde el procesador hasta el sistema
controlado; no es necesaria una conversio´n ana´loga-digital. Manteniendo la sen˜al digital, los efectos
del ruido son minimizados. El ruido solo puede afectar una sen˜al digital, si es suficientemente fuerte




Una vez abarcados los conceptos fundamentales, continu´a el desarrollo, presentando un enfoque
general a trave´s de un diagrama de bloques, explicando la funcionalidad de cada elemento junto a
su participacio´n dentro de este proyecto.
3.1. Metodolog´ıa
El sistema tele-operado consiste en un conjunto de elementos desarrollados e implementados para
lograr la autonomı´a necesaria para controlarlo desde una estacio´n remota de trabajo (Master). A
continuacio´n se muestra el diagrama de bloques del sistema tele-operado. Los colores de los bloques
indican un conjunto especial de componentes que se encargan de realizar operaciones especiales
afines. Las uniones entre los bloques, describen el tipo de conexio´n realizada dando a la presentacio´n
del diagrama la claridad necesaria para comprender el sistema tele-operado.
Figura 3.1: Diagrama de Bloques Sistema Teleoperado
En las siguientes secciones se explicara´n cada uno de los componentes de acuerdo al conjunto de
elementos al cual pertenecen, junto con su funcionalidad, ficha te´cnica e implementacio´n.
3.1.1. Plataforma Robo´tica
Microcontrolador
El microncotrolador 16F877A, es el encargado de establecer la comunicacio´n entre el sistema Em-
bebido y el robot. Recibe los datos por el puerto serial (Pines 25 y 26) y de acuerdo a estos, env´ıa
sen˜ales de control al driver del motor por medio de los dos puertos PWM (Pines 16 y 17) (para mayor
informacio´n sobre el microncontrolador, ve´ase figura 4.1 en la seccio´n Anexos). A continuacio´n se
muestra el diagrama de flujo del programa del microcontrolador.
Figura 3.2: Diagrama de Flujo Software Pic
El ca´lculo de los valores de los registros para la configuracio´n del PWM (teniendo en cuenta que el
fabricante del driver que controla los motores requiere una frecuencia menor a 20 KHz); se realiza
con un periodo de 10 KHz, utilizando la formula:
T ≡ (4/FC)(T# DIV )(PR# + 1)
Despejamos el valor de PR# utilizando el prescaler del timer 2, una frecuencia del cristal equivalente
a 4 MHz y el valor de T2 DIV igual a 1:
PR2 ≡ (T )(FC)/(4)(T2 DIV )− 1
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PR2 ≡ (1/10e + 3)(4e + 6)/(4)(1)− 1
El resultado de PR2 es 99.
Ahora se calcula el valor en el que el PWM esta´ 100 % encendido:
duty PWM2 ≡ (T )(FC)/T2 DIV
duty PWM2 ≡ (1/10e + 3)(4e + 6)/1
El valor de duty PWM2 es 400.
3.1.2. Ca´mara
El proyecto inicial utilizaba para la captura de video, una ca´mara CMOS (que es la ca´mara que
viene con el sistema embebido mini2440), pero el uso de una ca´mara USB ya estaba implementado
por medio de la libreria V4L2 (video for Linux 2).
Ba´sicamente existen dos me´todos para la transmisio´n de frames, el primer me´todo, u´nicamente
usa los me´todos de lectura y escritura directamente sobre el dispositivo de video (e´ste me´todo es
soportado por muchos tipos de ca´maras). El segundo me´todo es el explicado en esta seccio´n y se usa
por lo general por su realizacio´n en la I/O de video, aunque tambie´n es usado cuando el dispositivo
de video no soporta la escritura y lectura directa.
Con la funciones de lectura y escritura read() y write(), espec´ıficamente cada frame se copia entre
la aplicacio´n y el driver de video como parte de la operacio´n de I/O. Cuando se usa streaming I/O,
en cambio, e´sta copia no ocurre, la aplicacio´n y el driver de video intercambian buffers a trave´s de
punteros. Estos buffers seran mapeados en la direccio´n del espacio de memoria de la aplicacio´n.
Existen dos tipos diferentes de buffers en el streaming I/O:
Buffers de memoria mapeada (type V4L2 MEMORY MMAP), los cuales son asignados en el
espacio del kernel. La aplicacio´n los mapea dentro de esta direccio´n de memoria con la llamada
a la funcio´n mmap().
Buffer User-space (V4L2 MEMORY USERPTR), los cuales son asignados en el espacio del usuario.
En este caso, ninguna llamada a mmap() es requerida, pero el driver puede tener que trabajar
de ma´s, para soportar eficientemente este tipo de buffers.
Los dirvers que soportan streaming I/O deben informar a la aplicacio´n de este hecho simplemente
por medio de la bandera V4L2 CAP STREAMING en la llamada a la funcio´n vidioc querycap().
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La estructura v4l2 buffer
Cuando el streaming I/O esta´ activo, los frames se pasan entre la aplicacio´n y el driver en la forma
de la estructura v4l2 buffer. Esta estructura es amplia y larga de describir. Un buen punto de
partida es notar que hay tres estados fundamentales en los cuales un buffer puede estar:
En la cola de entrada del driver. Los buffers son colocados en esta cola por la aplicacio´n,
en espera que el driver haga algo u´til con ellos. Para un dispositivo de captura, los buffers en
la cola de entrada estara´n vacios, esperando por el driver para llenarlos con datos de video.
Para un dispositivo de salida, estos buffers tendra´n datos de los frames de video, que sera´n
enviados al dispositivo.
En la cola de salida del driver. Estos buffers han sido procesados por el driver y esta´n
esperando que la aplicacio´n los reclame. Para dispositivos de captura, los buffers de salida
tendra´n nuevos datos de los frame de video. Para dispositivos de salida, estos buffers estara´n
vac´ıos.
En ninguna cola. En este estado, el buffer pertenece al espacio del usuario y normalmente
no sera´ tocado por el driver. Este es el u´nico momento en el que la aplicacio´n no debera´ hacer
nada con el buffer. Se llamara´ a este estado, el estado “user-space”.




enum v4l2 buf type type;
u32 bytesused;
u32 flags;
enum v4l2 field field;
struct timeval timestamp;
struct v4l2 timecode timecode;
u32 sequence;
/* memory location */










La variable index es un nu´mero de secuencia que identifica el buffer; solamente es usado con
buffers V4L2 MEMORY MMAP. Como otros objetos que pueden ser enumerados en la interfaz de la
V4L2, los buffers mapeados empiezan con el ı´ndice 0 y se incrementan secuencialmente apartir de
e´ste valor. La variable type describe el tipo de buffer, usualmente V4L2 BUF TYPE VIDEO CAPTURE
o´ V4L2 BUF TYPE VIDEO OUTPUT.
El taman˜o del buffer esta dado por la variable length la cua´l esta´ en bytes. El taman˜o de la imagen
contenida en el buffer se almacena en la variable bytesused; obviamente bytesused debe ser menor
o igual a length. Para dispositivos de captura, el driver inicializara´ la variable bytesused. Para
dispositivos de salida la aplicacio´n debe inicializar esta variable. La variable field describe cual
campo de la imagen es almacenado en el buffer.
La variable timestamp, para dispositivos de entrada, dice cuando el frame fue capturado. Para
dispositivos de salida, el driver no debera´ enviar el frame, antes que pase el tiempo que toma
almacenar e´sta variable. Inicializar e´sta variable a cero significa capturar la imagen “tan pronto
como sea posible”. El driver inicializara´ e´sta variable al tiempo que el primer byte del frame, haya
sido transferido al dispositivo - o´ lo ma´s aproximado posible.
La variable timecode puede ser usada para almacenar co´digos de tiempo; u´tiles para las aplicaciones
de edicio´n de video. Si se inicializa a 1, indica 24 frames por segundo, 2 indica 25 frames por segundo,
y 3 indica 30 frames por segundo.
El driver mantiene un contador incremental de los frames que se le pasan al dispositivo; almacenando
el nu´mero de secuencia actual, a medida que cada frame es transferido. Para dispositivos de entrada,
la aplicacio´n puede observar esta variable para detectar frames ca´ıdos. La variable memory es la
encargada de decir si el buffer es memory-mapped o´ user-space. Para buffers de memory-mapped,
m.offset describe do´nde estara´ el buffer. La especificacio´n la describe como “la compensacio´n del
buffer desde el comienzo del dispositivo de memoria”, pero la verdad es que e´sta variable, es usada
por la aplicacio´n por medio de la funcio´n mmap() para especificar cual buffer esta siendo mapeado.
Para buffers user-space, en cambio, m.userptr indica la direccio´n user-space del buffer.
La vairable input puede ser usada para ra´pidamente cambiar entre las entrada del dispositivo de
captura (asumiendo que el dispositivo soporta esto). La variable reserved nunca debe ser puesta a
cero, por especificacio´n del creador de la librer´ıa.
Finalmente, hay varias banderas definidas:
V4L2 BUF FLAG MAPPED indica que el buffer ha sido mapeado en el user-space. Solamente es
aplicable a los buffer con memory-mapped.
V4L2 BUF FLAG QUEUED: El buffer esta´ en la cola de entrada del driver.
V4L2 BUF FLAG DONE: El buffer esta en la cola de salida del driver.
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V4L2 BUF FLAG KEYFRAME: El buffer mantiene un key frame - u´til para capturas comprimidas.
V4L2 BUF FLAG PFRAME y V4L2 BUF FLAG BFRAME tambie´n usadas en capturas comprimidas;
indican frames previstos o diferencias entre los mismos.
V4L2 BUF FLAG TIMECODE: Si la variable timecode es valida.
V4L2 BUF FLAG INPUT: Si la variable input es valida.
Configuracio´n del Buffer
Una vez la aplicacio´n que usa el me´todo de streaming I/O, esta´ configurada ba´sicamente, es mo-
mento de organizar la forma en que trabajara´n los buffers. El primer paso es establecer un con-
junto de buffers con la llamada a la funcio´n ioctl() junto con el para´metro VIDIOC REQBUFS;
lo cual realmente es hacer una llamada a la funcio´n vidioc reqbufs() del driver por medio de
la libreria V4L2: int (*vidioc reqbufs) (struct file *file, void *private data, struct





enum v4l2 buf type type;
enum v4l2 memory memory;
u32 reserved[2];
};
La variable type describe el tipo de I/O a realizar, el cual puede ser V4L2 BUF TYPE VIDEO CAPTURE
para adquisicio´n de video o´ V4L2 BUF TYPE VIDEO OUTPUT para un dispositivo de salida. Hay
tambie´n otros tipos, pero esta´n ma´s alla´ del alcance de este documento.
Streaming I/O
Cuando la aplicacio´n obtiene los buffers con VIDIOC REQBUFS, todos esos buffers esta´n en el
user-space, lo cual significa que au´n no existen. Antes que la aplicacio´n pueda empezar el streaming
I/O, debe poner al menos un buffer dentro de la cola de entrada del driver. Para un dispositivo de
salida, estos buffers deben ser llenados con datos validos.
Para almacenar en la cola los buffers, la aplicacio´n debe hacer una llamada a la funcio´n ioctl()
con el para´mtro VIDIOC QBUF, la cual, V4L2 mapea en una llamada a la funcio´n vidioc qbuf() del
driver:
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int (*vidioc qbuf) (struct file *file, void *private data, struct v4l2 buffer *buf);
Para buffers de memoria mapeada, so´lo las variables de type e index de buf son va´lidas. El driver
puede realizar rutinas de comprobacio´n, poner el buffer en la cola de entrada (con la bandera
V4L2 BUF FLAG QUEUED) y retornar.
Una vez el streaming I/O comience, el driver tomara´ los buffers desde la cola de entrada, cuando el
dispositivo haya solicitado la transferencia, entonces mueve el buffer a la cola de salida. La banderas
del buffer debera´n ajustarse de acuerdo a como ocurra la transicio´n. Variables como sequence y
timestamp debera´n tambie´n ser llenadas en el tiempo de la misma. Eventualmente la aplicacio´n
requerira´ los buffers en la cola de salida, para retornarlos al estado de user-space. Ese es el trabajo
de VIDIOC DQBUF, el cual ocurre con la llamada a la rutina:
int (*vidioc dqbuf) (struct file *file, void *private data, struct v4l2 buffer *buf);
El driver removera´ el primer buffer de la cola de salida, almacenando la informacio´n relevante en
*buf. Normalmente, si la cola de salida esta´ vac´ıa, esta´ llamada debera´ bloquearla hasta que un
buffer esta disponible. Los drivers de la V4L2 estara´n esperando para no bloquearlo, aunque, si el
dispositivo de video fue abierto con la bandera O NONBLOCK, el driver debera´ retornar -EAGAIN en el
caso de una cola vac´ıa. Es importante notar que el dispositivo debe soportar la llamada a la funcio´n
poll() para el streaming I/O.
El u´ltimo paso que falta, es el de indicarle actualmente al dispositivo que comience el streaming I/O.
Los me´todos del driver de Video4Linux2 para e´sta tarea son:
int (*vidioc streamon) (struct file *file, void *private data, enum v4l2 buf type type);
int (*vidioc streamoff)(struct file *file, void *private data, enum v4l2 buf type type);
La llamada a la funcio´n vidioc streamon() iniciara´ el dispositivo despue´s de chequear que la
variable type tenga sentido. El driver puede, si es necesario, requerir un cierto nu´mero de buffers de
la cola de entrada antes que el streaming pueda comenzar.
Cuando la aplicacio´n termina, debera´ generar una llamada a la funcio´n vidioc streamoff(), la
cual debe detener el dispositivo. El driver tambie´n debera´ remover todos los buffers de la cola de
entrada y salida, deja´ndolos en el estado user-space. Por supuesto el driver debe ser preparado
para simplemente cerrar el dispositivo sin detener el streaming primero. Para ma´s informacio´n de la
libreria V4L2, ver [5].
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3.1.3. Sistema Embebido
Los sistemas Linux esta´n hechos de muchos componentes, definiendo la arquitectura principal de
un sistema Linux, co´mo un gran conjunto de elementos, con el fin de comunicar el usuario con el
hardware a trave´s del kernel, para obtener el mayor rendimiento. El hardware debe tener ciertos
caracter´ısticas generales para ejecutarse en un sistema Linux:
Linux normalmente requiere de al menos una CPU de 32-bit conteniendo una unidad de manejo
de memoria.
Una cantidad suficiente de memoria RAM (mı´nimo 32 MB) debe estar disponible para el
sistema.
Mı´nimas capacidades de I/O son necesarias, si cualquier desarrollo se quiere implementar en
el target por razonables de facilidad y depuracio´n.
El kernel debe ser capaz de cargar archivos del sistema ra´ız a trave´s de algu´n almacenamiento
permanente, o acceso a trave´s de la red.
Inmediatamente arriba del hardware, se encuentra el kernel, que es el componente principal del sis-
tema operativo. Su propo´sito es el de manejar el hardware en una forma coherente, mientras provee
abstracciones familiares de alto nivel, al nivel del usuario por medio del software. Como ocurre en
otros kernels de tipo Unix, Linux maneja los dispositivos, acceso de entrada y salida de datos (I/O),
control de la programacio´n de procesos, aplica el compartimiento de memoria, maneja las sen˜ales de
distribucio´n y otro tipo de tareas administrativas. Es por lo general de esperarse que las aplicaciones
que usan los APIs dados por el kernel, sera´n portables entre diferentes arquitecturas soportadas por
e´ste kernel sin ningu´n cambio. E´ste es usualmente el caso con Linux, como se puede ver en la estruc-
tura general y uniforme disponible en todas las arquitecturas que soporta. Dentro del kernel hay dos
categor´ıas generales, mostradas como capas de servicio existentes, para la funcionalidad requerida
por las aplicaciones. Las interfaces de bajo nivel son espec´ıficas, para la configuracio´n del hardware;
en las cuales el kernel trabajar´ıa para el control directo de los recursos del mismo, usando APIs inde-
pendientes de la estructura del hardware. Manejar registros o´ pa´ginas de memoria, ocurre de manera
diferente en un sistema PowerPc que en un sistema ARM (Advanced RISC Machine); pero sera´ acce-
sible a trave´s de un API comu´n a los componente de alto nivel del kernel (con algunas excepciones);
t´ıpicamente: los servicios de bajo nivel manejados por las operaciones espec´ıficas de la CPU, opera-
ciones de memoria espec´ıficas de la arquitectura y las interfaces ba´sicas de los dispositivos. Estos
son, abstra´ıdos a un co´digo de alto nivel a trave´s de encabezados, macros y funciones de intercambio.
Arriba de los servicios de bajo nivel prove´ıdos por el kernel, los componente de alto nivel proveen las
abstracciones comunes a todos los sistemas Unix, incluyendo procesos, archivos, sockets y sen˜ales.
Desde que las APIs de bajo nivel provistas por el kernel, son comunes a trave´s de diferentes ar-
quitecturas; los co´digos para las abstracciones de alto nivel, son casi constantes; a excepcio´n de
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la arquitectura subyacente. Existen otras excepciones donde el co´digo de alto nivel del kernel, in-
cluira´ casos especiales de diferentes funciones para ciertos tipos de arquitecturas.
Entre estos dos niveles de abstraccio´n, el kernel algunas veces necesita, lo que podr´ıa llamarse la
interpretacio´n de los componentes, para entender e interactuar con datos estructurados de o hacia
ciertos dispositivos. Tipos de sistemas de archivos y protocolos de red son los ejemplos primarios de
datos estructurados que el kernel necesita para entender e interactuar en orden de proveer acceso a
los datos que van o vienen de esas fuentes. Los dispositivos de disco han sido y son los principales
medios de almacenamiento de datos. En el mundo embebido, los dispositivos flash tienden a proveer
la misma funcionalidad, inclusive usando interfaces compatibles en muchos casos. Todav´ıa disposi-
tivos de disco y muchos otros dispositivos de almacenamiento, para esa tarea, contienen pequen˜as
estructuras. Su contenido debe ser accesible por referencia al sector apropiado en cierto disco, pero
este nivel de organizacio´n, es bastante insuficiente para acomodar, el siempre cambiante contenido
de los archivos y directorios. El acceso al nivel de archivos, es logrado usando una organizacio´n
especial de los datos en el disco, do´nde la informacio´n en los archivos y directorios es almacenada
en una forma particular (ext3), para ser reconocido cuando sea le´ıdo de nuevo. Esto es la forma en
que los sistemas de archivos esta´n implementados.
Durante la evolucio´n de los sistemas operativos, muchos tipos de sistemas de archivos incompatibles,
han visto la luz del d´ıa. Para acomodar dichos sistemas de archivos existentes, como se har´ıa con
sistemas nuevos en desarrollo; el kernel tiene un nu´mero de motores de sistemas de archivos, que
pueden reconocer la estructura de un disco en particular y recuperar o agregar archivos y directorios
a partir de dicha estructura. Los motores proveen todos, la misma API a las capas superiores del ker-
nel, a trave´s de la abstraccio´n del Linux Virtual File System (VFS); de esta manera pueden acceder
a los diferentes tipos de sistemas de archivos. La misma API es provista a la capa del sistema de
archivos virtual del kernel, por ejemplo, por el sistema de archivos FAT y el sistema de archivos ext3;
pero las operaciones que el sistema de archivos conduce en el bloque del driver del dispositivo, va de
acuerdo a las estructuras respectivas usadas por FAT y ext3, para almacenar los datos en el disco (las
cuales son muy diferentes entre si). Durante esta operacio´n normal, el kernel requiere que al menos
un sistema de archivos este´ bien estructurado: el sistema de archivos root. Desde este sistema de
archivos, el kernel carga la primera aplicacio´n que corre en el sistema. Este tambie´n normalmente,
depende de e´ste sistema de archivos por ciertas operaciones avanzadas, como por ejemplo cargar
mo´dulos y proveer cada proceso con un directorio que trabaje (aunque estas actividades pueden
tomar lugar en otros sistemas de archivos, montados entre el el conjunto de sistemas, que comienzan
con el sistema de archivos root). El sistema de archivos root puede ser almacenado y operado desde
un dispositivo de almacenamiento hardware, o cargado en la RAM durante el inicio del sistema y
operado desde all´ı
Los servicios exportados por el kernel, a menudo no encajan para ser manejados directamente por
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las aplicaciones. Ma´s bien, la dependencia de las aplicaciones recae en librer´ıas y especial daemons1
del sistema, para proveer APIs familiares y servicios abstractos que interactuan con el kernel, en
las aplicaciones, para obtener la funcionalidad deseada. La principal librer´ıa usada en la mayor´ıa
de aplicaciones Linux, es la librer´ıa C GNU glibc. Para los sistemas embebidos, substitutos pueden
usarse para compensar el principal defecto que tiene la librer´ıa glibc: su taman˜o. Librer´ıas a parte
de la glibc, como por ejemplo Qt, XML, MD5; proveen varias APIs u´tiles y funcionales, que sirven
para todo tipo de propo´sitos. Mientras tanto, importantes procesos del sistema (“daemons”) proveen
servicios explotados por las aplicaciones. Por ejemplo, el dispositivo administrador de sistemas de
archivos udev, en el directorio /dev. Como cuando un dispositivo de almacenamiento USB es agre-
gado y removido de un sistema.
Las librer´ıas son enlazadas t´ıpicamente de manera dina´mica por las aplicaciones, lo cual permite
que dichas librer´ıas, no sean parte del binario de la aplicacio´n, sino que ma´s bien, sean cargadas
en el espacio de memoria de la aplicacio´n, durante el inicio´ de la misma. Esto permite a muchas
aplicaciones, el uso de la misma instancia de la librer´ıa, en vez de estar haciendo copias de la misma,
para cada aplicacio´n (lo cual es una gran forma de aumentar la efectividad de las aplicaciones). La
librer´ıa C, que se encuentra en el sistema de archivos, es cargada u´nicamente una vez en la RAM del
sistema, y e´sta misma copia es usualmente compartida entre todas las aplicaciones que usan la libr-
er´ıa. Pero en algunas situaciones, que incluyen sistemas embebidos, enlaces esta´ticos (por lo cual las
librer´ıas son parte de los binarios de las aplicaciones) es preferible a los enlaces dina´micos. Cuando
solamente una parte de la librer´ıa es usada por una o dos aplicaciones, los enlaces esta´ticos ayudan
a evitar la necesidad de almacenar la librer´ıa entera en el dispositivo de almacenamiento del sistema
embebido. Este problema se vuelve ma´s complejo cuando se enlazan aplicaciones propietarias con
ciertas librer´ıas cubiertas solo por una licencia estricta GPL en vez de una LGPL.
Linux trabaja en una gran cantidad de arquitecuras, pero no todas estas arquitecturas son en reali-
dad usadas en configuraciones embebidas, como se menciono´ anteriormente; una ra´pida hojeada al
co´digo fuente del subdirectorio principal del kernel de Linux, muestra 24 arquitecturas, las cuales
soporta junto a otras arquitecturas, mentenidas por otros desarrolladores. En esas 24 arquitecturas,
principalmente esta´n (en order alfabe´tico) ARM, AVR32, Intel x86, M32R, MIPS, Motorola 68000,
PowerPC, and Super-H. So´lo se describira´ la arquitectura usada en e´ste proyecto, la ARM.
ARM
ARM (Advance RISC Machine), es una familia de procesadores mantenida y promovida por ARM
Holdings Ltd. En contraste a otras fabricantes de chips como IBM, Freescale e Intel; ARM Holdings
no fabrica su propio procesador; ma´s bien, disen˜a el nu´cleo de la CPU, para sus clientes basado en
el nu´cleo ARM, permitiendo a sus clientes fabricar el chip donde crean que encaja en el disen˜o. Esto
1La traduccio´n literal de esta palabra no puede tomarse para el entendimiento del kernel en Linux, sino ma´s bien
se entiende como un proceso en segundo plano.
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ofrece varias ventajas a todos los involucrados, pero crea cierto tipo de confusio´n para los desarrol-
ladores que emplean estas arquitectura por primera vez. De todas maneras, hay una caracter´ıstica
unificadora que es importante recordar: Todo los procesadores ARM comparten el mismo conjunto
de instrucciones, lo cual hace que todas las variantes, soporten una revisio´n particular del conjunto
de instrucciones ARM, compatible completamente con el software. Esto no significa que todas las
CPUs ARM y tarjetas puedan ser programadas y preparadas en la misma forma; so´lo que el lenguaje
assembler y el co´digo de los binarios resultantes, son ide´nticos para todos los procesadores ARM que
reu´nen cierta revisio´n similar de la arquitectura. Revisiones de la arquitectura actual en uso incluyen
ARMv4T (introduciendo el conjutno de instrucciones Thumb) ARMv5TE (las bases para las partes
“Xscale”), ARMv6 (dispositivos basados en TI-OMAP de Nokia y similares como el ARMv6KZ,
del cual se base el iPhone de Apple) y el ARMv7. Cada una de estas revisiones de arquitectura,
mejora capacidades dentro de la “familia” de procesadores ARM ARM7TDMI, ARM9E, Xscale,
ARM11 y dema´s. El nombramiento, se vuelve ma´s complejo en realidad, porque las revisiones de las
arquitecturas incluye letras o´ banderas indicando la forma como se agregan ma´s capacidades. Por
ejemplo, el ARMv4T introduc´ıa la versio´n condensada del conjunto de instrucciones “Thumb” que
apuntaba al menor uso de memoria para las instrucciones de almacenamiento, mientras manten´ıa un
adecuado nivel de ejecucio´n. Tambie´n esta´n los procesadores ARM con mejoras DSP en ejecuccio´n
(“E”), soporte Java bytecode (“J”), capacidades virtuales y un gran nu´mero de otras banderas.
Actualmente las CPUs ARM son fabricadas por Marvell (formalmente Intel, bajo la marca “Xs-
cale”), Toshiba, Samsung, entre otros. La arquitectura ARM es muy popular en muchos cam-
pos de aplicacio´n, desde tele´fonos celulares y PDAs hasta equipos de red. Existen muchos dis-
tribuidores que proveen productos y servicios para todo el mundo. Hasta agosto de 2008 Linux
soportaba 40 distintos tipos de CPUs ARM y un total de 1,832 diferentes tipos de ma´quinas.
La lista completa y al d´ıa de los sistemas que soportan ARM y sus detalles, se encuentra en
http://www.arm.linux.org.uk/developer/machines. Suficiente es decir que Linux soporta gran can-
tidad de CPUs y boards, como la CPUs de la Texas Instrument OMAP usada por Nokia en sus
bien conocidas Linux Internet Tablets y el procesador de red IXP usado en diferentes dispositivos de
red. Para ma´s informacio´n con respecto a la arquitectura ARM en s´ı y su conjunto de instrucciones,
consulte http://www.arm.com. Informacio´n de las otras arquitecturas puede ser encontrada en [13].
El sistema embebido mini2440 es el nu´cleo del sistema tele-operado, puesto que es el encargado de
procesar la informacio´n de la imagen y transferirla a la estacio´n de trabajo. A su vez, se encarga de
recibir los comandos enviados por la estacio´n de trabajo, traducirlos y enviarlos al microcontrolador.
El sistema embebido mini2440 tiene la siguientes caracter´ısticas:
Dimension: 100 x 100 mm
Masa: 280 gramos.
CPU: 400 MHz Samsung S3C2440A ARM920T (Max freq. 533 MHz)
RAM: 64 MB SDRAM, 32 bit 100 MHz Bus
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Figura 3.3: Tarjeta Mini2440
Flash: 64 MB NAND Flash and 2 MB NOR Flash with BIOS
EEPROM: 1024 Byte 24C08 (I2C)
Ext. Memory: SD-Card socket
Serial Ports: 1x DB9 connector (RS232), total: 3x serial ports on the PCB
USB: 1x USB Host, 1x USB Device
Audio Output: 3.5 mm stereo jack
Audio Input: on PCB + condenser microphone
Ethernet: RJ-45 10/100M (DM9000)
RTC: Built in Real Time Clock with battery
Beeper: On board PWM buzzer
Camera: 20 pin Camera interface
LCD Interface:
• STN Displays:
◦ 4 bit dual scan, 4 bit single scan or 8 bit single scan display type
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◦ monochrome, 4 gray levels, 16 gray levels, 256 colors or 4096 colors
◦ Max: 1024x768, 4096 colors
• TFT Displays:
◦ 1, 2, 4 or 8 bpp palletized color displays
◦ 16 or 24 bpp non-palletized true-color displays
◦ Max: 1024x768, 64k colors
Touch Panel: 4 wire resistive
User Inputs: 6x push buttons and A/D pot
User Outputs: 4x LEDs
Expansion: 40 pin System Bus, 34 pin GPIO (2.0mm)
Debug: 10 pin JTAG (2.0mm)
Power Connector: 5V with switch and LED
OS Support
• Linux 2.6
• Windows CE 5
Transmisio´n de datos
La transmisio´n de datos en el sistema embebido ocurre de dos maneras y en dos direcciones espec´ıfi-
cas. El sistema embebido se comunica con el router por medio de Ethernet. La libreria gra´fica Qtopia
provee clases para el manejo de sockets y comunicacio´n por medio de TCP. El sistema embebido
comienza su funcionamiento al crear dos servidores, el servidor TCP y el servidor Serial.
El servidor TCP es el encargado de recibir conexiones realizadas por cualquier tipo de host que
desee conectarse para recibir las ima´genes de la ca´mara. El hecho que el sistema embebido pueda
recibir ma´s de un cliente le permite al robot mo´vil ser controlado y/o vigilado por diferentes usuarios,
potencializando la aplicabilidad del mismo.
Una vez establecida la conexio´n del servidor TCP con el cliente, el sistema embebido creara´ el servi-
dor serial cuya funcio´n es la de encargarse de traducir las sen˜ales de control que envia el cliente a
lenguaje que el microcontrolador pueda entender.
3.1.4. Etapa de Potencia
La autonomı´a del sistema embebido radica en el uso de una bateria de 12 voltios a 5 amperios, de
acuerdo al siguiente diagrama:
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El sistema embebido requiere de 5 voltios a 2 amperios y el router requiere 5 voltios a 1.2 amperios.
Debido al alto valor de la corriente necesaria por el sistema en general, fue necesario agregar dos
reguladores de voltaje de 5 voltios a 3 amperios, asegurando la proteccio´n de los componentes.
3.1.5. Interfaz de Usuario del Master
El Master es la estacio´n de trabajo encargada de recibir las ima´genes del sistema embebido para que
el usuario pueda apreciar el trayecto del robot mo´vil (figura 4.3). A su vez se encarga de transmitir
las sen˜ales de control junto con el valor del PWM a cada uno de los motores. A continuacio´n aparace
la interfaz gra´fica del Master:
Figura 3.4: Interfaz Gra´fica Usuario
Cuadro de mensaje (QTextEdit) donde se le informa al usuario si la conexio´n con los servidores
del sistema embebido tuvo lugar (Connected to Image Server y Connected to Serial Server)
o no (Error, TCPError: Connection timed out).
Un QLabel encargado de mostrar la imagen de la ca´mara transmitida por el sistema embebido.
Boto´n (QPushButton) encargado de realizar el inicio de la transmisio´n TCP (icono de color
verde).
Boto´n (QPushButton) encargado de detener el robot mo´vil.
Cuatro botones (ButtonLabel) encargado del control de movimiento del robot mo´vil.
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Una barra (QSlider) encargada del valor PWM enviado a cada motor.
Boto´n (QPushButton) encargado de cerrar la conexio´n TCP con el sistema embebido.
Boto´n (QPushButton) encargado de salir de la aplicacio´n.
3.1.6. Sen˜ales de Control del Sistema
EL proceso general para la transmisio´n de datos desde el usuario hasta el robot mo´vil, ocurre de
acuerdo al siguiente diagrama, que representa una iteracio´n del algoritmo general.
Figura 3.5: Iteracio´n del algoritmo general de transmisio´n de datos
El usuario despue´s de ver la imagen, determina una direccio´n para el movimiento deseado del robot
mo´vil. Co´mo se puede ver a partir de la figura anterior, el usuario recibira´ constantemente (mientras
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este conectado con el sistema embebido) la imagen y la sen˜al de control enviada sera´ recibido por el
servidor (mini2440) y de ah´ı, se comunica con el microcontrolador. A continuacio´n aparece la tabla
con las sen˜ales de control, enviadas al PIC:
Figura 3.6: Tabla de sen˜ales de control enviadas por el Master
Para el control de los motores, se utilizo´ la te´cnica de control On/Off mediante el uso de los valores
de los PWM del microcontrolador. Para el control de los motores, se utilizo´ la tabla dada por el
fabricante del driver, utilizando el puerto B del microcontrolador, para la comunicacio´n de las sen˜ales
de control.
Figura 3.7: Conjunto de instrucciones para el controlador del robot mo´vil
3.2. Pruebas de Desempen˜o del Sistema
3.2.1. Prueba Tarjeta Wireless
Prueba: Se conecto´ al sistema embebido, una tarjeta wireless, para probar la conexio´n entre
las estaciones. Para comprobar el enlace, se envio´ un ping, desde la estacio´n Master al Slave;
separados por una distancia aproximada a un metro, con l´ınea de vista entre el Router y la
tarjeta inala´mbrica.
Resultado: Al conectar la tarjeta al sistema embebido, el OS reconocio´ el chip vendor del
mo´dulo wireless, pero no activo´ el mo´dulo wlan0, necesario para las conexiones inala´mbricas.
Se trato´ de activar el mo´dulo wireless extensions encargado del manejo del wlan0; para
esto, se recompilo´ el kernel del sistema embebido sin resultados satisfactorios, puesto que la
imagen recompilada creaba errores en tiempo de ejecucio´n del sistema embebido (kernel panic).
Se contacto´ a los fabricantes de la board mini2440 para conocer la solucio´n a dicho problema,
pero respondieron que el mo´dulo wireless extensions no era soportado actualmente por el
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sistema operativo de la mini2440.
Para la implementacio´n de la comunicacio´n entre las estaciones, se procedio´ entonces a colocar
un router wireless (DLink), en la estacio´n Slave; para que la estacio´n Master se comunicara´ a
trave´s de e´l. Esta prueba resulto´ satisfactoria. Para probar la velocidad de transmisio´n del
sistema, se envio´ un ping, con paquetes de 32 bytes demora´ndose cada uno, un tiempo menor
a 2 milisegundos.
3.2.2. Programacio´n Ca´mara en Sistema Embebido
Prueba: Se conecto´ una ca´mara USB, al sistema embebido, con el fin de implementar la adquisi-
cio´n de video en tiempo real. Se programo´ cada una de las clases necesarias en lenguaje C++,
usando la librer´ıa V4L2, comprobando la correcta apertura del dispositivo, y el tipo de adquisi-
cio´n soportado por el mismo.
Resultado: Se utilizo´ una ca´mara USB Genius Slim; se prosiguio´ a comprobar si el kernel
ten´ıa pre-compilado el driver del dispositivo lo cual ocurrio´ satisfactoriamente. Se procedio´ a
la implementacio´n de las clases para el manejo de la adquisicio´n de la imagen. La apertura del
descriptor de archivo asociado al dispositivo se ejecuto´ correctamente, debido a la comprobacio´n
de las banderas en el uso de las clases de la V4L2. Se comprobo´ si el tipo de apertura era read-
write o tipo streaming, el dispositivo usado soportaba el tipo streaming u´nicamente. Se hizo la
implementacio´n de las clases encargadas de obtener la imagen del dispositivo para ser mostrada
en el programa del sistema embebido.
El resultado final fue la correcta visualizacio´n del video en tiempo real, dentro del sistema
embebido.
3.2.3. Programacio´n Sockets
Prueba: Se utilizo´ la librer´ıa Qt, para la implementacio´n de una comunicacio´n, orientada a
conexio´n, como la TCP; por medio de las clases QSocket y QServer en la estacio´n Slave, y
QTcpSocket, en la estacio´n Master. Se programo´ la estacio´n Slave (remota), y una estacio´n
Master para comunicarse entre si.
Resultado: El desarrollo del programa de la estacio´n Slave se realizo´ satisfactoriamente, per-
mitiendo la creacio´n y uso de un servidor que es capaz de comunicarse con cualquier cliente
que se conecte a dicha direccio´n y puerto. Tambie´n se implemento´ la estacio´n Master, que fue
capaz de conectarse con el servidor. Se probo´ dicha conexio´n con el envio´ de caracteres de un
solo byte de taman˜o, para luego incrementar dicho taman˜o hasta enviar frases de una estacio´n
a otra. En dicha prueba se concluyo´ que el taman˜o del buffer de envio´ era ma´ximo de 1300
bytes, puesto que al enviar un buffer de mayor cantidad, se perdian datos.
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3.2.4. Programacio´n Transmisio´n de Video
Prueba: Se realizo´ la unio´n de los programas implementados anteriormente, en la estacio´n
Master y Slave, con el fin de lograr la transmisio´n de video, adquirido en el sistema embebido,
a la estacio´n Master.
Resultado: Para la transmisio´n de la imagen, primero se codifico´ la imagen adquirida a escala
de grises, con el fin de reducir el taman˜o de la imagen a ser enviada. Se trato´ de enviar la imagen
completa (76800 bytes), pero la clase QSocket so´lo permitio´ el envio´ de paquetes de taman˜o
menores a 1300 bytes, como se establecio´ en la prueba de comunicacio´n. Por tal motivo, se
dividio´ la imagen en 64 paquetes, cada uno de 1200 bytes. La transmisio´n se realizo´ de manera
sincro´nica, para el envio´ correcto de la imagen. Cuando llegaban los 64 paquetes a la estacio´n
Master, se mostro´ en la interfaz de usuario y se procedio´ a tomar otra imagen en la estacio´n
Slave.
La transmisio´n ocurrio´ sin perdida de datos y con una velocidad de 2.5 fps, pero en la prueba
se observo´ un retraso de aproximadamente 1.5 segundos; esto debido a la capacidad del buffer
de envio´ (1300 bytes), lo cual no permitio´ transmitir toda la imagen en un so´lo paquete.
3.2.5. Programacio´n RS232
Prueba: Se implemento´ un software capaz de comunicarse con otros dispositivos serialmente, a
trave´s del puerto RS232. Se desarrollo´ un algoritmo, necesario para el correcto entendimiento
entre el sistema embebido, y el robot mo´vil. Esto con el fin de realizar el control de la estacio´n
Slave, desde la estacio´n Master.
Resultado: Se implementaron y desarrollaron, las clases para la apertura del descriptor de
archivo ttyS0, encargado del manejo del puerto serial RS232. Se probo´ la comunicacio´n con el
microcontrolador 16F877A, enviando caracteres de control de un byte, de manera satisfactoria.
Luego se implemento´ la comunicacio´n entre el microcontrolador y el robot mo´vil, obteniendo
como resultado, el movimiento de los motores del mismo.
3.2.6. Prueba del sistema
Prueba: Fue realizada en el laboratorio de robo´tica de la Universidad Militar Nueva Granada.
El ambiente al que fue expuesto, consto´ de un conjunto variado de obsta´culos, no solo para la
comunicacio´n entre las estaciones, debido a que las paredes del laboratorio irrump´ıan la l´ınea
de visio´n entre el Master y el Slave; sino tambie´n, para el libre movimiento del robot. Ya que el
robot enfrento´ elementos mo´viles aleatorios, como por ejemplo, personas caminando a trave´s
del pasillo. A la vez, evadio´ objetos inmo´viles como por ejemplo, lockers, puertas, canecas y
muros.
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Resultado: El robot mo´vil evadio´ de manera eficiente todos los obsta´culos presentados en el
recorrido. La transmisio´n entre el Slave y el Master fue probada en un rango aproximado de
15 metros, funcionando dentro de las especificaciones te´cnicas del Router. Uno de los aspectos
a tener en cuenta, es el retraso del video, el cua´l es de aproximadamente 1.5 segundos; esto se
remite a la prueba de streaming anteriormente mencionada, en la cual, se explica el porque de
este retraso.
3.3. Desempen˜o del Robot Mo´vil
El robot mo´vil tiene como tipo de locomocio´n el sistema de orugas. Las medidas del robot son:
• Ancho: 0.43 m.
• Largo: 0.87 m.
• Altura: 0.37 m.
El robot consta de dos motores de corriente continua de gran potencia, que son controlados
por el driver RL AMC 50NP04; el cual es un avanzado Puente-H basado en MOSFETs de alto
rendimiento. El robot mo´vil fue desarrollado para el grupo de investigacio´n DaVinci, por
parte del estudiante de la facultad de Ingenier´ıa Mecatro´nica de la Universidad Militar Nueva
Granada Juan Camilo Hernandez. El cual implemento y desarrollo la plataforma mo´vil sobre
la cual esta´ colocado el sistema embebdio.
La velocidad lineal del mo´vil fue aproximadamente 25 cm/s(datos administrados por el disen˜ador
del robot). El alcance de control del mo´vil es de aproximadamente 50 metros, esto debido a
las especificaciones dadas por el fabricante del Router usado.
Figura 3.8: Robot Mo´vil
3.4. Sugerencias y Recomendaciones
Para la optimizacio´n de la adquisicio´n de video en tiempo real, el sistema puede ser mejorado, me-
diante la implementacio´n de una librer´ıa ma´s actualizada, que la utilizada en el desarrollo de la
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aplicacio´n. Un ejemplo de esta librer´ıa, ser´ıa la Qt-Extended 4.5, la cual permite enviar una imagen
completa en un solo paquete por medio del protocolo TCP. En el presente proyecto no se utilizo´,
debido a que hasta la fecha no hay soporte para el sistema embebido mini2440.
El uso del sistema embebido, permite la posible implementacio´n de un sistema auto´nomo mediante
procesos como visio´n estereosco´pica, redes neuronales, inteligencia artificial; ya que la aplicacio´n per-
mitir´ıa el procesamiento a partir de la imagen adquirida por la ca´mara dejando al sistema embebido
la capacidad de procesamiento suficiente para el desarrollo de diferentes y ma´s avanzados algoritmos.
La posibilidad de controlar el sistema desde diferentes estaciones Master en forma paralela, amplia
el rango de aplicaciones para este tipo de sistemas, permitiendo la mu´ltiple supervisio´n de diferentes
procesos en la estacio´n Slave.
El uso de una antena de mayor ganancia mejorar´ıa el rango de tele-operacio´n del sistema y su apli-
cabilidad en diferentes campos de trabajo.
Teniendo en cuenta todos las sugerencias presentadas anteriormente, los posibles trabajos futuros a





Supervisio´n de ambientes aislados.
Broadcasting.




Se implemento´ satisfactoriamente el sistema para la tele-operacio´n de un robot mo´vil, gracias al uso
de un sistema embebido, como unidad central de procesamiento. La importancia de este, radica en el
incremento del nu´mero posible de aplicaciones y la autonomı´a de la que se podr´ıa dotar a la estacio´n
Slave, para el ana´lisis de informacio´n en el ambiente de desarrollo.
Se doto´ al sistema de realimentacio´n visual, debido al uso del sistema embebido que puede adquirir
ima´genes por medio de una ca´mara USB, para luego ser enviadas a la estacio´n Master a trave´s de
redes Wireless. Esto permite suministrar al sistema la capacidad de disminuir el error en la super-
visio´n del ambiente analizado.
El uso de la librer´ıa multiplataforma Qt, para el desarrollo e implementacio´n del software necesario
para la adquisicio´n, compresio´n y transmisio´n de ima´genes entre el robot mo´vil y la interfaz de
usuario; permite que la estacio´n Master funcione en plataformas Windows, Linux y Mac. El uso de
esta librer´ıa posee la gran ventaja de trabajar bajo la licenc´ıa GPL, permitiendo el libre desarollo
de las aplicaciones open source; sin embargo tambie´n es posible comprar las licencias, para que el
co´digo fuente de las aplicaciones, permanezcan ocultas a los dema´s desarrolladores.
La aplicacio´n del protocolo TCP/IP y wireless para la transmisio´n de datos entre el mo´vil y la in-
terfaz de usuario, permite mayor alcance en el control de la tele-operacio´n, as´ı como la integridad de
los paquetes enviados desde una estacio´n a otra; contrario a te´cnicas usadas en las comunicaciones
tele-operadas, no orientadas a la conexio´n, sin tener en cuenta la reduccio´n del error; como aplica-
ciones anteriormente vistas en la universidad. Algunas de e´stas, requieren el conocimiento previo del
terreno, tambie´n el uso de te´cnicas como la radio-frecuencia restringe el rango de trabajo de dichos
sistemas, por el alcance y las capacidades f´ısicas del mismo.
La utilidad del trabajo realizado en este opcio´n de grado, no se restringe al uso de un u´nico robot
mo´vil, sino a un amplio rango de aplicaciones; ya que es adaptable a cualquier plataforma en la que
sea necesaria el uso de te´cnicas como la tele-presencia, como por ejemplo, la educacio´n a distancia,
la supervisio´n me´dica en cirug´ıas; y la tele-operacio´n, como por ejemplo, exploracio´n de terrenos
peligrosos, desactivacio´n de minas, entre otros.
El desarrollo de proyectos que usan herramientas como los sistemas embebidos, con comunicacio´n
orientada a conexio´n y la posibilidad de que varias estaciones Slave se conecten a una Master,
o´ viceversa, permite el avance en a´reas del conocimiento de robo´tica, co´mo la implementacio´n de
algoritmos ma´s complejos, un ejemplo de esto, es la creacio´n de robots cooperativos, o´ sistemas que
sean necesarios supervisar desde varias estaciones Master.
El uso de un sistema embebido como el nu´cleo principal de la aplicacio´n, permite tener un amplio
rango de aplicaciones. Se pueden implementar robots auto´nomos o´ algoritmos ma´s avanzados que no
podr´ıan desarrollarse con el uso de microcontroladores u´nicamente. Todo esto, permitira´ el avance
tecnolo´gico e investigativo de los desarrollos presentados en la Universidad, al mostrar un precedente
en el uso de nuevas y ma´s avanzadas herramientas.
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5. ANEXOS
Toda la informacio´n complementaria a la opcio´n de grado, se presenta a continuacio´n, junto a las
hojas de datos de los componentes usados, co´digo fuente y manuales de usuario.
5.1. Manual de Usuario Configuracio´n Sistema Embebido
Para poder crear aplicaciones en el sistema embebido (mini2440) es necesario realizarlos en una
estacio´n de trabajo Linux (los programas creados en este documento son solamente para Linux),
luego el programa debe ser compilado en un cross-compiler cuyo programa (en realidad crea un
binario) resultado este´ destinado para ser ejecutado en un sistema embebido con un procesador de
arquitectura ARM. Este trabajo puede llevar un buen tiempo si la persona no esta familiarizada
con el entorno de trabajo, pero a continuacio´n se presenta´n los pasos necesarios para configurar
debidamente el entorno de trabajo en la estacio´n de trabajo, para crear aplicaciones que funcionen
en la mini2440.
Instalar el sistema operativo Linux con Fedora 10
Para instalar este sistema operativo1, so´lo debe tenerse a mano una versio´n del CD o el DVD y
luego seguir los pasos de la instalacio´n teniendo en cuenta el taman˜o con el cual se va a trabajar
el sistema operativo. Por lo general, un espacio de 10 GB es suficiente para instalaro junto con los
paquetes necesarios.
Descargar paquetes de instalacio´n del Compilador
Descargue (http://www.arm123.com.cn/linux/arm-linux-gcc-4.3.2.tgz) el compilador. Este es
el Cross-Compiler (el compilador encargado de generar los binarios para el sistema embebido des-
de la estacio´n de trabajo) que de ahora en adelante se llamara´ arm-linux-gcc. La sintaxsis de la
estructura de nombramiento se divide en tres partes; la primera indica el sistema-objetivo al cual
se crean los binarios (en este caso para un procesador con arquitectura ARM), la segunda parte
indica la estacio´n de trabajo y la tercera parte indica el compilador usado (en este caso el gcc).
1Para el momento en que se creo´ este documento (Julio 2009), el proyecto de grado se desarrollo con el uso de esta
distribucio´n. Tambie´n se sabe que la creacio´n de aplicaciones para la mini2440 funciona en la distribucio´n Fedora 11.
Luego descomprima el archivo en la siguiente locacio´n (si no tiene estas carpetas creadas en Fedora,
cre´elas): /opt/FriendlyARM/mini2440.
Descargue la libreria en el sigiuente enlace, http://www.arm123.com.cn/linux/arm-qtopia.tgz.
Esta es la librer´ıa Qtopia, con la cual se crean las aplicaciones en el sistema embebido. Si el lector no
esta´ familiarizado con esta librer´ıa, se recomienda la lectura de [8] [11] [14]. La creacio´n de aplica-
ciones con Qtopia no var´ıa mucho de las de Qt, solamente las clases a usar. Se recomienda la lectura
del siguiente enlace http://doc.trolltech.com/qtopia2.2/html/classes.html en donde se en-
contrara´n las clases para Qtopia 2.2. El archivo descargado debe ser descomprimido en la siguiente
locacio´n: /opt/FriendlyARM/mini2440.
Agregar locaciones en la variable del sistema PATH
Luego deben ser agregadas en la variable del sistema PATH algunas locaciones (es necesario que lo
realice en su´per-usuario tambie´n):
/opt/FriendlyARM/mini2440/usr/local/arm/4.3.2/bin
/opt/FriendlyARM/mini2440/usr/local/arm/4.3.2/arm-none-linux-gnueabi/bin
Compilacio´n de la librer´ıa Qtopia
En consola, entrar al modo su´per-usuario, luego dirigirse a la siguiente carpeta donde quedara´ la
librer´ıa, /opt/FriendlyARM/mini2440/arm-qtopia. Ejecutar el comando ./build-all. Este co-
mando configurara´ la forma en que sera´ compilada la librer´ıa Qtopia junto con otros paquetes
necesarios para el uso de la misma. El proceso puede tardar aproximadamente una hora y me-
dia, pero depende de la capacidad de la estacio´n de trabajo donde se este´ compilando la libr-
er´ıa. NOTA: El comando ./build-all esta configurado para instalar la librer´ıa en la carpeta
/opt/FriendlyARM/mini2440/arm-qtopia, si los archivos fueron colocados en otra locacio´n; debe
cambiar el archivo build-all.
Comprobacio´n de la librer´ıa
Para comprobar si la librer´ıa quedo instalada y compilada de manera correcta, se ejecuta un ejemplo.
En consola (modo su´per-usuario) se accede a la carpeta: /opt/FriendlyARM/mini2440/arm-qtopia/hello.










Hay tres archivos que es importante analizar. El primero es build; este archivo se encarga de la
compilacio´n de la aplicacio´n ejemplo. Todos los programas que se realicen deben tener este archivo,
sin cambiar ninguna l´ınea. El segundo archivo es el Makefile; el cual contiene toda la configuracio´n
acerca de co´mo debe ser compilado el programa y que tipo de compilador usar. El tercer archivo, es
el hello.pro; en e´l aparecen los archivos de la aplicacio´n incluidos (*.h, *.cpp, *.ui) y el directorio
de destino, do´nde se creara´ la aplicacio´n; si no se cambia, por defecto crea los binarios en el direc-
torio $(QPEDIR)/bin que en realidad seria el directorio ubicado dentro del sistema en la siguiente
locacio´n: /opt/FriendlyARM/mini2440/arm-qtopia/qtopia-2.2.0-FriendlyARM/qtopia/bin. El
nombre del binario depende del valor que se le de´ al argumento TARGET. Por defecto para este ejem-
plo, el nombre sera´ hello. Los dema´s archivos, son los t´ıpicos archivos usados en la creacio´n de una
aplicacio´n en Qtopia o Qt (ma´s adelante se usara´ el archivo llamado Hello2440.desktop). Ahora
se ejecuta el comando ./build.
La bandera al final de la compilacio´n -lqte, indica que el programa fue compilado con e´xito. Ahora
se puede buscar el binario en la carpeta indicada arriba. De esta manera quedara´ configurada la
estacio´n de trabajo.
Configuracio´n del sistema embebido mini2440
Para La configuracio´n de la mini2440, iro´nicamente el procedimiento se realiza en una plataforma
Windows; puesto que el driver para la conexio´n de la mini2440 por USB esta´ para dicha plataforma.
Primero se debe descargar el siguiente paquete del sitio web de los creadores del sistema embebido








Ahora se debe conectar la mini2440 al puerto serial. Para observar la manera en que los paquetes
se cargan a la mini2440, es mejor utilizar el programa hyperterminal que viene con windows (a una
velocidad de 115200 y ningu´n flujo de control). La mini2440 tiene dos switch, cada uno en un ex-
tremo superior e inferior del lado izquierdo de la misma. Para configurar la mini2440 por medio del
puerto hyperterminal, el switch superior de la izquierda (el que dice: NOR) debe cambiarse hacia la
izquierda. Ahora debe encenderse el sistema (switch inferior de la izquierda) y en el hyperterminal
se puede ver un menu´ de la configuracio´n propia del sistema. Se conecta ahora, la mini2440 a win-
dows por medio del puerto USB. El driver esta´ en la siguiente locacio´n del DVD que viene con el
sistema embebido (traducido del chino al ingle´s) F:/instrument windows platform/USB driver.
Luego se abre el programa que se encarga de la transmisio´n de datos desde windows a la mini2440
en la siguiente locacio´n (traducido del chino al ingle´s) F:/instrument windows platform/dnw. Es
importante que en la barra superior del programa dnw, aparezca USB:OK indicando que el driver se
instala correctamente y el programa esta listo para enviar datos.
En el hyperterminal, despue´s del menu´ que aparece, se realiza la siguiente operacio´n:
1. Oprimir la tecla x, esto formateara´ el sistema, prepara´ndolo para la instalacio´n de la nueva
imagen del kernel.
2. Oprimir la tecla v, aparecera´ un mensaje indicando que esta´ esperando por la transferencia
del archivo. Ahora se abre el programa dnw y en el menu´: USB Port/Transmit/Restore se
abre el archivo supervivi mini2440. Este archivo permitira´ encender el sistema embebido sin
necesidad de tener el switch superior izquierdo activado.
3. Oprimir la tecla k, aparecera´ un mensaje indicando que esta´ esperando por la transferencia del
archivo. Ahora se abre el programa dnw y en el menu´: USB Port/Transmit/Restore se abre el
archivo zImage N35. Este archivo es la imagen del kernel del sistema.
4. Oprimir la tecla y, aparecera´ un mensaje indicando que esta´ esperando por la transferencia del
archivo. Ahora se abre el programa dnw y en el menu´: USB Port/Transmit/Restore se abre el
archivo root qtopia.img. Este archivo instala el sistema operativo de la mini2440.
El sistema embebido ahora esta´ preparado para ser utilizado, solo hace falta desconectar los cables
serial RS232, USB y cambiar de estado el switch superior izquierdo para luego reiniciar el sistema
embebido.
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Probando el programa Hola Mundo
De la estacio´n de trabajo Fedora, copiar los archivos Hello2440.desktop y el binario hello en una
memoria USB (o si se tiene una memoria SD).
Dentro del sistema embebido, en la pestan˜a del menu´ FriendLyARM, hacer clic en el File Browser. De-
jar el archivo Hello2440.desktop en la siguiente locacio´n /opt/Qtopia/apps/Applications. Luego
dejar el archivo hello en la locacio´n /opt/Qtopia/bin. Ahora en la pestan˜a del menu´ Applications
se podra´ ver un icono que dice Hello2440, hacer click sobre e´ste icono y se abrira´ un programa que
mostrara´ una pantalla gris con un boto´n, hacer clic sobre e´ste y finalmente el sistema estara´ prepara-
do para hacer aplicaciones y probarlas.
Interfaz gra´fica del Master
El uso de la interfaz gra´fica es sencillo. Primero antes de inicializar el programa, debe el sistema
embebido comenzar el programa del servidor. Una vez listo, al comenzar la interfaz gra´fica del
Master, el QTextEdit mostrara´ el mensaje de conexio´n al servidor. A continuacio´n, el boto´n verde
del pingu¨ino de Linux inicializara´ el video transmitido por el sistema embebido. Las flechas se
encargara´n de los comandos de direccio´n enviados al robot. El QSlider de la derecha es el encargado
de determinar el valor del PWM que sera´ enviado a los motores.
Finalmente para terminar la aplicacio´n, so´lo basta oprimir el boto´n rojo del pingu¨ino de Linux para
cerrar el servidor Serial y despue´s el boto´n que dice Close Connection para cerrar el servidor Image.
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Figura 5.1: Hoja de Datos Microcontrolador 16F877A
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Figura 5.2: Hoja de Datos L7805CT
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Figura 5.3: Hoja de Especificaciones Router D-Link
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Figura 5.4: Diagrama UML del Software del Sistema Embebido
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Figura 5.5: Diagrama UML del software del Client
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