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ABSTRACT OF THESIS 
 
EVALUATE PROBE SPEED DATA QUALITY TO  
IMPROVE TRANSPORTATION MODELING 
 Probe speed data are widely used to calculate performance measures for quantifying state-wide traffic conditions. Estimation of the accurate performance measures requires adequate speed data observations. However, probe vehicles reporting the speed data may not be available all the time on each road segment. Agencies need to develop a good understanding of the adequacy of these reported data before using them in different transportation applications. This study attempts to systematically assess the quality of the probe data by proposing a method, which determines the minimum sample rate for checking data adequacy. The minimum sample rate is defined as the minimum required speed data for a segment ensuring the speed estimates within a defined error range. The proposed method adopts a bootstrapping approach to determine the minimum sample rate within a pre-defined acceptance level. After applying the method to the speed data, the results from the analysis show a minimum sample rate of 10% for Kentucky’s roads. This cut-off value for Kentucky’s roads helps to identify the segments where the availability is greater than the minimum sample rate. This study also shows two applications of the minimum sample rates resulted from the bootstrapping. Firstly, the results are utilized to identify the geometric and operational factors that contribute to the minimum sample rate of a facility. Using random forests regression model as a tool, functional class, section length, and speed limit are found to be the significant variables for uninterrupted facility. Contrarily, for interrupted facility, signal density, section length, speed limit, and intersection density are the significant variables. Lastly, the speed data associated with the segments are applied to improve Free Flow Speed estimation by the traditional model.  KEYWORDS: Minimum Sample Rate, Bootstrapping, Probe Data Quality, Random Forests, Free Flow Speed. 
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Chapter 1  Introduction  








Since inadequate sample size may lead to poor results, sample size determination is an important step before using data for transportation applications. Moreover, performance measures can be accurately determined with adequate speed data. Therefore, the challenge is determining the minimum probe speed data required for a segment to ensure that the speed estimates are within a permissible error range. This is defined as the minimum sample rate, which reports the minimum number of 5-minute epochs with probe speed data as a percentage (%) of all 5-minute epochs in a year.  Evaluation of probe data quality determines if the data from a road segment are adequate or not. The quality is checked by comparing the minimum sample rate with the data availability of a segment. If the data availability fulfills the minimum sample rate requirement, it indicates that the data are adequate. These data can be directly used to measure Free Flow Speed (FFS), hence, congestion measures. Moreover, the quality check also helps to decide whether an alternative procedure or model is required or not to obtain congestion measures for the segments with inadequate data. The data, where the availability is less than the required minimum sample rate, are defined as inadequate. To the author’s best knowledge, the question about the required minimum sample rate of probe speed data has not yet been properly addressed by research. This study proposes a method to estimate the minimum sample rate for different facility types, which is required to evaluate probe data quality for transportation modeling and operational studies.   




data. This study addresses this probe data quality issue by setting the objectives stated below. The objectives are:  1. To develop a method for determining the minimum sample rate of speed data in order to evaluate probe data quality.  2. To identify and rank the significant factors that affect the minimum sample rate of interrupted and uninterrupted facilities by developing regression models. 3. To recommend facility specific regression models that correlate the significant factors with minimum sample rate. These factors will help the practitioners to have an idea on the data collection efforts.  4. To improve FFS estimation by calibrating the traditional model utilizing the adequate speed data.  The overall framework of this research, including its applications, can be pictured as in Figure 1. The first step is to propose a methodological framework of determining minimum sample rate for all facilities in Kentucky. The method follows a bootstrapping sampling procedure on probe speed data provided by the Kentucky Transportation Cabinet (KYTC) at the link level. The sampling procedure results in the minimum sample rate for each road segment. After that, the segments with adequate data will be identified by comparing data availability with the minimum sample rate. The next step will be applying the minimum sample rate of these segments to determine the factors that affect the minimum sample rate of a defined road facility. These factors are basically Highway Performance Monitoring System (HPMS) attributes which are listed as: 
 Physical Attributes: Number of lanes, lane width, type of median, shoulder width, section length, etc. 
 Accessibility Attributes: Density of signalized intersections, and density of access points. 





            
 
Figure 1 Research Framework   After identifying the factors, this study recommends a facility (for uninterrupted and interrupted) specific regression model to determine the minimum sample rate for a completely new road segment. This study also shows another application of the adequate speed data, which involves improving a FFS model. For this purpose, the FFS model is calibrated utilizing the speed data of these segments. Using the calibrated parameters in the model, the FFS of a road segment can be calculated with further accuracy.   
1.3 Thesis Organization This document consists of five chapters. Below are the contents of the chapters in brief. 
 Chapter One: An overview of the research problem and research goals. 
 Chapter Two: Literature reviews/ prior studies on the relevant field. 
 Chapter Three: Data sources and processing, the methodological framework for minimum sample rate, and analysis results. 
Segment Speed Data Bootstrapping 
Adequate Data: Min Sample Rate < Data Availability  
 
Min Sample Rate (%) Regression Model: Min Sample Rate = f(HIS Attributes)  




 Chapter Four: Application of minimum sample rate and probe speed data to find out the significant factors using regression models, results from regression models and comparison among the models, and FFS model improvement. 




Chapter 2  Literature Review  To begin, the author conducted a review on the current state-of-practice for checking the probe data fidelity before generating performance measures. Reliable performance measures require the adoption of different methods to evaluate probe data quality, which includes estimating probe vehicle sample size or minimum sample size of speed data. Therefore, this review helps to understand the rationale behind the adoption of different proxies for the estimation of the sample size. Furthermore, it provides a direction for this study focusing on the minimum sample rate as a measure of probe data quality evaluation. Although the existing researches on estimating minimum sample size for probe speed data are not significant, a review on the current practices brings forth the value of this study in providing a basis for future industry and research implementation. In the following sections, a detailed background on probe data quality assessment to test its fidelity is presented. After that, studies that worked on estimating probe vehicle sample size and probe data sample size are documented. All these probe data quality assessments and sample size-based studies imply that performance measures require a valuation of data quality and adequacy. Thus, researches are going on to determine either minimum probe vehicle or minimum probe data requirements for assessing data quality. Despite focusing on the determination of minimum sample rate for speed data, this study also reviewed existing works regarding some statistical techniques on probe vehicle sample size.  
















2.2  Existing Literature on Probe Vehicle Sample Size The accuracy of travel information depends on the number of instrumented probe vehicles. Several probe vehicles traversing in the traffic stream can potentially provide valuable information about current travel times or travel speed. However, too few probe vehicles can provide erroneous or misleading data, weakening  the credibility of the transportation agency and eroding public confidence in the traffic management system. Due to this issue, studies are determining the sample size of the probe vehicles in a traffic stream. This is defined as the probe vehicle sample size providing the minimum number of probe vehicles required on a certain road for travel information accuracy. The researches on the probe vehicle sample size follow different statistical approaches. These can be explored to gather knowledge of the general procedure for sampling analysis. Most of these studies are undertaken with a major focus on average travel time/speed estimation within a specified acceptance level. For example: 
 Generally, statistical sampling theory is used for the required probe vehicle sample size to reliably estimate link travel time/speed. It assumes that travel times/speeds on links follow a normal distribution or t distribution. However, formulations based on the z-statistic can be performed only if the sample size is greater than 30 (14). On the other hand, formulations based on the t-statistic has no closed form solution, and an iterative procedure must be applied to search the possible sample size (14). 
 One caution in using the sample size determination formulations is that the assumptions do not always hold under interrupted traffic flow. This may be the case that link travel times appear to have multistate features (15-18). 




 The findings from Chen et al. (20), Cetin et al. (21), and Miwa et al. (22), in general, concluded that road geometrics, traffic volumes, estimation accuracy, and the characteristics of the activity along the road would influence the required minimum number of floating cars. Regardless of the above-mentioned studies, the mean and standard deviation are the main measures used for estimating the required probe vehicle sample size with reasonable precision in most of the existing studies. However, these measures contain only a portion of information conveyed by the probability distributions, which have intimate relationships with underlying traffic conditions (23, 24). Overall, this section gives an idea on several sampling techniques to estimate the minimum sample size for probe vehicles or floating cars. At the same time, it helps to know about the shortcomings of these techniques separately, if one wants to adopt the methods for any sampling research.   
2.3 State-of-Practice in Minimum Sampling Rate of Speed/Travel Time Data  Earlier studies on the data quality check were mostly focused on finding the minimum sample size of the probe vehicles or floating cars. Few of the studies worked on the sample size determination of speed data. This section documents the existing few efforts to find the minimum sample size for travel time data or speed data generated from different sources (probe vehicle or other agencies). After analyzing those studies and their limitations, the motivation of this research can be justified. For travel time studies, it is important to check the data quality before producing reliability measures. Several studies adopted different approaches for checking data quality collected from different sources. For example, some were looking at travel time distributions, or some are building parametric and non-parametric models. An overview concerning those is discussed below.  




 As traffic sensors were installed on more roads, researchers gained access to more data, allowing Van Lint and Van Zuylen (26) to use data for the entire year of 2002 to build travel time distributions. Although Emam and Al-deek (27) used four weeks of data to fit their selected statistical distributions, Higatani et al. (28) utilized a full year of expressway data in their study. All these studies did not show the premise behind using four weeks or one-year worth of data. 
 Kwon et al. (29) used a non-parametric model to fit 256 non-vacation days of data in their case study, stating that “the sample size is large enough”, while Yazici et al. (30) utilized nearly 11 months of data (from Jan.15, 2010 to Nov. 28, 2010) to build their travel time distributions. 
 Yang et al. (31) determined the minimum sample size required to build stable travel time distributions for freeway TTR by proposing both parametric and non-parametric method. However, their analysis was based on the presumed distribution of travel time data.  
 Yang and Cooke (32) applied a bootstrapping approach to identify the optimal size of travel time data for measuring freeway TTR.  Sample sizes for speed studies can vary from a fraction of an hour to 24 hours a day to 365 days a year, depending on the purpose of the study. Generally, for the speed study, peak hours are included in all samples (33). Holiday or on the day before or after a holiday is excluded for taking traffic counts. Normally, Monday mornings and Friday evenings show high volumes.  Oppenlander (34) developed a procedure for sample size determination based on the average range of the observed travel speeds. The estimate of the standard deviation of travel speeds can also be used for the similar purpose. Quiroga and Bullock (35) developed a hybrid method for the determination of sample size. The sample size estimation is shown in Equation (1). 
𝑛𝑛 =  �𝑡𝑡𝛼𝛼 ×𝑅𝑅�
𝑑𝑑𝑑𝑑
�       (1)  Where; 𝑛𝑛 = minimum sample size 








𝑑𝑑= factor for estimating 𝜎𝜎 from 𝑅𝑅� 
𝜀𝜀 = user-selected allowable error Li et al. (36) suggested a modified method to determine the sample size. Use of 




2 + 𝜀𝜀𝑛𝑛      (2) Where; 𝑛𝑛 = minimum sample size 
𝜎𝜎= population standard deviation 
𝜀𝜀 = user-selected error 








Chapter 3  Determining Minimum Sample Rate  This chapter gives an overview of the data sources and the method involved in achieving the objectives of the research presented in section 1.2.  




that have probe data during the afternoon peak period is maximum compared to other peak periods of the day. To determine the minimum sample rate of a road segment, a time period which provides high probe data coverage and gives confidence in the estimated sample rate is desirable. In this case, the afternoon peak period provided high data coverage. Moreover, the randomness in speed data was greater during this period. Figure 2 shows the spatial coverage of data over the state of Kentucky during afternoon.  
 
Figure 2 HERE Link-Referenced Network of 2017 




Table 1 List of Data Items 




at HIS segment level. The aggregation from the link level to segment level will be described in the later section 3.4.  




data adequacy over the year before using the data. Hence the question arises, are the available speed data enough to obtain reliable congestion or reliability measures? What should be the required minimum speed data to get credible measures? Therefore, a methodological framework is required to have confidence in data and to evaluate the accuracy of the estimator. Following along with the line of existing literature, there is a need to investigate minimum sample rate without accounting for a fixed assumption on the distribution of speed data. The investigation also involves choosing an accuracy measure to examine the acceptance of the estimated sample rate corresponding to an acceptable error value.   





Figure 3 Bootstrap Sampling Procedure  The classical procedure of bootstrapping involves sampling through replacement to have multiple duplicate observations in the bootstrapped replications. The replacement helps to account for the samples that are close to the observations in a dataset. Moreover, the bootstrapping method allows for estimating the distribution of various parameters such as the sample mean (45). It treats a sample of data (from observations/from simulation) as a new population. Furthermore, it allows for determining multiple estimates of the parameter of interest. The most important advantage of this method is that no assumption is required about the underlying distribution of the population. In addition, uniform resampling is done from the original observations. This study implemented the method because of these advantages.  Finally, the algorithm to determine the minimum sample rate of probe speed data for a link consists of the following steps: 
 Feed original speed dataset and treat this dataset as population. 




 Estimate population mean using Equation (4). 
𝜇𝜇 = 1
𝑁𝑁
∑ 𝑦𝑦𝑘𝑘      𝑁𝑁𝑘𝑘=1 (4)                     Where; 𝑦𝑦𝑘𝑘= kth speed data 
        N = size of the population  
 Directly apply the bootstrapping to those original speed datasets with varying sample rates (x %). For example: if the original dataset contains 100 data points, a sample rate of 20% should mean that 20 data points will be uniformly generated with a random selection from the dataset, by performing bootstrapping resampling to this original (population) dataset.  
 Get bootstrap samples of the speed dataset using random sampling with replacement, which means m times replications of x% sample from a population size of N are produced. To select the replication number that should fulfill the purpose of this study, other existing efforts can be referred here. For example, Efron and Tibshirani (46) recommended that 1,000 bootstrapped replications are sufficient to estimate standard errors. Besides, 2,000 replications are sufficient to estimate confidence intervals (46). Since the percentile confidence interval is used as an accuracy estimate of bootstrapped samples in this study, 2,000 replications are enough to do the process. 






     (5) 
Where; 𝑦𝑦𝑘𝑘 = kth speed data in the bootstrapped samples                n = size of the bootstrapped samples i.e. 𝑥𝑥% 𝑜𝑜𝑜𝑜 𝑁𝑁 
 Form a new data set based on the m number of sample means, 𝑦𝑦� , that are already calculated from the m replications of the speed data. 




 Use the approximate distribution to obtain percentile confidence interval (CI) of the sample means. The bootstrap method suggests that approximately 95% of the time, the population mean, 𝜇𝜇, falls between the 2.5th percentile and the 97.5th percentile of the bootstrap sample means. This is also known as the 95% CI.  
 Calculate ME using 95% CI as presented in Equation (6). 
𝑀𝑀𝑀𝑀 = (𝑦𝑦�0.975− 𝑦𝑦�0.025)
2
     (6)  Where; 𝑦𝑦�0.975,𝑦𝑦�0.025 = 97.5th and 2.5th percentile of the bootstrapped sample means respectively 
 Set an acceptable error rate in percentage, 𝜀𝜀 , which is introduced to define how much the error can differ compared to the population mean, 𝜇𝜇. If the ratio of ME to the population mean, 𝜇𝜇,  exceeds the defined error rate, 𝜀𝜀, as shown in the Equation (7), the algorithm will increase the value of sample rate, x%. Hence, the process continues until an error converges to the defined 𝜀𝜀.  
𝑀𝑀𝑀𝑀
𝜇𝜇
 × 100 >  𝜀𝜀     (7) 










20% Sample Rate 
 
1 % sample rate 
Figure 5 Cumulative Distribution Plots for (a) 20% Sample Rate, (b) 1% 




For the 1% sample rate shown in Figure 5(b), a broader range lies for a 95% CI. On the contrary, for the 20% sample rate presented in Figure 5(a), a narrower range lies within the 95% CI. As decided before, this range is allowed for 5% times (error rate) of the true population mean for calculating minimum sample rate.   
3.4 Minimum Sample Rate Analysis and Results The bootstrap minimum sample rate method was applied to HERE link speed data from non-holiday weekday afternoon peaks in 2017. The high data coverage during the afternoon peak periods well represents the population characteristics, hence, the estimate of the population mean. Moreover, it was assumed that the probe speed data represents ground truth. After applying the method to the data, the results were analyzed separately based on facility types to define a threshold of minimum sample rate for the road segments in Kentucky. This section gives an overview of the analysis and the results from the method. Bootstrapping was applied to the HERE extracted speed dataset. The sampling process started with a bootstrap sample set containing only a single speed data (e.g. 1-speed data from a population set of 100 data means 1/100 = 0.01% sample rate). The whole process continued until it yields an error rate, 𝜀𝜀, of ±5% pertaining to 95% CI. The sample rate corresponding to the error rate was reported as the minimum rate for the HERE link. After obtaining minimum sample rates for all the HERE links, these were aggregated to the HIS segment levels. Using Equation (8), the length weighted average of the link estimated sample rates was calculated for the aggregation on the segment level.  
𝑀𝑀𝑀𝑀𝑛𝑛𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑆𝑆𝑆𝑆𝑀𝑀𝑆𝑆𝑆𝑆𝑆𝑆  𝑅𝑅𝑆𝑆𝑡𝑡𝑆𝑆(𝑆𝑆𝑆𝑆𝑆𝑆𝑀𝑀𝑆𝑆𝑛𝑛𝑡𝑡 𝐿𝐿𝑆𝑆𝐿𝐿𝑆𝑆𝑆𝑆),  𝑀𝑀𝑆𝑆𝑆𝑆𝐿𝐿𝑗𝑗 = ∑ 𝑀𝑀𝑆𝑆𝑖𝑖𝑗𝑗𝑖𝑖1 × 𝐿𝐿𝑖𝑖∑ 𝐿𝐿𝑖𝑖𝑖𝑖1       (8) Where; 




Equation (8) gives the minimum sample rate for each of the segments in the HIS network. Finally, results were analyzed separately for all the transportation facilities in Kentucky to decide a threshold for the minimum sample rate. These facilities are: 
 Uninterrupted Facility which includes:  
• Freeways 
• Multilane highways 
• Rural one/two/three lanes 
• Urban one/two/three lanes 
 Interrupted Facility which includes: 
• Signal controlled facilities 
• Stop sign controlled facilities Uninterrupted facility type of Kentucky provided high data coverage on freeways and urban road segments. In the beginning, the method was applied to the freeways with a speed data coverage of more than 75%. The required minimum sample rate for these segments was determined to be approximately 8%. Next, the same analysis was conducted for the remaining freeway segments with less than 75% coverage. Likewise, most of the segments showed a value of 8%. Certainly, 8% of the speed data were considered enough to be trusted for the freeways. Therefore, the recommended minimum sample rate for freeways is 8%.  Following the similar procedure as mentioned above, multilane highways, rural highways (one/two/three lanes) and urban roads (one/two/three lanes) were analyzed. Finally, the minimum sample rates for those facility types were determined as below. 
 Multilane highways: 5% 
 Rural one/two/three lanes: 9% 




greater than the minimum sample rate, the speed data are considered adequate. Based on this statement, the segments with adequate data can be identified from all the road segments of Kentucky. The observation of uninterrupted segments with adequate data over the state of Kentucky gives an idea of which road segments can be trusted in terms of measured speed data. The total number of uninterrupted segments, including cardinal and non-cardinal direction, is 11,082. It was noticed that 99.5% of the freeway segments satisfied the data availability greater than the required 10% sample rate in terms of mileage. However, 55.3% of the rural highways satisfied the requirement. More than half of the total rural roads fulfilled the requirement due to the presence of low volume roads. Additionally, 91.1% of the total urban roads met the requirement. As a whole, the uninterrupted segments providing data availability greater than 10% are presented graphically in Figure 6. All the uninterrupted segments with adequate data are marked in green. The segments in red are not trustworthy in terms of measured speed since these have data availability of less than 10%.   
 
Figure 6 Highlighted Green Routes Satisfying Minimum Sampling Rate 




The analysis also investigated the minimum sample rate for interrupted facility type using the bootstrapping approach. Since the interrupted facilities include signals and stop signs, results were analyzed for both. Finally, the minimum sample rates for these segments were determined as below. 
 Signalized controlled: 10% 





Figure 7 Highlighted Cyan Routes Satisfying Minimum Sampling Rate 
Requirement for Interrupted Facilities.  Although approximately 10% minimum sample rate is recommended both for the uninterrupted and interrupted facility after doing the analysis, Table 2 gives an overview of the minimum sample rate for individual facilities obtained from the bootstrap minimum sample rate method of this study.   
Table 2 Minimum Sample Rate Required 








Chapter 4  Applications  Previously, a method was developed to evaluate probe data quality. The method uses the bootstrapping approach to determine minimum sample rate of probe speed data for Kentucky. Later, this minimum sample rate is used to identify the segments with adequate data. This chapter shows the applications of these minimum sample rates and the speed data associated with those identified segments. Firstly, the factors that affect the minimum sample rate of uninterrupted and interrupted facility types will be identified using a regression model as a tool. The goal is to utilize the factors to have an idea about the minimum sample rate of one’s own speed data before purchasing it from the data vendor. Lastly, the data, where deemed adequate, are applied to the calibration of the HERS-ST speed model.   
4.1 Factors Affecting Minimum Sample Rate  This section attempts to identify and rank the significant factors for the minimum sample rate. This analysis intends to provide some general estimates on the data adequacy for given applications, which would be useful to agencies during the data acquisition process. A random forests regression model was developed to identify those factors along with their rankings. After that, the model, consisting of all the significant variables, was compared with two other models based on the goodness of fit.  All the steps involved with the random forests model development, identifying important variables, and comparison of the random forests model with other models are presented in the following sub-sections.   




study uses this RF model as a tool to identify the factors influencing minimum sample rate.  RF is a non-parametric model used for exploring the non-linear relationship among the input variables. This model is made up of a number of decision trees which are built from several training samples randomly drawn from the original data with replacement. Observations selected out of the training samples are called testing data. Each tree provides a prediction result using the testing data. Finally, the prediction results from the trees are averaged. To avoid the correlation between individual trees, the RF model uses a subset of explanatory variables for splitting each node in each decision tree. The best split point is determined for each node in the tree by applying the splitting algorithm on the subset of the selected explanatory variables. The splitting algorithm produces maximum homogeneity to the successive node at a particular value of a selected variable. An important feature of the RF model is Variable Importance (VI) to rank the explanatory variables. VI indicates the contribution of a variable to the output prediction when all other variables are present in the model. This study used Mean Decrease in Accuracy (MDA) method to measure the VI. MDA measures how much the model accuracy decreases when the testing data of each variable are permuted. If the variable is important, the model accuracy will be highly affected and decreases significantly after permutation. Then, the variables can be ranked according to the mean accuracy decrease. As the accuracy measure, mean squared error (MSE) is calculated for testing data using the following Equation (9). 
𝑀𝑀𝑆𝑆𝑀𝑀 = 1
𝑛𝑛
� (𝑦𝑦𝑖𝑖 − 𝑦𝑦�𝑖𝑖𝑛𝑛
𝑖𝑖 𝜖𝜖 𝑡𝑡𝑡𝑡𝑠𝑠𝑡𝑡𝑖𝑖𝑛𝑛𝑡𝑡 
𝑑𝑑𝑑𝑑𝑡𝑡𝑑𝑑
)2     (9) 
Where;  𝑀𝑀𝑆𝑆𝑀𝑀 = mean squared error using the testing data                𝑦𝑦𝑖𝑖 = the observed value of the ith observation in the testing data  
𝑦𝑦�𝑖𝑖 = the predicted value of the ith observation in the testing data 
𝑛𝑛 = the number of observations in the testing data For each explanatory variable,𝑀𝑀𝑆𝑆𝑀𝑀 is calculated before and after permutation. 




trees. Equation (10) shows the VI calculation of a variable based on the 𝑀𝑀𝑆𝑆𝑀𝑀 for testing data (48).  
𝑉𝑉𝑉𝑉𝑗𝑗 = 1𝑛𝑛𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 � (𝑀𝑀𝐸𝐸𝑡𝑡𝑗𝑗𝑛𝑛𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑡𝑡𝑗𝑗=1
− 𝑀𝑀𝑡𝑡𝑗𝑗)     (10) Where; 𝑛𝑛𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡= the number of trees in the forest               𝑀𝑀𝑡𝑡𝑗𝑗= the 𝑀𝑀𝑆𝑆𝑀𝑀 on tree t before permuting the values of variable Xj              𝑀𝑀𝐸𝐸𝑡𝑡𝑗𝑗= the 𝑀𝑀𝑆𝑆𝑀𝑀 on tree t after permuting the values of variable Xj 
𝑉𝑉𝑉𝑉𝑗𝑗= VI for the variable Xj Equation (10) implies that the larger the difference between the 𝑀𝑀𝑆𝑆𝑀𝑀 values, the more importance is given to that particular variable. This study uses the RF model to identify the factors that have a significant influence on the minimum sample rate of a facility type. The reason for choosing RF model is that RF requires no explicit functional form, is well suited to the highly collinear data sets with a large number of explanatory variables, and does not assume a linear relationship between explanatory variables (49-52) and correlated explanatory variables (52, 53). Moreover, it can rank the explanatory variables unlike other “black box” models such as Neural Network.  
4.1.2 Variable Importance 
















Uninterrupted Facility Interrupted Facility 
Total = 7,117 Total =7,594 
Measures Measures 
Mean SD Min Max Mean SD Min Max 
Response Variable Minimum Sample Rate % 0.73 0.65 0.05 9.41 1.84 1.13 0.12 10 
Input 
Variables for 
Regression Models  
Section Length miles 3.63 3.15 0.01 21.84 1.02 0.95 0.01 15.85 Pavement Type*    1 8   1 7 Signal Density no per miles     2.35 3.43 0.00 40.82 
Access Point Density no per miles 3.16 5.14 0.00 153.85     
Intersection Density no per miles     9.45 8.36 0.15 166.67 




Peak Lanes* no of lanes   1 6   1 5 Lane Width ft 10.57 1.55 6.00 32.00 11.09 1.81 6.00 32.00 Right Shoulder Width ft 5.14 3.41 0.00 18.00 3.34 3.31 0.00 14.00 Speed Limit mph 55 10 15 70 40 10 10 65 Volume to Service Flow Ratio (VSF)  0.18 0.16 0.00 1.34 0.34 0.24 0.00 2.46 Functional Class (FC)*    1 19   2 19 





For the uninterrupted facility, Speed Limit, Functional Class (FC), AADT, Section Length, Access Point Density, Lane Width, etc. were considered in the analysis. Note that Access Point Density is defined as the number of access points per length of a segment. These access points can be controlled or uncontrolled.  For the interrupted facility, Intersection Density, Signal Density, Sign Density, AADT, FC, Section Length, etc. were considered. Note that Intersection Density is defined as the number of junctions per length, where the junctions can be signal/stop controlled or uncontrolled.  The next section will rank and prioritized the variables mentioned above using the RF model.   
4.1.2.2 Model Calibration and Variable Importance Before identifying the factors, the RF model required tuning of hyper-parameters for obtaining good prediction accuracy. From the literature (49, 50, 54), these hyper-parameters are: 
• Number of trees in the forest (𝑛𝑛𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡) 
• Number of variables selected at each node for splitting (𝑀𝑀𝑡𝑡𝑡𝑡𝑦𝑦) Studies (49, 55) indicated that a large number of trees (𝑛𝑛𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡) in a RF model would achieve more stable prediction performance. Saha et al. (56) tried 500, 1000, 5000, and 10,000 as the values for 𝑛𝑛𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡. This study adopted these values in order to tune 





and control overfitting in the models. The 10-fold cross validation split the data into 10 stratified parts as shown in Figure 8. Each part successively was used as a testing data for estimating prediction performance. The remaining data was used as a training set. 𝑀𝑀𝑆𝑆𝑀𝑀 was calculated for each of the 10 folds and was averaged over the 10 folds (Figure 8). This 10-fold CV was performed for each of the 12 models and average 𝑀𝑀𝑆𝑆𝑀𝑀 was obtained for each model. Finally, the best combination of 
𝑛𝑛𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡  and 𝑀𝑀𝑡𝑡𝑡𝑡𝑦𝑦 was reported from the model that estimated lowest 𝑀𝑀𝑆𝑆𝑀𝑀.  
 
Figure 8 10-fold Cross-Validation  The best combination of hyper-parameters for both facilities was estimated as 





greater than zero, and this elimination process repeated until all the remaining variables in the model had a VI greater than zero.  
 





Figure 10(b) that the longer section requires smaller sample rates compared to the shorter section. Speed Limit is the third variable according to VI. From Figure 10(c), segments with higher Speed Limit require a smaller sample rate and vice versa. Since Speed Limit varies for different FC road segments, it contributes to the minimum sample rate of a segment. AADT contributes as the fourth important variable. It seems from Figure 10(d) that segments with higher AADT, for example; interstates, require smaller sample rates. Alternatively, low AADT roads appear to need larger sample rates. Access Point Density contributes as the fifth important variable. Access points, with or without traffic control devices, add random fluctuation in the speed pattern. Hence, segments may require a larger sample size with increasing Access Point Density. Other variables like VSF, Lane Width, Peak Lanes, etc. were also found important for uninterrupted facility type.   
Table 4 Variable Ranking for Uninterrupted Facility Type 





  (a) FC (22.42%) (b) Section Length (16.93%) 
  (c) Speed Limit (11.11%) (d) AADT (9.39%) 
Figure 10 Individual Variable’s Effect on Minimum Sample Rate of 





et al. (1), where Signal Density was one of the contributing factors affecting the accuracy of probe data. The second most important variable is Section Length. Although most of the interrupted facilities are not very long, it seems that the minimum sample rate is decreasing with an increase in Section Length according to Figure 11(b). The third variable is Speed Limit, which tends to affect the minimum sample rate negatively from Figure 11(c). Segments with higher Speed Limit seem to require fewer samples compared to the lower Speed Limit roads. The fourth variable is Intersection Density. Seemingly, an increase in Intersection Density involves higher sample rates and vice versa. Other variables such as FC, Sign Density, AADT, VSF, etc. were also found significant for interrupted facility type.  
Table 5 Variable Ranking for Interrupted Facility Type 







  (a) Signal Density (38.17%) (b) Section Length (18.62%) 
  (c) Speed Limit (7.45%) (d)  Intersection Density (6.20%) 
Figure 11 Individual Variable’s Effect on Minimum Sample Rate of Interrupted 





shorter, minimizing data collection effort and cost while confirming the accuracy of the RF model. To prioritize variables both for the uninterrupted and interrupted facilities, two measures were used in this study for predicting error on testing data. These measures are Root Mean Squared Error (RMSE) and Mean Absolute Percentage Error (MAPE). RMSE is a measure of the differences between predicted values (𝑌𝑌�𝑖𝑖) of a model and the observed values (𝑌𝑌𝑖𝑖 ). 




)2     (11) 
MAPE is a measure of prediction accuracy which estimates the mean or average of the absolute percentage errors of prediction. Here, the error is defined as the difference between actual value (𝑌𝑌𝑖𝑖 ) and predicted value (𝑌𝑌�𝑖𝑖). 







      (12) 





the top 3 variables as shown in Figure 12(a). The remaining variables with low ranks do not contribute significantly to the minimization of RMSE and MAPE. It is wise to exclude them from the final model. Consequently, the final model for uninterrupted facility contains 3 variables. This model is named as RF_Uninterrupted. For the interrupted facility, a combination of top 4 variables shows a significant drop in RMSE and MAPE in Figure 12 (b). Thus, these four variables are finalized, and the final model is named as RF_Interrupted for the interrupted facility.  
RMSE based Nested Models MAPE based Nested Models 
  (a) Uninterrupted Facility 
  
(b) Interrupted Facility 





To summarize the results from the above variable prioritization process, the final RF models containing the significant variables for each facility type are presented in Table 6.   
Table 6 Significant Variables for Uninterrupted and Interrupted Facilities 
Facility Type Name of the RF Model 




Variables Uninterrupted Facility RF_Uninterrupted 3 FC, Section Length, and  Speed Limit Interrupted Facility RF_Interrupted 4 Signal Density, Section Length, Speed Limit, and Intersection Density  To observe the RF models’ performance results using the listed variables in Table 6, the next sub-section discusses the comparison among the RF model, linear regression model, and neural network model.  





From Table 7, for both facility types, linear regression models lead to the largest error showing lower prediction performance. NN model also performs badly, which shows error measures closer to the linear regression model for both facilities. Clearly, the RF model outperformed both NN and liner regression model in terms of RMSE and MAPE.   
Table 7 Predictive Performance Evaluation Table  
(a) Models for Uninterrupted Facility 
Models for Uninterrupted RMSE MAPE (%) RF_Uninterrupted 0.31 26.88 NN Model 0.50 53.26 Linear Regression Model 0.57 64.09  
(b) Models for Interrupted Facility 







Figure 13 Comparison between Model Predictions and Actual Minimum 
Sample Rates for Uninterrupted Facility  
  
NN RF _Interrupted 
Figure 14 Comparison between Model Predictions and Actual Minimum 





interrupted facility types. The RF regression model with variable ranking was used to identify the variables. After knowing the important variables, those can be used in the RF regression model for estimating the minimum sample rate of a new segment, where the facility type is given. Moreover, variable ranking gives the list of variables regarding the data acquisition for sampling analysis. Consequently, the RF model can be a substitute for the bootstrapping approach of determining the minimum sample rate. In the future, the minimum sample rate can be determined for a new segment, once the required dataset containing the important variables is collected.   









           
Figure 15 Framework for HERS FFS Estimation  From HIS data listed in Table 1 from section 3.1, measured pavement roughness (IRI or PSR), grade, and curve lengths are required to calculate FFS using HERS-ST. The FFS is determined using the following three inputs: 
 The maximum allowable speed on a curve (VCURVE) 
 The maximum allowable ride-severity speed (VROUGH) 
 The maximum speed resulting from speed limit (VSPLIM) Equation (13) demonstrates the FFS calculation for Error! Bookmark not 
defined.HERS-ST. 
𝐹𝐹𝐹𝐹𝑆𝑆 = 𝑆𝑆𝜎𝜎2 2⁄(𝑉𝑉𝑉𝑉𝑉𝑉𝑅𝑅𝑉𝑉𝑀𝑀−1/𝛽𝛽 + 𝑉𝑉𝑅𝑅𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉−1/𝛽𝛽 + 𝑉𝑉𝑆𝑆𝐸𝐸𝐿𝐿𝑉𝑉𝑀𝑀−1/𝛽𝛽)𝛽𝛽      (13) The recommended values of the model parameters are 𝜎𝜎 = 0.1 and 𝛽𝛽 = 0.1 for all types of facility without accounting for the challenges that may arise based on facility type.  In Error! Bookmark not defined.Error! Bookmark not defined.Error! 
Bookmark not defined.Equation (13 ), VCURVE represents the effect of curves on vehicle speed. It is related to the maximum perceived friction ratio, super-elevation, and degrees of curvature. Friction ratio values are set in accordance with vehicle types. If a section has no curves, the VCURVE does not influence the FFS. The overall 
START 
VCURVE VROUGH VSPLIM 
FFS 





effect of curves in a section is the weighted average effect on different vehicle classes. The equation is listed below in miles per hour. 





𝐹𝐹𝐹𝐹𝑆𝑆𝑉𝑉𝐸𝐸 =  11
𝐹𝐹𝐹𝐹𝑆𝑆 + 𝐷𝐷𝑉𝑉𝑅𝑅𝑀𝑀𝐷𝐷𝑀𝑀𝑆𝑆𝐿𝐿𝑀𝑀𝑁𝑁      (16) Where; DGRADE = delay in hours          SLEN = length of the section  
4.2.1 Limitations in Existing HERS-FFS Estimation  To investigate the performance of existing HERS-FFS model, FFS generated by the model was compared with the reference speeds calculated based on the speed data from the segments providing adequate data. Note that reference speed is a threshold speed value, below which travel is considered as delayed. In this study, facility-specific reference speeds were used which were determined during the analysis. The reference speeds are listed here. 
 For freeways and multilane highways: The 85th percentile speed of all speed data in a year represents reference speed. 






Figure 16 Comparison of Existing HERS FFS with Measured Reference Speed   
4.2.2 Model Calibration HERS-ST FFS model calibration was separately done for the interrupted and uninterrupted facilities using the measured speed data. To calibrate HERS-FFS model, reference speeds for each segment were compared with the modeled FFS.  The goal of the calibration was to find the values of 𝜎𝜎 and 𝛽𝛽 that produce the best fit between the modeled FFS and measured reference speed. Hence, Equation 13 for FFS was calibrated by adopting a non-linear least squares fit method. This study used the Levenberg-Marquandt (LM) algorithm for non-linear least-squares optimization. The algorithm works by minimizing the squared residuals (𝑆𝑆) defined for each data point as,  





does not address the effect of traffic control devices for the interrupted facility including signal and stop sign controlled facilitates. This effect is calculated as “zero volume delay”. For the signal-controlled facility, 
𝑍𝑍𝑉𝑉𝐷𝐷𝑆𝑆𝑉𝑉𝑉𝑉 = 0.0687�1 − 𝑆𝑆−𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 24.4⁄ �     (18) where; ZVDSIG is zero volume delay in hours per vehicle-mile traveled, while NSIG is the number of signals per mile.  For stop sign controlled facility, 
𝑍𝑍𝑉𝑉𝐷𝐷𝑆𝑆𝐹𝐹𝐸𝐸 = 𝑁𝑁𝑆𝑆𝐹𝐹𝐸𝐸(1.9 + 0.067𝐹𝐹𝐹𝐹𝑆𝑆)     (19) in which ZVDSTP is zero volume delay due to stop sign in hours per 1000 vehicle miles, and NSTP is the number of stop signs per mile. This is adapted from the HERS-ST speed model for stop sign controlled delay by setting the volume to zero. The adjusted FFS for the signal-controlled facility can be estimated as 1/( 1
𝐹𝐹𝐹𝐹𝑁𝑁





Table 8 FFS Calibration Results 
Facility Types 𝜎𝜎 𝛽𝛽 Uninterrupted Facility 0.1427 0.2092 Interrupted Facility 0.3907 0.18378   Previously, HERS-ST technical report (58) derived a range for σ value between 0 




(a) Uninterrupted Facility (b) Interrupted Facility 





Although σ value for interrupted facility violates the recommended range, the 





Chapter 5  Conclusions  
5.1 Summary  Probe speed data are widely used for estimating state-wide performance measures. The accuracy of these measures depends on adequate speed data. This study proposed a method to evaluate the quality of probe speed data. The method estimated minimum sample rate of speed data for a segment by adopting a bootstrapping approach without requiring an assumption about the underlying distribution of the population. It produced a predefined number of replications using the speed data, which were treated as a population. A tolerance limit of 5% was set as a convergence error for the sample mean of these replicated samples. The whole method was iterated over different sample rates until the error converged to the tolerance limit. The minimum sample rate used for the convergence into the tolerance limit was reported for each road segment. Using this method on the Kentucky based speed data from 2017, the minimum sample rates were obtained for all the segments. The results recommended a minimum sample rate of 10% for both uninterrupted and interrupted facility types in Kentucky.  The minimum sample rates resulted from the bootstrapping approach were compared with data availability to identify the segments with adequate data. A total number of 7,117 segments from uninterrupted and 7,594 segments from interrupted facilities in Kentucky were observed to satisfy the minimum sample rate requirement. In the case of uninterrupted facility, more than 90% of freeways, multilane highways, and urban roads have adequate speed data compared to the minimum sample rate. However, only half of the total rural roads have adequate speed data due to low traffic volume. Further, 92% of the signalized road segments have adequate speed data, whereas only 47% of the total stop sign controlled roads fulfill the requirement.  
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