We show how any linear feedback which asymptotically stabilizes the origin of a linear integrator sys.. tern of order (n -1) induces a simple continuous timevarying feedback which exponentially stabilizes the oriing slow (polynomial) asymptotic convergence have first been designed (see e.g. [13, 15, 16, 17, 191 ). More recently, properties associated with homogeneous systems have been used to obtain feedback laws only continuous but yielding an exponential convergence rate [77 8, 11, l41.
Introduction
Control systems in the so-called chained form have been extensively studied in the past recent years. This research interest partly stems from the fact that the kinematic equations of many nonholonomic mechanical systems, such as these arising in mobile robotics (unicycle-type carts, car-like vehicles with trailers,.. .), can be converted into this form [12, 16, 18] . The present paper addresses t,he problem of asymptotic stabilization of a given equilibrium point (which corresponds to a fixed configuration for a mechanical system).
Since chained systems do not satisfy Brockett's necessary condition [l], they cannot be asymptotically stabilized, with respect to any equilibrium point, by means of a continuous pure state feedback ~( z ) .
In [15], one of the authors proposed and derived smooth time-varying feedback laws U ( % , t ) for the stabilization of a unicycletype vehicle. This showed how the topological obstruction raised by Brocket could be dodged, and was the starting point of other studies about time-varying feedbacks. In [3, 41, Coron established that most controllable systems can be asymptotically stabilized with this type of feedback. The literature on the subject has since then mostly focused on the explicit design of such stabilizing control laws. Smooth feedback laws, yieldLately, M'Closkey and Murray have presented in [9] a method for transforming smooth time-varying stabilizers into homogeneous continuous ones. The method is best suited for driftless systems for which it applies systematically. The construction relies upon the initial knowledge of an adequate Lyapunov function coupled with a smooth stabilizing feedback law. More precisely, the exponential stabilizer is obtained by "scaling" the size of the smooth control inputs on a level set of the Lyapunov function. The feedbacks derived in the present paper have been obtained by adaptating and combining the core of this method to the control design method earlier proposed by Samson in [16] for the smooth feedback stabilization of chained systems. Although our approach is specific to chained systems, it carries with it two important improvements with respect to [9] . The f i s t one is that the knowledge of a (definite negative) Lyapunov function coupled with a smooth stabilizing feedback is not needed. This makes a significant difference because finding a "good" Lyapunov function for a chained system of order larger than three is not a simple task. The second improvement is related to the "scaling factor" used to transform the smooth feedback into a continuous exponentially stabilizing one. In [9] , this factor is implicitely defined as the solution of an equation involving the considered Lyapunov function. Solving such an equation will usually have to be done numerically. The first feedback law proposed in the present study is of this type. However, we also show in a second result that this scaling factor can be replaced by an adequate explicit function. The implementation of the resulting control law is consequently simplified.
The paper is organized as follows. In Section 2, some results used further for the design of the control laws 
the coordinates 2 2 , the controlled system (2)-(3) becomes
' 52
Using the fact that the time-derivative of the quadrr function V, defined by ic one easily establishes: 
2.2
Non-exponential tiime-varying feedback stabilization of chained systems Beyond the interest of recalling a rather simple method for proving the Routh-Hurwitz stability criterion, the prime objective of the pirevious section was to point out the algebraic operations which transform the chain of integrators involved in the system (2)-(3) into the skew-symmetric representation (8) to which the simple Lyapunov function (9) can be associated. The objective was also to recall the one-to-one correspondance between the two sets of control parameters a? (i = 2,. . . , n ) and Routh-Hurwitz parameters IC, (i = 2, . . . , n ) respectively involved in these two equivalent system's representations.
In [16] , the structural similitude between the linear norder integrator system 2 and the following nonlinear (2, n ) single-chain system:
has been used, with the aforementioned transformations, to prove the following stabilization result.
be a set of parameters for which the origin of the linear system (2) - (3) is asymptotically stable. l h e n , the continuous time-varying feedback control (12) with k1 > 0 and g ( X 2 ) a continuous function which vanishes at X 2 = 0 (i.e. g(0) = 0 ) and i s strictly positive elsewhere, applied to the chained system (11) i)
ii) makes the positive function
non-increasing along any solution of this system, globally asymptotically stabilizes lfie origin x = 0 of this system.
This result clearly indicates how any linear feedback control which, by application of the Routh-Hurwitz stability criterion, asymptotically stabilizes the origin of the linear (n -1)-order integrator system (2) induces a simple continuous time-varying feedback law which globally asymptotically stabilizes the origin of the corresponding chained system (11). However, as pointed out in [16] , a shortcoming of the feedback law (12) is that it yields slow (polynomial) asymptotic convergence to zero for most of the system's solutions. The main contribution of this paper is CO show how this time-varying control may itself be simply modified in order to render the controlled chained system homogeneous of degree zero with respect to some dilation and ensure uniform exponential convergence. Note that the method proposed by M'Closkey and Murray in [9] to transform a smooth stabilizer into a continuous homogeneous one does not apply directly in the present case because i) the control (12) is not smooth since it is not differentiable on the set X:! = 0, and ii) Lyapunov functions for the controlled system are not known.
2.3
Homogeneity a n d exponential stabilization The set of nonlinear systems which are homogeneous of degree zero with respect to some dilation constitutes a fairly natural extension of the set of linear systems. Some properties of these systems, that will be used in the sequel, are briefly recalled hereafter. For more details, see e.g. [5] .
For any X > 0 and any set of real parameters ~i > 0 (i = 1,. . . ,n), a "dilation" operator is a map 6(X,.) : IR" -R" defined by S ( X , q ,...,x,) = ( X T 1 2 1 , . . . , X'nzn).
A function f E Co(IR" x R;R) is homogeneous of degree T 2 0 with respect to the (family of) dilations
An homogeneous norm p associated with this dilation operator is a function from IRn to RI homogeneous of degree one with respect to the dilation, positive (p(x) 2 0, Vx), and proper. A consequence of this definition is that p ( x ) tends to zero only when 1x1 tends itself to zero. An example of homogeneous norm is:
with f E Co(IR" x R;R"), is homogeneous of degree 
z ( t ) ( t 2 t o ) of the system i = f(z,t) one has p ( x ( t ) ) 5 Kp(s(to)) e--y(t-to).

Main results
Let us consider the chained system (11) and define a family of dilations 6,(X, X 2 ) = (XT2x2,.. . , XTnx,) indexed by the integer q E N via the dilation weights ri chosen as follows:
f o r i = 2 , ..., n .
(15)
Let us also consider a set of parameters ai (i = 2, . . . , n ) chosen so that the linear control (3) asymptotically stabilizes the origin of the linear system (2). The corresponding positive Routh-Hurwitz parameters are denoted as before as Ici (i = 2 , . . . , n ) , and the regular square matrix associated with the change of coordinates defined in Lemma 1 is again denoted as Cpk.
The first result involves a specific homogeneous norm p,(Xz) which satisfies the following equality:
where C is a positive real number and V, is the quadratic positive function introduced in Proposition 1.
The next lemma asserts that p, ( X 2 ) is uniquely defined by the polynomial equation (16) is homogeneous of positive degree and tends to zero when X Z tends to zero. Therefore, u2(x,t) is, by continuity, well defined on IR" x R.
P d X 2 ) "
0 The minimal value qo (> 1) of q, beyond which the homogeneous norm p, ( X z ) is always uniquely defined, depends a priori on the constant C, the system's dimension n, and the set of parameters a,. The existence of a value of qo which, for given values of C and n, would not depend on the choice of the parameters a , is a pending question which we have not yet explored.
a The condition imposed on the size of qo is directly related to the satisfaction of the tmnsuersality condition described in [9, Th. 41. The connection appears explicitely im the proof of Proposition 2.
0 The homogeneous norm p , ( X z ) plays the same role as the quadratic function V,(Xz) in the case of the non-homogeneous controls (12) . In particular, the asymptotic stability of the origin of the controlled system stems from the non-increase of this function along any system's solution.
A practical difficulty with the control (17) is that the calculation of pq ( X z ) requires solving the polynomial equation VX (6,(p;',X2 )) = C. In general, this will have to be done numerically. However, this difficulty can be avoided by consildering another homogeneous norm such as a=n and using this function in the control expression, instead of pq(X2). This staitement is precised in the following proposition which1 is the second result of this paper. 2~1 (x, t ) = -k l~l -kn+lpp,q(X2) sin t , which is alike the control u1 considered in Proposition 2, does not satisfy this inequality, so that t,he stability proof does not hold without modification in this case. We however conjecture that that this control, combined with the control u2(2, t ) of (19) , also ensures asymptotic stability of the origin of the controlled system.
Sketch of proofs
(Detailed proofs in [lo] .)
Proposition 2
Let us assume that q > qo so that, according to Lenima 3 , the equation Vx(Sq(X, X2)) = C has a unique positive solution X ( X 2 ) for any Xz # 0. Differentiating with respect to time both members of the above equality, and denoting W, = 6,(X(X2), X2) (= [ Q , . . . ,w,,IT), we obtain
A
In view of (ll), (15), and (17),
Note that in view of Lemma 1, (lo) , and (13) Let us now consider the change of coordinates $ : Rn-* + Rn-l defined by $i(W2) = (-1)Zwi (remark that $ = $-'). It is simple to verify that
One also verifies that
Using (24)- (26), it is not difficult to show that (24) also From there, asymptotic stability of x = 0 is established by application of LaSalle's invariance principle [6] , and uniform exponential convergence of x(t) to zero results from the fact that the closed loop system is homogeneous of degree zero (this is a direct consequence of (ll), (17), and Lemma 3).
Proposition 3
In view of (18) ( Y 2 ) were equal to zero in (30), V,(Y2) = would be non increasing along the system's solutions. Asymptotic stability of x = 0 would then follow by the same arguments as in the proof of Proposition 2.
In fact, the next step of the proof consists in showing that, although the additive "perturbation" term 
E , , + +~(~~) ( Y~)~
is sufficiently small. To this purpose, it suffices to choose q large enough.
From this inequality one deduces that Y2(t) , and subsequently Xz(t), converge to zero. The convergence of x l ( t ) to zero then follows from (19) . Finally, the uniform exponential rate of convergence of z ( t ) to zero again comes from the fact that the closed loop system is homogeneous of degree zero. 
