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Abstract  13 
This paper presents a scaled reformulation of a robust second-order Discontinuous Galerkin (DG2) solver 14 
for the Shallow Water Equations (SWE), with guiding principles on how it can be naturally extended to fit 15 
into the multiresolution analysis of multiwavelets (MW). Multiresolution analysis applied to the flow and 16 
topography data enables the creation of an adaptive MWDG2 solution on a non-uniform grid. The 17 
multiresolution analysis also permits control of the adaptive model error by a single user-prescribed 18 
parameter. This results in an adaptive MWDG2 solver that can fully exploit the local (de)compression of 19 
piecewise-linear modelled data, and from which a first-order finite volume version (FV1) is directly 20 
obtainable based on the Haar wavelet (HFV1) for local (de)compression of piecewise-constant modelled 21 
data. The behaviour of the adaptive HFV1 and MWDG2 solvers is systematically studied on a number of 22 
well-known hydraulic tests that cover all elementary aspects relevant to accurate, efficient and robust 23 
modelling. The adaptive solvers are run starting from a baseline mesh with a single element, and their 24 
accuracy and efficiency are measured referring to standard FV1 and DG2 simulations on the uniform grid 25 
involving the finest resolution accessible by the adaptive solvers. Our findings reveal that the MWDG2 26 
solver can achieve the same accuracy as the DG2 solver but with a greater efficiency than the FV1 solver 27 
due to the smoothness of its piecewise-linear basis, which enables more aggressive coarsening than with 28 
the piecewise-constant basis in the HFV1 solver. This suggests a great potential for the MWDG2 solver to 29 
efficiently handle the depth and breadth in resolution variability, while also being a multiresolution mesh 30 
generator. Accompanying model software and simulation data are openly available online.  31 
 32 
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  36 
 Introduction  37 
Explicit Godunov-type finite volume schemes [1] have become standard in hydraulic models [2]. In 38 
essence, the Finite Volume (FV) foundation uses a piecewise-constant representation of flow 39 
variables over a local mesh element in a first-order accurate framework (FV1). Piecewise-constant 40 
data can be evolved element-wise driven by spatial flux exchange through element boundaries, 41 
while only needing data from adjacent neighbours to complete Riemann flux calculations. This 42 
locality in storage and evolution of piecewise constant data offers practical advantages such as 43 
suitability for parallelisation [3, 4] and makes wetting and drying a lot easier to handle [5, 6]. 44 
However, the FV1 approach suffers from excessive numerical diffusion, which can only be alleviated 45 
by using fine resolution meshes, often leading to unacceptable computational costs and meshing 46 
inflexibilities over large spatial domains. Attempts to incorporate classical adaptive mesh refinement 47 
strategies within the FV1 approach are shown to cause adverse effects, such as keeping a coarsest 48 
mesh resolution that is fine enough, increasing model sensitivity to tuning many adaptivity 49 
parameters, and impacting overall conservativeness [7-10]. These adverse effects are not alleviated 50 
with higher-order FV methods that involve non-local interpolation of piecewise-constant data [11, 51 
12]. A numerical modelling strategy is still desired that can inherently automate and initialise mesh 52 
resolution and improve runtime efficiency within the FV1 approach. 53 
The Discontinuous Galerkin (DG) method extends the foundation of the FV1 approach by 54 
shaping local piecewise-polynomial solutions from a discrete (element-wise) formulation of the 55 
conservative model equation(s). DG methods significantly reduce numerical diffusion even on very 56 
coarse meshes (e.g. at a grid resolution exceeding 10 m2) and have excellent conservation properties 57 
[13-16]. Compared to a FV counterpart, the DG method has a much larger cost per mesh element in 58 
terms of data storage and computing time, and such cost is proportional to the desired order-of-59 
accuracy. Even with a simplified second-order DG (DG2) method for practical conveniences [17], 60 
runtime costs on uniform meshes are 7-15 times greater than with first- and second-order accurate 61 
FV alternatives [14, 15]. Classical adaptive mesh refinement strategies with DG methods do not 62 
seem a practical way forward because they still suffer from many of the adverse effects reported for 63 
the FV1 method [8, 18]. A sparse numerical modelling strategy, which can make DG2 as efficient as 64 
FV1, is thus highly desired to increase accuracy and coverage in handling high-resolution modelled 65 
data. 66 
Adaptive wavelet-based schemes offer an attractive route to overcome many of the adverse 67 
effects observed in classical adaptive mesh refinement methods [9-12, 18, 19]. When applied to the 68 
reformulation of FV1 models, these schemes introduce a multiresolution analysis to (de)compress 69 
piecewise-constant modelled data mapped by the Haar wavelet from within the local basis of the 70 
FV1 method [20-25]. We term this Haar-wavelet variant of FV1 the HFV1 method. Haleem et al. [26] 71 
were the first to propose an HFV1 approach for solving the shallow water equations (SWE) with 72 
irregular topography and wet-dry fronts, demonstrating that HFV1 directly inherits the robustness 73 
properties of the underlying FV1 scheme. However, Haleem et al. [26] did not fully leverage the local 74 
(de)compressibility property of wavelets. Instead, their HFV1 approach retained some of the 75 
aforementioned adverse effects, by still relying on an extrinsic gradient sensor alongside its extra 76 
user-specified parameter and use of relatively fine initial meshes with very few resolution levels [26].  77 
More recently, adaptive multiwavelet-based schemes have been devised based on a 78 
multiresolution analysis implemented using multiwavelets (MW) within the local basis of DG 79 
methods [27-30]. Adaptive MWDG schemes have also been proposed for the solution of the SWE in 80 
the works of [28, 31, 32] , who have highlighted the ability of these approaches to:  81 
x Achieve resolution refinement and coarsening driven by a single user-prescribed parameter;  82 
x Rigorously transfer and recover data between disparate resolution levels, thereby allowing 83 
arbitrarily large resolution gaps and any degree of mesh coarsening; and,  84 
x Readily preserve accuracy, conservation and robustness properties of the underlying DG 85 
scheme.  86 
Starting with a robust DG2 hydrodynamic model, MW can be introduced subject to 87 
appropriate scaling of the DG2 local basis functions to form an MWDG2 scheme in which piecewise-88 
linear modelled data can be analysed, scaled and assembled into an adaptive solution. Compared to 89 
the HFV1 adaptive solver, which relies on piecewise-constant modelled data, MW allow greater 90 
compression rates. However, the strength of this property relating to standard FV1 and DG2 models 91 
is not yet identified from consistent MWDG2 and HFV1 schemes that fully exploit local 92 
(multi)wavelet compression of data. 93 
This paper studies the behaviour of (multi)wavelets integrated within robust FV1 and DG2 94 
solvers, and identifies the extent of their benefits and limitations for hydraulic modelling. In Sec. 2, a 95 
practical implementation of an MWDG2 solver is presented that fully exploits local MW compression 96 
of data, and in which an HFV1 solver is obtained by direct simplification from the MWDG2 97 
formulation (Sec. 2.4). Sec. 2 includes also the formulation of a scaled DG2 solver (Sec. 2.1) with 98 
guiding principles on how it readily fits into the multiresolution analysis of MW (Sec. 2.2) to form the 99 
so-called adaptive MWDG2 scheme (Sec. 2.3). In Sec. 3, the adaptive HFV1 and MWDG2 solvers are 100 
systematically tested and compared in the simulation of well-known hydraulic tests that cover 101 
elementary aspects relevant to accurate, efficient and robust hydraulic modelling. The adaptive 102 
solvers are run starting from an initial mesh with a single element spanning the entire domain, and 103 
the accuracy and efficiency of the adaptive solvers are quantified in relation to standard FV1 and 104 
DG2 simulations on the uniform grid involving the finest resolution accessible to the adaptive 105 
solvers. In Sec. 4, key findings and conclusions of this work are summarised. Numerical simulation 106 
data [33] and a Fortran 2003 implementation of the HFV1/MWDG2 shallow flow models [34] are 107 
available to download from Zenodo. Instructions for running the models and interpreting the data 108 
are provided in Appendix 1. 109 
 110 
 Adaptive MWDG2 scheme 111 
This section outlines the implementation details of an MWDG2 solver for the conservative form of 112 
the standard SWE with source terms over a 1D domain ȳ, written as: 113 ߲௧܃ ൅ ߲௫۴ሺ܃ሻ ൌ ܁ሺ܃ሻ       Eq 1 114 
where ߲௧ and ߲௫ represent partial derivatives with respect to ݐ and ݔ, ܃ሺݔǡ ݐሻ is the vector of the 115 
state variables at a location ݔ and time ݐ, ۴ሺ܃ሻ is the spatial flux vector and ܁ሺ܃ሻ is a vector 116 
including bed and friction slope terms. These vectors are given by: 117 
܃ ൌ ൤݄ݍ൨, ۴ ൌ ቈ ݍ௤మ௛ ൅ ݃ ௛మଶ ቉ and ܁ ൌ ൤  ?ܵ௕ ൅ ௙ܵ൨   Eq 2 118 
where ݃ (Ȁଶ) is gravity, ݄ () is the water height, ݍ ൌ ݄ݒ (ଶȀ) is the flow discharge per unit 119 
width with ݒ (Ȁ) being the velocity, and ݖሺݔሻis the topography function in the bed slope source 120 
term ܵ௕ ൌ െ݄݃߲௫ݖ. The term ௙ܵ ൌ െܥ௙ݒȁݒȁ represents the energy loss due to friction effects with 121 ܥ௙ ൌ ݃݊ெଶ Ȁ݄ଵȀଷ in which ݊ெ ŝƐƚŚĞDĂŶŶŝŶŐ ?ƐďĞĚƌŽƵŐŚŶĞƐƐĐŽĞĨĨŝĐŝĞŶƚ ? 122 
 123 
2.1 Scaled DG2 formulation 124 
The 1D domain ȳ is divided into a set of ܯ elements ሼܫ௜ሽ௜ୀଵǡǥǡெ by means of ܯ ൅  ? interface points 125 ሾݔ௜ିଵȀଶሿ௜ୀଵǡǥǡெାଵ such that ܫ௜ ൌ ሾݔ௜ିଵȀଶǡ ݔ௜ାଵȀଶሿ is a segment with ȳ ൌ ڂ ܫ௜ெ௜ୀଵ  and ܫ௜ځܫ௜ାଵ ൌ126 ሼݔ௜ାଵȀଶሽ. An element ܫ௜ has the centre ݔ௜ ൌ భమሺݔ௜ାଵȀଶ ൅ ݔ௜ିଵȀଶሻ and size ȟݔ ൌ ݔ௜ାଵȀଶ െ ݔ௜ିଵȀଶ. ܫ௜ can 127 
be mapped into a reference elementሾെ ?ǡ  ?ሿ by the following change of variable ߦሺݔሻ ൌ  ?ሺݔ െ128 ݔ௜ሻȀȟݔ; therefore ߦሺݔሻ, such that ݔሺߦሻ ൌ ݔ௜ ൅ ߦȟݔȀ ?, can be used to position ܫ௜ onto ሾെ ?ǡ  ?ሿ. 129 
 130 
2.1.1 Finite element weak form 131 
By multiplying Eq. (1) by a test function ߥሺݔሻ, integrating by parts to remove ߲௫ on the flux term, and 132 
moving the flux terms to the RHS, the following weak form can be obtained [35]: 133 ׬ ߲௧܃ሺݔǡ ݐሻஐ ߥሺݔሻ݀ݔ ൌ െ ቄൣ۴൫܃ሺݔǡ ݐሻ൯ߥሺݔሻ൧డஐ െ ׬ ۴൫܃ሺݔǡ ݐሻ൯߲௫ߥሺݔሻ݀ݔஐ െ ׬ ܁ሺ܃ሺݔǡ ݐሻሻஐ ߥሺݔሻ݀ݔቅ Eq 3 134 
It is worth noting that, in Eq. (3), the incorporation of appropriate local bases functions 135 
(orthonormal, compactly-supported and discontinuous) as choices for the test function ߥሺݔሻ and for 136 
expanding an approximate solution ܃௛ ൌ ሾ݄௛ ݍ௛ሿ୘ to ܃ are key ingredients to designing an adaptive 137 
MWDG scheme [27, 29]. These choices are needed in order to: 138 
(i) Embed local resolution variability into the basis functions shaping the DG spatial 139 
operators via a dual basis;  140 
(ii) Expand a local DG approximate solution that is compatible with multi-scale 141 
decomposition offered by MW via a primal basis; and,  142 
(iii) Get the identity matrix as the only multiplier of the time derivative term ߲௧܃ in the LHS 143 
of Eq. (3) via deploying bi-orthonormal primal and dual bases. 144 
The key concepts relevant to these basis functions are introduced next as appropriate. 145 
 146 
2.1.2 Choice of bi-orthonormal bases 147 
The starting point is to consider the Legendre basis of polynomials up to first-order within the scope 148 
of designing a DG2 scheme [35]. This basis is denoted by ۾ ൌ ሾܲ଴ܲଵሿ୘ with ܲ଴ሺߦሻ ൌ  ? and 149 ܲଵሺߦሻ ൌ ߦ. As such, it is compactly-supported on ሾെ ?ǡ  ?], inherently discontinuous at ߦ ൌ േ ?, and 150 
orthogonal for the ܮଶ-norm defined by the following inner product: 151 ۃ݂ǡ ݃ۄ ൌ ׬ ݂ሺߦሻ݃ሺߦሻ݀ߦஐ       Eq 4 152 
The basis ۾ is normalised for the ܮଶ-norm to produce the ܮଶ-orthonormal basis ۾෡  ൌ ൣ ෠ܲ଴ ෠ܲଵ൧୘, such 153 
that ۃ ෠ܲ௄ ǡ ෠ܲ௄ᇲۄ ൌ ߜ௄௄ᇲ where ߜ௄௄ᇲ ൌ  ? for ܭ ൌ ܭᇱ and ߜ௄௄ᇲ ൌ  ? otherwise. The components of the 154 
orthonormal basis ۾෡ are [36]: 155 ෠ܲ௄ሺߦሻ ൌ ටଶ௄ାଵଶ ܲ௄ሺߦሻ  ሺܭ ൌ  ?ǡ ?and ߦ א ሾെ ?ǡ ?ሿሻ  Eq 5 156 
From the orthonormal basis components ෠ܲ଴ and  ෠ܲଵ, the local primal and dual bases can be defined 157 
over ܫ௜, which are denoted as ૖௜ ൌ ൣ߮௜଴ሺݔሻ߮௜ଵሺݔሻ൧୘ and ૖෩ ௜ ൌ ൣ ෤߮௜଴ሺݔሻ ෤߮௜ଵሺݔሻ൧୘ with: 158 ߮௜௄ሺݔሻ ൌ  ? ? ෠ܲ௄ሺߦሺݔሻሻ  ሺܭ ൌ  ?ǡ ?and ݔ א ܫ௜ሻ   Eq 6 159 ෤߮௜௄ሺݔሻ ൌ ఝ೔಼ ሺ௫ሻ୼௫    ሺܭ ൌ  ?ǡ ?and ݔ א ܫ௜ሻ   Eq 7 160 
Each of the primal and the dual bases is compactly-supported, orthogonal and discontinuous at the 161 
interfaces ݔ௜േଵȀଶ of the element ܫ௜. These bases are bi-orthonormal since the following relationship 162 
holds: 163 ۃ߮௜௄ ǡ ෤߮௜ᇲ௄ᇲۄ ൌ ߜ௜௜ᇲߜ௄௄ᇲ      Eq 8 164 
 165 
2.1.3 DG2 operators 166 
By choosing the test function ߥሺݔሻ as the components of the dual basis ෤߮௜௄ሺݔሻ in Eq. (7) and 167 
exploiting their orthogonality and compact-support properties, the weak form in Eq. (3) becomes: 168 ׬ ߲௧܃௫೔శభȀమ௫೔షభȀమ  ෤߮ ௜௄ሺݔሻ݀ݔ ൌ ۺ௜௄ሺ܃ሻ  ሺܭ ൌ  ?ǡ ?ሻ  Eq 9 169 
where ۺ௜௄ሺ܃ሻ are operators involving spatial evaluations of flux and source terms, given by: 170 ۺ௜௄ ൌ െ ൜ൣ۴ሺ܃ሻ ෤߮௜௄ሺݔሻ൧௫೔షభȀమ௫೔శభȀమ  െ ׬ ۴ሺ܃ሻ߲௫ ෤߮௜௄ሺݔሻ݀ݔ௫೔శభȀమ௫೔షభȀమ െ ׬ ܁ሺ܃ሻ௫೔శభȀమ௫೔షభȀమ ෤߮௜௄ሺݔሻ݀ݔൠ Eq 10 171 ܃ is replaced by an approximate solution ܃௛ expressed in terms of the primal basis as: 172 ܃௛ሺݔǡ ݐሻȁூ೔ ൌ  ? ܃௜௄ሺݐሻଵ௄ୀ଴ ߮௜௄ሺݔሻ ൌ ܃௜଴ሺݐሻ ൅  ? ?ߦሺݔሻ܃௜ଵሺݐሻ  Eq 11 173 
in which ܃௜଴ሺݐሻ and ܃௜ଵሺݐሻ are expansion coefficients, or modes, representing an average and a slope 174 
characterising the local linear approximation of ܃௛ over ܫ௜. The initial state of the coefficients at the 175 
RHS of Eq. (11), ܃௜௄ሺ ?ሻ, is obtained by projecting a given initial condition ܃଴ሺݔሻ ൌ ܃ሺݔǡ  ?ሻ onto the 176 
dual basis as follows: 177 ܃௜௄ሺ ?ሻ ൌ ۃ܃଴ǡ ෤߮௜௄ۄ ൌ ׬ ܃଴ሺݔሻ ෤߮௜௄ሺݔሻ݀ݔݔ݅൅ ?Ȁ ?ݔ݅െ ?Ȁ ?    Eq 12 178 
which, once mapped into the reference element ሾെ ?ǡ  ?ሿ for applying (ܭ + 1) Gauss WLegendre 179 
quadrature rules and then manipulated to involve interface evaluations [37], yield the following 180 
expressions for initialising the initial average and slope coefficients: 181 ܃௜଴ሺ ?ሻ ൎ ଵଶ ൣ܃଴൫ݔ௜ାଵȀଶ൯ ൅ ܃଴൫ݔ௜ିଵȀଶ൯൧    Eq 13 182 ܃௜ଵሺ ?ሻ ൎ ଵଶ ?ଷ ൣ܃଴൫ݔ௜ାଵȀଶ൯ െ ܃଴൫ݔ௜ିଵȀଶ൯൧   Eq 14 183 
Now, considering Eqs. (9-10) with ܃௛ instead of ܃, and exploiting the bi-orthonormality property, via 184 
Eq. (8), the system of PDEs is locally decoupled to solve for two independent ODEs over ܫ௜: 185 ߲௧܃௜௄ሺݐሻ ൌ ۺ௜௄ሺ܃௛ሻ  ሺܭ ൌ  ?ǡ ?ሻ   Eq 15 186 
The time derivative in Eq. (15) is solved using an explicit two-stage Runge-Kutta (RK2) time-stepping 187 
scheme (e.g. as described in [37]), which requires evaluation of the spatial DG2 operators ۺ௜௄ሺ܃௛ሻ to 188 
evolve ܃௜௄ሺݐሻ over ܫ௜ over each RK2 stage. For simplicity, the local DG2 operators ۺ௜௄ሺ܃௛ሻ is denoted 189 
hereafter by ۺ௜௄, which can be expressed as: 190 ۺ௜௄ ൌ െ ቄ۴൫܃௛ሺݔ௜ାଵȀଶǡ ݐሻ൯ ෤߮௜௄൫ݔ௜ାଵȀଶ൯ െ ۴൫܃௛ሺݔ௜ିଵȀଶǡ ݐሻ൯ ෤߮௜௄൫ݔ௜ିଵȀଶ൯ െ191 ׬ ۴ሺ܃ࢎሺݔǡ ݐሻሻ߲௫ ෤߮௜௄ሺݔሻ݀ݔ௫೔శభȀమ௫೔షభȀమ െ ׬ ܁ሺ܃௛ሺݔǡ ݐሻሻ௫೔శభȀమ௫೔షభȀమ ෤߮௜௄ሺݔሻ݀ݔቅ  Eq 16 192 
Adopting discontinuous basis functions allows ܃௛ to be discontinuous at the element interfaces 193 ݔ௜േଵȀଶ. To incorporate both limits, ܃௛ି ሺݔ௜േଵȀଶǡ ݐሻ and ܃௛ାሺݔ௜േଵȀଶǡ ݐሻ in the flux evaluation therein, a 194 
numerical flux function ۴෨ሺ ?ǡ ?ሻ is introduced as is usually done in Godunov-type finite volume 195 
methods [1, 38]. By further mapping ۺ௜௄ onto the reference element where ሺܭ ൅  ?ሻ Gauss W196 
Legendre quadrature rules can be applied to approximate volume integral terms of the flux and 197 
source terms, and by considering only the bed slope source term ܁௕ ൌ ሾ ? ௕ܵሿ୘, Eq. (16) becomes: 198 ۺ௜଴ ൌ െ ଵ୼௫ ቄ۴෨௜ାଵȀଶ  െ ۴෨௜ିଵȀଶ െ ȟݔ܁௕ሺ܃௜଴ǡ ߲௫ݖ௛ሻቅ   Eq 17 199 
ۺ௜ଵ ൌ െ  ?ଷ୼௫ ൝۴෨௜ାଵȀଶ ൅ ۴෨௜ିଵȀଶ െ ൣ۴൫܃௜଴ ൅ ܃௜ଵ൯ ൅ ۴൫܃௜଴ െ ܃௜ଵ൯൧െ ୼௫ଶ ?ଷ ൣ܁௕൫܃௜଴ ൅ ܃௜ଵǡ ߲௫ݖ௛൯ െ ܁௕൫܃௜଴ െ ܃௜ଵǡ ߲௫ݖ௛൯൧ൡ  Eq 18 200 
In Eq. (18), ۴෨௜ାଵȀଶ ൌ ۴෨ሺ܃௜ାଵȀଶି ǡ ܃௜ାଵȀଶା ሻ represents a flux evaluation at ݔ௜ାଵȀଶ via a two-argument 201 
numerical flux function ۴෨ based on the Harten, Lax and van Leer approximate Riemann solver [38]. 202 ܃௜ାଵȀଶି ൌ ܃௛ሺݔ௜ାଵȀଶǡ ݐሻȁூ೔  and ܃௜ାଵȀଶା ൌ ܃௛ሺݔ௜ାଵȀଶǡ ݐሻȁூ೔శభ  denote the limits of ܃ࢎ at both sides from 203 ݔ௜ାଵȀଶ, which are known as Riemann states, at which wetting and drying considerations occur (as 204 
outlined later in Sec. 2.3.3). These limits can obtained from Eq. (11) as follows:  205 ܃௜ାଵȀଶି ൌ ܃௜଴ሺݐሻ ൅  ? ?܃௜ଵሺݐሻ   and  ܃௜ାଵȀଶା ൌ ܃௜ାଵ଴ ሺݐሻ െ  ? ?܃௜ାଵଵ ሺݐሻ Eq 19 206 
The bed slope discretisation in ܁௕ is performed by expanding ݖ௛ locally over ܫ௜ onto the primal basis, 207 
consistently with the shaping of the local approximate solution (Eqs.11-14):  208 ݖ௛ሺݔሻȁூ೔ ൌ ݖ௜଴ ൅  ? ?ߦሺݔሻݖ௜ଵ     Eq 20 209 
with ݖ௜଴ and ݖ௜ଵ being time-independent modes for the topography term approximation, which can 210 
be initialised as in Eqs. (13-14), by: 211 ݖ௜଴ ൎ ଵଶ ൣݖ൫ݔ௜ାଵȀଶ൯ ൅ ݖ൫ݔ௜ିଵȀଶ൯൧     Eq 21 212 ݖ௜ଵ ൎ ଵଶ ?ଷ ൣݖ൫ݔ௜ାଵȀଶ൯ െ ݖ൫ݔ௜ିଵȀଶ൯൧    Eq 22 213 
The discretisation is then completed by extracting an approximate partial derivative while mapping 214 
from the reference element: 215 ߲௫ݖ௛ȁூ೔ ൌ ଶ ?ଷ୼௫ ݖ௜ଵ      Eq 23 216 
Therefore, the expressions of the bed slope source terms involved in Eqs. (17) and (18) become: 217 ܁௕ሺ܃௛ሺݔǡ ݐሻǡ ߲௫ݖ௛ሻ ൌ ଶ ?ଷ ?௫೔ ൤  ?െ݃݄௛ሺݔǡ ݐሻݖ௜ଵ൨    Eq 24 218 
Substituting Eq. (24) into Eqs. (17) and (18), the DG2 operators can be further simplified to: 219 ۺ௜଴ ൌ െ ଵ୼௫ ൜۴෨௜ାଵȀଶ െ  ۴෨௜ିଵȀଶ ൅ ൤  ? ?  ݃? ?݄ ௜଴ݖ௜ଵ൨ൠ     Eq 25 220 ۺ௜ଵ ൌ െ  ?ଷ୼௫ ൜۴෨௜ାଵȀଶ ൅ ۴෨௜ିଵȀଶ െ ۴൫܃௜଴ ൅ ܃௜ଵ൯ െ ۴൫܃௜଴ െ ܃௜ଵ൯ ൅ ൤  ? ?݃ ௜݄ଵݖ௜ଵ൨ൠ Eq 26 221 
 222 
2.1.4 Extension to multiresolution bases 223 
From the same ܮ2-orthonormal basis ۾෡, a series of child bases ሼ۾෡ሺ௡ሻሽ௡ can be defined given its 224 
property of being a refinable function [36, 39, 40]  W where ݊ is a positive integer indicating the 225 
refinement level, which will hereafter be used as a bracketed superscript to avoid notation confusion 226 
with other indexes. These child bases arise from the father basis ۾෡ሺ଴ሻ ൌ ۾෡ and preserve its 227 
properties. The supports of these child bases at any refinement level ሺ݊ሻ can be associated with a 228 
grid ݃ሺ௡ሻ based on ݊ dyadic sub-divisions of the support ሾെ ?ǡ ?ሿ of ۾෡. Hence, ݃ሺ௡ሻ spans ሾെ ?ǡ ?ሿ such 229 
that ݃ሺ௡ሻ  ൌ ڂ ܫ௝ሺ௡ሻଶ೙ିଵ௝ୀ଴ , where ሼܫ௝ሺ௡ሻሽ௝ୀ଴ǡଵǡǥǡଶ೙ିଵ is a set of non-overlapping sub-divisions of ሾെ ?ǡ ?ሿ. 230 
Moreover, a sub-division ܫ௝ሺ௡ሻ can be regarded as a sub-element of ሾെ ?ǡ ?ሿ, taking the following form: 231 ܫ௝ሺ௡ሻ ൌ ൣ߯௝ିଵȀଶǡ ߯௝ାଵȀଶ൧     Eq 27 232 
with ߯௝ିଵȀଶ ൌ െ ? ൅ మమ೙݆ are interface points forming sub-elements ሼܫ௝ሺ௡ሻሽ௝ୀ଴ǡଵǡǥǡଶ೙ିଵ, and the index 233 ݆ ൌ  ?ǡ ?ǡ ǥ ǡ  ?௡ െ  ? representing the position of ܫ௝ሺ௡ሻ in ݃ሺ௡ሻ, on which the components ۾෡௝ሺ௡ሻ of the 234 
basis ۾෡ሺ௡ሻ ൌ ሾ۾෡௝ሺ௡ሻሿ௝ can be obtained by translation and dilatation of ۾෡, as follows: 235 ۾෡௝ሺ௡ሻሺ߯ሻ ൌ ൫ ? ?൯௡۾෡ሺ ?௡ሺ߯ ൅  ?ሻ െ  ?݆ െ  ?ሻ ቀ߯ א ܫ௝ሺ௡ሻቁ  Eq 28 236 
From the compact-support and ܮ2-orthonormality properties of ሼ۾෡ሺ௡ሻሽ௡, the grids ሼ݃ሺ௡ሻሽ௡ form a 237 
hierarchy spanning ሾെ ?ǡ ?ሿ, i.e. ڂ ݃ሺ௡ሻ௡ ൌ ሾെ ?ǡ ?ሿ, and are globally nested across all refinement 238 
levels while having local and non-overlapping support at each level ሺ݊ሻ. 239 
 Similarly, on a mesh element ܫ௜ ൌ ሾݔ௜ିଵȀଶǡ ݔ௜ାଵȀଶሿ a hierarchy of nested grids ሼ݃௜ሺ௡ሻሽ௡ can be 240 
defined such that ݃௜ሺ௡ሻ ൌ ڂ ܫ௝ǡ௜ሺ௡ሻଶ೙ିଵ௝ୀ଴  with ሼܫ௝ǡ௜ሺ௡ሻሽ௝ୀ଴ǡଵǡǥǡଶ೙ିଵ now denoting sub-divisions of ܫ௜, with 241 ܫ௝ǡ௜ሺ௡ሻ representing a sub-element of ܫ௜ at a position ݆ relative to refinement level ሺ݊ሻ, namely: 242 ܫ௝ǡ௜ሺ௡ሻ ൌ ቂݔ௝ିଵȀଶǡ௜ሺ௡ሻ ǡ ݔ௝ାଵȀଶǡ௜ሺ௡ሻ ቃ    Eq 29 243 
In Eq. (29), ݔ௝ିଵȀଶǡ௜ሺ௡ሻ ൌ ݔ௜ିଵȀଶ ൅  ?ݔሺ௡ሻ݆ are interface points forming sub-elements ሼܫ௝ǡ௜ሺ௡ሻሽ௝ୀ଴ǡଵǡǥǡଶ೙ିଵ 244 
and  ?ݔሺ௡ሻ ൌ  ?ݔȀ ?௡ is the grid spacing relative to grid ݃௜ሺ௡ሻ with positions ݆ such that ݆ ൌ245  ?ǡ ?ǡ ǥ ǡ  ?௡ െ  ?. For convenience of presentation, sub-elements ܫ௝ǡ௜ሺ௡ሻ will hereafter be denoted by ܫ௘ሺ௡ሻ 246 
where index  ?݁  ?is shorthand for  ?݆ǡ ݅ ?ƚŽƉŽƐŝƚŝŽŶsub-elements in ܫ௜. Thereby, sub-elements ܫ௘ሺ௡ሻ can 247 
be linked to ܫ௝ሺ௡ሻ by translation into ሾെ ?ǡ ?ሿ. This also makes it easy to keep consistent with the 248 
notation associated with the DG2 method presented previously (Secs. 2.1.1-2.1.3) for application at 249 
sub-elements ܫ௘ሺ௡ሻ, which take the following form: 250 ܫ௘ሺ௡ሻ ൌ ቂݔ௘ିଵȀଶሺ௡ሻ ǡ ݔ௘ାଵȀଶሺ௡ሻ ቃ     Eq 30 251 
with ݔ௘ሺ௡ሻ and  ?ݔ௘ሺ௡ሻ being the centre position and the size of a sub-element ܫ௘ሺ௡ሻ, respectively. On 252 ܫ௘ሺ௡ሻ א ݃௜ሺ௡ሻ bi-orthonormal dual and primal bases, denoted by ૖௘  and ૖෩ ௘ , can be defined via the 253 
refined bases ሾ۾෡௝ሺ௡ሻሿ௝ by analogy (recall Eqs. 6-7), and take the form: 254 ૖௘ሺ௡ሻሺݔሻ ൌ  ? ?۾෡௝ሺ௡ሻሺ߯ሻ  ቀݔ א ܫ௘ሺ௡ሻ ؿ ܫ௜ቁ   Eq 31 255 ૖෩ ௘ሺ௡ሻሺݔሻ ൌ ૖೐ሺ೙ሻሺ௫ሻ୼௫ሺ೙ሻ   ቀݔ א ܫ௘ሺ௡ሻ ؿ ܫ௜ቁ   Eq 32 256 
where ߯ሺݔሻ ൌ  ?ሺݔ െ ݔ௘ሺ௡ሻሻȀ ?ݔ௘ሺ௡ሻ is a change of variable used to map the position ݔ א ܫ௘ሺ௡ሻ into ܫ௝ሺ௡ሻ. 257 
Adopting the local basis functions in Eqs. (31-32), and reworking the steps in Sec. 1.1.3, yield similar 258 
DG2 operators for any sub-element ܫ௘ሺ௡ሻ א ݃௜ሺ௡ሻ, which are similar to Eqs. (25-26) but with index ݁ 259 
instead of ݅ and the grid spacing ȟݔሺ௡ሻ of ݃௜ሺ௡ሻ instead of ȟݔ. Such DG2 operators can be applied to 260 
evolve DG2 modes ܃௘଴ሺݐሻ and ܃௘ଵሺݐሻ, spanning local flow solutions ܃௛ሺݔǡ ݐሻȁூ೐ሺ೙ሻ  over any sub-261 
element ܫ௘ሺ௡ሻ א ሼ݃௜ሺ௡ሻሽ௡, starting from initial flow modes as described in Eqs. (13-14) with index ݁ 262 
instead of ݅. Similarly, topography modes, ݖ௘଴ and ݖ௘ଵ on ܫ௘ሺ௡ሻ, can be initialised as in Eqs. (21-22) for 263 
use in the DG2 operators on ܫ௘ሺ௡ሻ.  264 
To ease the presentation in the following sections, DG2 flow and topography modes (܃௘଴ሺݐሻ, 265 ܃௘ଵሺݐሻ, ݖ௘଴ and ݖ௘ଵ) will be considered component-wise, and the scalar variable ݑ א ሼ݄ǡ ݍǡ ݖሽ will be 266 
used to represent any physical quantities in ܃ ൌ ሾ݄ݍሿ୘ and ݖ. Since each ݑ has DG2 modes, which 267 
are actually its spectral components in terms of average and slope coefficients, DG2 modes of any 268 
physical quantity ݑ on sub-elements ܫ௘ሺ௡ሻ א ሼ݃௜ሺ௡ሻሽ௡ will be denoted as ࢛௘ሺ௡ሻ ൌ ሾݑ௘଴ǡሺ௡ሻݑ௘ଵǡሺ௡ሻሿ.  269 
 270 
2.2 Multiresolution analysis 271 
From the same ܮ2-orthonormal basis ۾෡, child bases ሼ۾෡ሺ௡ሻሽ௡ and multiwavelet bases ሼશሺ௡ሻሽ௡ can be 272 
defined. This allows multiresolution analysis to be performed, which is summarised in this section 273 
with a view to presenting how it is directly applicable to analysing the behaviour of the DG2 modes 274 
on multiresolution bases. 275 
 276 
2.2.1 Relationship between the scaling bases ሼ۾෡ሺ௡ሻሽ௡ 277 
From the properties of the scaling bases ሼ۾෡ሺ௡ሻሽ௡ defined on the hierarchy of grids ሼ݃ሺ௡ሻሽ௡, it is 278 
possible to produce a recurrence relationship for binary merging of two adjacent components of the 279 
bases belonging to ݃ሺ௡ାଵሻ to form the components of the bases in ݃ሺ௡ሻ. Without loss of generality, it 280 
suffices to outline the relationship linking an elementary father basis ሾ۾෡௝ሺ௡ሻሿ and its child bases 281 ሾ۾෡ଶ௝ሺ௡ାଵሻ۾෡ଶ௝ାଵሺ௡ାଵሻሿ, in particular for the case between ݃ሺ଴ሻand ݃ሺଵሻ where ݊ ൌ ݆ ൌ  ?. This relationship 282 
between the scaling bases can be achieved by involving the so-called low-pass filter matrices ۶଴ and 283 ۶ଵ [36, 40], which allow ۾෡௝ሺ௡ሻ to be expressed as linear combination of ۾෡ଶ௝ሺ௡ାଵሻ and ۾෡ଶ௝ାଵሺ௡ାଵሻ: 284 ۾෡௝ሺ௡ሻ ൌ ۶଴۾෡ଶ௝ሺ௡ାଵሻ ൅ ۶ଵ۾෡ଶ௝ାଵሺ௡ାଵሻ     Eq 33 285 ۶଴ ൌ ቂۃ۾෡௝ሺ௡ሻǡ ۾෡ଶ௝ሺ௡ାଵሻۄቃ ൌ ቈ  ?Ȁ ? ?  ?െ ? ?Ȁ ?  ? ?Ȁ ?቉    Eq 34 286 
۶ଵ ൌ ቂۃ۾෡௝ሺ௡ሻǡ ۾෡ଶ௝ାଵሺ௡ାଵሻۄቃ ൌ ቈ ?Ȁ ? ?  ? ? ?Ȁ ?  ? ?Ȁ ?቉    Eq 35 287 
 288 
2.2.2 Multiwavelet bases and their relationship to the scaling bases 289 
Now reconsidering the father basis ۾෡, a mother basis of wavelets શ, or multiwavelets [36], can be 290 
defined on ݃ሺ଴ሻ ൌ ሾെ ?ǡ ?ሿ, which represents the encoded (ܮ2-orthonormal) difference between ۾෡ ൌ291 ۾෡଴ሺ଴ሻ and the components of its two child bases ሾ۾෡଴ሺଵሻ۾෡ଵሺଵሻሿ supported on ݃ሺଵሻ ൌ ሾെ ?ǡ ?ሿڂሾ ?ǡ ?ሿ. In 292 
essence, શ represents the (ܮ2-orthonormal) complement of ۾෡଴ሺ଴ሻ ൌ ۾෡ in ݃ሺଵሻ. Therefore, શ is one 293 
refinement level higher than ۾෡଴ሺ଴ሻ and spans ݃ሺ଴ሻ ת ݃ሺଵሻ, taking the form [36]: 294 શሺ߯ሻ ൌ ሾ߰଴ሺ଴ሻሺ߯ሻ߰ଵሺ଴ሻሺ߯ሻሿ        Eq 36 295 
߰଴ሺ଴ሻሺ߯ሻ ൌ ە۔
ۓെටଷଶ ሺ ?߯ ൅  ?ሻ߯ א ܫ଴ሺଵሻ൅ටଷଶ ሺ ?߯ െ  ?ሻ߯ א ܫଵሺଵሻ  and ߰ଵሺ଴ሻሺ߯ሻ ൌ ە۔
ۓටଵଶ ሺ ?߯ ൅  ?ሻ߯ א ܫ଴ሺଵሻටଵଶ ሺ ?߯ െ  ?ሻ߯ א ܫଵሺଵሻ Eq 37 296 
with ܫ଴ሺଵሻ ൌ ሾെ ?ǡ ?ሿ and ܫଵሺଵሻ ൌ ሾ ?ǡ ?ሿ denoting the two shifts forming ݃ሺଵሻ, for generality relating to 297 
Eq. (27). Note that શ admits a discontinuity at ߯ ൌ  ?, which offers an advantage for the analysis of 298 
signals with discontinuities. Moreover, શ and ۾෡ are bi-orthonormal with the former inheriting the 299 
properties of the latter. Hence, a series of child multiwavelets ሼશሺ௡ሻሽ௡ can be defined on the 300 
hierarchy of grids ሼ݃ሺ௡ሻሽ௡ by translation and dilatation of શ, such that on a grid ݃ሺ௡ሻ  ൌ ڂ ܫ௝ሺ௡ሻଶ೙ିଵ௝ୀ଴ , 301 શሺ௡ሻ ൌ ሾશ௝ሺ௡ሻሿ௝ୀ଴ǡଵǡǥǡଶ೙ିଵ where each શ௝ሺ௡ሻtakes the following form:  302 શ௝ሺ௡ሻሺ߯ሻ ൌ ൫ ? ?൯௡શሺ ?௡ሺ߯ ൅  ?ሻ െ  ?݆ െ  ?ሻ ቀ߯ א ܫ௝ሺ௡ሻቁ   Eq 38 303 
From the scaling bases, binary merging of two adjacent components belonging to ݃ሺ௡ାଵሻ can be 304 
achieved to produce the components of the multiwavelet bases in ݃ሺ௡ሻ. Again, it suffices to outline 305 
the relationship linking an elementary multiwavelet basis ሾશ௝ሺ௡ሻሿ in ݃ሺ௡ሻ to the scaling bases 306 ሾ۾෡ଶ௝ሺ௡ାଵሻ۾෡ଶ௝ାଵሺ௡ାଵሻሿ in ݃ሺ௡ାଵሻ for ݊ ൌ ݆ ൌ  ?. This relationship can be expressed by using the so-called 307 
high-pass filter matrices ۵଴ and ۵ଵ, which allow શ௝ሺ௡ሻ to be derived as linear combination of ۾෡ଶ௝ሺ௡ାଵሻ 308 
and ۾෡ଶ௝ାଵሺ௡ାଵሻ:  309 શ௝ሺ௡ሻ ൌ ۵଴۾෡ଶ௝ሺ௡ାଵሻ ൅ ۵ଵ۾෡ଶ௝ାଵሺ௡ାଵሻ      Eq 39 310 ۵଴ ൌ ቂۃશ௝ሺ௡ሻǡ ۾෡ଶ௝ሺ௡ାଵሻۄቃ ൌ ቈ  ? െ ?Ȁ ? ? ? ?Ȁ ?  ? ?Ȁ ? ቉      Eq 40 311 
۵ଵ ൌ ቂۃશ௝ሺ௡ሻǡ ۾෡ଶ௝ାଵሺ௡ାଵሻۄቃ ൌ ቈ  ?  ?Ȁ ? ?െ ? ?Ȁ ?  ? ?Ȁ ?቉     Eq 41 312 
 313 
2.2.3 Single-scale vs. multi-scale expansions 314 
The definition of scaling and multiwavelet bases on the hierarchy of grids ሼ݃ሺ௡ሻሽ௡ allows for two 315 
interchangeable ways to approximate a given scalar signal ݏሺߦሻ defined on ሾെ ?ǡ ?ሿ. Given a grid 316 ݃ሺ௡ሻ  ൌ ڂ ܫ௝ሺ௡ሻଶ೙ିଵ௝ୀ଴  associated with the scaling bases ۾෡ሺ௡ሻ ൌ ሾ۾෡௝ሺ௡ሻሿ௝ୀ଴ǡଵǡǥǡଶ೙ିଵ, an approximation 317 ݏ௛ሺߦሻ of the signal ݏሺߦሻ can be obtained by expanding it onto the bases ۾෡ሺ௡ሻ as follows [36]:  318 
ݏ௛ሺߦሻ ൌ  ? ݏ௛ሺ߯ሻȁூೕሺ೙ሻଶ೙ିଵ௝ୀ଴      Eq 42 319 
in which ݏ௛ሺ߯ሻȁூೕሺ೙ሻ  is a piecewise-linear expansions onto each basis ۾෡௝ሺ௡ሻ that is compactly-supported 320 
on the sub-element ܫ௝ሺ௡ሻ. The signal approximation can therefore be expressed as: 321 ݏ௛ȁூೕሺ೙ሻ ൌ ۃ࢙ሺ݆݊ሻǡ ۾෡௝ሺ௡ሻۄ ൌ ݏ ݆?ǡሺ݊ሻ ෠ܲ௝଴ǡሺ௡ሻ ൅ ݏ ݆?ǡሺ݊ሻ ෠ܲ௝ଵǡሺ௡ሻ  Eq 43 322 
where ࢙௝ሺ௡ሻ ൌ ሾݏ௝଴ǡሺ௡ሻݏ௝ଵǡሺ௡ሻሿ denotes local scale coefficients expanding ݏ௛ሺ߯ሻȁூೕሺ೙ሻ  onto the basis ۾෡௝ሺ௡ሻ, 323 
which can be initialised as ݏ௝௄ǡሺ௡ሻ ൌ ۃݏǡ ෠ܲ௝௄ǡሺ௡ሻۄ with ܭ ൌ  ?ǡ ?. This type of description, i.e. in Eqs. (42) 324 
and (43), is called single-scale expansion as it only involves scale coefficicents from the grid ݃ሺ௡ሻ, at a 325 
single-scale refinement level ሺ݊ሻ.  326 
 Another way to expand ݏ௛ሺߦሻ is to involve the multiwavelet bases. By doing so, the single-327 
scale description of in Eqs. (42-43) can be recursively decomposed to produce a so-called multi-scale 328 
expansion. This form of description sums up the features of ݏ௛ሺߦሻ, via wavelet coefficients, 329 
throughout grids ݃ሺ଴ሻǡ ǥ ǡ ݃ሺ௡ିଵሻ to its background information at its coarsest level (i.e. the scale 330 
coefficients on ݃ሺ଴ሻ). Hence, the multi-scale expansion takes the form [36]: 331 ݏ௛ሺߦሻ ൌ ݏ௛ሺߦሻȁூబሺబሻ ൅  ? ቀ ? ۃࢊሺ݆݈ሻሺ߯ሻǡ ૐ௝ሺ௟ሻሺ߯ሻۄଶ೗ିଵ௝ୀ଴ ቁ௡ିଵ௟ୀ଴    Eq 44 332 ۃࢊ௝ሺ௟ሻǡ ૐሺ݆݈ሻۄ ൌ ௝݀଴ǡሺ௡ሻ߰ ݆?ǡሺ݈ሻ ൅ ௝݀ଵǡሺ௡ሻ߰ ݆?ǡሺ݈ሻ    Eq 45 333 
with ࢊ௝ሺ௟ሻ ൌ ሾ ௝݀଴ǡሺ௟ሻ ௝݀ଵǡሺ௟ሻሿ denoting the local details also known as detail coefficients or wavelet 334 
coefficients. They can be initialised as ௝݀௄ǡሺ௟ሻ ൌ ۃݏǡ ߰௝௄ǡሺ௟ሻۄ with ܭ ൌ  ?ǡ ?. The multi-scale expansion in 335 
Eqs. (44-45) clearly distinguishes the details of ݏ௛ሺߦሻ between successively higher resolution, which 336 
become increasingly significant with increasing levels of non-smoothness in ݏ௛ሺߦሻ while remaining 337 
negligible where ݏ௛ሺߦሻ is smooth. Therefore, it provides a mechanism to analyse, decompose and 338 
reconstruct the approximate signal ݏ௛ሺߦሻ across the grids in the hierarchy ሼ݃ሺ௡ሻሽ௡.  339 
 340 
2.2.4 Two-scale transformations between coefficients 341 
From the link between the high- and low-pass filter matrices [36] outlined previously in Eqs. (34-35) 342 
and (40-41), relationships for scaling up or down (recurrently) relevant coefficients between 343 
subsequent resolution levels ሺ݊ሻ and ሺ݊ ൅  ?ሻ can be produced, namely: 344 
൝࢙௝ሺ௡ሻ ൌ ۶଴࢙ଶ௝ሺ௡ାଵሻ ൅ ۶ଵ࢙ଶ௝ାଵሺ௡ାଵሻࢊ௝ሺ௡ሻ ൌ ۵଴ܛଶ௝ሺ௡ାଵሻ ൅ ۵ଵܛଶ௝ାଵሺ௡ାଵሻ    Eq 46 345 
൝࢙ଶ௝ሺ௡ାଵሻ ൌ ሾ۶଴ሿ୘ܛ௝ሺ௡ሻ ൅ ሾ۵଴ሿ୘ࢊ௝ሺ௡ሻ࢙ଶ௝ାଵሺ௡ାଵሻ ൌ ሾ۶ଵሿ୘࢙௝ሺ௡ሻ ൅ ሾ۵ଵሿ୘ࢊ௝ሺ௡ሻ   Eq 47 346 
Eq. (46) is useful to encode (or extract) the scale and detail coefficients ࢙௝ሺ௡ሻ and ࢊ௝ሺ௡ሻ at a sub-347 
element ܫ௝ሺ௡ሻ א ݃ሺ௡ሻ from the scale coefficients ࢙ଶ௝ሺ௡ାଵሻ and ࢙ଶ௝ାଵሺ௡ାଵሻ of its two child sub-elements 348 ሼܫଶ௝ሺ௡ାଵሻǡ ܫଶ௝ାଵሺ௡ାଵሻሽ א ݃ሺ௡ାଵሻ. It applies in a descending order across refinement levels starting from sub-349 
elements on the finest grid ݃ሺ௅ሻ with ሺܮሻ being a maximum refinement level prescribed by a user. 350 
This results in a multi-scale expansion, as in Eq. (44), compressing the details across the whole 351 
hierarchy ሼ݃ሺ௡ሻሽ௡ୀ଴ǡଵǡǥǡ௅. Eq. (47) is used in the opposite sense to decode (or combine) scale and 352 
wavelet coefficients at any ܫ௝ሺ௡ሻ (݊ ൌ ܮ െ  ?ǡ ǥ ǡ ?ǡ ?) to generate their scale coefficients located one 353 
resolution higher, i.e. the scale coefficients on the two sub-elements ܫଶ௝ሺ௡ାଵሻ and ܫଶ௝ାଵሺ௡ାଵሻ. Given a 354 
multi-scale expansion, Eq. (47) can successively be applied in an ascending order, starting from the 355 
information available at the coarsest grid ݃ሺ଴ሻ, to retrieve a single-scale expansion, as in Eq. (42), up 356 
to any refinement level ሺ݊ሻ,  ? ൑ ݊ ൑ ܮ. 357 
 358 
2.2.5 Extension of the analysis for the DG2 modes on multiresolution bases  359 
To extend the validlity of the analysis in Secs. 2.2.1-2.2.4 from bases ሼ۾෡ሺ௡ሻሽ௡, spanning ሾെ ?ǡ ?ሿ, to the 360 
multiresolution bases ሼ૖௘ሺ௡ሻሽ௡, spanning ܫ௜, it suffices to consider Eq. (31) and the notation adopted 361 
in Sec. 2.1.4. Now, Eqs. (42-45) can be reused for any physical component ݑ, with ݑ௛ȁூ೔ being its 362 
expansion on ܫ௜ by coefficients ሾ࢛௘ሺ௡ሻሿ௡ǡ௘, as in Eq. (42). Each ࢛௘ሺ௡ሻ contains the expansion coefficients 363 
of a local linear DG2 solution on sub-elements ܫ௘ሺ௡ሻ ؿ ܫ௜, as in Eq. (43), or DG2 modes as ࢛௘ሺ௡ሻ ൌ364 ሾݑ௘଴ǡሺ௡ሻݑ௘ଵǡሺ௡ሻሿ. 365 
Over a selected grid ݃௜ሺ௡ሻ ൌ ڂ ܫ௘ሺ௡ሻଶ೙ିଵ௘ୀ଴  of the hierarchy of grids ሼ݃௜ሺ௡ሻሽ௡, DG2 modes 366 ሾ࢛௘ሺ௡ሻሿ௘ୀ଴ǡଵǡǥǡଶ೙ିଵ can be initialised for the single-scale expansion ݑ௛ȁூ೔, which actually represents an 367 
assembled DG2 solution on grid ݃௜ሺ௡ሻ. Alternatively, a multi-scale expansion is also possible as in Eqs. 368 
(44-45), which is actually a compressed MWDG2 solution allowing to access the details ሾࢊ௘ሺ௟ሻሿ௟ǡ௘, with 369 ࢊ௘ሺ௟ሻ ൌ ሾ݀௘଴ǡሺ௟ሻ݀௘ଵǡሺ௟ሻሿ, living on lower resolution grids ሼ݃௜ሺ௟ሻሽ௟ୀ௡ିଵǡǥǡଵǡ଴. These details can be initialised 370 
from the DG2 modes on ݃௜ሺ௡ሻ for the physical components ݑ א ሼ݄ ൅ ݖǡ ݍǡ ݖሽ as explained later in Sec. 371 
2.3.1. With this change of bases and variable, the two-scale transformation formulae in Eqs. (46-47) 372 
should be re-scaled by  ? ? to make them relevant to the DG2 modes and their associated details, 373 
leading to modified formulae: 374 
ቐ࢛௘ሺ௡ሻ ൌ ଵ ?ଶ ቀ۶଴࢛ଶ௘ሺ௡ାଵሻ ൅ ۶ଵ࢛ଶ௘ାଵሺ௡ାଵሻቁࢊ௘ሺ௡ሻ ൌ ଵ ?ଶ ቀ۵଴࢛ଶ௘ሺ௡ାଵሻ ൅ ۵ଵ࢛ଶ௘ାଵሺ௡ାଵሻቁ     Eq 48 375 
ቐ࢛ଶ௘ሺ௡ାଵሻ ൌ  ? ?ቀሾ۶଴ሿ୘࢛௘ሺ௡ሻ ൅ ሾ۵଴ሿ୘ࢊ௘ሺ௡ሻቁ࢛ଶ௘ାଵሺ௡ାଵሻ ൌ  ? ?ቀሾ۶ଵሿ୘࢛௘ሺ௡ሻ ൅ ሾ۵ଵሿ୘ࢊ௘ሺ௡ሻቁ    Eq 49 376 
As detailed later in Sec. 2.3, Eqs. (48-49) can be directly deployed within the scaled DG2 method, as 377 
needed, to encode information via Eq. (48), i.e. binary merging of DG2 modes on ݃௜ሺ௡ାଵሻ to generate 378 
coarser modes and/or their details on ݃௜ሺ௡ሻ, or decode information via Eq. (49), i.e. adding up the 379 
details and modes on ݃௜ሺ௡ሻ to generate the DG2 modes on ݃௜ሺ௡ାଵሻ. Encoding is key to produce, scan 380 
and distinguish the details across successive refinement levels from within the compressed MWDG2 381 
solution, whereas decoding is key to generate an assembled DG2 solution from a set of carefully-382 
selected DG2 modes relative to sub-elements with non-uniform size ȟݔሺ௡ሻ.  383 
 384 
2.3 Multiresolution scaled DG2 adaptive solution 385 
This section describes how multiresolution analysis (Sec. 2.2) can be used directly within the scaled 386 
DG2 formulation (Sec. 2.1) to produce the so-called adaptive MWDG2 numerical solution. The 387 
starting point is to set a desired maximum refinement level ሺܮሻ and thereby refine the coarsest 388 
discretisation of the domain ȳ ൌ ڂ ܫ௜ெ௜ୀଵ  to be at the finest uniform resolution allowable (a uniform 389 
mesh with  ?௅ܯ sub-elements). Now, each element ܫ௜  has  ?௅ sub-elements ሼܫ௘ሺ௅ሻሽ௘ୀ଴ǡଵǡǥǡଶಽିଵ such 390 
that ܫ௜ ൌ ݃௜ሺ௅ሻ ൌ ڂ ܫ௘ሺ௅ሻଶಽିଵ௘ୀଵ . Given that the combined MWDG2 functioning can be applied element-391 
wise, we hereafter assume that the coarsest grid spanning ȳ is made by a single element, hence we 392 
take ܯ ൌ  ? without loss of generality. Now ݃௜ሺ௅ሻ represents the finest uniform discretisation for ȳ, 393 
which is made of sub-elements ሼܫ௘ሺ௅ሻሽ௘ୀ଴ǡଵǡǥǡଶಽିଵ. On each sub-element ܫ௘ሺ௅ሻ, DG2 modes, ࢛௘ሺ௅ሻ ൌ394 ሾݑ௘଴ǡሺ௅ሻݑ௘ଵǡሺ௅ሻሿ with ݑ א ሼ݄ǡ ݍǡ ݖሽ can be initialised in terms of flow and topography data (Sec. 2.1.4), 395 
forming an assembled DG2 solution on the finest grid ݃௜ሺ௅ሻ for initial pre-processing (Sec. 2.3.1). 396 
 397 
2.3.1 Pre-processing: generation of initial detail coefficients (ݐ = 0 s) 398 
Initially, DG2 modes ሾ࢛௘ሺ௅ሻሿ௘ୀ଴ǡଵǡǥǡଶಽିଵ of the flow and topography are only available on ݃௜ሺ௅ሻ. From 399 
these modes, details ሾࢊ௘ሺ௡ሻሿ௡ǡ௘ living on the lower resolution grids ሼ݃௜ሺ௡ሻሽ௡ୀ௅ିଵǡǥǡଵǡ଴ can be encoded. 400 
This is achieved by successive application of Eq. (48) in a descending order, starting from refinement 401 
level (ܮ െ  ?ሻ until reaching the coarsest level ሺ ?ሻ where both the coarsest modes ࢛଴ሺ଴ሻ and details 402 ࢊ଴ሺ଴ሻ become available. Moreover, details representing the water height ݄ were encoded based on 403 
the DG2 modes representing the free-surface elevation ݄ ൅ ݖ, which was found necessary to avoid 404 
producing misinformative details for ݄ when the topography is very steep. In what follows, the 405 
details ሾࢊ௘ሺ௡ሻሿ௡ǡ௘ will be actually associated with components ݑ א ሼ݄ ൅ ݖǡ ݍǡ ݖሽ. 406 
From the details ሾࢊ௘ሺ௡ሻሿ௡ǡ௘, an alternative set of normalised detail magnitudes, denoted by 407 ሾ ሙ݀௘ሺ௡ሻሿ௡ǡ௘, can be generated. This set is needed to enable measuring the significance of all detail 408 
coefficents combined, regardless of which physical quantity ݑ they represent. Namely, a normalised 409 
detail magnitude ሙ݀௘ሺ௡ሻ is a scalar evaluated from from its detail ࢊ௘ሺ௡ሻ as [29]: 410 ሙ݀௘ሺ௡ሻ ൌ ௠௔௫ቀቚௗ೐బǡሺ೙ሻቚǡቚௗ೐భǡሺ೙ሻቚቁ௠௔௫ሺଵǡȁ௠௔௫ሺሾ௨೐బǡሺಽሻሿ೐ሻȁሻ      Eq 50 411 
where ݉ܽݔሺሾݑ௘଴ǡሺ௅ሻሿ௘ሻ is the maximum of the average coefficients of the DG2 modes on ݃௜ሺ௅ሻ  W also 412 
across the hierarchy ሼ݃௜ሺ௡ሻሽ௡ୀ௅ǡǥǡଵǡ଴ due to variational boundness across refinement levels. 413 
Note that, at the starting time, all details ሾࢊ௘ሺ௡ሻሿ௡ǡ௘ for all variables ݑ א ሼ݄ ൅ ݖǡ ݍǡ ݖሽ are fully 414 
accessible on ሼ݃௜ሺ௡ሻሽ௡ୀ௅ିଵǡǥǡଵǡ଴. They can be ascendingly summed upon the coarsest DG2 modes, 415 ࢛଴ሺ଴ሻ, on ܫ௜ to form a compressed MWDG2 solution on ሼ݃௜ሺ௡ሻሽ௡ୀ௅ǡǥǡଵǡ଴, which is as accurate as the 416 
assembled DG2 solution on ݃௜ሺ௅ሻ. Later, when ݐ > 0, details ሾࢊ௘ሺ௡ሻሿ௡ǡ௘ of the flow variables ݑ א ሼ݄ ൅417 ݖǡ ݍሽ are subjected to constant change given the time-dependent nature of ݄ ൅ ݖ and ݍ (Sec. 2.3.4), 418 
while the details of ݖ do not change with time. 419 
 420 
2.3.2 Prediction, regularisation and decoding: adaptive solution generation (ݐ A? ?Ɛ) 421 
By analysing the magnitude of the normalised details in the hierarchy ሼ݃௜ሺ௡ሻሽ௡ୀ௅ǡǥǡଵǡ଴, an adaptive 422 
grid at a present time ݐ, denoted by ݃௜஺ሺݐሻ, can be formed by selecting certain sub-elements: 423 ݃௜஺ሺݐሻ ؿ ቄܫ௘ሺ௡ሻ א ሼ݃௜ሺ௡ሻሽ௡ǡ  ? ൑ ݊ ൑ ܮǡ  ? ൑ ݁ ൑  ?௅ െ  ?ȳ ൌڂ ܫ௘ሺ௡ሻ௡ǡ௘ ቅ  Eq 51 424 
The act of measuring normalised detail magnitudes is here refered to as prediction and involves four 425 
subsequent steps for deciding the sub-elements forming ݃௜஺ሺݐሻ.  426 
Firstly, an error threshold ߝ needs to be prescribed such that  ? ൏ ߝ ൏  ?, which is a 427 
parameter chosen by the user to decide which details can be ignored. While there is no unique 428 
choice for ߝ, an optimal range of choices exists to keep the accuracy of assembled DG2 solution on 429 ݃௜஺ሺݐሻ at the same level as the finest resolution accessible on ݃௜ሺ௅ሻ at time ݐ  W via the compressed 430 
MWDG2 solution [27]. An optimal choice for ߝ is expected to be somewhere between  ? ?ିସ and 431  ? ?ିଶ. Arguably, the choice of ߝ is rather heuristic, context-specific and seemigly dependent on the 432 
order-of-accuracy of the DG scheme [20, 21, 29]. An analysis on the choice of ߝ for the adaptive 433 
HFV1 and MWDG2 solvers used in the present work is carried out later in Sec. 3.1.1. 434 
Secondly, normalised details ሾ ሙ݀௘ሺ௡ሻሿ௡ǡ௘ living on ሼ݃௜ሺ௡ሻሽ௡ୀ௅ିଵǡǥǡଵǡ଴ are compared to ߝ for 435 
indentifying the significant details. In doing so, their magnitudes are scanned, level-wise (in an 436 
ascending order ݊ ൌ  ?ǡ ?ǡ ǥ ǡ ܮ െ  ?), and compared to level-depedent error thresholds ߝሺ௡ሻ such that 437 ߝሺ௡ሻ ൌ  ?௡ି௅ߝ. Within this process, a detail ࢊ௘ሺ௡ሻ is classified as significant if: 438 ሙ݀௘ሺ௡ሻ ൐ ߝሺ௡ሻ     Eq 52 439 
Meanwhile, sub-elements ܫ௘ሺ௡ሻ with significant details are flagged as active, meaning they are 440 
plausible candidates for inclusion in ݃௜஺ሺݐሻ. 441 
Thirdly, re-flagging of active sub-elements ܫ௘ሺ௡ሻ is needed for regularisation, to ensure that 442 
significant details can be re-accessed within a tree structure. In fact, across ݃௜ሺ௅ିଵሻǡ ǥ ǡ ݃௜ሺଵሻ and ݃௜ሺ଴ሻ, 443 
whenever any child details ࢊଶ௘ሺ௡ሻ or ࢊଶ௘ାଵሺ௡ሻ  is significant on ݃௜ሺ௡ሻ its parent detail ࢊ௘ሺ௡ିଵሻ on ݃௜ሺ௡ିଵሻ can 444 
only be significant and should be made accessible for possible use  W later in the generation of an 445 
assembled DG2 solution on ݃௜஺ሺݐሻ. Thus, regularisation is the act of ensuring that such sub-elements 446 ܫ௘ሺ௡ିଵሻ are also flagged as active. When many mother elements are used (ܯ > 1), regularisation 447 
should also consider activating those sub-elements located at the boundaries across the elements, 448 
which is necessary to ensure that the modelling information can propagate across different 449 
elements. 450 
Fourthly, all significant details ࢊ௘ሺ௡ሻ, at a present time ݐ, are revisited to also predict whether 451 
their significance is likely to remain or increase at time ݐ ൅   ?ݐ, with  ?ݐ denoting the simulation 452 
time-step. Such a detail is here referred to as extra-significant and can be identified by: 453 ሙ݀௘ሺ௡ሻ ൒  ?௠ഥ ାଵߝሺ௡ሻ     Eq 53 454 
In Eq. (53), ഥ݉  is the order-of-accuracy of the prediction operator [21], which is chosen such that 455 ܭ௠௔௫ ൑ ഥ݉ ൑ ܭ௠௔௫ ൅  ?, with ܭ௠௔௫ being the polynomial-order of the DG solution. In this work, ഥ݉  is 456 
taken equal to 1.5, though it may be useful to note that any other choice within this range was found 457 
appropriate. When a detail ࢊ௘ሺ௡ሻ is extra-significant, the set of active sub-elements is enlarged to 458 
include, in addition to ܫ௘ሺ௡ሻ, its child sub-elements ܫଶ௘ሺ௡ାଵሻ and ܫଶ௘ାଵሺ௡ାଵሻ. This step is necessary to ensure 459 
that no significant features in the adaptive flow solution, ݑ א ሼ݄ ൅ ݖǡ ݍሽ, on ݃௜஺ሺݐሻ are overlooked on 460 ݃௜஺ሺݐ ൅   ?ݐሻ when generating future details (Sec. 2.3.4). 461 
Finally, a DG2 solution on ݃௜஺ሺݐሻ can be decided by ascendingly inspecting the tree of details, 462 
starting from the coarsest details ࢊ଴ሺ଴ሻ and DG2 modes ࢛଴ሺ଴ሻ, while decoding. That is, while climbing 463 
the details tree (݊ ൌ  ?ǡ ?ǡ ?ǡ ǥ and ݊ ൑ ܮ െ  ?), Eq. (49) is successively applied to decode local DG2 464 
modes ࢛௘ሺ௡ሻ on active sub-elements ܫ௘ሺ௡ሻ. Inspection of details is aborted under two circumstances:  465 
(i) When a detail ࢊ௘ሺ௡ሻ switches status to becoming insignificant for the first time, with its local 466 
DG2 modes ࢛௘ሺ௡ሻ selected for generating the assembled DG2 solution on ݃௜஺ሺݐሻ, or otherwise 467 
(ii) Inspection and decoding reached ݃௜ሺ௅ିଵሻ with certain details ࢊ௘ሺ௅ିଵሻ remaining significant, 468 
and their local DG2 modes ࢛௘ሺ௅ିଵሻ are already decoded. Then, a last round of decoding is 469 
applied to yield the child modes ࢛ଶ௘ሺ௅ሻ and ࢛ଶ௘ାଵሺ௅ሻ  on ݃௜ሺ௅ሻ for inclusion while generating the 470 
assembled DG2 solution on ݃௜஺ሺݐሻ. 471 
The adaptive DG2 solution can now be viewed as a series of carefully-selected DG2 modes forming 472 
an assembled DG2 solution on the non-uniform grid ݃௜஺ሺݐሻ. Each local DG2 mode should then be 473 
updated by applying the scaled DG2 formulation as described in Sec. 2.3.3. Prior to this, the DG2 474 
modes representing the water height ݄ should be restored, by subtracting the modes representing 475 
the topography ݖ from those of the free-surface elevation ݄ ൅ ݖ. Then, the scaled DG2 formulation 476 
can be applied to update the DG2 modes of the main flow data ݑ א ሼ݄ǡ ݍሽ as previously described 477 
(Secs. 2.1.3 and 2.1.4). 478 
 479 
2.3.3 RK2-DG2 update: elevating the modes of the assembled DG2 solution to time ݐ ൅ ߂ݐ 480 
By applying the scaled DG2 formulation described in Sec. 2.1.4, each local mode in ࢛௘ሺ௡ሻ, relevant to 481 
the main flow data ݑ א ሼ݄ǡ ݍሽ, is updated within a standard RK2 time stepping. While doing so, key  482 
treatments are incorporated in the RK2-DG2 update to ensure stability around sharp solution 483 
gradients, together with conservative incorporation of source terms with wetting and drying. These 484 
treatments are well-reported for the unscaled RK2-DG2 method [41]. Herein, they are re-applied 485 
with few modifications to accommodate the scaling introduced to the present DG2 method and the 486 
changes related to using the standard SWE model instead of the pre-balanced model [19], and to 487 
further exploit the details ensuring the generation of a robust (assembled) DG2 solution. These 488 
treatments are summarised in the rest of this section. 489 
Double localisation and slope limiting: Local slope limiting is needed for certain slope 490 
coefficients ݑ௘ଵǡሺ௅ሻ of the flow variables ݑ א ሼ݄ǡ ݍሽ. Slope limiting is a necessary process prior to each 491 
RK stage to prevent development of Gibbs phenomena around sharp solution gradients. It should 492 
only be triggered at such portions in the solution, otherwise it can degrade the conservative 493 
character of DG2 modes in any other portions of the DG2 solution, or even affect robustness (e.g. 494 
see examples within [41, 42]). Therefore, double localisation is applied to cautiously restrict the 495 
application of the slope limiter to the portions of the assembled DG2 solution at which sharp 496 
gradients are about to form. The first localisation step consists of only considering the active slope 497 
coefficients at the maximum refinement level ሺܮሻ, ݑ௘ଵǡሺ௅ሻ, for possible limiting. In fact, DG2 modes, 498 ࢛௘ሺ௅ሻ, at refinement level ሺܮሻ can only be active whenever sustained by a tree of significant details, as 499 
previously described in Sec. 2.3.2 and also proved in [43]. When this happens, ࢛௘ሺ௅ሻ should be 500 
representative of a local feature occurring in the assembled DG2 solution. Such a local feature can 501 
either be a sharp discontinuity, i.e. a shock wave, or shockless representing a solution kink (e.g. a 502 
front of a rarefaction wave) or a rapidly changing state (e.g. due to a wetting and/or a drying 503 
process). Therefore, a second localisation step is needed to avoid slope limiting around any 504 
shockless feature within the assembled DG2 solution. This can be achieved by further subjecting 505 
those active slope coefficients ݑ௘ଵǡሺ௅ሻ to <ƌŝǀŽĚŽŶŽǀĂ͛Ɛ shock detector [44], which is here used with a 506 
detection threshold A? 9, instead of 1 [44], to ensure it only detects slope coefficients associated with 507 
the presence of a sharp solution discontinuity. After double localisation, the relevant slope 508 
coefficients can then be limited by a slope limiter function such as the Generalised minmod (i.e. Eq. 509 
2.9 in [35]),which is here used. Moreover, shock detection and limiting is applied component-wise 510 
on ݑ א ሼ݄ ൅ ݖǡ ݍሽ, with the component ݄ ൅ ݖ used instead of ݄ to ensure that the presence of sharp 511 
terrain gradients will not mistakenly trigger any slope limiting on the slope coefficients representing 512 
the water height ݄. After double localisation and limiting, limited slope coefficients for ݄ can be 513 
deduced from the limited slope coefficents of ݄ ൅ ݖ, by subtracting the slope coefficients of ݖ. 514 
It may be useful to note that without double localisation the quality of the assembled DG2 515 
solution  W compared to the DG2 solution on a uniform grid  W might undergo more significant 516 
deterioration as a result of unnecessary calls of the Generalised minmod limiter. In effect, the limiter 517 
tends to either zero or unnecessarily substitute the true DG2 slope coefficients. In any case, this 518 
leads to false slope coefficients being used during encoding (Eq. 48) resulting in false details in the 519 
compressed MWDG2 solution, which would manifest themselves in a deteriorated assembled DG2 520 
solution after decoding (Eq. 49).  521 
Well-balanced and depth-positivity-preserving DG2 modes: The selected DG2 modes forming 522 
the assembled DG2 solution on ݃௜஺ሺݐሻ are revised based on the wetting and drying condition 523 
described in [41], which is applied here with the following changes. Firstly, Eq. (19) is used to 524 
generate the original Riemann states for the components ݑ א ሼ݄ ൅ ݖǡ ݄ǡ ݍሽ, instead of Eq. (12) in 525 
[41]. Secondly, revised states for the components ݑ א ሼݖǡ ݄ ൅ ݖǡ ݍሽ are reconstructed from original 526 
states under conditions ensuring both depth-positivity and well-balancedness (i.e. using Eqs. (14-16) 527 
in [41]). These revised states should be used to calculate Riemann fluxes across the sub-elements 528 
forming ݃௜஺ሺݐሻ. Thirdly, Eqs. (13-14) and (21-22) are reused to reconstruct DG2 modes based on the 529 
revised Riemann states. Fourthly, revised DG2 modes of the ݄ variable are deduced from those of 530 
the ݄ ൅ ݖ variable by subtracting the revised DG2 modes of the ݖ variable. Finally, revised DG2 531 
modes of ݑ א ሼݖǡ ݄ǡ ݍሽ and Riemann fluxes become availabe to evaluate the DG2 operators (Eqs. 25-532 
26). 533 
When applying the present wetting and drying condition, it may be useful to note two key 534 
aspects. The first is about the continuity property of the DG2 topography projection in Eq. (20). 535 
Although Eqs. (21-22) ensure that the continuity of the DG2 topography projection holds on a static 536 
uniform grid [14], this property does not necessarily hold for the assembled DG2 topography 537 
projection on ݃௜஺ሺݐሻ. In fact, this topography projection is subject to constant decoding (Eq. 49) from 538 
the compressed MWDG2 solution based on coefficients (Eqs. 34-35 and 40-41) associated with 539 
decompositions from essentially discontinuous functions (Eqs. 31-32 and 36-37). Hence, involving 540 
the free-surface elevation ݄ ൅ ݖ as an intermediate variable (as in [41]) is found necessary to achieve 541 
wetting and drying without relying on the continuity property for the assembled DG2 topography 542 
projection on ݃௜஺ሺݐሻ. 543 
The second aspect is about a specific time-step restriction criterion to ensure depth-positivity for 544 
the average coefficients with time evolution. By denoting ሺ݄௘଴ሻ௧ and ሺ݄௘଴ሻ௧ା ?௧ the average 545 
coefficients of the water height variable at times ݐ and ݐ ൅  ?ݐ, respectively, the following formula 546 
can be obtained (using a similar reasoning as in [41]):  547 ሺ݄௘଴ሻ௧ା ?௧ ൒ ሾ ? െ  ?ܥݎሿሺ݄௘଴ሻ௧    Eq 54 548 
In Eq. (54), ܥݎ stands for the Courant number relative to the Courant WFriedrichs WLewy condition, 549 
which restricts the time-step size  ?ݐ within explicit time integration schemes. From Eq. (54), it is 550 
clear that, whenever ሺ݄௘଴ሻ௧ ൒  ?, ܥݎ must be ൑  ?Ǥ ? to also ensure that ሺ݄௘଴ሻ௧ା ?௧ ൒  ?. While condition 551 
(54) may be irrelevant for the RK2-DG2 method for which ܥݎ ൑  ?Ǥ ? [35], it is found critical to 552 
preserve the stability of its first-order finite volume variant for which ܥݎ ൑  ?, as described later (Sec. 553 
2.4). 554 
Scaled implicit friction term discretisation: Prior to the double localisation and limiting process, 555 
the DG2 modes of the discharge are modified to add friction contribution as done for the unscaled 556 
DG2 formulation (i.e. see Sec. 2.5 within [41]). The same approach is applied for the scaled DG2 557 
method used in this work, leading to similar expressions as in [41] (i.e. Eq. 36 in Sec. 2.5 of [41]) for 558 
adding friction into the discharge slope coefficients, but without having any of the  ? ?s due to to the 559 
use of rescaled basis functions. 560 
 561 
2.3.4 Truncation and encoding: forming a new compressed MWDG2 solution 562 
To create new details, the updated DG2 modes, which form the assembled DG2 solution on ݃௜஺ሺݐሻ, 563 
should be used to reform a compressed MWDG2 solution on ሼ݃௜ሺ௡ሻሽ௡ୀ௅ିଵǡǥǡଵǡ଴. DG2 flow modes for 564 
the components ݑ א ሼ݄ǡ ݍሽ are only defined for the sub-elements in ሼ݃௜ሺ௡ሻሽ௡ୀ௅ିଵǡǥǡଵǡ଴ that spanned 565 ݃௜஺ሺݐሻ. The other sub-elements remained inactive, hence have non-existent DG2 flow modes. In this 566 
work, truncation is the process of initialising zero details throughout ሼ݃௜ሺ௡ሻሽ௡ୀ௅ିଵǡǥǡଵǡ଴, in particular 567 
at the inactive sub-elements to keep them subject to potential activation in the next round (i.e. 568 
while redoing the process described in Sec. 2.3.2). Over the active sub-elements, belonging also to 569 ݃௜஺ሺݐሻ, encoding is done by successively applying Eq. (48), level-wise in decending order. This 570 
generates new flow details from the updated DG2 modes and thereby addresses any irrelevant 571 
zeroing introduced previously by truncation. As in the pre-processing step (Sec. 2.3.1), encoding 572 
should be applied on the components ݑ א ሼ݄ ൅ ݖǡ ݍሽ. After truncation and encoding, a full set of 573 
new details ሾࢊ௘ሺ௡ሻሿ௡ǡ௘ is available, for which an alternative set of normalised details ሾ ሙ݀௘ሺ௡ሻሿ௡ǡ௘ can be 574 
produced via Eq. 50 (see Sec. 2.3.1). With new sets of details in place, the process (Secs. 2.3.2-2.3.4) 575 
can be repeated to evolve the adaptive solution up to a specific simulation time. 576 
 577 
2.4 First-order variant: adaptive Haar Finite Volume (HFV1) scheme  578 
The HFV1 adaptive solution is effectively an MWDG1 method formulated upon the same scaling and 579 
wavelet basis described in Secs. 2.1-2.3, but only considering the the zeroth component of the 580 
Legendre basis, i.e. ܲ଴ሺߦሻ ൌ  ?, hence neglecting the slope coefficents. Now the local approximate 581 
solution ܃௛ in Eq. (11) becomes piecewise-constant, which can be initialised by Eq. (13) and updated 582 
by the operator (17). The filter matrices are thus made of a single scalar, given by: 583 ۶଴ ൌ ۶ଵ ൌ ۵଴ ൌ െ۵ଵ ൌ  ?Ȁ ? ?      Eq 55 584 
with which Eqs. (48-49) are applied to encode and/or decode coefficents ࢛௘ሺ௡ሻ and/or ࢊ௘ሺ௡ሻ. These 585 
coefficients now include only one component representing the piecewise-constant averaged data. 586 
The adaptive HFV1 solution is processed as described in Sec. 2.3, while omitting all the routines 587 
involving slope coefficents (e.g. double localisation and limiting). Explicit first-order time marching is 588 
applied for time integration, but with Courant number not exceeding 0.5 to ensure depth-posivity 589 
(see Sec. 2.3.3). For comparison purposes, the highest permissible Courant number shared by the 590 
MWDG2 and HFV1 adaptive solutions, i.e. ܥݎ ൌ  ?Ǥ ?, is chosen to run all the simulations in Sec. 3. 591 
 592 
Figure 1. sĂƌŝĂƚŝŽŶŽĨ ?Ă ?ŶŽƌŵĂůŝƐĞĚA?2 water height error at ݐ = 2.5 s and (b) total CPU time for the 40-second 593 
long simulation of a frictionless dam-break on a wet domain, using adaptivity thresholds from ߝ = 10-6 to ߝ = 594 
10-1. Adaptive HFV1 and MWDG2 results are obtained using a baseline mesh with a single mother element (ܯ 595 
= 1) and a maximum refinement level ܮ ൌ  ?. Adaptive solutions are compared with FV1 and DG2 solutions on 596 
uniform meshes with 27 = 128 elements (marked by horizontal dotted lines) and 29 = 512 elements (marked by 597 
horizontal dashed lines). 598 
 599 
 Numerical tests 600 
Seven diagnostic tests are conducted to identify and compare the behaviour of the adaptive HFV1 601 
and MWDG2 solution schemes with reference to the standard first-order finite volume (FV1) and 602 
second-order discontinuous Galerkin (DG2) schemes on uniform grids. The first test considers a dam-603 
break flow on a wet and flat domain with a shock wave, on which wavelet-adaptivity related issues 604 
and choices are thoroughly analysed to find a setting where the adaptive solvers are as numerically 605 
accurate as their uniform grid counterparts at the finest resolution available, while remaining 606 
computationally more efficient. In the second test, the predictive accuracy of the adaptive solvers is 607 
re-explored for dam-breaks over a dry bed to assess their sensibility in tracking dynamic flow 608 
evolution with wet-dry front propagation over frictionless and frictional beds. Shockless dam-break 609 
flows over a dry domain are examined in the third test, to further inspect the properties of the HFV1 610 
and MWDG2 solvers in capturing a wet-dry front accelerating downhill and decelerating uphill. The 611 
fourth test introduces topography with discontinuities and kinks partially submerged below a lake-612 
at-rest. The test is used to examine the automated mesh generation capability of the adaptive HFV1 613 
and MWDG2 solvers, and to assess their ability to preserve well-balanced adaptive solutions with 614 
zero flow. In the fifth test, steady-state flows are explored to study the convergence property of the 615 
adaptive solvers to steady-state, and to verify further their well-balancedness for non-zero flows. 616 
The sixth test uses an oscillatory flow in a parabolic bowl to measure the numerical conservation of 617 
mass and energy in a frictionless and physically closed domain, where the solvers are subjected to a 618 
perpetually moving wet-dry fronts with periodically vanishing velocities. The final test simulates a 619 
laboratory flume experiment of a frictional dam-break flow over a trapezoidal hump, including an 620 
analysis of the trade-off between maximum refinement level and computational efficiency. 621 
 Except when clearly stated for a specific test, the following setting is used as a standard. 622 
Adaptive HFV1 and MWDG2 solution runs start from a single mother element (ܯ = 1) with nine 623 
refinement levels (ܮ ൌ  ?), hence yielding an adaptive grid ݃௜஺ with number of sub-elements 624 
between 20 = 1 and 29 = 512. Uniform FV1 and DG2 solution runs are made at the finest resolution 625 
accessible to the adaptive solvers, hence on grid ݃௜ሺଽሻ with 512 elements. All solution runs are carried 626 
out using the same basic parameters, namely ܥݎ= 0.3 for the time-step selection, 10-4 for dry (sub-627 
)element detection, and 9 for Krivodonova ?Ɛ shock detector [44] with the MWDG2/DG2 solvers. All 628 
the simulation results presented here are made available for access as supplementary materials [33]. 629 
The Fortran 2003 code used to run these tests is available for download on Zenodo [34]. Instructions 630 
for running the models and interpreting the data are provided in Appendix 1. 631 
 632 
Figure 2. Solutions of the frictionless dam-break on a wet domain at ݐ = 2.5 s obtained using a baseline mesh 633 
with a single mother element (ܯ = 1) and a maximum refinement level ܮ =  9.  Solutions obtained with the 634 
adaptive HFV1 and MWDG2 solvers are compared with the analytical solution for (a) water height ݄, and (c) 635 
discharge ݍ. (b) The refinement levels used by the adaptive solvers. 636 
 637 
3.1 Dam-break flow on a wet domain with shock 638 
Shock wave transients are characteristic of hydrodynamic flows, which are typically short-lived 639 
during a long time simulation. In reality, they could well represent an impact event perturbing the 640 
flow over the whole simulation domain. Fine mesh spacing is typically desired over a relatively short 641 
period of time when the shock occurs and propagates, but such resolution may no longer be 642 
required as the shock dissipates. To explore the characteristics of wavelet-based adaptivity within 643 
the HFV1/MWDG2 solutions with discontinuities including shocks, the classical dam-break test with 644 
a flat topography is considered. Therefore, a one dimensional frictionless and wet domain is 645 
assumed of length between ݔ = 0 and ݔ = 50 m with a hypothetical dam located at ݔ ൌ  ? ? m. The 646 
dam separates two water bodies with different initial values of the water height ݄. The initial 647 
conditions are a zero discharge and a discontinuous water profile given by: 648 ݄ሺݔǡ  ?ሻ ൌ ൜ ?݂݅ݔ ൑  ? ? ?݂݅ݔ ൐  ? ?    Eq 56 649 
This results in a flow profile including a shock wave and rarefaction wave which propagate away 650 
from the initial dam position in opposite directions separated by a constant state [38]. Assuming 651 
open domain boundaries, both waves are expected to be present by ݐ = 3 s before entirely exiting 652 
the domain by ݐ = 10 s. Five series of runs are performed using different solver configurations with 653 
the same initial conditions, each with a specific purpose as detailed in the following. 654 
 655 
3.1.1 Optimal choice for the error threshold driving wavelet-adaptivity 656 
In this first series of tests, the adaptive HFV1/MWDG2 solvers are employed to identify the error 657 
threshold (Sec. 2.3.2) that ensures a fair balance between the numerical accuracy and the 658 
computational efficiency of the adaptive solvers. Adaptive and uniform solution schemes are run for 659 
ƚŚĞƐƚĂŶĚĂƌĚƐĞƚƚŝŶŐ ?ǁŚŝĐŚǇŝĞůĚƐĂƵŶŝĨŽƌŵŐƌŝĚǁŝƚŚ ? ? ?ĞůĞŵĞŶƚƐĨŽƌƚŚĞ&s ? ?' ?ƐŽůƵƚŝŽŶƐ ?ȴݔ = 660 
0.098 m) and an adaptive grid that can allow up to 512 sub-ĞůĞŵĞŶƚƐ  ?ȴǆ(9) = 0.098 m) for the 661 
HFV1/MWDG2 solutions. To measure accuracy, the normalised  ?ଶ error is calculated while varying 662 
the additivity error threshold from ߝ = 10-6 to ߝ = 10-1 (Figure 1a). The  ?ଶ errors are evaluated for the 663 
water height variable at ݐ = 2.5 s, when both shock and rarefaction waves are still present in the 664 
domain (see Figure 2). A normalised  ?ଶ error is calculated as: 665 
 ?ଶ ൌ ඨቀ௛೐బǡሺಽሻି௛೅ቁమ୼௫ሺಽሻሺ௛೅ሻమ୼௫ሺಽሻ        Eq 57 666 
where ்݄ is the analytical water height as described in [45] ?dŚĞA?2 error for the adaptive solutions is 667 
always evaluated on the finest uniform grid available, namely ݃௜ሺ௅ሻ  W by prior conversion from a 668 
compressed solution on ݃௜஺ into an assembled solution on ݃௜ሺ௅ሻ (Sec. 2.2.5). In Figure 1a, the  ?ଶ 669 
errors of the adaptive HFV1/MWDG2 solvers for various error threshold values are compared to the 670  ?ଶ errors relative to their uniform FV1/DG2 counterparts on the finest grid. These results show that 671 
both adaptive HFV1/MWDG2 solvers can preserve the  ?ଶ accuracy of the underlying uniform 672 
FV1/DG2 solvers, respectively, up to an error threshold value of ߝ = 10-2. Particularly, for ߝ A? 10-2, the 673 
errors of the MWDG2 solution remain lower than the errors of the uniform FV1 solution on the 674 
finest grid, as expected due to the second-order accurate nature of the MWDG2 solver. With ߝ = 10-675 
1, the  ?ଶ errors of HFV1/MWDG2 exceed the  ?ଶ errors of uniform FV1/DG2 counterparts on the 676 
finest grid (with 29 elements), although they ƌĞŵĂŝŶďŽƵŶĚĞĚďǇƚŚĞƵŶŝĨŽƌŵ&s ? ?' ? ?ƐĞƌƌŽƌƐƚŚĂƚ677 
are two order of resolution coarser (on the grid with 27 ĞůĞŵĞŶƚƐ ? ?EŽŶĞƚŚĞůĞƐƐ ?ǁŝƚŚɸA? ? ?-1, the  ?ଶ 678 
error of MWDG2 is noted to exceed the  ?ଶ error of FV1 on the finest grid, making it a less compelling 679 
ĐŚŽŝĐĞƚŽĨƵƌƚŚĞƌďĞŶĞĨŝƚĨƌŽŵƚŚĞ' ?ĂĐĐƵƌĂĐǇ ?,ĞŶĐĞ ?ƚŚĞĞƌƌŽƌƚŚƌĞƐŚŽůĚɸA? ? ?-3 is found to be a 680 
rational choice to keep the predictive accuracy of the adaptive solvers at the same level as their 681 
uniform counterparts on the finest grid available, and to achieve second-order accuracy with the 682 
MWDG2 solver. 683 
 Computational efficiency is measured as the CPU time needed to complete a 40-second long 684 
simulation and including the pre-processing step (Sec. 2.3.1). Figure 1b shows the CPU times for the 685 
adaptive HFV1/MWDG2 solvers evaluated for all the error thresholds used in the accuracy analysis 686 
(Figure 1a), along with the CPU times for the uniform FV1 and DG2 simulations on the finest grid 687 
(512 elements). As the threshold error increases, the CPU time of the adaptive HFV1/MWDG2 688 
solvers decreases initially and becomes practically constant ĨŽƌɸA? 10-3. For the considered threshold 689 
errors, the MWDG2 solver results in 2.3 to 140 times faster simulations than the uniform DG2 solver 690 
on the finest grid. In contrast, the adaptive HFV1 solver could only be faster than the uniform FV1 691 
solver on the finest grid for ߝ A? 10-4, most likely due to dominance of the wavelet-adaptivity 692 
overhead (Sec. 3.1.5). On the finest uniform grid, the DG2 solver is found to be around 8 times more 693 
expensive than the FV1 solver, although the MWDG2 solver with ߝ = 10-3 exhibits a better 694 
performance that the FV1. 695 
These tests indicate that an error threshold of ߝ = 10-3 is an optimal choice for the adaptive 696 
MWDG2 solver to preserve the accuracy of the uniform DG2 solver without exceeding the runtime 697 
of the uniform FV1 solver. This choice is also suitable for the adaptive HFV1 solver to deliver 698 
simulations that are as accurate as the uniform FV1 solver but computationally more efficient. 699 
Unless stated otherwise, in the remainder of Sec. 3, ɸ= 10-3 is adopted as a default choice for the 700 
error threshold value. 701 
 702 
Figure 3. CPU time to complete the 40-second long simulation of a frictionless dam-break on a wet domain. 703 
The number of mother elements and the maximum refinement level are varied together so that the adaptive 704 
grid allows maximum of 512 sub-elements. 705 
 706 
3.1.2 Adaptive solution predictability of relevant flow features (t = 2.5 s) 707 
The second series of tests compares adaptive solutions of water height and discharge, and mainly 708 
examines the grid prediction ability relevant to the HFV1 and MWDG2 solvers. The adaptive 709 
solutions are analysed at ݐ = 2.5 s, when both shock and rarefaction waves still exist. The adaptive 710 
solutions are illustrated in Figure 2, which shows a good agreement with the analytical solutions. The 711 
HFV1 predictions (Figure 2a,c) show more pronounced numerical diffusion than the MWDG2 712 
predictions, which is in fact expected given the first-order nature of the HFV1 scheme. 713 
In terms of resolution predictability, as shown in Figure 2b, both HFV1 and MWDG2 correctly 714 
predict the finest resolution around the shock, i.e. refinement level (9), further showing ability to 715 
allow large gaps in resolution levels without failing. In regions of uniform flow, at the contact wave 716 
and downstream of the shock, the HFV1 and MWDG2 solutions predicted the coarsest resolutions at 717 
refinement level (5) and (4), respectively. It is not surprising that MWDG2 yields coarser refinement 718 
levels than HFV1 as the former always have smaller errors ƚŚĂŶƚŚĞ ůĂƚƚĞƌĨŽƌɸ= 10-3  (Sec. 3.1.1). 719 
Nonetheless, both HFV1 and MWDG2 solvers seem able to sensibly select suitable refinement levels 720 
for their adaptive solution in the locality of a shock and throughout the contact wave (Figure 2 for 721  ? ?൑ ݔ ൑  ? ?). However, in prediction of the rarefaction wave, MWDG2 presents a remarkable 722 
behaviour as compared to HFV1. There, the MWDG2 solution uses refinement level (8) around the 723 
ƌĂƌĞĨĂĐƚŝŽŶ ?Ɛ head and tail, preserves level (7) in between them, and allows a sharp drop to level (5) 724 
downstream of the head. Also, the MWDG2 solution does not even access the maximum refinement 725 
level (9), as opposed to the HFV1 solution that deploys it to indistinguishably compute the extent of 726 
the rarefaction. These results suggest that the wavelet-adaptivity combined with the MWDG2 solver 727 
can produce an adaptive solution that is more accurate and economical on grid resolution demands. 728 
 729 
Figure 4. Evolution of (a) element counts and (b) time-steps over the 40-second long simulation of a 730 
frictionless dam-break on a wet domain using the adaptive HFV1 and MWDG2 solvers.  The baseline mesh has 731 
a single mother element (ܯ = 1) with a maximum refinement level ܮ = 9, hence meshes have a maximum of 29 732 
= 512 sub-elements. The inset of panel (a) plots the final 30s of the simulation when the shock and rarefaction 733 
waves have exited the domain. 734 
 735 
3.1.3 Size of coarse baseline grid vs. maximum refinement level 736 
This third series of runs aims to analyse the trade-off between coarseness of the initial grid versus 737 
depth in maximum refinement level. A known adverse effect of conventional adaptive mesh 738 
refinement methods is the need of an initial coarse mesh that is yet fine enough for the flow solver 739 
to sense the triggering features of the initial flow conditions [10, 26], among many other adverse 740 
effects [7-9, 11, 12, 46]. Wavelet-based adaptivity can overcome this drawback, permitting the 741 
initialisation of simulations from a very coarse initial mesh as small as two elements [32] or even a 742 
single element (Secs. 3.1.1-3.1.2). To study this characteristic for the adaptive HFV1 and MWDG2 743 
solutions, they are here reconsidered with different settings based on doubling the baseline grid size 744 
in conjunction with systematic lowering of the maximum refinement level, but on the basis of fixing 745 
the maximum allowed number of sub-elements to 512. The parameters {ܯ, ܮ} are varied as {ܯ, ܮ} = 746 
{{1,9}, {2,8}, {4,7}, {8,6}, {16,5}, {32,4}, {64,3}, {128,2}, {256,1}}, and runs are made with ߝ = 10-3. As in 747 
Secs. 3.1.1, the accuracy of the adaptive solvers is evaluated at ݐ = 2.5 s according to Eq. (57), and 748 
their computational efficiency is assessed based on the CPU runtime taken to complete a 40-second 749 
simulation. 750 
 In terms of accuracy, the same qualitative predictions are noted for HFV1 and MWDG2 751 
solvers, respectively, under the different setting for {ܯ, ܮ}. Each of the solvers show identical depth 752 
and discharge predictions, which are quite similar to those illustrated in Figure 2a,c, and for this 753 
reason not presented here. They also yield the same number and size for the sub-element forming 754 
their assembled solutions, consistent with the profile shown in Figure 2b. This observation is also 755 
reinforced by the fact that ƚŚĞƐĂŵĞŶŽƌŵĂůŝƐĞĚA?2 error magnitude (ƉůŽƚƚĞĚŝŶ&ŝŐƵƌĞ ?ĨŽƌɸA? ? ?-3) 756 
is retrieved for all the settings.  757 
As for the runtime efficiency, it is found to be different for each solver under the different 758 
settings. Figure 3 shows the CPU time cost for each solver relative to each setting {ܯ, ܮ}. As the 759 
number of mother elements exceeds 32 (Figure 3), the adaptive solvers experience an increase in 760 
CPU times, as expected. In fact, by ݐ > 10 s, the flow domain contains very smooth profiles, for which 761 
the adaptive solvers can at best select an adaptive grid at the coarsest resolution allowable, with ܯ 762 
elements, prior to completing the 40-second simulation (Sec. 3.1.4). In particular, the runtime of 763 
MWDG2 becomes significantly more costly with increasing number of mother elements, to an extent 764 
that the underlying DG2 operational costs are overwhelming (Figure 3 for ܯ A? 128). However, as 765 
long as the baseline grids do not exceed 32 mother elements, the adaptive HFV1 and MWDG2 766 
solvers required similar runtime costs. These findings indicate that the accuracy of the adaptive 767 
solvers is not affected by severe coarsening in the baseline grid, but such an action is necessary to 768 
fully exploit wavelet-adaptivity traits to boost efficiency  W in particular with MWDG2. 769 
 770 
Figure 5. CPU times for the simulation of a frictionless dam-break on a wet domain using (a) FV1 on a uniform 771 
mesh and adaptive HFV1, (b) DG2 on a uniform mesh and adaptive MWDG2.  Filled circles mark the end of the 772 
simulation at ݐ = 40s.  Inset plots show the first 0.6s of CPU time during which the adaptive HFV1 and MWDG2 773 
simulations have completed. 774 
 775 
3.1.4 Coarsening ability and time-step size over long time evolution 776 
The fourth series of runs investigates the dynamic behaviour of the adaptive solutions as the 777 
transient dam-break evolves and dissipates in the open computational domain during the 40-second 778 
simulation. The standard setting is used to re-run the HFV1/MWDG2 solvers together with the 779 
default error threshold, while inspecting their coarsening ability and the size of their time-step as 780 
time evolved. Figure 4 shows the time history for the number of sub-elements and of the time-step 781 
size. During the presence of the rarefaction wave in the domain, ݐ < 10 s, Figure 4a reveals that the 782 
HFV1 solver requires 3 times more sub-elements than the MWDG2 solver. In line with the results in 783 
Sec. 3.1.2 (see Figure 2), Figure 4a shows that HFV1  W with its piecewise-constant basis  W involved a 784 
maximum of 233 sub-elements to represent the sloping rarefaction wave, whereas MWDG2  W with 785 
its piecewise-linear basis  W uses just 83 sub-elements for representing the same rarefaction wave 786 
and does that more accurately than HFV1. Beyond ݐ = 10 s, the maximum number of sub-elements 787 
with MWDG2 shows much faster decrease than with HFV1 and reaches the single mother element 788 
about 10 s earlier (see zoom-in portion in Figure 4a). This behaviour is expected with both solvers as 789 
by ݐ > 10 s the waves exited the domain and only small solution perturbations remain. Relatedly, the 790 
time histories of the adaptive time-step size are illustrated in Figure 4b, showing predominantly 791 
larger time-steps with MWDG2 than with HFV1. The first noticeable increase in time-step size for the 792 
MWDG2 solver is achieved by ݐ = 3.5 s when the shock wave exits the domain. More increase in 793 
time-step size is seen by ݐ = 10 s when both waves have exited the domain. This increase becomes 794 
more significant from ݐ > 23 s, when MWDG2 uses less than four sub-elements. From ݐ> 27 s, the 795 
MWDG2 solver uses a time-step around ȴݐ = 1.5 s, which is roughly twice the time-step used by 796 
HFV1 over this period. This analysis supports the findings highlighted at the end of Sec. 3.1.2, 797 
suggesting that the MWDG2 solver is more accurate and less CPU intensive for simulations over 798 
large spatial domains and long-time scales. 799 
 800 
Figure 6. EŽƌŵĂůŝƐĞĚA?2 water depth error at ݐ = 1.3 s for the simulation of a frictionless dam-break on a dry 801 
domain, using adaptivity thresholds from ߝ = 10-6 to ߝ = 10-1. Adaptive HFV1 and MWDG2 results are compared 802 
with those of the FV1 and DG2 solvers on uniform meshes with 128 elements (dotted lines) and 512 elements 803 
(dashed lines). 804 
3.1.5 Computational overhead due to wavelet adaptivity 805 
The final series of tests examines the computational overhead associated with wavelet-adaptivity in 806 
the HFV1 and MWDG2 solutions. Wavelet-adaptivity reduces the number of sub-elements, 807 
producing coarser solutions that allow longer time-steps (Sec. 3.1.4). Fewer sub-elements and bigger 808 
time-steps reduce the overall computational cost (Secs. 3.1.1 and 3.1.4), but the compression and 809 
assembly mechanisms (via transformations (48) and (49) as detailed in Sec. 2.3) involved in the 810 
adaptivity calculations introduce some computational overhead that may dominate the overall 811 
computational cost (Figure 1b). To identify the extent of this overhead, the computational trade-off 812 
between the adaptive calculations and the uniform ones is analysed considering their cumulative 813 
CPU runtimes, respectively, throughout the 40-second simulations (Figure 5). The adaptive and 814 
uniform solvers are run based on the standard setting. 815 
In Figure 5a, the evolution of the cumulative runtimes generated by the FV1 and HFV1 are 816 
compared. For the first 15 s, the adaptive HFV1 solver is found to be slower than the uniform FV1 817 
solver due to the computational overhead associated with wavelet-adaptivity. Later, after the shock 818 
and rarefaction waves exit the domain, the adaptive HFV1 solution is coarsened aggressively (Figure 819 
4) and the associated gain in computational efficiency is seen to outweigh the adaptivity overhead. 820 
Nonetheless, the entire 40-second long HFV1 simulation is noted to complete in less than half the 821 
CPU time of the uniform FV1 simulation on the finest grid. This indicates that adaptive HFV1 822 
modelling is more practical when simulating flows with smooth profiles. With the adaptive MWDG2 823 
solver, as shown in Figure 2b, the computational overhead due to wavelet-adaptivity remains 824 
insignificant relative to the uniform DG2 simulation. Also, this overhead is found to be lower than 825 
the wavelet-adaptivity overhead experienced in the HFV1 simulation (compare the zoom-in portions 826 
in Figure 5a and Figure 5b)  W at least for ݐ < 15 s when the rarefaction did not leave the domain. 827 
Most strikingly, the adaptive MWDG2 solver is found to complete the 40-second simulation almost 828 
as quickly as the adaptive HFV1 solver. 829 
In summary, when simulating a dam-break flow with a shock occurring on a wet domain, the 830 
adaptive HFV1/MWDG2 solvers ǁŝƚŚɸA? ? ?-3 preserve the numerical accuracy of their corresponding 831 
uniform FV1/DG2 solvers. HFV1/MWDG2 are most effective on very coarse baseline grids down to a 832 
single mother element; once the waves have left the domain, both solvers are able to represent the 833 
spatially uniform solution with just one element. HFV1 is about twice as fast as FV1, and MWDG2 is 834 
about 20 times faster than DG2, with MWDG2 achieving greater accuracy than HFV1 at the same 835 
speed. 836 
 837 
 838 
Figure 7. Water height at ݐ = 1.3 s for the simulation of a frictionless dam-break on a dry domain, comparing 839 
the analytic solution with numerical solutions for the adaptive HFV1 and MWDG2 solvers with an adaptivity 840 
threshold (a) ߝ = 10-3 and (b) ߝ = 10-2. (c, d) Refinement levels for the corresponding solutions.  Simulations are 841 
performed on a baseline mesh with a single mother element and a maximum refinement level ܮ = 9 marked by 842 
a horizontal dotted line. 843 
 844 
3.2 Dam-break flow on a dry domain without shock 845 
As shown in Sec. 3.1, wavelet-adaptivity can easily refine the solution in the locality of a shock wave 846 
because wavelets act as a kind of jump detector [43]. However, a dam-break wave usually happens 847 
over a dry domain, without experiencing shock formation when topographic effects are neglected. In 848 
this case, a wetting front propagation occurs downstream. When friction effects are also neglected 849 
the wave-front shape is smooth, including a wet-dry front that should be modelled with enough 850 
resolution to properly track arrival time. Friction retards the arrival of the wet-dry front and 851 
steepens the wave-front, which must also be captured with fine resolution to represent the wave 852 
tip. In this test, some key properties of the adaptive HFV1 and MWDG2 solvers are re-explored when 853 
simulating dam-break flows over a dry and flat bed, considering frictionless and frictional cases for 854 
which analytical or semi-analytical solutions exist [45]. 855 
 856 
3.2.1 Frictionless case 857 
The test configuration is the same as the dam-break on a wet domain (Sec. 3.1.1), except for the 858 
initial water height ݄, which is given by: 859 ݄ሺݔǡ  ?ሻ ൌ ൜ ?݂݅ݔ ൑  ? ? ?݂݅ݔ ൐  ? ?    Eq 58 860 
The adaptive HV1/MWDG2 solutions are considered with the standard setting. Tests are run for ݐ = 861 
1.3 s and ŶŽƌŵĂůŝƐĞĚA?2 errors are calculated, using Eq. (57) by differencing numerical solutions with 862 
the analytical solution for the same range of choices for the error threshold (between ߝ = 10-6 and ߝ 863 
= 10-1). Figure 6 illustrates the respective ŶŽƌŵĂůŝƐĞĚ A?2 errors for the HFV1/MWDG2 solvers. The 864 
ĨŝŐƵƌĞ ĂůƐŽ ŝŶĐůƵĚĞƐ ƚŚĞ A?2 errors of the FV1/DG2 solvers on two uniform grids with 27 = 128 865 
elements and 29 = 512 elements, showing lesser magnitudes with DG2 as expected. For all the error 866 
thresholds, the HFV1 and MWDG2 solution remained more accurate than the corresponding uniform 867 
FV1 and DG2 solutions on the grid with 128 elements (Figure 6). The MWDG2 solver is always more 868 
accurate than FV1, as opposed to the previous test (compare Figure 6 with Figure 1a). With ɸA? ? ?-2, 869 
the HFV1 and MWDG2 solutions become almost as accurate as their corresponding uniform 870 
solutions on the finest grid, although they are somewhat less accurate. This behaviour is not 871 
observed in the previous test (compare Figure 6 with Figure 1a), where the A?2 errors of the 872 
HFV1/MWDG2 solvers overlap with the A?2 errors of the uniform FV1/DG2 solvers on the finest grid. 873 
Possibly, in this test, the water height and flow profiles are largely curved, which is the case where 874 
the FV1/DG2 solvers benefit more from an increase in the resolution of the uniform grid. Also, the 875 
flow states in the previous test remain unchanged over a significant portion in the domain (Figure 2), 876 
which causes less loss of relevant information within the HFV1/MWDG2 solvers  W during 877 
(de)compression due to propagation of round-off errors in Eqs. (48-49). Here, DG2 and MWDG2 878 
ĂĐŚŝĞǀĞĚ ůŽǁĞƌ A?2 errors than in the previous test, most likely owing to the double localisation 879 
process that switched off the slope limiter given the shockless nature of this dam-break flow. The 880 
results in Figure 6 indicate that ߝ = 10-3 and ߝ = 10-2 seem to be good choices to maximise the 881 
efficiency for HFV1/MWDG2 runs and deliver comparable accuracy to the uniform FV1/DG2 runs on 882 
the finest grid. 883 
 A qualitative analysis of the adaptive HFV1 and MWDG2 solutions at ݐ = 1.3 s is presented in 884 
Figure 7a and Figure 7b, which includes a comparison between the water height profiles predicted 885 
by HFV1 and MWDG2 for the aforementioned error thresholds and the analytical solution. HFV1 and 886 
MWDG2 predictions are noted to be in good agreement with the analytical solution. However, the 887 
HFV1 solution is seen to experience numerical diffusion at the wet-dry front and at the tail of the 888 
wave, slightly overestimating the region upstream of the initial dam position and underestimating 889 
the position of the wave-front (see magnified portions within Figures 7a and 7b). These effects do 890 
not seem to improve when lowering the error threshold from ߝ = 10-2 to ߝ = 10-3 and are not visible 891 
in the MWDG2 solution, which provides better overall alignment with analytical solution as expected 892 
from a second-order accurate numerical model. 893 
In terms of resolution demand, as illustrated in Figures 7c and 7d, MWDG2 allows coarser 894 
refinement levels than HFV1 and chooses more sensibly where to use the finest levels. With ߝ = 10-2 895 
and ߝ = 10-3, the HFV1 solution involved the two finest refinement levels, namely still accessing levels 896 
(8) and (9) to represent the full extent of the sloping water surface (Figures 7c and 7d). The MWDG2 897 
solution does not exceed levels (7) to represent this zone except where it should, namely at the kink 898 
and wet-dry front. Notably, with ߝ = 10-2, MWDG2 uses level (6) and below along the smoothing 899 
wave, level (7) at the kink, but without accessing any higher refinement levels despite being 900 
available. Considering also that MWDG2 predictions are nearly similar at ߝ = 10-2 and ߝ = 10-3 (see 901 
Figure 6b and compare Figures 7a vs. 7b), lowering ߝ can reduce model accessibility to the finest 902 
refinement levels, as desired for some simulations that do not demand high resolution, while 903 
keeping these finest levels re-accessible as needed for other simulations (see also Sec. 3.7). 904 
 905 
Figure 8. Water height at ݐ = 1.3s for the simulation of a frictional dam-break on a dry domain, comparing the 906 
semi-analytical solution with numerical solutions using the adaptive HFV1 and MWDG2 solvers with an 907 
adaptivity threshold (a) ߝ = 10-3 and (b) ߝ = 10-2. (c, d) Refinement levels for the corresponding solutions. 908 
Simulations are performed on a baseline mesh with a single mother element and a maximum refinement level 909 ܮ = 9 marked by a horizontal dotted line. 910 
 911 
3.2.2 Frictional case 912 
For the frictional dam-break case, the configuration is identical, except that the Manning coefficient 913 ݊ெ = 0.016 m1/3 s-1, which is selected by calibration to fit the semi-analytical solution available in 914 
terms of the Chézy factor [45]. Adaptive HFV1 and MWDG2 solutions are produced for the same 915 
error thresholds ߝ = 10-3 and ߝ = 10-2, which are illustrated in Figures 8a and 8b, respectively, 916 
together with the semi-analytical solution at ݐ = 1.3 s. Outside of the wave tip region upstream of 917 
the wet-dry front, HFV1/MWDG2 solutions perform very similarly to those in the corresponding 918 
frictionless test (Sec. 3.2.1). At the wave tip region, the semi-analytical solution is actually based on 919 
interpolation assuming a parabola [45]. As such, no exact comparisons can be made therein. 920 
Nevertheless, HFV1/MWDG2 solutions are found to agree well with the semi-analytical solution in 921 
the wave tip region, with MWDG2 producing a steeper wave-front profile. Figures 8c and 8d 922 
illustrate the corresponding refinement levels used by the adaptive solvers with ߝ = 10-3 and ߝ = 10-2, 923 
respectively. The adaptive HFV1/MWDG2 solutions show almost the same behaviour for the 924 
refinement levels as the frictionless case (compare Figures 7c and 7d with Figures 8c and 8d, 925 
respectively). However, at the wet-dry front, MWDG2 retains the maximum refinement level, even 926 
with ߝ = 10-2, due to the steeper wave-front induced by friction. 927 
 928 
Figure 9. Numerical solutions of (a, b) water elevation and (e, f) discharge for dam-breaks ascending upslope 929 
(left-hand panels) and descending downslope (right-hand panels) over a bed with a constant slope. Tests are 930 
performed using FV1 and DG2 solvers on a uniform mesh, and adaptive HFV1 and MWDG2 solvers.  For the 931 
adaptive solvers, (c, d) illustrate the refinement levels associated with the corresponding numerical solutions. 932 
 933 
The frictional and frictionless dam-break tests demonstrate further the ability of the 934 
adaptive HFV1 and MWDG2 solvers to simulate the propagation of dynamic waves over a dry 935 
domain. MWDG2 alleviates the numerical diffusion errors expected in the FV1 or HFV1 solutions 936 
with much lower refinement levels. With a threshold error of ߝ = 10-2, MWDG2 does not need to 937 
access the maximum refinement level, apart at the wet-dry front when the wave-front is steepened 938 
by friction. This suggests that the error threshold can be further relied on to reduce model access to 939 
the finest resolutions available as relevant for certain simulations, even when they are set to 940 
perform at very high resolution. 941 
 942 
3.3 Dam-break flow descending and ascending sloping and dry beds 943 
In this test, the performance of the adaptive HFV1/MWDG2 solvers is further examined for dam-944 
break flows featuring a wet-dry front that accelerates or decelerates as it descends or ascends a 945 
sloping bed. A dam-break wave upsloping is initially used in [47]. A more challenging variant is 946 
considered here, as proposed in [42], including a case where the wave downslopes. The initial dam is 947 
assumed centred at ݔ = 0 m in a [-15 m, 15 m] domain. Upstream of the dam (ݔ < 0), the initial water 948 
elevation ݄ ൅ ݖ is equal to 8 m and the water height is assumed to be zero downstream of the dam 949 
(ݔ A? 0). A wall is assumed to exist at the upstream end (ݔ = -15 m), which can be accounted for by 950 
reflective boundary conditions. Free outflow is assumed at the downstream end (ݔ = 15 m) by 951 
transmissive boundary conditions. The topography is linear with a slope angle ߙ, namely: 952 ݖሺݔሻ  ൌ  െ ? ൅ ݔݐܽ݊ሺߙሻ     Eq 59 953 
Two cases are considered with ɲǀĂůƵĞƐŝŶƋ ? ? ? ? ? ?&ŝƌƐƚ ?ĂĚĂŵ-ďƌĞ ŬĂƐĐĞŶĚŝŶŐǁŝƚŚɲA?ʋ ? ?ĂŶĚ ?954 
second, a dam-break desĐĞŶĚŝŶŐ ǁŝƚŚ ɲ A?-ʋ ? ? ?The upslope dam-break is simulated for ݐ = 1 s 955 
whereas the downslope dam-break is simulated for ݐ = 0.75 s. Both cases are assumed frictionless. 956 
Simulations are performed using the standard setting with the uniform FV1 and DG2 solvers (on a 957 
grid with 512 elements) and with the adaptive HFV1 and MWDG2 solvers taken with the default 958 
error threshold (ܯ = 1, ܮ = 9 and ߝ = 10-3). 959 
In Figures 9a and 9b, the water depth predictions made by the adaptive HFV1/MWDG2 and 960 
uniform FV1/MWDG2 solvers are illustrated, showing comparable profiles that also match existing 961 
results [42]. The difference between the predictions is more noticeable for the discharge profiles as 962 
shown in Figures 9e and 9f. Compared to MWDG2/DG2, FV1/HFV1 predictions exhibit numerical 963 
diffusion at the start of the wave, as expected given the difference in the accuracy orders between 964 
the corresponding numerical formulations. Despite this, these discrepancies are more prominent for 965 
the upslope dam-break case (see ݔ = -11 m in Figure 9e vs. at ݔ = -6 m in Figure 9f) suggesting that 966 
the second-order variants provide better predictions with increased level of vigour in the wave 967 
propagation. At the wave-front, the discrepancies become more noticeable in both the upslope and 968 
downslope dam-break cases (see ݔ > 10 m in Figure 9e vs. at ݔ = 12 m in Figure 9f). Therein, 969 
informed further by the results in Figure 7a, MWDG2/DG2 are expected to more accurately follow 970 
the evolution of the wet-dry front as they both deploy piecewise-linear solutions to integrate 971 
topography and wetting and drying, as opposed to HFV1/FV1 that use piecewise-constant solutions. 972 
 In terms of refinement level predictions, which are illustrated in Figures 9c and 9d, the HFV1 973 
solution only used the maximum level (9), hence yielding identical results to those delivered by the 974 
FV1 solution in both upslope and downslope dam-break case. This over-prediction is associated with 975 
the use of a piecewise-constant basis in HFV1 that yields a staircase pattern for the linear 976 
topography approximation, making the solver trigger the maximum refinement level at ߝ = 10-3. 977 
Note that the proposed wavelet-adaptivity formulations indistinguishably use the details of the flow 978 
and topography variables to generate the adaptive solution. In contrast, the MWDG2 solver, in both 979 
cases, predicted refinement level (8) to track the start of the wave, and levels (6) and (7) thereafter 980 
upstream of the wave-front. For the upslope dam-break case, MWDG2 does not access the 981 
maximum refinement level (9) at the wave-front but uses refinement level (8) instead. This is in 982 
contrast with the downslope case where level (9) is retained therein, and level (4) is selected before 983 
upstream of the depression wave. Such differences in refinement level predictions are expected 984 
given the different flow physics involved in the upslope and downslope dam-break cases; namely, 985 
the wet-dry front advance is slower in the former case, whereas wave recession at the start is 986 
delayed in the latter case. 987 
 988 
Figure 10. Evolution of the wet-dry front for dam-breaks (a) ascending upslope and (b) descending downslope 989 
over topography with a constant slope. 990 
 991 
 The propagation of the wet-dry front in the numerical simulations can be compared to the 992 
analytical position of the wet-dry front ݔ௙ሺݐሻ given by: 993 ݔ௙ሺݐሻ  ൌ  ?ݐඥ ?݃ሺߙሻെ  ?Ȁ ?݃ݐଶሺߙሻ  Eq 60 994 
The numerical position of the wet-dry front is calculated based on the first (sub-)element at which 995 
the water height is bigger than 10-2 m scanning (sub-)elements from left to right. Figures 10a and 996 
10b show the time evolution of wet-dry front positions for the upslope and downslope dam-break 997 
cases, respectively. As seen in Figure 10, FV1 calculates a slower front advance consistently under-998 
predicting the analytical solution. By the end of the simulations, FV1 (and identically HFV1) positions 999 
the front about 2 m and 1 m below the true position for the upslope and downslope dam-break 1000 
cases, respectively. The DG2 solver tracks the upslope and downslope wet-dry fronts more 1001 
accurately than the FV1 solver, however showing an over-predictive tendency. The adaptive 1002 
MWDG2 solver is seen to preserve the accurate solution of the underlying DG2 solver. The frontal 1003 
evolution obtained with the DG2 and adaptive MWDG2 solvers compares favourably with results 1004 
using the RKDG2-LFT solver presented in Kesserwani and Liang [42]1. In summary, the adaptive HFV1 1005 
solver is not found as effective as in the previous dam-break tests on flat beds because of its 1006 
piecewise-constant basis that can yield over-refinement when approximating a sloping topography 1007 
profile. The adaptive MWDG2 solver uses a piecewise-linear basis that can exactly represent the 1008 
sloping topography at any refinement level, so the MWDG2 solver is able to coarsen more effectively 1009 
than HFV1 while proving more accurate and economical. 1010 
 1011 
Figure 11. Discharge after ݐ = 100 s for the simulation of the lake-at-rest using (a) the FV1 solver on a uniform 1012 
mesh and the adaptive HFV1 solver, (b) the DG2 solver on a uniform mesh and the adaptive MWDG2 solver. 1013 
The analytical solution remains at rest with zero discharge while the numerical discharge is close to machine 1014 
precision in all cases. 1015 
                                                          
1 In their Figure 4b, the analytical front evolution plot for the downslope case is incorrect. Their numerical 
results are more closely aligned with the correct analytical front evolution presented here in Figure 10b.  
 1016 
3.4 Well-balanced property and mesh generation ability 1017 
This test examines the initial mesh generation ability of the adaptive solvers and their well-balanced 1018 
property in reproducing a lake-at-rest. Unlike the idealised sloping topography in the previous test, 1019 
real terrain is fractally multi-scale, non-smooth, and often discontinuous, as in the presence of 1020 
buildings. Preserving quiescent flow over an irregular topography is challenging for numerical 1021 
shallow water models, in particular at partially wet zones located at bed discontinuities [14, 17]. To 1022 
assess the full extent of well-balancedness, a lake-at-rest test has been proposed [48] based on an 1023 
idealised topography with smooth, sloping and discontinuous regions (see Figure 12). 1024 
 1025 
Figure 12. Topography profiles for the simulation of the lake-at-rest using (a) the adaptive HFV1 solver, (b) the 1026 
adaptive MWDG2 solver. The idealised topography has a smooth, curved hump (left), triangular hump (centre) 1027 
and discontinuous, rectangular hump (right). The water elevation, topography profile and corresponding 1028 
refinement levels are plotted on the same axis. Solutions are obtained using a baseline mesh with a single 1029 
mother element and a maximum refinement level ܮ = 9.  Markers show cell centre positions, and the full, 1030 
piecewise representation of topography is plotted. 1031 
 1032 
The lake-at-rest is defined on [0 m, 50 m] with an initial water elevation ݄ + ݖ = 2 m such that three 1033 
scenarios occur: exactly dry at a peak (݄ = 0 m at the curved hump), submerged portion (݄ > 0 m at 1034 
the triangular hump) and unsubmerged portion with two wet-dry fronts (݄ < 0 m at the rectangular 1035 
hump). The adaptive and uniform solvers are applied to compute the lake-at-rest conditions with 1036 
zero initial discharge (ݍ = 0 m2 s-1). Simulations are executed for a relatively long time evolution, 1037 
namely ݐ = 100 s corresponding to about 16,000 time-steps, considering two error thresholds ᖡ = 10-1 1038 
and ᖡ = 10-3 with the standard setting (ܯ = 1 and ܮ = 9). A robust and well-balanced solver should 1039 
preserve the initial water state and the initial zero discharge unperturbed as time evolves. 1040 
 Figure 11 shows the discharges computed by the adaptive and uniform solvers. All the 1041 
numerical discharges are observed to be very close to machine precision (Figure 11) and the initial 1042 
water elevation remains unchanged (Figure 12) for all the solvers throughout the simulation. Slightly 1043 
larger discharge predictions are noted with MWDG2 at ᖡ = 10-3 than with MWDG2 at ᖡ = 10-1 (Figure 1044 
11b) and with HFV1 (Figure 11a). This behaviour is expected as the smaller the ᖡ, the more MWDG2 1045 
will access Eqs. (48-49), causing more knock-on effects due to rounding of the irrational numbers 1046 
involved in the filter banks. Nonetheless, this increase in error is negligible even after very long time 1047 
evolution. Figure 11b also shows two spikes in the discharge predictions occurring around the 1048 
discontinuities of the rectangular hump for DG2 and MWDG2 at ᖡ = 10-3. These spikes, however, do 1049 
not grow over the 100-second long simulation, and their magnitude is noted to be smaller with grid 1050 
coarsening (e.g. compare with the MWDG2 predictions at ᖡ = 10-1). These results confirm that the 1051 
adaptive HFV1/MWDG2 solvers are well-balanced. Noting also that the negative water height below 1052 
the rectangular hump remains unmodified with time evolution (Figure 12), the sharp-edges of the 1053 
rectangular hump effectively become (internal) boundaries, which there is no need to manually 1054 
recognise since the initial water elevation can intersect the topography without affecting the well-1055 
balancedness of the solution. This property seems therefore to be instrumental to deal with the 1056 
presence of buildings during the mesh generation process. 1057 
Since ݄ ൅ ݖ and ݍ are unvarying in this test, the assembled initial (adaptive) solution is solely 1058 
selected driven by the topographic features. The well-balanced HFV1/MWDG2 solvers can therefore 1059 
be used as mesh generators subject to choosing an error threshold. The mesh generation ability of 1060 
these solvers is particularly explored by further analysing their refinement level predictions. Figures 1061 
12a and 12b include the refinement levels predicted by the HFV1 and MWDG2 solvers, respectively. 1062 
At the rectangular hump, both HFV1 and MWDG2 solvers are seen to select the maximum level (9) 1063 
at the sharp edges, and to coarsen effectively in-between them where the topography is smooth. 1064 
For this hump, the smooth portion is flat and the sharp-edged portions are strongly discontinuous. 1065 
The former portion is readily represented by coarse piecewise-constant and piecewise-linear data, 1066 
while the latter portion can easily be detected by both representations. The choice of the error 1067 
threshold seems to have little effect on representing this obstacle, as very similar refinement levels 1068 
are predicted therein by both HFV1 and MWDG2 solvers at ᖡ = 10-3 and at ᖡ = 10-1. 1069 
The curved and triangular humps are less easily represented by the HFV1 piecewise-constant 1070 
basis: at ߝ = 10-3, HFV1 used the maximum refinement level (9) in these two regions (Figure 12a). 1071 
More effective coarsening at these two humps is noted by choosing ߝ = 10-1 where HFV1 uses only 1072 
refinement levels (8) or below. MWDG2 coarsens the triangular hump much more sensibly than 1073 
HFV1 at ߝ = 10-3: it uses the maximum refinement level only at the kinks at the base of the triangle 1074 
(Figure 12b), and much coarser levels at the tip that is positioned exactly at the centre of the 1075 
domain. At the curved hump, MWDG2 still predicts the maximum refinement level (9), even at ߝ = 1076 
10-3, which could be signalling that more resolution is needed to cover curved terrain shapes. With ߝ 1077 
= 10-1, the triangular and curved hump are relatively less-resolved with MWDG2 than with HFV1, 1078 
with MWDG2 predicting level (7) and below. However, taking ߝ A? ? ?-1 is likely to make the HFV1 or 1079 
the MWDG2 solvers unable to preserve enough accuracy (recall Secs. 3.1.1 and 3.2.1). 1080 
 1081 
Figure 13. Adaptive MWDG2 topography profile and corresponding refinement levels for the three humps 1082 
used in the lake-at-rest simulation. The profile is obtained using a baseline mesh with a single mother element 1083 
(ܯ = 1) and a maximum refinement level ܮ = 14. 1084 
 1085 
With a maximum refinement level ܮ = 9 and an error threshold ߝ = 10-3, MWDG2 used the 1086 
maximum refinement level at the discontinuities of the rectangular hump and the kinks of the 1087 
triangular hump as expected, but also throughout the curved hump. To explore whether the usage 1088 
of level (9) throughout the curved hump is an over-refinement or a requirement, the MWDG2 solver 1089 
is re-run by increasing the maximum refinement level to ܮ = 14 under the same error threshold. 1090 
Figure 13 shows the profile of the corresponding refinement levels. Remarkably, now the MWDG2 1091 
solver only accesses the maximum refinement level (14) at the strong discontinuities of the 1092 
rectangular hump. At the kinks, MWDG2 predicts level (12) for the triangular hump and level (13) for 1093 
the curved hump that has steeper kinks. Moreover, analysis of the MWDG2 solution provides 1094 
information on the necessary refinement levels required to represent the smooth humps, i.e. 1095 
suggesting the need for level (6) and (10) to discretise the slope and curvature involved in the 1096 
triangular and curved humps, respectively. These results imply that MWDG2 can effectively be used 1097 
to initialise mesh resolution in a localised manner as needed. This property could potentially be 1098 
useful towards making more effective use of very high resolution Lidar data without overloading the 1099 
simulation, and gives the user direct control over the extent of resolution deepness at which 1100 
topography is represented within the model (via choosing ߝ). 1101 
 1102 
Figure 14. Convergence to a steady-state solution for (a) subcritical (b) supercritical and (c) transcritical flows. 1103 
Water height convergence is measured by calculating the ы2 difference between the current and previous 1104 
time-steps. 1105 
 1106 
3.5 Convergence to well-balanced steady states with non-zero flows over a hump  1107 
In this series of tests, the adaptive HFV1 and MWDG2 solvers are given steady boundary conditions 1108 
to study their convergence ability in reaching steady states with flows over a hump. Following 1109 
Delestre et al. [45], the one-dimensional domain is [0 m, 25 m] with a topographic hump given by:  1110 ݖሺݔሻ  ൌ  ൜ ?Ǥ ? െ  ?Ǥ ? ? ?ሺݔ െ  ? ?ሻଶ ? ൏ ݔ ൏ ? ? ?  Eq 61 1111 
 1112 
Table 1. Initial water depth and boundary conditions for the subcritical, supercritical and transcritical steady-1113 
state tests. All steady-state tests have an initial discharge ݍ = 0 m2 s-1 1114 
Steady flow test Initial water 
height (m) 
Upstream 
discharge (m2 s-1) 
Upstream water 
height (m) 
Downstream water 
height (m) 
Subcritical  2.0 4.42  W  2.0 
Supercritical  2.0 25.0567 2.0  W 
Transcritical with shock 0.33 0.18  W 0.33 
 1115 
Tests are performed to assess the rate of convergence upon three steady flow regimes: subcritical, 1116 
supercritical and transcritical with a stationary shock. The initial and boundary conditions used in 1117 
each tests are available in Table 1. Simulations are performed with the uniform FV1 and DG2 solvers 1118 
and the adaptive HFV1 and MWDG2 solvers both taken with the standard setting and ᖡ = 10-3. A 1119 
simulation is set to stop whenever the ы2 difference in water height between the current and 1120 
previous time-steps becomes in the range of machine precision. The time history of the ы2 difference 1121 
for all three tests are shown in Figure 14.  1122 
 1123 
Figure 15. Steady state solutions of (a, b, c) water elevation and (g, h, i) discharge for subcritical flow (left), 1124 
supercritical flow (centre) and transcritical flow with a stationary shock (right). For the adaptive HFV1 and 1125 
MWDG2 solvers, (d, e, f) show the corresponding refinement levels. All adaptive solutions are plotted using an 1126 
adaptivity threshold ߝ = 10-3.  For the transcritical case, an additional solution is plotted using the adaptive 1127 
MWDG2 solver with ߝ = 10-5. 1128 
 1129 
The FV1, DG2, HFV1 and MWDG2 solvers all converge to machine precision in the subcritical 1130 
test (Figure 14a) and supercritical test (Figure 14b). For the subcritical test, all solvers converge to 1131 
machine precision within about 300 s to 500 s, with the HFV1 and MWDG2 solvers being slightly 1132 
faster than their FV1 and DG2 counterparts (Figure 14a). In the supercritical test, the FV1 and DG2 1133 
solvers converge after about 10 s, with the adaptive solvers converging slightly later (Figure 14b). 1134 
Compared to the supercritical case, converging to steady subcritical flow takes longer because the 1135 
flow is relatively weak and adjustment towards balance is consequently slower. The transcritical case 1136 
involves a transition from subcritical to supercritical flow, with another transition back to subcritical 1137 
flow downstream of a stationary shock. Unsurprisingly, convergence to this transcritical steady-state 1138 
is the slowest of all three cases (Figure 14c): FV1 and DG2 solvers on a uniform mesh converge to 1139 
machine precision after about 800 s, and the adaptive HFV1 solver after about 450 s. The adaptive 1140 
MWDG2 solver does not converge beyond 10-4 with ߝ = 10-3. This stagnation in ы2 difference with 1141 
MWDG2 at ߝ = 10-3 is likely due to the intrusion of the slope limiter triggered by noise eventually 1142 
accumulating from rounding of irrational numbers at the same location (see also the related 1143 
discussion in the next paragraph). Regardless, when ߝ is reduced to 10-5 the MWDG2 solver 1144 
converges to machine precision at a faster rate than the DG2 solver (Figure 14c). Overall, 1145 
convergence rates for all solvers are of the same order of magnitude for a given flow regime, and all 1146 
solvers are able to converge to machine precision. 1147 
The steady-state solutions of water elevation and discharge are included in Figures 15. For 1148 
all three flow regimes, the numerical solutions of water height are in close agreement, all showing 1149 
no visual difference with their corresponding analytical profiles [45], which were not illustrated for 1150 
clarity. As can be seen in Figures 15g-15i, anomalies in discharge predictions are apparent in the FV1 1151 
and HFV1 solutions. These anomalies are usually expected to reduce with an improved FV-based 1152 
topography discretisation technique apart where a shock develops [14, 26, 49]. However, all these 1153 
types of anomaly do not appear when using DG2 and MWDG2 solvers. Compared to the DG2 1154 
uniform solver, the MWDG2 solver presents some tiny anomalies in the discharge predictions. These 1155 
anomalies are different to those induced by the HFV1 and FV1 solvers and are comparatively 1156 
negligible. They are seen to occur at locations where there are gaps in refinement levels (see also 1157 
Figures 15d-15f). Most likely, these tiny anomalies are caused by constant (de)compression of the 1158 
MWDG2 solution at the same location when the adaptive grid and solution become static in time. 1159 
This can eventually lead to low levels of noise due to accumulation of round-off errors, which can 1160 
generate knock-on effects such as triggering the slope limiter as discussed in the previous paragraph. 1161 
Such tiny noises can be avoided by either increasing the convergence tolerance, or lessening ߝ. 1162 
 1163 
Figure 16. Solution of (a, b) water elevation and (e, f) flow velocity for the simulation of the frictionless 1164 
parabolic bowl. The analytical solution is compared to numerical solutions using the FV1 and DG2 solvers on a 1165 
uniform mesh, and adaptive HFV1 and MWDG2 solvers are compared with  are shown after 9 periods (left-1166 
hand panels) and 9.5 periods (right-hand panels). For the adaptive HFV1 and MWDG2 solvers, (c, d) shows the 1167 
refinement levels for the corresponding solutions. 1168 
 1169 
In Figure 15, the corresponding refinement levels predicted by the adaptive HFV1 and 1170 
MWDG2 solutions are shown for the subcritical case (Figure 15d), supercritical case (Figure 15e), and 1171 
transcritical case (Figure 15f). Both solvers require higher refinement levels only in the locality of the 1172 
hump, with very few sub-elements involving the maximum refinement level (9), corresponding with 1173 ߂ݔ(9) = 0.049 m. Elsewhere, the solution is coarsened aggressively down to refinement level (2) 1174 
corresponding with ߂ݔ(2) = 6.25 m. Using an adaptivity threshold of ߝ = 10-3, the adaptive MWDG2 1175 
solver coarsens the solution more effectively than HFV1 in the locality of the hump. For the 1176 
transcritical solution to converge to machine precision, MWDG2 required an adaptivity threshold ߝ = 1177 
10-5 and, with this choice, MWDG2 behaves similarly to HFV1, using the maximum refinement level 1178 
for the entire region of the hump (Figure 15f). In summary, with a suitable choice of adaptivity 1179 
threshold, all HFV1 and MWDG2 solvers converge to steady state solutions down to machine 1180 
precision at about the same rate as the FV1 and DG2 solvers on a uniform mesh. They are also found 1181 
to be as well-balanced as the underlying FV1 and DG2 uniform solvers. Adaptive HFV1 and MWDG2 1182 
solutions are coarsened down to refinement level (2), using elements that are 128 times coarser 1183 
than the finest elements. 1184 
 1185 
3.6 Conservation of integral properties for an oscillatory flow in a parabolic bowl 1186 
To analyse conservation properties over a long time evolution, the uniform and adaptive solvers are 1187 
applied to simulate an oscillatory flow over topography. As shown in Lhomme et al. [50], excessive 1188 
numerical diffusion in shallow water models acts to dissipate energy and damp oscillatory flows. 1189 
Assuming a frictionless topography, there are no sources or sinks of energy, which makes this test 1190 
suitable to challenge the ability of a shallow water model to conserve mass and energy in the 1191 
presence of moving wet-dry fronts. As in [45], an initially sloping water elevation is contained in a 1192 
parabolic bowl defined on a one-dimensional domain in the interval [0 m, 4 m], given by: 1193 ݖሺݔሻ ൌ ݄଴ ቀ ଵ௔మ ሺݔ െ  ?ሻଶ െ  ?ቁ     Eq 62 1194 
The exact solutions of the water height and the velocity are: 1195 
݄ሺݔǡ ݐሻ ൌ ቐെ݄଴ ቆ൬ଵ௔ ሺݔ െ  ?ሻ ൅ ஻ඥଶ௚௛బ  ൬ඥଶ௚௛బ௔ ݐ൰൰ଶ െ  ?ቇ ݔଵሺݐሻ ൑ ݔ ൑ ݔଶሺݐሻ ?݉ Eq 63 1196 
ݒሺݔǡ ݐሻ ൌ ൝ܤ ൬ඥଶ௚௛బ௔ ݐ൰ ݔଵሺݐሻ ൑ ݔ ൑ ݔଶሺݐሻ ?݉Ȁݏ     Eq 64 1197 
where ݔଵሺݐሻ and ݔଶሺݐሻ are the locations of the wet-dry interfaces at time t, ݄଴ = 0.5 m, and ܽ = 1 m 1198 
[45]. The initial water height and flow velocity conditions can be obtained from Eqs. (63-64). 1199 
Transmissive boundary conditions are imposed at both boundaries, but the parabolic bowl restricts 1200 
the water to the domain interior. The uniform and adaptive solvers are applied considering the 1201 
standard setting with the default error threshold (512 elements with the uniform solvers vs. ܮ = 9, ܯ 1202 
= 1 and ߝ = 10-3 with the adaptive solvers). Tests are integrated for 36.11 s, corresponding to 18 1203 
periods of oscillation. The period to complete one oscillatory cycle is ܶ ൌ  ?ߨܽȀඥ ?݃ ଴݄. The solution 1204 
of the parabolic bowl behaves like a pendulum, with turning points occurring every half period, 0ܶ, 1205 
0.5ܶ, 1ܶ, 1.5ܶ ? ? ?ǁŚĞŶƚŚĞĨůŽǁǀĞůŽĐŝƚǇŝƐǌĞƌŽ ?ƚĞĂĐŚƉĞƌŝŽĚ ?ܶ, 1ܶ, 2ܶ ? ? ?ƚŚĞĂŶĂůǇƚŝĐĂůǁĂƚĞƌ1206 
elevation is equal to the initial water elevation and at each intermediate period 0.5ܶ, 1.5ܶ, 2.5ܶ ? ? ?1207 
the analytical water elevation is a mirror image of the initial water elevation. 1208 
 1209 
Figure 17. Evolution of (a) change in mass and (b) normalised total energy for the simulation of the frictionless 1210 
parabolic bowl. The 36.11 second-long simulation corresponds to 18 periods of oscillation. 1211 
 1212 
3.6.1 Qualitative comparisons after 9 periods 1213 
Numerical solutions using the FV1, DG2, adaptive HFV1 and MWDG2 solvers are compared with the 1214 
analytical solution in Figure 16. The DG2 and MWDG2 solutions of water elevation closely agree with 1215 
the analytical solution after 9 periods (Figure 16a) and 9.5 periods (Figure 16b). In contrast, 1216 
oscillations are damped by the first-order accurate FV1 and HFV1 solvers, and the water elevation 1217 
after 9 periods no longer reaches the maximum initial water elevation. For the velocity predictions, 1218 
the DG2 solver obtains calculations that are consistently close to the analytical solution of ݒ = 0 m s-1 1219 
after 9 periods (Figure 16e) and 9.5 periods (Figure 16f). The adaptive MWDG2 solver also achieves 1220 
small flow velocities except around the wet-dry fronts. The FV1 and HFV1 solutions have flow 1221 
velocity errors of about 0.4 m s-1 with larger error magnitudes in the locality of the wet-dry fronts. 1222 
The refinement levels predicted by the adaptive HFV1 and MWDG2 solvers are presented 1223 
corresponding to the solution after 9 periods (Figure 16c) and 9.5 periods (Figure 16d). The HFV1 1224 
solver uses the maximum refinement level (9) throughout the domain, as expected given the curved 1225 
shape of the parabolic topography (recall the analysis in Sec. 3.4). The adaptive MWDG2 solver uses 1226 
the maximum refinement level just at the wet-dry fronts, and temporarily in some dry regions where 1227 
small-scale noise occurs in the solutions. Such noise can be reduced by slightly increasing the error 1228 
threshold. Apart from these isolated regions, MWDG2 uses only refinement level (7), resulting in 1229 
almost four times fewer elements than the uniform solvers with 512 elements. 1230 
 1231 
3.6.2 Mass conservation and energy conservation 1232 
The frictionless parabolic bowl is a closed system with no sources or sinks of mass or energy. As the 1233 
water oscillates within the bowl, there is an exchange between kinetic and potential energy, but the 1234 
total energy is conserved. The time evolution of total mass and total energy is measured in order to 1235 
assess the conservation properties of the numerical solvers. Only the average coefficients are used 1236 
in both mass and energy calculations, which were evaluated for the assembled solution on ݃௜஺. That 1237 
is, the total mass produced by the adaptive solvers on ݃௜஺ is calculated as: 1238 ܯ ൌ  ? ቀ݄௘଴ǡሺ௡ሻ ?ݔ௘ሺ௡ሻቁ௘א௚೔ಲ     Eq 65 1239 
From Eq. (65), the mass difference ߂ܯ is evaluated as ߂ܯሺݐሻ  ൌ ܯሺݐሻ െ ܯ଴, with ܯ଴ ൌ ܯሺ ?ሻ 1240 
being the initial mass at ݐ = 0 s. The mass difference is normalised relative to the initial mass as: 1241 
߂ܯ෡ሺݐሻ  ൌ ߂ܯሺݐሻȀܯ଴    Eq 66 1242 
The total energy is calculated as the sum of kinetic and potential energy [51]: 1243 ܧ ൌ  ? ൜൤ଵଶ ݄௘଴ǡሺ௡ሻ ቀݒ௘଴ǡሺ௡ሻቁଶ ൅ ቀ݄௘଴ǡሺ௡ሻ ൅ ݖ௘଴ǡሺ௡ሻቁଶ െ ቀݖ௘଴ǡሺ௡ሻቁଶ൨  ?ݔ௘ሺ௡ሻൠ௘א௚೔ಲ   Eq 67 1244 
which is normalised relative to the initial total energy ܧ଴ ൌ ܧሺ ?ሻ such that: 1245 3ሺݐሻ  ൌ ܧሺݐሻȀܧ଴        Eq 68 1246 
For the uniform solvers, Eqs. (65-68) are applied for their assembled solution on ݃௜௅ instead of ݃௜஺.  1247 
The time histories of the normalised mass difference are illustrated in Figure 17a for the FV1 1248 
and DG2 solvers on a uniform mesh, and the adaptive HFV1 and MWDG2 solvers. The FV1, HFV1 and 1249 
DG2 solvers conserve mass to machine precision (Figure 17a). The HFV1 solver retains refinement 1250 
level (9) yielding simulations on an equivalent grid as the FV1 solver, but at a higher cost: here, HFV1 1251 
does not zero any detail coefficient and so gets unnecessarily overloaded with overhead cost due to 1252 
Haar-wavelet adaptivity (recall the analysis in Sec. 3.1.5). Unsurprisingly, HFV1 delivers the same 1253 
level of conservativeness as the uniform FV1 solver for both mass and energy quantities (Figure 17). 1254 
The MWDG2 solver constantly altered refinement levels between (7) and (9), resulting in a loss of 1255 
information due to zeroing of detail coefficients. Given also that the multi-wavelet adaptivity of the 1256 
MWDG2 solver must filter both average and slope coefficients  W via constant rounding of the 1257 
irrational numbers involved in the filters  W these effects result in a very small, linear growth in mass 1258 
(Figure 17a). Nonetheless, MWDG2 mass conservation errors are still close to machine precision, 1259 
even after 18 periods of oscillation. The normalised total energy is also measured at each time-step 1260 
for the FV1, DG2, HFV1 and MWDG2 solvers (Figure 17b). As expected for a first-order solver, FV1 1261 
and HFV1 dissipate energy quite rapidly, losing about 13% of the initial energy after 18 periods of 1262 
oscillation. In contrast, the DG2 solver on a uniform mesh achieves excellent energy conservation, 1263 
losing less than 1% of the initial energy after 18 periods. Despite the adaptive MWDG2 solver 1264 
coarsening the solution to refinement level (7), it is only slightly more dissipative than the DG2 1265 
solver, with MWDG2 losing less than 2% of the initial energy. 1266 
For such a dynamic oscillatory flow over a curved topography with wet-dry fronts, HFV1 with 1267 ߝ = 10-3, delivers the same predictive accuracy as the uniform FV1 solver on the finest grid, but is 1268 
expected to be more costly to run (Sec. 3.1.5). Employing HFV1 with bigger ߝ gives an under-1269 
performance relative to the present accuracy of FV1 and so may not be a feasible option for this 1270 
type of simulation. The DG2 solver on the finest uniform grid shows excellent conservation 1271 
properties for both mass and energy quantities. The adaptive MWDG2 is likely to be more efficient 1272 
than HFV1 for this type of simulation, and preserves the conservation properties of the DG2 solver 1273 
with inconsequential effects. 1274 
 1275 
Figure 18. Initial configuration of the dam-break over a trapezoidal hump following Ozmen-Cagatay and 1276 
Kocaman [52]. Nondimensionalised scales are used in subsequent figures. Illustrated aspect ratio is 5:1. 1277 
 1278 
3.7 Numerical simulation of a laboratory dam-break over a trapezoidal hump  1279 
Ozmen-Cagatay and Kocaman [52] conducted a laboratory flume experiment of a dam-break flow 1280 
over a trapezoidal hump. This test involves a wet-dry front advancing over a frictional topography, 1281 
wave overtopping on a building-like hump and a topographically-reflected shock wave. In particular, 1282 
it is an ideal benchmark to validate the practicality of the HFV1 and MWDG2 solvers in modelling 1283 
realistic aspects of shallow water flows in a multi-scale setting and in relation to the increase in 1284 
maximum refinement level. The physical experiment [52] was conducted in an 8.9 m long acrylic 1285 
glass flume, with the configuration illustrated in Figure 18. The topography and initial water 1286 
elevation profile are the same for the numerical tests presented here, with an initial zero discharge. 1287 
A reflective boundary condition is imposed at the upstream boundary and a transmissive boundary 1288 
condition is imposed downstream. The Manning coefficient for acrylic glass is 0.01 m1/3 s-1. The water 1289 
in the flume was photographed at regular time intervals and the water elevation profile was 1290 
measured to an accuracy of about ±1 mm. Experimental measurements of water elevation are 1291 
compared with numerical solutions at time ܶ = 11.9, ܶ = 23.05 and ܶ = 41.84, where ܶ is a 1292 
nondimensionalised time ܶ ൌ ඥ݄݃଴ݐ with ݄଴ = 0.25 m denoting the initial height behind the gate 1293 
located at ݔ଴ = 4.65 m. 1294 
 1295 
Figure 19. Snapshots of water elevation for the dam-break over a trapezoidal hump with friction at 1296 
nondimensionalised times (a, d) ܶ = 11.9 (b, e) ܶ = 23.05 and (c, f) ܶ = 41.84, where ܶ is a nondimensionalised 1297 
measure of time given by equation. Numerical solutions are obtained using FV1 and DG2 solvers on a uniform 1298 
mesh with  ?௅ elements, and adaptive HFV1 and MWDG2 solvers on a baseline mesh with a single mother 1299 
element and a maximum refinement level ܮ, with (a, b, c) ܮ = 9, and (d, e, f) ܮ = 7. The nondimensionalised 1300 
elevation is ݄Ȁ݄௢  and the nondimensionalised length is ሺݔ െ ݔ଴ሻȀ݄଴, with the plotted origin being the gate 1301 
position ݔ଴ = 4.65m. 1302 
 1303 
 Numerical solutions are obtained using the FV1 and DG2 solvers on a uniform mesh with  ?௅ 1304 
elements, and adaptive HFV1 and MWDG2 solvers on a baseline grid with a single mother element, a 1305 
maximum refinement level ܮ and with the default error threshold (ߝ = 10-3). Tests are performed 1306 
with ܮ = 7, 9 and 11 corresponding to a finest grid spacing of ߂ݔሺ଻ሻ = 0.070 m, ߂ݔሺଽሻ = 0.017 m and 1307 ߂ݔሺଵଵሻ = 0.0043 m, or respectively to 128, 512 and 2048 elements for the finest uniform grid.  1308 
 1309 
Figure 20. Cumulative CPU times to compete a 30-second numerical simulations (corresponding to T = 188 1310 
s) for the uniform FV1 and DG2 solvers on a uniform mesh with  ?௅ elements, and the adaptive HFV1 and 1311 
MWDG2 solvers on a baseline mesh with a single mother element and a maximum refinement level ܮ: upper 1312 
part ܮ = 7, medium part ܮ = 9 and upper part ܮ = 11. 1313 
  1314 
As shown in Figures 19a-19c, at ܮ = 9, the adaptive and uniform solutions closely agree with the 1315 
experimental observations at ܶ = 11.9, ܶ = 23.05 and ܶ = 41.84, since the topography and fine-scale 1316 
flows are well-resolved at ߂ݔሺଽሻ = 0.017m. While a similar behaviour for the adaptive and uniform 1317 
solutions is expected at ܮ = 11 as ߂ݔሺଵଵሻ  ൏ ߂ݔሺଽሻ, with ܮ = 7, the topography and fine-scale flow 1318 
cannot be sufficiently resolved by the FV1 and HFV1 solvers using a piecewise-constant basis 1319 
(Figures 19d and 19e). At ܶ = 11.9, FV1 and HFV1 simulations produce insufficient overtopping on 1320 
the lee side of the obstacle (Figure 19d) and, at ܶ = 11.9 and ܶ = 23.05 (Figure 19e), the reflected 1321 
wave is positioned far upstream compared to the experimental observations. Numerical diffusion is 1322 
particularly evident in the FV1 and HFV1 solutions at ܶ = 23.05 which is not present in the same 1323 
solutions on the finer mesh using ܮ = 9. In contrast, since the DG2 and MWDG2 solvers use a 1324 
piecewise-linear basis, the fine-scale features are still well-resolved even at ܮ = 7 with ߂ݔሺ଻ሻ = 0.070 1325 
m. Using the same test, Kesserwani and Wang [15] achieved accurate DG2 solutions using a 1326 
significantly coarser mesh of ߂ݔ = 0.22 m, and obtained second-order MUSCL-FV solutions with 1327 
errors similar to those obtained with the FV1 and HFV1 solvers. In terms of refinement level 1328 
predictions, both adaptive HFV1 and MWDG2 solvers are observed to fully refine around the 1329 
trapezoidal obstacle given the sloping character of its sides and the dynamic nature of the flow. To 1330 
realistically analyse efficiency benefits of the adaptive solvers, their cumulative CPU time costs are 1331 
further recorded for completing 30-second numerical simulations (corresponding to ܶ = 188 s). 1332 
The elapsed CPU time is measured at every time-step, and these time series are illustrated for ܮ 1333 
= 7 (Figure 20  W upper part), ܮ = 9 (Figure 20  W middle part) and ܮ = 11 (Figure 20  W lower part). At ܮ 1334 
= 7 with߂ݔሺ଻ሻ = 0.070 m, the FV1 and adaptive HFV1 solvers complete the simulation the fastest 1335 
(Figure 20  W upper part), but produce somewhat inaccurate solutions since the grid is relatively 1336 
coarse (Figure 19  W lower parts). Accurate solutions are achieved using the DG2 and MWDG2 solvers, 1337 
but the adaptive MWDG2 solver completes the simulation in about half the time of DG2 on a grid 1338 
with 27 = 128 uniform elements. At ܮ = 9 with ߂ݔሺଽሻ = 0.017 m, the HFV1 and MWDG2 solvers 1339 
complete the simulation around the same time (Figure 20  W middle part). The DG2 solver is about 1340 
five times more computationally expensive and completes the simulation after 10.3 s of CPU time. 1341 
At this grid resolution, the FV1 solver remains the most computationally efficient choice, and 1342 
produces a solution with similar accuracy to the other solvers (Figure 19  W upper parts). At ܮ = 11 1343 
with ߂ݔሺଵଵሻ = 0.0043 m, no improvement in solution accuracy is expected since the flow in the 8.9 1344 
m-long flume is already well-resolved with coarser meshes. However, at ܮ = 11, the adaptive 1345 
MWDG2 solver is, surprisingly, the first to finish the simulation, followed by the FV1 and adaptive 1346 
HFV1 solvers (Figure 20  W lower part) and, compared to the DG2 solver on a uniform mesh, the 1347 
MWDG2 solver is 27 times faster. Clearly, with increased maximum refinement level, MWDG2 tends 1348 
to become faster than the uniform FV1 solver on the finest grid and, ultimately than the HFV1 1349 
solver. In terms of resolution accuracy, taking ܮ = 11 is unnecessary for this test, as ܮ = 9 provide 1350 
sufficient resolution, but does still pay off with an ŝŶĐƌĞĂƐĞŝŶDt' ?ƐŽůǀĞƌ ?ƐĞĨĨŝĐŝĞŶĐǇ ?'ŝǀĞŶĂůƐŽ1351 
that MWDG2 provides superior accuracy with ܮ = 7 (i.e. up to a resolution of 0.070 m), the MWDG2 1352 
solver could be even more beneficial, in favour of accuracy, when the finest resolution involved in 1353 
the adaptive grid is roughly A? 0.1 m. Hence, the MWDG2 solver seems to be a promising alternative 1354 
for simulations over a large domain (10 km and more in horizontal length scale) allowing multi-scale 1355 
features that are as small as 0.1 m, nonetheless at a lower runtime cost than the uniform FV1 solver 1356 
on the finest grid available and at nearly the same accuracy as the expensive uniform DG2 solver on 1357 
the finest grid. 1358 
 1359 
 Summary and conclusions 1360 
A scaled second-order Discontinuous Galerkin (DG2) solver of the Shallow Water Equations (SWE) 1361 
was presented (Sec. 2.1), with guiding principles on how it extends to incorporate multiresolution 1362 
analysis (Sec. 2.2) based on multiwavelets (MW) to form the so-called adaptive MWDG2 solver (Sec. 1363 
2.3). Our aim has been to explain this framework in a way that is understandable by water engineers 1364 
and modellers, and to unravel its relevant benefits for improving the accuracy, efficiency and 1365 
autonomy of Godunov-type hydrodynamic models. In the adaptive MWDG2 solver, flow and 1366 
topography data at various resolution levels are compressed in a single dataset of details, or wavelet 1367 
coefficients (Sec. 2.3.1). From these details, a multiresolution DG2 solution can be created and 1368 
assembled on a non-uniform grid by retaining the significant details and adding them to the coarsest 1369 
solution discretisation. Significant details were identified by comparing their magnitude to an error 1370 
threshold ᖡ (Sec. 2.3.2). The scaled DG2 solver can directly be applied to evolve the multiresolution 1371 
DG2 solution on an adaptive non-uniform grid (Sec. 2.3.3). Zero-valued detail coefficients were 1372 
imposed to complete the dataset of details as time evolved (Sec. 2.3.4). A first-order version was 1373 
produced based on the Haar wavelet within the Finite Volume (HFV1) method (Sec. 2.4). The 1374 
behaviour of the adaptive HFV1 and MWDG2 solvers was studied systematically and compared 1375 
against the standard first-order Finite Volume (FV1) and second-order Discontinuous Galerkin (DG2) 1376 
solvers on a uniform grid. Seven tests were used to diagnostically explore the performance of the 1377 
adaptive (multi)wavelet-based solvers, which covered all the elementary aspects relevant to 1378 
accurate, efficient and robust hydraulic modelling (Sec. 3). Adaptive solver simulations started from 1379 
a coarsest grid discretisation with ܯ mother elements, with each allowing a maximum of  ?௅ sub-1380 
elements (a maximum refinement level ܮ yielding ܯ A?number of sub-elements A?ܯ ?௅). The 1381 
uniform solver simulations considered the grid at the finest resolution available (with ܯ ?௅ 1382 
elements). The numerical results consistently reinforced the conclusion that the (multi)wavelet-1383 
based solvers offer many attractive properties including the ability to: (i) automate the formulation 1384 
of an initial multiresolution mesh, (ii) use very few, or a single, mother element(s) as a baseline grid, 1385 
(iii) allow large gaps across resolution levels, (iv) preserve robustness, accuracy and conservation 1386 
properties of the standard uniform solvers, and (v) adapt modelling resolution and data simply with 1387 
reference to the user-prescribed error threshold ᖡ.  1388 
More strikingly, findings from this study newly identify a range for the error threshold ᖡ 1389 
where the adaptive MWDG2 solver can deliver simulations that are not only as accurate as the 1390 
uniform DG2 simulations but also faster than the simulations delivered by both the adaptive HFV1 1391 
solver and the uniform FV1 solver. Mainly, MWDG2 outperformed HFV1 as a result of the sloping 1392 
nature of its local piecewise-linear solutions, which allowed much more aggressive coarsening at the 1393 
zones in the flow solution and topographic data involving different levels of smoothness. At these 1394 
zones, the adaptive HFV1 solver consistently over-refined up to becoming even more expensive than 1395 
the uniform FV1 solver since HFV1 was dominated by a wavelet-adaptivity overhead. In contrast, the 1396 
adaptive MWDG2 solver more sensibly predicted coarser solutions and did not access the finest 1397 
resolution level unless necessary around very steep solution gradients. The efficiency of the adaptive 1398 
MWDG2 solver was found to increase by increasing the maximum refinement level ܮ, though its 1399 
predictive accuracy remained visually close to the first-order solver predictions at a very fine 1400 
resolution, namely around  ?ݔሺ௅ሻ A? 0.07 m. Our results therefore offer new evidence that an MWDG2 1401 
modelling approach has the potential to increase the accuracy, runtime efficiency and spatial 1402 
coverage for hydraulic modelling applications for which the maximum refinement level is associated 1403 
with an urban resolution grid (approx. around 0.1 m in horizontal length-scale). A robust two 1404 
dimensional (2D) extension of the MWDG2 approach on quadrilateral elements is under 1405 
development and testing to enable a more realistic assessments of the true potential of 1406 
(multi)wavelet-based approaches for 2D hydraulic modelling applications. 1407 
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 1418 
Appendix 1: Instructions for running the FV1, DG2, HFV1 and MWDG2 solvers 1419 
Compilation 1420 
The seamless-wave numerical solvers are implemented in Fortran 2003 and can be compiled using a 1421 
recent version of GFortran and CMake.  Other fortran compilers have not been tested.  To compile 1422 
the code from the root directory of the unzipped Zenodo download: 1423 
mkdir build && cd build 1424 
cmake .. 1425 
make -j 1426 
Running the numerical solvers 1427 
The FV1, DG2, HFV1 and MWDG2 solvers are all implemented in a single executable, 1428 
run_simulation.  To display usage information about required and optional command line 1429 
switches: 1430 
./run_simulation --help 1431 
 1432 
All the test cases that appear in this article are preconfigured.  To run one of the test cases: 1433 
 1434 
./run_simulation <testCase> <maxRefinementLevel> --solver <solver> -1435 
-writer <writer> 1436 
where <testCase> is one of 1437 
dambreakwet       section 3.1 1438 
dambreakdry (frictionless), dambreakmanning (frictional) section 3.2 1439 
dambreakupslope, dambreakdownslope   section 3.3 1440 
lakeatrest        section 3.4 1441 
steadysubcritical, steadysupercritical, steadytranscriticalshock1442 
 section 3.5 1443 
parabolicbowlswashes      section 3.6 1444 
dambreakonehump       section 3.7 1445 
 1446 
To solve on a uniform mesh, use <maxRefinementLevel> to create a mesh with 2L elements, 1447 
and choose <solver> to be either fv1 or dg2.  To calculate an adaptive solution, include the 1448 
switch --epsilon <value> with <value> being a double precision number between 0 and 1.  1449 
When --epsilon is specified, adaptive refinement is allowed up to the given 1450 
<maxRefinementLevel>.  <solver> is still either fv1 or dg2 for an adaptive solution. 1451 
 1452 
The solver will write space-delimited plain text data depending on the choice of <writer>.  The 1453 
following writers output data corresponding to the end of the simulation: 1454 
cellCentreSolution topography, water depth, discharge and refinement level data 1455 
piecewiseSolution as cellCentreSolution, but data is at the interface limits 1456 
l2error   ĐĂůĐƵůĂƚĞƚŚĞA?2 error between numerical and analytic solutions 1457 
 1458 
The following writers output data at every timestep: 1459 
cpu    elapsed CPU time 1460 
timestep   ƐŝǌĞŽĨȴƚ 1461 
elementCount  total element count 1462 
convergence  A?2 convergence in water depth 1463 
energy   domain integrals of mass and energy 1464 
wetDryFront  the position of the wet-dry front 1465 
sample   sample data at a specified --sample-position 1466 
 1467 
Additional, optional switches are documented by using ./run_simulation --help. 1468 
 1469 
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