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Abstract. In this paper, we analyze the asymptotic behavior of solutions of the continuous
kinetic version of flocking by Cucker and Smale [IEEE Trans. Automat. Control, 52 (2007), pp. 852–
862], which describes the collective behavior of an ensemble of organisms, animals, or devices. This
kinetic version introduced in [S.-Y. Ha and E. Tadmor, Kinet. Relat. Models, 1 (2008), pp. 415–435] is
here obtained starting from a Boltzmann-type equation. The large-time behavior of the distribution
in phase space is subsequently studied by means of particle approximations and a stability property
in distances between measures. A continuous analogue of the theorems of [F. Cucker and S. Smale,
IEEE Trans. Automat. Control, 52 (2007), pp. 852–862] is shown to hold for the solutions on the
kinetic model. More precisely, the solutions will concentrate exponentially fast in velocity to the
mean velocity of the initial condition, while in space they will converge towards a translational
flocking solution.
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1. Introduction. The description of emerging collective behaviors and self-
organization in multiagent interactions has gained increasing interest from various
research communities in biology, ecology, robotics, and control theory, as well as soci-
ology and economics. In the biological context, the emergent behavior of bird ﬂocks,
ﬁsh schools, or bacteria aggregations, among others, is a major research topic in pop-
ulation and behavioral biology and ecology [1, 4, 14, 15, 16, 18, 30, 33, 34]. Likewise,
the coordination and cooperation among multiple mobile agents (robots or sensors)
have been playing central roles in sensor networking, with broad applications in envi-
ronmental control [22, 13, 28]. Emergent economic behaviors, such as distribution of
wealth in a modern society [12, 20] or the formation of choices and opinions [21, 32],
are also challenging problems studied in recent years in which emergence of universal
equilibria is shown.
In particular, the recent mathematical work of Cucker and Smale [16], connected
with the emergent behaviors of ﬂocks, obtained a noticeable resonance in the mathe-
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matical community. In analogy with physics, the study of idealized models can often
shed light on various observed patterns in the real world, if such models can indeed
catch the very essence. In biology and physics, the main goal of ﬂocking simulation is
to be able to interpret and predict diﬀerent ﬂocking or multiagent aggregating behav-
ior. A signiﬁcant part of the existing works, however, has been focusing on modeling
and simulation [33, 34, 37]. Quantitative analysis [16, 22] on the asymptotic rates
of emergence and convergence, on the other hand, is relatively rare. Mathematical
eﬀorts are gradually gaining strength in this multidisciplinary area. In the continuum
limit, for example, there have been several recent eﬀorts [33, 34, 7] in which global
swarming (i.e., with densely populated agents) patterns are modeled and analyzed
via suitable partial diﬀerential equations involving both diﬀusion and interaction via
pairwise attraction/repulsion potentials. Patterns for discrete models have been clas-
siﬁed in [19] for typical interaction potentials and studied by hydrodynamic [14] and
kinetic equations [8].
As far as the emergence of collective behavior in the socioeconomic context is
studied, the mathematical aspects are more pronounced. In this area, in fact, starting
from the leading idea that collective behaviors of a group composed by a suﬃciently
large number of individuals (agents) could be hopefully described using the laws of
statistical mechanics as it happens in a physical system composed of many interacting
particles, various methods from statistical physics have been introduced to both model
and study the underlying phenomena. In particular, powerful methods borrowed from
kinetic theory of rareﬁed gases have been fruitfully employed to construct kinetic
equations of Boltzmann type which describe the emergence of universal structures
through their equilibria; see [25] and the references therein.
Our ﬁrst aim is to use an analogous methodology to describe the work of Cucker
and Smale [16] on ﬂocking analysis by means of kinetic equations. Making use of a
collisional mechanism between individuals similar to the change in velocity of bird
population introduced in [16], we derive a dissipative spatially dependent Boltzmann-
type equation which describes the behavior of the ﬂock in terms of a density f =
f(x, v, t). This equation is reminiscent of the modiﬁcation of the Boltzmann equation
due to Povzner [29]. Next, in the asymptotic procedure known as grazing collision
limit, we obtain a simpler equation in divergence form, which retains all properties of
the underlying Boltzmann equation and, in addition, can be studied in detail. This
equation has been derived recently in the work of Ha and Tadmor [24] and further
analyzed in [23] by Ha and Liu.
In the particle model proposed by Cucker and Smale, the particles inﬂuence each
other according to a decreasing function of their mutual space distance; summarizing
the results in the ﬁnite particle model, they prove that all the particles tend exponen-
tially fast to move with their global mean velocity whenever the mutual interaction is
strong enough at far distance, independently of the initial conditions. This situation
is called unconditional flocking.
In [24], the authors are able to show that the ﬂuctuation of energy is a Lyapunov
functional for classical solutions of the kinetic equation and it vanishes subexponen-
tially fast in time, however, with more restrictive conditions than for the ﬁnite parti-
cle model on the strength of the long-range interaction between particles in order to
achieve the unconditional ﬂocking. Let us mention that Ha and Liu [23] proved that
the kinetic equation derived rigorously by Ha and Tadmor in [24] can be understood
as the mean-ﬁeld limit of the average mass Cucker–Smale dynamics. Namely, that
approximating any ﬁnite mass initial measure by atomic measures with ﬁxed total
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mass, the corresponding solutions to the Cucker–Smale dynamics converge in a suit-
able sense to the measure-valued solution of the kinetic equation. This fact will be
crucial for the results presented in this work.
The second goal of the present paper is to extend these latter results and provide
an unconditional ﬂocking theorem with the same strength estimates valid for the ﬁnite
particle models, not only for classical solutions, but also for measure-valued solutions.
The way we proceed is by ﬁrst reformulating the ﬁnite particle model in terms of
atomic measures and by proving the unconditional ﬂocking theorem in this measure
setting. In particular, we show in Proposition 5 the existence of an atomic measure
fully concentrated on the mean velocity to which the atomic measure-valued solution
of the kinetic equation converges exponentially fast in time in a dual distance with
respect to bounded Lipschitz functions. In particular, the support in space of the
measure-valued solution remains bounded all over the process. Assuming that the
total mass of the system is ﬁxed and rescaling the local masses of the atomic measure
by averaging since we want to take their mean-ﬁeld limit, our rate of convergence in
time and our support estimates do not depend on the number of particles. Therefore,
in Theorem 6, we are able to extend the mentioned properties of the support by
an approximation argument to any ﬁnite mass measure-valued solution with initial
compactly supported measure datum. There we combine the particle result with a
stability property provided in [23] (we report the stability result in Theorem 3D). As
an immediate consequence, we obtain a reﬁnement of the result of Ha and Tadmor
by showing that the kinetic energy vanishes with exponential rate. We complete
the picture and we fully extend the results valid for the Cucker and Smale ﬁnite
particle model by proving our unconditional ﬂocking Theorem 9, which states the
convergence of any measure-valued solution with compactly supported initial datum
to a compactly supported measure fully concentrated on the mean velocity generically
in inﬁnite time.
The paper is organized as follows. In section 2 we recall the ﬁnite particle model
of Cucker and Smale and their main results concerning unconditional ﬂocking. We
propose a kinetic equation which integrates the smeared collisional rules of the ﬁnite
particle model of Cucker and Smale. Via grazing collision limit we eventually derive
a nonlinear friction equation in divergence form which essentially describes the large
time behavior of the Boltzmann-type model. Section 3 is dedicated to reviewing the
known results from [24, 23] on the latter equation which was independently proposed
as a natural mean-ﬁeld limit of the ﬁnite particle model. Section 4 collects our main
results, which extend the work [24, 23] and fully generalize the ﬁnite particle model.
2. A Boltzmann-type equation for flocking.
2.1. The Cucker–Smale model. In [16] Cucker and Smale studied the phe-
nomenon of ﬂocking in a population of birds, whose members are moving in the phys-
ical space E = R3. The goal was to prove that under certain communication rates
between the birds, the state of the ﬂock converges to one in which all birds ﬂy with
the same velocity. The main hypothesis justifying the behavior of the population is
that every bird adjusts its velocity to a weighted average of the relative velocity with
respect to the other birds. That is, given a population of N birds, at time tn = nΔt
with n ∈ N and Δt > 0, for the ith bird,
(2.1) vi(tn +Δt)− vi(tn) = λΔt
N
N∑
j=1
aij (vj(tn)− vi(tn)) ,
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
FLOCKING IN THE KINETIC CUCKER–SMALE MODEL 221
where the weights aij quantify the way the birds inﬂuence each other, i.e., the commu-
nication rate, independently of their total number N , and λ measures the interaction
strength. In [16], it is assumed that the communication rate is a function of the
distance between birds, namely,
(2.2) aij =
1
(1 + ‖xi − xj‖2)β
for some β ≥ 0. For x, v ∈ EN , denote
(2.3) Γ(x) =
1
2
∑
i=j
‖xi − xj‖2
and
(2.4) Λ(v) =
1
2
∑
i=j
‖vi − vj‖2.
Then, under suitable restrictions on β and λ and certain initial conﬁgurations (see
[16] for details), it is proven that there exists a constant B0 such that Γ(x(tn)) ≤ B0
for all n ∈ N, while Λ(v(tn)) converges towards zero as n → ∞, and the vectors xi−xj
tend to a limit vector x̂ij for all i, j ≤ N .
In particular, and rather remarkably, when β < 1/2, no restrictions on λ and
initial conﬁgurations are needed [17, Theorem 1] and [16]. In this case, called un-
conditional ﬂocking, the behavior of the population of birds is perfectly speciﬁed.
All birds tend to ﬂy exponentially fast with the same velocity, while their relative
distances tend to remain constant. This result has been recently improved in sev-
eral works [23, 24, 30], where other weights or communication rates are studied and
sharper rates of convergence are obtained in certain cases.
Despite the theoretical and fundamental nature of this result, surprising and
remarkable applications of the Cucker–Smale principle have recently been found in
spacecraft ﬂight control [28] in the context of the DARWIN mission by the European
Space Agency (ESA). Darwin will be a ﬂotilla of four or ﬁve free-ﬂying spacecrafts that
will search for Earth-like planets around other stars and analyze their atmospheres
for the chemical signature of life. The fundamental problem is to ensure that, with
a minimal amount of fuel expenditure, the spacecraft ﬂeet remains in ﬂight (ﬂock),
without losing mutual radio contact and eventually scattering.
Back to mathematical terms, condition (2.1) can be fruitfully rephrased in a
diﬀerent way, which will be helpful in the following. Suppose that we have a population
composed by two birds, say i and j. Assume that their velocities are modiﬁed in time
according to the rule
vi(tn +Δt) = (1− λΔt aij)vi(tn) + λΔt aijvj(tn),(2.5a)
vj(tn +Δt) = λΔt aijvi(tn) + (1 − λΔt aij)vj(tn).(2.5b)
Then, the momentum is preserved after the interaction
vi(tn +Δt) + vj(tn +Δt) = vi(tn) + vj(tn),
while the energy increases or decreases according to the value of λ,
(2.6)
v2i (tn+Δt)+ v
2
j (tn+Δt) = v
2
i (tn)+ v
2
j (tn)− 2λΔtaij (1− λΔt aij) (vi(tn)− vj(tn))2.
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For λΔt < 1, the energy is dissipated. Note that in this case the relative velocity is
decreasing, since
(2.7) |vi(tn +Δt)− vj(tn +Δt)| = |1− 2λΔt aij ||vi(tn)− vj(tn)| < |vi(tn)− vj(tn)|,
and the velocities of the two birds tend towards the mean velocity (vi+vj)/2. In case
λΔt < 1/2, the interaction (2.5) is similar to a binary interaction between molecules
of a dissipative gas; see [11] and the references therein.
In the general case of a population of N birds, the binary law (2.5) is taken into
account together with the assumption that the ith bird modiﬁes its velocity giving
the same weight to all the other velocities. As a consequence of this,
(2.8) vi(tn +Δt) =
1
N
N∑
j=1
{(1− λΔt aij)vi(tn) + λΔt aijvj(tn)} ,
that is, a diﬀerent way to write formula (2.1). Let us point out that we have already
averaged the total mass of the system, as in the papers of Ha and Tadmor [24] and
Ha and Liu [23], to later have a well-deﬁned mean-ﬁeld limit.
2.2. A Boltzmann-type equation for Cucker–Smale flocking. Unlike the
control of a ﬁnite number of agents, the numerical simulation of a rather large pop-
ulation of interacting agents can constitute a serious diﬃculty which stems from the
accurate solution of a possibly very large system of ordinary diﬀerential equations
(ODEs). Borrowing the strategy from the kinetic theory of gases, we may want to
instead consider a density distribution of agents, depending on spatial position, ve-
locity, and time evolution, which interact with stochastic collisions—in this case the
collisions are spatially “smeared” since two birds do interact even when they are far
apart. Hence, instead of simulating the behavior of each individual agent, we would
like to describe the collective behavior encoded by the density distribution whose
evolution is governed by one sole mesoscopic partial diﬀerential equation.
Let f(x, v, t) denote the density of birds in the position x ∈ Rd with velocity
v ∈ Rd at time t ≥ 0, d ≥ 1. The kinetic model for the evolution of f = f(x, v, t) can
be easily derived by standard methods of kinetic theory, considering that the change
in time of f(x, v, t) depends both on transport (birds ﬂy freely if they do not interact
with others) and interactions with other birds. Discarding other eﬀects, this change
in density depends on a balance between the gain and loss of birds with velocity v
due to binary interactions. Let us assume that two birds with positions and velocities
(x, v) and (y, w) modify their velocities after the interaction according to (2.5):
v∗ = (1− γa(x− y))v + γa(x− y)w,(2.9a)
w∗ = γa(x− y)v + (1− γa(x− y))w,(2.9b)
where now the communication rate function a takes the form
(2.10) a(x) =
1
(1 + |x|2)β
, x ∈ Rd,
and γ < 1/2. Note that, as usual in collisional kinetic theory, the change in velocities
due to binary interactions does not depend on time. This leads to the following
integro-diﬀerential equation of Boltzmann type:
(2.11)
(
∂f
∂t
+ v · ∇xf
)
(x, v, t) = Q(f, f)(x, v, t),
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where
(2.12)
Q(f, f)(x, v, t) =
∫
Rd
∫
Rd
(
1
J
f(x, v∗, t)f(y, w∗, t)− f(x, v, t)f(y, w, t)
)
dw dy.
In (2.12) (v∗, w∗) are the precollisional velocities that generate the couple (v, w) after
the interaction. J = (1 − 2γa)d is the Jacobian of the transformation of (v, w) into
(v∗, w∗). Note that, since we ﬁxed γ < 1/2, the Jacobian J is always positive. The
bilinear operator Q in (2.12) is the analogous of the Boltzmann equation for Maxwell
molecules [5, 11], where the collision frequency σ is assumed to be constant. In a
number of diﬀerent kinetic equations, the evolution of the density f is driven by
collisions and the rate of change is deﬁned through the collision term Q. One of the
assumptions in the derivation of the Boltzmann collision operator is that only pair
collisions are signiﬁcant and that each separate collision between two molecules occurs
at one point in space. Povzner [29] proposed a modiﬁed Boltzmann collision operator
considering a smearing process for the pair collisions. This modiﬁed Povzner collision
operator is as follows:
(2.13)
QP (f, f)(x, v) =
∫
R3
∫
R3
B(x − y, v − w) (f(x, v∗)f(y, w∗)− f(x, v)f(y, w)) dw dy.
In (2.13) B is the collision kernel and the postcollision velocities (v∗, w∗) are given by
v∗ = (I −A(|x− y|))v +A(|x − y|)w,(2.14a)
w∗ = A(|x− y|)v + (I −A(|x− y|))w,(2.14b)
where A is a 3 × 3 matrix and I the identity matrix. These last relations imply the
conservation of momentum. We remark that, diﬀerently from interactions (2.9), in
Povzner’s equation the matrix A is such that the energy is also preserved in a collision.
It is clear that (2.11) can be viewed like a Povzner-type equation with dissipative
interactions, where the matrix A(|x−y|) = γa(x−y)I. It is remarkable that, while the
Povzner equation was ﬁrst introduced for purely mathematical reasons and usually
ignored by the physicists, related kinetic equations can be fruitfully introduced to
model many agent systems in biology and ecology.
A ﬁrst important consequence of the interaction mechanism given by (2.9) is that
the support of the allowed velocities cannot increase. In fact, since 0 ≤ a ≤ 1 and
0 < γ < 12 ,
|v∗| = |(1 − γa(|x− y|))v + γa(|x− y|)w| ≤ (1− γa)|v|+ γa|w| ≤ max {|v|, |w|} .
The presence of the Jacobian in the collision operator (2.12) can be avoided by consid-
ering a weak formulation. By a weak solution of the initial value problem for (2.11),
corresponding to the initial density f0(x, v), we shall mean any density satisfying the
weak form of (2.11)–(2.12) given by
∂
∂t
∫
R2d
φ(x, v)f(x, v, t) dv dx+
∫
R2d
(v · ∇xφ(x, v))f(x, v, t) dv dx
= σ
∫
R4d
(φ(x, v∗)− φ(x, v))f(x, v, t)f(y, w, t)dv dx dw dy(2.15)
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for t > 0 and all smooth functions φ with compact support, and such that
(2.16) lim
t→0
∫
R2d
φ(x, v)f(x, v, t) dx dv =
∫
R2d
φ(x, v)f0(x, v) dx dv.
The form (2.15) is easier to handle and is the starting point to explore the evolution
of macroscopic quantities (moments).
2.3. A kinetic equation for flocking. While the time-evolution of the pop-
ulation density is described in detail by the Boltzmann equation (2.11), a precise
description of the phenomenon of ﬂocking is mainly related to the large-time behav-
ior of the solution. On the other hand, this large-time behavior has to depend mainly
on the type of collisions (2.9), and not on the size of the parameter γ which determines
the strength of the interaction itself. In this situation, an accurate description can be
furnished as well by resorting to simpliﬁed models, which turn out to be valid exactly
for large times.
This idea was ﬁrst used in dissipative kinetic theory by McNamara and Young [26]
to recover from the Boltzmann equation in a suitable asymptotic procedure, simpliﬁed
models of nonlinear frictions for the evolution of the gas density [2, 35]. Similar
asymptotic procedures have been subsequently used to recover Fokker–Planck-type
equations for wealth distribution [6] or opinion formation [36].
Let us assume that the parameter γ, which measures the intensity of the velocity
change in the binary interactions, is small (γ 	 1). Then, in order that the eﬀect
of the collision integral does not vanish, the collision frequency has to be increased
consequently. The most interesting case comes from the choice σγ = λ, where λ is a
ﬁxed positive constant. In this case, by expanding φ(x, v∗) in Taylor’s series of v∗− v
up to the second order, the weak form of the collision integral takes the form
(2.17)
σ
∫
R4d
(φ(x, v∗)− φ(x, v))f(x, v, t)f(y, w, t) dx dv dy dw
= γσ
∫
R4d
(∇vφ(x, v) · (w − v)) a(x − y)f(x, v, t) f(y, w, t) dx dv dy dw
+
γ2
2
σ
∫
R4d
⎡⎣ d∑
i,j=1
∂2φ(x, v˜)
∂v2i
(wj − vj)2
⎤⎦ a(x− y)2f(x, v)f(y, w) dx dv dy dw
︸ ︷︷ ︸
:=I
,
with v˜ = θv + (1− θ)v∗, 0 ≤ θ ≤ 1. If the collisions are nearly grazing, γ 	 1, while
γσ = λ, we can cut the expansion (2.17) after the ﬁrst-order term. In fact, since the
second moment of the solution to the Boltzmann equation is nonincreasing,∫
R2d
|v|2f(x, v, t) dx dv ≤
∫
R2d
|v|2f0(x, v) dx dv,
and a(x) ≤ 1,
(2.18) |I| ≤ 2‖φ(x, v)‖C20
∫
R2d
|v|2f0(x, v) dx dv.
Hence, we have a uniform in time upper bound for the remainder term of order
γ2σ = λγ 	 1. It follows that, in the regime of small γ and high collision frequency,
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so that σγ = λ, the Boltzmann collision operator Q(f, f) is approximated by the
dissipative operator Iλ(f, f) in strong divergence form,
(2.19) Iλ(f, f) = λ∇v · {f(x, v, t) [(H(x)∇vW (v)) ∗ f ] (x, v, t)} ,
where W (v) = 12 |v|2, H(x) = λa(x), and ∗ is the (x, v)-convolution. Notice that,
as remarked by McNamara and Young in their pioneering paper [26], the operator
Iλ(f, f) maintains the same dissipation properties of the full Boltzmann collision
operator.
3. A review of the nonlinear friction equation. The aim of this section is to
study the large-time behavior of the solution to the approximation of the Boltzmann
equation obtained in the previous section. For convenience, let us ﬁx λ = 1 in the rest
of this work. This approximated equation corresponds to a nonlinear-type friction
equation for the density f = f(x, v, t), which reads
(3.1)
∂f
∂t
+ v · ∇xf = ∇v · [ξ(f)(x, v, t)f(x, v, t)] ,
where
(3.2)
ξ(f)(x, v, t) = [(H(x)∇vW (v)) ∗ f ] (x, v, t) =
∫
R2d
v − w
(1 + |x− y|2)β
f(y, w, t) dy dw.
The same equation has been derived and analyzed by Ha and Tadmor [24] as the
mean-ﬁeld limit of the discrete and ﬁnite dimensional model (2.1) by Cucker and
Smale. Their main result [24, Theorem 4.3] states that the functional
(3.3) Λ(f)(t) =
∫
R2d
|v −m|2f(x, v, t) dx dv,
where
m(f) =
∫
R2d
vf(x, v, t) dx dv =
∫
R2d
vf0(x, v) dx dv,
is a Lyapunov functional for classical solutions of (3.1) and converges to zero subex-
ponentially for 0 ≤ β ≤ 14 , i.e.;
Λ(f)(t) ≤ CΛ(f0)×
{
e−κt
1−4β
, 0 ≤ β < 14 ,
(1 + t)−κ
′
, β = 14 ,
where the constants C, κ, and κ′ are positive and depend on β > 0. Classical solutions
are constructed for initial data f0 ∈ C1 ∩W 1,∞(R2d), compactly supported in (x, v).
As is pointed out by Ha and Tadmor in [24, Remark 1, p. 482], the results yet
obtained are suboptimal, though in the sense that they do not reproduce at the
continuous level the analysis in [16, 17]; no uniform bound of the spatial support
of the density is provided, resulting in the suboptimal estimate for β ≤ 14 , instead
of β ≤ 12 valid for the discrete and ﬁnite dimensional model. Moreover, while the
functional Λ deﬁned in (3.3) encodes information about the velocities, no dependence
on the space is explicitly given.
On the other hand, in [23] the authors give a well-posedness result of measure-
valued solutions for the Cauchy problem to (3.1). Their results show three important
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consequences: particles can be seen as measure-valued solutions to (3.1), the particle
method converges towards a measure solution to (3.1), and ﬁnally the constructed
solutions are unique in a sense to be speciﬁed below.
However, again the results in [23] are suboptimal concerning the asymptotic be-
havior and the qualitative properties of the constructed measure-valued solutions.
They provide estimates on the growth of the support of the solutions in position and
in velocity [23, Lemma 5.4]. These increasing time bounds do not reﬂect the qualita-
tive picture of ﬂocking in the discrete model [16, 17] implying convergence in velocity
towards its mean and bounded growth in position variables. Moreover, they improved
the results in the discrete original Cucker–Smale model for the exponent β = 12 for
which they prove unconditional ﬂocking [23, Proposition 4.3].
Here, we will concentrate on three main goals. We will show an improvement
in the estimates of the evolution of the support in (x, v). In fact, we will show that
the support in velocity shrinks towards its mean velocity exponentially fast while the
support in position is bounded around the position of the center of mass that increases
linearly due to the constant mean velocity. This result is crucial for the rest and is
valid for measure-valued solutions.
Based on these improvements on the support evolution, we have two main con-
sequences, the convergence towards ﬂocking behavior for measure solutions and the
improved exponential convergence to zero of the Lyapunov functional (3.3) for classi-
cal solutions in the whole range β ≤ 1/2.
Let us start by reminding the notion of solution to (3.1) we will be dealing with.
Let us denote by M(R2d) the set of positive Radon measures and ﬁx T > 0.
Definition 1. We say that μ ∈ L∞((0, T );M(R2d)) is a weak measure-valued
solution of (3.1) with initial data μ0 ∈ M(R2d) in the time interval [0, T ], if it verifies
the following:
1. μ ∈ Cw([0, T ],M(R2d)) with μ(0) = μ0.
2. Given
(3.4) ξ(μ)(x, v, t) :=
∫
R2d
v − w
(1 + |x− y|2)β
dμ(t)(y, w),
for any ϕ ∈ C∞0 ([0, T )× R2d+ ) we have that
∫
R2d
ϕdμ(t)(x, v) −
∫
R2d
ϕdμ(0)(x, v)
=
∫ t
0
∫
R2d
[
∂ϕ
∂t
+ v · ∇xϕ−∇vϕ · ξ(μ)
]
dμ(s)(x, v) ds.
Remark 2.
1. As is pointed out in [23], if f ∈ L1(R2d × [0, T )) is a weak solution in the
distributional sense to (3.1), then f(x, v, t) dxdv is a measure-valued solution
to (3.1). On the other hand, a measure-valued solution to (3.1), which is
also absolutely continuous with respect to the Lebesgue measure, is a weak
solution to (3.1) in the sense of distributions.
2. Particle solutions: given any solution to the discrete system xi(0) = x
0
i ,
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
FLOCKING IN THE KINETIC CUCKER–SMALE MODEL 227
vi(0) = v
0
i , and
(3.5)
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎩
dxi
dt
= vi,
dvi
dt
=
Np∑
j=1
mjH(|xi − xj |) (vj − vi) ,
we then have that the measure curve given by
μ(x, v, t) =
Np∑
i=1
mi δ(x− xi(t)) δ(v − vi(t)),
Np∑
i=1
mi = M, and mi > 0
is a weak measure-valued solution to (3.1). We point out that when consid-
ering this kind of atomic solution to the kinetic equation resulting from the
mean-ﬁeld limit, the total mass of the solution M is given, and the weights
mi have to be chosen accordingly to add up to M .
Given the set Lipb(R
N ) of bounded and Lipschitz functions ϕ on RN endowed
with the norm
‖ϕ‖Lipb(RN ) := ‖ϕ‖L∞(RN ) + Lip(ϕ),
we deﬁne the bounded Lipschitz distance between two measures μ, ν ∈ M(RN ) as
(3.6) dRN (μ, ν) = sup
{∣∣∣∣∫
RN
ϕ(z) dμ(z)−
∫
RN
ϕ(z) dν(z)
∣∣∣∣ ; ‖ϕ‖Lipb(RN ) ≤ 1
}
.
This distance was classically used in particle limits for the Vlasov equation in [27, 31].
We refer to [38] for comments and relations of these dual distances to optimal transport
distances.
Let us summarize the main ﬁndings of the paper of Ha and Liu about the measure-
valued solutions to (3.1) in the following theorem.
Theorem 3 (see [23]). Given μ0 ∈ M(R2d) compactly supported, there then
exists a unique measure-valued solution μ to (3.1) satisfying the following properties:
A. The total mass of the system M and its mean velocity m are conserved:
d
dt
∫
R2d
dμ(x, v, t) =
d
dt
∫
R2d
v dμ(x, v, t) = 0,
while its center of mass xc(t) is linearly increasing:
d
dt
xc(t) =
d
dt
∫
R2d
xdμ(x, v, t) =
∫
R2d
v dμ(x, v, t) = m.
B. Propagation of the support: the solution is compactly supported for all times
t ≥ 0, and there exist increasing functions of time Rx(t)  t2 and Rv(t)  t
such that
supp μ(t) ⊂ B(xc(0) +mt,Rx(t))×B(m,Rv(t))
for all t ≥ 0 with xc(0) the initial center of mass.
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C. The flow map (X(t), V (t)) associated to the characteristic equations
(3.7)
⎧⎪⎨⎪⎩
d
dt
X(t;x, v) = V (t;x, v), X(0;x, v) = x,
d
dt
V (t;x, v) = ξ(μ)(X(t;x, v), V (t;x, v), t), V (0;x, v) = v
is a well-defined homeomorphism for each fixed time t and a C1-function of
time since ξ(μ) is continuous in t and Lipschitz continuous in (x, v). More-
over, the unique solution to (3.1) is given by μ(x, v, t) = (X(t;x, v), V (t;x, v))#μ0
in the mass transportation notation, i.e.,
(3.8)
∫
R2d
ζ(x, v) dμ(t)(x, v) =
∫
R2d
ζ(X(t;x, v), V (t; , x, v)) dμ0(x, v)
for all ζ ∈ C0b (R2d).
D. Given any other measure-valued solution ν to (3.1), the stability estimate
dR2d(μ(t), ν(t)) ≤ ψ(t) dR2d(μ0, ν0)
holds for all t ∈ [0, T ] and all T > 0, where the increasing function ψ(t)  eet
as t → ∞ with ψ(0) = 1.
4. Exponential in time collapse of the velocity support. We ﬁrst start by
showing the result on the system of particles. Then we will approximate the solution
to the kinetic equation with initial condition a measure μ0 of mass M by solving (3.1)
with initial atomic measures approximating μ0. Let us consider an Np-particle system
following the dynamics (3.5)⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
dxi
dt
= vi, xi(0) = x
0
i ,
dvi
dt
=
Np∑
j=1
mjH(|xi − xj |) (vj − vi) , vi(0) = v0i
with total mass M , i.e.,
(4.1)
Np∑
j=1
mj = M.
Since the equation is translational invariant, let us assume without loss of generality
that the mean velocity is zero and thus the center of mass is preserved along the
evolution, i.e.,
(4.2)
Np∑
i=1
mivi(t) = 0 and
Np∑
i=1
mixi(t) = xc
for all t ≥ 0 and xc ∈ Rd. Then, let us ﬁx any Rx0 > 0 and Rv0 > 0 such that all the
initial velocities lie inside the ball B(0, Rv0) and all positions inside B(xc, R
x
0). Now,
the solutions to this system are C1([0,∞),R2d) for both positions and velocities and
for any label i. Let us deﬁne the function Rv(t) to be
Rv(t) := max
i=1,...,Np
|vi(t)|.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
FLOCKING IN THE KINETIC CUCKER–SMALE MODEL 229
Since the number of particles is ﬁnite and the curves are smooth in time, Rv(t) is a
Lipschitz function and, thus, diﬀerentiable with respect to time almost everywhere.
For any time such that ddtR
v(t) is well deﬁned, we can choose an index i satisfying
Rv(t) = |vi(t)| to compute
(4.3)
d
dt
Rv(t)2 =
d
dt
|vi|2 = −2
∑
j =i
mj [(vi − vj) · vi] H(|xi − xj |).
Because of the choice of the label i, we have that (vi − vj) · vi ≥ 0 for all j = i
that together with H ≥ 0 implies that Rv(t) is a nonincreasing function. Hence,
Rv(t) ≤ Rv0 for all t ≥ 0. Now coming back to the equation for the positions, we
deduce that
|xi(t)− x0i | ≤ Rv0t for all t ≥ 0 and all i = 1, . . . , Np.
We infer that |xi − xj | ≤ 2Rx0 + 2Rv0t and thus
H(|xi − xj |) ≥ 1
[1 + 4R20(1 + t)
2]β
for all t ≥ 0 and all i, j = 1, . . . , Np,
with R0 = max(R
x
0 , R
v
0). Again, we come back to the equation for the maximal
velocity (4.3), and we deduce
d
dt
Rv(t)2 = − 2
∑
j =i
mj [(vi − vj) · vi] H(|xi − xj |)
≤ − 2
[1 + 4R20(1 + t)
2]β
∑
j =i
mj [(vi − vj) · vi] .
Now, using (4.1) and (4.2),
∑
j =i mj [(vi − vj) · vi] = MRv(t)2, and
d
dt
Rv(t)2 = − 2M
[1 + 4R20(1 + t)
2]β
Rv(t)2 := −f(t)Rv(t)2,
from which we obtain by direct integration or Gronwall’s lemma that
Rv(t) ≤ Rv0 exp
{
−1
2
∫ t
0
f(s) ds
}
.
It is immediate to check that
lim
t→∞ t
2βf(t) = M
(
1
2R20
)β
;
then, for β ≤ 1/2, the function f(t) is not integrable at ∞ and, therefore,
lim
t→∞
∫ t
0
f(s) ds = +∞
and Rv(t) → 0 as t → ∞ giving the convergence to a single point, its mean velocity,
of the support for the velocity.
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Now, let us estimate the position variables again. We deduce that
(4.4)
∫ t
0
|vi(s)| ds ≤ Rv0
∫ t
0
exp
{
−1
2
∫ s
0
f(τ) dτ
}
ds.
Let us distinguish two cases. It is trivial to check that for 0 < β < 1/2
lim
t→∞(1 + t)f(t) = +∞;
then, for any C > 0, there exists K > 0 such that if s ≥ K, then (1 + s)f(s) ≥ C.
We conclude that
−
∫ t
0
f(s) ds ≤ −
∫ K
0
f(s) ds− C ln(1 + t) + C ln(1 +K),
and thus,
exp
{
−1
2
∫ t
0
f(s) ds
}
≤ A(K) (1 + t)−C/2.
Plugging into (4.4), we deduce∫ t
0
|vi(s)| ds ≤ Rv0
∫ t
0
exp
{
−1
2
∫ s
0
f(τ) dτ
}
ds ≤ Rv0 A(K)
∫ t
0
(1 + s)−C/2 ds,
and since the constant C can be chosen arbitrarily large by choosing K big enough,
we conclude that the integral is bounded in t > 0, and that there exists Rx1 > 0 such
that
|xi(t)− x0i | ≤ Rx1
for all t ≥ 0 and i = 1, . . . , Np. This implies that xi(t) ∈ B(xc, R¯x) for all t ≥ 0 and
i = 1, . . . , Np with R¯
x = Rx1 +R
x
0 .
Moreover, coming back again to the velocities, we deduce now that H(|xi(t) −
xj(t)|) ≥ H(2R¯x). So that from (4.3) we get
d
dt
Rv(t)2 = − 2
∑
j =i
mj [(vi − vj) · vi] H(|xi − xj |)
≤ − 2H(2R¯x)
∑
j =i
mj [(vi − vj) · vi] = −2H(2R¯x)MRv(t)2
from which we ﬁnally deduce the exponential decay to zero of Rv(t).
Now again, if we come back to the position variables since the velocity curve is
integrable in time due to the exponential decay, we deduce that
lim
t→∞xi(t) = x
∞
i
and that the length of the curve followed by each of the particles is ﬁnite once sub-
tracted the translational movement due to the constant mean velocity.
Now, let us come back to the case β = 12 . Resuming (4.4), we can now compute
the integral explicitly implying that
R0
M
∫ t
0
f(s) ds = ln
[
2R0(1 + t) +
√
1 + 4R20(1 + t)
2
]
− ln
[
2R0 +
√
1 + 4R20
]
.
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It is straightforward to check that∫ t
0
|vi(s)| ds ≤ C
∫ t
0
1
1 + s
ds = C ln(1 + t),
with C depending only on R0 and M . In this case, we do another loop of going to
the position variables to deduce as before that
d
dt
Rv(t)2 ≤ − 2M
[1 + C(1 + ln(1 + t))2]β
Rv(t)2 := −g(t)Rv(t)2.
It is obvious that
lim
t→∞(1 + t)g(t) = +∞,
and thus, we come back to the same situation as for β < 12 , which gives the desired
result for β = 12 .
Remark 4. The unconditional ﬂocking result in the whole range 0 < β ≤ 12 was
already obtained in sections 3 and 4 of [23] with a completely diﬀerent argument. The
authors give an alternative proof of the unconditional ﬂocking of the Cucker–Smale
model for any β < 12 and prove it for β =
1
2 based on estimates of the dissipation of
the dynamical system with Euclidean norms.
It is completely crucial to note that the constants we obtain in the exponential
rate to zero of the support in velocity of the particles depend neither on the number
of particles nor on their masses. They depend only on the initial values of Rv0 and
Rx0 , i.e., on the initial values of the particles with the largest velocity and the furthest
away from the center of mass and the total mass of the system.
The importance of this presented alternative proof of the unconditional ﬂocking
is that the estimates are independent of the number of particles if the total mass of
the system is ﬁxed. This was not the case in [23] since their argument is based on the
Euclidean norm of the velocity and position vectors and not on the bounded norm.
Some of the above ideas are reminiscent of arguments used for continuum models of
swarming in [13, 3].
We summarize the previous discussion in the following theorem written in terms
of solutions of (3.1).
Proposition 5. For any μ˜0 ∈ M(R2d) composed of a finite number of particles,
i.e., an atomic measure with Np atoms, there exists {x∞1 , . . . , x∞Np} such that the
unique measure-valued solution to (3.1) with β ≤ 1/2, given by
μ˜(t) =
Np∑
i=1
mi δ(x − xi(t)) δ(v − vi(t)),
where the curves are defined by the ODE system (3.5) with (4.1), satisfies that
lim
t→∞ d (μ˜(t), μ˜
∞) = 0
with
μ˜∞ =
Np∑
i=1
mi δ(x− x∞i −mt) δ(v −m)
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with m the initial mean velocity of the particles. Moreover, given the largest velocity
Rv(t) defined as
Rv(t) := max
i=1,...,Np
|vi(t)−m|
and the most distant space location Rx(t) with respect to the initial center of mass xc,
Rx(t) := max
i=1,...,Np
|xi(t)− xc −mt|,
it follows that
Rx(t) ≤ R¯x and Rv(t) ≤ Rv0 e−αt
for all t ≥ 0, with R¯x depending only on the initial value of R0 = max{Rv(0), Rx(0)}
and α = H(2R¯x)M .
Let us point out that the proof is trivial, noting that the bounded Lipschitz norm
between ﬁnite atomic measures is bounded by a sum of Euclidean distances for any
permutation of the points of one of them; see [38] for instance. We also have written
them as solutions of the partial diﬀerential equation instead of the particle system
since this will be useful for general measure solutions.
Once we have the control on the support of particles independent of the number
of particles given in the previous theorem, it is trivial to deduce the main result of
this work.
Theorem 6. Given μ0 ∈ M(R2d) compactly supported with mass M , the unique
measure-valued solution to (3.1) with β ≤ 1/2 then satisfies the following bounds on
their supports:
supp μ(t) ⊂ B(xc(0) +mt,Rx(t))×B(m,Rv(t))
for all t ≥ 0, with
Rx(t) ≤ R¯x and Rv(t) ≤ R0 e−αt
with R¯x depending only on the initial value of R0 = max{Rx(0), Rv(0)} and α =
H(2R¯)M .
Proof. As for particles, we can assume m = 0 and xc(t) = xc(0) for all t ≥ 0 with-
out loss of generality. Given any compactly supported measure μ0 in B(xc(0), R
x(0))×
B(0, Rv(0)) with mass M and any η > 0, we can ﬁnd a number of particlesNp = Np(η),
a set of positions {x01, . . . , x0Np} ⊂ B(cM (0), Rx(0)), a set of velocities {v01 , . . . , v0Np}
⊂ B(0, Rv(0)), and masses {m1, . . . ,mNp} such that
Np∑
i=0
mi = M and dR2d
⎛⎝μ0, Np∑
i=1
miδ(x− x0i )δ(v − v0i )
⎞⎠ ≤ η.
Let us denote by μη(t) the particle solution associated to the initial datum
μη(0) =
Np∑
i=1
mi δ(x− x0i ) δ(v − v0i ).
Using Proposition 5, we have that
supp μη(t) ⊂ B(xc(0) +mt,Rx(t))×B(m,Rv(t))
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with Rx(t) and Rv(t) verifying the stated properties for all small η since the result is
independent of the number of particles.
By the stability result in Theorem 3 included in [23], we obtain
dR2d(μ(t), μη(t)) ≤ ψ(t) dR2d
⎛⎝μ0, Np∑
i=1
mi δ(x− x0i ) δ(v − v0i )
⎞⎠ ≤ ψ(t)η.
Since t is ﬁxed and η can be arbitrarily small, we conclude that μη(t) → μ(t) weakly-∗
as measures when η → 0 for all t ≥ 0. Since the support of a measure is stable under
weak-∗ limits, we conclude the proof.
Let us remark that the same strategy of proof has been used for continuum models
of aggregation [7]. An immediate consequence is to control directly the decay of the
Lyapunov functional used by Ha and Tadmor in [24].
Corollary 7. Given μ0 ∈ M(R2d) compactly supported, the unique measure-
valued solution to (3.1) with β ≤ 1/2 then satisfies
Λ(μ)(t) ≤ R20 e−2αt
with R0 and α given in Theorem 6.
Proof. Since the solution by Theorem 6 is supported in velocity in B(m,Rv(t)),
we then have
Λ(μ)(t) =
∫
R2d
|v −m|2 dμ(t)(x, v) =
∫
|v−m|≤Rv(t)
|v −m|2 dμ(t)(x, v) ≤ Rv(t)2,
concluding the proof.
Remark 8. Let us point out that there is another interesting functional associated
to the system
(4.5) F (μ)(t) =
1
2
∫
R4d
|v − w|2
(1 + |x− y|2)β
dμ(t)(x, v) dμ(t)(y, w).
This functional comes naturally as a Lyapunov functional for classical solutions of the
equation
(4.6)
∂f
∂t
= ∇v · [ξ(f)(x, v, t)f(x, v, t)] ,
which stems from (3.1) if the transport term v · ∇xf is dropped [9, 10]. As with
the other functional it is trivial to check that since the solution by Theorem 6 is
supported in velocity in B(m,Rv(t)) and in position in B(xc(0) + mt,R
x(t)), then
F (μ)(t) ≤ Rv(t)2 for any weak measure-valued solution μ of (3.1). Moreover, due to
the uniform space support bound given in Theorem 6, the functionals Λ(f) and F (f)
are equivalent in the sense that
CFΛ(μ) ≤ F (μ) ≤ CFΛ(μ)
for CF ≤ CF positive constants independent of t. Actually, using again Theorem
6, the solution is supported in velocity in B(m,Rv(t)) and in position in B(xc(0) +
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mt,Rx(t)), and thus
F (μ)(t) =
1
2
∫
R4d
|v − w|2
(1 + |x− y|2)β dμ(t)(x, v) dμ(t)(y, w)
≥ 1
2(1 + R¯2)β
∫
R4d
(|v −m|2 + |w −m|2) dμ(t)(x, v) dμ(t)(y, w)
=
2
(1 + R¯2)β
Λ(μ)(t)
and trivially F (μ)(t) ≤ 2Λ(μ)(t).
Finally, let us obtain some more information about the asymptotic limit. Using
the characterization of solutions by characteristics in Theorem 3, we then have that
μ(x, v, t) = (X(t;x, v), V (t;x, v))#μ0, where the characteristics (X(t;x, v), V (t;x, v))
satisfy (3.7). It is then clear that
|V (t;x, v)−m| ≤ R0 e−αt for all v ∈ B(m,R0) , x ∈ B(xc(0), R0).
But using the equation for the position variables we ﬁnd
d
dt
[X(t;x, v)−mt] = V (t;x, v) −m
with a right-hand side whose components are exponentially decaying in time and,
thus, integrable at inﬁnity. As a consequence, for all (x, v) initially in the support of
μ0, we have
lim
t→∞[X(t;x, v)−mt] = x+
∫ ∞
0
[V (s;x, v)−m] ds.
This can be rephrased in terms of the density in position associated to the solutions.
We need a bit of notation: given a measure μ ∈ M(R2d), we deﬁne its translate μh
with vector h ∈ Rd by∫
Rd
ζ(x, v) dμh(x, v) =
∫
R2d
ζ(x− h, v) dμ(x, v)
for all ζ ∈ C0b (R2d). We will also denote by μx the marginal in the position variable,
that is, ∫
R2d
ζ(x) dμ(x, v) =
∫
Rd
ζ(x) dμx(x)
for all ζ ∈ C0b (Rd). With this we can write the main conclusion about the asymptotic
behavior, i.e., the convergence in relation to the center of mass variables to a ﬁxed
density characterized by the initial data and its unique solution.
Theorem 9. Given μ0 ∈ M(R2d) compactly supported with mass M , the unique
measure-valued solution to (3.1) with β ≤ 1/2 then satisfies
lim
t→∞ dRd(μ
mt
x (t), L∞(μ0)) = 0,
where the measure L∞(μ0) is defined as∫
Rd
ζ(x) dL∞(μ0)(x) =
∫
R2d
ζ
(
x+
∫ ∞
0
[V (s;x, v) −m] ds
)
dμ0(x, v)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
FLOCKING IN THE KINETIC CUCKER–SMALE MODEL 235
for all ζ ∈ C0b (Rd).
Proof. Given a test function ζ ∈ C0b (Rd), we compute∣∣∣∣∫
Rd
ζ(x) dμmtx (t)(x) −
∫
Rd
ζ(x) dL∞(μ0)(x)
∣∣∣∣
=
∣∣∣∣∫
R2d
ζ(x) dμmt(t)(x, v) −
∫
Rd
ζ(x) dL∞(μ0)(x)
∣∣∣∣
=
∣∣∣∣∫
R2d
ζ(x −mt) dμ(t)(x, v) −
∫
Rd
ζ(x) dL∞(μ0)(x)
∣∣∣∣
=
∣∣∣∣∫
R2d
[
ζ(X(t;x, v)−mt)− ζ
(
x+
∫ ∞
0
[V (s;x, v)−m] ds
)]
dμ0(x, v)
∣∣∣∣
≤ Lip(ζ)
∫
R2d
∣∣∣∣(X(t;x, v)−mt)− (x+ ∫ ∞
0
[V (s;x, v)−m] ds
)∣∣∣∣ dμ0(x, v).
An easy application of the Lebesgue dominate convergence theorem gives the result
where one uses the uniform in time bound on the characteristics above.
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