The problem of automatically determining the gender of a document's author would appear to be a more subtle problem than those of categorization by topic or authorship attribution. Nevertheless, it is shown that automated text categorization techniques can exploit combinations of simple lexical and syntactic features to infer the gender of the author of an unseen formal written document with approximately 80% accuracy. The same techniques can be used to determine if a document is fiction or non-fiction with approximately 98% accuracy.
Introduction

Text Categorization
The last ten years has seen an explosion of research in automated text categorization (Sebastiani 2002 ).
In the text categorization problem, we are given a set of two or more categories and examples of texts in each category and are asked to correctly categorize unseen texts. The components of a text categorization system are now well understood:
1. Document Representation -Choose a large set of text features which might potentially be useful for categorizing a given text (typically words that are neither too common nor too rare) and represent each text as a vector in which entries represent (some non-decreasing function of) the frequency of each feature in the text. 2. Dimension Reduction -Optionally, use various criteria for reducing the dimension of the vectors -typically by eliminating features which don't seem to be correlated with any category (Yang & Pedersen 1997) , by using latent semantic indexing (Deerwester et al 1990) , or by stepwise iteration of a learning algorithm (see below). 3. Learning Method -Use some machine learning method to construct one or more models of each category. Yang (1999) compares and assesses some of the most promising algorithms, which include k -nearest-neighbor, neural nets, Winnow, SVM, etc. (If multiple models are learned, methods such as bagging and boosting (Bauer & Kohavi 1999) can be used to combine the models.) 4. Testing Protocol -Finally, use some testing protocol, such as bootstrapping or k-fold crossvalidation to estimate the reliability of the system.
Stylometry
Driven by the problem of Internet search, the text categorization literature -outside of the stylometric research community -has, with a few exceptions (Argamon-Engelson et al 1998 , Wolters & Kirsten 1999 , concerned categorization by topic rather than categorization by writing style. The problem considered in this paper concerns categorization by style and thus is more similar to the stylometric work which has been vigorously pursued for decades, mostly in the context of authorship attribution (Holmes 1998 , McEnery & Oakes 2000 . Although some important crossover work between stylometrics and text categorization has been done (Forsyth 1999) , the bulk of stylometric research has differed from the more recent work in text categorization in a few important ways. While categorization by topic is typically based on keywords which reflect a document's content, categorization by author style uses precisely those features which are independent of content. Thus, stylometric models for categorization have typically been based on hand-selected sets of content-independent, lexical (Mosteller & Wallace 1964) , syntactic (Baayen et al 1996 , Stamatatos et al 2001 , or complexity-based (Yule 1938) features. Researchers in text categorization by topic typically use much larger feature sets, often in conjunction with automated feature selection methods (Yang & Pedersen 1997) ; some work in the stylometric community has also considered automated methods for selecting features (Forsyth & Holmes 1996) . Moreover, stylometric research has tended to use statistical methods such as multivariate analysis (Burrows 1992 , Holmes & Forsyth 1995 , rather than machine-learning algorithms, for categorization, although a number of researchers have applied machine learning methods to stylometric problems (Matthews & Merriam 1993 , 1997 , Merriam & Matthews 1994 , Forsyth 1999 ).
Gender
The object of this paper is to explore the possibility of automatically classifying formal written texts according to author gender. This problem differs from the typical text categorization problem which focuses on categorization according to topic. It also differs from the typical stylometric problem which focuses on authorship attribution -individual authors are more likely to exhibit consistent habits of style than large classes of authors. We will see, though, that using ideas from both the stylometric community and the text categorization community, we are able to achieve surprising results.
While a substantial literature has been devoted to isolating distinguishing characteristics of male/female linguistic styles (Lakoff 1975 , Holmes 1993 , this paper goes beyond earlier work in two ways:
First, most of the previous work considered spoken language (Key 1972 , Trudgill 1972 , Labov 1990 , Eckert 1997 , which, unlike the formal written texts (i.e. books and articles) we consider, includes intonational, phonological and conversational cues. The relatively few studies on gender differences in writing have focused on more informal contexts -such as student essays (Mulac et al 1990 , Mulac & Lundell 1994 , electronic communications (Herring 1996) and correspondence (Biber et al 1998 , Palander-Collin 1999 ) -and some authors (Berryman-Fink & Wilcox 1983 , Simkins-Bullock and Wildman 1991 have asserted that no difference between male and female writing styles in more formal contexts should be expected.
Second, there has been scant evidence thus far that differences between male and female writing are pronounced enough that they could be parlayed into an algorithm for categorizing an unseen text as being authored by a male or by a female. In this paper, we employ machine learning algorithms on a genre-controlled corpus of 566 documents taken from the British National Corpus (BNC) to construct models for performing just such a task. We show that these models classify unseen texts according to author gender with accuracy of approximately 80%.
The Corpus
The BNC includes 920 documents in British English that are labeled both for author gender and for genre: fiction and several non-fiction genres and sub-genres as will be shown below. All the experiments reported in this paper were performed on a genre-controlled subset of the BNC constructed as follows: in each sub-genre, we use all the documents in the smaller (male or female) class and randomly select an equal number of documents from the other class, discarding the excess documents.
The resulting corpus contains 566 documents (a full listing of which can be found at http://shekel.jct.ac.il/~argamon/gender-style).
No single author wrote more than three documents in this corpus. All of the non-fiction documents and 75% of the fiction documents are from the years 1975-1993; the remaining fiction documents are from the years 1960-1974. The documents contain between 554 and 61,199 words with an average of about 34,320 words each (female=34,795; male=33,845).
Document Representation
Unlike some earlier studies on authorship attribution (see Holmes 1998 , McEnery & Oakes 2000 , we do not begin with a small hand-selected set of features deemed most likely to distinguish between categories. Rather, we begin with a very large set of lexical and quasi-syntactic features that were chosen solely on the basis of their being more-or-less topic -independent. The features include a list of 405 function words (which appear at least once in the corpus) and a list of n-grams of parts-of-speech using the BNC's tag set of 76 parts of speech (such as PRP=preposition, NN1=singular noun, and AT0=article ) and punctuation marks. (A full listing of all these features can be found at http://shekel.jct.ac.il/~argamon/gender-style). We use the 500 most common ordered triples, 100 most common ordered pairs and all the single tags as features. For example, a common triple is PRP_AT0_NN1 as in the phrase "…above the table …". The use of parts-of-speech n-grams is a relatively efficient way to capture the heavier syntactic information shown in (Baayen et al 1996 , Stamatatos et al 2001 to be useful for distinguishing writing styles.
Each document is thus represented as a vector of length 1081 (the total number of features), in which each entry represents the number of appearances of the feature in the document divided by document length. In order that different feature types all have values in roughly the same range, the values associated with function words and POS doubles were multiplied by 2 and those associated with POS triples were multiplied by 4.
We will use automated methods to significantly reduce the number of features actually used for classification. However, these methods make use of iterated runs of our learning algorithm, so we turn first to the details of this learning algorithm.
The Learning Method
Our objective is to use a set of training documents to find a linear separator between male-authored and female -authored documents. That is, we seek a weight vector w such that for each training document, x, the vector dot-product w * x exceeds a threshold T if and only if x was authored by a female. Our method for finding the weight vector w is a variant of the Exponential Gradient (EG) algorithm of (Kivinen & Warmuth 1997) which itself is a generalization of the Balanced Winnow algorithm of (Littlestone 1987) . These algorithms have nice theoretical mistake-bound properties and have previously been shown to be effective for text-categorization by topic (Lewis et al 1996 , Dagan et al 1997 .
Brie fly, our method works as follows: We initially define two component weight vectors w + = {1,1,…,1} and w -= {-1,-1,…,-1}, defining w = w + + w -. We then calibrate the vectors w + and w -using the following iterative procedure. The training examples are randomly ordered. For each training example x, we define c(x) = 1 if x is female -authored and c(x) = 0 otherwise. Let s(w,x) = 1 if w * x > 0 and s(w,x) = 0 otherwise, where w is the weight vector at the time that example x is encountered, and let w i and x i be the i th element in w and x, respectively. Then we take the examples one at a time and iteratively update the weights after each example using the formulas β is a learning constant greater than 0; in all our experiments we used β = 3. Thus weights that im properly reduce the dot product are increased, and vice versa. Note that as in EG, but unlike Balanced Winnow, we allow x i to take on non-binary values. However, like Balanced Winnow, but unlike EG, we restrict s(w,x) to binary values.
Once all the examples have been used for training, they are randomly reordered and another cycle of updates is run. This continues until all training examples are correctly classified or until 100 consecutive cycles fail to produce improvement in the number of training examples correctly classified. Along the way, any element of w + or w -that drops below some threshold (0.000001 of the sum of all the weights) is set to zero.
The intuition behind the update rule is that weights of features that appear most prominently in misclassified documents are changed most dramatically. A well-known advantage of multiplicative update rules such as we use is that the weights of irrelevant features tend to zero. As a result of this property, the learning algorithm itself can be used for feature reduction: by iteratively running the learner, eliminating low-weighted features and rerunning, we can produce models with fewer and fewer features. Experimental results using this method will be discussed below.
Results
Table 1 (top row) shows accuracies obtained from 10 separate runs 56-fold cross-validation (that is, ten examples in each fold) using feature sets consisting of function words only (FW), parts-of-speech only (POS) and both function words and parts-of-speech (FWPOS). For function words, 73.7% (±0.86% stderr) of the documents are correctly classified, for parts-of-speech, 70.5% (±0.90%), and for the full feature set, 77.3% (±0.79%). Clearly, the combined feature set is the best choice, despite the fact that using more features than documents (that is, more free parameters than constraints) might easily have led to over-fitting to the training set at the expense of testing accuracy.
One of the difficulties in obtaining greater accuracy overall is the difference between fiction and nonfiction. These differences are generally greater than the difference between male and female writing styles and thus training on fiction and non-fiction documents together actually harms results. When we train together, accuracy on fiction test documents is 74.5% and on non-fiction is 79.7%. When we train only on fiction documents (thus using a substantially smaller training set), results of 36-fold crossvalidation (maintaining ten examples per fold) actually increase to 79.5%. Likewise, when training on non-fiction only, accuracy on non-fiction test documents increased to 82.6%. This is because, as we shall see in detail below, the frequencies of the critical distinguishing features are different in fiction and non-fiction. In fact, when training is performed on fiction (non-fiction) only, non-fiction (fiction) documents are categorized with barely more than 50% accuracy -no better than random! Table 1 (rows 2 and 3) shows the results of training and testing separately on fiction and non-fiction using different feature sets. What is most remarkable is the extent to which results for non-fiction improve when both feature sets are used in tandem. The reasons for this will be discussed below. The full breakdown of results for different sub-genres -respectively, training (using all features) on all documents together and training (likewise using all features) separately on fiction and non-fiction -is shown in Table 2 . Winnow is able to overcome differences between different genres by exploiting subtle dependencies between features. Less subtle le arning methods are unable to deal successfully with this problem. Thus, Naïve Bayes, which ignores feature dependencies correctly classifies fiction documents with only 64.4% accuracy and non-fiction documents with 60.9% accuracy. Ripper, which is a decision-tree learner that greedily selects feature thresholds for optimal category seperation, correctly classifies fiction documents with 64.9% accuracy and non-fiction documents with 73.7% accuracy. (Results are for the full feature set; results for FW and POS vary only slightly.)
Feature Reduction
How many features actually contribute to categorization and which ones contribute most? In order to test this we ran the following experiment: For each model obtained in a cross-validation trial, we chose the 128 most important features (where the importance of a feature in a given model is defined as the absolute value of its weight in the model multiplied by its average frequency in the training set) in each direction and ran the cross-validation trial again using only those 256 features. We then repeated the process using only the 128 most important features (64 from each side) in the obtained model. This process was iterated down to just 8 features from each side. The results are shown in Figure 1 . Optimal performance seems to lie between 64 and 128 features per side. For the full feature set, non-fiction reaches accuracy of 83.7% at 128 features per side and fiction reaches 79.9% at 64 features per side. Most significantly, though, the drop-off in performance is extremely slow. Even using as few as eight features (from the full feature set) on a side, we obtain accuracy of 79.1% for non-fiction and 76.8% for fiction. In fact, when training and testing on fiction using only function words, optimal performance (79.4%) is achieved when using only eight words from each side. Not surprisingly, certain features tended to survive down to the final iteration in different trials. For example, the function words which consistently appear in the final iteration training on fiction are: male features -a, the, as; female features -she, for, with, not. When training on non-fiction we find: male features -that, one; female features -for, with, not, and, in . Similar phenomena appear when using parts-of-speech. Elsewhere (Argamon et al, submitted) we have analyzed differences in usage between males and females for certain classes of words. The picture that emerges is that the male indicators are largely noun specifiers (determiners, numbers, modifiers) while the female indicators are mostly negation, pronouns and certain prepositions. Although a given feature's Winnow weight does not necessarily reflect the feature's mean frequency difference between males and females, a comparison of male and female usage of determiners, pronouns, prepositions, negation, and the conjunction and (Table 3 ) reveals significant differences in usage between males and females both in fiction and in non-fiction. These results bear out and significantly extend results of earlier research on gender differences (Biber et al 1998 , Holmes 1993 .
Another interesting fact that is explained by analysis of the data is that for non-fiction, using function words and parts-of-speech together yields considerably greater accuracy than either feature type by itself. This is because the combination of features is able to exploit anomalies such as that women use the prepositions for and with significantly greater frequency than do men, but men use the set of all other prepositions (PRP) with about the same frequency as do women and the preposition of (which in the BNC gets its own tag, PRF) with greater frequency than women. Similarly, men use the pronoun he with about the same frequency as do women but women use the set of all other pronouns much more than men do. In particular, what distinguishes non-fiction is that -as in fiction -men use significantly more determiners (AT0, DT0) than do women, but -unlike fiction -women use the most frequent determiner, the, with about the same frequency as men. for 55.7 ± 1.1 61.3 ± 1.0 77.9 ± 1.6 90.7 ± 1.4 with 58.6 ± 1.1 66.5 ± 1.0 56.9 ± 1.1 67.8 ± 1.4 and 234 ± 4.9 249 ± 5.5 242 ± 3.9 287 ± 5.2
The extent to which frequencies of a small number of features can be parlayed into effective categorization is illustrated by the following fact: of the 58 documents in which the appears with frequency < 408 and herself appears with frequency > 5, all but two are by females.
Categorization by Genre
An interesting phenomenon that is evident in Table 3 is that the differences between male and female usages of various features parallel more extreme differences between fiction and non-fiction: determiners, which are used more by men, are used more by all authors in non-fiction; pronouns and negation, which are used more by women, are used more by all authors in fiction. The extreme differences between fiction and non-fiction suggest that distinguishing between the two genres ought to be an easier task than distinguishing between male and female authors. And indeed it is. Using the same corpus and same learning methodology as above on the fiction/non-fiction problem, ten runs of 56-fold cross-validation yields accuracy of 98%. Table 4 shows results for each of the three feature sets. Table 4 : Accuracies and standard errors for 10 run of 56-fold cross validation for the fiction/nonfiction problem for all three feature sets.
Feature Set Accuracy
The misclassified documents are the following:
Fiction:
• Possession, A. S. Byatt,
• Examination of the six misclassified non-fiction documents reveals that all are biographical or diarylike works. Significantly, of the six misclassified fiction documents, five are by male authors (the sole exception is "Possession" by A. S. Byatt).
Conclusions
This paper has presented convincing evidence of a difference in male and female writing styles in modern English books and articles. Such a difference is sufficiently pronounced that it can be exploited for automated text classification with accuracy of approximately 80% (and higher in some cases). We have shown some of the features selected as being useful for classification, and have seen for some of them how their frequency distributions in the BNC differ for male and female authors.
The overall approach is essentially that of recent research in text categorization. The main difference between this work and text categorization by topic is in the choice of features: we use the kinds of content-independent features used by researchers in authorship attribution. Best performance is achieved when both function words and parts-of-speech n-grams are used in tandem. We have seen that while reasonable categorization is possible even using a relatively small number of such features, these features should be judiciously selected from a large initial set using principled feature reduction techniques. We have also found that the Winnow-like algorithm we used is superior for this type of problem to less subtle techniques such as decision trees and naïve Bayes.
