Abstract. A directed space is a topological space X together with a subspace P (X) ⊂ X I of directed paths on X. A symmetry of a directed space should therefore respect both the topology of the underlying space and the topology of the associated spaces P (X) + − of directed paths between a source − and a target + -up to homotopy. Such a symmetry will be called an inessential d-map, and the paper explores the algebra and topology of such inessential d-maps. Comparing two d-spaces X and Y "up to symmetry" yields the notion of a directed homotopy equivalence between them. Under appropriate conditions, all directed homotopy equivalences are shown to satisfy a 2-out-of-3 property. Our notion of directed homotopy equivalence does not agree completely with the one defined in [7] and [8]; the deviation is motivated by examples. Nevertheless, directed topological complexity, introduced in [8] is shown to be invariant under our notion of directed homotopy equivalence. Finally, we show that the pair component categories of directed spaces introduced in [13] are invariant under directed homotopy equivalences, as well.
2) to the respective identity maps. But this definition does not make sure that the most interesting objects in Directed Algebraic Topology, ie the spaces of d-paths in X from x to y resp. of d-paths in Y from f x to f y are related! Have a look at Example 1.4 for a simple such case. This paper suggests both a notion of symmetry of a d-space (an inessential d-map) and the related notion of directed homotopy equivalence between two d-spaces, and it explores their properties, both algebraically and topologically.
1.2. Organization of the paper. Results. In Section 2, we define path space preserving d-maps as those keeping the homotopy types of all path spaces between source and target invariant. Maps from a d-space into itself that are path space preserving and d-homotopic to the identity map are called inessential. It is shown that inessential maps (and also a generalization of those, arising from a certain closure process) are closed under composition and, in some cases, under factorization. Section 3 proposes a definition of the notion directed homotopy equivalence (and various generalizations). It allows to perceive a difference between certain branching spaces and a one point space, in contrast to a similar proposal in [7] and [8] ; cf Example 3.3. We investigate closure and factorization properties and show that the most important notion of directed homotopy equivalence satisfies the 2-out-of-3 property. In Section 4, we show that directed topological complexity of d-spaces is invariant under a sharp version of directed homotopy equivalence. In the final Section 5, we show that the pair component categories of [13] are invariant under directed homotopy equivalences, as well. Simple non-trivial examples illustrate the concepts.
1.3. Elementary notions. Notation. Let I = [0, 1] denote the unit interval. The following notions are fundamental in Directed Algebraic Topology [10] and in applications in concurrency theory [3] : Definition 1.1.
(1) [9] A d-space consists of a topological space X together with a subspace P (X) ⊂ X I that contains the constant paths, is closed under concatenation and under non-decreasing reparametrizations p : I → I. Elements of P (X) are called d-paths.
(2) For x, y ∈ X, we let P (X) y x = {p ∈ P (X)| p(0) = x, p(1) = y} denote the subspace of all d-paths from x to y. We write x y ⇔ P (X) y x = ∅ and call then (x, y) a reachable pair. (3) [9] A d-map f : X → Y between d-spaces X and Y is continuous and satifies f ( P (X)) ⊆ P (Y ).
Definition 1.2.
(1) We let X 2 := {(x, y) ∈ X 2 | x y} denote the space of reachable pairs. ( 2) The end-point map e X : P (X) → X 2 fibers P (X) with non-empty fibers P (X) y x . Example 1.3. Simple but fundamental d-spaces are the non-directed interval I 0 with P (I 0 ) = I I , the neutral interval I with P (I) consisting of the constant paths, and the directed interval I with P ( I) := {p ∈ I I | p non-decreasing}. In these cases, the spaces of reachable pairs coincide with I × I, with the diagonal ∆(I) := {(x, x)| x ∈ I}, resp. with ∆ 2 (I) := {(x, y) ∈ I × I| x ≤ y}.
Remark. Note that, in contrast to path spaces in ordinary topology, these end point maps very rarely are fibrations: the homotopy types of the fibers do most often vary, d-spaces are in general not homogeneous at all! For every d-space X, the monoid {p ∈ P ( I)| p(0) = 0, p(1) = 1} of surjective reparametrizations acts on P (X) by composition; it identifies d-paths under reparametrization equivalence [5] . Equivalence classes are called traces, they are the elements of the quotient trace space T (X). The end-point map e X (Definition 1.2) factors over T (X). We will use the same notation for the resulting map e X : T (X) → X 2 -with fibres T (X) y x . In many cases of interest, the quotient map P (X)
x is a homotopy equivalence [5, 12] , and in the following we will alternately use the most appropriate of these two spaces. (1) [14, 13] Let n > 1 and ∂ n := {x = (x 1 , . . . , x n ) ∈ I n | ∃i : x i = 0 or x i = 1} with the d-structure inherited from the standard product d-structure on R n , ie P (∂ n ) = ∂ I n ∩ P (R n ). Then the trace space T (∂ n ) y x is contractible unless {i| x i = 0} = {i| x i = 1}. If these two sets agree, then T (∂ n ) y x is homotopy equivalent to S k−2 with k = |{i| x i = 0, y i = 1}|: (2) Let p : I → I be the piecewise linear reparametrization with p(0) = 0, p(0.5) = p(1) = 1; it is d-homotopic (Definition 2.2) to the identity map id I . Then p n : ∂ n → ∂ n is a d-map d-homotopic to the identity map (hence a directed homotopy equivalence with the identity map as homotopy inverse applying the naive definition of directed homotopy equivalence mentioned in Section 1.1). Let 0 = (0, . . . , ) and x = (1, 0.5, . . . , 0.5) and note that p n (0) = 0 and p n (x) = 1. Then T (∂ n ) x 0 is contractible whereas T (∂ n ) 1 0 is homotopy equivalent to S n−2 . 2. (Rather) Inessential d-maps 2.1. Path space preserving d-maps and d-homotopies. In this section, we introduce several notions introduced in the papers [9] , [14] and [13] ; consult those articles for details. Many equivalence systems arise from a functor G : Top → C F into a category C F : The family F consists then of those morphisms f for which G(f ) is an isomorphism. This is the case for the most important examples of equivalence systems for our purposes that are collected in the list below:
F ∞ : the weak homotopy equivalences F 0 : the family of maps inducing bijections on sets of path components F k : the family of maps inducing bijections on π 0 and isomorphisms on all homotopy groups π n for every n ≤ k and every choice of basepoint H A,k : (A an abelian group): the family of maps inducing isomorphisms on all homology groups H n (−; A) for every n ≤ k. We will be particularly interested in these notions for endo-d-maps f : X → X from a space into itself that are d-homotopic to the identity map id X . Example 2.3. The two relations future/past d-homotopic to the identity map can differ even in simple examples: Consider the d-space B = {(x, y) ∈ R 2 | x, y ≥ 0, xy = 0} modelling a future branching with the d-structure inherited from the standard d-structure of R 2 . A future homotopy starting from a map taking values in only one branch (or only the origin O) will end in a map taking values in only one branch. A future homotopy starting from a map taking values in both branches will end in a map with that same property. In particular, the identity map on B and the constant map c P mapping B into any P ∈ B are not connected by a simple future d-homotopy. Ordinary topological spaces give rise to loop spaces that are interesting to study on their own behalf. d-spaces give rise to, and organise, many spaces of (directed) paths, one path or trace space T (X) x 2 x 1 for every pair of points (x 1 , x 2 ) ∈ X 2 ; cf Definition 1.2(1). For reasonable d-spaces, like cubical complexes, these path spaces depend only mildly on the pair of points; they are stable within so-called components [14, 13] . If we wish that a d-map not only relates the topology of its domain and target, but also the topology of all assembled path spaces, we need to add a requirement: is the only one giving rise to a non-contractible trace space T (∂ 2 ) 1 0 ≃ S 0 . As a consequence, every F-psp endo d-map f : ∂ 2 → ∂ 2 has to fix both 0 and 1. The identity map and the reflection in the diagonal are (non-d-homotopic) F-psp maps. Every d-map f : ∂ 2 → ∂ 2 that preserves 0, 1, {(x, y)| x > y} and {(x, y)| x < y} is neutrally F-psp d-homotopic to the identity map. n > 2, F = F ∞ : By Example 1.4(1), an F ∞ -psp map f : ∂ n → ∂ n respects the inner lower k-skeleta B k := {(x 1 , . . . , x n )| x i < 1, |{j|x j = 0}| = n − k} and the inner upper l-skeleta B l = {(x 1 , . . . , x n )| x i > 0, |{j|x j = 1}| = n − l} for k, l < n − 1. As a continuous map, it respects also the closures of B k and B l and intersections of those. Now,B k ∩B n−k consists of vectors of which n − k coordinates agree with 0 and k coordinates agree with 1, and this discrete set has to be preserved by f for k = 1, n−1.
). Now we want to prove that every future F ∞ -psp d-homotopy H : ∂ n × I → ∂ n (cf Definition 2.2(1)) has to fix all vertices of n : Such a psp d-homotopy H preserves each lower k-face in B k , and each upper l-face in B l (characterized by which coordinates are 0, resp. 1) and their closures for k, l < n−1. In particular, every vertex vector with n − k 0-coordinates and k 1-coordinates is fixed for k = 1, n − 1. Now suppose k = 1. Since every lower 1-face is preserved by H, its single upper boundary vertex (with n − 1 coordinates 0 and 1 coordinate 1) needs to be fixed. Finally, we consider the vertex x = [1, . . . , 1, 0]; more generally a vertex with one 0-coordinate and all other coordinates are 1. Suppose H 1 (x) = [1, . . . , 1, t] with 0 < t < 1. Since H 1 is homotopic to id X and thus surjective, there exists y close to x with H 1 (y) = [1, . . . , 1, s] with 0 < s < t, and therefore y is not contained in the edge connecting x and 1. Without restriction, we may assume that there even is a point y in the complement of the face x n = 0 that maps to x: Assume f (ȳ) = [1, . . . , 1, s] with y n = 0. Then the box with lower vertexȳ and upper vertex x maps into the interval connecting [ 
is contractible whereas T (X)
is homotopy equivalent to S n−3 . Contradiction! We conclude that f preserves all faces (including their boundaries). In fact, f preserves also the interiors of faces: Assume f (x 1 , . . . , x n ) = (x ′ 1 , . . . , x ′ n−1 , 1) with x n < 1. Since f is a d-map and since n > 2, f (1, . . . , 1, x n ) = 1. Contradiction! A similar proof works for α = −.
2.2.
Coherently path space preserving maps. Definition 2.4 relates trace spaces in the domain X and the codomain Y to each other, but these equivalences may not be coherent: their "inverses" -for varying pairs (x 1 , x 2 ) ∈ X 2 are not collected into a continuous map. We need to formulate an additional requirement in order to achieve this: To this end, we regard the end point map e X : T (X) → X 2 , cf Definition 1.2(2), as a fiber map (not a fibration, in most cases!) A d-map f : X → Y induces fiber maps
The right-hand square is just a pullback version of the left hand one; (
Definition 2.6.
In particular, for F = F ∞ and if the trace spaces have the homotopy type of CW-complexes, the map T (f ) is required to be a fibre homotopy equivalence -between fibre spaces that, in general, are not fibrations.
Remark. The coherence requirement in Definition 2.6 is inspired by a similar requirement to what is called a directed homotopy equivalence in [7] and [8] . Proof. Without the coherence request, the claims follow from the 2-out-of-3 property of Fmorphisms. Concerning coherence: The fibre map
It is in general not true that g and h • g psp implies h psp: we obtain only information on traces in the image g(X) of g.
2.
3. Inessential d-maps. Now we specialize to the case of endo-d-maps f : X → X from a d-space X into itself. In particular:
We will write αF-inessential with α = +, −, 0 (+: future, -: past, 0: neutral).
A d-map is called coherently αF-inessential if, in addition, the d-homotopies to the identity map can be chosen as coherent αF-psp d-homotopies.
Remark. αF-inessential d-maps correspond to some weak directed version of deformation retraction. We do not insist that the d-homotopies restrict to the identity map on a subspace. It would also be possible to relate d-spaces and d-subspaces by such a relation; compare [2] . Example 2.9.
(1) Consider the branching space B from Example 2.3. Every d-map f : B → B is coherently 0 − F-psp inessential. It is coherently + (resp. −) F-psp inessential if and only if x ≤ f (x), resp. f (x) < x for every x ∈ B.
(2) A d-map f : ∂ 2 → ∂ 2 is coherently 0 − F-psp inessential if it preserves 0, 1 and the branches {(x, y)| x < y} and {(x, y)| x > y}. It is coherently + (resp. −) F-psp inessential if and only if x f (x), resp. f (x) x for every x ∈ ∂ 2 . (3) A d-map f : ∂ n → ∂ n , n > 2, is 0F ∞ -psp inessential if it preserves all interiors of all faces. The cases +, resp. − inessential require, in addition that x f (x), resp. f (x) x for every x ∈ ∂ n . These maps are also coherently F ∞ -psp inessential, as will be shown for α = + in the first place: Since x and f (x) are contained in the same face for every x ∈ ∂ n , we may select the constant speed line d-path σ x connecting x and f (x), within ∂ n . Together, these maps define a continuous lift L :
n into the end point map e ∂ n . Let s, t : P (∂ n ) → ∂ n denote the source and target maps (the components of the end point map e). Concatenation on the right with L • t :
commutes up to homotopy, cf [11, 13] . The map L • t has a fiber homotopy inverse by mapping, for x y, a path σ ∈ P (∂ n )
f y x to the path σ f ∈ P (∂ n ) y x given by σ f (t) = min(y, σ(t)) -well-defined since y and f (y) belong to the same cell. Similarly, a fibre inverse to L • s maps σ ∈ P (∂ n ) f y
given by σ f (t) = max(f x, σ(t)).
For α = −, one may use select the constant speed line path connecting f (x) and x instead. For α = 0, connect x with f x via max(x, f (x) by a zig-zag of d-paths within the same cell. 
If the original d-homotopies are coherently F-psp, then there composition is so, as well, by Lemma 2.7.
Inessential d-maps are, moreover, partially closed under factorization:
Proof. By assumption, there are dihomotopies connecting id X with h resp. with h•g. Compose the first one with g on the right resulting in a dihomotopy connecting g with h • g. The dihomotopies involved induce maps
for (x 1 , x 2 ) ∈ X 2 ; these maps are F-equivalences since both H t and g are F-psp. Concatenate with the second F-psp dihomotopy to connect g with id X . The coherent version follows from Lemma 2.7.
Similar to the statement concluding Section 2.1, it is not possible to conclude: h • g and g 0F-inessential implies h is 0F-inessential; there is no information about trace spaces T (X) Remark that all equivalence systems in the list following Definition 2.1 do satisfy the 2-out-of-6-property.
Proof. Apply the 2-out-of-6 property for F-equivalences to the following strings of maps:
It turns out handy that inessential maps behave well under the following form of insertion:
Remark. The condition rather inessential is relaxed compared to inessential: One knows only that T h is an F-equivalence on trace spaces of the form T (X) The following property shows that the family of rather inessential maps has better properties than the family of inessential maps.
Lemma 2.16. Let g, h : X → X denote d-maps such that g • h is (coherently) αF-rather inessential.
(
1) If g is (coherently) αF-rather inessential, then h is (coherently) 0F-rather inessential. (2) If h is (coherently) αF rather inessential, then so is g.
Proof.
(1) By assumption, there exist inessential d-maps k, l : X → X such that g • h • k and g • l is inessential. By Lemma 2.13, the map (gl)
Since g • l is inessential, by Lemma 2.11, so is h • k , and hence h is rather inessential. (2) By assumption, there exist inessential d-maps k, l : X → X such that g • h • k and h • l are inessential. By Lemma 2.10 resp. Lemma 2.13, also the maps h • l • k and g • (hlk) = (gh) • l • k are inessential. Hence g is rather inessential.
Remark.
(1) In (1), we can in general not conclude that h is αF-rather inessential. It is not certain that there exists a future (or past) d-homotopy relating id X and h. (instead of a dihomotopy, cf Definition 2.2(2)) from id X , then h is so, as well.
Generalization to monoids.
Considering the monoid C(X, X) of d-maps on X, we may localize the submonoid consisting of αF-inessential d-maps (and coherent versions), and declare, for inessential d-maps g, h on X, the d-maps f and h • f • g equivalent mod inessentials. In particular, inessential maps are equivalent to the identity id X , and hence so are rather inessential maps. Furthermore, we will in Section 5 consider the quotient monoid with respect to the symmetric and transitive closure (an equivalence relation) of this relation.
The notions "inessential" and "rather inessential", for α = 0, in the preceeding sections are special cases of the following picture comparing a monoid (M, •) to a submonoid S ⊂ M enjoying the "inessentiality" property (compare with Lemma 2.11):
In such a situation, one may define a "closure"S of S byS := {h ∈ M| ∃g ∈ S : h • g ∈ S}.
Using the same formal arguments as in Lemma 2.15 and Lemma 2.16, one proves:
pair of monoids enjoying the inessentiality property (2.17). Then (1)S is a submonoid of M containing S. (2)S enjoys the 2-out-of-3-property, i.e., if two of the three elements g, h, g • h are contained inS, then so is the third.
3. Directed homotopy equivalences 3.1. Definitions.
A coherent αF ∞ -equivalence is called an α directed homotopy equivalence.
An αF-equivalence preserves trace spaces "up to inessentials":
Lemma 3.2. Supoose F satisfies the 2-out-of-6 property. Let f : X → Y denote an αF-equivalence. Then there exists an inessential d-map
h : X → X such that T (f ) : T (X) hx 2 hx 1 → T (X) f hx 2 f hx 1 is an F-equivalence for all (x 1 , x 2 ) ∈ X 2 ("f
is F-psp on the image of h")
Proof. By definition, there exists inessential maps h X :
are inessential, as well. Apply Lemma 2.12 to the maps f • h X and g • h Y to conclude that the map f • h X is F-psp. Since h X is F-psp, the maps induced by f on trace spaces in the image of h X are F-equivalences. 
To check, whether W is dicontractible (ie 0F ); the latter space occurs as a simple model for mutual exclusion between two processes in concurrency theory. Assume f : X → Y is an αF-equivalence with "homotopy inverse" g : The
3 , is a neutral directed homotopy equivalence with homotopy inverse
.
To check coherence, observe that g • f = id X whereas f 1 • g 1 (y) =      
Remark.
(1) At a first glance, it may seem strange that we require inessential instead of rather inessential in Definition 3. 
We need to come back to the weaker notion from Definition 3.1 in Section 3.2 in order to establish a 2-out-of-3 property for individual αF-equivalences. (2) Goubault [7] and Goubault, Farber and Sagnier [8] propose the following requirements to a d-map f : X → Y to qualify as a directed homotopy equivalence:
(a) f is an ordinary homotopy equivalence with homotopy inverse d-map g :
are fibre homotopy equivalences. (2) is a reformulation of the original wording in [7] and [8] . Remark that this definition has both weaker and stronger assumptions compared to our definition. Weaker since it is not assumed that compositions g • f , resp. f • g are d-homotopic to the identity maps (in any flavour). Stronger since no compositions with inessential maps are used.
With
3.2.
A 2-out-of-3 property. Previous attempts to define directed homotopy equivalences failed to establish the 2-out-of-3 property. Proposition 3.6 below shows that Definition 3.1 is suitably weak to establish such a property.
We will need the following generalization of Lemma 2.13 (for all flavours α):
Proof. By assumption, there exist inessential d-maps h :
Proposition 3.6. The 0F-equivalence property satisfies the 2-out-of-3 property.
Proof. We try the property for all flavours α. Only for one of the factorization cases it is necessary to assume that α = 0:
Similarly for composition in the reverse order. Factorization 1: Let f 1 : X → Y and f 2 : Y → Z be d-maps such that f 1 and f 2 • f 1 are αF-equivalences. By assumption, there exist reverse maps g 1 : Y → X and
• g 1 that is rather inessential by Lemma 3.5. By Lemma 2.16, the composition (f 1 • g 12 ) • f 2 is so, as well. Factorization 2: f 2 and f 2 • f 1 are αF-equivalences. Hence there exist reverse maps 
Let us call a morphism F : A → B an equivalence up to inessentials if there exists a morphism G : B → A satisfying the assumptions of Lemma 3.7. Then we can prove, analogously to Proposition 3.6: Proposition 3.8. The property "equivalence up to inessentials" is a 2-out-of-3-property.
4.
Directed homotopy equivalences and directed topological complexity 4.1. (Directed) topological complexity. Michael Farber [6] introduced the notion "topological complexity" T (X) of a topological space X to address the motion planning problem: Given a topological space X. Find the minimal number of subspaces Y i covering X × X such that there exists a continuous section of the path space fibration e X : X I → X × X over each Y i ; technically speaking, this is the Schwartz genus of the path space fibration. This notion has been extensively studied, and the topological complexity has been determined or at least estimated for many spaces of interest in the literature.
Recently, Goubault, Farber, and Sagnier [8] have proposed the following definition for directed topological complexity (adapted from one of the customary definitions of T C(X) to the directed framework, cited here using the notations from the present paper) for a d-space (X, P (X)) such that X is a Euclidean Neighbourhood Retract (ENR):
Definition 4.1. [8, Definition 3] The directed topological complexity −→ T C(X, P (X)) of a d-space (X, P (X)) is the minimal number n ∈ N (if existing) such that there is a (notnecessarily continuous) section s of the fiber map e X : T (X) → X 2 and X 2 = n 1 X i over mutually disjoint subspaces X i ⊆ X 2 and such that s| Y i is continuous.
The authors then calculate the directed topological complexity of some important d-spaces, but it seems fair to say that the theory is not well-developed yet in the directed case. The crucial complication compared with the non-directed case stems from the fact that the fiber map e X : T (X) → X 2 is, in most cases, not a fibration: In general, the homotopy types of fibers varies with the end points; d-spaces are not homogeneous! The following recent result by Borat and Grant [1] concerning the "directed spheres" ∂ n , the boundaries of unit cubes, came as a surprise: Whereas the (ordinary) topological complexity of spheres S n is 2 for n odd and 3 for n even, they show:
The directed topological complexity T C(∂ n ) = 2 for all n ≥ 2.
4.2.
Invariance under directed homotopy equivalence. Goubault, Farber and Sagnier investigate also the invariance of topological complexity under their notion of directed homotopy equivalence, cf. Remark 3.1. It is quite easy to check that the following result [8, Proposition 7] also holds when using our notion of α directed homotopy equivalence, ie requiring that F = F ∞ and regardless of the flavour α: Proof. The basic argument in the proof is essentially the one given in [8] . We adapt it to our setting as follows: Assume f : X → Y and g : Y → X are d-maps such that g • f and
It pulls back to a section of ( g 2 • f 2 ) * T (X) over X 2 . Composition with a fiber inverse to T (g • f ) yields a section of e X : T (X) → X 2 the restrictions of which to the subsets X i are continuous.
Hence
A symmetric argument proves the reverse inequality.
5. Directed homotopy equivalences and pair component categories.
Extension categories and relatives.
It was the main aim of [13] (consult this paper for motivations and details) to organize essential information about the relations between spaces of directed paths (with varying end points) within a given d-space in appropriate categories, to investigate, and if possible, to simplify and/or to compress these categories. Point of departure is the extension category E π 1 (X) of the fundamental category [9, 3] π 1 (X). It contains as objects the reachable pairs in X 2 . (Extension) morphisms have the form (σ * ,
y -contravariant in the first coordinate and covariant in the second. To this category, further morphisms arising from endo-d-maps f : X → X may be added "acting" on those already present:
An endo-d-map f gives rise to a morphism from (x, y) to (f x, f y). All endo-d-maps give rise to the morphisms of a category d(X) (under composition) on the object set X 2 . The "mixed" category dE π 1 (X), cf [13] has again X 2 as set of objects; its morphisms are freely generated by those of E π 1 (X) and of d(X) modulo the relations generated by the following two commutative diagrams
for any simple future d-homotopy (cf Definition 2.2) H : X × I → X from H 0 = f to H 1 = g, and for all (x, y) ∈ X 2 . Here H(x) is the d-path arising by restricting H to x.
The resulting category dE π 1 (X) comes equipped with a functor into one of the categories C F corresponding to the equivalence system F, cf. Section 2.1: Pairs of points (x, y) go to the C F -invariant of trace space T (X) y x , extensions and d-maps to the morphism induced by those on the invariants of these trace spaces. The diagrams associated to (5.1) and to (5.2) in C F do commute! Instead of letting all endo-d-maps act, we may restrict to adding only the αF-inessential ones, corresponding to the symmetries of the d-space X: First of all, they give rise to "inessential" subcategories Σ α F (X) ⊂ d(X) restricting the morphisms in d(X) to the αF inessential d-maps. Combining with the extension category E π 1 (X) -as above -yields a subcategory Σ α F E π 1 (X) ⊂ dE π 1 (X), α = +, −, 0. Remark that inessential d-maps are mapped into isomorphisms in C F under the functor mentioned above.
Inverting all symmetries given by inessential morphisms f ∈ Σ α F (X) gives rise to localized categories Σ α F E π 1 (X)[Σ α F (X)] −1 -relating objects (x, y) and (f x, f y) resp. extensions (σ * , * τ ) : (x, y) → (x ′ , y ′ ) and (f σ * , f τ ) : (f x, f y) → (f x ′ , f y) by an iso-morphism. Remark that also a rather inessential morphism h gives rise to isomorphisms in the localized category: If g and h • g are inessential, then h = (h • g) • g −1 is a product of isomorphisms (with inverse g •(h•g) −1 ). Note also that the functors from above into C F extend to the localized categories (eg to Ho − top) since invertible morphisms go to isomorphisms.
The path components of X 2 with respect to isomorphisms in such a localized category (with respect to zig-zag paths induced by inessential d-maps) form the objects of the pair component categories π 0 (X; α, F) * * ; cf. [13] .
5.2.
Pair component categories as obstructions to directed homotopy equivalences. A d-map F : X → Y induces a functor E π 1 (F ) : E π 1 (X) → E π 1 (Y ): To (x 1 , x 2 ) ∈ X 2 we associate the pair (F x 1 , F x 2 ) and to an extension by σ ∈ π 1 (X)((x 1 , x 2 ), (x ′ 1 , x ′ 2 )) we associate the extension by F σ ∈ π 1 (Y )((F x 1 , F x 2 ), (F x ′ 1 , F x ′ 2 )). There is no obvious way of extending such a functor to morphisms given by endo- In particular, if two d-spaces have non-isomorphic αF pair component categories, then there cannot exist an αF-equivalence between them. As Example 3.3(2) shows, the existence of an isomorphism of pair component categories is a necessary but not a sufficient condition for the existence of an αF-equivalence.
Proof.
(1) An object (y 1 , y 2 ) ∈ Y 2 is connected by the isomorphism F G to (F Gy 1 , F Gy 2 ) = F (Gy 1 , Gy 2 ). Every covariant extension morphism * σ : (y 1 , y 2 ) → (y 1 , y 3 ) fits into the diagram (F Gy 1 , F Gy 2 ) * F Gσ / / (F Gy 1 , F Gy 3 ) (y 1 , y 2 ) y 3 ). 
