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This paper detcrmincs much of the structure of blocks whose defect group is 
dihedral, semidihedral or generalised quaternion and which have either one 
or two simple modular representations (Brauer characters). It is shown that in 
the above circumstances there is only a very small number of possibilities for 
the Cartan matrix, decomposition matrix and the category of modular representa- 
tions once the defect group is specified. Certain character-theoretic results of 
Brauer and Olsson are complemented here by a classification of all symmetric 
algebras with the appropriate representation theory. It is likely that a similar 
approach is available in the case of blocks with such defect groups and three 
(the maximum number possible) Brauer characters. In view of the iength of such 
a project this case is being published first. Although the structure theorem can 
be expressed analogously to that for cyclic defect groups, the inductive proof 
used there apparently is not applicable here. 
1. NOTATION AND BACKGROUND 
In this paper k denotes an algebraically closed field of characteristic9 > 0, G 
denotes a finite group and B denotes a p-block of G, which consists of a block 
algebra (indecomposable algebra summand) kB of kG and of a subset of the set of 
complex characters of G. The usual constructions associate to B its defect group D 
(which is a p-subgroup of G determined up to conjugacy), its Cartan matrix C 
(whose rows and columns are parametrised by the Brauer characters of B and 
whose elementary divisors are powers of p) and its decomposition matrix A which 
is such that C = AtA. Full definitions and proofs of the elementary properties of 
blocks mentioned are given in the standard reference books by Curtis and 
Reiner [7] and Dornhoff [lo]. 
The block is essentially independent of k. Thus the block algebra F’B can be 
constructed for each finite field F’ of characteristic p containing a suitable finite 
field F. It is convenient to chose F so that for each subgroup H of G, each simple 
FH-module has endomorphism algebra F. 
All algebras A under consideration are finite dimensional K-algebras over 
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some field K of characteristic p. All A-modules under consideration are left 
modules of finite degree (dimension as a K-module). 
The K-algebra A is said to be symmetric if there is a linear form /\: A + K 
such that 
X(ab) = A(ba) for all a, b E A, (1) 
and such that the kernel of h contains no non-zero ideal of A. It is proved in [7] 
that block algebras are symmetric. 
Let PI , Pz ,..., P, denote a complete set of non-isomorphic projective inde- 
composable A-modules. Then there exists a decomposition of aA (A considered 
as a left A-module) of the form: 
where the degrees di are determined uniquely in view of the Krull-Schmidt 
theorem. In the sequel, one such decomposition will be chosen and fixed. This 
choice is equivalent to the choice of a complete set of primitive orthogonal 
idempotents in A, which can then be described by the following formula: 
A = [End,(,A)]Op = [End, (0 P?)]“. (3) 
(The superscript op denotes the algebra obtained by reversing the multiplica- 
tion.) The basic subalgebra A,,, of A is then defined by the formula: 
Abas =[End, (0 pi)]” = [@I Hom(Pi , pj)]“, (4) 
and its embedding in A is determined by the choice of the decomposition (2) 
and the choice of one copy of each Pi in that decomposition. The standard 
Morita duality constructions (see [S]) show that A is determined by Abas and its 
degrees and that the category of A-modules is equivalent to that of Ab,s-modules. 
Evidently Ao,, has the same Car-tan matrix. 
Suppose now that A is symmetric with symmetrising linear form h. Then the 
restriction of h to each Hom,(P, , Pi) will be denoted by hi and is independent 
of the above choices. Formula (1) shows that: 
h&b) = hj(ba) for a: Pj + Pi, b: Pi --t Pj . (5) 
Conversely, the set of hi satisfying (5) determines a linear form h satisfying (1). 
The condition that the kernel of h contains no ideal of A can likewise be trans- 
lated into a statement about the kernels of the hi . Thus the following lemma has 
been proved: 
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LEMMA 1. The algebra A is symmetric ;f and only if its basic subalgebra is 
symmetric. 
The following account of the possible representation types of algebras is 
sufficient for the needs of this paper but is quite inadequate for the general 
trichotomy in the representation theory of algebras. The reader can consult the 
work of Nazarova and Roiter on the “Brauer-Thrall conjectures” [ 151 and its 
recent and as yet unpublished extension by Drozd to the “Donovan-Freislich 
problem”. 
The algebra A is said to be of finite representation type if it has only finitely 
many isomorphism types of indecomposable modules. The block algebras kB 
and FB mentioned above have this property if and only if the defect group D 
is cyclic. See the references and comments of the next section. 
Let F denote a finite field of characteristic p. The F-algebra A is saud to be of 
numerically tame representation type if it is not of finite representation type and if 
the following condition is satisfied by the number N(d, K) of absolutely inde- 
composable A @ K-modules of degree at most d: 
N(d, K) < N(d) j K / for all K. (6) 
Here 1 K 1 = p”! denotes the cardinality of the finite extension field K of F and 
N(d) denotes some integer independent of K. Condition (6) is to hold for all d. 
Note that, if F C F’, A has this property if and only if A OF’ has the property. 
The F-algebra A is said to be of numerically wild representation type if, instead, 
for some degree d and for some constant c > 0: 
N(d, K) > c I K I2 for all K as above. (7) 
Again, if F C F’, A has this property if and only if A OF’ has the property. 
A one-parameter family of representations of the F-Algebra A is a pair M, N of 
F-linear maps A -+ End(V) for some F-modules V such that: 
M(1) = 1; M(a) M(b) = M(ab); 
N(1) = 0; N(a) N(b) = 0; 
N(ab) = M(a) N(b) + N(a) M(b); 
for all a, b E A and such that for all indecomposable automorphisms 2 of all 
F-modules W the mapping: 
M@l+ N@iZ: A+End(V@ W) 
gives V @ W the structure of an indecomposable A-module. It is further required 
that for all extension fields K of F the same condition holds with F, A, M, N, V 
replaced by K, A @ K, M @ K, N @ K, V @ K respectively. The degree of the 
family is the dimension of V. 
DIHEDRAL DEFECT GROUPS 187 
The F-algebra A is said to be of tame representation type if there exists a 
countable set of “discrete” indecomposable A-modules Li and a countable 
set of one-parameter families (Mi , .iVJ such that there are only finitely many 
Li and (Mi , NJ of any given degree and such that, for all extension fields K 
of F, any indecomposable A @ K-module is isomorphic either to a unique 
module of the form K @ Li or to a module of the form Mi @ K + Ni @ 2:: 
A @ K+End(V, @ W) f or some unique i and for some indecomposable 2 
unique up to isomorphism. An indecomposable A @ K-module may not be 
isomorphic to “canonical modules” of both types. The second “countable set” 
may be finite (as in [S]) but must not be empty (compare [15]). 
Ringel [I81 and Bondarenko [I] have shown independently that if D is a 
dihedral 2-group FD has tame representation type. Bondarenko and Drozd [2] 
have extended this result to the case when D is semidihedral. Ringel (not yet 
published) has subsequently generalised his work to the semidihedral and the 
generalised quaternion cases. 
It is evident that tame representation type implies numerically tame repre- 
sentation type. Indeed, Green’s theorem (page 126 of [17]) and the work of 
Bondarenko and Drozd imply, independently of Ringel’s unpublished work, 
that FD has numerically tame representation type when D is generalised 
quaternion. 
Brenner [6] has shown that if D is any other p-group FD has a family of 
absolutely indecomposable modules of small fixed degree parametrised by a 
pair of elements from the field. Of course, this had to be verified only in the case 
D = C, x C, (p 2 3), D = Ca x Ca x C, and D = Ca x C, only. Thus 
such block algebras have numerically wild representation type. 
PROPOSITION 2. The block algebra FB has finite representation type if and only 
if the defect group D of B is cyclic. It has numerically tame representation type ;f 
and only if D is dihedral, semidihedral or generalised quaternion. It has numerically 
wild representation type if and only if D is any other p-group. 
Proof. This follows from the above discussion by a simple counting argument 
based on the elementary properties of vertices and sources (section 59 of [7] or 
sections 5.2 and 5.5 of [17]). 
Remark. In subsequent sections it will be proved that if FB has numerically 
tame representation type and two simple modules it has the same representation 
type as an algebra from a list given later. Theorem 4 asserts that most of these 
algebras have tame representation type. Thus this paper does not establish that 
if D is dihedral, semidihedral or generalised quaternion FB has tame representa- 
tion type. The work of Drozd mentioned above may prove that the concepts 
of “numerical tameness” and “tameness” are equivalent and thus improve 
Proposition 2. 
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2. GRAPH ALGEBRAS 
A Brauer graph r consists of the following data: 
1. A finite set S of ends of edges disjointly partitioned into pairs called edges; 
2. A permutation CT of S, whose orbits are called nodes; 
3. A positive integer m, for each node N, called its multiplicity; 
4. A positive integer dE for each edge E, called its degree. 
Data 1 and 2, the underlying oriented graph, can be represented conveniently by 
drawing a graph on a suitable oriented surface, with rr permuting cyclically the 
ends of edges at each node in the clockwise sense. Note that the graph need not be 
planar and may have edges both of whose ends are at the same node or multiple 
joins between two nodes. Note that the special case in which the underlying 
graph is a tree and in which at most one multiplicity is greater than one is the 
standard concept of a Brauer tree. 
Let r, denote the Brauer graph with the same data 1, 2, and 3 as r but with 
all degrees 1, and let K be a field. The algebra ICI’, is defined to have a K-basis 
consisting of the elements b(e, f, m) where e, f are ends of edges at the same node 
M and 0 < m < m,M and also elements b(e, e, m,,,). These elements are distinct 
except that whenever M, N are the nodes containing the ends e, f of an edge 
Ye, e, 0) = 4f,f, 0) ( h t ese are the idempotents) and b(e, e, mM) = b(f, f, mN). 
The multiplication in ICI’, is defined by the rules 
b(e, f, m) W, g, 4 = 0 for ffh; 
(5) 
b(e, f, m) b(J, g, n) = b(e) g, m + 72 + 4, 
where B = 0 if f lies between e and g in the cyclic ordering induced by rr at the 
N and 0 = 1 otherwise. When m + n + 0 lies outside the range of permitted 
values, the right hand side of (5) should be interpreted as 0. For a general 
Brauer graph I’ the algebra U is defined to have KF, as basic subalgebra and 
to have degrees as given in data 4. Full details of these graph algebras are given 
in [9]. 
The basic theorem in cyclic defect theory states that any block algebra KB 
with cyclic defect group is isomorphic to a graph algebra Kr for some Brauer 
tree I’. The edges of the tree are then interpreted as the Brauer characters of the 
block whilst the nodes with multiplicity one are interpreted as some of the 
complex characters of B. The node with higher multiplicity is called the 
exceptional vertex and has associated to it the remaining complex characters of B, 
which are called the exceptional characters. For full details, see chapter 68 of [LO], 
chapter 8 of [17], and the original papers of Dade, Janusz and Kupisch quoted 
there. 
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It is readily checked that there are only two types of oriented graphs with one 
edge and only five types of connected oriented graphs with two edges. These 
give rise to the graph algebras Allo, A,,, , A,,, , A,ss , A,,,, , Aar,, , A,,, whose 
presentations are given below. Some of these algebras also have twisted forms, 
whose presentations are given in the same list. These are special cases of what 
could be called twisted graph algebras, but the general definition of this concept 
will not be needed here. 
All the algebras in the following list are basic and symmetric. Those whose 
initial subscript is 1 are local algebras generated by elements X, y contained in 
their radicals. Those whose initial subscript is 2 have two primitive orthogonal 
idempotents denoted by e and f = 1 - e and are generated by these and by 
elements a = eae, b = fbe, c = exf and d = fdf contained in their radicals. 
Those whose initial subscript is a also have two primitive orthogonal idempotents 
denoted by the same letters and are generated by these and by elements s = fse, 
t = fte, u = euf and 2’ = enfcontained in their radicals. The defining relation- 
ships of these algebras are given in the right hand column and involve various 
multiplicities denoted by V, CL, Y. The letter J will denote the radical of any of 
these algebras, whilst the letter I will denote the last non-zero power of J. The 
notation has been chosen so that Aijh/ J3 depends only on i and j, whilst Aiih/ J2 
depends only on i. 
Exceptionally, the radical of Azlo is generated by three elements a, b, c. 
When necessary, notation of the type A2&, v, rr) will be used to specify the 
multiplicities. 
Note that the algebra A,,,(p) is not a graph algebra in the above sense but is a 
quotient of such an algebra. The algebras Azoo , A,,, , A,,, , A,,, , A25h , 
A 280 , A200 > A,,, are not graph algebras either, and no claim is made here about 
their representation theory. 
Algebra Presentation 
A 110 
A 120 
A 121 
A 122 
A 200 
A 210 
A 220 
A 221 
A 222 
A 230 
A 231 
A 232 
xy = yx = X” - y” = 0. 
9 "y2 = (xy>LL - (YX)” = 0. 
x2 = y2 - x(yxy+l = 0. 
x2 - y(xy)+-l = y2 - x(yx)'"-1 = 0. 
a2 = cb, auf1 = &p-l = au+ = 0. 
ac = ba = cd = db = (bc)” - & = (cb)” - au = 0. 
a2 = bc = cb = d2 = (acdb)u - (cdba)” = (dbac)ll - (bacd)u = 0. 
a2 - cdb(acdb)@-l = bc = cb = d2 = (dbac)u - (bacd)u = 0. 
a2 - cdb(acdb)u-l = bc = cb = d2 - bac(dbac)u-1 = 0. 
a2 = bc = cd = db = (bac)u - dY = (acbp - (cba)v = 0. 
a2 - cb(acb)u-l = bc = cd = db = (bac)u - & = 0. 
a2 = bc = cd - ac(bac)u-1 = db - ba(cba)u-1 = (bac)u - dv = 0. 
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A 233 a2 - cb(~cb)~-~ = bc = cd - ac(b~c)u-~ = db - bu(cbu)u-1 
= (buc)ll - dv = 0. 
A 240 u2 = bc - d’ = db - ba(cbu)@-l = cd - uc(buc)‘-1 = (cbu)u - (ucb)~ = 0. 
A 241 u2 - cb(u~b)~-~ = bc - d2 = db - bu(cbu)‘+l = cd - uc(buc~-’ 
= (cbu)fi - (UCbP = 0. 
A 250 u2 = d2 = db - bu = cd - ur = bu(cb)u-1 = (cb)u-luc zz 0. 
A 260 u2 - ucb == db - bu = cd - fuc = bc - du-1 = du+l = 0. (5 $q 
A 280 cb = bu - db = UC - cd = d2 - bc = up+1 = 0. 
A 2go u2 - cb = bu - db = uc - cd = d2 - bc = bup-l = uu-lc = 0. 
A 310 sv = ut = tu = Z’S = (su)” - (tv)” = (us)‘” - (vt)” = 0. 
A 320 us = vt = sv = tu = (utvs)JJ - (vsut)J = (sutzp - (t7,wq = 0. 
A 329 us = vt = sv = tu = ut(vsut)u - vs(utvs~ = tv(sutv)u - su(tvsu)‘” = 0. 
A 3go us = vs - ut = su = sv - tu = (sty - (vt~-125 = (tv)w - (toy-*tu zzz 0. 
As there are 20 types of connected oriented graphs with three nodes, the analogous 
list for basic algebras with three simple modules is substantially longer. This list 
would be needed to extend the work of this paper to blocks with three Brauer 
characters. 
The following tables list all possible values of the integer parameters i, j, h, 
p, V, n such that the Cartan matrix of the algebra A&p, V, ST) has elementary 
divisors either 1 and 4m > 7 or 2 and 4m > 15 where m is a power of 2. As 
elsewhere in this paper, the Cartan invariants are denoted by C,, , C,, and 
c,, = Cfe . 
Elementary divisors 1 and 4m 
algebra C,, Cef Cff conditions 
A 210 r+cL 77 a+v 
A 23h 4m 2m m+l 
4 2 m+l 
A 260 4 2 m+l 
A 280 m+l 2 4 
A 290 m+l m--l m+l 
A 200 CL+1 P P 
Elementary divisors 2 and 4m 
A 210 n+p 27 T-tV 
A 23h 4m 2m m-k2 
8 4 m-l-2 
(~,v,~)=l;~~+7~~+~=4m. 
p=m;v=l. 
p = 1;~ =m. 
p = m. 
p = m. 
p = m. 
p = 4m. 
(p, v, n-) = 2; q~ + m + pv = 8m. 
y = m; v = 2. 
p = 2;~ = m. 
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THEOREM 3. Let A be a symmetric local algebra of tame representation type. Let 
I denote the last non-zero power of the radical of A or of any of the algebras listed 
above. Then A/I is isomorphic to A,.&L)/I OY to A,,&, v)/Ifor some integers CL, v, h. 
Proof. Ringel has shown in [19] that A is not generated by a single element 
in its radical but is isomorphic to a quotient of an algebra Alj, or to a quotient 
of one of five other families of local algebras. The argument of lemma 7 can now 
be applied in each of nine cases. 
Remark. Ringel’s work establishes incidentally that the concepts of 
“numerically tame representation type” and “tame representation type” coincide 
for local algebras. Theorem 3, which is not needed in the sequel, is the analogue 
for the local algebra case of the work of sections 4, 5 and 6. It provides a simplifi- 
cation of section 5 of the study of Erdmann and Michler [12] of the occurence 
of these blocks in solvable groups. Ringel’s paper shows that (especially in 
characteristic 2) Theorem 3 is false if I is interpreted as the zero ideal. 
The following theorem is not needed in the sequel either. Indeed, this paper 
indirectly proves that at least some of the listed algebras have numerically tame 
representation type. The proof for the graph algebras Aijo (and so also for A3J 
is to be found in [9], which is a generalisation of Ringel’s proof for A,,, [18], 
which in turn was based on Gelfand’s proof (see the reference in [18]) for A,,, . 
The proof for the other “twisted” graph algebras is an analogous generalisation 
of Ringel’s forthcoming proof for A,,, and A12? . 
THEOREM 4. The graph &ebyas Allo , 42o , &o , ho , 43o , Alo , A,,,, 
and the twisted graph algebras A,,, , A,,, , A,,, , A,,, , A,,, , A,,, , A,,, and 
also the algebra A,,, all have tame representation type. 
3. THE STRUCTURE THEOREMS 
The character-theoretic results tabulated below are due to Brauer [3] (for 
the dihedral case) and Olsson [16] (for the semidihedral and generalised quater- 
nion cases). -4s the four-group, the dihedral group of order 4, is somewhat 
exceptional (see [5], pages 512-518), it is given separate entries in the table. Much 
use will be made of the information given below about the elementary divisors of 
the Cartan matrices. The relevant general theory is given in pages 635-637 of [7], 
whilst the detailed special results needed are available as Proposition 4G of [3], 
Proposition 3.2 of [16] and the proof of the latter. 
Henceforth only the cases where D is dihedral, semidihedral or generalised 
quaternion of order 4m = 2% > 4 or the four-group (m = 1, n = 2) will be 
considered. Recall that the height of a complex character of B is the largest 
integer h such that 2h--n+g divides its degree, where 2” is the largest power of 2 
dividing the order of G. In the table k, denotes the number of characters of 
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height h; only the three heights shown can occur. The elementary divisors of the 
Cartan matrices (equal in number to the number l(B) of Brauer characters) 
are also shown. In the references quoted above it is shown that only the following 
possibilities can arise, with m = 2 excluded in line 8: 
Defect group Z(B) Elem. div. km W) 
-~-- - 
1 four-group 1 4 4 0 
2 dihedral 1 4n1 4 m-l 
3 semidihedral 1 4m 4 m-l 
4 quaternion 1 4m 4 m-l 
5 dihedral 2 4m, 1 4 m-l 
6 semidihedral 2 4m, 1 4 m - 1 
7 semidihedral 2 4m, 2 4 m-l 
8 quaternion 2 4m, 2 4 m-l 
9 four-group 3 4,1,1 4 0 
10 dihedral 3 4m,1,1 4 m-1 
11 semidihedral 3 4m,2,1 4 m-l 
12 quaternion 3 4m,2,2 4 m-l 
L(B) case 
(n = 2) 
0 
0 
0 
0 
0 
I 
1 
(n 
0 
1 
2 
= 2) 
bb 
bb 
bb 
ab 
ah 
ba 
ab 
aa 
au 
aa 
The “cases” given in the right hand column refer to Brauer’s notation used 
in the references quoted above. It should be noted that this sort of information 
does not prove even that the individual Cartan invariants are bounded. 
PROPOSITION 5. Let A be an indecomposable symmetric basic K-algebra of 
numerically tame representation type over the finite field K of characteristic 2 such 
that the endomorphism algebras of the two isomorphism types of simple A-modules are 
isomorphic to K. Assume that the Cartan matrix of A has either elementary divisors 
1 and 2” > I and all elements at least two or elementary divisors 2 and 2”” > 15 
and all elements at least three. Assume further that the Cartan matrix does not 
have the form: 
Denote by 1 the last non-zero power of the radical J of any algebra. Then there is a 
jinite extension field F of K such that either: 
(1) A is isomorphic to A,,(,u) for some integer CL; 
(2) A @F is isomorphic to A&/J, V, r) for some integers CL, Y, n; 
(3) A @F/I is isomorphic to A2~&, v)jIfor some integers p., V, h; 
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(4) A @F/I is isomorphic to A,,,(p)/I for some integers p, h; 
(5) A/I is isomorphic to AZ,&, [)/I,for some integer p and some 5 E K; 
(6) A/J3 has the isomorphism type described in Lemma 17 and C,, > C,, , C,, > C,,; 
(7) A @F/I is isomorphic to AZ&)/I for some integer p; or 
(8) A @F/I is isomorphic to AISO(p)/I for some integer p. 
Remarks. The Cartan matrix is not affected by the change of base field from 
K to F or by the indeterminacy created by the unspecified ideal I. Possibilities (2) 
to (8) arise from the circumstances tudies in Lemmas 11, 13, 14, 16, 17, 18 and 
19 respectively. Reference is made throughout the following proof to algebras 
denoted by W, , W, ,..., W,, which are defined in Section 6 and shown there to 
have numerically wild representation type. As before, the symmetrising linear 
form on A is denoted by h whilst the two primitive orthogonal idempotents (and 
also their images in A/J2 and A/Is) are denoted by e, f. 
The information provided by the proposition will be refined by means of extra 
character-theoretic information in Section 7. 
Proof. As A is indecomposable, not both eJf and fJe can be zero. If only 
one of these were zero, the other would be an ideal in the kernel of h. Thus 
it may be assumed that /I = dim(fJe/fJ2e) 3 y = dim(eJf /eJ2f) > 0. Set 
01 = dim(eJe/eJ”e), S = dim(fJf/fJ2f). Thus 1 > ol; 1 > 6; 2 > /3 and, if 
/3 = 2, 01 = 6 = 0. For, if any of these inequalities were false, A/J2 would have 
a quotient isomorphic to W, , W, , W, , W, or W, . Thus the following possi- 
bilities for (cy, p, y, S) remain: (0, 2, 1, 0), (0, 2, 2,0), (1, 1, 1, 0), (1, 1, 1, 1) and 
(0, 1, 1,O). As the representation theory of the extended Dynkin diagrams (or a 
simple direct analysis) shows, the fifth possibility occurs only when A has 
finite representation type. 
The first two cases will be treated in Section 4, the other two in Section 5. 
4. THE CASE 01 = S = 0 
First, consider the case when J is generated by elements s = fse, t = fte, 
u = euf which are linearly independent modulo J2. If su, tu were linearly 
independent modulo J3, A would have a quotient isomorphic to W, , and so 
would have numerically wild representation type. Also, if su, tu E J3, then 
J3 = J4 = 0, which contradicts the symmetry of A. If necessary, replace s, t 
by linear combinations of themselves o that su E J3, tu # J”. The same argument 
shows that for some [, 77 E K, not both zero, u(& + qt) E J3. But if q + 0, 
usu, utu E J4 and so eJ3f = eJ4f = 0. The symmetry now shows that fj3e = 0, 
but then s generates an ideal annihilated by h. This contradiction shows that 
Tj = 0. 
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Choose a minimal integer n such that for some 0, 7 E K, not both zero, 
su. + a(tu)“, us + 7(ut)% E J 2n+1. (If no such choice is possible, su = US = 0 and 
so s generates an ideal in the kernel of X, contradiction.) As s may be replaced by 
s + ~t(~t)+r without changing the situation, there is no loss of generality in 
taking T = 0, 0 + 0. Thus bud E Jzn+2 and so eJzn+lf = 0. By the symmetry, 
t(ut)” = 0. Thus h((ut)“) = X((tu)“) = X(U) = h(us) = 0, and so (u)~ =: 
(tu)” = 0. Th is a so 1 contradicts the choice of n. 
Hence the possibility (ol, /3, y, 6) := (0, 2, 1, 0) in fact does not arise. The 
possibility (0, 2, 2,0) will be analysed in Lemmas 6, 7, 8 and 9, whose proofs 
are tedious variants of those used directly above. 
LEMMA 6. Suppose in addition to the hypotheses of Proposition 5 that 
dim(fJe/fJ2e) = dim(eJf /eJ2f) = 2. Then A/ J3 is isomorphic to A,,,/ J3 OP to 
A,,,/ 1” 0~ to 4,,lJ3. 
Proof. The notation of Section 2 will be used for the generators of A and J. 
Let N, denote the kernel the multiplication map (eJf /e J”f) @ (fJe/fJze) + 
(eJte/e J3e) and let N, d enote the corresponding kernel with the roles of e, f 
interchanged. If N, has dimension 0, A has a quotient isomorphic to W, , which 
contradicts the hypotheses. If N, has dimension 1, it may be taken to be generated 
by either u @ s or by u @ s + ZI @ t, and so again A has a quotient algebra 
isomorphic to W, or to W, , which contradicts the hypothesis. If N, has dimen- 
sion 2, it may be taken to be generated by one of the following pairs of elements: 
us, vs; (6) 
us, ut; (7) 
us, vt; (8) 
us, ut + vs. (9) 
(The @ symbol has been omitted and so, for example, line (6) means us, vs E J”.) 
If N, had generators of type (6) A would have a quotient isomorphic to W, , 
which contradicts the hypothesis. Likewise generators of type (7) cannot arise. 
If N, has dimension 3, it may be taken to be generated by one of the following 
triples of elements: 
us, vt, as; (10) 
us, vt, ut + vs. (11) 
If N, has dimension 4, the symmetry shows that J” = 0 and thus J = 0, 
contradicting the hypothesis. The remaining cases will now be examined 
systematically. 
First suppose that Nf has dimension 2. In the following list of the various 
possible “echelon forms” for generators for A&‘f , 6,~ 5 denote non-zero elements 
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of K and U, T denote arbitrary elements of K. Certain cases which differ only in 
notation from one of those listed are omitted. 
3-u + usv + 5% 
su f 5sv , 
Ku. -I- bv , 
su , 
su 7 
su + bv > 
SU 9 
su 
su + [tv + atu, 
su + 4tv + +u, 
su + &J , 
su + EM 
su + 5% 
su 9 
.w , 
su + h , 
su , 
sv , 
tv + qsv + rtu; 
tv + VW + 0% 
tv+rlw , 
tv + yJ + SW 
tv + ISV ; 
tv + rltu; 
tv + 1% 
tv : 
3-v + qu; 
SV , 
sv , 
sc + qu; 
sv , 
sv + ytu; 
sv 9 
tu; 
tu; 
tu. 
(12) 
(13) 
(14) 
(15) 
(16) 
(17) 
(18) 
(19) 
(20) 
(21) 
(22) 
(23) 
(24) 
(25) 
(26) 
(27) 
(28) 
(29) 
Note that as A cannot have a quotient isomorphic to W, or W, , Nf cannot have 
generators of types (26) or (28). Note also that if either eJ3f = e J”f or f/se = 
f J5e or e J4e = e J6e or f J4f = fJ6f the nilpotence of the radical and the existence 
of the symmetrising linear form imply that J3 = 0. In all cases below where this 
is established the symmetry and the Cartan matrix may then be used to prove 
that such an A cannot satisfy the hypotheses of Proposition 6. 
If N, has generators of type (8) whilst Nf has generators of types (12), (13), 
(15), (17), (20), (21), (23) or (25), it may b e cehcked that respectively e J3f = e Jhf, 
eJ4e = eJ6e, eJ4e = eJ6e, fJ3e = fJ”e, eJ”f = eJ5f, eJ4e = eJ6e, fJ”f = fJ”f, 
f J4f = fJ6f and so the above argument applies in each case. If the types are 
respectively either (8) and (24) or (8) and (27), then respectively e J5f = e/Of or 
f J5 = f Joe and a variant of the above argument suffices. If the types are respec- 
tively either (8) and (14), (8) and (16), (8) and (18) or (8) and (22), it may be 
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verified that A has finite representation type. Thus, if N, has generators of type 
(8), N$ must have generators of type (19) or (29), and these are two of the possi- 
bilities allowed by Lemma 6. 
The calculations summarised above may be reworked to show that if N, has 
dimension 3 (and so generators of type (10 or (1 l)), Nf cannot have dimension 2. 
The cases in which N, has generators of type (9) and Nf has generators of 
types (14), (15), (16), (17), (18), (19), (21), (23), (24), (27) or (29) may be reduced 
to the cases examined previously by interchanging the roles of e and f. If Nk has 
generators of type (9) whilst N? has generators of types (12), (13), (20) or (22) 
the previous method of calculation shows that J3 = 0. Thus, if N, has generators 
of type (9), the third possibility allowed by Lemma 6 occurs. 
It remains to investigate the possibility that N, and Nf both have dimension 3. 
This can be done by consideration of appropriate quotients of the various 
algebras described in the above case analysis. Thus the proof of Lemma 6 is 
complete. 
LEMMA 7. Suppose that in addition to the hypotheses and notation of Proposi- 
tion 5 that AlI3 is isomorphic to A3,,/J3. Then A/I is isomorphic to A31,,(p, v)/I for 
some integers p, v. Here I denotes the last non-zero power of the radical J of any 
algebra. 
Proof. Suppose first that for all integers n 3 3 J can be generated by s, t, u, z, 
(usual notation) such that SU, ut, tu, vs E J *. As J is nilpotent we may in fact 
assume that sv = ut = tu = vs = 0. Choose integers CL, v such that (SU)I* # 0, 
(su)u+~ = 0, (tv>” # 0, (tv)Y+l = 0. As So, U(W)“, t(vt>Y, v(tv>” each generate 
ideals in the kernel of /\, they are all zero. As (su)” and (tv>” each generate 
l-dimensional ideals, X((W)“) and h((tv)Y) are both non-zero. As s may be 
replaced by 6s for any non-zero element 5 in any finite extension of F without 
changing the situation, there is no loss of generality in taking h((su)u - (tv>“) = 0 
and so (su)’ - (tv>Y = 0. Property (1) of h may now be used to show that also 
(us)” - (vt>’ = 0 and so A is isomorphic to A,,&, v). 
Otherwise, choose a maximal integer n such that generators s, t, u, v of J 
can be found such that sv, ut, tu, vs E J n. Note that n = 2m is necessarily even 
and so there exist cr, Q-, t, 7, u’, T’, E’, 7’ EF such that sv + am + a(tv)%, 
vs + 5’(z@ + a’(vt)“, tu + &u)” + T(tv)“, ut + $(us)” + +(vt)” E J2m+2. As 
v may be replaced by v + ~‘u(su)~-~, etc., without changing the situation, no 
generality is lost in taking (T’ = 7’ = E’ = 7’ = 0. By the choice of notation not all 
of (T, 7, [, 7 can be zero. In fact no generality is lost in taking 5 # 0 and so 
s(us)” E Jzmt3. If at least one of 0,~ is nonzero these calculations show further 
that ]2m-+4 = 0 and then the symmetry shows that in fact J2m+1 = 0. As before, 
there is no loss of generality in taking (su)~ = (tv)“, (us)~ = (vt)” and thus 
A/I is isomorphic to A,,,(m, m)/I. 
It remains to consider the case E + 0, u = 7 = 0. Thus for n > m, p is 
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generated by (vt)” and (iv)” module J2n+2. Thus for some n > m and some 
0, 4, O’, c$’ EF, sv + &u)” + e(tv)“, vs + B’(vt)“, tu + am + +(tv)“, 
ut + #(at)” E J2%i2 and as before no generality is lost in taking 8’ = 4’ = 0. 
If 0 = + = 0, either the value of 71 may be increased or an argument similar 
to that of the first paragraph of this proof may be used. Otherwise, an argument 
similar to that of the second paragraph shows that A/I is isomorphic to 
A3dm, $/I- 
LEMMA 8. Suppose that in addition to the hypotheses and notation of Proposi- 
tion 5 that A/ J3 is isomorphic to As2,,/ J”. Then A/I is isomorphic to A32,,(p)/I or to 
A32&)/Ifor some integer p. 
LEMMA 9. Suppose that in addition to the hypotheses and notation of Proposi- 
tion 5 that A/ J3 is isomorphic to A,,,/ J3. Then A/I is isomorphic to A3P,,(p)/I for 
some integer p. 
Proofs. These may be proved in the same way as Lemma 7. 
Remark. The unspecified ideal I in these three lemmas does not affect the 
Cartan matrices of these algebras. As these Cartan matrices are singular, it has 
now been shown that under the hypotheses of Proposition 5 the case 01 = 6 = 0 
does not arise. 
5. THE CASE 01 =/I = y = 1 
First, consider the case when J is generated by elements a = eae, b = fbe, 
c = ecf which are linearly independent modulo J”. Thus J2/J3 is generated by 
a2,cbEeJ2e, baEfJ2e, acEeJ2f, bcEfJ2f. 
If as, cb are linearly independent modulo J3, both ba, ac E J3, since otherwise A 
would have a suotient isomorphic to W, or W,, . In view of the symmetry, 
bc 6 J3 and so A can be related to an algebra An&p, 1, rr) as in Lemma 11 
below. 
If instead a2 # J3, cb E J3, choose the integers p, v, rr maximally such that 
cb E J”, ba+ # 0, aV # 0. (As A is symmetric and fJf # 0, cb f 0.) The sym- 
metry shows that 7~ = p + v, h(ba%z) # 0, h(a-) # 0 and that, after normalisation, 
cb = au + [iaY+l + *+* + fzay+u for some [r ,..., 5, E F. The algebra with this 
presentation is symmetric and the elementary divisors of its Cartan matrix are 
p + 1 and v. But as A cannot have a quotient isomorphic to IV,, , if v > 3, 
p < 3. Thus either v > 3, p = 1, which contradicts the hypotheses, or the 
Cartan matrix has an odd elementary divisor, again contradicting the hypotheses. 
If instead a2 $ J3, but a2 - &b E J3 for some t E F (without loss of generality 
we may take [ = l), an argument similar to that of Lemma 11 below shows that 
A is isomorphic to AZ&p), where the integer p is such that au # 0, a@+l = 0. 
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If a2 G eJ%, cb 4 eJ3e, consider the possibilities (1) ba, UC E J3; (2) ba 6 J3, 
UC E J”; (3) bu E J3, UC $ J”; (4) bu, UC $ J”. In case (I), A must have finite 
representation type, contrary to the hypotheses. In case (2), as A cannot have a 
quotient isomorphic to War , bcb E J4 and so J” = 0. Thus case (2) and likewise 
case (3) cannot arise. Thus only case (4) remains, and as A cannot have a quotient 
isomorphic to either W,, or W,, , both bcb, cbc E J4. An argument similar to that 
of Lemma 12 below shows that A/1 must be isomorphic to Aa3&, 1)/1 for some 
integer p. 
If u2, cb E ]a, in fact eJ2e = 0 and so the hypotheses on the Cartan matrix 
cannot be satisfied. 
It thus remains to investigate the case 01 = fi = y = 6 = 1. The following 
lemma plays role similar to that of Lemma 7. 
LEMMA 10. Suppose in addition to the hypotheses of Proposition 5 that 
a = /I = y = 6 = 1. Then A/ J3 is isomorphic to a quotient of Azj,l J3for some j. 
Proof. If any of eJ2eje Jse, fJ2eifJ3e, eJ”fieJ”f, fJ”flfJ”f had dimension 2, 
either A would have a quotient isomorphic to at least one of W, , W,, ,..., W,, 
or A/ J3 would be isomorphic to a quotient of A,,,/ J3 or A,,,,/ 13. Thus it remains 
to deal with the case when all four of the above dimensions are at most 1. 
Thus the following linear relations may hold between the two generators of 
each of the four components of J2/ J”: 
eJ2e/e J3e: (1) u2 = 0 (2) cb = 0 (3) u2 = &b (4) u2 = cb = 0. 
fJ24f J3e: (6) bu = 0 (7) db = 0 (8) bu = [db (9) bu = db = 0. 
eJZf/eJaf (6) cd = 0 (7) UC = 0 (8) cd = &c (9) cd = UC = 0. 
fJ”fifJ”f (1) d2 = 0 (2) bc = 0 (3) d2 = .$bc (4) d2 = bc = 0. 
In all cases the non-zero element 5 E F may vary from component to com- 
ponent. However, it is possible to normalise all the elements simultaneously 
to be 1 in all cases considered in Proposition 5. (One difficult case is excluded in 
Lemma 17 below.) 
The 256 = 44 possible combinations give rise to 136 possibilities for the 
isomorphism type of A/J3. These will be parametrised by sequences of four 
digits, describing the relationships between the generators of the four com- 
ponents taken in the above order. For example, 3883 denotes A,,,/ J3 whilst 
1762 (or 2671, its reversal) denotes A23,,/J3. Lemma 10 will be proved by 
establishing that most of the 136 possibilities are incompatible with the hypo- 
theses of Proposition 5. 
It may be verified that 66 out of the 136 have at least one of the forms lx7y, 
16xy, ~6~2, xy72, ~6~3, xy73 and so the corresponding algebras have quotients 
isomorphic to at least one of W,, , W,, , W,, , W,, , W,, , W,, . Thus these 66 
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may be excluded immediately. It may be verified that 60 of the remaining 70 give 
rise to algebras A such that at least one of eJ3e, e J”f, fJ3e, fJ”f is zero. In each 
case it is possible to show that the hypotheses on the Cartan matrix and the 
symmetry conditions cannot be satisfied. The remaining 10 possibilities are: 
1762, 1763, 1764, 1881, 1882, 1891, 1991, 2882, 2883, 3883. 
These are examined in this order below by a sequence of lemmas after the two 
possibilities mentioned in the first paragraph of the proof of Lemma 10 have 
been examined. 
LEMMA I 1. Suppose in addition to the hypotheses and notation of Proposition 5 
that A/ J3 is isomorphic to a quotient of A&4, 4,4)/ 13. Then A is isomorphic to 
A.&L, V, VT) for some integus p! v, r. 
Proof. Suppose first that, for all n 3 3, A/J” is isomorphic to a quotient of 
A,,,(2n, 2n, 2n). As J is nilpotent, A must be generated by elements a, b, c, d 
(usual notation) with ac = cd = ba = db = 0. Choose p, v, w maximal subject 
to the conditions that au # 0, dY # 0, (bc)n # 0. Then, as in the proof of Lemma 8, 
it may be shown that A is isomorphic to A,,&, v, T). 
Otherwise, choose n = 2~ - 1 maximal with the above property. (The 
grading of J”/Jn+i shows that n must be odd.) Thus J has generators a, 6, c, d 
such that for some cr, 7, 5,~ EF, ac + &(bc)S-l, cd f r]c(bc)“-l, ba + ob(cb)“-I, 
db + Tb(cb)R-l E J 2n+1. As in Lemma 8, no generality is lost in taking v = T = 0 
whilst not both [, 77 can be zero. But then Qbcp, v(cb)” E J2n+2 and the symmetry 
shows that J2”+1 = 0. The symmetry is incompatible with the possibility of 
either (bc)” = 0 or (cb)li = 0. Thus the situation of the first paragraph must 
prevail and the lemma is proved. 
LEMMA 12. Suppose in addition to the hypotheses and notation of Proposition 5 
that A/ J3 is isomorphic to a quotient of A,,,(4)/ J3. Then A/I is isomorphic to 
A.&~)/1 JOY some integers h, CL. 
Proof. As this proof is fully analogous to those of Lemmas 8, 9 and 11, it is 
omitted. 
LEMMA 13. Suppose in addition to the hypotheses and notation of Proposition 5 
that A/J3 is isomorphic to a quotient of A&4, 4)/J3. Then A/I is isomorphic to 
Az3&, v)/Ifor some integers h, p, v. 
Proof. This lemma covers cases 1762 and 1764 in the above list. As the proof 
in case 1764 is just a simplification of that in case 1763, it is omitted. 
Suppose first that for all n 3 3, generators a, b, c, d of J can be chosen such 
that a2, db, cd, bc - P(d) E J” for some polynomial P(X) EF[;YI divisible by 
X2. Then the usual argument shows that, for some ,u > 0, v > 2, such generators 
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can be chosen with (a&)~ == (&a)“, dv = (bac)~. If P(d) = 0, A is isomorphic 
to A.&J, v). Otherwise, if XW is the greatest power of X dividing Z’(X), there 
exist 7, ui E F, 9 # 0, such that qdn = bc + .Zuidn+i. But then dw = bc, d”+l = 0, 
and so r = v, and A/1 is isomorphic to Aa&, v)/I. 
Otherwise, let YZ be the greatest integer with the above property. The cases 
n == 3~ - I, n = 3~, n = 3~ + 1 will be considered separately. 
If n = 3~ -- 1, there exist 0, 7, 5 E F, not all zero, such that a2 + &b(acb)u-l, 
db -’ oba(cba)‘p’, cd + rac(bac)u-l, bc -t P(d) E J3 for some (perhaps different) 
polynomial P. Thus ej3u+-le _ 0 and the symmetry shows that CT = r. After 
normalisation, three possibilities emerge, namely u = r == 0, 8 = 1; CJ = 7 = 
5 = 1; o = 7 := 1, 5 = 0. These lead as in the first case to proofs that /f/1 is 
isomorphic to Aa..& v)/I for h = 1, 2, 3 respectively. 
If rz :-= 3~, there exist 0, 7, [ E F, not all zero, such that a2 + e(ucb)u + u(cbu)lL, 
db, cd, bc + T(bac)u -+- P(d) E J3ul-l. As before no generality is lost in taking 
u = 7 := 0, 6 = 1 and thus u(cbup E J3ue2. The symmetry shows that in fact 
u(cbu)lL = 0 and again A/I is isomorphic to An3& v)/I for some I*, V. 
If n := 3~ +- 1, there exist o, 7, [ E F such that u2 + &(cbu)*, db + ab(acb)u, 
cd L w(buc)‘L, bc + P(d) E J 3u+2 for some (perhaps different) polynomial P. As 
(CJ - T) cb(ucb) G J3u+s, the symmetry shows that u == r. Now u, 7, ,$ can all 
be normalised to be zero. Thus the possibility n = 3~ -+ 1 does not arise. 
LEMMA 14. Suppose in addition to the hypotheses and notation used above 
and in Proposition 5 that A/J3 has type 1763. Then A/I is isomorphic to A2&)/l’ 
for some integers h, CL. 
Proof. If for all integers n 3 3 generators a, b, c, d of J can be found such 
that a2, db, cd, bc - d2 E J”, the element bc = d2 generates a l-dimensional ideal. 
This contradicts the symmetry condition. 
Otherwise, let n be the greatest integer with this property. The cases when n 
has the forms 3~ or 3~ + 1 can be eliminated in the proof of Lemma 13. So 
take the case n = 3~ - 1. 
There exist u, 8, 71 E F such that u2 - ucb(ucby-‘, db - [ba(cba)p-l, 
cd - Yuc(buc)u-l, bc - d2 E J”. A s in previous lemmas, the symmetry condition 
shows that [ = 7. Thus, after normalisation, either 6 = 17 = 0 = 1 or 6 = 7 = 1, 
u = 0. These give rise as before to the two possibilities for the integer h. 
LEMMA 15. With the above notation, if A sutis$es the hypotheses of Proposition 
5, A/J3 cannot have type 1881. 
Proof. Suppose that A is symmetric and such that A//3 has type 1881. Note 
that epe/elg+re, fJ4e!fJ4+le, e Jgf/e Jg+lf, f Jgf/f Jg+f respectively are generated by 
a(cb)“, b(cb)“, c(bc)m, d(bc)‘” if q = 2m + 1 is odd and by (cb)m+l, ba(cb)“, 
cd(bc)‘n, (bc)“+l if q = 2” + 2 is even. Let n be the greatest integer such that 
both epe and fJ”f are non-zero. If n = 2~ f 1 is odd, a(cb)ll # 0, d(bcp # 0, 
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but (cb) @+I = (bc)@+l = 0. Thus A has the same Cartan matrix as As5&) and as 
the determinant of this matrix is 4( 1 + 2~) the hypotheses of Proposition 5 
cannot be satisfied. So n = 2~ + 2 must be even. Let 4 be the least positive 
integer such that at least one of the four quotient vector spaces mentioned at the 
start of this proof is zero. A separate examination of each of the cases 4 odd and 4 
even show that the Cartan matrix of A must be of the form specifically excluded 
in Proposition 5. 
Remark. Cases 1891 and 1991 can be excluded in the same way. 
LEMMA 16. Suppose in addition to the hypotheses and notation of Proposition 5 
that A/ J3 is isomorphic to A,,,(4,0)/ J3. (This is case 1882.) Then A/I is isomorphic 
toTAA2,&, [)/I for some 5 E K and for some integer II. 
Proof. It may be verified that e J3e is generated by cba = acb whilst e J4e = 
fJ3e = eJ3f = 0. Th e s y mmetry condition shows that e J3e # 0 and bc # 0. 
Thus a2 = &ba for some f E K whilst bc - Tdu-l E J” for some p > 3 and 
for some non-zero 77 E K. No generality is lost in taking 17 = 1 and, as Jlr+i = 0, 
bc = du-l + {dU for some < E K. The proof is complete. 
LEMMA 17. Suppose in addition to the hypotheses and notation of Proposition 5 
that A/ J3 is isomorphic to A,,,(4, 4)/ J3. (Th is is case 2882.) Then A satisjes 
Condition 6 of Proposition 5. 
Proof. For q > 0, the quotients e Jqe/e Jg+le, f JqeifJgfle, e Jv/e Jg+f, fpf/‘fJq+f 
respectively are generated by aq, buq-1, cdq-l, dg. The symmetry conditions show 
that cb # 0 and bc f 0. Thus for some p > 2, Y > 2 and for some non-zero 
7, 5 E K, cb - Ta” E JI1+l, bc - C&E JYfl. Choose r such that epf # 0, 
eJ-+lf = 0. Then the Cartan invariants of A are given by C,, = 7r + p + 1, 
C,, = rr, C,, = rr + v + 1 and the lemma is established. 
Remarks. In Section 7 it will be shown that if A arises from a block with 
dihedral defect group of order 4m, these Cartan invariants must be respectively 
either m -/- 1, m - 1, m + 1 or 4, 2, m + 1. Thus case 2882 cannot arise in this 
context. Evidently the analysis of the above situation is somewhat unsatisfactory. 
Note that the proof is valid regardless of the normalisation of the element 6 E K 
used in the relations ba - db, cd - tat E 13. 
LEMMA 18. Suppose in addition to the hypotheses and notation of Proposition 5 
that A/ J3 is isomorphic to A,&4)/ J3. (This is case 2883.) Then A/I is isomorphic to 
A,,,(p)/I for some integer p. 
Proof. It may be verified that fJ”f is g enerated by d3 = bed whilst fJ3e = 
e J3f = f J4f = 0. The symmetry shows that f J3f # 0. No generality is lost in 
assuming that bc = d2. The proof may be completed as was that of Lemma 16. 
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LEMMA 19. Suppose in addition to the hypotheses and notation of Proposition 5 
that A/ J3 is isomorphic to A,,,(4)/ J3. (This is case 3883.) Then A/I is isomorphic to 
A,,(p)/Ifor some integer ,u. 
Proof. Suppose first that for all integers n > 3 generators a, b, c, d can be 
chosen for J so that a2 - cb, ba - db, ac - cd, bc - d2 E J”. Then A is isomor- 
phic to Azso(p) where TV is the greatest integer such that ap f 0. 
Otherwise, let n be the greatest integer with the above property. No generality 
is lost in assuming that for some 5, -q E F, not both zero, a2 - cb - [an, 
ba - db - qba”-l, ac - cd, bc - d2 E J”+i. As then qban-lc = bat - dbc = 
bed - dbc 3 0 modulo Jn+2, if 17 f 0, fJ”+2f = 0 and so J”+” = 0. The 
lemma may now be verified with p = n + 1. If 7 = 0 and so 5 # 0, [ban G 
ba2 - bcb = 0 modulo J1L+2 and so Jnla = 0 and the lemma is verified as 
before. 
These last fourteen lemmas establish Proposition 5. It will be noted that in 
each of the above cases the Cartan matrix of A is determined by the isomorphism 
type of A/I. 
6. CERTAIN WILD ALGEBRAS 
This section consists of a list of presentations of certain algebras over a finite 
field F and of proofs that their numerical representation types are wild. Each 
algebra is basic, has two idempotents denoted by e, f = 1 - e, and has radical J 
satisfying J3 = 0. The usual letters are used to denote the generators of J. Thus 
it is implicit in the following that a = eae, a’ = ea’e, b = fbe, c = ecf, d = fdf, 
s = fse, t = fte, u = euf. 
w, : F(a, a’, b)/ J2 = 0. 
w, : F(b, s, t)/ J” = 0. 
w, : F<a, b, s>/ J2 = 0. 
w, : F(s, t, u>/ J”f = 0. 
w, : F(a, b, c)/b J = 0. 
W,, : F(a, b, c, d>/a J = f Jz 
w13 1 F(a, b, c, d)jba = db, 
J”f=O. 
Wl, : F(a, b, d\/ J”f = 0. 
Wl, : F(a, b, c, d)/a” = cb, 
J”f= 0. 
w, : F(a, a’, c)/ J2 = 0. 
W, : F(s, t, u, v>jus = vt, ,fJ” = 0. 
w, : F(b, s, d)/ J” = 0. 
w, : F(s, t, u)/ J2e = 0. 
WlO : F(a, b, c)/Jc -= 0. 
0. W,, : F(a, b, c, d)/ Ja = Jzf = 0. 
Wl, : F(a, b, c, d)/cd = ac, 
fJ” = 0. 
Wl, : F(a, c, d)/fJ” = 0. 
WlS : F(a, b, c, d)/a2 = cb, 
fJ” = 0. 
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W,, : F(a, b, c, d)/e J” = b J = 0 W,, : F(a, b, c, d)/ J2e = Jc = 0. 
w21 : F(a, b, c, d)/ba = 0, w22 : F(a, b, c, d)/ac = 0, 
d2 = bc, d2 = bc, 
eJ2 = 0. J2e = 0. 
In each case the representative type will be established by exhibition of a family 
of absolutely indecomposable modules of small degree depending on either an 
ordered pair of two parameter or an unordered pair of two distinct parameters 
taken from any finite extension field F’ of F. In each case the parameters will be 
denoted by c#, I,J whilst the module will be denoted by M($, 4). The symbols 
el , e2 ,... (respectively fi , f2 ,...) will denote a basis for eM($, I/J) (respectively 
fM(+, #)). The generators of the algebra have zero action on these basis elements 
of the module except where the action is specified explictly. In all but one case 
the description of the family of Wa,-modules is analogous to that of Wzn-,- 
modules and so is omitted. 
W : ae, = e2 , ae, = e4 , a’e, = $e, , a’e, = #e4 , be, = be, == fi . 
W, : be, = fi , se, = $jl , te, = t/f, . 
w, : se, = fi , se3 = f2 , te, = f3 , te, = f4 , ufl = uf2 = vf3 == vf4 = e5 , 
uf3 = e2 , uf4 = e4 , vfi = $e2 , vf2 = *e4 . 
W5 : be, = fi , be, = f2 , se, = $fj , sez = #f2 , ae, = ae, = e3 . 
w7 : se, = f, , se, = f2 , tq = $?f, , te, = *f2 , ufi = uf2 = e, . 
W, : ae, = e2 , ae, = e3 , ae4 = e5 , ae5 = e6 , be, = fi , be, == f2 , 
cfi = +e3 , cf2 = *e, , cf3 = e2 + e5 . 
W,, : ae, = e, , ae3 = e, , be, = fi , be, = f2 , cfi = $e, , cf2 = #e, , 
dfz = fi + fi . 
WI, : ael = e2 , ae, = e3 , ae, = e5 , ae5 = e6 , be, = fi , be, = f3 , 
be4 = f2 , be5 = f3 , cfi = +e, , 4 = $e6 , dfl = f3, df2 = f3 . 
WI, : ae, = e2 , ae2 = es , ae3 = e4 , ae, = e5 , be, = fi , be, = fi , 
be, = f3 , be4 = f4 , dfl = 4fi , df3 = #f+ . 
Wl, : ae, = e2 , ae, = e5 , ae, = e, , ae4 = e5 , be, = fl , be, = fi , 
be, = f3 , be4 = f4 , cfi = e5 , cf3 = e5 , dfl = $f2 , df3 = Ilrf . 
WI, : ae, = e, , ae, = e3 , be2 = fi , be, = .f4 , cfi = de, , cf3 = #es , 
dfl = fi , dfz = fs , dfs = f4 , dfd = fs > 
w21 : ae, = e, , ae4 = e3 , be, = $f2 , be, = $f4 , be, = fb , cf] = e, + e5 , 
cf3 = e3 -t e5 t dfl = .f2 p df2 = f5 , df3 = f4, df4 = fs . 
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7. CONCLUSION 
Suppose first that D is dihedral of order 4m. Theorem 5 and Proposition 6H of 
[3] show that the four complex characters of height 0 may be denoted by xi, xa , 
x3 , x4 so that for all of the m - 1 complex characters x of height 1: 
either x1(4 = x3(4, xdu) = x4(4, xl(u) + xd4 = x(u); (30) 
or Xl(U) = X3(4> x2(4 == x4(4, Xl(U) - X2(“> = x(u); (31) 
for all elements u of odd order. The examples of the symmetric groups of orders 
24 and 120 show that both possibilities can occur. Denote the Brauer characters 
corresponding to the idempotents e, f of the previous sections by #&, $? respec- 
tively and denote the corresponding Cartan invariants by C,, , C,, = C,, , C,, . 
First, consider thetcase when C,, > C,, and C,, > C,, . If equations (30) 
prevail, x must decompose into d,#, -L d& with d, 3 0, df > 0, and so 
C,, 3 (m - 1) d,d, . As CeeCff - C,, = 4m, either d, = d, = 1 or d, = 2, 
df = 1 or d, = 1, df = 0. A similar elementary analysis shows that equations (3 1) 
prevail only in the circumstance described after Theorem 20 (below). 
Secondly, consider the case when A satisfies one of the alternatives (l), (2), 
(3), (4), (5), (7) or (8) of Proposition 5. In each case, the Cartan matrix must be 
as tabulated in Section 2. As before, the equations (30) and (31) may be used to 
restrict the possibilities further and so establish the following: 
THEOREM 20. Let the block B have dihedral defect group of order 4m > 7 and 
let it have two Brauer characters. Then its Cartan matrix is one of the three 
possibilities listed directly below. 
Equa- Decomposition of Cartan matrix 
tion 
(above) x1 x2 x c,, co, cf, 
Cases in 
Proposition 5 
(30) Y4 A yQe + A m + 1 m - 1 m t 1 (9, (8). 
(30) 29% 9% 2#e + A 4m 2m m + 1 (3). 
(31) *e + $4 ?h *r 4 2 m + 1 (2), (3), (51, (7). 
(Duplication arising from interchanging the roles of e and f has been ignored.) 
Remark. Theorem 20 provides partial answers to problems 22 and 29 of 
Brauer [4] and may be compared with Landrock’s example [13]. Note that 
references [l I], [12] and [14] do not provide examples of the first Cartan matrix 
is the list of three actually occuring. 
Analogues of Theorem 20 may now be written down for the circumstances of 
lines 6, 7 and 8 of the table of section 3. The situation is particularly clear for 
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the quaternion case, where simple consideration of the periodicity of the Ext 
functor can be used to eliminate many of the isomorphism types of basic sub- 
algebras of the block algebras listed above. 
J. Alperin (unpublished, but see his announcement in “Finite Groups ‘72” 
(T. Gagen, ed.), North-Holland, Amsterdam, 1973) and K. Erdmann [II] 
have verified that for a wide class of blocks with dihedral defect group the 
block algebra is a graph algebra by fully determining the structure of the 
projective modules (see formula (3)). It is observed that only four oriented 
graphs arise in their examples: 
(1) the loop (one node, one edge); 
(2) the loop with one other edge; 
(3) the triangle; 
(4) the loop separating two other edges. 
Explicit presentations of the block algebras concerned are given in [8]. The 
oriented graphs (1) and (2) give rise to algebras Al,, and AzSO respectively. 
K. Bongartz (unpublished Zurich thesis, 1977) has calculated the structure of the 
block algebras for certain blocks with generalised quaternion defect groups. The 
block algebras are twisted graph algebras whose underlying oriented graph is one 
of the four listed above. Erdmann has carried out the analogous calculations for 
the simple groups with semidihedral Sylow subgroup. The same phenomenon is 
observed. 
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