We unify and generalize several known results about systems of random polynomials. We first classify all orthogonally invariant normal measures for spaces of polynomial mappings. For each such measure we calculate the expected number of real zeros. The results for invariant measures extend to underdetermined systems, giving the expected volume for orthogonally invariant random real projective varieties. We then consider noninvariant measures, and show how the real zeros of random polynomials behave under direct sum, tensor product and composition.
represents the expected number of zeros for the system,
As d → ∞,
The univariate case was established by Kac [12] , and generalized to systems of equations in [7] . In Section 10.1 we show that this result may be viewed as a special case of the tensor product of random polynomials. We conjecture that the same asymptotic formula holds for a large class of monomial term structures, as long as all the coefficients are i.i.d. central normal random variables. This is because for any fixed C, as d → ∞,
Cd .
We may choose C << 1 and C >> 1, to inscribe and circumscribe any given polytope with cubes. Conjecture Let K be any bounded set in {x ∈ R|x ≥ 0} m with nonzero interior. Assume that either K or {x ∈ R|x ≥ 0} m − K is the finite union of convex sets. Consider a sequence {P d } of completely determined systems of polynomials with independent standard normal coefficients. Assume that the support of P d is the set of integer lattice points contained in dK. If E d represents the expected number of zeros for the system, then as d → ∞,
The assumption about K is to avoid pathologies and make a precise conjecture. I doubt the correct hypothesis would have anything to do with convexity. I suspect the same asymptotic formula holds for mixed systems as well. The study of random polynomials began with the assumption that the coefficients were identically distributed. These early works include the 1932 paper by Block and Polya [2] , and the seminal work of Mark Kac [12] , published in 1943. The extensive literature that has grown out of this work (and this assumption) has been documented by Bharucha-Reid and Sambandham [1] .
I feel that the subject of random polynomials is blessed by the fact that these obvious random polynomials (polynomials with independent standard normal coefficients) are not the natural random polynomials. The attempt to replace these measures with more natural measures was, in part, the motivation for [7] , [13] , [14] , [21] , and Part II of this chapter. Furthermore, when we study random polynomials, we can use this case as a convenient non-invariant random polynomial. For example, comparing Section 7.1 of [7] and [21] , we see that orthogonal invariance is not required to make the tensor product theorem work.
The most natural random polynomial
Consider a random polynomials The general case was established by Shub and Smale [23] . For the case where all the degrees are equal, the result was established in [14] . Furthermore, [14] stated the result for underdetermined systems as well, thus giving the expected volume of a real projective variety of dimension k and degree d:
In Part II of this chapter we will unify these results. Following [14] , we will consider arbitrary codimension, but like [23] , we will avoid the assumption that the polynomials are of equal degree. In this chapter we will refer to any of these results as the square root result. We can characterize these random polynomials using a combination of invariance and independence. See [7] , [13] and [14] for detailed discussions. We define the action of the orthogonal group on random polynomials in Section 3.1. The following result, that appears in [14] , is true for both real and complex random polynomials. A central probability measure on a vector space of real polynomial mappings has the following two properties, (1) orthogonal invariance of the measure and (2) statistical independence of the coefficients, iff it is, up to a scalar multiple, the polynomial discussed above. That is, the coefficients must be independent, and the variances of the coefficients are some constant multiplied by the multinomial coefficients. Notice we are not assuming normality of the coefficients. This is one of many theorems in statistics of the form independence + invariance → normallydistributed
In [7] we referred to these polynomials as "a random polynomial with a nice answer" and discussed the geometry of these polynomials in detail. A homogeneous real quadratic system may be written as a real symmetric matrix. For this case, the above result reduces to the characterization of Gaussian orthogonal ensemble given by [19] .
Over the complex numbers, we may replace the assumption of independence with the assumption of normality of coefficients. This is equivalent to saying that there is (up to a constant) a unique unitarily invariant multivariate normal. In Section 5.1 of this chapter, we give a simple proof of this classical result. The significance of these complex random polynomials has also been noted by physicists [3] . Therefore, it should come as no surprise that the real versions of these random polynomials have nice properties as well.
However, there are other orthogonally invariant normal random polynomials. One goal of this chapter is to give a unified treatment of them. We will produce a complete list of all random polynomials with orthogonally invariant normal coefficients -we say exactly what we mean by orthogonally invariant in Section 3.1. For each we will calculate the expected volume of the real hypersurface determined by the polynomials. We will also establish a product formula that will give us the expected volume of a variety of any codimension generated by a set of (possibly distinct) random polynomials of this type.
Random harmonic polynomials
Consider the vector space of homogeneous polynomials of degree d in m + 1 variables that are harmonic, that is, the Laplacians of the polynomials are equal to zero. There is, up to a constant, a unique normal measure on harmonic polynomials that is invariant under the orthogonal action defined in Section 3.1. The expected number of real zeros for a system of m such random harmonic polynomial is
. This result appears in [7] . Here are random polynomials with natural measures. It seems that the random polynomials described in Section 2.2 have rivals for the status of most natural random polynomial. We shall address this issue by considering, in Part II of this chapter, all orthogonally invariant normal random polynomials.
Rojas polynomials
Assume that the support for a random polynomial is a product of simplices
where I k are multi-indices, |I k | is the sum of the indices of I K , and z k ∈ R m k . Assume that the coefficients of the polynomials are independent central normals with variances
The expected number of real zeros of a system of such polynomials is equal to
where m is the sum of the m k . These polynomials were introduced by Rojas in 1996 [21] . In Section 10.1 we see that the product formula used by Rojas can be applied to the tensor product of any central multivariate normal random polynomials.
Level of generality
The emphasis of [7] is on generality. For the most part, however, we proved results for polynomial systems with any central multivariate normal coefficients. However, we did call attention to the existence of preferred orthogonally invariant random polynomials with particularly nice properties. This paper expands on both of these subjects. Part II is dedicated to orthogonally invariant random polynomials, with coefficients that are multivariate normal random variables, not necessarily central. Both underdetermined and mixed systems are considered. In Part III we drop invariance and add centrality. In fact, like [7] many of of the results of Part III may be generalized to finite-dimensional space of rectifiable functions. However, in Part III we add the assumption that the system is central. Furthermore, we will not allow mixed or underdetermined systems in Part III. Throughout this chapter we will allow measures to be restricted to proper subsets of our function space. The domain of our functions may be any measurable subset U of R m+1 . Therefore, is some sense, all of our results are local in nature. For simplicity, we will not specify the domain U in each theorem and corollary, as we did in [7] . However, when explicit formulas are given for the expected number of real zeros, we are assuming that the domain is all of R m+1 .
Let P be a finite dimensional function space, and consider a (random) p ∈ P , p : R m+1 → R. The evaluation mapping to the dual of P :
is defined by ev(x)(f ) = f (x). The function p thus corresponds to a hyperplane in P * . The intersection of this (random) hyperplane with ev pulls back to the zero set for p. In P * integral geometry provides a simple intersection theory to handle (unmixed) systems of equations. This simple theory pulls back to a simple intersection theory in R m+1 .
Ideally, we would like to prove every result for systems that are possibly mixed and possibly underdetermined. If the system in underdetermined, we have the problem that the random variety is distorted by the pullback. Thus our intersection theory gives us answers about expected projective volumes in (ev)(R m+1 )
instead of in R m+1 . For varieties of dimension zero this distortion is not an issue. For mixed systems the picture is complicated by the presence of several different evaluation mapping, and therefore no intersections can be pulled back. We must work with intersections of different random hypersurfaces in R m+1 . For mixed invariant systems, these random hypersurfaces are orthogonally invariant and therefore classical integral geometry provides simple answers.
Homogeneous and inhomogeneous systems
Given an inhomogeneous polynomial with m variables z 1 , . . . , z m , we can always consider, instead, the corresponding homogeneous polynomial in m + 1 homogeneous variables z 0 , . . . , z m . For completely determined systems, this should cause no confusion, because all of our results about expected number of real zeros apply to both homogeneous and inhomogeneous systems. When considering underdetermined systems, we must make sure that the domain is projective space. When we speak of unitary or orthogonal invariance, we will always be considering the homogeneous version of the random polynomial. We assume the unitary and orthogonal groups act on the right,
Actions of products of orthogonal groups have also been considered [17, 18, 21] , but we will not consider them here. We will be studying both inner products and multivariate normal measures on vector spaces of polynomials. Our focus will be on the real case, so we will usually just consider orthogonal invariance. For the complex case we replace orthogonal invariance with unitary invariance.
By convention, we will make no effort to distinguish between an inhomogeneous system and its homogeneous counterpart. For example, by a univariate polynomial we will mean a random polynomial that may be written as
Elements of the orthogonal group reflect or rotate p to give
where x = r cos(θ), y = r sin(θ). The random polynomial will be said to be orthogonally invariant if the probability measure is invariant under this action. Using this convention, the random polynomial
where a is a standard normal random variable, is considered to be orthogonally invariant.
Underdetermined and overdetermined systems
For invariant random polynomials we will prove results for underdetermined systems thus giving results about the expected volume of random projective varieties. Several interesting problems suggest themselves when considering random real varieties, and little is known. In this chapter, underdetermined and overdetermined systems, and the corresponding random varieties, are strictly tools to study the expected number of zeros of (possible mixed) systems. We consider only the expected volumes of such varieties, ignoring their more interesting invariants. The key motivation for [15] is to focus on the geometric properties of random real varieties that are ignored in this chapter. For this chapter, we will only need one result about overdetermined systems.
Lemma 3.1 Let U be a measurable subset of R m , and consider a real-valued random function
where the a i are independent standard normals, n ≥ m. Generate a random variety of dimension m in R k+1 , k ≥ m, by choosing an independent sample of k + 1 such functions. The expected volume of the projection of this variety onto the unit sphere in R k+1 is equal to the expected number of zeros in U of a system of m independent random functions of this form, multiplied the volume of m-dimensional real projective space
.
Proof Let N be the random variety generated in the lemma, and let M to be the subspace of R k+1 , defined
The proof is then a straightforward generalization of the proof of Lemma 6.1 in [7] . 2
Mixed systems
I recall having two contrary emotions when Steve Smale told me that he and Mike Shub [23] had generalized the square root result of [14] to mixed completely determined systems. The first was a pleasant lack of surprise. The answer derived by Shub and Smale was the only reasonable result. Furthermore, my research had received an unusually strong endorsement. On the other hand, I was discouraged. I felt that [14] had presented the correct picture of random systems. But in [14] , a system of equation was a plane in the space of real-valued polynomial mapping, or a point in the Grassmann manifold. Unfortunately, this viewpoint precludes the consideration of mixed systems. Nonetheless, the generalization to mixed systems is clearly desirable. In Part II of this chapter, we will consider invariant mixed systems. We will use the viewpoint of [14] to get results about random hypersurfaces, and then develop an intersection theory similar to [23] to deal with mixed systems. The Grassmann manifold will never be used. We will also allow mixed systems in Section 11, where we discuss the composition of random polynomials. The generalization of the square root result to mixed systems by Shub and Smale has motivated at least three resent papers. The first of these papers was by Rojas [21] . Rojas attempts to define, for any given support structure, distinguished measures for the corresponding random polynomials. I do not believe this issue has been completely resolved. Rojas also considers mixed systems, and conjectures a relationship between the square root of the mixed volume and the expected number of real zeros. McLennan [18] considers (the multihomogeneous version of) the Rojas polynomials, and shows that the square root of the (normalized) mixed volume provides a lower bound for the expected number of real zeros. In the words of McLennan, "The mean exceeds the square root of the maximum." The third paper, by Malajovich and Rojas [17] , produce an explicit, albeit coarse, upper bound for the expected number of real zeros in terms of the square root of the mixed volume for arbitrary central normal random polynomial systems. Reading these three papers, one sees a wealth of new ideas emerging.
Part II -Orthogonally Invariant Normal Coefficients 4 Classification of invariant inner products
We will now classify invariant inner products on vector spaces of homogeneous polynomials. These are the classical results we will need for the rest of the chapter. We include proofs because they are surprisingly easy. Before we try to understand the real case, we discuss the complex case, which is considerably easier.
The complex analogue
Over the complexes, there is, up to a constant, a unique unitarily invariant Hermitian inner product. This is a well known classical result. The generalization to multihomogenous polynomials may be found in [18] . Proof This is the corollary following Theorem 3.2 of [13] , and is Theorem 4.1 in [14] . We now outline a simplified version of the proof given in [13] . Fix y and think of v(x) T Cv(ȳ) as a function of x on y ⊥ . Assume
T Cv(y). Then for any U that fixes y, we must have
T Cv(y) must be constant for x on the unit sphere in y ⊥ , and therefore it's gradient has rank one. But for an analytic function this implies that v(x) T Cv(ȳ) is constant on y ⊥ , and therefore, by symmetry, zero. Thus
We then apply the same argument to the v(x) T Cv(ȳ) / x Tȳ , and so on.
We ultimately deduce that
We have just established that the space of homogeneous complex valued polynomials of a fixed degree in m + 1 complex variables is an irreducible representation of the unitary group U (m + 1). As stated in [14] , this may also be shown using classical invariant theory.
Classification of indefinite inner products
Assume that for any orthogonal matrix Q, v(Qx)
must be a polynomial in x · x, x · y, and y · y. This is classical invariant theory. For proofs and discussion of such results, see [24, Vol. 5, . We thus deduce that there must exist β i such that
Thus we have a [d/2] parameter family of orthogonally invariant inner products. For example, if we set β 0 = 1 and β k = 0 for k > 1, we produce a inner product for which the monomials are orthogonal. This completely classified all orthogonally invariant inner products on spaces of homogeneous polynomials of degree d. But this classification is unsatisfactory. We wish to use these inner products as covariance matrices, so we must identify the positive definite inner products -actually positive semidefinite, since we allow normal measures restricted to proper subspaces of polynomials. Unfortunately, if we use the parameters β k it is difficult to see which inner products are positive definite. We therefore will construct a different parameterization of these inner products. First we review some basic facts about Gegenbauer polynomials.
Gegenbauer polynomials
The reference for all the results in this section is [10] and [25] . This section includes formulas we use in this chapter, along with other well-known and useful formulas. The Gegenbauer polynomials may be defined in terms of their generating function
In [25] these functions are called "ultraspherical functions" and are denoted as P n (t). The Gegenbauer polynomials are Gaussian hypergeometric functions,
If n is a non-negative integer,
The polynomials 
Subsequent Gegenbauer polynomials may be calculated using either of the following formulas.
We also have
Associated Legendre functions may be written in terms of Gegenbauer polynomials:
If m and l are non-negative integers,
The spherical harmonics that arise in the solution of the Schrödinger equation for the hydrogen atom are
where l is the azimuthal quantum number, and m = −l, . . . , l is the magnetic quantum number. Here [25] . The Gegenbauer polynomials are Jacobi polynomials, but with different normalization constants,
Special cases of the Gegenbauer polynomials include the Legendre polynomials,
and the Chebyshev polynomials of the second kind,
We will need to define Gegenbauer polynomials for which ν = 0. Unfortunately, C 0 n (t) ≡ 0, unless n = 0. However, we can renormalize, because
where T n are the Chebyshev polynomials of the first kind. We choose a normalization that is suited to our needs, and that is continuous as ν → 0. We use that fact that
Notation. We defineC
, when ν = 0, and we defineC
The first few renormalized Gegenbauer polynomials arẽ
If we rewrite the results in this chapter in terms of Jacobi polynomials, the problem at ν = 0 does not arise. Nonetheless, we will use Gegenbauer polynomials, because the Jacobi polynomials are too general for the problems we will consider. We will make use of the following explicit formula:
where n is a non-negative integer. Here we define
when n = j = ν = 0. This is because we set n = j = 0 before we set ν = 0. This formula may be inverted, to give
where we define
when n = 2j and ν = 0. Using functional properties of the Gamma function, these formulas may be rewritten in many ways.
The eigenspaces of r
A straightforward calculation using multivariate calculus yields the following
Let P d be the space of homogeneous real-valued polynomials of degree d in m + 1 real variables. The operator r 2 ∇ 2 maps this space to itself. Let H d be the subspace of this space for which ∇ 2 is equal to zero. By the lemma,
Therefore the sum of the dimensions of these eigenspaces is at least the dimension of P d . We conclude that
As a consequence of this argument, we see that this sum is exactly the decomposition of P d into the eigenspaces of r 2 ∇ 2 . Furthermore,
and
is onto. This result may be stated as
We will now show that for each eigenspace, there is a unique orthogonally invariant inner product, up to a constant. Thus each of these subspaces form irreducible representations of the orthogonal group O(m + 1). We fix y, and consider v(x)
T Cv(y) to be a function of x ≡ r alone. We then consider the following equation:
By substituting (1) into this equation, and applying elementary calculus, we obtain a first order difference equation
We therefore replace k with k = i, and conclude that for 0
We see that v(x) T Cv(y) is uniquely determined, up to a constant. We may now use (2) to see that the coefficients of certain Gegenbauer polynomials satisfy (4) . Therefore, we can write
where θ is the angle between the vectors x and y in the Euclidean norm. Notice that these inner products are positive definite iff β > 0. We set β = 1 to make the definition of inner product unambiguous.
Classification of positive definite inner products
Any invariant inner product on P d can be written as a weighted sum of the invariant inner products on the eigenspaces of r 2 ∇ 2 derived above. The inner product on P d is positive definite iff all these weights are positive. We therefore use Gegenbauer polynomials to write any inner product as
If all the α i are greater than zero, then the inner product is positive definite. To indicate this, we write
The {r i } have a clear geometric interpretation. They are the lengths of the projections of v(x) onto the subspaces {r 2i H d−2i }, where x is any unit vector in R m+1 . We have normalized the Gegenbauer polynomials in such a way that
Setting n = d − 2i, j = k − i, and ν = (m − 1)/2 in (2), gives
where we define Γ m−1
to produce the inverse
when d = 2i and m = 1. If we think of (2) and (3) as linear systems, (2) and (3) are the duals (or transposes) of (7) and (8), respectively.
Invariant normal random polynomials
We will classify all orthogonally invariant normal random homogeneous polynomials. We first observe that a positive definite inner product on a vector space corresponds to a central normal measure,
If we use the monomials {x I } as an basis, the matrix for < ., . > is the inverse of the covariance matrix of the coefficients. We will discuss these covariance matrices in detail in Section 8. Therefore, at least for central random polynomials, we reduce the problem of invariant normal measures to the problem that we considered in the previous section. We first resolve the easier problem of unitarily invariant random polynomials. We then turn our attention to real invariant random polynomials. We produce a product formula that reduces our problem to the study of random hypersurfaces, and allows use to treat mixed invariant systems. We then reduce the problem to the study of a single central invariant polynomial. For each such random polynomial, we calculate the expected volume of the corresponding random projective hypersurface. This completes the calculation of the expected volume for all invariant normal random polynomials, and concludes this section. We conclude Part II with detailed discussions of two special cases: random symmetric matrices, and univariate polynomials.
The complex analogue
Over the complexes, there is, up to a constant, a unique unitarily invariant normal measure.
Theorem 5.1 Assume a measure on a vector space of complex polynomial mappings has the following two properties: (1) the measure is unitarily invariant and (2) the coefficients of the polynomial are a multivariate normal random variable. Then the coefficients must be independent, the real and imaginary part of each coefficient must be independent, and the variances of the coefficients are some constant times the binomial coefficients.
Proof This follows from the classification of unitarily invariant inner products. See Section 7.1. 2
This theorem resembles the characterization of these random polynomials given in Section 2.2, but it is quite different. In Section 2.2, independence was part of the assumption, and normality was part of the conclusion. But in 5.1, normality is assumed, and independence is deduced. For unitarily invariant complex random polynomials, independence of the coefficients is equivalent to normality of the coefficients.
This characterization has an obvious, but interesting, consequence observed in [13] . It is a central limit theorem for unitarily invariant random polynomials.
Theorem 5.2 [13, Theorem 1.7] Assume we are given any unitarily invariant probability measure on the space of complex-valued polynomials of a fixed degree. Let {p i } be an independent sample from this space. Then the measures of the random polynomial
converge weakly to a measure that is, up to a constant, the independent invariant measure we are considering in this section.
In [13] this result is stated for systems, using the two sided action of the unitary group, but the proof is similar.
This is the central limit theorem for unitarily invariant random polynomials. It is precisely the central limit theorem that is the explanation of why normal distributions are observed in practice. Therefore, this theorem would suggest that the polynomials we discuss in this section would be observed, in nature, if some complicated unitarily invariant process was generating complex valued polynomials. Indeed, some physicists have began to show interest in these random polynomials [3] .
The expected volume of a real projective variety
The right hand inequality becomes equality for harmonic polynomials. The left hand inequality is attained by concentrating the measure on {ar d } if d is even, and on {linear polynomials × r
By using Section 9, we can make D equal to any value in this range as a weighted average of the extreme cases. What is less obvious is that the harmonic polynomials are extremal. For us, this will be an immediate consequence of the calculation of D for all invariant measures.
Theorem 5.4 Assume for a system of k (possibly different) independent orthogonally invariant random polynomials in m variables (or m + 1 homogeneous variables), we have defined D 1 , ..., D k as above. Then, the expected volume of the real projective variety (of codimension k) corresponding to this system will be product of these D i multiplied by the volume of the real projective space of codimension k:
Proof [16] First consider a completely determined (possibly mixed) system. By invariance we need only understand what is happening in some neighborhood B of any zero of the random system, say (0, . . . , 0) -where here we are using inhomogeneous coordinates. The system may be written
and where the b j and a ij are independent standard normal random variables. For this linearized system, we must determine which values of the random vector (b i ) and the random matrix (a ij ) yield systems with zeros in B , as → 0. Fix the matrix (a ij ) and consider and inverse (α ij ). We solve the linearized system to give
We must compute
But clearly the measure of this (infinitesimal) ellipsoid is proportional to
Having established the theorem for completely determined systems, orthogonal invariance allows us to extended the result to underdetermined systems using classical integral geometry [22, p.323 ]. 2
Non-central invariant normal random polynomials
Fortunately, we will dispense with the non-central case quickly, and then focus on the central case.
Theorem 5.5 The mean of any invariant random polynomial must be of the form µ(Σx 
Central invariant normal random polynomials
We now calculate D for every central invariant normal random polynomial system. Theorem 5.6 For any invariant normal random polynomial, we may write
Then
Proof By orthogonal invariance of the random polynomial, we know that any orthogonal matrix Q,
T Cv(y) must be a polynomial in x · x, x · y, and y · y. This 
Classification of invariant normal measures
It would seem that we are done. We have a list of all central invariant normal measures and have calculated D for each of them. But we are really missing something. We do not know which values of β i are admissible. If we let them be arbitrary, we can generate non positive definite metrics, which do not correspond to any measures at all. In some sense, the β i are the wrong parameters to use. That is why we will express v T (x)Cv(y) in terms of Gegenbauer polynomials. In Section 7.3 of [7] , we saw that for invariant normal random harmonic polynomials
Theorem 5.7 For any central invariant measure, we may write
we have, by Section 7.3 of [7] ,
We may now calculate the β k using (7), and then apply Theorem 5.6 to complete the proof. 2 We will give an alternate proof of this theorem in Section 9. From this theorem we can calculate the expected number of real zeros of any set of m independent orthogonally invariant normal random polynomials.
Quadratic forms
It will be instructive to reproduce all of the work in this section for the special case d = 2. Our problem reduces to a discussion of random real symmetric (m + 1) × (m + 1) matrices. The orthogonal group acts by conjugation
There is a three parameter family of orthogonally invariant random symmetric (m + 1) × (m + 1) matrices. The joint probability density for the elements of the matrix may be written in the form by + 1) ). The case b 1 = 0 has been studied extensively (see [4] [5] and [19] ). This is the only case for which the elements of the random matrix are independent. Formula (1) reduces to
Since C is the (m + 1)(m + 2)/2 × (m + 1)(m + 2)/2 covariance matrix of the coefficients of the quadratic form, it must be inverted, to express {b 0 , b 1 } in terms of {β 0 , β 1 }. If we define e = (1, . . . , 1) ∈ R m+1 ,
We deduce that
. An easy way to generate these random matrices is to start with a random nonsymmetric (m+1)×(m+1) matrix with independent standard normal coefficients, and then compute
where z is a standard normal random variable independent of M .
The expected volume of random conics
For random conics Example 6.2 Consider an invariant normal random plane projective conic (m=2). The expected length of such a curve is πD which is always less than or equal to √ 3π. The random projective curve of expected length √ 3π is given by
where M is a 3 × 3 invariant normal traceless matrix.
Wigner's semicircular law
Although this is a digression from the subject of this chapter, we can hardly mention random matrices without mentioning their eigenvalues. Invariant random matrices with independent coefficients have been studied intensely. In particular, it is known that the marginal density of the eigenvalues, when divided by the square root of the size of the matrix, converges to a semi-circle as the size of the matrix tends to infinity. This is known as Wigner's semicircular law. We now compute the limit density for any central invariant random matrix. If µ = 0, the following picture is simply shifted the appropriate amount. Note that µ, r 0 or r 1 may vary with m.
Theorem 6.1 Assume we have a central invariant normal random matrix. Assume lim m→∞ r 1 √ 2m/r 0 = C. If C = 0 the density of the eigenvalues divided by √ 2m converges to the unit semi-circle {(x, y)|x
If C = +∞ the density of the eigenvalues divided by r 1 converges to a standard normal distribution. Otherwise, the density of the eigenvalues divided by √ 2m converges to a Fourier convolution of a unit semicircle and a normal density with variance C 2 :
Proof We first observe that Wigner's law holds for traceless invariant matrices. We generate an invariant random matrix M with independent coefficients, and consider it's projection π(M ) onto the traceless matrices. Now consider the equation
and let m → ∞. By the classical version of Wigner's law [19] we know that the eigenvalue density of the left hand side converge to unit semicircle. On the other hand, tr(M ) is normally distributed with mean zero and variance m + 1. Therefore the eigenvalue distribution for the last term of the sum converges to a measure concentrated at zero. Therefore the first term of the sum must converge to a semicircle. We then decompose any invariant random matrix using (11) . The eigenvalues of the first term of (11), when divided by r 0 2(m + 1), converge to a unit semicircle. The eigenvalues of the second term of (11) when divided by r 1 , are (dependent) standard normals. The eigenvalues of the sum are convolutions of the eigenvalues of each summand. Therefore, as m → ∞, we are convolving a semicircle with a normal density. We need only pay attention to the ratio of r 0 2(m + 1) to r 1 .
Finally we observe that to make the statement of the proof shorter, we have replaced m + 1 with m. For large m this difference can be ignored. 2
Although there is no difference in the asymptotic density for the independent and traceless cases, for finite size the distributions are qualitatively different. See [15] for examples. All of these eigenvalue densities can be obtained by convolving a normal density with the eigenvalue density for the traceless matrices. This convolution blurres the eigenvalue distribution. Therefore the traceless matrices yield the sharpest pictures.
Univariate polynomials
As a final special case, we reproduce the work in this section for univariate polynomials, that is we will assume m = 1.
Using the substitution t = tan(θ), we see that these random polynomials are actually special case of the random trigonometric sums studied in Section 3.2.4., and Section 5.3 Case I Example 2, of [7] . However, for the random trigonometric sums we are concerned with, that is, we can say more.
The renormalized Gegenbauer polynomials have reduced to the Chebyshev polynomials of the first kind,
and the eigenspaces of r 2 ∇ 2 are given by
. These are all two dimensional eigenspaces, unless d is even and i = d/2. Note that the number of real zeros is exactly d − 2i for any polynomial in H d−2i . Formula (7) reduces to
when d = 2i and k = i. Similarly, (8) reduces to
where we define δ ≡ d if d = 2i, and δ ≡ d − 1 otherwise. We see that Theorem 5.6 remains unchanged,
and Theorem 5.7 reduces to
i=0 r 2 i . The simplest non-trivial example is d = 2. This is just the case m = 1 of the previous subsection, but we will instead approach it as a generalization of Section 5.3 Case I Example 2 of [7] . Example 7.1 Let a 0 , a 1 , and a 2 be independent standard normal random variables. Any orthogonally invariant normal random quadratic polynomial may be written
The conversion formulas (7) and (8) We see that the expected number of real zeros is
) .
Example 7.2 Any orthogonally invariant normal random cubic polynomial may be written
The conversion formulas are β 0 = 4r 
Part III -Central normal coefficients 8 The Metric Potential
Here we introduce definitions and notations that we will use throughout Part III. A more detailed discussion of these ideas may be found in [7] . Consider a finite dimensional real vector space of differentiable functions, f : R m → R, and give this vector space a central multivariate normal measure µ. We have an inner product on the dual space defined by
This induces an inner product on the primal space. If we use monomials as a basis, the matrix of this inner product is the covariance matrix of the coefficients of the random polynomial. Let v to be the dual of the evaluation mapping: v(t) · f = f (t).
Definition 8.1
We define the metric potential of the random function to be
where C is the covariance matrix of the coefficients of the random polynomial. 
Definition 8.2
We define the metric of the random polynomial G(P ) to be the pullback of the projective metric to the space of zeros, using v:
Definition 8.3
For any random polynomial P , we define ρ(P ) to be the density of real zeros for a completely determined system of such random polynomials, and we define E(P ) to be the expected number of real zeros of such a system.
Definition 8.4
For any system of random homogeneous polynomials P , we define V ol(P ) to be the expected volume of the real projective variety determined by P .
For a completely determined system, V ol(P ) ≡ E(P ).
Direct Sums
Let P be the direct sum of central normal random polynomials P i : R m → R. Let r i be the lengths of the evaluation mappings v i , and r be the length of the evaluation mapping v:
for all t ∈ R m . Our results regarding direct sums follow from simple geometric considerations. In particular,
we compare the projections of the tangent spaces of v i onto the unit sphere in P i and the unit sphere in P . For brevity we will omit proofs.
Theorem 9.1 For any such random polynomials,
Theorem 9.2 Let P i (t) be m independent central normal random polynomials in m variables with proportional metrics α i G(t). We may therefore write the zero densities as α
E .
Example 9.1 Consider the eigenspaces r 2i H d−2i of r 2 ∇ 2 introduced in Section 4.4. As pointed out in Section 4.5, we defined r i so that ||v(t)|| = r i ||t||. Also, by Section 7.3 of [7] , the expected number of real zeros for a system of m such random polynomials is
Therefore we may apply Theorem 9.2 with
and E = 1, to see that Theorem 5.7 may be considered as a special case of direct sums of random polynomials.
If we restrict our attention to univariate polynomials, we can get sharper estimates.
Theorem 9.3 Let P be the direct sum of univariate central normal random polynomials P i . Then
If ∀i the r i are constant, then
Tensor products
We now consider the tensor product of random polynomials. Much of this section is motivate by the proof of Main Theorem 2 in [21] . Be aware that we must distinguish beween the tensor product of a space with itself, and the tensor product of copies of the same space. For example, the tensor product of a random univariate polynomial of degree d with itself is a univariate polynomial of degree 2d. But the tensor product of two univariate polynomials defined on different domains (this is, with distinct variables) is a bivariate polynomials. We will consider both constructions in this section. Our definition of tensor product of random polynomials is essentially the standard definition of the tensor product of Hilbert spaces.
Definition 10.1 Let us consider central normal random polynomials P i defined on (possibly distinct) sets of m i variables. We define the tensor product P of the P i to be a central normal random polynomial defined on the tensor product of the domains for the P i , We define the covariance of the coefficients of the tensor product to be equal to the tensor product of the corresponding covariance matrices. If there are overlaps in the variables of any of the P i , these tensor products must by symmetrized over the common variables.
Actually, there is no need to symmetrize. We can as easily work with non-commutative polynomials, defining zeros in the usual way. This is, however, a bit unorthodox, so we have chosen to symmetrize, so that the tensor product of spaces of (commutative) polynomials are (commutative) polynomials. If the variables of P i and P j are distinct for all i = j, this issue does not arise, and the support of P is simply the Cartesian product of the support of P i .
Theorem 10.1 For each i let ρ i be the density of the real zeros of a system of m i independent central normal random polynomials P i , with corresponding metrics G i . Consider the tensor product P of the random polynomials P i , with corresponding metric potential Φ(x, y) and metric G. Then
Proof Consider the matrix defined in Theorem 7.1 of [7] :
where Φ(x, y) ≡ v(x) T Cv(y). Here G(t) is the pullback of the metric from the space of polynomials to the space of zeros, and Φ(x, y) could be called the metric potential. Let P i be random polynomials, and for each we have potentials Φ i (x i , y i ) and corresponding metrics G i . Then the potential of the tensor product is given by
and therefore
We would like to replace this theorem with one about the density of real zeros. Unfortunately, the determinant of a sum of matrices is not, in general, well behaved. In the following two subsections, we consider two special cases. First we assume the factors are defined on different domains, that is, we assume each random polynomial has distinct variables. Later we assume the factors are defined on the same domain, that is, we assume the variables are identical.
Distinct variables
Theorem 10.2 For each i let E i be the expected number of real zeros of a system of m i independent identically distributed central normal random polynomials P i . Assume that that sets of variables for P i and P j are disjoint for i = j. Then the density of the real zeros of the tensor product is
and the expected number of the real zeros is given by
where m is the sum of the m i
Proof Because the variables are distinct, the sum G = i G i is direct, that is, the G i form a block decomposition of G. So det(G) = i det(G i ), and therefore ρ(t) = i ρ i (t). Since each P i has distinct variable, the integral of ρ(t), decomposes into a product of separate integrals. Each integral represents the expected number of zeros of P i , at least up to some constant. The correct normalization constant is calculated by comparing the normalization constants found in Theorem 7.1 of [7] when the number of variables is m i and m. 2 Example 10.1 Let each P i be univariate random polynomials with independent standard normal coefficients. The above theorem then gives the results stated in Section 2.1.
Example 10.2 Let P i be the random polynomials defined in Section 2.2. Then the above theorem yields the Rojas polynomials discussed in Section 2.4.
Identical variables
Theorem 10.3 For each i let ρ i and E i be the density and expected number of real zeros of a system of m independent identically distributed central normal random polynomials from P i , with metrics G i , densities ρ i , and expected number of real zeros E i . Assume that for all i the sets of m variables of P i are the same. Then the density ρ of a system of m independent polynomials from the tensor product of the P i satisfies
Proof The proof follows from the fact that, for any symmetric positive definite matrices G i , det(
Notice that we cannot deduce from this theorem that E ≥ i E 2 i , even if we assume that the ρ i (t) are all proportional. However, if we make a much stronger assumption, that the G i are proportional, everything becomes trivial.
Theorem 10.4 Let P i (t) be m independent central normal random polynomials in m variables with metrics α i (t)G(t) and densities α m/2 i (t)ρ(t). Then the density of the real zeros of a system of m independent polynomials from the tensor product of the P i is Corollary 10.1 Consider the (symmetric) tensor product of n independent identically distributed central normal random polynomials P i , each in m + 1 homogeneous variables. Assume that the density and expected number of real zeros for a system of m such P i is given by ρ and E respectively. Then the density and expected number of zeros for a system of m independent elements of the tensor product is equal to n m/2 ρ(t) and n m/2 E respectively.
Example 10.3 Consider the symmetric product of n linear polynomials in m + 1 homogeneous variables. Assume the coefficients of the linear polynomial are independent standard normal coefficients. According to the theorem, the expected number of zeros for a system of n such polynomials is n m/2 . But these tensor products are exactly the random polynomials considered in Section 2.2. We therefore recover the square root result of [14] .
For random polynomials with independent coefficients, we have the following immediate consequence of Theorem 10.1, and Example 8.3.
Theorem 10.5 Let P i be random polynomial with normal independent coefficients, and assume the variance of the I −th coefficient of P i is σ 2 iI . Let P be the symmetric tensor product of the P i , and assume the variance of the I − th coefficient of P is σ 2 I . Then
Example 10.4 Consider a univariate random polynomials of even degree d with independent coefficients. Assume that the variance of the i-th coefficient is either i or d − i, whichever is less. Let E d be the expected number of real zeros. This random polynomial is the two-fold tensor product of the random polynomial of degree d/2 with independent standard normal coefficients. By the asymptotic result in Section 2.1, we see that as d → ∞, Each number in this triangle is the sum of the three closest numbers in the previous row. Let E d be the expected number of real zeros. Than
Note that
or approximately 1.297023574.
Corollary 10.2 Consider the (symmetric) tensor product of m independent orthogonally central invariant normal random polynomials P i , each in m + 1 homogeneous variables. Assume that the density and expected number of real zeros for a system of m such P i is given by ρ and E i respectively. Then the density and expected number of zeros for a system of m independent elements of the tensor product is equal to Notice that the symmetric tensor product of orthogonally central invariant random polynomials is orthogonally invariant. This is not true if the variables are distinct. For example, the Rojas polynomials discussed in Section 2.4, and in the previous subsection, are not orthogonally invariant. However, Rojas polynomials are indeed invariant with respect to a similarly defined action of a product of orthogonal groups.
Example 10.6 Consider a simple nontrivial case of Corollary 10.2, the product of a linear and a (central) quadratic. Following Example 7.1, we may write this tensor product as
where the a i are independent standard normal random variables. This may be rewritten as Theorem 10.6 Let ρ i and E i be densities of zeros for central univariate normal random polynomials, and let ρ be the density of zeros of their tensor product. Then
If the ρ i are proportional, we may integrate to give
Proof This is just the univariate version of Theorem 10.4, along with the observation that all 1 × 1 matrices are proportional. 2
Example 10.7 Let P d be the random polynomial a + bx d , where a and b are independent standard normal random variables. It may be seen in a number of ways that the density of real zeros is
Note that the expected number of real zeros is one for all d. Since
we see that the univariate random polynomial discussed in Section 2.1 is, when the degree n = 2 k − 1, a tensor product of k − 1 random polynomials with different zero densities. Applying Theorem 10.6, we recover the density of zeros originally derived by Kac [12] :
Compositions
Given random univariate polynomials f (t) and g(t), we could try to determine the expected number of real zeros of f • g(t). Unfortunately, we cannot express this in terms of the expected number of real zeros of f (t) and g(t). Consider, for example, g(t) = a(t 2 + c 2 ), where a is a standard normal random variable, and c is a constant. Instead, we will consider polynomial compositions that are homogeneous in nature. In Example 11.1 we replace f (t) with a multivariate homogeneous function, and in Theorem 11.2 we replace g(t) with a rational function.
Theorem 11.1 Let P ij : R m → R, i = 0, . . . , k, j = 1, . . . , m, be (k + 1) × m i.i.d. central normal random polynomials, and let Q : R k+1 → R m be any homogeneous random system, k ≥ m. Let E(P ) be the expected number of real roots of any one of the k + 1 systems P i1 = . . . = P im = 0. Let E(Q • P ) be the expected number of real roots of the system Q(P 01 , . . . , P k1 ) = 0. Let V ol(Q) be the expected volume of {t : Q(t) = 0} ∩ {t : ||t|| = 1}. Then
Proof Fix j and consider the random variety ℘ : R m → R k+1 , defined to be the image of any one of the random vectors (P ij ), i = 0, . . . , k. Note that this random variety is invariant under the left action of the orthogonal group on R k+1 . By Lemma 3.1, the expected volume of the projection of this variety onto the unit sphere in R k+1 is π − m+1 2 Γ m + 1 2 E(P ) .
We then apply formula (11) from Section 4.5 of [7] , with M ≡ {t : Q(t) = 0} ∩ {t : ||t|| = 1}, and where N is the projection of ℘ onto the unit sphere in R k+1 . 2
Note that Q need not be normal. In fact Q can be a measure concentrated on a single polynomial. In otherwords, we may assume, as a special case, that Q is a fixed (non-random) polynomial. To prove this let Q : R p 2 → R be the determinant. The volume of {t : Q(t) = 0} ∩ {t : ||t|| = 1} is known [6] to be 2π We then apply Theorem 11.1 with k = p 2 − 1, and observe that α 1 = E(P ) and α p = E(Q • P ). 2
We now apply Theorem 11.1 to calculate the expected number of real zeros of a composition of univariate random rational functions. Theorem 11.2 Let R(t) = P 1 (t)/P 2 (t) be a random rational function, where P 1 (t) and P 2 (t) are i.i.d. central normal random polynomials of the same degree. Let S(t) be any random rational function, independent of R(t). Let E R , E S and E S•R be the expected number of real zeros for R(t), S(t) and S(R(t)), respectively. Then E S•R = E S E R .
Proof Define Q(x, y) ≡ S(x/y). Clearly Q(P 1 (t), P 2 (t)) = Q(−P 1 (t), −P 2 (t)) = S(R(t)). We then apply Theorem 11.1 with m = k = 1, and P ≡ P 1 . Note that V ol(Q) = 2E(S). 2 Note that since Q(t) may be any random rational function. For example, we could take Q(t) to be fixed (concentrated at a point), or we could assume Q(t) is a univariate random polynomial.
Example 11.2 Let P i (t), i = 0, . . . 2k + 1 be independent univariate central normal random polynomials from Section 2.2, and assume that the degree of P 2i and P 2i+1 is d i . Define random rational functions R i (t) = P 2i (t)/P 2i+1 (t), i = 0, . . . , k. Then the expected number of real zeros of R 0 • . . .
• R k is equal to k i=0 d i . In Section 3.1.2 of [7] we used the equation P 2i (t) − tP 2i+1 (t) = 0 to show that the expected number of fixed points of the rational mapping R i (t) : R ∩ ∞ → R ∩ ∞ is exactly √ d i + 1.
