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Abstract
We prove the existence of invariant curves for a T-periodic Hamiltonian system
which models a fluid stirring in a cylindrical tank, when T is small and
the assigned stirring protocol is piecewise constant. Furthermore, using the
numerical analysis of the fundamental frequency of Laskar, we investigate
numerically the break down of invariant curves as T increases and we give a
quantitative estimate of the efficiency of the mixing.
PACS numbers: 05.45.Gg, 47.52.+j, 47.11.+j
1. Introduction
In [1] a simplified model has been studied for the stirring, by an agitator, of an ideal fluid in
a cylindrical tank. A Lagrangian representation is adopted to describe the motion, which is
assumed to be completely two dimensional. The tank thus degenerates to its boundary circle,
which has radius R. The agitator is modelled as a point vortex of strength  and its position
inside the boundary circle as a function of time, denoted by z(t), is a prescribed T-periodic
function called stirring protocol. Introducing the complex coordinate ζ = x + iy, the motion
of the fluid is governed by the following non-autonomous T-periodic Hamiltonian system,
˙ζ = 
2π i
|z(t)|2 − R2
(ζ − z(t))(ζ z(t) − R2) , (1)
whose corresponding Hamilton function is given by
H(t, ζ ) = 
2π
ln
∣∣∣∣ ζ − z(t)
z(t)ζ − R2
∣∣∣∣ . (2)
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Figure 1. Different behaviours of the Poincare´ map, with b = 1/2, R = 1 and T = 0.05 (left),
T = 0.5 (middle) and T = 1.5 (right). Each plot is obtained following 10 000 time units with the
same 18 initial data.
(This figure is in colour only in the electronic version)
System (1) is defined on the set {(t, ζ ) ∈ R×C : ζ = z(t), ζ = R2
z(t)
}
and it is considered
for ζ belonging to the invariant disc DR = {ζ ∈ C : |ζ |  R}.
The following piecewise constant stirring protocol,
z(t) =
{
+b t ∈ [nT , nT + T/2)
−b t ∈ [nT + T/2, (n + 1)T ) n ∈ Z, (3)
with fixed 0 < b < R, has been investigated in [1]. In this case the motion can be integrated
over finite time, whereas the long time behaviour of the model has been studied with numerical
experiments, (most of which) with b = 1/2 for different values of T.
In [1], the objective of the author was to study which features control the onset of chaos
and hence the efficiency of the mixing. With this aim, the regimes of regular and chaotic
behaviour have been identified and a qualitative description (see [1], p 736, second paragraph)
of the mixing efficiency of the model has been provided for several values of the parameters
(b, T ). It turns out that the regions of chaotic behaviour consume a larger and larger portion
of the phase space as T increases, disrupting the regular pattern observed when T is very small
(see figure 1). In particular, we quote [1], “It is clear that as T → 0 the model [· · ·] will look
more and more like the two fixed agitator system; [· · ·] Thus one would expect ‘convergence’
as T → 0.” A short remark is presented to support this numerical evidence (namely, for small
T the positions of an advected particle may be viewed as coordinates in a ‘leapfrog’ scheme
with step T/2 aimed at integrating numerically the two fixed agitators system). In the next
section, we will show that averaging theory provides the appropriate framework to investigate
the above statement from an analytical point of view. Loosely speaking, we will be able to
show that when T → 0 the flow of system (1) with the stirring protocol (3) converges in the
C4 topology to the Hamiltonian flow of the time-averaged system, which corresponds to two
fixed agitators. As a consequence, using Moser’s small twist theorem [10, 11, 16, 17] we will
prove that the regularity of the pattern observed in the numerical experiments for small T (see
figures 2(a), (b) and (c) p 733 of [1] and figure 1 for T = 0.05) is due, at least in a suitable
annular region inside DR , to the presence of invariant curves. In fact, such curves are, as one
readily realizes, an obstruction to the mixing of the fluid.
More precisely, the main result we present is the following:
Theorem 1. Let z(t) be the stirring protocol (3) and let T > 0 be its period. Then, there
exists an annular region A inside DR such that the T-Poincare´ map associated with system (1)
has invariant curves in A for any sufficiently small T.
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This kind of result is quite standard in perturbation theory. We observe that within this
framework other approaches could be used to obtain similar results. For instance, one could
look for invariant curves by considering Lindsted series in the small parameters or by using
the KAM theorem. We adopt Moser’s theorem because its application is simpler, avoiding all
the problems with the convergence of series and small divisors.
As T increases the invariant curves break down. In section 3.2, we study numerically
this phenomenon by means of the numerical analysis of the fundamental frequency (NAFF)
of Laskar [13], a method which we recall in section 3.1. This study allows us to extend
our previous analytical result as to cover larger T ranges by showing numerical evidence that
invariant curves persist close to the boundary of the invariant disc DR up to (some) large values
of T. Furthermore, in section 3.3 we are able to give a quantitative description of the efficiency
of the mixing in a function of parameters (b, T ) by measuring, through NAFF, the portion of
phase space filled by invariant curves.
The NAFF method provides a powerful tool to detect the regularity of a given orbit (see
[3, 14], but also [8] where the method is compared with other refined Fourier technics),
especially for quasi-integrable Hamiltonian systems in a regime of parameters where the
phase space is almost completely foliated by invariant tori [4, 5]. In the opposite situation
other methods could be considered, for instance, those which make use of the notion of
maximal Lyapunov exponent [20], and of conditional entropy [4] or the MEGNO method [5].
Nevertheless, we preferred to use NAFF for two main reasons. First, the NAFF method seems
more appropriate to extend the domain of validity of theorem 1 by continuing invariant quasi-
periodic curves to larger values of T. For example, using the maximal Lyapunov exponent we
cannot access the frequency of an invariant curve and, moreover, the additional information
needed to locate and track invariant curves has to be obtained using other methods. Second, the
numerical results we expose in section 3.3 are aimed to show that the qualitative presentation
of the dynamics of the stirred fluid contained in the original paper by Aref [1] can be translated
into a quantitative one. Therefore, we were not concerned with requirements of optimality,
neither in the CPU time consumed nor in the accuracy of the fine structures observed.
We believe that once our preliminary research has been done, one could try to refine the
numerical results illustrated here by using one of the previously cited methods. For instance,
the MEGNO method seems to be more powerful to explore ‘highly’ chaotic domains.
2. Existence of invariant curves
In order to establish the existence of invariant curves for system (1) with the piecewise constant
protocol (3) and small T, we will show that its T-Poincare´ operator (i.e., its period map) satisfies
the assumptions of Moser’s small twist theorem.
Before outlining the strategy of our proof, for the sake of completeness it is worth recalling
this result.
Fixing I1 > I0 > 0, let us consider the annulus defined by A = {( ¯θ, I ) : ¯θ ∈ S1, I0 
I  I1}. Given a map M : A → R2, we can find a lift of it to the universal coverA = {(θ, I ) :
θ ∈ R, I0  I  I1} of A, which we still denote by M.
Moser’s small twist theorem. Let α be a C4([I0, I1]) function satisfying
α′(I ) < 0 ∀I ∈ [I0, I1]. (4)
Then, there exists  > 0, depending on I1 − I0 and α, such that the map M : A → R2 has
invariant curves provided the following conditions are satisfied:
(a) M has the intersection property, that is, for any Jordan curve γ homotopic to the circle
I = I0 in A,M(γ ) ∩ γ ≡ ∅;
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(b) the lift of M can be expressed in the form
M(θ, I ) = (θ + T α(I) + T φ1(θ, I, T ), I + T φ2(θ, I, T )), (5)
for some T ∈ (0, 1) and φ1, φ2 ∈ C4(A) with ‖φ1‖C4(A) + ‖φ2‖C4(A) < .
This version of the theorem is presented in [17] and may be proved using the
techniques developed in [10, 11]. In what follows, a map of the form (θ + T α(I), I ) with
α′(I ) = 0, I ∈ [I0, I1], will be referred to as small twist map, as its twist becomes small when
the parameter gets small. This is the reason why we could not use the classical Moser’s twist
theorem.
The previous theorem will be applied once some preliminary steps have been done;
first, in section 2.1, by using a classical construction from averaging theory, we will rewrite
system (1) as a 1-periodic perturbation of the Hamiltonian averaged system, with T being the
small parameter. The averaged system corresponds to the two fixed agitators model. Then,
exploiting the geometry of the phase space of the averaged system, we will construct explicitly
the corresponding action–angle variables on a suitable subset of DR . As a consequence, we
will be able to show that on an appropriate annulus inside DR the 1-Poincare´ map of the
averaged system is a small twist map.
Next, the C4 estimates needed to apply the small twist theorem will be provided by a
general result about the differentiability of a flow with respect to parameters (proposition 2
section 2.2).
Finally, in section 2.3, we collect all these intermediate steps and we complete the proof
of our main theorem.
2.1. The averaged system
In what follows, we identify C with R2 and ζ = x + iy with (x, y). We rewrite the Hamilton
equations of system (1) in a compact real form as
˙ζ = J∇ζH(t, ζ ), (6)
where J is the standard 2 × 2 symplectic matrix and ∇ζ =
(
∂
∂x
, ∂
∂y
)
.
The Hamilton function H(t, ζ ) is piecewise autonomous and may be expressed in the
form
H(t, ζ ) = φ(t)H+(ζ ) + (1 − φ(t))H−(ζ ),
where
H±(ζ ) = 2π ln
∣∣∣∣ ζ ∓ bbζ ∓ R2
∣∣∣∣ , (7)
and φ(t) is the T-periodic extension of the restriction to [0, T ] of the characteristic function
of [0, T /2]. Hence, defining D := R2\{±b,±R2/b},H(t, ζ ) is smooth on the set
(R\{kT /2, k ∈ Z}) × D. Moreover, H and its derivatives with respect to ζ , which exist
in D for any t ∈ R, have jump discontinuities at t = kT /2, k ∈ Z.
The next step is to consider T as a small parameter and to determine a suitable comparison
limit system when T → 0. With this aim, as done in [1], we first rescale time in (6) by setting
t = T τ , so normalizing to 1 the period of the stirring protocol and of the vector field. In the
new time τ , setting H1(ζ, τ ) := H(ζ, τT ) and y(τ) := ζ(τT ), system (6) takes the form
y˙(τ ) = T J∇yH1(τ, y). (8)
Next, we apply averaging theory to this system (see, for instance, section 4.4 [9]). Denote
ˆH 1(y) :=
∫ 1
0
H1(τ, y) dτ = 4π ln
∣∣∣∣ y
2 − b2
y2 − R4/b2
∣∣∣∣ (9)
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and let V ⊂ C be an open set such that its closure is contained in D. Then, for small enough
T0 > 0 we can find a symplectic3, close to identity, change of coordinates of the form
y = η + Tw(τ, η), (τ, η, T ) ∈ R × V × (0, T0], (10)
with w 1-periodic in τ and such that
w(0, η) = 0, (11)
which transforms system (8) into
η˙ = T J∇η ˆH 1(η) + T 2h(τ, η, T ). (12)
By construction, the function h(τ, η, T ) in (12) is 1-periodic in τ , has jump discontinuities at
τ = k/2, k ∈ Z, and is smooth on (R\{k/2, k ∈ Z}) × V × [0, T0].
System (8) can be considered as a perturbation of the following (integrable) averaged
system:
η˙ = T J∇η ˆH 1(η). (13)
Henceforth, for simplicity, we will write ˆH instead of ˆH 1. We note that the Hamilton
function ˆH corresponds to a two point vortices system, one vortex being located at (+b, 0) and
the second at (−b, 0). Moreover, exploiting the geometry of the phase space of system (13),
we can construct explicitly the action variable for this system outside the homoclinic loops
surrounding the vortices (see figure 1 (left) for T = 0.05). This is done as follows.
By introducing symplectic polar coordinates ζ = √2r eiψ and setting for notational
convenience E = e4π ˆH/ , we can express the level lines of ˆH outside the homoclinic loops
r(ψ) = b
2R4
R4 + b4
cos 2ψ, ψ ∈
[
−1
4
π,
1
4
π
]
∪
[
3
4
π,
5
4
π
]
, (14)
in the form r = r(ψ,E) with ψ ∈ R and E ∈ (b2/R4, 1/R2]. We observe that E = 1/R2
corresponds to the boundary of DR , whereas b2/R4 corresponds to the homoclinic loops.
Taking into account that r(ψ,E) = r(−ψ,E) = r(π − ψ,E) (namely the averaged
system is invariant with respect to ζ → ¯ζ and ζ → − ¯ζ ), the action variable I is given by
I (E) = 1
2π
∫
ˆH(
√
2r eiψ )= 4π lnE
r dψ = a(E)
2π
∫ π/2
0
√
b(E) cos2(2ψ) + c(E) dψ, (15)
where
a(E) := 1
1 − E2b4 , b(E) := 4b
4(1 − E2R4)2
c(E) := 4(E2b4 − 1)(b4 − E2R8).
In the next proposition, the explicit form of the action–angle variables constructed above
will be used to show that the 1-Poincare´ operator of the averaged system, denoted by ˆMT1 , is
a small twist map on an appropriate annular region inside DR .
Proposition 1. The set
E :=
{
E ∈
(
b2
R4
,
1
R2
]
: I ′(E) = 0 and EI ′′(E) + I ′(E) = 0
}
,
3 Introducing canonical variables y = (p, q) and η = (P,Q) the required transformation can be obtained through
the following generating function S(q, P, τ) = Pq + T ∫ τ0 [ ˆH 1(P, q) − H1(P, q, s)] ds. Thus p = ∂qS can be
inverted if T is small enough and trivially S(q, P, τ + 1) = S(q, P, τ) for all (q, P, τ) which implies (11).
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is a non-empty interval. Fix E0 ∈ (inf E, 1R2 ) and consider the annulus
A :=
{
ζ ∈ DR : 4π lnE0 
ˆH(ζ)  
4π
ln
1
R2
}
. (16)
Then, ˆMT1 is a small twist map in A.
Proof. An easy computation shows that 1/R2 ∈ E . The remaining claims about E follow from
the continuity of the maps E → I ′(E),E → EI ′′(E) + I ′(E). Let us consider action–angle
coordinates (θ, I ) for the averaged Hamiltonian system (13), with I given by (15). In the
annular domain A defined by (16), the map I = I ( ˆH) := I (E( ˆH)) has an inverse ˆH = ˆH(I),
well defined on the interval [I0, R2/2], where I0 := I (E0). Moreover, on such interval we
have ˆH ′′(I ) = 0. Since, ˆH ′′(1/R2) < 0, it follows that
ˆH ′′(I ) < 0, I ∈ [I0, R2/2]. (17)
The 1-Poincare´ map associated with system (13) admits a lift to the set A := R × [I0, R2/2]
given by ˆMT1 (θ, I ) = (θ + T ˆH ′(I ), I ) and therefore, taking also into account (17), it follows
that it is a small twist map. 
In order to apply Moser’s small twist theorem, we need some further estimates. These
estimates will be provided in the next section using a result which follows from the general
theory of ODEs.
2.2. Differentiability with respect to parameters
Let T > 0 be the period of the stirring protocol (3) and let MT1 be the 1-Poincare´ operator
of system (12). In this subsection, we state a general result, namely proposition 2, which
is an immediate consequence of the differentiability of the flow of a system of ODEs with
respect to parameters. This result is a restatement of proposition 6.4 in [17] under the
standard assumptions considered when dealing with non-autonomous vector fields which are
discontinuous in the time variable.
Proposition 2 will provide the estimates needed to show that for sufficiently small T the
maps MT1 and ˆMT1 are C4-close on the annulus A defined by (16). This will be done in the
next subsection, from which the proof of our main result will follow easily.
Let V be an open subset of Rn, let T0 be a fixed positive number, and let m be a non-negative
integer. Consider the following differential equation depending on the parameter T
dx
dt
= F(t, x, T ), (18)
where the map F : [0, 1] ×V × [0, T0] → Rn, (t, x, T ) → F(t, x, T ) satisfies the properties
below:
• the map (x, T ) → F(t, x, T ) belongs to Cm+1(V × [0, T0]) for almost all t ∈ [0, 1];
• for 0  j + k  m + 1, the maps t → ∂k+j
∂xk∂T j
F (t, x, T ) are t measurable for any
(x, T ) ∈ V × [0, T0];
• for each compact set K ⊂ V there exists C > 0 such that∣∣∣∣ ∂
k+j
∂xk∂T j
F (t, x, T )
∣∣∣∣  C,
for all 0  k + j  m + 1 and (t, x, T ) ∈ [0, 1] × K × [0, T0].
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The solution of (18) satisfying x(0) = x0 will be denoted by x(t; x0, T ). By the general
theory of ordinary differential equations, x is of classC0,m+1,m+1 in its three arguments whenever
it is defined. The following result is a consequence of this fact.
Proposition 2. Let A be a compact subset of V such that for every x0 ∈ A and T ∈ [0, T0] the
solution x(t; x0, T ) is well defined in [0, 1]. Then, for each (t, x0, T ) ∈ [0, 1] × A × [0, T0]
the expansion below holds
x(t; x0, T ) = x(t; x0, 0) + ∂x
∂T
(t; x0, 0)T + R(t; x0, T )T ,
where the remainder R satisfies
‖R(t; ·, T )‖Cm(A) → 0, T → 0,
uniformly in t ∈ [0, 1].
2.3. Proof of theorem 1
We are now able to prove our main theorem. We will show that for sufficiently small T the
T-Poincare´ map associated with system (1) with the stirring protocol (3) has invariant curves
in the set A defined by (16).
For a fixed R′ satisfying R < R′ < R2/b, we define
V :=
{
ζ =
√
2r eiψ ∈ C : b
2R4
R4 + b4
cos 2ψ < r < (R′)2/2
}
. (19)
This set, which contains A, corresponds to the open disc of radius R′ minus the compact region
bounded by the homoclinic loops. Hence, it has positive distance from the singularities of ˆH .
Now we choose a sufficiently small T0 > 0 for which the transformation (10) is well defined
on [0, 1] × V × [0, T0] and for which, moreover, all the solutions of system (8) with initial
conditions in A are well defined in [0, 1]. Let T < T0 be the period of z(t). By proposition 2,
and by introducing the action–angle variables considered in proposition 1, we can find a lift
of MT1 to A := R × [I0, R2/2] of the form
MT1 (θ, I ) = (θ + ˆH ′(I )T , I ) + R(θ, I, T )T ,
where ‖R(·, T )‖C4(A) → 0 for T → 0. Hence, MT1 satisfies hypothesis (b) of Moser’s small
twist theorem for T small enough. Moreover, MT1 has the intersection property in A, being an
area-preserving map in A for which the outer boundary of A is invariant.
Then, by Moser’s small twist theorem, MT1 has many invariant curves in A for T small
enough, and so does the T-Poincare´ operator of system (1), which obviously coincides with
MT1 .
3. Numerical results
In this section, we will study system (1) with the stirring protocol (3) from a numerical point
of view. More precisely, we will be interested in two types of numerical experiments. In the
first one, we will explore the continuation properties with respect to T of the invariant curves
of the T-Poincare´ map of system (1) obtained for small T with theorem 1. In section 3.2,
we will give numerical evidence of their persistence close to the boundary up to (some) large
values of T.
In the second experiment, we will be able to give a quantitative description of the mixing
efficiency of the piecewise constant stirring protocol varying the parameters (b, T ).
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Both these numerical experiments will be carried out by using the numerical analysis of
the fundamental frequency (NAFF) of Laskar [13].
This is a numerical method which allows one to obtain a global view of the behaviour
of a dynamical system by studying the properties of the frequency map, numerically defined
from the action-like variables to the frequency space using adapted Fourier techniques. This
method has been used to investigate a wide class of dynamical systems, such as the solar
system [14], the galactic dynamics [18], particle accelerators [15] and the standard map [3].
For the sake of completeness, we briefly present the outlines of the method, referring to
[13] for further details, and we postpone our results to the next section.
3.1. Frequency map analysis
Let us consider an n-degrees of freedom quasi-integrable Hamiltonian system, expressed in
action–angle variables by
H(I, θ; ) = H0(I ) + H1(I, θ), (20)
where H is a real analytic function of (I, θ) ∈ B × Tn, B is an open domain in Rn,Tn
is the n-dimensional torus, and  is a small real parameter. For  = 0 the system is
integrable: the motion takes place on invariant tori Ij = Ij (0) described at constant velocity
νj (I ) = ∂H0∂Ij
∣∣
I (0), for j = 1, . . . , n. Assuming a non-degeneration condition on H0, the
frequency map F : B → Rn
F : I → F(I) = ν,
is a diffeomorphism onto its image . In this case, KAM theory [12, 2, 16] ensures that for
sufficiently small values of ||, there exists a Cantor set  ⊂  of frequency vectors satisfying
a Diophantine condition, for which the quasi-integrable system with Hamilton function (20)
still possesses smooth invariant tori. These tori are -close to those of the unperturbed system,
and support the linear flow t → θj (t) = νj t + θj (0)(mod 2π) for j = 1, . . . , n. Moreover,
according to Po¨schel [19] there exists a diffeomorphism  : Tn ×  → Tn × B,
 : (φ, ν) → (θ, I ),
which is analytic with respect to φ in Tn and C∞ w.r.t. ν in  , and which transforms the
Hamiltonian system generated by (20) into

dνj
dt
(t) = 0
dφj
dt
(t) = νj .
For frequency vectors ν ∈ , the invariant torus can be represented in the complex variables
(zj = Ij eiθj )j=1,n by a quasi-periodic function
zj (t) = zj (0) eiνj t +
∑
m
aj,m(ν) e
i〈m,ν〉t . (21)
Taking a section θ = θ0 of the phase space, for some θ0 ∈ Tn, we obtain the frequency map
Fθ0 : B → ,
Fθ0 : I → π2(−1(θ0, I )), (22)
where π2(φ, ν) = ν is the projection onto . For sufficiently small || the non-degeneration
condition ensures that Fθ0 is a smooth diffeomorphism.
If we have a numerical (complex) signal over a finite time span [−K,K] and we want to
recover a quasi-periodic structure, we can construct an N-terms quasi-periodic approximation
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Figure 2. The frequency map numerically reconstructed by NAFF. Parameters are b = 1/2, R = 1
and T ∈ {0.05, 0.125, 0.2}. Initial data are 1000 points ζj (0) = irj , equally spaced on [0, i], and
orbits are computed for Niter = 50 000.
ˆf (t) = ∑Nk=1 a(K)k eitν(K)k . Frequencies ν(K)k and amplitudes a(K)k are determined with an
iterative scheme (possibly) involving some weight function (Hanning filter).
Assuming some ‘good’ arithmetic properties of the frequencies and using the pth Hanning
filter, one can prove [13] that NAFF converges towards the first4 ‘true’ frequency of the given
signal, ν1, with the following asymptotic expression for K → +∞,
∣∣ν1 − ν(K)1 ∣∣ = O
(
1
K2p+2
)
, (23)
which will usually be several orders of magnitude better than theO(1/K) order obtained with
FFT.
Using the NAFF algorithm, it is possible to construct numerically a frequency map (see
figure 2) in the following way:
(a) fix all angles to some value θ0;
(b) for all initial values I0 of the action variables, integrate numerically the trajectories with
initial condition (I0, θ0) over the time span K;
(c) look for a quasi-periodic approximation of the trajectory, with the previous algorithm
identifying the fundamental frequency ν(K)1 of this quasi-periodic approximation.
Because of (23), we can use the NAFF algorithm to test the goodness of the reconstructed
quasi-periodic approximation of the given signal5, eventually showing numerical evidence that
motion does not take place on invariant tori because of some ‘diffusion in frequency space’.
More precisely, this can be accomplished by replacing step (c) of the previous algorithm with
the following:
(c′) divide the time span [−K,K] into smaller parts (possibly overlapping): [tl, tl + K1], for
some (tl)l . Then NAFF reconstructs for each l a frequency ν(K1)(l). If the frequencies
(ν(K1)(l))l coincide, up to some prescribed numerical precision, when l varies, then we
4 We assume that frequencies are enumerated according to decreasing amplitudes:
∣∣∣a(K)k
∣∣∣ 
∣∣∣a(K)k+1
∣∣∣; that is, some
smoothness of the signal is assumed.
5 A similar strategy has been proposed and used in [8], section 6.2, p 42.
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can conclude that we obtained a good quasi-periodic approximation. Otherwise, we can
measure the diffusion in the frequency space.
3.2. Application I: existence of invariant curves
Let us consider the problem of the existence of invariant curves homotopic to the boundary of
DR for the T-Poincare´ map of system (1) with stirring protocol (3). One readily realizes that
every such curve will intersect the vertical segment  := {ζ ∈ C : x = 0, y ∈ [0, R]}.
In order to reconstruct a frequency map, we fix a piecewise constant stirring protocol
by choosing the parameters (b, T ). Then, for N initial data on the segment  we construct
numerically the T-Poincare´ map and we iterate it Niter times.
Remark 1 (numerical computation of the Poincare´ map). As already remarked in [1], one
can construct the Poincare´ map for the piecewise constant protocol avoiding the integration
of the Hamiltonian system (1), which consumes much CPU time and introduces additional
errors. The idea is that in each half-period the Hamiltonian system is autonomous, hence
integrable and, moreover, the integration can be explicitly done: for t ∈ [0, T /2), the motion
takes place on an arc of circle with radius ρ = λ1−λ2
(
R2
b
− b), centred at ζc = b2−λ2R2b(1−λ2) , with
λ = b∣∣ ζ(0)−b
bζ(0)−R2
∣∣
. Thus, setting ζ(0) = ζc + ρ eiφ(0), after half-period the point will be at
ζ(T /2) = ζc + ρ eiφ(T /2) where
φ(T /2) − 2λ
1 + λ2
sinφ(T /2) = 
2πρ2
1 − λ2
1 + λ2
T
2
. (24)
The motion in the second half-period is similar.
Equation (24) can be solved using a sixth-order Newton’s-type method. However, when
b is close to R and/or T is large, Newton’s algorithm does not converge to the good solution
unless we provide a very accurate approximation ofφ(T /2) as an initial value for the algorithm.
In order to overcome this difficulty we used the following trick. Equation (24) is nothing but
Kepler’s equation and in [21] an explicit solution is given in terms of Bessel’s functions (which
turns out to be computationally less efficient than our Newton’s-type method). Nevertheless,
for large values of the parameters we obtain a good approximation to start with Newton’s
algorithm by summing few terms of the previous explicit solution.
Once we have an orbit,
(
MkT (ζ(0))
)
0kNiter , we use the NAFF algorithm to reconstruct
a quasi-periodic approximation of it. The frequency map is not smooth at all because of the
presence of resonances: there is no invariant curve with a rational rotation number, namely the
periodic point of MT . Thus, for a fixed resolution, the existence of invariant curves is assumed
if the frequency map looks ‘regular’ (see figure 2 for T = 0.05), whereas with ‘irregular’
graphs we associate non-existence of invariant curves (see figure 3 for T ∈ {0.5, 1.0, 1.5}).
This first analysis can be made more rigorous, when necessary, by measuring the oscillation of
the frequency curve and/or the strength of its first derivative, and we decide to call a frequency
curve irregular if this measure is above some threshold value (this kind of analysis has been
used in [3]).
In figure 2 we present some numerical results for the piecewise constant protocol (3) with
b = 1/2 and several values of T. For very small T, say 0.05, the curve looks regular, hence
a large part of the disc is occupied by invariant curves. We can observe that the map is not
twist in the whole disc: there is a point where the derivative of the frequency map is zero.
For slightly larger T, say T ∈ [0.125, 0.2], the curve is still regular, but an irregular pattern
is showed close to the origin. Roughly speaking, no invariant curves are present for T = 0.2
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Figure 3. The frequency map numerically reconstructed by NAFF. Parameters are b = 1/2, R = 1
and T ∈ {0.2, 0.5, 1.0, 1.5}. Initial data are 1000 points ζj (0) = irj , equally spaced on [0, i], and
orbits are computed for Niter = 50 000.
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Figure 4. The frequency map numerically reconstructed by NAFF. Parameters are b = 1/2, R = 1
and T = 3.0. Initial data are 1000 points ζj (0) = irj , equally spaced on [0.98i, i], and orbits are
computed for Niter = 500 000.
in the disc |ζ |  0.22 and in the disc |ζ |  0.16 for T = 0.125. Also, elliptic points due to
resonances are shown (horizontal plateaux).
In figure 3, as T increases, the irregular patterns consume larger and larger portions of the
invariant disc, but still a regular frequency curve is present close to the boundary of DR .
This behaviour is emphasized in figure 4, where we show a numerical result for b = 1/2
and T = 3.0, a period which is 60 times larger than the smallest value in figure 2. Note the
change of horizontal scales between figures 2 and 3 (the scale on the vertical axis has also
been changed to show the large oscillations of the frequency curve).
Other results for larger values of T exhibit a similar behaviour. This supports the conjecture
that invariant curves persist, close to the boundary, for arbitrarily large values of T.
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Figure 5. Distance between the frequency ν(K1)1 (l), determined by NAFF, and the mean value of
the ν(K1)1 (l), as a function of the part of orbit [tl , tl + K1]. Left: very regular orbits; right: less
regular ones (compare vertical scales). Both plots are made with Niter = 100 000,K1 = 50 000
and tl = 50(l − 1).
3.3. Application II: mixing efficiency
We have already observed that invariant curves are an obstruction to global mixing. We remark
now that close to robust invariant curves (i.e., associated with ‘good’ frequencies) there is a
neighbourhood filled by invariant curves [6, 7], which also prevents local mixing. Using
the precision of the result we could obtain using NAFF and observation (c′), we can test the
efficiency of the stirring protocol by evaluating the goodness of the reconstructed signal.
More precisely, we fix a couple of parameters (b, T ), then we divide the invariant disc
DR into a fine grid of Ntot points. For each point we determine numerically (see remark 3.2)
the orbit for a time interval [0,K]. Then, fixing some K1 < K and some positive (tl)l we
divide the orbit into pieces (ζ(t))t∈[tl ,tl+K1], such that intervals [tl, tl + K1] overlap. On each
piece, the use of NAFF gives us a fundamental frequency ν(K1)(l), where we emphasized the
dependence of the frequency on the lth piece of the orbit.
Hence, for a given orbit with initial datum ζ0 = (x0, y0), we define
ε(x0, y0) = − log
∣∣∣∣2 maxl ν
(K1)(l) − minl ν(K1)(l)
maxl ν(K1)(l) + minl ν(K1)(l)
∣∣∣∣ . (25)
This is a good indicator of the robustness of the orbit. In fact, if ε(x0, y0) is ‘large’ then
maxl ν
(K1)(l) and minl ν(K1)(l) are ‘close together’. Thus, the reconstructed frequencies on
different pieces of the orbit do not vary too much, and we can assume that we are on a quasi-
periodic orbit. On the other hand, if ε(x0, y0) is ‘small’ then maxl ν(K1)(l) and minl ν(K1)(l)
are ‘far from each other’. In this case, since the reconstructed frequency is not constant, we
conclude that we are not on a quasi-periodic orbit. Intermediate values of ε(x0, y0) give rise to
intermediate degrees of robustness. Existence of invariant curves is an obstruction to mixing
and thus affect global mixing efficiency; close to a robust curve also local mixing is poor
because of the ‘large number’ of barriers.
We now fix a threshold value εthr > 0 and we measure the portion of initial data in DR
with which one can associate a εthr-robust orbit
mεthr =
#{(x0, y0) : ε(x0, y0) > εthr}
#{(x0, y0)} . (26)
A preliminary analysis, see figure 5, of the robustness of some typical orbits, allows us to
choose an appropriate threshold value.
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Figure 6. A part of parameter plane and the corresponding mεthr function; left: m12; right: m15.
‘Squares’ correspond to the integrable case (I), ‘stars’ to the transitional (T) and ‘circles’ to the
chaotic (C).
In this way, we are able to turn the qualitative analysis of figure 7, p 738, of [1] into a
quantitative one.
We present two results, the first with εthr = 12, corresponding to
∣∣maxl ν(T1)(l)
minl ν(T1)(l)
−1∣∣  310−6,
and the second with εthr = 15 and
∣∣maxl ν(T1)(l)
minl ν(T1)(l)
− 1∣∣  1.510−7. Each result has been obtained
dividing the invariant disc in approximately 30 000 points, equally spaced in both x and y by
0.01. Then, several values of b and T have been considered.
Finally, by using the previous ideas, we make precise the classification scheme given for
a regime at p 736 of [1] as follows:
[I] integrable, if 0.6 < mεthr  1 (very poor mixing property);
[T] transitional, if 0.3 < mεthr  0.6;
[C] chaotic, if 0 < mεthr  0.3 (efficient mixing).
We summarize our results in figure 6.
4. Conclusions
In this paper, we proved (in theorem 1) that the simple stirring model given by (1) with the
stirring protocol (3) has invariant curves for all T small enough and every b ∈ [0, R); the use
of NAFF gives us numerical evidence that such invariant curves persist even for some large
values of T closer and closer to the boundary of the disc as T increases. Hence, for small T
the mixing efficiency in not good at all, whereas for larger values of T, say T > 1, it becomes
reasonably good once b  R/2. Thus, even if very simple, the model can give rise to efficient
mixing.
We point out that the proof of theorem 1 relies on general results, namely on the theory
of averaging, on the smooth dependence of flows on parameters, and on Moser’s small twist
theorem. Thus, this setting can be used to prove results similar to theorem 1 for more general
T-periodic stirring protocols z(t). However, it must be emphasized that the starting point
should be to obtain a ‘simple’ averaged system.
From the numerical point of view, systems with a more general protocol can be surely
studied by means of the NAFF method, once we obtain good symplectic integrators for these
systems. Still considering our piecewise constant model, we think that using NAFF one
could give precise estimates of the size of the annular domain close to the boundary of DR
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containing invariant curves and of the rate at which it shrinks to zero when T increases to
infinity, providing thus a quantitative interpretation of figure 8, p 738, of [1]. This kind of
analysis could be certainly supported with other numerical methods adapted to ‘detect the
degree of chaos’ in hyperbolic regimes, for instance the MEGNO [5]. However, this deserves
further investigations, which will be performed in a future paper.
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