2 to a finite problem''. (See also the monograph [12] .) A somewhat similar technique was used in the various proofs of the theorem of Chang and Milner ,5]). For more recent examples of this approach, see [2, 6] , an unpublished work of Schipperus. In the foregoing cases, the order type of the set of vertices of the complete edge-colored graph under consideration was an ordinal α ≤ ω ω . In contrast, we remark that in recent unpublished work by Darby and in the doctoral thesis of Schipperus [11] , each proves positive results about the situation in which α > ω, but does not achieve the same sort of complete reduction of the problem to one about edge-colorings of a simple kind. Partly to prove theorems like these and partly because we find the setup interesting, we make the following definitions. * Corresponding author.
a b s t r a c t
For α an ordinal, a graph with vertex set α may be represented by its characteristic function, f : [α] 2 → 2, where f ({γ , δ}) = 1 if and only if the pair {γ , δ} is joined in the graph. We call these functions α-colorings.
We introduce a quasi order on the α-colorings (graphs) by setting f ≤ g if and only if there is an order-preserving mapping t : α → α such that f ({γ , δ}) = g({t(γ ), t(δ)}) for all {γ , δ} ∈ [α] 2 . An α-coloring f is an atom if g ≤ f implies f ≤ g. We show that for α = ω ω below every coloring there is an atom and there are continuum many atoms. For α < ω ω below every coloring there is an atom and there are finitely many atoms.
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A widely studied class of problems in Ramsey theory involves considering complete infinite graphs whose vertices are linearly ordered and whose edges are colored. (We require isomorphisms between such graphs to preserve the colors of the edges and the ordering of the vertices.) For example, let G(A) denote the class of all complete graphs whose vertices form a well-ordered set of order type α and in which each edge is colored red or blue. Let R(α), B(α) be members of G(α) whose edges are all red and all blue respectively. Ramsey's Theorem, as applied to infinite graphs, states in effect that every member of G(ω) has a subgraph isomorphic to R(ω) or B(ω): in the concise notation of the ''partition calculus'', this statement is written as ω → (ω, ω) 2 . A highly non-trivial theorem (see [1, 5, 12] ) states that, if n is a positive integer, then every member of G(ω ω ) has a subgraph isomorphic to either R(ω ω ) or B(n): in ''partition calculus'' notation, ω ω → (ω ω , n) 2 . A fruitful technique for proving such theorems involves showing, for suitable ordinals α, that every graph in G(α) must have, in some sense, a large complete subgraph whose edges are colored in some comparatively simple manner. This may enable us to reduce the general problem under consideration to a simpler one which only involves edge-colorings of a comparatively simple kind. This was realized quite early, see [4, 9, 10, 8] , with remarks like ''one can reduce the discussion of ω n → (k, ω ℓ )
For an ordinal α, a graph with vertex set α is identified with its characteristic function, f : [α] 2 → 2, where f ({γ , δ}) = 1 if and only if the pair {γ , δ} is joined in the graph. For convenience, we call these functions α-colorings. Let G(α) be the set of α-colorings. For G 1 , G 2 ∈ G(α) let G 1 ≤ G 2 if G 1 is isomorphic to a subgraph of G 2 (under an isomorphism which preserves the ordering of the vertices and the colors of the edges). Call two graphs G 1 , G 2 ∈ G(α) equivalent if G 1 ≤ G 2 ≤ G 1 : this equivalence relation partitions G(α) into a set E(α) of equivalence classes and the quasi-ordering ≤ on G(α) induces a partial ordering (which we may also denote by ≤) on E(α).
Call an α-coloring f atomic if g ≤ f implies f ≤ g. An α-coloring g equivalent to an atomic f is also atomic. Hence an equivalence class of equivalent atomic colorings is an atom. Let M(α) be the set of atoms of E(α). We will prove that the partial order E(α) is atomic, that is for every element E ∈ E(α) there exists an atom M ∈ E with M ≤ E . Let M(α) denote the set of atoms (minimal members) of E(α) under this partial ordering.
We shall show that |M(ω ω )| is the cardinal of the continuum but that |M(ω n )| is finite for n < ω and we shall obtain a formula for |M(ω n )| for n < ω. As already noted, Ramsey's Theorem states that every member of G(ω) has a subgraph isomorphic to R(ω) or B(ω): it is easily seen that this is equivalent to saying that M(ω) has exactly two members, namely the two equivalence classes in E(ω) to which R(ω) and B(ω) belong. When dealing with graphs in G(α), one might naturally take the set of vertices of such a graph to be the ordinal α, such that the vertices of the graph are the ordinals less than α. However, when α = ω ω , we find it more convenient to take this set of vertices to be a different well-ordered set W of order type ω ω , which is constructed as follows. For positive n ∈ ω, let W (n) be the set of all increasing sequences of elements of ω of length n + 1 whose least element is n + 1. Under the lexicographic ordering, W (n) has order type ω n . Also, if m < n and a ∈ W (m), b ∈ W (n), then a < b in the lexicographic ordering, so W :=  0<n<ω W (n) has order type ω ω . Our results can be most easily formulated in terms of the structure of W .
Our plan is as follows. In Section 1, we investigate the structure of pairs {a, b} from W and associate a pattern to each pair. We split the pairs into regular and singular ones. In Section 2, we look at colorings of pairs and prove a homogenization result roughly saying that for every coloring there is an infinite subset H ⊆ ω such that for each regular pair, the coloring depends only on the pattern. We say that the coloring on H is ''homogeneous''. In Section 3, we associate a regular pair to every singular one, and show that then the coloring can be made homogeneous in the above sense. We then use the homogenization result to show that for every coloring g there is a pattern-uniform coloring f such that f ≤ g. In Section 4, we show that if t : W → W is an order preserving mapping and we are given a regular pattern then there is a pair {a, b} for which {a, b} and {t(a), t(b)} are having that pattern. This implies that colorings, homogeneous in the above sense, are incomparable. That further implies that our specific colorings are atomic, for, if f is pattern-uniform and g < f , then g can again be refined to a pattern-uniform coloring h ≤ g, and so h < f would hold. Thus the set of equivalence classes of these atomic colorings is the promised collection of continuum many atoms. In Section 5, we discuss the problem for ω n with n finite. Our notation and terminology are mostly standard. We collect some special notation here for the convenience of the reader: N is the set of natural numbers and ω is the set ω = N ∪ {0} as well as its order type. Every element of ω is identified with the set of its predecessors. If X is a set, then [X] 2 denotes the set of subsets of X of cardinality 2. If P is an ordered set, then (P) <ω denotes the set of finite increasing sequences of elements of P.
If f is a function and A a set, then f [A] = {f (x)|x ∈ A}. We write a ≪ b for a pair of finite sequences from an ordered set to indicate that the maximum of a is smaller than the minimum of b or that one of them is empty. We write a ⌢ b
for the concatenation of two such sequences for which a ≪ b. That is, the string a ⌢ b stands for the concatinated sequence and implies a ≪ b. We write a < lex b to indicate that a < b in the lexicographic order. We write a ⊔ b for the increasing sequence whose elements are all those in either a or b. We write a ⊓ b for the increasing sequence whose elements are all those in both a and b. If A is a subset of a well-ordered set (W , <), then write otpA for the unique ordinal which is order isomorphic to (A, <).
Patterns and basic definitions
The goal of this section is to associate with each pair from W a pattern, and to prove a homogenization or Ramsey-type theorem about patterns. Since we have represented ω ω as a set of increasing sequences under the lexicographic ordering, it turns out to be convenient to expand the focus of our attention to general increasing sequences. We start our discussion of the structure of pairs with two special classes and the regional decompositions each element of a pair makes of the other. Definition 1.1. Let (P, <) be a well-ordered set. A pair of distinct increasing non-empty finite sequences {a, b} from P is local if |a| = |b| and cross otherwise. A local pair {a, b} is upfront if a ⊓ b is a non-empty initial segment of both a and b. A pair of increasing sequences from P is regular if it is either local and upfront or cross and disjoint; otherwise it is singular.
Notice that in the case of W , |a| = |b| holds if and only if a and b have a non-empty common initial segment. Definition 1.2. Let (P, <) be a well-ordered set. If {a, b} is a regular pair from P with a < lex b, then the regional partitions (over P) are those partitions
and either a 0 = b 0 for an upfront local pair or a 0 ≪ b 0 for a disjoint cross pair. The shape (over P) of the pair is (c, d) where
Then we define bob(a, b) or bob P (a, b) to be c ⊔ d where (c, d) is the shape of the pair. If the pair is disjoint and cross, then call |c| + |d| the pattern of the pair (over P), and denote it by pat(a, b).
Note that bob(a, b) has at least two elements, since for an upfront local pair, |a ⊓ b| and |a| = |b| will both be in it, and for a disjoint cross pair, |a| ̸ = |b| will both be in it.
We continue our discussion of the structure of pairs with a minor modification of a definition from [12] . [12] ). Suppose that {a, b} ⊆ (ω) <ω is a cross pair with a < lex b. It is called upfront if it satisfies the following conditions:
2. |a| = min a < |b| = min b; and 3. if the regional partitions of the pair are a = a 0
and the shape of the pair
Note that given the above definitions, an upfront cross pair {a, b} has pattern |c| + |d| where |c| + |d| = 2k is even if max a < max b and |c| + |d| = 2k + 1 is odd if max a > max b. Thus for every integer ℓ ≥ 2, one can construct an upfront cross pair from W of pattern ℓ. 
Definition 1.5. Suppose that (u, v) is a k-pair pattern for some integer k with 2 ≤ k < ω and that (P, <) is a well-ordered set. Then {a, b} ⊆ (P) <ω with a < lex b fits (u, v) if there is a ≪-increasing sequence e 0 , e 1 , . . . , e 2k−2 with e 0 = a ⊓ b, and 
Proof. Since ran u ⊓ ranv = {0} and |e u(i) | = |e v(i) | for all i < k, it follows that {a, b} is local and upfront and hence regular, and so bob(a, b) is defined. We know that |e u(0)
. Assume the former (the other case is similar). Then e u(i) ≪ e u(i)+1 ≪ e u(i+1) , and these sets are parts of a, b, a, respectively, so in the regional partition of {a, b}, a block of a ends at e u(i) . This gives |e u(0) ⌢ · · · ⌢ e u(i) | ∈ c and a similar argument works (as we mentioned) for the other case.
The containment in the other direction follows from reversing the argument.
If {a, b} is an upfront local pair with a < lex b, one might seek to decompose each of a, b into segments in such a way that the sequence of lengths of the segments is the same in each decomposition. The coarsest such decompositions which refine the regional partitions of {a, b} are, in a certain sense, identified by a unique pair pattern which {a, b} fits. The next lemma makes this idea precise. 
where a 0 = b 0 = a ⊓ b has length t 0 and |a i | = |b i | = t i − t i−1 for all i with 0 < i < k. Since the lengths of a i and b j are determined by bob(a, b), the decompositions defined are refinements of the regional decompositions of a, b. Thus the segments are well-ordered by ≪. Since the pair is upfront and local, a ⊓ b is an initial segment of both a and b of length |a ⊓ b| = min bob(a, b). The remaining segments are distinct, so there are a total of 1 + 2(k − 1) = 2k − 1 segments. Let C be the set of these 2k − 1 segments.
.
and {a, b} fits it.
In the previous paragraph, we showed how to use bob(a, b) to construct a pair pattern for {a, b}. Now consider uniqueness. From bob(a, b) we can reconstruct the sequence |e 0 |, |e 1 |, . . . , |e 2k−2 |. Using a, b we can decompose a ⊔ b into the segments e 0 , e 1 , . . .. Now u is the only function for which the parts of a in the regional partition are {e u(i−1)+1 ⌢ · · · ⌢ e u(i) |i < k} and similarly for b and v.
Definition 1.8. In the circumstances of Lemma 1.7, we shall call (u, v) the pair pattern (over P) of the pair {a, b}.
The next lemma states that one can recover an upfront local pair from its union, its bob, and its pair pattern. We conclude this section by extending the definition of pattern to non-upfront local pairs and non-disjoint cross pairs of W as follows. For any well-ordered set (P, <), define the plexographic ordering on (P) <ω by s < plex t if and only if max s < max t or (max s = max t and s < lex t). Definition 1.10. For any well-ordered set (P, <) and any increasing sequence a from P, its (plex) derived sequence is s = ⟨a 1, a 2, . . . , a |a|⟩.
The following lemmas will be useful in later sections and follow easily from the definitions. Definition 1.13. Suppose that {a, b} ⊆ W is a singular pair with a < lex b, and that (P, <) = ((ω) <ω , < plex ). Further suppose that s and t are the derived sequences of a and b respectively. Define the shape (over ω of {a, b} to be the shape of {s, t} (over P), and set bob(a, b) = bob ω (a, b) := bob P (s, t). If the pair {a, b} is local, then define the pair pattern of {a, b} (over ω) to be the pair pattern of {s, t} (over P); otherwise, define the pattern of {a, b} (over ω) to be the pattern of {s, t} (over P), and denote it by pat(a, b)(:= pat P (s, t) ).
Homogenization
The first homogenization result comes from the proof that ω ω → (ω ω , m) 2 for all m < ω. It addresses upfront cross pairs. To simplify the statement of the lemma, let Φ(H) for H ⊆ ω infinite denote the set of all pairs {a, b} ∈ [W]
Lemma 2.1 (See p. 169 in [12]). If S ⊆ ω is infinite and g : [W]
2 → 2 is a coloring, then there exist an infinite set H = H g ⊆ S and a function δ : ω → 2 such that g({a, b}) = δ(|bob(a, b)|) for every upfront cross pair {a, b} ∈ Φ(H) with a < lex b.
We plan to use the Nash-Williams Partition Theorem to homogenize for upfront local pairs. First some terminology.
Definition 2.2. Call a set
We give an example of a thin set. Since the pair pattern of {a, b} is (u, v), it follows from Lemma 1.6 that (u, v) is a k-pair pattern where k = bob(a, b). Let (c, d) be the shape of {a, b}. Now max(c) = max(d) = |a| = |b| = min(a) = min(b) (= n, say) is the k-th element of s. We can, therefore, recover bob(a, b) from s, and so we can calculate the lengths |e u(0) |, |e u(1) |, . . . , |e u(k−1) |. Then, using up the part of s beginning with n, we can recover a, b, using (u, v) and these quantities.
Corollary 2.5. For any pair pattern (u, v), the set T u,v is thin.

Theorem 2.6. For any finite partition of a thin set c : D → n there is an infinite set N ⊆ ω so that c is constant on D N.
For a proof see [12] or [3] . The terminology thin comes from [3] . 
(H).
Since a subset of a homogeneous set is homogeneous, and if a pair {a, b} fits a k-pair pattern, then k = |bob(a, b)|, the set H is as desired. 3 . Suppose that j ∈ W + and for i ∈ W + with i < plex j, c(i) has been defined, and if ⟨m⟩ < plex j, then s(m) has also been defined. If j = ⟨n⟩, then let s(n) be the ≪-least sequence of n consecutive members of H subject to the constraints that 
Pattern-uniform colorings
, and the length of t(a) is
It is easy to see that t(a) is an increasing sequence, therefore t(a) ∈ W . A straightforward calculation shows that t is order preserving.
Claim 3.2.A. The function t is pattern preserving on pairs from W .
Suppose that {a, b} is an arbitrary pair from W . Let x, y be the derived sequences of a, b, respectively. By Lemma 1.11 and Definition 1.13, the pattern of {x, y} is the same as the pattern of {a, b}. Since for any i, j ∈ W + , one has i < plex j if and only if c(i) ≪ c(j), and i = j if and only if c(i) = c(j), it follows from the definition of derived sequences and the definition of t that the pattern of {t(a), t(b)} is the same as the pattern of {x, y}. Consequently the pattern of {t(a), t(b)} is the same as the pattern of {a, b}, so t is pattern preserving as desired. 
Moreover, a can be partitioned into at most |a| many non-empty segments. Thus whether {a, b} is local or cross, |bob(a, b)| = ℓ ≤ 2|a|. From the definition of s, c and t, it follows that h 2|a| < min s(|a|) ≤ min s Suppose that {a, b} is a cross pair with a < lex b. By an earlier claim, we know that {t(a), t(b)} is a cross pair of the same pattern as {a, b}. Since min a < min b, it follows that t(a) and t(b) are disjoint. Since a, b ∈ W , we know that min a = |a| and min b = |b|. Suppose that {a, b} is a local pair. According to Claim 3.2.A, we know that {t(a), t(b)} is a local pair of the same pattern as {a, b}. By construction, c(|a|) ⊆ t(a) ⊓ t(b) is a non-empty initial segment of both t(a) and t(b). Thus {t(a), t(b)} is an upfront local pair as desired.
(|b|), min t(a), min t(b). Hence bob(t(a), t(b)), t(a), t(b)
With these claims in hand we are ready to prove the theorem. Let f : [W] 2 → 2 be the pattern-uniform coloring determined by δ. Suppose that {a, b} ⊆ W is any pair, and let σ be its pattern. Then σ is the pattern of {t(a), t(b)}, and furthermore, {t(a), t(b)} is upfront and satisfies bob(t(a), , b}) , since f is the pattern-uniform coloring determined by δ. Consequently, t witnesses that f ≤ g. Therefore, there is a pattern-uniform f ≤ g as required to prove the theorem.
Atoms
In this section we investigate endomorphisms of W to prove that if f ≤ g are both pattern-uniform then f = g.
Consequently, we conclude that the pattern-uniform colorings are atomic in the sense that given such a coloring h and any coloring g ≤ h, we can show that h ≤ g, since we have shown that there is some pattern-uniform coloring f ≤ g, and by transitivity, f ≤ h so f = h ≤ g.
The first lemma says that any order-preserving mapping is in a certain sense ''plodding'' to use the terminology of [7] . 
Proof. To start the induction, let m 0 = 0; A 0 = {⟨1⟩} and let n 0 be the integer n for which t(⟨1⟩) ∈ W (n).
Suppose that k > 0 and for j < k, all of m j , n j and A j have been defined. Since
} has order type at most ω n k−1 and t is order-preserving, the set E k = { a ∈ W | a ̸ ∈ C k and t(a) ̸ ∈ D k } has order type ω ω . Thus there must be some m k such that
Therefore by recursion, the sequences can be defined for all k < ω.
Definition 4.2.
A nonempty set A ⊆ W (n) is free in coordinate i if for every sequence ⟨a 0 , . . . , a n ⟩ ∈ A there are infinitely many a < ω such that for some a
The following is Lemma 7.2.2. in [12] . Lemma 4.5. For any order-preserving map t : W → W and any integer ℓ with 2 ≤ ℓ < ω, there is an upfront cross pair {a, b} ∈ W that fits pattern ℓ such that {t(a), t(b)} is also an upfront cross pair that fits ℓ. Proof. Let t and ℓ be given as above and let k be that positive integer such that 2k ≤ ℓ < 2k + 2.
Apply Lemma 4.1 to t to get increasing sequences ⟨m i | i < ω⟩, ⟨n i | i < ω⟩, and a sequence ⟨A i | i < ω⟩, such that 
Next use the fact that C , e j−1 and f j−1 satisfy the constraints of Lemma 4.4 to find y j such that y j e j−1 = y j−1 e j−1 and both y j (e j−1 ) > max(a j ) and t(y j )(
The case of ω n
In this section we sketch the proof of the analogous result for ω n , as promised. Fix 1 ≤ n < ω. It is now more convenient to let W (n) denote the set of increasing sequences of elements of ωs of length n. It will be a set of ordinal ω n under the lexicographic ordering. Proof. This is a special case of Lemma 4.3. Repeated applications of Ramsey's theorem give an infinite H which is homogeneous for the coloring determined by k, for every 1 ≤ k ≤ n, resolving this statement we get that H is homogeneous for the regular pairs.
We now define t : W (n) → W (n) witnessing f ≤ g for some f . Let W + (n) be the collection of all non-empty initial segments of elements of W (n). Recall that W + (n) has order type ω under the plexographic ordering. Let c map W + (n) to H in an order preserving way. Define t : W (n) → W (n) by t({a 1 , . . . , a n }) = c(a 1 ) ⌢ c({a 1 , a 2 }) ⌢ · · · ⌢ c({a 1 , . . . , a n }).
Set f (a, b) = g(t(a), t(b)). If a, b ∈ W (n) then {t(a), t(b)} is a regular pair with the same pattern and f is patternuniform. Proof. From the previous two lemmas.
In fact the following more general result is true. 
