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1. FORMULATION OF THE PROBLEM 
Let L be a linear functional on the space Hsk: of real polynomials of degree 
< 2k, letf be an element of Hzk , and suppose that 
w(y) =f(y) + 4y), --<Y<oO, 
are observed values off(r), corrupted by a real-valued, zero mean stationary 
random error with autocovariance 
-w) 4j + y) = 6 (E = expectation). 
Considerable research has been devoted to the problem of estimating L(f) 
by means of weighted sums of the form 
24 = i W7W(Y), 
r=-n 
U-1) 
where the coefficients W-, ,..., W, are chosen to minimize 
U”(U) = E(” - L(f))” (1.2) 
subject to the requirement that 
Eu = L(f), (1.3) 
i.e., so that u is a minimum variance estimate of L(f). References [2]-[12] 
are samples of the extensive literature on this subject; however, this is by no 
means a complete bibliography. 
Since 
Eu = i Wrf(r>, 
s-=--n 
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(1.3) holds for everyfin Hzk if and only if it holds forf,.(x) = x7, 0 < Y < 2K, 
which is equivalent to 
f W,Yj = L(f,), O<j<2k. 
T=--12 
The variance (1.2) is given by 
(l-4) 
(1.5) 
hence the coefficients in (1.1) must minimize the quadratic form (1.5) subject 
to the constraints (1.4). If n > k and .Z is nondeterministic (which we assume 
henceforth), this problem has a unique solution which can be obtained by 
the method of Lagrange multipliers, as described in [l l] for the case L = I, 
defined by 
I(f) =f(O)* (1.6) 
The procedure given there, which is well known [3, 41, can be extended to 
the general case with only minor modifications. 
If w-, ,..., w, are chosen to minimize (1.5) subject to (1.4), we will 
denote the operation defined by (1 .l) by MV(V(~, k; @p; L), which stands for 
“minimum variance estimation of L(f ), with respect to the spectral density 
function @, of span 272 + 1 and degree 2k.” Here 
cc 
@(A) = 1 c$T cos Yh 
--m 
is the spectral density function of e. We assume throughout that @ is con- 
tinuous. 
Minimum variance estimation is often applied to problems of smoothing, 
interpolation, extrapolation, and numerical differentiation of noisy data. 
The functionals corresponding to these operations are of the form 
L(f) = f(i)(T). (l-7) 
It can also be applied to numerical integration of noisy data, with, for example, 
L(f) = /;,rc4 dx. 
Applying W-, ,..., W, to 2n + 1 observations at a time yields the output 
sequence 
U(Y) = i W,V(Y + s). U.8) 
s=-n 
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IfL is defined by (1.7) then u(r) has average value 
EU(Y) = f’j’(Y + T), 
and variance (1.5) for all Y. Then (1.8) is called a smoothing formula, or 
digital filter. 
We are interested in the effect of MV(n, k; @;L) on data in which the 
random error has spectral density 
m 
Y(A) = 1 $& cos Yh 
--m 
differing from @, the spectral density for which it is optimal. This is a 
practical problem, since the spectrum may be inexactly known in some 
data gathering situations. It may well happen that MI+, K; @; L) actually 
degrades the data, rather than improves it, if Y differs sufficiently from 0. 
The meaning of this statement is apparent if L = I: MV(n, k; @; I) 
degrades the data if the variance of u, the adjusted estimate off(O), is greater 
than that of u(O), the raw estimate. This is equivalent to 
However, if L( f) = f’(O), then the variances of u and the observations are 
not comparable, since the observations are not raw estimates of L(f). To 
formulate our problem for the case where L # I we must say what we mean 
by a raw estimate of L( f). 
If n = k then (1.4) has a unique solution, which we will denote by 
W-k >**-> Wkr * thus, 
i W,Yj = L(fj), O<j<2k. 
r=-k 
These coefficients depend only on k and L, and have nothing to do with @‘; 
UL = i W&J(Y) 
I=-k 
is the only estimate of L(f) which can be obtained from w(- k),..., a(k) 
alone and also satisfies Eu, = L(f) for every f in Hak . For this reason we will 
regard uL as the raw estimate of L( f), and view (1.1) as degrading the data, 
in the presence of a random error with spectral density Y, if 
u”(u) = f *,-,w,w* > i &.,,w,w, = U2(UL). 
7,8=-n r,8=-k 
(1.12) 
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IfL = I then w,. = 0 for r # 0 and w,, = 1, so that (1.12) reduces to (1.9). 
IfL(f) =f’(O) then (1.11) is a standard midpoint numerical differentiation 
formula, and (1.12) is the variance of the simplest estimate of f’(O) available 
from v(- k),..., v(K). 
It is convenient to write the variances in (1.12) in terms of 
C(A) = i WTeirA, 
7=--n 
(1.13) 
and 
w,eirA, 
r=-k 
the respective characteristic functions of the weighted sums (1.1) and (1.11): 
u”(u) = & Iv Y(h) I C(A)]” dA, 
--n 
(1.14) 
(J’(ud = $ f” Y(A) I C,(A)12 dA. 
T7 
(1.15) 
Expanding C(h) and C,(h) in M ac 1 aurin series and invoking (1.4) and (1. IO) 
yields 
C(h) = C,(X) + O(P’l), x + 0. (1.16) 
This leads to the following definition: 
DEFINITION 1. We will say that the weighted sum (1.1) is a strong 
estimate of L(f) in Hsk if its characteristic function (1.13) satisfies (1.16) and 
I wvl < I cm 3 O<lhl<Tr. (1.17) 
For brevity, we will simply say that (1.1) is strong. 
From (1.14) and (1.15) it can be seen that the inequality (1.12) is reversed, 
for every error spectral density Y, if (1.1) is strong. Moreover, u”(u) < u~(u,-) 
remains true if the spectrum of E has discrete components. Note that neither 
these comments nor Definition 1 require that (1.1) be a minimum variance 
estimate; they apply to any weighted sum (1.1) with characteristic function 
satisfying (1.16). 
If 
n-k 
A(h) = c %.eiTA 
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is a trigonometric polynomial which satisfies A(h) = 1 + O(P+l), A + 0, 
and / A(h)1 < 1, 0 < 1 h 1 < T, and if We,& ,..., W, are defined by 
C,(X) A(h) = i WTeirA, 
y==-n 
then (1.1) is strong. In this way we can construct strong weighted sums at 
will. However, we are interested in the following question: 
Under what conditions on a continuous spectral density function CD and a 
linear functional L is MV(n, 12; CD’; L) strong for all n > k + 1 3 1 ? 
To the author’s knowledge, this question has not been previously raised 
except in connection with L = I. The coefficients of MV(n, k; CD; I) are 
symmetric (W-, = W,), so that 
C(h) = C(- A). 
In addition, (1.16) and (1.17) imply that 
(1.18) 
C(0) = 1, (1.19) 
and 
I WI < 1, O</A <7f. (1.20) 
Schoenberg [S] showed that (1.20) is equivalent to stability for a moving 
average whose characteristic function satisfies (1.18) and (1.19). (For a 
discussion of stability see [2, 51 and their references.) Greville [2] verified 
Schoenberg’s conjecture that least-squares smoothing (which is equivalent 
to MV(n, K; CD; I) with @(A) = constant) is stable for all n > K + 1 > 1. His 
proof also holds for minimum R, smoothing, which is equivalent to 
MV(n, K; ~3; I) with 
@(A) = sin2m + . 
In [l I] we obtained the following result: 
THEOREM 1. Suppose MV(n, k; @; I) is stable (strong) for all 
n>li+l>l.Let 
Q(x) = xt l-I=, (1 + Ye4 rI;=, (1 - “+4 ’ 
where t is a nonnegative integer, yi 3 0, 1 < i Q r, and 0 < vi < 1, 1 < j < s. 
Define 
r(X) = Q (sin2 i) @(A). 
Then MV(n, k; r; I) is strong for all n > k + 1 3 1. 
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In Section 4 we extend this and other results of [l I] to minimum variance 
estimation of more general linear functionals. 
In 18-101 we investigated related questions on smoothing of continuous 
functions consisting of a polynomial plus stationary random noise. 
2. PRELIMINARY LEMMAS 
In Section 3 we will represent the characteristic function of MV(n, k; @; L) 
in a form more amenable to estimation than (1.13). To do this we need the 
preliminary results of this section. 
We assume throughout that F is continuous, nonnegative, and not identi- 
cally zero on (0, l), and integrable on [0, 11. For 71 >, k + 1 > 1, let 
Tnk(ao ,..-, ak) be the set of polyrkrmials of the form 
P(x) = 4-4 - i be@, 
s=k+1 
where b,,, ,..., b, are real numbers and 
A(x) = a, + a,x + ... + a& 
is a real polynomial. Define 
I(p) = j-’ p”(x) F(x) dx. 
0 
A routine variational argument (see Lemma 1 of [I I]) yields the following 
lemma. 
LEMMA 1. There is a unique polynomial 
P&x) = 44 - i Lk~> 
s=k+l 
which minimizes I in T,,,(a, ,..., uk). Moreover, pnk is the unique polynomial in 
T,&, >a-.> ak) such that 
s 1 o p,&(X) X’F(X) dx = 0, k+l<j<n. (2.1) 
The next two lemmas are generalizations of similar results in [I 11. 
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LEMMA 2. If A(x) + 0 then the polynomial pn,( defined in Lemma 1 has 
at least n - k changes of sign in (0, 1). If, in addition, a, ,..., ak are nonnegative, 
thenp,, has exactly n - k simple zeros in (0, 1) ( an d no other positive roots), and 
(- 1 )B-Ic-l bsnk > 0, k+l<s<n. (2.2) 
Proof. From (2.1), pn, changes sign at least once in (0, 1). If x1 ,..., x, are 
the points in (0, 1) at which pn,C changes sign then 
1 Pnkw xkfl (x - x1) **. (x - x,) dx # 0, 
and (2.1) implies that r 3 n - k. Descartes’s rule of signs completes the 
proof. 
LEMMA 3. If a,, ,..., ak are nonnegative and not all zero then 
(- l)n+” 1: P&X) xa+lF(x) dx > 0. 
Proof. From Lemma 1, 
1; p:k(x) F(x) dx = j: Pnk(X) A(x) F(x) dx, 
(2.3) 
(2.4) 
s 
1 
0 
Pe+,,,(X) Pndx) F(X) dx = 1; PndX) (A(X) - bn+l.n+l.kXn+l) F(x) dx 
= 
I 
1 P%&> W dx (2.5) 
-b n+l.n+l.k 
s 
1 pnk(x) x”+?x) dx, 
and 
s 1 Pn+l.k(x) PnktX) F(x) dx = 1: hz+l,k(x) A@) F(x) dx. 
Using (2.4) with n replaced by n + 1, (2.6) can be rewritten as 
(2.6) 
s 
1 
Pn+l.k(x) P,k(x) F(x) dx = 1: P:+l.k(X) F(x) dx. (2.7) 
0 
Since pnk is in T,+l,k(ao ,..., +) it follows from the definition of pn+l,k that 
I 
1 
Pi,l.k 
0 
(x) F(x) dx < j-l &k(x) F(x) dx, 
0 
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so that (2.5) and (2.7) yield 
b n+l,n+l.k 
s 
:P,k@) xn+‘F(x) dx > 0. 
Now (2.2) implies (2.3). 
Given (2.3), the proofs of the next two lemmas are essentially identical with 
the proofs of Lemmas 7 and 8 in [I I]. 
LEMMA 4. Let qnk be the polynomial that minimizes 
J(q) = j: q2(4 xF(x) dx 
in T,,(a, ,..., aJ, where a,, ,..., ak , not all zero, have the same sign. Then 
!?nk = c1 - %k)pnk + %kPn,k+l 7 n>h+l, 
where ank is a constant and 0 < CY,~ < 1. (Here we define P~+~,~+~(x) = A(x).) 
LEMMA 5. Let y  be a nonzero constant in (- co, l] and suppose that s& is 
the polynomial that minimizes 
K(s) = j: s2(x) (1 - YX) F(x) dx 
in T,,(a, ,..., ak), where a,, ,..., ak , not all zero, have the same sign. Then 
S nk = (I - r6nk)Pnk + t%kSn-1.k 3 n>h+l, 
where pnk is a constant such that 
(a) 0 < bnk < 1 ;f y  < 0; 
(b) /?nk<oifo<y<l. 
(Here we define skk(x) = A(x).) 
LEMMA 6. For each m > j + 1 > 1 and r > 0, let Prmj be the polynomial 
that minimizes 
Jr(P) = s: P2(x) x’F(x) dx 
in T,&, O,..., 0). Let p,& be as dejned in Lemma 1. Then 
h&k = i a#p2s.n-s.k-s . 
.S=O 
(2.8) 
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Proof. The polynomial on the right side of (2.8), which we denote 
temporarily by p, is in T,,(a, ,..., uk). To complete the proof we need only 
show that 
J 
-1 
o p(x) XV(X) dx = 0, k+l<jj?r, (2.9) 
since Lemma 1 implies that pn, is the only polynomial in Tnk(uO ,..., uk) that 
satisfies (2.9). From Lemma 1 with F(x) replaced by x2”F(x), 
I lP 2s.n-s,k-s(x) xW"~(x>> dx = 0, k--s+l<j<n-S, 0 
or 
s 
1 
~8P~~.n-s,k-s(x) XT(~) dx = 0, K+l<j<n. 
0 
Multiplying by a, and summing over s = O,..., k yields (2.9). 
3. DERIVATION OF C(h) FOR MV('(n,K;@;L) 
Let p and 6 be the averaging and central difference operators, defined by 
pftj) =f(j + Q> +f(j - B) 
2 
and 
af(j) =f(j + 8) -f(i - 4). 
To any linear functional L on Hzk there corresponds a unique operator 
0, = i (- 1)” 2-2sA,+ + p ‘il (_ 1)” 2--29--1j3++1 (3.1) 
S==O .3=0 
such that 
L(f > = O,f (0). (3.2) 
The characteristic function C,(A) of (1 .l 1) is obtained by replacing p and S 
with cos X/2 and 2i sin A/2; thus 
where 
k k-l 
C,(h) = C A@ + i(1 - x)l12 C B@+1’2, 
8=0 S=O 
x = sin2 h/2. 
(3.3) 
(3.4) 
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Since cos sh and sin sh/sin h can be written as polynomials in ,x, of degree 
1 s j and / s 1 - 1, respectively, (1.13) can be rewritten as 
Now (1.16) and (3.3) imply that as = A, , 0 < s < K, and /$ = B, , 
0 < s < K - 1. To obtain 01~+r ,..., clll and flk ,..., /3+r for MV(n, k; @; L) 
we rewrite (1 S) as 
u”(u) = $ s n W) I W” dh (3.5) --s 
and change variables according to (3.4) to obtain 
u”(u) = + c:, ($oAevs + f a@)2 ~-l/~(l - x)-l/2 G(x) dx 
s=k+l 
n-l (3.6) 
B,P + c p$ 2 x1/2(1 - x)lj2 G(x) dx, 
s-k 
where G is defined by G(x) = @(A). 
The determination of C(h) for MV(n, k; @; L) is now reduced to minimizing 
the two integrals in (3.6) separately with respect to ak+r ,..., OL, and ,kIk ,..., fin-r. 
Using the terminology of Section 2, we state this result as follows. 
THEOREM 2. The characteristic function of MV(n, k; @; L), for L as 
deJined in (3.1) and (3.2), is given by 
C(h) = S(x) + i(l - x)1/z x112T(x) 
x 
S sin2 - + i 
( 1 
sin h 
(3.7) 
zz 
2 
2 T (sin2 +) , 
where S is the polynomial that minimizes 
s 
1 
s2(x) x-l/2( 1 - x)-l/2 G(x) dx 
0 
in Tnk(AO ,..., Ak), and T is the polynomial that minimizes 
s 
’ P(x) xV(l - x)1i2 G(x) dx 
0 
in T,-l,k-l(Bo ,..-, &-d. 
This theorem and Lemma 6 yield the next result. 
(3.8) 
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THEOREM 3. The characteristicfunction dejined in Theorem 2 can be written 
as 
C(A)= f A,x”P. -, -.( )-. 
ii-1 
2r,?a $,k s x C ixli2(l - W2 C B,~X”~2s.n-s-l.k-s-~(X), 
s=O Y=O 
(3.9) 
where, for m > j + 1 > 1 and r > 0, PTlni and Qvrni are the polynomials that 
minimize 
s 
’ P’(x) ~‘-l/~(l - x)-lj2 G(x) dx 
0 
s 1 Q”(x) xr+l12( 1 - x)lla G(x) dx, 
respectiveZy, in T&l, 0 ,..., 0). 
4. STRONG Ml+, K; @; L) FOR TYPE 1 FUNCTIONALS 
The results of this section are restricted to nontrivial linear functionals for 
which the coefficient sequences A, ,..., A, and B, ,..., B,-, in (3.1) exhibit 
no variations in sign. For convenience we will say that such a functional is of 
Type 1. A Type 1 functional for which B, = . * * = B,-, = 0 will be said to be of 
Type 1-E; one for which A, = *** = A, = 0, of Type 1-O. From Theorem 2, 
the characteristic function of MV(n, k; @;L) is even if L is of Type 1-E 
(since Q(x) = 0 in (3.7)), odd if L is of Type 1-O (since P(x) = 0 in (3.7)). 
For example, formal manipulations of the operators p, 6 and d/dx [l, 
Chap. 91 yield the well known result that D’, defined by 
D’(f) = f (‘W, 0 < r < 2k, 
is of Type 1-E or 1-O as r is even or odd, respectively. 
THEOREM 4. Let L be a Type 1-E or Type 1-O linear functional on Hzle and 
suppose that MV(n, k; @; L) is strong for all n > k + 1 > 1. Then 
MV(n, k; r, L) is also strong for all n 3 k + 1 3 1, where 
T(h) = (sina X/2) @(A). 
Proof. We give the proof for Type 1-E functionals. Let C,, and D,% 
be the characteristic functions of MV(n, k; @; L) and MV(n, k; F, L), 
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respectively. Replacing @ by F in (3.5) is equivalent to replacing G(x) 
by xG(x) in (3.8); hence Theorem 2 and Lemma 4 imply that 
(with G+l,,+l = C,), where 0 < 01,~ < 1. Therefore, if 0 < I h I < rr, 
The next theorem follows in a similar fashion from Lemma 5. 
THEOREM 5. Let L be a Type I-E or Type 1-O linear functional on HSk and 
de$ne 
Then, 
Y(A) = (1 - y sin2 h/2) @(A). 
(a) If y < 0 and MV(n, k; c?; L) isstrongforalln>k+l>l,sois 
MV(n, k; +; L). 
(b) IfO<y<landMV(n,k;Y;L)isstrongforaZln>k+ 1 > 1, 
so is MV(n, k; @; L). 
Repeated applications of Theorems 4 and 5 yield the next result. 
THEOREM 6. Let L be a Type I-E or Type 1-O linear functional on H2k 
and suppose MV(n, k; @; L) is strong for all n > k + 1 > 1. Then so is 
MV(n, k; c L) for r as defined in Theorem 1. 
THEOREM 7. Let L, be defined by 
L,(f) =fU) -f(-- 11, 
and let I be dejned by (1.6). Then, 
(a) If MV(n, k; @; I) is strong for all n > k + 1 > 1, so is 
MV(n, k; 0; L), where L is any functional of Type I-E. 
(b) If MV(n, k; @; 4,) is strong for all n>k+ 121, so is 
MV(n, k; @i; L), where L is any functional of Type 1 such that A, = 0 in (3.1). 
Proof. If L=I then A1=*.*=Ax=B,,=-*-=BK--I=O, and we 
infer from (3.9) and the hypothesis of (a) that 
I p0&)I < 1, O<x<l, n>k+l>l. 
4Q9/4dI-3 
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Lemma 4, the definition of Prmj (see Theorem 3), and induction on Y yield 
I Pm?&)l < 1) O<x<l, n>kf131, Y > 0. (4.1) 
If L is of Type 1-E then (3.9) and (4.1) imply that 
I w G / i APS I p2s,n--s,k-s(X)l I 
S=O 
This proves (a). 
IfL =L, then B, = ... = B,-, = A, = a.0 = A, = 0 and we infer from 
(3.9) and the hypothesis of(b) that 
I Qon?cW < 1, O<x<l, n>k+l>l. 
Again Lemma 4, the definition of Qrmj (Theorem 3), and induction on Y yield 
I Qm&)l < 1, O<xBl, n>k+l>l, r 3 0. (4.3) 
For r >, 1, Lemma 5 implies that Prnk is a linear combination, with positive 
coefficients which add up to 1, of Qr-l,nk and Qr--l,n--l,k; hence (4.3) implies 
that 
I Pm(x)/ < 1, O<x<l, n>k+l>l, Y > 1. 
Now (b) follows by comparing, in a manner similar to (4.2), the real and 
imaginary parts of (3.9) with those of (3.3). 
COROLLARY. If MV(n, k; @; I) is strong fey aZZ n > k + 1 3 1, then 
so is MV(n, k; CD; IF), 1 < r < k. If MV(n, k; CD; Lo) is strong for all 
n3K+1Z1,thensoisIMV(n,h;~;DT),1~y~2K. 
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