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WhyDo ClocksMoveClockwise?
TheDynamicsof Collectivelearning
Vi'DekS Borkar
A mathematical model for collectivelearning by sev-
eral autonomousagentsis described. This is a stocha-
stic recursion that arises in several disparate fields
like statistics, engineeringand economics.
A Little Learning is a Dangerous Thing
Why doclocksmoveclockwise?In otherwords,howdidwe
learnto buildandreadclocksin oneparticularwaywithout
anycollectivedecisionto doso?Theansweris notobvious,
because'counterclockwise'clocksdid exista fewcenturies
ago.
There are othersimilarquestions.How did we agreeto
driveon.the right (i.e., left)-sideof the road? How did
welearnvariouscustomsandconventions,ocialprotocols,
dressingcodes,etc.?Howdocertainstandardsgetadopted
in industry?Why do peoplesometimesgooverwhelmingly
to oneparticularrestaurantor for oneparticularbrandof
shoesratherthananothercomparableone?
The commonfeaturein thesephenomenais that through
purelyindividual'learning'by severalautonomousagents,
a commonfocushasemerged.To borrowa paradigmfrom
economics,it is asthoughaninvisiblehandhasordaineda
particularoutcome.
This, of course,doesnot implythat theresultingoutcome
is alwaysthebestpossible.The twopossibleconvention/>
forclocksor for drivingarecompletelyeq.uivalent,but this
neednot bl:!thecasein socialconventionsor technological
standards.Examplesabound,myownfavouritebeingthe
old British systemof measurementsmygenerationhad to
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Butwhethergood,
bador ugly,how
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agents?Theone
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sufferthroughin school.Economicsprovidesfurtherexam-
ples.(Economistsarequickto pointoutthattheirusageof
theword'equilibrium'doesnotimplyapprovalof thesame.
As oneofthemputsit, a corpseis moreat equilibriumthan
us,butwewouldn'ttradeplaceswith it.)
But whethergood,bad or ugly,howwasa particularbe-
haviourlearntby theseautonomousagents?The oneline
answeris: They 'urn'-edit.
Le rouge et Ie noir
A simplemathematicalmodelfor suchphenomenais the
nonlinearurn. One addsto an emptyurn oneball at a
time,eitherredor black.The probabilityof the (n + 1)-st
ballbeingredis p(xn),whereXn is thefractionof redballs
at timenand P : [0,1]- [0,1]is a 'nice'(say,differentiable)
function.If Yn =thenumberof redballsat timen, Xn=
Yn/n and
Yn+l=Yn+~n+l
where ~n+1is a {O,I}-valued randomvariable whose (con-
ditional) probability of being 1 giventhe history up to time
n is p(xn).Let Mn+1=~n+1- p(xn),an= (n+1)-1.Then
a little algebraleadsto
Xn+1 =Xn +an(p(xn)- xn)+anMn+1, (1)
where{an}satisfies
~an =00,
n
(2)
{Mn}areuncorrelatedrandomvariables.In fact,thecon-
, ditionalexpectationof Mn+1giventhepastup to timen
is zero. Thus it actslike a 'noise'sequenceaddedto the
discreteiteration
(3)
Wecanview(3)asa discretizationof theordinarydifferen-
tial equation(o.d.e.)
x(t) =p(x(t))- x(t) (4)
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with decreasingstepsize{an}. Thus it approximates(3)
betterandbetterwith timeandmaybeexpectedto mim-
icktheasymptoticbehaviourof thelatter.But wehavethe
noise{Mn}to contendwith. The totalnoisecontribution'
up to timen is E~=lakMk+1,whosevarianceis uniformly
boundedby 4En a~whichis finite. Thus the total noise
contributiontill eternityremainsbounded.To be precise,
theseriesEn anMn+lcanbeshownto convergewithprob-
abilityone. Henceits 'tail' E~ amMm+1goes to zero,
makingthenoisecontributionto theaboveapproximation
asymptoticallynegligible.
This canbemaderigorous(seeBox 1),with theconclusion
that (1) and(4) havethesameasymptoticbehaviourwith
probabilityone.As awell-posedscalaro.d.e.withbounded
trajectories,(4)mustconvergeto apoint. (Figureoutwhy!)
This point mustbe an equilibriumpointwherethe right
handsideof (4) is zero,i.e.,p(x) = x. This equationhasat
leastonesolution(why?).Figure1givesinstanceswithone
andthreesolutionsresp. Thus (4) andtherefore(1) must
convergeto oneofthese.pointswithprobabilityone,though
onecannotsayto which.
Thewayto tie thisupwithouropeningremarksis to view
thepopulationshareof a particularbehaviourasthe frac-
tionofballsofaparticularcolour.In manyinterestingcases
(suchasclocks),thep(.) is suchthataftersomeinitialran-
domness,onecolourgetsanedgeand.thenit feeds.on itself
till it completelydominatesthepopulation(successbreeds
success,moneyattractsmoney,etc.).
,
,
,
,,'~.'
,
ol.l
o 1
01./
o
RESONANCEI January 1998
Onecolourgetsan
edgeandthenit
feedson itselftillit
completely
dominatesthe
population.
Figur.e1.
29
GENERAL I ARTICLE
Box.t. A Dicy, but Discrete Affair.
Einsteindid notbelievethatGodplaysdicewith theuniverse.We lessermor-
tals,however,oftenfindit convenienttopretendthathedoes,becausesomenatural.
processesareeasiertomodelandanalyseasrandomthanotherwise.Onesuchpro-
cessis the'martingale',a sequenceof real-valuedrandomvariables{Xn}suchthat
theconditionalaverageofXn+1given'past'upto n equalsXn withprobabilityone.
(ThiIikof thenetcapitalaftern playsofafairgame,whereinonegainsor losesnoth-
jng onaverage.Theterm'martingale'itselforiginatesfromgambling.)Amongother
nicethingstheseprocessesdo,oneis thattheyconvergewithprobabilityoneunder
suitableconditions(suchasuniformlyboundedabsolutemoments).Our 'netnoise'
processL:~oamMm+1is onesuch,leadingto theconclusionL:~~amMm+l -+0
withprobabilityone,i.e.,noiseinputis 'asymptoticallynegligible'.
Changingtracks,considerthediscretizationof theo.d.e.(4)givenby
Xn+1=:Xn +a(p(xn) - xn) .
Definex(t),t ~ 0,byx(an)=Xn, with linearinterpolationin between.A standard
applicationof the celebratedGronwallinequality(seeCoddingtonand Levinson,
Theoryof OrdinaryDifferentialEquations,Tata McGrawHill, 1955)leadsto, for
T> 0,
maxIIx(t)- x(t)11< II:(T)O(a)
O$t$T -
whereK(T) is a constantdependingon T andO(a) standsfor 'of theorderof a'.
(Thus the right handsidetendsto zeroas 'a' does.) In our problePl,however,
therearetwodifferences:The decreasing(hencenonconstant)stepsizean andthe
'noise'.Nevertheles,Gronwallcomestotherescuewithanestimateofthetypegiven.
below:Let t(n) =L:~oam and x(t(n)) =Xn (asin (1))with linearinterpolation
in between.ThenforT >0, ,
max Ilx(t)- x(t)11~ K(T)O (
an +max
I
nf amMm+ll)
.
t(n)$t$t(n)+T . N m=n
As before,ther.h.s-+0 asn -+00.
The finallegof theargumentis in generalhard,soonlya sketchis givenfor the
specialcasewhen(4) hasa single'asymptoticallystable'(see.Box 2) equilibrium
x*. Then (4) hasan associated'Lyapunovfunction'V(.), a nonnegativefunction
that strictlydecreasesalongtrajectoriesof (4),awayfromx*. It mustthendoso
for x(.) aswell 'eventually'in viewof theforegoing,ensuringthat x(.) (andhence
{xn})alsoconvergeto x*.
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Moregenerallyoneconsidersa vectoriteration
(5)
withpositivescalars{an}satisfying(2),h(.)a 'nice'function
and{Mn}a 'noise'sequenceasbefore.This arosein statis-
tics in theearlyfiftiesandwasdubbedthe 'stochasticap-
proximationalgorithm'.It hassincebeenusedvariouslyin
statistics(nonlinearegression,. ..) andelectricalengineer-
ing (adaptivecontrolandfiltering). Its recentresurgence
is asa paradigmfor learningalgorithmsin artificialneural
networksandasmodelsof learningbyeconomicagents.In
these,theattractivefeatureof (5)hasbeenitsusuallylowre-
sourcerequirementperiterationandits incrementalnature
- it makesonlysmallchangesateachtime.Foreconomists,
the formercaptures'boundedrationality'of theeconomic
agents,thelattertheirinertia.For engineers,theformeris
an engineeringreality,the lattera wayto buystabilityof
the algorithmat theexpenseof its speed.Box 2 displays
somemathematicaldetailsabout(5).
Box 2. Five Easy Pieces
Herearesomefurthermathematicaltidbitsabout(5). All holdunder'suitable'
conditions'thatshallremainunmentioned.
· An equilibriumpoint is asymptoticallystableif nearbytrajectoriesremain
nearbyandconvergeto it. The algorithmconvergesto anysuchpointwith\
a strictlypositiveprobability,whereasit avoidsanunstableequilibriumwith
probabilityone.
· In higher dimensions,an equilibriumpoint is not the only possibleattractor
(or limitingset) for the o.d.e. associatedwith (5), thereforefor (5). (In
fact,theseattractorscanbequite'strange'.)An attractoris saidto bechain
recurrentif it consistsof chainrecurrentpointsdefinedas follows:A point
x is chainrecurrentif for each€ > 0 thereis a finitechainof pointsYO=
x,Yl,Y2i'".Yn = X suchthat the trajectorystartingat Yi endsup within ~
of Yi+l for'eachi. (Intuitively,thesearepointsthatwouldbe mistakenfor
periodicif exactmeasurementwerenotpossible).With probabilityone,(5)
convergesto somechainrec:urrentset.
Box2 continued...
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. If (5) is implemente(lin a distributedmanner,differentprocessorscompute
differentcomponentsof (5). Thenonlya fewcomponentsmaygetupdatedat
eachstepandtherecanbecommunicationdelaysamongprocessors.Worse,
theprocessorsmayhavedifferentclocks(asynchronism)andmaychoosedif-
ferentstepsizes{an}.(Theseareveryrealisticconditionsin economicmodels.)
Nevertheless,onecanshowthat thealgorithmtrackstheo.d.e.
x(t) =Q(t)h(x(t))
whereQ(t) is adiagonalmatrixwithnonnegativediagonalentriesthataddto
one.The lattercanbeviewedin a senseasrelativefr~quenciesof updatesof
thecomponentin question.
. If somecomponentsusestepsizes{an}andothersuse{bn}with bn/a,n-+0,
the formermove'faster'..than,thelatter. The limitingbehaviourmimicksa
'singularo.d.e.'with twotimescales.The fastercomponentseestheslower
oneasalmoststaticwhilethelatterseestheformerasessentiallyequilibrated.
This canbeusedto advantagefor algorithmsthat havetwoloops,theouter
onerequiringthe near-convergenceof the inneronefor eachiteration(e.g.,
algorithmsthatalternatebetweenoptimizationandaveraging).
. Thoughwesummarilydismissedthenoise,it doescontributefluctuationsthat
canbe analysed.While theo.d.e. givesthe averageor 'typical'behaviour,
the fluctuations,on suitableresealing,approximatea stochasticdifferential
equation(s.d.e.)whichthengivesususefulinformationaboutthefluctuations.
Onemayalsoaddexternalnoiseto improvethe algorithm,as in simulated
annealing.If so,the9riginalo.d.e.shouldbereplacedby anappropriates.d.e.
Games People Play
. An importantarenaforlearningmodelshasbeengamethe-
ory. Oneconsidersapopulationofagentswhointeract('play
games')with eachother,receivingpayoffsas a functionof
their own and others'strategies.Basedon the observed
payoffs,eachagentmakesincrementalchangesin his own
strategy.
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Theoldestof suchmodelsis 'fictitiousplay'for twoperson
games,whereineachagentplaysthe bestresponseto the
current(time)averagebehaviourof theother.This fitsthe
aboveframeworkandleadsto ano.d.e.
x(t) =f(x(t)) - x(t)
where10 is thesocalled'bestresponse'map.
Morerecently,a morepopularparadigmhasbeenthe'repli-
catordynamics'.'Herex(t) = [Xl(1),...; Xd(t)]satisfiesthe
o.d.e.
Xi(t)=Xi(t)
[~aijXj(t) - ~Xj(t)ajkXk(t)]
.
J J.
OneviewsXi(t) asthepopulationshareofstrategyi at time
t andaij, thepayoffon playingi if theadversaryplaysj.
Thustherateof increaseof Xi(t) is proportionalto its cur-
rentpayoff2:j aijXj(t) minusthepopulationaverageof the
payoff2:j,kxj(t)ajkxk(t). This equationoriginatesin evo-
lutionarybiology,.whereit models'phylogeneticlearning',
i.e.,the(passive)adaptationofspeciesunderselectionpres-
sure.Economistshaveadoptedit asa modelof 'ontogenetic
learning',i.e.,aggregatebehaviourdueto individual(active)
learningbytheagentsandrecoveredit asa limitingcaseof
appropriatemodelsof individualearning.
Thereareothermodelsin similarvein.The interestis due
toaclassicproblemin economics.Theeconomistshavelong
acceptedNashequilibriumasbeingthenaturalequilibrium
concept.This isanequilibriumwherenoagentcanunilater-
ally improvehis lot by a strategychange,all elseremaining
thesame.The problemusuallyis that therearetoo many
candidateequilibria. After yearsof 'static'refinementsof
theequilibriumc!Jncept,theeconomistshavemovedto the
dynamicmodelsof disequilibrium,viz., theaforementioned
modelsof learning,hopingto narrowdownthe'choiceto
thoseequilibriathatariseasanasymptoticallystableequi-
libriumfor thesame.A furtherrefinementis to addnoise
to thesedynamicsandtakethesmallnoiselimit to identify
equilibriathatarestableunderstochasticperturbations.
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Many
controversies
dissolveaway
oncetheproblem
is couchedin
mathematical
terms.
34
And Now for Something Completely Different....
Let us now leaveasidemathematics"and engineeringand"
look at theroleof (5), or moregenerallyof mathematical
models,in socialsciences.At bestcrudecaricaturesof real.,.
ity, aretheyworthanything?
Let ~e start by quoting the noted economistFrank Hahn
who has observedthat many controversiesdissolve away
oncethe problem is couchedin mathematicalterms. Being
forcedto preciselytag the variablesand lay down their hy-
pothesisedrelationships,eitherthe logicaloutcomebecomes
apparent,or an inherentcontradiction in the premisesgets
exposed.
Another"advantageis beingableto tagspecificqualitative
phenomenawhichthenbecomerecognisableacrosstheboard,
in differentcontextsandin differentdisciplines.Onesuch
instanceis the phenomenonof 'lockingin'. We haveseen
that (5) canget'lockedinto' anequilibriumfromwhichit
will notbudge.In economics,this leadsto thephenomenon
of 'increasingreturns'whereinthemoreyouinvest,themore
yougain,witha spirallingeffect.This goesagainstthecon-
ventionalwisdomof diminishingreturns.Looselyspeaking,
thelatterstill appliesto thetraditionalsectorsof economy
likeagriculture,whiletheformercomestotheforein certain
fastmovingsectorsof modern'hightech'industry.
An importantqualitativeinsighthereis the following:A
systemlockedinto an undesirablequilibriumcannotjust
be nudgedawayfromit, but will haveto be forcedout,
becauseoneis workingagainstrestoringforcespulling it
backto thatequilibrium.If this seemsobviousto you, try
applyingit to yourfavouritesocialor technologicali l and
seeif it still looksobvious.
Hahn goeson to suggesthat the hostilityto mathemati-
sationis a 'sourgrapes'syndromedisplayedby themathe-
maticallydiffident.That is perhapsbeinga bit harsh,for
therearegenuinecausesofconcern.Oneis theoversellingof
modelsbyoverzealoussupporters,whoreadmoreintothem
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thanwhattheyreallyhaveto offer.(Just thinkof thevar-
ious'isms'floatingaround.)In particular,anyquantitative
inferencemustbetreatedwithcare.
Anotherproblemis that of havingthe modeldisplaythe
behaviouryouwantit to, havingsubconsciouslybuilt it in.
For modelsof learning,yetanotherpotentialpitfall is best
describedby thequote:Onelearnsto itchonlywhereone
canscratch.Our modelsmaydothesame,leadingto a false
senseof complacency.
To conclude,myaimhasbeento giveyoua glimpseof the
excitinginterdisciplinaryareaof learningsystems.Granting
that they are imperfectmodelsof imperfectsystems,one
doeslearnsomethingfromthem. Exercisedwith caution,
thislittle learningneednotbea dangerousthing.With the
intenseongoingactivityin thisarea,onecanlookforwardto
animprovedunderstandingofthesedynamicsin thecoming
years. Till that happens,wemaysharethesentimentsof
thegreat20thcenturyphilosopherGeorgeHarrison,when
hesaid:
With everymistakewe must surelybelearning
still my guitar gentlyweeps
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Ernst G StrausrelatesthefollowinganecdoteaboutAlbertEinstein:
We hadfmishedthepreparationofapaperandwewerelookingfor
a paperclip.Afteropeninga lot of drawerswe finally found one
which turnedouttob~toobadlybentforuse.Sowewerelookingfor
atoolto straightenit. Openingalotmoredrawerswecameon abox
of unusedpaperclips,Einstein immediatelystartingtoshapeoneof
theminto a toolto straightenthebentone.When I askedhim what
hewasdoing,hesaid,"WhenI amsetonagoal,it becomesdifficult
to deflectme."
TheMathematicallntelligencer.Vol.17.No.2.,1995
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