Appearance of the universal value $e^{2}/h$ of the zero-bias conductance
  in a Weyl semimetal-superconductor junction by Zhang, Song-Bo et al.
Appearance of the universal value e2/h of the zero-bias conductance in a Weyl
semimetal-superconductor junction
Song-Bo Zhang,1 Fabrizio Dolcini,2 Daniel Breunig,1 and Björn Trauzettel1
1Institute for Theoretical Physics and Astrophysics,
University of Würzburg, D-97074 Würzburg, Germany
2Dipartimento di Scienza Applicata e Tecnologia del Politecnico di Torino, I-10129 Torino, Italy
(Dated: July 23, 2018)
We study the differential conductance of a time-reversal symmetric Weyl semimetal-
superconductor (N-S) junction with an s-wave superconducting state. We find that there exists
an extended regime where the zero-bias differential conductance acquires the universal value e2/h
per unit channel, independent of the pairing and chemical potentials on each side of the junction,
due to a perfect cancellation of Andreev and normal reflection contributions. This universal conduc-
tance can be attributed to the interplay of the unique spin/orbital-momentum locking and s-wave
pairing that couples Weyl nodes of the same chirality. We expect that the universal conductance can
serve as a robust and distinct signature for time-reversal symmetric Weyl fermions, and be observed
in the recently discovered time-reversal symmetric Weyl semimetals.
PACS numbers:
Introduction.—A Weyl semimetal (WSM) is a three-
dimensional (3D) topological phase of matter in which
the conduction and valence bands touch linearly at dis-
crete points, called Weyl nodes, in the Brillouin zone
near the Fermi energy [1–5]. According to the fermion
doubling, such Weyl nodes appear in pairs with opposite
chirality [6, 7], linked to monopoles and anti-monopoles
of the field of Berry curvature in momentum space. To
ensure nonzero Berry curvature, a WSM must violate ei-
ther inversion or time-reversal symmetry. This nontrivial
momentum-space topology of WSMs gives rise to a va-
riety of intriguing physical phenomena, such as surface
Fermi arcs [1, 2], the chiral anomaly [8–10], and associ-
ated anomalous transport properties [11–27]. The actual
discoveries of WSMs in a growing number of materials
[28–43] have spurred the interest in investigating the in-
terplay of such topological phase with other electronic
phases and orders.
Recently, possibilities of superconducting states,
doping- or proximity-induced, in WSMs have been dis-
cussed [44–59]. Most of the theoretical works investi-
gating hybrid structures based on WSMs focus on the
time-reversal broken case [60–66]. However, so far al-
most all the experimentally demonstrated WSMs break
inversion symmetry but preserve time-reversal symme-
try [31–36]. Importantly, while in a time-reversal broken
Weyl superconductor the s-wave pairing couples electrons
of opposite chirality, in the time-reversal symmetric case
it couples electrons of the same chirality [44], so that
distinct transport properties in N-S junctions could be
expected.
In this work, we study a 3D time-reversal symmetric
N-S junction constructed by aWSM and an s-wave super-
conducting Weyl metal. Near the Weyl nodes, the intra-
orbital pairing dominates the superconducting state. De-
noting by µN and µS the chemical potentials of the WSM
and superconductor, respectively, and by ∆s the super-
conducting pairing potential, we find that in the regime
|µN |  [|∆s|2 + µ2S ]1/2, the contributions of Andreev
and normal reflections perfectly cancel at vanishing exci-
tation energy. In this regime, the zero-bias differential
conductance, thus, takes the universal value e2/h per
unit channel, independent of µN , µS , and ∆s. We at-
tribute this universal conductance to the interplay of the
unique spin/orbital-momentum locking and s-wave pair-
ing in the Weyl junction. We also discuss its robustness
and expect that it can serve as a distinct signature for
time-reversal symmetric Weyl fermions. We are confi-
dent that the universal conductance can be observed in
the recently discovered time-reversal symmetric WSMs
[39, 40].
Model Hamiltonian.—We start with a low-energy
model for a time-reversal symmetric WSM [67]
Hw =
∑
k
ψ†kH(k)ψk, (1)
H(k) =kxsxσz + kysyσ0 + (κ
2
0 − |k|2)gszσ0
+ βsyσy − αkysxσy, (2)
where k = (kx, ky, kz) is the wave vector, the four-
component spinor ψk = (cA,↑,k, cA,↓,k, cB,↑,k, cB,↓,k)
T is
written in terms of annihilation operators cs,σ,k with spin
indices σ =↑, ↓ and orbital indices s = A,B. Here,
σi (i = 0, x, y, z) are the 2 × 2 identity and Pauli ma-
trices for the spin-1/2 space, and si (i = 0, x, y, z) for
the orbital space. κ0, α and β are real model param-
eters. The model (1) breaks inversion symmetry, i.e.,
szH(k)sz 6= H(−k) by the β term, but preserves time-
reversal symmetry as shown by σyH∗(k)σy = H(−k).
Suppose 0 < β < κ0, the model (1) has four Weyl nodes
at ±Q± where Q± = (β, 0,±k0) and k0 = [κ20 − β2]1/2.
Near the Weyl nodes, we can linearize the model (1)
and rewrite it as a sum of four effective Hamiltonians,
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2each describes the electrons near one of the Weyl nodes
Hw =
∑
γ=1,2,3,4
∑
k
′Ψ†γ,kHγ(k)Ψγ,k, (3)
H1(2)(k) = (kx ∓ β)σx + kyσy + (kz ∓ k0)σz,
H3(4)(k) = (kx ∓ β)σx + kyσy − (kz ± k0)σz, (4)
where kz has been re-scaled by 1/(2k0) and ky by
1/α, the indices γ = 1, 2, 3, 4 label the Weyl nodes at
Q+,−Q+,Q−,−Q−, respectively, and
∑′
k indicates that
k is confined to the vicinity of the Weyl nodes. The
spinors Ψγ,k ≡ (ψγ,↑,k, ψγ,↓,k)T of Weyl nodes are given
by Ψ1,k = Ψ3,k = [c
(B)
↑,k , c
(A)
↓,k ]
T and Ψ2,k = Ψ4,k =
[c
(A)
↑,k , c
(B)
↓,k ]
T with c(s)↑(↓),k = (cs,↑,k±cs,↓,k)/
√
2. H1(k) and
H2(k) describe the two Weyl nodes of positive chirality
while H3(k) and H4(k) describe the two Weyl nodes of
negative chirality. All the Weyl nodes consist of different
orbitals and spins, and exhibit a nontrivial spin/orbital-
momentum locking. They form two time-reversed pairs,
i.e., σyH∗1 (k)σy = H2(−k) and σyH∗3 (k)σy = H4(−k),
each of them with definite chirality.
Next, introducing the s-wave superconducting coupling
with both intra- and inter-orbital pairing potentials and
projecting onto the spinors of Weyl nodes, one can see
that the inter-orbital pairing is strongly suppressed due
to the mismatch of spins or momenta [68]. Suppose the
Weyl nodes are well separated and the chemical potential
is close to the Weyl nodes, then only the intra-orbital
pairing is important and reads
HS =H+S +H−S , (5)
H+S =
∑
k
′
[(
∆sc
†
1,↑,kc
†
2,↓,−k + h.c.
)
+ (1↔ 2)
]
,
H−S =
∑
k
′
[(
∆sc
†
3,↑,kc
†
4,↓,−k + h.c.
)
+ (3↔ 4)
]
.
The pairing potential ∆s couples electrons on Weyl nodes
stemming from the time-reversed pairs. The whole sys-
tem can thus be understood as two effectively indepen-
dent and equivalent subsystems with opposite chirality.
In the following, we will discuss the physics of the sub-
system with positive chirality.
Using the Nambu spinor in real space for positive
chirality Ψ˜(r) = [c1,↑(r), c1,↓(r), c2,↑(r), c2,↓(r), c
†
1,↓(r),
−c†1,↑(r), c†2,↓(r),−c†2,↑(r)]T , we recast the Hamiltonian in
a Bogoliubov-de Gennes (BdG) form
H+ =1
2
∫
drΦ†(r)HBdGΦ(r), (6)
HBdG = (−i∂r · σ − µσ0) τ0νz + |∆s|eiφνzσ0τxνx, (7)
where ∆s(r) = |∆s(r)|eiφ(r). We have introduced the
identity and Pauli matrices νi and τi (i = 0, x, y, z) for
electron-hole and Weyl-node degrees of freedom, respec-
tively, and moved the k0 and β dependence into the
wave function by performing a unitary transformation
Φ(r) = ei(k0zσz+βxσx)τzνz Ψ˜(r). In a uniform system, the
eigenenergies are given by ε = ±[|∆s|2 + (|k| ± µ)2]1/2.
The superconductor is fully gapped. The BdG Hamilto-
nian (7) decouples into two 4 × 4 identical blocks which
can be treated separately. We will consider one block
which is enough to fully describe the junction problem.
Reflection probabilities in a Weyl N-S junction.—The
time-reversal symmetric Weyl N-S junction can be de-
scribed by the BdG Hamiltonian (7) with ∆s(z) =
∆eiφΘ(z) and µ(z) = µNΘ(−z) + µSΘ(z). Here Θ(z)
is the Heaviside step function, ∆ > 0 and a constant
superconducting phase φ are assumed. The wave vector
k‖ = (kx, ky) parallel to the N-S interface is conserved.
We can treat each k‖ separately and work with a quasi-
1D junction problem.
Assuming first a clean interface and matching the wave
function at the interface, the probabilities of Andreev
and normal reflections at an excitation energy ε > 0, in
general, can be expressed as
Reh(ε,k‖) = | cos(2αe) cos(2αh)|| sin(α˜e − α˜h)/Z|2, (8)
Ree(ε,k‖) = |Y/Z|2 , (9)
respectively, where Z = eiβ cos(αe + α˜e) sin(αh +
α˜h) − e−iβ cos(αe + α˜h) sin(αh + α˜e), Y = eiβ sin(αe −
α˜e) sin(αh+ α˜h)−e−iβ sin(αe− α˜h) sin(αh+ α˜e), αe(h) =
arctan(k‖/ke(h))/2, α˜e(h) = arctan(k‖/keq(hq))/2 and
k‖= |k‖|. The perpendicular momenta for the electron
(hole) and electronlike (holelike) quasiparticle are ke(h) =
sgn(ε±µN +k‖)[(ε±µN )2−k2‖]1/2 and keq(hq) = sgn{ε±
sgn(µS ± k‖)[∆2 + (µS ± k‖)2]1/2}[(µS ±Ω)2− k2‖]1/2, re-
spectively. For subgap energies ε 6 ∆, Ω = i[∆2− ε2]1/2
and β = arccos(ε/∆), while for supragap energies ε > ∆,
Ω = sgn(ε)[ε2 − ∆2]1/2 and β = −iarccosh(ε/∆). Note
that αe(h) is always real while α˜e(h) can be complex. De-
tailed derivation is provided in [68]. For subgap energies,
ε 6 ∆, Reh + Ree = 1, whereas for supragap energies,
ε > ∆, Reh + Ree < 1. For a generic oblique incidence
(k‖ 6= 0) both normal and Andreev reflection are present,
and only for normal incidence (k‖ = 0) one has perfect
Andreev reflection below the gap, since Eqs. (8) and (9)
reduce to Reh = |e−2iβ | and Ree = 0.
Differential conductance.—At zero temperature, the
differential conductance (per unit area) in the N-S junc-
tion is given by [69]
dI
dV
≡ e
2
h
∫
d2k‖
(2pi)2
[1−Ree(eV,k‖) +Reh(eV,k‖)], (10)
where eV is the bias voltage. Note that only real ke
contribute in Eq. (10). We normalize the conductance to
the valueG0 = e2(µN+eV )2/(4pih), corresponding to the
number of available channels at energy µN + eV on the
N side. With the expressions (8) and (9) in Eq. (10), we
are able to analyze the behaviors of the conductance. We
3concentrate, in the following, on two particular parame-
ter regimes: (i) µS = µN (∆ arbitary); and (ii) µS  ∆
(µN arbitary) [77], which have a distinct zero-bias feature
in commom (see below).
Figure 1: Normalized conductance gNS as a function of bias
for various values of µN = µS .
For regime (i), µS = µN , the normalized conductance
gNS ≡ G−10 dI/dV [78] as a function of eV is plotted in
Fig. 1. At large bias eV  ∆, all curves converge to
unity. This is expected since at large excitation energies
the influence of superconductivity is negligible, which
together with an identical chemical potential on both
sides makes the interface transparent. The gNS-eV rela-
tion is rich in the subgap region, depending on the ratio
µN/∆. For µN/∆ 1, the Fermi momentum mismatch
of the two sides is negligible, i.e., keq(hq) ≈ ke(h), thus
normal reflection is suppressed, leading to perfect An-
dreev reflection with gNS = 2. Similar behavior occurs
for conventional electron systems [69]. For smaller µN ,
but µN > ∆, gNS bends down and even shows a dip at
eV = ∆. For 0 < µN < ∆, gNS vanishes at eV = µN
as no hole state is available for Andreev reflection. This
is typical for gapless Dirac systems [70]. In the limit
µN/∆ 1, specular Andreev reflection dominates in the
bias region µN < eV < ∆ and gives rise to gNS = 2 [68].
Nevertheless, in the limit of low biases, gNS approaches
unity for µN/∆ 1 (see solid curves in Fig. 1), implying
the universal conductance e2/h per unit channel.
Let us now consider regime (ii), µS  ∆, which corre-
sponds to the most relevant experimental condition and
is depicted in Fig. 2. For µN > µS , gNS varies little in
the subgap region and it decreases smoothly to a con-
stant at large bias. With decreasing µN , gNS increases in
the subgap region or at large bias. For µN = µS , gNS is
maximized for any bias and shows perfect Andreev reflec-
tion with gNS = 2 in the subgap region. For µN < ∆, the
vanishing of gNS can also be observed at eV = µN where
no Andreev reflection is allowed. Most remarkably, for
µN  µS , one can notice again that all the curves ap-
proach unity in the limit of low biases, despite that they
vary substantially away from zero bias, and converge to
a constant 4 log(2)− 2 at large bias (see solid curves and
inset in Fig. 2).
Figure 2: Normalized conductance gNS as a function of bias
for fixed µS = 5 × 102∆ and various values of µN . Inset is
the zoom-in in the limit of low biases.
Zero-bias conductance and universal value.—Figure 3
focuses on the behavior of the zero-bias conductance gNS.
In particular, Fig. 3(a) displays various salient features of
gNS as a function of µS and µN . First, gNS is centrosym-
metric in the phase space {µN , µS}, as a hallmark of
particle-hole symmetry of the system. Second, gNS shows
a ridge along the line µN = µS where the small Fermi mo-
mentum mismatch strongly suppresses normal reflection.
In contrast, when |µS |  |µN |, the Fermi momentum
mismatch is large and normal reflection is enhanced, we
have thus vanishing gNS. Finally, gNS is always smaller
than unity in the bipolar regime with µNµS < 0, imply-
ing that the normal reflection contribution is larger than
the Andreev reflection contribution.
Figure 3: (a) The zero-bias conductance gNS as a function
of µS and µN . (b) gNS as a function of ∆/µS for various
values of µN . (c) semi-logarithmic plot of gNS as a function
of µS = µN .
Figure 3(b) shows the behavior of gNS as a function
of ∆/µS for various values of µN . Figure 3(c) instead
displays gNS with respect to µN = µS . The universal
conductance e2/h clearly appears in the regime:
|µN | 
√
∆2 + µ2S , (11)
4where the Fermi momenta on the two sides of the inter-
face are very different, i.e, |ke|  |keq|. We note that
such regime corresponds to an ideal semimetal phase on
the N side, which should be experimentally accessible. To
understand the occurrence of the universal conductance,
we focus on the regime (11) and analyze our analytical
results. Since only real ke contribute to the conductance
given by Eq. (10), the channels with k‖ < |µN | are rel-
evant. From the BdG Hamiltonian (7), we observe that
while on the N side the parallel wave vector k‖, which
couples different spins and orbitals, is significant, on the S
side it becomes negligible compared to the perpendicular
momentum, i.e., k‖  |keq| ≈ [∆2 +µ2S ]1/2. Thus, the A-
and B-orbital components are decoupled from each other
on the S side. As a result, the reflection probabilities at
zero energy reduce to
Reh(0,k‖) = 1− |k‖/µN |2, (12)
Ree(0,k‖) = |k‖/µN |2. (13)
They become functions of a single parameter |k‖/µN |.
Notably, normal and Andreev reflections have opposite
contribution to the conductance, according to Eq. (10).
Plugging Eqs. (12) and (13) into Eq. (10), it is straight-
forward to see that the contributions from Andreev and
normal reflections cancel each other perfectly, giving
rise to the universal conductance e2/h per unit chan-
nel. The perfect cancellation in the 3D Weyl junction
can be understood as a result of the unique spin/orbital-
momentum locking and s-wave pairing, which can be
inferred from the analog of the Weyl system to a 1D
ferromagnet-superconductor junction [68].
Robustness of the universal value.—We note that in
a conventional electron system with parabolic spectrum,
the zero-bias conductance can also exhibit a universal
value in the regime (11). However, it is trivially zero.
Indeed, since in that case velocity and current are lin-
ear in momentum, for large momentum mismatch, the
conservation of the flux at the interface is only possi-
ble if the flux vanishes. By contrast, in a Dirac system,
the Fermi velocity is constant and the flux conservation
is less sensitive to the Fermi momentum mismatch. As
a consequence, non-vanishing flux and conductance are
possible. In graphene, a 2D Dirac system, a finite charac-
teristic value (4e2/3h) of the zero-bias conductance can
be found [70]. However, the instabilities of the 2D Dirac
cone to small perturbations, such the intrinsic spin-orbit
coupling [71] or the coupling to the substrate [72], likely
mask such effect. In fact, to the authors’ knowledge, the
value 4e2/3h in graphene has never been observed ex-
perimentally. By contrast, the Weyl nodes in a WSM
are topologically protected and cannot be gapped out.
Therefore, we expect that the universal conductance e2/h
found here is accessible in experiments.
Finally, we stress that the universal conductance pre-
dicted by us is robust in the presence of an interface bar-
rier, due to Klein tunneling [68, 73]. The interface barrier
can be modeled by a potential term V0νzΘ(z + d)Θ(−z)
in the BdG Hamiltonian, where we assume the barrier
length d → 0 and potential V0 → ∞ but the barrier
strength χ ≡ V0d remains finite [74]. Then, gNS is an
oscillation function of χ with a period pi. In the regime
(11), gNS oscillates slightly around the universal value,
as shown in Fig. 3. Note that if the system is not deep
in the regime (11), only a small deviation from e2/h ap-
pears. Therefore, the universal conductance can be used
as a distinct signature for time-reversal symmetric Weyl
fermions.
Figure 4: The zero-bias conductance gNS as a function of the
barrier strength χ for various µS and µN . Inset is the semi-
logarithmic plot of the oscillation amplitudes as a function of
µN for fixed µS = 102∆.
Experimental relevance.—Recently, an ideal time-
reversal symmetric WSM phase has been proposed in
3D HgTe under compressive strain [39, 40]. There are
likely four pairs of Weyl nodes in the WSM phase [40].
However, as long as the Fermi energy is close enough to
the Weyl nodes, the system can be decoupled to multiple
equivalent time-reversed subsystems. Then our analysis
and main results should hold. Importantly, supercon-
ductivity in 3D compressively strained HgTe could be
realized by proximity to a conventional s-wave supercon-
ductor, similar to the case of tensilely strained HgTe, a
3D topological insulator [75, 76]. Therefore, we expect
that the universal conductance e2/h could be measured
on compressively strained HgTe systems.
Summary.—We have analyzed a time-reversal sym-
metric Weyl N-S junction with an s-wave superconduct-
ing pairing state. In an accessible regime, the zero-bias
differential conductance takes the universal value e2/h
per unit channel, independent of the pairing and chem-
ical potentials, as the Andreev and normal reflection
contributions perfectly cancel at vanishing excitation en-
ergy. The universal conductance can be understood as a
consequence of the interplay of the unique spin/orbital-
momentum locking and s-wave pairing in the WSM sys-
tem.
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7Supplemental material
In this Supplemental Material, we show (S1) the derivation of the effective Hamiltonian for the s-wave supercon-
ducting pairing; (S2) Transport probabilities of the Weyl N-S junction; (S3) Analogy of the Weyl junction to a 1D
ferromagnet-superconductor (F-S) junction; (S4) Effect of an interface barrier on the conductance.
S1. EFFECTIVE HAMILTONIAN FOR THE S-WAVE SUPERCONDUCTING COUPLING
The s-wave superconducting coupling with both intra- and inter-orbital pairing potentials is given by
HS = −
∑
s=A,B
∑
k
(
∆sc
†
s,↑,kc
†
s,↓,−k + h.c.
)
−
∑
k
[(∆˜sc
†
A,↑,kc
†
B,↓,−k + h.c.) + (A↔ B)], (S1.1)
where ∆s and ∆˜s measure the amplitudes of the intra- and inter-orbital pairing potentials. Under the unitary
transformation c(s)↑(↓),k = (cs,↑,k ± cs,↓,k)/
√
2, s = A,B, we have∑
k
(cs,↑,kcs′,↓,−k + cs′,↑,kcs,↓,−k) =
∑
k
[
c
(s)
↓,kc
(s′)
↑,−k + c
(s′)
↓,k c
(s)
↑,−k
]
. (S1.2)
Thus, we can rewrite Eq. (S1.1) in the Nambu spinor
Ψk =
[
c
(A)
↑,k , c
(A)
↓,k , c
(B)
↑,k , c
(B)
↓,k , c
(A)†
↓,−k,−c(A)†↑,−k, c(B)†↓,−k,−c(B)†↑,−k
]T
, (S1.3)
as
HS = 1
2
∑
k
Ψ†kH∆Ψk, (S1.4)
where the BdG Hamitltonian reads
H∆ =
(
0 h∆
h†∆ 0
)
, h∆ =

∆s 0 ∆˜s 0
0 ∆s 0 ∆˜s
∆˜s 0 ∆s 0
0 ∆˜s 0 ∆s
 . (S1.5)
At low energy, the whole Nambu spinor containing 16 components in real space can be written as
Ψ(r) = [Ψ1,q(r),Ψ2,q(r),Ψ3,q(r),Ψ4,q(r),Ψ
∗
1,q(r),Ψ
∗
2,q(r),Ψ
∗
3,q(r),Ψ
∗
4,q(r)]
T . (S1.6)
where |q|  k0, β and the basis functions for the Weyl nodes read
Ψ1,q(r) = [ψ1,↑(r), ψ1,↓(r)] = eiβx+ik0zeiq·r
[
c
(B)
↑ , c
(A)
↓
]
, (S1.7)
Ψ2,q(r) = [ψ2,↑(r), ψ2,↓(r)] = e−iβx−ik0zeiq·r
[
c
(A)
↑ , c
(B)
↓
]
, (S1.8)
Ψ3,q(r) = [ψ3,↑(r), ψ3,↓(r)] = eiβx−ik0zeiq·r
[
c
(B)
↑ , c
(A)
↓
]
, (S1.9)
Ψ4,q(r) = [ψ4,↑(r), ψ4,↓(r)] = e−iβx+ik0zeiq·r
[
c
(A)
↑ , c
(B)
↓
]
. (S1.10)
The projection of the pairing potential onto the Nambu spinor (S1.6) is calculated as
HSij =
∫
drψ∗i (r)HSψj(r), (S1.11)
where ψi is the i-th component of the Nambu spinor (S1.6). For illustrations, HS1,10 and HS1,12 are given by
HS1,10 =
1
Ω0
∫
d3re−iβx−ik0ze−iq·r (0, 0, 1, 0, 0, 0, 0, 0)H∆ (0, 0, 0, 0, 1, 0, 0, 0)
T
e−iβx−ik0zeiq·r
=
∆˜s
Ω0
∫
d3re−2iβx−2ik0z = 0, (S1.12)
8and
HS1,12 =
1
Ω0
∫
d3re−iβx−ik0ze−iq·r (0, 0, 1, 0, 0, 0, 0, 0)H∆ (0, 0, 0, 0, 0, 0, 1, 0)
T
eiβx+ik0zeiq·r = ∆s. (S1.13)
Here Ω0 is the volume of the system. In calculating the element HS1,10, large length Lx or Lz of the system in the x
or z direction or large Weyl-node separation k0 or β are assumed such that βLx  1 or k0Lz  1 and the integral
vanishes. Along these lines, we obtain the 16× 16 effective BdG Hamiltonian for the pairing:
HS =

0 0 hS 0
0 0 0 hS
h†S 0 0 0
0 h†S 0 0
 , hS =

0 0 0 ∆s
0 0 −∆s 0
0 ∆s 0 0
−∆s 0 0 0
 . (S1.14)
We can see that the inter-orbital pairing vanishes as βLx  1 or k0Lz  1. To physically understand the vanishing
of the inter-orbital pairing, let us analyze the term ψ(A)↓,kψ
(B)
↑,−k. According to the basis spinors of Weyl nodes (see
the main text), ψ(A)↓,k can corresponds to either ψ1,↓,k or ψ3,↓,k, Weyl node 1 or 3. Then the −k in ψ(B)↑,−k requires
that ψ(B)↑,−k must correspond to either Weyl node 2 or 4. This coupling, however, is not allowed since the B-orbital
component of Weyl node 2 or 4 always carries ↓-spin. Similar analysis can be applied to the other three terms of the
inter-orbital pairing. Therefore, at low energy the inter-orbital pairing ∆˜s is suppressed and only the intra-orbital
pairing ∆s is important. From Eq. (S1.14), we can also observe that ∆s couples Weyl nodes of the same chirality, i.e.,
Weyl node 1 to Weyl node 2 and Weyl node 3 to Weyl node 4. Thus, the whole effective BdG Hamiltonian decouples
into four equivalent 4× 4 blocks.
S2. TRANSPORT PROBABILITIES OF THE N-S JUNCTION
In this section, we apply the Blonder-Tinkham-Klapwijk theory [69] to calculate the transport probabilities.
Using one block of the BdG Hamiltonian, the Weyl N-S junction can be described by
hBdG =

−i∂z − µ(z) kx − iky ∆s(z) 0
kx + iky i∂z − µ(z) 0 ∆s(z)
∆∗s(z) 0 i∂z + µ(z) −kx + iky
0 ∆∗s(z) −kx − iky −i∂z + µ(z)
 , (S2.1)
in the basis Φ(r) = [c1,↑(r), c1,↓(r), c
†
2,↓(r),−c†2,↑(r)]T , where ∆s(z) = ∆eiφΘ(z) and µ(z) = µNΘ(−z) + µSΘ(z) with
∆ > 0 and Θ(z) the Heaviside step function.
On the WSM (N) side, the basis functions for a given excitation energy ε can be written as (we neglect the eikxx+ikyy
part for simplicity)
ϕ−→e (z) = (cosαe, e
iθk sinαe, 0, 0)
T eikez, (S2.2)
ϕ←−e (z) = (e
−iθk sinαe, cosαe, 0, 0)T e−ikez, (S2.3)
ϕ−→
h
(z) = ( 0, 0,−e−iθk sinαh, cosαh )T eikhz, (S2.4)
ϕ←−
h
(z) = (0, 0, cosαh,−eiθk sinαh)T e−ikhz, (S2.5)
where θk = arctan(ky/kx), αe(h) = arctan(k‖/ke(h))/2, and ke(h) = sgn(ε ± µN + k‖)
√
(ε± µN )2 − k2‖. On the
superconducting (S) side, the basis functions are
ϕ−→eq(z) = (e
iβ cos α˜e, e
iβeiθk sin α˜e, e
−iφ cos α˜e, e−iφeiθk sin α˜e)T eikeqz, (S2.6)
ϕ←−eq(z) = (e
iβe−iθk sin α˜e, eiβ cos α˜e, e−iφe−iθk sin α˜e, e−iφ cos α˜e)T e−ikeqz, (S2.7)
ϕ−→
hq
(z) = (eiφe−iθk cos α˜h, eiφ sin α˜h, eiβe−iθk cos α˜h, eiβ sin α˜h)T eikhqz, (S2.8)
ϕ←−
hq
(z) = (eiφ sin α˜h, e
iφeiθk cos α˜h, e
iβ sin α˜h, e
iβeiθk cos α˜h)
T e−ikhqz, (S2.9)
9where α˜e(h) = arctan(k‖/keq(hq))/2, and keq(hq) = sgn
{
ε± sgn(µS ± k‖)
√
∆2 + (µS ± k‖)2
}√
(µS ± Ω)2 − k2‖. For
subgap energies ε 6 ∆, β = arccos(ε/∆) and Ω = i
√
∆2 − ε2 while, for supragap energies ε > ∆, β = −iarccosh(ε/∆)
and Ω = sgn(ε)
√
ε2 −∆2. Note that αe(h) is always real while α˜e(h) can be complex.
At an excitation energy ε > 0, the wave function, for the scattering state of an electron injected from the WSM
and moving towards the interface, can be described by
Ψ(z) =
{
ϕ−→e (z) + b0ϕ←−e (z) + a0ϕ←−h (z), z < 0
c0ϕ−→eq(z) + d0ϕ−→hq(z), z > 0
(S2.10)
where a0, b0, c0, and d0 represent the coefficients of Andreev and normal reflections, transmissions to two right-
moving quasi-particles, respectively. These coefficients are determined by the continuity of the wave functions at the
N-S interface
Ψ(z = 0+) = Ψ(z = 0−). (S2.11)
With the basis functions and the coefficients, we can calculate the probabilities of Andreev and normal reflections, and
transmissions which are defined by the Andreev and normal reflected, and transmitted current densities normalized
by the incident current density, respectively. In general, the transport probabilities can be found, respectively, as
Reh(ε,k‖) =
∣∣∣∣∣
√
cos(2αe) cos(2αh) sin(α˜e − α˜h)
eiβ cos(αe + α˜e) sin(αh + α˜h)− e−iβ cos(αe + α˜h) sin(αh + α˜e)
∣∣∣∣∣
2
, (S2.12)
Ree(ε,k‖) =
∣∣∣∣ eiβ sin(αe − α˜e) sin(αh + α˜h)− e−iβ sin(αe − α˜h) sin(αh + α˜e)eiβ cos(αe + α˜e) sin(αh + α˜h)− e−iβ cos(αe + α˜h) sin(αh + α˜e)
∣∣∣∣2 , (S2.13)
Tee(ε,k‖) =
∣∣∣∣e2iβ∣∣− 1∣∣ ∣∣∣∣∣
√
cos(2αe) (| cos α˜e|2 − | sin α˜e|2) sin(αh + α˜h)
eiβ cos(αe + α˜e) sin(αh + α˜h)− e−iβ cos(αe + α˜h) sin(αh + α˜e)
∣∣∣∣∣
2
, (S2.14)
Teh(ε,k‖) =
∣∣∣∣e−2iβ∣∣− 1∣∣ ∣∣∣∣∣
√
cos(2αe) (| cos α˜h|2 − | sin α˜h|2) sin(αh + α˜e)
eiβ cos(αe + α˜e) sin(αh + α˜h)− e−iβ cos(αe + α˜h) sin(αh + α˜e)
∣∣∣∣∣
2
. (S2.15)
Eqs. (S2.12) and (S2.13) are the results [Eqs. (8) and (9)] given in the main text. In the Dirac system, on requiring the
continuity of the wave function, the continuity of the current flux is also satisfied, as shown by Ree+Reh+Tee+Teh =
1. One can see clearly that for subgap energies ε 6 ∆, β is real, thus there is no transmission probability, i.e.,
Tee = Teh = 0. In the following, we will analyze Reh and Ree, since they are the only functions required in the
calculation of the differential conductance.
• For normal incidence with k‖ = 0, αe = αh = α˜e = 0 and α˜h = pi/2. Thus,
Reh(ε, 0) =
∣∣e−2iβ∣∣ , Ree(ε, 0) = 0. (S2.16)
Andreev reflection dominates, i.e., Reh = 1, for subgap energies whereas it decays to zero with increasing ε > ∆.
• For µN , µS  ∆ and µN < ε < ∆, αh = αe, α˜h − α˜e = pi/2, cos(2αe) =
√
ε2 − k2‖/ε, sin(2αe)=k‖/ε,
cos(2α˜e) =
√
∆2 − ε2 + k2‖/
√
∆2 − ε2 and sin(2α˜e) = −ik‖/
√
∆2 − ε2. Thus,
Reh(ε,k‖) = 1, Ree(ε,k‖) = 0. (S2.17)
This indicates that specular Andreev reflection dominates in the region µN < ε < ∆, leading to gNS = 2.
• At ε = ∆, β = 0 and α˜h − α˜e = pi/2. Thus,
Reh(∆,k‖) =
cos(2αe) cos(2αh)
cos2(αe − αh) , Ree(∆,k‖) =
sin2(αe + αh)
cos2(αe − αh) , (S2.18)
where the dependence on α˜e and α˜h cancels out. The reflection probabilities at excitation energy ε = ∆ and
hence the differential conductance at bias eV = ∆ become independent of µS . If µN  ∆, then αh = αe and
Reh(∆,k‖) = 1− |k‖/∆|2, Ree(∆,k‖) = |k‖/∆|2. (S2.19)
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Plugging Eqs. (S2.19) in Eq. (11) in the main text gives rise to gNS = 1. Therefore, for µN , µS  ∆, gNS
shows a jump from 1 to 2 at eV = ∆. For µS , µN < ∆, the jump at eV = ∆ still appears, but with a smaller
discontinuous value.
• At ε = µN < ∆, Eqs. (S2.12) and (S2.13) simplify to
Reh(µN ,k‖) =0, Ree(µN ,k‖) = 1. (S2.20)
Andreev reflection is not allowed physically because there is no hole state on the N side. As a result, the
differential conductance vanishes. The critical energy ε = µN separates two energy regions. In the region
ε < µN , Andreev retroreflection occurs while in the region ε > µN , specular Andreev reflection occurs.
• At zero energy ε = 0, β = pi/2, αh = −αe, sin α˜h = cos∗ α˜e, and cos α˜h = sin∗ α˜e. Thus,
Reh(0,k‖) =
∣∣∣∣∣ cos(2αe)(|sin α˜e|2 − |cos α˜e|2)|cos(αe + α˜e)|2 + |sin(αe − α˜e)|2
∣∣∣∣∣
2
, Ree(0,k‖) =
∣∣∣∣∣ 2 sin(αe − α˜e) cos(αe + α˜e)|cos(αe + α˜e)|2 + |sin(αe − α˜e)|2
∣∣∣∣∣
2
. (S2.21)
In the regime |µN | 
√
∆2 + µ2S , since only the channels with real ke and k‖ < |µw| are relevant, we have
k‖  |µN ± Ω| and α˜e ≈ 0. Thus, Reh and Ree further simplify to
Reh(0,k‖) = 1− |k‖/µN |2, Ree(0,k‖) = |k‖/µN |2, (S2.22)
which become functions of a single parameter k‖/µN and lead to the universal conductance e2/h per unit
channel.
S3. ANALOGY OF THE WEYL JUNCTION TO A 1D F-S JUNCTION
To see the role played by spin/orbital-momentum locking and s-wave pairing in the universal conductance e2/h, it
is instructive to consider a 1D Dirac F-S junctions. The 1D F-S junction with a ferrromagnet on the negative side
(z < 0) and a superconductor (z > 0) on the positive side can described by
h
(m)
BdG =

−i∂z − µ(z) m(z) ∆(z) 0
m(z) i∂z − µ(z) 0 ∆(z)
∆(z) 0 i∂z + µ(z) −m(z)
0 ∆(z) −m(z) −i∂z + µ(z)
 , (S3.1)
wherem(z) = m0Θ(−z), ∆(z) = ∆Θ(z) and µ(z) = µFΘ(−z)+µSΘ(z). Here the basis is Ψ =
(
c1,↑, c1,↓, c
†
2,↓,−c†2,↑
)T
with 1 and 2 denoting two valleys. Note that the magnetization m(z) is valley dependent, i.e., it is opposite at the
two valleys, and the pairing potential ∆(z) couples the same chirality (defined by the projection of the momentum
onto the spin orientation). This is important to mimic the physics of the Weyl junction.
At zero excitation energy, the basis functions of the right-moving electron, left-moving electron and left-moving
hole on the ferromagnetic side z < 0 are given by
ϕm−→e (z) = (cosαm, sinαm, 0, 0)
T eikmz, (S3.2)
ϕm←−e (z) = (sinαm, cosαm, 0, 0)
T e−ikmz, (S3.3)
ϕ
m
←−
h
(z) = (0, 0, cosαm, sinαm)
T eikmz, (S3.4)
respectively, where αm = arctan(m0/km)/2 and km = sgn(µF )
√
µ2F −m20. Note that these zero-energy states on the
ferromagnetic side exist only when m0 < |µF |. Thus, in the following calculation, we focus on the case of m0 < |µF |.
On the S side, the basis functions of the two “right-moving” particles are given by
ϕm−→eq(z) =
(
i, 0, 1, 0
)T
eik˜eqz, (S3.5)
ϕ
m
−→
hq
(z) =
(
0, 1, 0, i
)T
e−ik˜eqz, (S3.6)
where k˜eq = |µs|+ i∆. Both ϕ−→eq(z) and ϕ−→hq(z) decay from the interface in the superconductor as e−z/ξ with ξ = 1/∆.
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The matching of the wave function at the interface, z = 0, gives rise to the equation
ϕm−→e (0) + b0ϕm←−e (0) + a0ϕm←−h (0) = c0ϕm−→eq(0) + d0ϕm−→hq(0), (S3.7)
where a0, b0, c0 and d0, similar to the previous section, represent the coefficients of Andreev reflection, normal reflection
and transmissions, respectively. The coefficients of Andreev and normal reflections are found as
a0 = −i
√
1− |m0/µF |2, b0 = −m0/µF . (S3.8)
Then, the probabilities of Andreev and normal reflections are given by
Reh = 1− |m0/µF |2, Ree = |m0/µF |2, (S3.9)
respectively. Eq. (S3.9) indicates that in the absence of magnetization, m0 = 0, the 1D junction exhibits perfect
Andreev reflection, as expected by the conservation of chirality. A finite magnetization couples the right and left
movers (i.e., different orbitals) and leads to finite normal reflection. The µS and ∆ dependence disappear in the final
results (S3.8) and (S3.9) because the space-dependent phases of the wave functions drop out in the continuity equation
(S3.7). Most importantly, one can find that Eqs. (S3.9) resemble the form of Eqs. (S2.22) but with k‖ replaced by
the magnetization m0. As a contrast, if the pairing potential couples opposite chirality (e.g., spin-triplet) or if the
magnetization is valley independent, then following the same approach, one would find different results.
In the large-momentum mismatch regime |µN | 
√
∆2 + µ2S of the Weyl N-S junction, the parallel spin/orbital-
momentum locking is significant on the N side but negligible on the S side, thus the system becomes equivalent to
a bundle of 1D Dirac F-S junctions where the wave vector k‖ acts as the valley-dependent parallel magnetization.
In this way, one can see that the universal conductance e2/h per unit channel is due to the interplay of the unique
spin/orbital momentum locking and s-wave pairing that couples Weyl nodes of the same chirality.
S4. EFFECT OF A NON-MAGNETIC INTERFACE BARRIER
In the presence of an interface barrier, the junction can still be described by the BdG Hamiltonian (S2.1) but with
∆s(z) = ∆e
iφΘ(z), (S4.1)
µ(z) = µNΘ(−z) + µSΘ(z)− V0Θ(z + d)Θ(−z). (S4.2)
Here the length d and potential V0 of the barrier are assumed to satisfy
d→ 0 and V0 →∞, (S4.3)
such that the dimensionless barrier strength χ = V0d remain finite [74].
On the N and S sides, the basis functions are still given by Eqs. (S2.2-S2.5) and (S2.6-S2.9), respectively. On the
barrier, 0 < z < d, the basis functions can be written as
ϕ′−→e (z) = (1, 0, 0, 0)
T e−iV0z, (S4.4)
ϕ′←−e (z) = (0, 1, 0, 0)
T eiV0z, (S4.5)
ϕ′−→
h
(z) = (0, 0, 0, 1)T eiV0z, (S4.6)
ϕ′←−
h
(z) = (0, 0, 1, 0)T e−iV0z. (S4.7)
Note that these expressions are valid only for the limit (S4.3).
For an excitation energy ε > 0, the wave function, for the scattering state for an electron injected in the WSM and
moving right to the barrier, is described by
Ψ(z) =

ϕ−→e (z) + a0ϕ←−e (z) + b0ϕ←−h (z), z < −d
Aϕ′−→e (z) +Bϕ
′←−e (z) + Cϕ
′←−
h
(z) +Dϕ′−→
h
(z), −d < z < 0
c0ϕ−→eq(z) + d0ϕ−→hq(z), z > 0
(S4.8)
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The coefficients, a0, b0, c0, d0, A,B,C, and D are found by matching the wave function at the two interfaces z = −d
and z = 0. Then, the Andreev and normal reflection probabilities are obtained, respectively, as
Reh(ε,k‖) = | cos(2αe) cos(2αh)| |sin(α˜e − α˜h)/Z ′|2 , (S4.9)
Ree(ε,k‖) = |Y ′/Z ′| 2, (S4.10)
where
Z ′ =eiβ (e−iχ sinαe sin α˜e − eiχ cosαe cos α˜e) (eiχ sinαh cos α˜h + e−iχ cosαh sin α˜h)
− e−iβ (e−iχ sinαe sin α˜h − eiχ cosαe cos α˜h) (eiχ sinαh cos α˜e + e−iχ cosαh sin α˜e) , (S4.11)
Y ′ =eiβ (e−iχ cosαe sin α˜e − eiχ sinαe cos α˜e) (eiχ sinαh cos α˜h + e−iχ cosαh sin α˜h)
− e−iβ (e−iχ cosαe sin α˜h − eiχ sinαe cos α˜h) (eiχ sinαh cos α˜e + e−iχ cosαh sin α˜e) . (S4.12)
We can see that Reh and Ree are periodic functions of χ with a period pi. Thus, the differential conductance is also a
periodic function of χ. Under the condition χ = Npi, N = 0,±1,±2, · · · , the expressions (S4.9) and (S4.10) reproduce
the results Eqs. (S2.12) and (S2.13) in the absence of the barrier.
At zero excitation energy ε = 0, β = pi/2, αh = −αe, sin α˜h = cos∗ α˜e and cos α˜h = sin∗ α˜e. Thus,
Reh(0,k‖) =
∣∣∣∣∣ cos(2αe)
(| sin α˜e|2 − | cos α˜e|2)
|e−iχ sinαe sin α˜e − eiχ cosαe cos α˜e|2 + |eiχ sinαe cos α˜e − e−iχ cosαe sin α˜e|2
∣∣∣∣∣
2
, (S4.13)
Ree(0,k‖) =
∣∣∣∣∣
(
eiχ sinαe cos α˜e − e−iχ cosαe sin α˜e
) (
eiχ cosαe cos α˜e − e−iχ sinαe sin α˜e
)
|e−iχ sinαe sin α˜e − eiχ cosαe cos α˜e|2 + |eiχ sinαe cos α˜e − e−iχ cosαe sin α˜e|2
∣∣∣∣∣ 2. (S4.14)
We now focus on the regime |µN | 
√
∆2 + µ2S . Since we are considering the channels with real ke and k‖ < |µw|,
we have k‖  |µN ± Ω| and α˜e ≈ 0. Reh and Ree further simplify to
Reh(0,k‖) = 1− |k‖/µN |2, Ree(0,k‖) = |k‖/µN |2, (S4.15)
which are the same results as those in the absence of the barrier. The barrier becomes effectively transparent in the
regime |µN | 
√
∆2 + µ2S. As a result, the contributions of Andreev and normal reflections cancel perfectly and the
zero-bias differential conductance can still acquire the universal value e2/h per unit channel.
