Abstract. In our previous works on infinite horizontal Ising strips of width m alternating with layers of strings of Ising chains of length n, we found the surprising result that the specific heats are not much different for different values of N , the separation of the strings. For this reason, we study here for N = 1 the spin-spin correlation in the central row of each strip, and also the central row of a strings layer. We show that these can be written as a Toeplitz determinants. Their generating functions are ratios of two polynomials, which in the limit of infinite vertical size become square roots of polynomials whose degrees are m + 1 where m is the size of the strips. We find the asymptotic behaviors near the critical temperature to be twodimensional Ising-like. But in regions not very close to criticality the behavior may be different for different m and n. Finally, in the appendix we shall present results for generating functions in more general models.
Introduction
There are not many exact results on dimensional and crossover effects in weakly coupled periodic arrays of boxes or layers in which the interactions are much more pronounced. Therefore in [1] we introduced a special Ising model in which a large sequence of identical strips is coupled by sequences of Ising chains. We presented several results for specific heats, local magnetizations and pair correlations in such "Ising models with holes," without giving their derivations. As these derivations use very different methods, it may be less confusing to present them separately.
In [2] we used the dimer method to calculate the free energy and thus also the specific heat. In this paper we shall use the Clifford algebra approach introduced by Kaufman [3] to derive the results for magnetizations and pair correlations presented in [1] . Besides, several further results are presented in the appendix for more general layered models. Pair correlation is calculated both for mid-strip rows and mid-string rows.
To be specific, we consider the Ising model consisting of a periodic array of p horizontal strips of width m and lengthp, which are connected byp vertical strings of length n, see figure 1 , which is also figure 1 of our previous paper [1] with N = 1. Again as in [2] , the horizontal couplings between the nearest-neighbor spins are J , different from the vertical couplings J. We shall require the thermodynamic limit withp → ∞, but we may leave the vertical period p finite. Then we can derive Toeplitz determinant formulae for pair correlations in horizontal rows, about which the model is reflection invariant, that is mid-strip and mid-string rows as indicated in 1. Since there are m + 1 horizontal rows in a strip, to have a central row, we must choose m even, namely m = 2j. Similarly, for mid-string rows n must be even.
Clifford algebra approach
We shall use the Gamma-matrices approach of Kauffman and Onsager [3, 4] , which is presented in detail from page 372 on in [5] . However, we use different but equivalent notations, namely s = Z = σ z , C = X = σ x . We define the Jordan-Wigner transform
for 1 ≤ j ≤p with the periodic boundary conditionp + j ≡ j. The above equations are identical to (15.43) on page 374 of [5] and these matrices satisfy the anticommutation rule
From (1), we have
Consequently, the m + 1 transfer matrices associated with horizontal interactions between the nearest-neighbor spins pairs in a strip are
in which
In the following we shall take the limitp → ∞ and only have operators from the even sector of the Clifford algebra, that is the Γ j 's only appear in pairs. Therefore, we can ignore the U replacing it by 1. The transfer matrices associated with vertical interactions between the nearest-neighbor spin pairs are
where J * andĴ * are the dual variables of the Kramers-Wannier duality transform, satisfying the relations sinh(2J/k B T ) sinh(2J * /k B T ) = 1, sinh(2Ĵ/k B T ) sinh(2Ĵ * /k B T ) = 1.
As shown in [2] , we can replace each string of length n and nearest-neighbor couplings J, by a single bond with couplingĴ obeying tanh(Ĵ/k B T ) = tanh n (J/k B T ) = z n , z ≡ tanh(J/k B T ).
The spin-spin correlations in the central rows of the strips ‡ for m even are then given by
where
with the V i defined in (4), (6) and (7) . If the length n of the strings is even, we can also calculate the row spin-pair correlations for spins at the centers of a row of strings as
3 ,n = (n + m)/2.
Using Wick's theorem, we may write (10) and (12) as
σn ,1 σn , +1 = Pf
We shall now concentrate ourselves on the analysis of (14) . The same steps apply to (15) replacing T by T . The complex conjugate of G(j, k) is
Using
we find for j = k
(20) ‡ The central row of such a strip is denoted as row zero.
From (1), we find for j + k even, that Γ j Γ k are matrices with real elements, so that (20) implies G(j, k) = 0, for j = k and j + k even. Consequently, in the limitp → ∞, (14) becomes the Toeplitz determinant
A similar result holds for (15).
Mathematical details
Kaufman [3] noted that the row-to-row transfer matrices V i are 2p-dimensional spinor representations of the group of (hyperbolic) rotations in 2p dimensions, as is expressed in full generality by the relations
where matrixČ is antisymmetric. § At this point we could skip the next few steps citing [3, 5, 6] and let the reader work out some of the minor differences for our case. Rather, let us add some further details in order to be self-contained. First, from (23) we findV 1 andV 3 to be the block-diagonal matriceš
with
In the limitp → ∞, we chooseV 2 to be the block-cyclic block-tridiagonal matrix
The matrixV 2 in (27) may block diagonalized by discrete Fourier transform that leaves the block-diagonalV 1 andV 3 invariant. More specifically, let the elements of the 2p × 2p matrix P P P and its inverse be P P P rs = e irθs 1 2 / √p ; P P P −1
with 1 2 the 2 × 2 unit matrix. Then
Now from (11) and using (23), (24) and (30) we find
For finitep we also need the block-anti-cyclic version giving the same result in the limitp → ∞. More precisely, we insert 1 = (10) and (12) and apply (35) of [3] to (4) . In the limitp → ∞, the two terms with U cancel and the other two become equal.
as seen from (11), and when (33) is used.
Using (2), we may write (16) as ¶
Rewriting (16) and applying (32), we find
so that (35) becomes
Consequently, if we let G denote the 2p × 2p matrix whose elements are G(k, j), then the above equation can be rewritten as
or equivalently
Due to the cyclic boundary condition, we have
. Therefore, the matrix G is also 2 × 2 block-cyclic, and can be diagonalized by the matrices in (29) as
Since, from the text following (20), we have G(j, j) = i and G(j + 2k, j) = 0, we find that the Fourier transformG(θ) is a 2 × 2 matrix given bỹ
in whichG
Because of the block diagonal forms given in (33) and (40), we may rewrite (39) as
We shall now diagonalize the matrix A(θ) given in (34). Using standard notations [6, 10] we find
with real positive eigenvalues
It can be easily verified that
,
and
provided we choose the square roots g 2 (θ) − 1 and Ω 1/2 to be positive for θ = ±π. Comparing the duality relation (8) with (9) we see
consistent with V 3 = V 1 n , so that elements of matrixĴ given by (26) can be written as
Now using (26) and (50), we can evaluate
We note that p 00 = p 00 , p 11 = p 11 and p 01 = −p 01 , as complex conjugation replaces √ Ω by its inverse; so p 00 and p 11 are real and p 01 is imaginary.
We rewrite (34) as
where the middle three factors have been given in (45) and (53). Now A 2 (θ) 1/2 is given by (31) with 2J replaced by J and X and Y are given in (45) with z = tanh(J /k B T ). Therefore, we can simplify the remaining two factors in (55) as
Multiplying the five matrix factors in (55), we obtain
As A(θ) derives from the complex rotations (25), (26), (30) and (31), its determinant should be 1. Indeed, also from (57) and (53) it follows that
so that the eigenvalues of A(θ) are Λ ±1 , satisfying
or
Matrix A(θ) is hermitian and its normalized eigenvectors are
Therefore,
Consequently, we have
In the limit p → ∞, we find from (43), that
so that
Therefore, we can then use (42) to write
in the limitp → ∞. Now we are going to analyze Z as given by (58). Using (54), and setting m = 2j we may write
This shows that Z can be factorized. Letting m = 2j and defining
we find
Consequently, we have a n = 1 2π
As for the spin-pair correlations (15) for spins at the centers of a row of strings, we need to replace T by T . Here we shall briefly outline the differences. Similar to (33), we find
As seen from (13), we have
Relation (39) also holds with matrix G replaced by G of (16) andŤ replaced byŤ . Therefore, due to the cyclic boundary condition of G , we find, similar to (43), that
Using (45) and (50), we rewrite (75) as
where W is defined in (58), and A(θ) and B(θ) are defined in (70). As |A (θ)| = 1, it is easily seen that A (θ) has same eigenvalues as A(θ), but not the same eigenvectors. Using the same steps as in (63) to (66), we find that
so that a n = 1 2π
We shall now examine some limiting cases for the generating function.
Case 1: m = 2j → ∞:
In the limit m = 2j → ∞, we may drop α −j in (70), and find
so that the generating function in (72) becomes
which is identical to the generating function given in (1.3) and (1.4) on page 249 in McCoy and Wu's book [10] for the row correlation, as it should.
For the generating function in (79) for spins at the center of a string row,
, with J * the dual of J at given T defined in (8) , see also (51). We expect the resulting pair correlation to have continuously varying critical exponents, as this correlation can be equivalently calculated from a infinite uniform Ising model with one whole horizontal row of vertical bonds J replaced by Ising chains of length n with the same J. These chains are equivalent to single bondŝ J (9). But that makes the model one of the dual pair of linear defect models of Bariev [9] .
Case 2: n = 1:
For n = 1, it is the regular Ising model, so that the generating function should be same as (81). Setting n = 1 in (70) and using (44), we find
From (49), we find
which is real, ∆ = ∆. Consequently, we have
Similarly we find that
resulting in
Thus the generating function for n = 1 is the one of the regular Ising model,
For n = 1, the strings are of length 1 and do not have center rows.
Case 3: n = ∞:
In the limit n → ∞, we have z n → 0, and (70) becomes
The choice of sign is to make −e −iπ = 1. Because all square roots disappear, also in the product Ω
as can be seen from (46)- (49), the correlation function determined by (91) behaves very differently from 2-d Ising, decaying exponentially as in the one-dimensional Ising model. More precisely, the pair correlation is identical to the one in the middle row of an infinite strip of width m = 2j with free boundaries.
Using (90), we find for n = ∞, that the generating function in (79) for the spin-pair correlation in a row of the string centers becomes
so that a l = −δ l,−1 in (21) and the spins in that row are uncorrelated, as to be expected.
Spontaneous magnetizations
We shall now use Szegő's theorem to calculate the spontaneous magnetizations. From (70) and (48), we can see that the A(θ) and B(θ) as functions of e iθ have 2j + 1 roots. They can only be calculated numerically. From these calculations, we find that all the roots are real; and A(θ) has j + 1 roots smaller than 1, and j roots greater than 1 for all temperatures, while B(θ) has j + 1 roots smaller than 1 and j roots greater than 1 for T > T c (1, m, n), but one of the roots, say γ j+1 , becomes 1 at the critical temperature, and greater than 1 for T < T c (1, m, n). We rewrite (70) as
where ρ a and ρ b are real constants. Having these roots we can apply Szegő's theorem:
provided e g 0 = 1.
Spontaneous magnetization at the center row of the strip
For the spontaneous magnetization at the center of the strip, we substitute (72) into (95) and use (93) to find that g 0 = 0 and
such that
Consequently, using (94) and
The sum over n can be carried out to obtain logarithmic functions. Consequently, we find that (94) becomes
Spontaneous magnetization at the center of the string
We substitute (79) into (95) and use (93) to obtain
Comparing with (97), and again carrying out the sum over n , we find that spontaneous magnetization at the center of the strings is
Asymptotic behavior of the correlations function above T c
For T > T c (1, m, n), the root γ j+1 of B(θ) becomes smaller than 1, and the spontaneous magnetization is identically zero, and the kernel Φ(θ) in (72) (or Φ (θ) in (79)) of the Wiener-Hopf sum equations has index −1, as can be seen on page 209 and (1.7) on page 250 of McCoy and Wu's book [10] . We follow the method described on pages 251-255 of [10] , to define
We also let R r be the r×r Toeplitz determinant formed by b n . From the linear equations, (see (2.5) on page 251 in [10] ),
we find that the correlation above T c is given as
By solving the Wiener-Hopf equations as on pages 252-253 in [10] , we find as given in (2.27) on page 253 in [10] that
To calculate the integrals in (110), we deform the contour of integration around the branch cuts inside the unit circle. But here we have 2(2j + 1) branch points, as seen from (72), (79) and (93), instead of 2 as on page 254 of [10] . The roots of B(θ) obtained by numerical calculation in Maple are ordered as γ 1 ≤ γ 2 · · · ≤ γ 2j+1 , so are the roots of A(θ), withγ 1 ≤γ 2 · · · ≤γ 2j+1 . We also findγ n < γ n for same n. The integral becomes a sum of integrations around the branch cuts fromγ n to γ n for 1 ≤ n ≤ j + 1, and from 1/γ n to 1/γ n for j + 2 ≤ n ≤ 2j + 1.
Correlation for T > T c at the center of the strip
From (111) and (93) for the correlation on the center of the strip, we find
So that (110) becomes
.
If we let ξ = γ n ξ for integrals in the first sum and ξ = ξ /γ n for the integrals in the second sum, and denote u n =γ n /γ n , we may show that
Since γ n < γ j+1 for 1 ≤ n ≤ j andγ −1 n < γ j+1 for 2 + j ≤ n ≤ 2j + 1, in the asymptotic limit r >> 1, only one term is left, and it is
We now use (113) to expand asymptotically
Consequently, (116) becomes
where we have changed the variable ξ = 1 − (1 − u j+1 )y and
and [11, GR8 .380]
We again use Szegő's theorem to calculate the Toeplitz determinant,
so that 
In the limit r 1, we find
Whenever (126) is valid, we may substitute this approximation into (124) and find that the leading term in the spin-spin correlation function above T c behaves as
It is interesting to examine this equation using the spontaneous magnetization given by (101): We find it has the same behavior as in the regular Ising model by comparing it with (2.45) on page 256 and with (2.8) on page 245 of [10] .
It was shown in our earlier paper [1] , that for strings of length n ≥ 5 a rounded peak in the specific heat shows up above T c (1, m, n) due to the finite strip width m = 2j. Near T max (or z max = tanh(J/T max k B )) of the maximum in the specific heat, we find γ (1, m, n) . When r is not so large, (124) must be used, which exhibits the one-dimensional Ising behavior, just like the specific heat.
When we look at the case with n = 8 and j = 6, we find that the rounded peak of the specific heat is at its maximum at the temperature T max corresponding to z max = 0.
This behaves as in the one-dimensional Ising model. We have also checked this for different values of j, reaching the same conclusion.
Correlation for T > T c at the center of the string
Similarly, for the correlation on the center of the string, we find from (111) and (93) that
As many of the steps are similar, we will be more brief here. Again deforming the contour of integration to be around the 2j + 1 branch cuts, we find that, as in (116), only one term is left in the asymptotic limit r 1. We further write, as in (117),
in which u j+1 =γ j+1 /γ j+1 and
(131) such that replacing P 1 and Q 1 in (116) by their primed versions, we have
It is also easy to show
Consequently, we find
Asymptotic behavior of the correlations function for T < T c
For T < T c (1, m, n), the root γ j+1 of B(θ) is greater than 1. The spontaneous magnetization is non-zero and given by (101) and (104). We again follow the method described on pages 257-258 in [10] , to calculate the asymptotic behavior for T < T c . Rewrite (3.4)-(3.6) on page 257 of [10] for Φ(θ) and Φ (θ) as
which are similar to (111) and (112). We can then use (3.14) on page 258 of [10] to calculate the asymptotic behavior of the correlations function for T < T c .
Correlation for T < T c at the center of the strip
For T < T c , the asymptotic behavior of the correlation at the center of a strip is therefore given by (3.14) on page 258 of [10] as
The integration over ξ is deformed to be around the branch cuts inside the unit circle; while the integration over ξ is around the branch cuts outside the unit circle. When T < T c , we findγ 1 ≤ γ 1 ≤γ 2 ≤ γ 2 · · · ≤γ j+1 ≤ γ 
Similar to (115), we may estimate these integrals and find in the limit r 1, only one term is needed, namely
Let ξ = ξ 1 /γ j+1 and ξ = γ j+1 /ξ 2 , then the above equation becomes
in which v j+1 = γ j+1γj+1 . Similar to (117) or (130), we pull out the singular terms of the integrands, and expand what remains around ξ 1 = 1 and ξ 2 = 1 and find 1
Substituting the above equations into (140), we find
Following the steps described from (118) to (126), we find
The asymptotic behavior of the correlation for T < T c at the center of the strip is seen from (137) to be
Correlation for T < T c at the center of the string
The asymptotic behavior of the correlation at the center of the string for T < T c is similar to (137),
in which P (ξ) and Q (ξ) are given by (136). The same as in (139), we find that in the limit r 1, only one term is needed, so that
when the substitution used in (140) is again used. Just as in (142), we may write
Using (141) and (151) in (150), we find
Again, we follow the steps given from (118) to (126) to find
Consequently, we find from (152)
which has the usual two-dimensional Ising behavior.
Correlation function for the central row of a finite strip
In the limit n → ∞, we have shown in subsection 3.3 that the model is equivalent to independent strips of width m and the generating function for the spins in the central row of a strip is given by (91). It behaves as in the one-dimensional Ising model, with its critical temperature at T = 0 (or z = 1). Above this critical temperature, we can use (108) to calculate its asymptotic behavior. (We tested this formula for j = 0, which is a one-dimensional spin chain, and got the exact result). As in (123), we again use Szegő's theorem given in (94) and (95) to calculate the Toeplitz determinant of (−1) r R r whose generating function is given in (91).
In the limit m = 2j → ∞, it becomes the two-dimensional Ising model. We drop the term α −j in the first equation of (89), and find from (91)
which is the generating function of the regular 2-d Ising, as it should.
For finite m, we substitute the first equation in (93) into (91) and find
Consequently, using Szegő's theorem, we calculate the Toeplitz determinant and find
in whichF
andÛ
From (110), and (158) we have
This integral can be calculated by computing the residues at the poles inside the unit circle. They are the j + 1 roots γ k for 1 ≤ k ≤ j + 1. Since γ 1 ≤ γ 2 · · · ≤ γ j+1 , we find for r 1, we only need one term, namely the residue at γ j+1 , which is
Consequently, using (159) and (163), we find that the correlation function for the central row of a finite strip is
We now examine the exponential decaying factor of the correlation function in the above equation. For n finite, γ j+1 = 1 at the critical temperature T c (1, m, n), γ j+1 > 1 below the critical temperature, and γ j+1 < 1 for T > T c (1, m, n). But in the limit n → ∞, we have T c (1, m, ∞) = 0, so that γ j+1 = 1 at T = 0 (z = 1). We next plot γ j+1 as a function of z for different m = 2j. , we have γ j+1 = 0, and for z = 1 (T = 0), we find γ j+1 = 1. As shown in the figure, as z increases from zero, γ j+1 increases and approaches 1. In fact, γ j+1 ≈ 1 for a large region of z near z = 1. This means that at sufficient low temperature, the exponential decay term is almost irrelevant, and the correlation functions are almost a constant. As m increases, this region of z, with γ j+1 ≈ 1, becomes larger.
As shown in the figure, γ j+1 is an increasing function of z whose maximum is 1 at z = 1. It is also an increasing function of m = 2j, (these statements are observed but not rigorously proven). For example, we find that, for z = 0.75, the exponential decay terms are given as γ j+1 = .9996300699194, .9999865761094, .9999995129623, .9999999993589, .999999999999 for j = 2, 3, 4, 6, 8. We can easily deduce that as m = 2j increases, γ j+1 approaches 1, so that the correlation function behaves almost like a constant. We have shown in (157), that in the limit m → ∞ the generating function becomes that of the regular Ising model, whose correlation function for T < T c (or z > √ 2 − 1 when J = J ) tends to the constant value M 2 0 . Thus these results make sense.
Summary
We have found that the spin correlation function in the central row of a strip in our model pictured in figure 1 is given as Toeplitz determinant (21), whose generating function is given in (72). Likewise the correlation function in the central row of a string row is also a Toeplitz determinant whose generating function is given in (79).
The spontaneous magnetization is different from row to row. At the center of a strip, it is given by (101), and at the center of a string row it is (104).
For T > T c (1, m, n), but very near the critical temperature, the correlation functions behave just like the two-dimensional regular Ising model and are given by (127) for the central rows of strips and by (134) for centers of string rows. Near T max , where the specific heat has its rounded peak, we have found that the correlations functions in the central row behave just like the one-dimensional regular Ising model and are given by (124).
For T < T c (1, m, n), the asymptotic behaviors of correlations functions near the critical point are also two-dimensional regular Ising like, given by (147) for the central rows of strips and (156) for the centers of string rows.
In the limit n → ∞, the model is equivalent to independent strips of length m, with its critical temperature at T = 0. The correlations function at the central row of a strip is given by (164).
Appendix A.
In this appendix we shall compare the approach of the main text with the one of [7] . It is easily seen that we must identify [7] , (A.1)
comparing (1) in whichp is the horizontal size of the model with (2.7) [7] where 2N + 1 is this size, so that for 1 ≤ j ≤p = 2N + 1, we have
As we shall only consider the limitp, N → ∞ and only consider pair correlations in rows, we only have to deal with the "even sector" and we may modify the boundary conditions to strict periodicity,
just as we have already done in the main text and in [7] . This modification, corresponding to setting U ≡ 1 in (4), does not affect the final result in the largep limit. (Alternatively we could also choose strict antiperiodic boundary conditions corresponding to U ≡ −1, leading to the same final result.) The setup in [7] has reflection invariance about row 0 and translational invariance in the horizontal direction, so that the correlation of a spin pair in horizontal row 0 is given by a Toeplitz determinant. Let us label a given row of horizontal couplings and the row of vertical couplings directly above it by r (called m in [7] ). The rows labeled by r have reduced horizontal coupling H r = J r /k B T and reduced vertical coupling V r = J r /k B T . Reflection invariance requires
This generalizes the case considered in in the main body of this paper where J r = J or 0 and J r = J, see figure 1 . We can write,
where the nonvanishing matrix elements of the 2 × 2 block-cyclic matrices C l are 6) setting 2N + 2 ≡ −2N , compare (2.10)-(2.12) in [7] . One easily checks that from (A.4) we have the required
where we added that T l is hermitian, compare (24)-(28).
+ It is easy to change this for the casep = 2N even, but that is not needed here as we consider the ferromagnetic case in the limitp → ∞.
With these notations (2.6) in [7] can be rewritten as *
The equality T (<) = T (>) † expresses the reflection symmetry causing the Toeplitz determinant to emerge for general layered systems of infinite horizontal size and translationally invariant in the horizontal direction.
This setup generalizes the case studied in this paper with L = p(m+n) and vertical period L 1 = m + n. We note that T 2r , also given in (2.10) of [7] , generalizes V 2 in (4) [or the unit matrix 1 when J r = 0], whereas T 2r+1 , also in (2.11) of [7] , generalizes V 1 in (6) and (7), (V 3 = V n 1 ), omitting the scalar factors [2 sinh(2V r )]p /2 that cancel out of the pair correlations.
For m even, we compare (A.8) and (A.9) with (10) and (11), identifying the midstrip row considered as row r = 0. Now n can be even or odd. We have
. It is easily seen that T (0) = T p with T given in (11) and
While considering the mid-string row case of (12), we have to identify rown as row r = 0 and now we have to have n even, but m can be even or odd. Comparing (12) and (13) with (A.8) and (A.9), we have T 2r
n, both for r mod L 1 , whereas again T 2r+1 = V 1 for all r, V 3 = V n 1 . Now it is easily seen that T (0) = T p with T given in (13) and T (0) in (A.8). Applying the Wick theorem, we find from (A.8)
compare of (2.16) [7] . With the choice of interactions in the main text G kl equals (16) or (17) after suitable shifts of the indices. We calculate G kl by the method introduced in (4.19) and following text of [8] , as used in [7] starting with
compare also (35) and following text. In order to calculate this recursively, let us define more generally, (with in the second product the factors in opposite order as l decreases),
12) * In [7] demanding vertical periodicity M + 1 ≡ −M implies the vertical size L = 2M + 1 to be odd.
We allow the vertical size L to also be even, i.e. vertical periodicity M ≡ −M and L = 2M.
It is not difficult to show from (A.5) and (A.6) that
This is nothing but the relation of the spinor and vector representations of the complex rotation group, advocated by Kaufman in her solution of the 2D Ising model [3] and given in equivalent notation in (23). Now defining, in analogy with (A.12) and (A.13),
where the check on these matrices indicate that they are 2p×2p, not the 2p ×2p T (r) and T l , and where the prime means that for l = 0 and l = L, matrix C (l) must be replaced by 1 2 C (l) , as implied by (A.13). From (A.11) and (A.14) we then find in matrix notation
compare (2.20) in [7] , (4.35) and (4.38) in [8] and (38) in the main text. As the C (l) are 2 × 2 block-cyclic, so are all matrices in (A.16) and (A.17). Let us apply the discrete block-Fourier transform on all such matrices X,
for θ ≡ θ s = 2πs/(2N + 1), s = −N , . . . , N . The hat on the matrix indicates that is a 2 × 2 block of the block-diagonal Fourier transform. In the limit N → ∞ the inverse Fourier transform is
Using (A.6) and (A.18) one easily verifieŝ .20) so that the Fourier transforms ofŤ l become the SU(1,1) matriceŝ
compare (2.32) in [7] . Since (A.28) implies G 
Thus we obtain a recurrence relation for the generating function K(e iθ ) ≡ K 0 . This result applies to all layered systems with reduced couplings as specified in We have kept manifest reflection symmetry in the above. Once this is broken one will have to deal with 2×2 generating functions of 2×2 block-Toeplitz determinants. To generalize the formalism, we have to allow theD andD † in (A.25) and (A.26) to become unrelated products ofT l 's. Then one can derivê
HereD 1 orD 2 may also be 1 2 . Typically we have to apply thisL times to calculatê G =Ĝ (0) , starting withĜ (L) = i1 2 and usingT
1 for all i, the solutions obey (A.28). In order to determine the most general form ofĜ =Ĝ (0) , we set r = 0, s =L = 1, D 1 =T (0) (corresponding to the full Fourier-transformed transfer matrix representative),
AsD is a product of matrices in (A.21), it is of the form (A.22) with suitable x and y being Laurent polynomials in e iθ , xx − yȳ = 1. We then can solve the four linear equations (A.31) and find
(A.32)
We note thatĜ 22 = −Ĝ 11 ,Ĝ 21 = −Ĝ 12 ,Ĝ 11 +Ĝ 22 = 2i, consistent with the first equality in (A.11). This is the same structure as found long ago in a special case [13] , where the horizontal couplings are left uniform and the structure is less understood. The above choiceD 2 = 1 2 is not the only useful one. Making suitable choices of r, s,D 1 and D 2 in (A.31), we can derive several new results for 2×2 generating functions for pair correlations within a horizontal row of such layered models by solving the subsequent sets of four linear equations for the subsequentĜ (r) . When x(θ) is real, x ≡ x, (A.32) reduces to the form (A.27) with K = K 0 = y/(x + 1), which in the limit of vertical size L → ∞, x, y → ∞, yy/x 2 → 1, reduces to K = y/y, of the form (A.30) with different y. This is not surprising: Consider the One may check the effect of block-Fourier transform after applying spatial reflection and complex conjugation to G. Also, G replaced by 2i1-the diagonal matrix with each diagonal 2 × 2 block replaced by the trace of the corresponding block in G times 1 2 -is invariant under block-Fourier transform.
special case with someD, with x = cosh(χ), y = e iψ sinh(χ), and χ and ψ real, repeated p times; thenD 1 =D p has x = cosh(pχ), y = e iψ sinh(pχ), so that the ratio y/y is unchanged, even though x and y blow up as p → ∞. This parametrization makes it clear that (A.32) is equivalent to (65) replacing the x there by −e iψ and Λ by e χ , and (66) follows similarly as p → ∞.
The above formalism is very flexible and has been applied first [7, 14] to the special line in the Bariev problem [9] , and later to go off that line to calculate energy-density pair correlations [15] . The methods can also be applied to calculate 2×2 block-Toeplitz determinants for the layered model of [16, 17] . However, reflection symmetry in those models can be restored by the minor modification of changing the horizontal couplings in the boundaries between layers with different couplings to the average of those on both sides, or any other reasonable equal value for all boundary rows. Then the pair correlations in the centers of layers are given by scalar Toeplitz determinants. The models in this paper and the two preceding ones [1, 2] are such models.
From now on we consider an Ising model with p infinite horizontal strips strips of width m 1 and reduced couplings H 1 and V 1 alternating with p strips of width m 2 and couplings H 2 and V 2 . On the horizontal line between two such strips we choose horizontal coupling H 3 = 1 2 (H 1 + H 2 ) + ∆H. We shall also consider more general insertions. As usually done for the uniform case, we work out the symmetrized single-row transfer matriceŝ
Using (A.21) we find
compare (2.36) in [7] . Eq. (A.34) with hyperbolic angle γ j and angle δ * j first appeared in eq. (89) of [12] with minor differences of notation.
For m such rows we get (D j ) m and (D j ) m/2 expressed by similar formulae, just replacing γ j by mγ j or 1 2 mγ j according to the SU(1,1) group structure, (1/2) j = 2 cosh(γ j /2) and working out the products we get
(1/2) j cancel out in later calculations. We remark that we need to work with (D j ) m j /2 , (j = 1, 2), in order to keep reflection symmetry manifestly. Of course, m j has to be even if we calculate the pair correlation in the center row of a layer of type j. Between the layers of type 1 and 2 we have alternatinglyD 3 andD 3 † , corresponding to the product of some transfer matrices and the product in the opposite order. Then, depending on j = 1 or 2 for the layer in which the correlations are calculated, the full Fourier-transformed transfer matrix becomeŝ
Using the second member of (A.28) three times, and noting thatD 3 † has x 3 and x 3 interchanged, we find the actionŝ which relate by y 2 ↔ y 2 , x 3 ↔ y 3 . Next, from (A.37) and (A.28) we find T 1←1 : K → 2P Q + (P P + QQ)K (P P + QQ) + 2P QK , T 2←2 : K → 2P Q + (P P + QQ)K (P P + QQ) + 2P QK , (A.41) and from (A.30) we then find the generating functions in the limit p → ∞
for the center rows of layers of type 1 and 2. From (A.39) one can check that these also satisfy the required actionŝ We end this appendix with a few remarks on the case with uniform interactions, infinite horizontal size, but finite vertical size L. For the infinite cylinder with circumference L, we can useD given in (A.33)-(A.36) leaving out the j-subscripts. When L is odd, we can factor the boundaryD as a product of its square roots, which is just replacing γ by L poles w j > 1. Values w j can be worked out easily to high precision numerically leading to explicit formulae for a n of the form c 0 δ n0 + j c j w n j , ( j = 1 or 0, so that for n ≥ 0 only w j < 1 contribute and for n < 0 only w j > 1).
The generating function for the middle row of an open strip with free boundaries and L even can be treated by coupling the two sides with zero coupling. Thus it becomes the cylinder case with circumference L + 1, V ±L/2 = 0, V * ±L/2 = ∞, compare (24)-(26) in [1] . We can calculate the generating function byL = 3 applications of (A.28). Starting withĜ (3) = i1 2 , K 3 = 0 we applyD (3) =T 2r+1 in (A.21) with V * r → ∞, or y/x → −e −iθ by comparing with (A.22). Thus we find K 2 = −e −iθ as in (92). Next we applyD (2) =T 2r in (A.21) with H r = Lγ)(1 − z e −iθ )
(1 − z e −iθ ) + Ω −1/2 tanh( Starting with K 2 = 0 and applyingD (2) =T 2r with H → ∞, y/x → 1 we find K 1 = 1 from (A.28). Repeating the application ofD (1) as in the previous paragraph, we find K = 1 + Ω 1/2 tanh( , (A.50) which in the limit L → ∞ becomes Ω 1/2 as it should. The pair correlation does not depend on the sign of these spins, as it is invariant under flipping the signs of all spins. Therefore, this case also gives the result for a strip of width L − 2 with a constant boundary field. The special case L = 2 is also the case of the Ising chain in a field h = 2J.
Correlations in other rows than the middle one, or with asymmetric boundary conditions, generally can be expressed as block-Toeplitz determinants whose 2×2 generating functions can also be studied with the methods in this appendix. We may even move from row to row as needed in [15] by applying (A.31) withD (2) =D (1) −1 .
