By constructing the commutative operators chain, we derive conditions for 
In the resolution of eigenfunctions to the linear Dirac equation, we find that the commutative relations [16] [ play an important role, where the operators (Ĵ z ,K,Ĥ) stand for angular momentum, spin-orbit coupling and total energy operators respectively. They are good quantum numbers guaranteeing the common eigenfunctions exist. Noticing the definition of operators chain
which enable us to solve the eigen solutions via separation of variables, and then the original problem reduces to ordinary differential equations. In [15] , we derived and simplified the complete nonlinear Dirac equation system, but where it is still a partial differential system depending on coordinate (r, θ). The primary motivation of this paper is looking for the conditions to reduce the nonlinear Dirac equation into the ordinary differential one, and clarify to how much degree we can expect the method of separating variables to solve the nonlinear problems. In this paper, we adopt the Hermitian matrices (1.4) instead of Dirac matrices γ µ , because this form is more convenient for calculation.
Our basic problem is to examine a nonlinear spinor field φ moving in 4-vector potential A µ . The corresponding Lagrangian is generally given by [12, 15] 5) where µ > 0 is a constant mass, F is the nonlinear coupling potential, which is the polynomial ofγ andβ defined by
It is well known thatγ is a true-scalar andβ a pseudo-scalar. The variation of (1.5) with respect to φ + gives the dynamic equation
where
Let coordinate x 3 = z along the direction of magnetic field B, then we locally have [8, 9, 12, 15] A = A(r, θ)(− sin ϕ, cos ϕ, 0), (1.8) which satisfies the Coulomb gauge ∇ · A = 0. In the spherical coordinate system (r, θ, ϕ), we have 9) where (σ r , σ θ , σ ϕ ) is given by cos θ sin θe
LetĴ be the angular momentum operator for the spinor field
Then the angular momentumĴ 3 =Ĵ z commutates with the nonlinear Hamilton operator (1.7), and the eigenfunctions ofĴ z = − i∂ ϕ + 1 2 S 3 are equivalent to the following
with (κ = 0, ±1, ±2, · · · ), where u k , v k (k = 1, 2) are real functions of (r, θ) but independent on ϕ and t, the index T stands for transposed matrix.
Making variable transformation [15] 14) withˇ α =α(− sin ϕ, cos ϕ, 0). The eigenfunctions of (1.7) with even parity take the 15) and the eigenfunctions with odd parity take 
Obviously, only for the case N = 0, the quantitiesα 0 andγ are independent of θ, the following analysis shows only this case can be solved by separation of variables.
Operators and Commutative Relations
In spherical coordinate system, by straightforward calculation, we have the following explicit operator relations [15, 16] ∂ x = sin θ cos ϕ∂ r + 1 r cos θ cos ϕ∂ θ − 1 r sin θ sin ϕ∂ ϕ , (2.1)
For orbit angular momentum operatorL = r ×p, we havê
For the nonlinear system (1.7), detailed calculation shows that
(2.10) (2.10) showsĴ z is still a good quantum number for the nonlinear Dirac equation. By
in which
12)
14)
15)
Define the spin-orbit coupling operator bŷ
where K θ and K ϕ defined by
then we haveK
Therefore,K is the first order form ofĴ 2 . For (1.7), we can check
In some sense, (2.22)-(2.25) reflect the influence of parameters on the integrability.
Conditions for Separation of Variables
For the nonlinear Hamiltonian (1.7), the commutative relation (2.10) showsĴ z is still a good quantum number, but (2.22) showsK is not. In what follows, we look for a new operatorT and the conditions, such that the systems (1.7) can be solved by separation of variables. This is equivalent to the existence of operatorT = T (∂ θ , ∂ ϕ )
We only consider the following first order operator
where (T 0 , T θ , T ϕ ) are all Hermitian matrices, and their components are smooth functions of (r, θ, ϕ). The higher order operators can be similarly constructed, but they seem not to be functionally independent of (3. 
3) 
where (P kl , M kl , N kl ) are Hermitian matrices, and their components are functions of (r, θ), the factor 'cot θ' is introduced for convenience of the following resolution.
The relation [Ĥ,T ] can be expressed as
where the coefficient matrices can be obtained by straightforward calculation, and they can be easily generated by computer. (H θθ , H rθ , H θϕ , H rϕ , H ϕϕ ) are only functions of (P kl , M kl , N kl ), but the others depend on their first order derivatives. The operator ∂ ϕ should be replaced by matrix D ϕ due to solution (1.12),
Then [Ĥ,T ] = 0 is equivalent to the following equations
To solve equations (3.9)-(3.12), we should solve the simple and algebraic relations at first, then the complex and differential equations, otherwise the calculation will become terribly complicated. The differential equations including in (3.9)-(3.12) are linear, and one component usually satisfies two independent equations, which lead to constant solutions. So it is easy to resolution.
By (3.9), we can solve 
For the other equations in (3.10)-(3.12), detailed calculation shows that the solutions for P kl and N kl are highly underdetermined. Expressing P kl by N kl , we can get the following results via long but simple calculation
where λ 0 is a constant. If we setT =K when U = 0, we get λ 0 = 0. Substituting
, in equivalent sense, we finally get
In the spherical coordinate system, the above procedure is invertible, so equations 
is just the simplest nonlinear case discussed in [3] - [9] .
} are the cases discussed in [16] and [17] - [26] .
{V =
Ze r , A = e r sin θ (a − b cos θ), F β = F γ = 0} is the case calculated in [27] .
For the general case of (3.15), although the separation of variables is valid for the Dirac equation (1.7), but the solutions to the reduced ordinary differential equations usually can not be expressed by elementary functions in finite form. So some auxiliary numerical computation is still necessary.
For the Schrödinger equation
the calculation is simple. Obviously, forL z = − i∂ ϕ , we have
We look for the following second order operator
By [Ŷ , ∂ ϕ ] = 0, we get
By [Ĥ,Ŷ ] = 0, we find 
Some Remarks
From the above calculation, we get the following insights and experiences:
(R1) The above procedure has general significance for separation of variables. The method is also suitable for higher dimensional cases. For Hamiltonian
the separation of variables is equivalent to the existence of the following Hermitian operators chain
which form a Abelian Lie algebra
3)
The operators chain {Ĥ k } reflects the intrinsic symmetry of the system, which can be obtained via simple calculation. In general, there may not be a complete chain similarly to the case of (1.7), but the incomplete chain is still helpful to simplify the dynamic equation as done in [15] . In addition, the existence of operators chain depends on the coordinate system. (R5) The above method is related to the concept 'superintegrability', which was introduced at the classical level by Wojciechowski [28] and at the quantum level by
Kuznetsov [29] . Superintegrability also deals with the symmetry and integrability of a Hamiltonian system, and many elaborate models were solved. Besides (4.2), the superintegrability demands extra commutative operators. There are extensive literatures, e.g. [28] - [40] and references therein. However, most of the papers studied classical
Hamiltonian system and Schrödinger type equations, and few works dealt with spinor equations. The above treatment seems to be more straightforward and simpler, the information of the solutions and symmetries of the system is automatically used, and the resolution seems unnecessarily to introduce extra commutative relations to (4.2).
