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Abstract-This paper proposes an algebra approach for solving the linearly constrained contin- 
uous quasi-concave minimization problems. The study involves a class of very generalized concave 
functions, continuous strictly quasi-concave functions. Based on the fact that the optimal solutions 
can be achieved at an extreme point of the polyhedron, we provide an algebra-based method for 
identifying the extreme points. The caSe on unbounded polyhedral constraints is also discussed and 
solved. Numerical examples are provided for illustration. @ 2002 Elsevier Science Ltd. All rights 
reserved. 
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1. INTRODUCTION 
The convex set constrained concave minimization (or equivalently, convex maximization) problem 
has long been one of the most fundamental global optimization problems [l-3]. Benson [l] 
provided a detailed survey on this class of problems. As pointed out by Horst and Tuy [3], many 
important classes of mathematical programming problems can be transformed into a concave 
minimization problem. For example, broad classes of integer programming problems can be 
formulated as equivalent concave minimization problems in terms of the sets of optimal solutions 
coincide [4-61. Linear complementarity problems can be converted into an equivalent, concave 
minimization problem [7,8]. A linear max-min problem has a close connection with a concave 
minimization problem [9]. 
Some common techniques for solving a linearly constrained concave minimization problem in- 
clude cutting planes [lo], branch and bound [ll], and extreme point ranking [12]. Our method 
described below is also an extreme point identification process. However, it is significantly dif- 
ferent in both concept, and implementation than that used in [12]. 
Concave functions are grouped in various classes depending on their structures. This study 
concerns a very generalized class, continuous strictly quasi-concave, which covers most of concave 
function families with some minor requirements. For the linearly constrained concave minimiza- 
tion problem, we show the similar results with linear programming that the optimal solution, if 
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it exists, can be achieved at an extreme point of the constraint polyhedron. Therefore, to solve a 
linearly constrained generalized concave minimization problem becomes to identify the extreme 
points on the constraint polyhedron. 
In [13,14], we proposed an iterative algorithm to identify all extreme points of a bounded 
polyhedron. The method is to first generate the extreme point set of an initial polyhedron with 
one constraint and the normalization condition. The initial polyhedron then is represented by a 
convex combination of these extreme points. When a new constraint is added, we consider the 
changes of the set of convex combination parameters, which can be characterized by the newly 
added constraint and the normalization condition on them. The computation in each iteration is 
easy and takes a very small storage space. The method proposed here, with some adjustments, 
can be applied to other polyhedron related problems, such as the analysis on decision making 
cones. 
The rest of the paper will be arranged as follows. Section 2 shows that an optimal solution of a 
linearly constrained concave minimization problem can be achieved at some extreme point of the 
linear constraint polyhedron, and then gives the algorithm of solving the problem through extreme 
point identification. The objective function considered in this and next sections is continuous 
strictly quasi-concave. Based on the process described above, the optimal solution is found within 
a finite number of iterations. Section 3 provides a numerical example for illustration purpose. 
Section 4 discusses the case when the linear constraint polyhedron is unbounded which may lead 
to that the concave minimization problem does not have a finite optimal solution. The method 
given in this section is a modification of the method in Section 2. The modified method can tell 
if there exists an optimal solution, and find the solution if there is one, in a finite number of 
iterations. The Appendix shows the details of extreme point searching. 
2. AN ALGEBRA PROCEDURE 
In this section, we consider the programming problem on a bounded polyhedron 
min f(z), 
s.t. six 1 bi, i = l,...,m, (P) 
xcj 20, j = 1,. . . ,72, 
where f(x) is a continuous strictly quasi-concave function. A strictly quasi-concave function is 
defined as follows. 
DEFINITION 1. Vx E En, Vy E E” such that f(x) # f(y) and b’a E (0, l), if 
f(ax + (1 - a)~) > min{f(xc)l f(y)), 
then f(x) is called a strictly quasi-concave function. 
It is well known in literature (see [15,16]), the class of continuous strictly quasi-concave function 
covers many other classes of concave functions. For example, uniformly concave function, strictly 
concave function, concave function, pseudoconcave function (if the function is differentiable), 
strongly quasi-concave function. Therefore, the algorithm proposed has potential of applications. 
For convenience, denote 
R={~laix>bi, i=l,..., m, ~j>O,j=l,..., n}. 
Since R is a polyhedron, if R # 8, then it has a finite number of extreme points. The next theorem 
shows that if a strictly quasi-concave function under the linear constraints has an optimal solution, 
then it has an optimal solution on the extreme point. This property is the same as that of linear 
programming. The proof of the theorem is similar to the proof of that a linear programming 
problem achieves its optimal solution on extreme points provided that an optimal solution exists. 
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THEOREM 1. Let f(x) be a continuous strictly quasi-concave function, and problem (P) has an 
optimal solution, then R has an extreme point which is an optimal solution. 
From Theorem 1, since under linear constraints, the minimum solution of a continuous strictly 
quasi-concave function can be achieved at an extreme point, our algorithm is then given based 
on the method of extreme point searching on a polyhedron (see [13,14]). For simplification, we 
assume that R is bounded. (For the case that R is unbounded, we have a similar result as 
discussed in Section 4.) Without loss of generality, assume 
R C {x 1 eTx = l} , 
where 
Therefore, 
e = (1,. . . , l)T E E”. 
Denote 
R = {x 1 uix 2 bi, i = 1,. ..,m, eTz=l, x,>O,j=l,..., n}. 
R1 = A’ = {x 1 alx 2 bl, eTx = 1, % 2 O}. 
Referring to the Appendix, we can obtain all extreme points of R’, d”, d12, . . . , r@. Denote 
D1 = B1 = (dll& . . . JP’) 
Then 
R’ = {@A 1 eTX = 1, X 10, X E E”‘} , 
wheree=(l,...,l)TEEkl. Wecompute 
f (dl’) , f (d12) 1’. .7 f (@y . 
If 
&Jjk f (d’y = f (q , 
1 
define 
From Theorem 1, we know that x1 is an optimal solution of the following problem: 
Denote 
-I1 = {i / a& < bi, 1 5 i 5 m} . 
If 11 = 0, then x1 E R. Since R C R’, then x1 is also an optimal solution of (P). Otherwise, , 
I1 # 0, then we find the hyperplane aix = bi, for i E II which has the shortest distance with ~9 
where I( . 1) is the Euclidean norm. Without loss of generality, denote il = 2. Consider 
R2 = {x 1 alx 2 b 1, azx 2 b2, eTx = 1, x > O}. 
Then 
R2 = {x E R1 1 a2x > b2} 
= {d’X 1 a2b1X 2 bz, eTX = 1, X 2 0, X E ,!+I}. 
968 Q. WEI AND H. YAN 
Denote 
A2={AIag@X>bz, eTX=l, X20, XEE”}, 
wheree=(l,..., l)T E Ekl. Again from the Appendix, we can obtain all extreme points of A2, 
d21 d22 7 ,***, d2”l. Denote 
D2 = (d21,d22,. . . , d2k’2) . 
Thus, 
A2 = { D2X 1 eTX = 1, X 2 0, X E E”; > , 
where e = (1,. . . , l)T E Ek’l. Therefore, 
R2 = (@D2X ( eTX = 1, X > 0, X E E”; 
3 
, 
where e = (1,. . . , l)T E E k’a. In general, not all the column vectors of d1D2 can be extreme 
points of R2. An extreme point of R2 is a “O-dimension” facet (see [17]), which can be checked 
with a simple computation. That is, a point, or a column of d1D2, is not an extreme point if 
less than n number of the following n + m inequalities are satisfied at equation: 
six 2 bi, i=l ,...,m, 
Xj 209 j = l,...,n. 
We call this a “O-dimension” checking. We can thus remove those columns of nonextreme points, 
and denote all the extreme points of R2 left as 
D2 = (62l,622,. . . ,P) , k2 5 kf2. 
Thus, 
R2 = {D2A 1 eTX = 1, A 2 0, X E E""} , 
where e = (1,. . . , l)T E E”2. Compute 
f (d2i) ) f (P) ( . . . , f (F) . 
If 
define 
,gFk f (d2”) = f (d2t2) , 
_-2 
x2 = @2 
Then x2 is an optimal solution of the following problem: 
Denote 
Is = {i 1 aix2 < bi, 1 5 i 2 m}. 
If Is = 8, then x2 E R. Since R c R2, then x2 is an optimal solution of (P). If I2 # 0, we find 
the hyperplane ai2x = bi, which has the shortest distance to the currently best point, 
Without loss of generality, denote is = 3. Consider 
R3 = {x 1 six 2 bi, i=l,2,3, eTx=l, 510). 
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In general, for 1 < m - 1, if 
R’ = {x 1 a,~ > bi, i = 1,. . . (1, eTx = 1, z 2 0} 
= {#X 1 eTX = 1, X 2 0, X E E”‘}, 
wheree=(l,...,l)TEEkL,then 
Dl = (P,P, . . . ,cP) 
Furthermore, if 
define 
we identify hyperplane ai,x = bi, such that 
Without loss of generality, denote il = 1. Consider 
R1+’ = {x 1 six 2 bi, i = 1,. . . ,l, 1 + 1, eTx = 1, x 1 0) 
= {d’X 1 ul+$“X > bl+l, eTX = 1, X > 0, X E E”“} , 
wheree=(l,...,l)T E EkL. Denote 
A’+’ = {X 1 ul+l@X 1 bl+l, eTX = 1, X 2 0, X E Ekl}. 
From the Appendix, we can obtain all extreme points of A’+l, d+l’, d1+12, . . , dL+lk’~+l. Denote 
gl+’ = 
( 
dl+ll,f+12,. . ,$+lk’l+l 
> 
Thus, 
Al+’ = {@+‘A 1 eTX = 1, X 2 0, X E EkL+l}. 
Therefore, 
R1+l = (0% 1 X E A’+l} 
= {i?D’+‘X 1 eTX = 1, X 2 0, X E EkJ+l}. 
Remove the nonextreme points corresponding to the columns of dl@+’ by checking if they are 
“O-dimension” facets. Then we have 
p+l _ $+ll 21+12 
- ( ) ). . . ,s+1y , kq+1 5 k’[+l. 
Thus, 
RI+’ = {gl+‘X ) eTX = 1, X 2 0, X E Ekt+l}, 
where e = (1,. . . , l)T E Ekl+l. Compute 
f (,_l+ll) , f (dl+y , . . . , f (dl+lki+l) . 
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If 
lgii+l f (dl+‘y = f (dl+ltl+l) , 
define 
Then X1+l is an optimal solution of the following problem: 
Denote 
&+r = {i 1 a&G+ < bi, 1 I i I m} . 
If 1l+r = 0, then Xl+r is an optimal solution of (P). Otherwise, 11 # 0, then we find 
Repeating the above process, it is clear that the optimal solution of (P) can be obtained within 
at most m iterations. 
3. ILLUSTRATION EXAMPLE 
EXAMPLE 1. Consider 
min - (10X1 - 4)2 - 100(X2 - 
st. 521 - 5X2 > -1, 
- 221 + 10X2 1 1, 
5X1 + 5X2 2 2, 
- 10x1 5X2 2 -6, - 
Xl > 0, x2 > 0. 
Denote 
Q2, 
(PI 
a1 = (5, -5), a2 = (-2, lo), u3 = (5,5), ~a=(-lO,-5), (bl,bz,h,b4)=(-1,1,2,-6), 
R = {x 1 uix 1 bi, i = 1,. . . ,4, x 2 0}, 
f(Xi, x2) = -(lOXr - 4)s - 100(x2 - l)? 
It is easy to show that 
RG {x I x1 +x2 51). 
Consider 
R1 = {x 1 ulx > b I, eTx = 1, xi 2 0, i = 1,2,3}. 
Then, from the Appendix, since 
al - (bl,bl, bl) = (5, -5,0) - (-1, -1, -1) = (6, -4, l), 
we have 
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and 
R1 = {@A ) eTX = 1, X 10, X E E4}. 
We have 
j (2”) = -136, f (d12) = -116, f (d13) = -16, f (d14) = -80. 
Thus, 
X1 = d” = (l,O,O)T, 
and 
-22; + 102; < 1, 
-10~; - 52; < -6. 
Since the distances 
consider 
Note that 
R2 = {x 1 ulx >_ h, a22 >_ b2, eTx = 1, 3: 2 o}. 
a$‘--(b2,b2,b2,b2)= 
from the Appendix, 
/o 0 7 
i-i 
l 0 
4 
0 
21 
o- 
1 
000 
D2 26 2 = * 
10 ; 0 
5 
2s 
0 
\o 1 0 3 
4 
0 l 
2 
I 
Thus, 
With “O-dimension” checking, we have 
02 YE 3 1 1 1 = (d21,d22J23,d24), 
R2 = {B2X ( eTX = 1, X 2 0, X E E4), 
f (d21) = -16, f (a22) = -80, f (d23) = -68.5, f (d24) = -97. 
Therefore, 
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52:: + 5x; < 2. 
Note that 
R2 = {x ( six > bi, i=l,2,3, eTx=l, x10). 
aao2- (bs,b3,b3,bs) = (3,~1,3,-i). 
From the Appendix, 
D3 = 
and 
lo;;00 
oo;o;o 
0100= 
4 3 
ooo;o; 
0 
1 
lo 
3 
iti 
3 
s 
With “O-dimension” checking, we have 
231 1 
2 
iFi 
4 
15 
3 
5 
3 
16 
17 
so 
3 
5 
1 
4 
3 
0 . 
3 
5 i 
= (@l,d32,J33,d34) , 
R3 = {b3X 1 eTX = 1, X 2 0, X E E4}, 
f (da’) = -16, f (H32) = -68.5, f (a2”) = -58, f (z34) = -74.5. 
Thus, 
x3=.j34 - - 
and u4x3 > b4. Therefore, x3 E R and x3 is an optimal solution of (P). 
4. DISCUSSION ON UNBOUNDED R 
This section extends the results in Section 2 to the case where R is unbounded. Consider 
min f(x), 
s.t. x E R. 
where f(x) is a continuous strictly quasi-concave function, and 
R={xIaix>bi, i=l,...rm, xj 20, j=l,...,~~} 
P) 
is unbounded. Let x1, x2,. . . , xk be extreme points of R. 
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Denote 
where 
e = (1,. . . , l)T E Ek, 
il = (A,, . . . , &)T E Ek. 
Since RD is a bounded polyhedron, then there is an M > 0, such that 
RD C {x 1 eTx 5 M} 
It is clear that if (P) has a finite optimal solution, from Theorem 1, the optimal solution of (P) 
can be obtained at an extreme point of R. Thus, 
where 
RM = {x 1 six 2 bi, i = 1,. . . , m, xj 2 0, j = 1, . . . , n, eTx 5 M} . 
In the computation, we can assume that M is a very large number (similar to the big-M method 
in linear programming). Let x j0 be an optimal solution to minZERM f(x). If xj” does not have a 
component relevant to M, then it is an optimal solution of (P). On the other hand, if all optimal 
solutions have at least one component relevant to M, then (P) does not have an optimal solution. 
Consider 
APPENDIX 
{x 1 ax 1 cy, eTx = 1, 5 2 0) , 
where a = (al,. . . ,a,) and x = (XI,. . . , x~)~. That is, 
Xl 
ll...lO i 1 
w 
= 
ai a2 *‘. a, -1 Q ’ 2 2 0, 
z > 0. 
27% 
z 
Note that 
if and only if 
(ak - a)(al - a) 5 0, al # ak. 
Then 
,..., O,=_O - d= 0 ,..., 0, -(ak a) 0 0 
al - ak al - Uk ’ ‘...’ > 
T 
is an extreme point of A. Furthermore, when 
(ax ol)-l(~)=(a~‘o!)>o, 
or ak - a 2 0, 
d=ek=(O ,..., O,l,O ,..., 0)’ 
is an extreme point of A. 
Assume that all extreme points of A are denoted by di, d2,. . . , dt, then 
A = {DX 1 X 2: 0, eTX = 1, X E Et}, 
where D = (d1,d2,. . . ,dt). 
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