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Abstract
A new algorithm is developed to achieve accurate state estimation in ground moving target tracking by means of using road infor-
mation. It is an adaptive variable structure interacting multiple model estimator with dynamic models modification (DMM VS-IMM for
short). Firstly, road information is employed to modify the target dynamic models used by filter, including modification of state transi-
tion matrix and process noise. Secondly, road information is applied to update the model set of a VS-IMM estimator. Predicted state
estimation and road information are used to locate the target in the road network on which the model set is updated and finally IMM 
filtering is implemented. As compared with traditional methods, the accuracy of state estimation is improved for target moving not only 
on a single road, but also through an intersection. Monte Carlo simulation demonstrates the efficiency and robustness of the proposed
algorithm with moderate computational loads.   
Keywords: ground moving target tracking; state estimation; road information; models modification; variable structure interacting multi-
ple model (VS-IMM) 
1 Introduction*
There has been ever-increasing interest in 
ground moving target tracking techniques over re-
cent years[1]. National programs have been started to 
strengthen the research of algorithms of tracking 
ground targets. Ground targets have important 
characteristics that their movements subject to con-
straints of the environment, such as road and terrain 
conditions. These constraints, on the other hand, 
form a kind of information. This information is 
helpful in improving the accuracy of state estima-
tion in ground moving target tracking. The informa-
tion about roads is utmost attractive among all the 
informative materials, because of its availability, 
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such as from maps. 
A road network is often represented by a series 
of points connected with line segments, sometimes 
associated with road widths. The length and the di-
rection of a road segment can be calculated based 
on the start and the end points of the road. In exis-
tent literatures of ground target tracking, road 
information is used in the following three main 
areas:  projection, which means to keep the state ķ
estimate on the road by using different “projections” 
approaches, thus reducing the uncertainty caused by 
measurement errors[2-3];  modification of dĸ ynamic 
models by using road constraints[4]; Ĺ variable 
structure interacting multiple model (VS-IMM) es-
timator based on road information[5].
Obviously, the first two can improve the accu-
racy of target state estimates under the right location 
of the target in the road network. However, when 
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the target is approaching an intersection, it is diffi-
cult to determine which road the target will take 
owing to the lack of information about the target 
destination. As a result, the target movement uncer-
tainty arises. In Ref.[2], a sequential ratio test is 
conducted to select the best road segment, but it is 
needed to know the transition probabilities between 
the various road segments, which are obviously dif-
ficult to be known in general. In Ref.[3], the filtered 
state is arbitrarily projected on the segment that in-
cludes the state prediction. It is said that this method 
can reduce the computing loads since there is no 
best projection selection. Obviously, this choice 
may run a big risk. In Ref.[4], a hard decision 
method is used to select the most probable road for 
tracking airport surface target. That is by comparing 
the areas of the predicted 95% uncertainty region 
covered by roads connected with an intersection and 
choosing the largest one. Then the road segment 
assigned to the track prediction is verified with the 
related measurements and its own uncertainty re-
gion in order to detect the incorrect road assignation. 
This method seems unreasonable because it replaces 
probability by areas, which will lead to large errors 
or even loss of tracks if the hard decision is wrong. 
In Ref.[5], a VS-IMM estimator based on topogra-
phy is proposed, which solves the intersection 
problem by enlarging the model set of the IMM es-
timator with additional models representing move-
ment along all the possible roads (on-road models) 
at the intersection. Interacting multiple model (IMM) 
estimator adjusts the contribution of each on-road 
model with its model probability. This is a soft deci-
sion method capable of avoiding large errors and 
loss of tracks. However, in Ref.[5], the on-road 
models are only directional process noise models 
which still can not achieve satisfied results of state 
estimation for a target moving in a road network. 
This paper proposes an adaptive variable 
structure interacting multiple model estimator with 
dynamic models modification (DMM VS-IMM for 
short), which makes use of road information to im-
prove state estimation accuracy in ground moving 
target tracking. DMM VS-IMM estimator makes an 
effective combination of the dynamic models modi-
fication and VS-IMM estimator, enabling the state 
estimation accuracy to be improved when target is 
moving either on a single road or through an inter-
section.  
The DMM VS-IMM estimator solves the target 
movement uncertainty added at an intersection by 
VS-IMM structure. Firstly predicting the target po-
sition, and if it is near an intersection, the IMM 
model set will be augmented by adding in possible 
extra on-road models. In the other way, it is neces-
sary to judge which road the target is moving on as 
the model set only includes the model on that road. 
Then the IMM filtering is implemented with the 
updated model set. The overall state estimate of the 
target near an intersection is a probabilistic combi-
nation of each possible on-road model-conditioned 
estimate. This avoids loss of tracks. Besides VS- 
IMM structure, DMM VS-IMM estimator also 
modifies the target dynamic models from the angle 
of state transition matrix and the process noise by 
using road information. Models modification makes 
an accurate description of the target movement on 
roads, i.e., keeping its direction parallel to the road. 
DMM VS-IMM estimator does not need to include 
all the possible on-road models in the model set 
throughout the entire tracking process as in the 
fixed structure IMM (FS-IMM) estimator, thus sig-
nificantly improving performances and reducing 
computational loads. 
2 State Transition Matrix Modification and
 Generic VS-IMM Estimator 
2.1 Dynamic model and measurement model 
As regards the dynamic model of a ground tar-
get, a constant velocity (CV) motion model[6] is 
chosen, which can be written in the X-Y coordinate 
as
( )( 1) ( ) ( ) ( )kk k k k  x F x ī v      (1) 
where ( )kx  is the target state vector at time kt ( kth
sampling and with constant sampling period T ),
T
( ) ( ) ( ) ( ) ( )x yk x k y k k kX Xª º ¬ ¼x  contains the 
Zhen Xinyan et al. / Chinese Journal of Aeronautics 20(2007) 529-538 · 531 · 
distances and velocities of the target in the X and Y
directions,
T
( ) ( ) ( )x yk v k v kª º ¬ ¼v is the zero-mean 
white Gaussian process noise with covariance Q (k),
F (k) and *(k) are state transition matrix and proc-
ess noise gain respectively. 
Generally, during ground moving target track-
ing, sensor measurements include distances, azi-
muths and velocities in a polar coordinate, which  
can be converted to target positions in X-Y coordi-
nate, thus building up a linear measurement model[6] 
as  
( ) ( ) ( ) ( )k k k k z H x w         (2) 
where z(k) is the converted position in X-Y coordi-
nate, w(k) the zero-mean white Gaussian measure-
ment noise with covariance R(k), which is assumed 
to be independent of v (k), H(k) the measurement 
matrix. 
2.2 State transition matrix modification 
CV model is the simplest one to describe 
ground target motion, but it is unfit for a target 
moving on a road which has its own features. When 
target’s heading deviates from the road orientation 
under some disturbances, for the target to keep on 
moving as the road directs, its heading should be 
adjusted. The adjusting process can be viewed as a 
slow constant turn[4](see Fig.1). 
Fig.1  Adjusting target’s heading. 
In Fig.1, D is the road orientation, an angle 
between the road axis and the X-axis, T(k) the head-
ing of target velocity at time k. It can be seen that 
target’s heading deviates from the road orientation 
by ( ) ( )k kT D T'   . In order to keep the target 
moving on in the road orientation, it could be pre-
dicted that the target’s heading will be adjusted to 
the road orientation at time 1k  , which is shown 
by a slow constant turn on the solid curve in Fig.1. 
The continuous model of the constant turn in 
X-Y coordinate is 
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where a1 and at denote longitudinal and transversal 
acceleration respectively. As a nonlinear system, 
this model can be approximated by a linear dynamic 
model in the case of a small heading change be-
tween consecutive samplings ( t 1a T X  ):  
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After simplification, Eq.(4) can be written into 
( 1) ( , ( )) ( ) ( ) ( )k k k k k kT  ' x F x ī v     (5) 
It can be seen that related to ( )kT' , the state 
transition matrix F is modified continuously be-
cause ( )kT'  changes from time to time. When 
( ) 0kT'  , Eq.(5) is the same as CV model. 
2.3 VS-IMM estimator 
Compared with FS-IMM estimator, VS-IMM 
estimator[7] differs in the model set. That is the 
number and the types of models in the model set are 
allowed to vary in real-time. FS-IMM estimator has 
found wide application in target tracking, but there 
exists a contradiction between performances and 
computational loads. Besides, FS-IMM estimator 
does not take into account the dependence of target 
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motion on external factors. VS-IMM estimator gets 
the better of FS-IMM estimator by making an adap-
tive variation of its model set. Therefore, it is more 
suitable for complicated ground moving target 
tracking.
The generic process of VS-IMM estimator 
consists of [5]:   
Step 1  Model set update 
The model set S(k+1) is updated from S(k) by 
adding possible models and deleting useless ones, 
based on target state estimate at time k and additive 
information. 
Step 2  Model interaction 
To obtain the initial condition for the filter 
matching the model ( 1)s S k  , the estimate
ˆ ( )r k kx  and the covariance ( )r k kP  of each pre-
vious filter are combined into 
0
( )
ˆ ˆ( ) ( ) ( ), ( 1)s r r s
r S k
k k k k k k s S kP

  ¦x x  (6) 
0
( )
T
0 0
( ) ( )( ( )
ˆ ˆ ˆ ˆ[ ( ) ( )][ ( ) ( )] )
s rr s
r S k
r s r s
k k k k k k
k k k k k k k k
P

 
 
¦P P
x x x x         (7) 
where
( )
[ ( ), ( 1)] ( )
( )
[ ( ), ( 1)] ( )
rs r
r s
ls l
l S k
p S k S k k
k k
p S k S k k
PP
P


 
¦
 is the 
combining probability, ( )rsp <  the model transition 
probability, and ( )kP  the previous model probabil-
ity. 
Step 3  Model-conditioned filtering 
Using the initial condition calculated in Step 2 
as an input to the filter matching the model 
( 1)s S k  , the state ˆ ( 1 1)s k k x  and its covari-
ance ( 1 1)s k k P  are obtained through Kalman 
filtering, and the likelihood of each filter is given by 
> @( 1) ( 1);0, ( 1)s s sk N k k/    SJ     (8) 
where N represents a normal probability density  
function, sJ and sS  are innovation and its covari-
ance respectively. 
Step 4  Model probability update 
( )
( 1) ( )
( 1)
( 1) [ ( ), ( 1)] ( )
( 1) [ ( ), ( 1)] ( )
s
s lq l
l S k
q lq l
q S k l S k
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k p S k S k k
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  
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 
 
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¦ ¦
  (9) 
Step 5  Estimate and covariance combination 
The model-conditioned estimate and covari-
ance are probabilistically combined to obtain the 
overall estimate and covariance. 
( 1)
ˆ ˆ( 1 1) ( 1) ( 1 1)s s
s S k
k k k k kP
 
     ¦x x  (10) 
( 1)
T
( 1 1) ( 1){ ( 1 1)
ˆ ˆ ˆ[ ( 1 1) ( 1 1)][ ( 1 1)
ˆ ( 1 1)] }
s s
s S k
s s
k k k k k
k k k k k k
k k
P
 
      
       
 
¦P P
x x x
x (11) 
3 DMM VS-IMM Estimator 
DMM VS-IMM estimator incorporates models 
modification using road information into VS-IMM 
estimator. Dynamic models modification deals with 
state transition matrix and process noise. It aims at 
certain on-road motion models. VS-IMM filtering 
aims at target motion in a complicated road network. 
This is because different roads constrain target mo-
tion in different ways, so the related on-road models 
are quite different. Besides, there are many intersec-
tions in road network liable to increase the target 
motion uncertainty. VS-IMM estimator is suitable 
for solving these problems by adaptively updating 
the model set. The VS-IMM estimator associated 
with dynamic models modification can improve the 
overall performances of state estimation in ground 
moving target tracking. A brief flow chart of DMM 
VS-IMM estimator is shown in Fig.2. 
Fig.2  DMM VS-IMM estimator flow chart.  
The DMM VS-IMM estimator contains fol-
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lowing steps:  
Step 1  Road network modeling 
Map information is used to model the road 
network. The model contains information about 
road segments, intersections and the roads con-
nected with each intersection. It can be written as 
^ ` ^ ` ^ `^ `1 1 1RN , RJ , JXJ JIi j ji j jR            (12) 
where s e( , , )i i i iR p p w  represents the linear road 
segment i. pis, pie and wi denote the start, end points 
and width of the ith road segment respectively. The 
road orientation Di can be calculated by using pis
and pie. RJj ( , )j jx y  is the jth intersection. JXj =
^ `^ `; 1, , , ( , )j j ii i I x y R "  is a group of roads that 
connected by an intersection j. I and J are the num-
bers of overall roads and intersections in the road 
network respectively.  
Step 2  Process noise modification 
When a target is moving on a road, because of 
the road constraints, motion uncertainties orthogo-
nal to the road is much less than that along it[5]. So 
the relationship between the covariances of process 
noise along the road and orthogonal to the road is 
represented by 2 2a oV V .The unequal process noises 
are not necessarily to be equal when converted into 
X and Y directions, which is different from the stan-
dard models that assume equal process noises in X
and Y directions. The process noise covariance ma-
trix of on-road model i in X-Y coordinate is as fol-
lows
T2
a
2
o
cos sin 0 cos sin
sin cos sin cos0
i i i i
i
i i i i
D D V D D
D D D DV
ª º ª º ª º
 « »« » « »
¬ ¼ ¬ ¼« »¬ ¼
Q
(13)
where Di is the orientation of ith road. The same 
way the process noise of other on-road models is 
modified. 
Step 3  Judging if the target is near an inter-
section
This step is performed by testing whether there 
is an intersection lies within a certain elliptical re-
gion ( 1 )k kb  centered at the predicted position 
ˆ ˆ( ( 1 ), ( 1 ))x k k y k k  [5].
T
1
ˆ( 1 )
( 1 ) ;
ˆ( 1 )
( 1 ) ( 1 ) ˆ( 1 )
ˆ( 1 )( 1 ) ( 1 )
xx xy
xy yy
x x k kx
k k
y y k ky
p k k p k k x x k k
y y k kp k k p k k
b
D

­ ª   ºª º°  u® « »« »  ¬ ¼ ¬ ¼°¯
½ª º  ª   º °u« » ¾« »  « » ¬ ¼ °¬ ¼ ¿
İ (14)
where ( ) ( 1 )p k k<  is the position component of 
state prediction covariance, D the gate threshold. 
When a model set has more models, the position 
prediction and covariance used in Eq.(14) corre-
sponds to the one with the largest determinant. 
If the target is near an intersection (denoted by 
RJj), go to Step 4, otherwise skip it and go straight 
to Step 5. 
Step 4  Intersection model set update 
The model set of DMM VS-IMM estimator 
near the intersection RJj is given by 
^ `( 1) , JXs jS k M s           (15) 
where Ms is the on-road model corresponding to the 
road Rs.
Go straight to Step 6. 
Step 5  Single on-road model set update 
If the road segment found out within the ellip-
tical region ( 1 )k kb   is road Ri, the model set is 
updated as follows 
( 1) iS k M              (16) 
Go to Step 6. 
Step 6  Interaction 
By using Eq.(6) and Eq.(7), the initial condi-
tions for filters matching each model in the model 
set are obtained. 
Step 7  State transition matrix modification 
This step is performed just like in Section 2.2. 
If only one model Mi exists in the model set 
( 1)S k  , ( )kT'  in the state transition matrix F is 
the difference between initial heading (heading of 
initial state estimate obtained in Step 6) and the road 
orientation iD . If several models exist in the model 
set which means the target is near an intersection 
RJj, the matrix F of each model sM ( JX js ) is 
modified in accordance with road sR .
Step 8  Multiple model filtering
That is a combination of model-conditioned 
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filtering, model probability updating, estimate and 
its covariance updating by way of Eq.(8)-Eq.(11). 
Above stated Step 1 and Step 2 are needed to 
be implemented off-line only at the beginning of the 
tracking process, while Step 3 to Step 8 must be im- 
plemented on-line. 
DMM VS-IMM estimator uses the soft deci-
sion method at the intersection, which avoids large 
estimate errors caused by the hard decision methods 
and loss of tracks. Another advantage lies in that the 
variable structure of IMM allows not only adequate 
use of the road information to improve the estima-
tion performances but also remarkable reduction of 
the computational loads.   
4 Simulation Results 
In this section, three simulated scenarios are 
assumed (see Fig.3) to evaluate the performances of 
the proposed DMM VS-IMM estimator. The three 
scenarios are different in numbers and positions of 
sensors. Besides, the proposed estimator is com-
pared with other techniques including FS-IMM es-
timator without use of road information, map VS- 
IMM estimator in Ref.[5] and map curvilinear me-
thods in Ref.[4]. 
Scenario 1 The target is moving in a road 
network at a constant speed of 10 m/s from point A
to C through an intersection B (see Fig.3(a)). The 
roads are 10 m wide. Two sensors having a samp- 
ling rate of 1 s each are placed at (–600 m, 1 260 m) 
Fig.3  Simulated scenarios. 
and (–600 m, 3 700 m). It is assumed that they sam-
ple one after the other, with equal interval T = 0.5 s. 
The sensors measure distances and azimuths with 
standard deviations of 15 m and 6×10–3 rad respec-
tively. 
The parameters of the DMM VS-IMM estima-
tor and other three reference methods are set below: 
ķ FS-IMM estimator includes two standard CV 
models with different process noise standard devia-
tions, xV = yV = 0.02 m/s
2 and 1.00 m/s2 respectively 
to model constant velocity and maneuver motion; 
ĸ map VS-IMM estimator updates the model set by 
using map information. In this estimator, similar to 
the FS-IMM estimator, there are two open-field 
models. Besides, there are also some on-road mod-
els with directional process noise of aV = 0.10 m/s
2
and oV = 0.02 m/s
2; Ĺ map curvilinear method mo- 
difies the state transition matrix and selects the pos-
sible road at intersection by comparing the over-
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lapped areas of predicted elliptical range and each 
road. The standard deviation of its model is xV =
yV = 0.10 m/s
2; ĺ DMM VS-IMM estimator has 
on-road models with aV = 0.10 m/s
2 and oV = 0.02 
m/s2.
The root mean square error (RMSE) of posi-
tion and velocity estimation serves to be the criteria 
to evaluate the performances of the proposed esti-
mator and other three techniques. Taking position as 
an example, the RMSE is defined by 
2 2
1
RMSE ( )
1 ˆ ˆ( ) ( ) ( ) ( )
n
M
n n
m m
m
k
x k x k k y k y k k
M  
 
§ ·ª º ª º  ¨ ¸¬ ¼ ¬ ¼© ¹¦
1, 2,3, 4n     (17) 
where M is the number of Monte Carlo runs. n = 1, 
2,3,4 represents FS-IMM estimator, map VS-IMM 
estimator, map curvilinear and DMM VS-IMM 
estimator respectively. 
Besides, in order to make a convenient evalua-
tion of the degree of performance improvement by 
these methods which employ road information, a 
mean ratio of the RMSE of other three estimators to 
FS-IMM estimator is defined by MC, then   
1 1
RMSE ( )1MC 1, 2,3,4
RMSE ( )
N
n
n
k
k
n
N k 
  ¦   (18) 
where N is the number of total samplings. 
The performances of the four estimators in 
Scenario 1 ( 100M  ) are shown in Fig.4 and Table 
1, from which could be obtained:  
(1) As compared with FS-IMM estimator with-
out use of road information, the three estimators 
with that improve the performances to different ex-
tent. The DMM VS-IMM estimator and map curvi-
linear method which modify the state transition ma-
trix reduce the peak errors by almost 50%, thus 
making the estimation more accurate than map 
VS-IMM estimator which uses only directional 
process noise models. This is attributable to that 
transition matrix modification describes the trans-
versal maneuver as a slow process while process 
noise describes it as an unpredicted jump process. 
(2) The proposed DMM VS-IMM estimator 
achieves the best estimation performances before 
Fig.4  RMSE of Scenario 1. 
Table 1  Peak errors and MC of Scenario 1 
Estimators 
FS-
IMM
Map 
VS- 
IMM
Map 
curvi-
linear
DMM
VS- 
IMM
Position/m 18.87 16.43 6.70 7.65 Peak of 
RMSE Velocity/(m·s–1) 8.72 8.83 4.84 4.45 
Position/% 100.00 94.90 75.86 64.02 
MC
Velocity/%  100.00 84.45 50.46 36.43 
and after the intersection (corresponding to sam-
plings 0-90 and 130-250). The reason is that the 
DMM VS-IMM estimator modifies not only the 
dynamic state transition matrix but also the process 
noise making the dynamic model much more fit for 
the target motion. 
(3) The peak error in position of DMM VS- 
IMM estimator is little higher than that in map cur-
vilinear method near the intersection (corresponding 
to samplings 90-130), although their peak errors in 
velocity are comparable. This is because the DMM 
VS-IMM estimator incorporates all the possible 
models near intersection leading to models competi-
tion. Besides, the sensors’ location is beneficial to 
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map curvilinear method. 
(4) As compared with the FS-IMM estimator, 
the DMM VS-IMM estimator reduces the position 
and velocity estimation errors by 35% and 63% re-
spectively on average; the map VS-IMM estimator 
by 5% and 15%; map curvilinear method by 24% 
and 49%. This shows that the DMM VS-IMM esti-
mator achieves a maximal improvement in per-
formances. 
Scenario 2 In order to evaluate the influ-
ences of sensor’s position on tracking performances, 
the sensor 1 is moved to the position of (–900 m, 2 
000 m) (see Fig.3(b)).  
The performances of the four estimators in 
Scenario 2 ( 100M  ) are shown in Fig.5 and Table 
2, from which can be concluded: 
(1) Although one sensor’s position has been 
changed, the estimation performances of the DMM 
VS-IMM estimator still remain the best by reducing 
the position and velocity estimation errors by 34% 
and 60% respectively on average, if compared with 
the FS-IMM estimator. 
Fig.5  RMSE of Scenario 2. 
Table 2  Peak errors and MC of Scenario 2 
Estimators 
FS-
IMM
Map 
VS- 
IMM
Map 
curvi-
linear
DMM
VS- 
IMM
Position/m 16.34 14.12 7.15 6.89 Peak of 
RMSE Velocity/(m·s–1) 8.65 8.77 5.23 4.46 
Position/% 100.00 94.81 77.89 65.38 
MC
Velocity/%  100.00 84.34 52.70 39.46 
(2) The peak errors of the position and the ve-
locity of DMM VS-IMM estimator are all lower 
than those of the map curvilinear method near the 
intersection. In the DMM VS-IMM estimator, as a 
result of the sensor 1 being moved to the position 
near the target, the measurement errors are reduced 
making the estimation errors lower than in Scenario 
1. However, the estimation errors of map curvilinear 
method are higher than in Scenario 1 because this 
method is more sensitive to the positions of sensors. 
As the line of sight of sensor 1 is parallel to the tar-
get trajectory, the measurement correction of wrong 
road assignment near the intersection will be de-
layed which causes larger estimation errors. 
Scenario 3 In order to evaluate the influ-
ences of sensors’ number on tracking performances, 
the sensor 2 is removed leaving only sensor 1 at the 
position of (–900 m, 2 000 m) (see Fig.3(c)). In or-
der to compare with Scenario 1 and Scenario 2, let 
sensor 1 sample at a time interval T = 0.5 s. 
The performances of the four estimators in 
Scenario 3 ( 100M  ) are shown in Fig.6 and Table 
3, from which could be concluded:  
(1) The DMM VS-IMM estimator also has the 
maximal improvement in performances owing to 
reduction of the position and velocity estimation 
errors by 29% and 58% respectively on average. 
(2) The peak errors of position and velocity of 
DMM VS-IMM estimator are obviously lower than 
those of map curvilinear method. Comparing the 
errors induced in Scenario 3 with in Scenario 2, the 
peak errors of DMM VS-IMM estimator remain 
almost unchanged, while those of map curvilinear 
have a notable difference, which can be attributed to 
the longer delay of measurement correction of 
wrong road assignment after removal of sensor 2. 
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Fig.6  RMSE of Scenario 3. 
Table 3  Peak errors and MC of Scenario 3 
Estimators 
FS-
IMM
Map 
VS- 
IMM
Map 
curvi-
linear
DMM
VS- 
IMM
Position/m 14.50 12.52 9.51 7.30 Peak of 
RMSE Velocity/(m·s–1) 8.44 8.51 6.56 3.93 
Position/% 100.00 95.54 80.44 70.39 
MC
Velocity/%  100.00 85.70 54.91 41.50 
Now that the performances of the DMM 
VS-IMM estimator have been evaluated, it is time to 
make a qualitative analysis of the computational 
loads. The computational load of the DMM VS- 
IMM estimator is moderate among the above-com- 
pared four estimators. Because the map VS-IMM 
estimator always contains two CV open-field mod-
els in the model set with addition of other one or 
more on-road models when target is moving in a 
road network, thus the computational load of map 
VS-IMM estimator is proved to be the largest. The 
next largest one is FS-IMM estimator which belongs 
to a standard two CV models IMM estimator. Map 
curvilinear needs to calculate the areas of each road 
within the predicted range and measurement range 
to select the road near the intersection, but it’s al-
ways a single model estimator. As compared with 
the FS-IMM and map curvilinear, the DMM VS- 
IMM estimator’s computational load lies between 
them. It can be seen from the simulation results that 
the DMM VS-IMM estimator manages to achieve 
the best performances at moderate computational 
costs.
5 Conclusions 
A DMM VS-IMM estimator making use of 
road information is presented for tracking a ground 
moving target. It integrates the dynamic models 
modification into VS-IMM filtering. Road informa-
tion is used not only to modify the state transition 
matrix and the process noise of the dynamic models 
but also to adaptively update the model set of IMM 
estimator. From the simulation, the following three 
important conclusions can be drawn. 
(1) DMM VS-IMM estimator achieves re-
markable accuracy in the state estimation. As com-
pared with FS-IMM estimator, it reduces the posi-
tion and the velocity estimation errors by 30% and 
60% respectively on average.  
(2) The tiniest influences of the position and 
the number of sensors on the performances of the 
DMM VS-IMM estimator verify its robustness. 
(3) The variable structure of the estimator takes 
into account each possible road connected with the 
intersection thus avoiding the loss of tracks. Besides, 
the using of road information in DMM VS-IMM 
estimator enables it to achieve better performances 
than in FS-IMM estimator at the same computa-
tional costs.  
However, the weakness of the proposed esti-
mator lies in its slow convergence after the target 
having left the intersection. It is a common problem 
shared by multiple model estimators, but it has been 
found by authors that converging speed will change 
as models transition probability matrix changes. 
Therefore, it is expected to develop a further 
method that adaptively changes this matrix in ac-
cordance with the target’s state and location in the 
road network.  
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