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Abstract-In this paper we study the conditioning of some discrete boundary value problems with 
respect to initial and terminal conditions. It is well-known that the solution of several recurrence 
equations is an unstable problem when its solution is found in a direct way, while when we impose 
initial and terminal conditions, we can approximate subdominant subspaces of the solutions. In this 
paper, we wish to investigate the appropriate way to impose boundary conditions in such kinds of 
problems. We have to point out that this study is strictly related to the study of the conditioning of 
band linear systems of algebraic equations. 
1. INTRODUCTION 
Discrete boundary value problems (BVP) occur in many areas of numerical analysis, for instance 
when we solve a second order differential boundary value problem by a difference method, when 
we find the solution of a band linear system of equations, or when we look for the minimal solution 
of a difference equation of high order (see [l-4]). Such kinds of problems are particularly sensitive 
to the choice of initial and terminal conditions of the solution as we show in these examples. 
EXAMPLE 1. Consider the second order boundary value differential problem 
y”(Z) - 100 y(z) = 0, z E (0,l) 
Y(0) = I, Y(i) = 0, 
the exact solution of which is given by 
(1.1) 
y(x) = 1 _‘,_,, [e-lo” - p+y ) 5 E [O, 11. 
To approximate the second derivative y” at x,, we consider the following formula 
y"(2,) ” -Y(G+z) + I~Y( 
G+I) - 3Oy(z,) + 16y(z,-1) - y(xn-2) 
h2 
1 
withx,=nhforn=l,... s - 1, s an integer such that h = l/s. Thus, for solving 
employ the numerical scheme 
-c/n+2 + 16y,+1 - 3Oy, + 16y,_1 - yn_2 = 0, for n > 0, 
(l.l), we can 
(1.2) 
with q = 100h2. Now, if we have two initial conditions ye, yi, and two terminal conditions 
~~-1, ys, the numerical solution at the grid points will be obtained by solving a five-diagonal 
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system of the form 
(Y 16 -1 
16 cy 16 -1 
. . . . . 
i . 
. . . . . . . . . 
. . . . . . . . . . . . . . 
-1 16 (Y 16 
-1 16 (Y I= 
YO - 16~1 
Yl 
Yz 
YS-1 
2/s - l%-1 
\ 
> (1.3) 
/ 
where cr = -(30 + q). In Table 1, we show the errors, for the numerical solution at the grid 
points, obtained solving the previous linear system with h = 0.1 and exact boundary conditions. 
We now consider three initial conditions yo,yl,yz and one terminal condition y,. In Table 2, 
we provide the errors, for the numerical solution at the grid points, obtained solving a linear 
system similar to (1.3) with h = 0.1. 
Table 1. Table 2. 
The large errors in Table 2 are due to the particular choice of the boundary conditions. The 
characteristic polynomial, associated with the numerical method (1.2), is given by 
+,q) = -z4 + 16~” - (30 + q)z2 + 162 - 1. 
which, for q = 1 (h = O.l), has roots given by 
z1 = 13.8438, z2 = 1.3347, z3 = 0.7492, z1 = 0.0722, 
that is, two roots less than 1 and two roots greater than 1. Thus, for the numerical stability, the 
number of initial conditions has to be the number of the roots less than 1, while the number of 
terminal conditions has to be the number of the roots greater than 1 
EXAMPLE 2. Consider the following tridiagonal system 
f 
~1 a2 
a0 a1 a2 . 
1. 
. . . . . . . . . . 
a0 a1 a2 
a0 a1 
This system may be seen as a discrete BVP 
I= 
-noyo + h 
bz 
b-2 
-az~s + h-1 
ao~n-1 + Alan + azyn+1 = b,, for 72= l,...,s- 1, (1.4) 
with fixed boundary conditions, in particular with one initial condition yo and one terminal 
condition yS. For this linear system it is known that the requirement for well conditioning is that 
the characteristic polynomial of (1.4) 
7r(z) = a222 + al.2 + a0 
has a root with modulus less than 1 and a root with modulus greater than 1 (see [5]). 
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EXAMPLE 3. Consider the following recurrence equation 
yn+3 - llly,+z + lllOyn+1 - lOOOy, = 0, for n 2 0. (1.5) 
Now, if we wish to find the minimal solution of (1.5) (yn = 1, for any n), we can employ the Olver’s 
algorithm (see [6]). Thus, we fix a sufficiently large integer s and assume ys = 0. Then, a discrete 
boundary value method must be solved. If we impose yc = 1, s = 20, and we take ys_i = ys = 0, 
we obtain a numerical solution which is a good approximation of the minimal solution of (1.5). 
If we change the boundary conditions to ye = yi = 1 and ys = 0, then the discrete BVP gives a 
numerical solution which represents again a good approximation of the minimal solution. But if 
we replace the initial condition yi by yi = 1 - lo-*, we have a completely wrong solution. 
We have to point out that our results depend strictly on the fact that the recurrence equa- 
tions considered have constant coefficients. This kind of analysis seems particularly difficult for 
general recurrence equations with variable coefficients. For example, it has been approached for 
recurrence equations of the second order in [7,8]. 
2. MAIN RESULTS 
Let us consider the following difference equation of order k 
I? a3yln+j = b,, for n > 0, (2.la) 
j=o 
where aj are real constant coefficients for j = 0.. k, with ak = 1 and a0 different from zero. 
We have a discrete boundary value problem when we add to (2.1~~) a set of initial and terminal 
conditions as the following form 
wi = 
Yo 
Yl 
Ym- 1 
), and wz=(“j”), (2.lb) 
with wi and wz known vectors of size m and p, respectively, so that m + p = k, while s is a 
sufficiently large index. We observe that (2.1) is equivalent to a band linear system. 
Let (~2’)~ be the solution of the homogeneous recurrence equation 
5 ajyn+j = 0, for 12 > 0, 
with the following boundary conditions 
and let there be 
E Rrn and 202 = E wp, (2.2b) 
(2.2a) 
the characteristic polynomial of (2.2a). Now, we can give a result of a certain interest in the 
study of the behaviour of the solution of a discrete boundary value problem. 
Acll 6:4-D 
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THEOREM 1. If the characteristic polynomial r(z) has /c distinct roots, ~1, ~2,. . . .Zk with [rll < 
(221 < ... < Izkl, then {Yp’},, for large s, will approximate the subdominant subspace defined 
by the first m roots 21, ~2, . . . z,, that is 
m 
lim Yp’ = Cqj*J”, 
S-+00 
j=l 
for any n > 0, (2.3) 
with q1 . . . qm constants depending of the roots z1 . . . zk and of the initial conditions. 
PROOF. From the linear theory of the difference equations it follows that the solution of (2.2a) 
is given by 
Yn = &cIz;, for n > 0. (2.4) 
j=1 
Thus imposing the boundary conditions (2.2b), we have the following linear system in cl, c2 . . . Ck 
1 1 . 
Zl 22 . 
. . . . 
m-1 
21 
m-1 
22 . 
4 .z’I . 
r+l 
3 
r+l 
z2 
. . . . . 
4 z; 
. . 1 
. . zk 
m-l 
. . zk 
. 2; 
r+l . . ‘k 
. 
. . 
Cl 
c2 
. . 
h-1 
C, 
Grl+1 
. . . 
ck 
with T = s - p + 1. The claim has been proved in the simple case of k = 4, m = 1 and p = 3 
in [2]. 
Now, we prove Theorem 1 for k = 4, m = 3 and p = 1, because in the other cases the proof 
follows in a similar way. We observe that by imposing boundary conditions yo = ko, y1 = ICI, 
yz = k2, and yS = 0, from (2.4) we obtain a system in cl,c2,c3, c4 which solved by Cramer’s rule 
gives 
Nl N2 
cl=--, N3 
D 
c2=-, 
N4 
D 
c3=-, 
D 
c4=-, 
D 
with D, N1, N2, N3, N4 suitable determinants. In particular, we define 
1 1 1 
V(%P,Y) = a 0 -7 
012 p2 y2 
then we have 
while 
,-,I!; ;; ;;#z+ $ 6 
Thus, dividing both Nl and D by zi, we obtain that 
Yo 1 1 
I I Yl z2 z3 lim ~ = y2 ~2” ~3” 
s-+00 D V(Zl, z2, z3) . 
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Moreover, it is easy to show that 
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1 1 Yo 
Zl z2 Yl 
4 3 Y2 
vh, z2, z3) ’ 
thus, for large s, yn belongs to the subspace defined by ~1, ~2, ~3, and the thesis follows. I 
Similar results may be proved also for right boundary conditions different from zero. In this 
case, the constants 41, . . . , qm in (2.3) depend also from the terminal conditions. 
In order to study the conditioning of boundary value problems with respect to initial and 
terminal conditions, we give the following definitions. 
DEFINITION 1. The discrete boundary value problem (2.1) is said to be well-conditioned with 
respect to the boundary conditions if the solution of the associated homogeneous problem is such 
that 
1~4 5 Kmax{llwlL ll~21100), for n = m . . , s - p, 
with K a constant independent of s. 
DEFINITION 2. The characteristic polynomial T(Z) satisfies the BV root condition if any of its 
root zj is so that lzjl < 1 or I+] > 1, with at least a root with modulus greater than 1 and with 
at least a root with modulus less than 1. 
We observe that Definition 1 is a more simple definition than that of well-conditioning usually 
given for linear systems of equations in which also the norm of the known vector is considered. 
If k = 2 and m = p = 1 in (2.2), the boundary value problem becomes the following tridiagonal 
system 
1 
al 
a0 
a2 
al a2 
a0 al 
a0 
a2 
al 
-a0Y0 
0 = 1: 0 -a2Ys 
the solution of which is 
from which it is easy to verify that the solution of the tridiagonal system is bounded by a constant 
independent of s only if 1~1) < 1 and 1~21 > 1. While if the modulus of the two roots are less 
than 1, then the solution grows with n. Actually, we can prove the following result which provides 
also a criterion for choosing the boundary conditions in a problem like (2.1). 
THEOREM 2. Consider the BVP (2.1) with s large integer. Then a necessary condition for the 
well-conditioning of (2.1) is that T(Z) verifies the BV root condition. Moreover, the BVP (2.1) is 
well-conditioned with respect to the boundary conditions if and only if the number of the initial 
and terminal conditions is equal to the number of subdominant and dominant roots of x(t), 
respectively. 
PROOF. Now, if Y, denotes the following vector 
where II and Iz denote the unit matrix of size m and p respectively, while A is the k x k companion 
matrix 
0 1 
0 1 
0 1 
A= . . . . . 
0 1 
--a0 -al . . . . . . -w-l I1 
the eigenvalues of which are the roots ~1, ~2, . . . zk of rr(~). 
Now, we observe that A = VZV-‘, where 2 = diag(zi, ~2,. . . , zk), and V is the Vandermonde 
matrix 
1 1 . . . . 1 
21 22 . . . . z?k 
V= 4 
2 
2.2 . . . z; 
; 1 
. . . . . 
. . . . . 
k-l 
Zl 
2,k-l k-l 
L ‘k 
(see [3]). Then (2.5) may b e written in terms of the variable S, = V-‘Y, as 
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then the discrete boundary value problem (2.1) may be written in compact form as 
Y n+l = AY,, for n = 0,. . , r - 1, (2.5a) 
with the boundary conditions 
(11 I O)yo = w, (0 I I2)Y, = w2, (2.5b) 
s n+l = ZS,,, forn=O,...,r-1, (2.6a) 
with boundary conditions 
(11 I O)VSo = Wit (0 I 12)VSr = 
Now, since the solution of (2.6a) is S,, = PSs, then (2.6b) 
matrix 
T= (K;;zJ 
is invertible. Now, we partition V and 2 in the following way 
w2. (2.6b) 
defines a unique SO only if the 
with VI, E Rmxm, Viz E lRmxp, Vsi E Rpxm, V22 E lRPxP, and 
21 = diag(zi, . . , zm), 22 = diag(tm+l,. 1 tk), 
where ]zj( < 1 for j = 1,. . . m,and]zj]>lforj=m+l,...k.Thenwehave 
Vll v12 
T= 
v,,z; v,,z; 
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that is 
T= 
/ l 1 . . . . . . 
21 
. . . 
m-1 
Zl 
m+r 
Zl 
\ ,k’-‘i+r 
1 
z2 
. . . 
m-1 
z2 
m+r 
z2 
. . . 
k-l+r 
z2 
... ... 
... ... 
... ... 
1 
zk 
m-1 
‘k 
m+r 
‘k 
k-l+k 
‘k 
which is a nonsingular matrix. Thus the solution of (2.6) may be written as 
For the sake of simplicity, since r is a large integer, we can suppose that 2: = 0, thus the 
matrix in the previous equation may be easily computed and we obtain 
( 
Zy-V;;’ -2;v1;‘v,,27v,-,’ 201 
s, = 
I( ) 
, for n=O ,..., T, 
0 z;-rv2;’ w2 
from which 
IlS~ll~ i J(max{llwlll,, II~~21100) 
with K constant depending only of IIVlla. Thus the result follows. 
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