We solve the open problem of characterizing the leading constant in the asymptotic approximation to the expected cost used for random partial match queries in random k-d trees. Our approach is new and of some generality; in particular, it is applicable to many problems involving differential equations (or difference equations) with polynomial coefficients. [35] . According to the statistics collected in "The Stony Brook Algorithm Repository," k-d trees were among the most popular algorithmic problems; see Skiena's account in [37] .
In addition to exact match searches as in binary search trees, k-d trees can also be used for partial match queries when some coordinates are unspecified or don't-cares or wild-cards. Thus the range search is continued in both subtrees when the unspecified coordinate is used as a discriminator in the k-d tree, and in either left or right subtree (but not both) otherwise; see Bentley [2] for details. Two simple instances of range search in 2-d trees are shown in Figure 2 . We consider the following probabilistic model for our average-case analysis. A sequence of n independently and identically distributed random points in OE0; 1 k is given, where each coordinate is uniformly distributed over the unit interval and independent of other coordinates. Then we construct the k-d tree T , called a random k-d tree. For partial match queries, we then consider a query of the form Y D .Y 1 ; : : : ; Y k /, where Y j is either the unit interval (meaning don't-care) or a random variable uniformly distributed over the unit interval (Y j D Uniform.0; 1/), the number of specified coordinates s satisfying 0 s k. We then perform the range search of the query Y in the tree T . The number of nodes visited is a random variable, say X n . The main quantity of interest in this paper is the expected value Q n WD E.X n /, or simply the expected cost of a random partial match query in random k-d trees of n nodes.
While the uniform model we are considering may seem too idealized, it is simple yet mathematically tractable; also the asymptotics obtained under such a model usually subsists under more general ones; see [17] for more discussions. For convenience, we write, throughout this paper, the query pattern as q WD OEq 1 ; : : : ; q k since Q n depends only on q, where q j 2 f0; 1g and 0 q 1 C C q k k. Here q j D 0 means that the j -th coordinate is unspecified, and q j D 1 otherwise. Flajolet and Puech [17] showed that Q n C n˛ where C is a constant and˛> 1 solves the equation
or, equivalently, the equation˛k s .˛C 1/ s D 2 k , where s D q 1 C C q k denotes the number of specified coordinates. Their result corrected the original claim by Bentley [2, p. 513 ] that Q n D O.n 1 s=k / since˛can be written as˛D 1 s=k C ".s=k/, where ".u/ > 0 for 0 < u < 1; see [17] and [6] .
The approach by Flajolet and Puech [17] is based on a linear differential system and starts from the generating function y 1 .z/ WD P n1 .n C 1/Q n z n . Then 
From this system, they proved that the generating function Q.z/ WD P n1 Q n z n satisfies
for some constant K and for z in some region in the z-plane. Then (1.1) follows from singularity analysis (see [16] The recurrence for Q n we are solving will be seen to be of the form (j 0 WD n)
for n 1, with Q 0 WD 0. In particular (writing Q n D Q n OEq 1 ; : : : ; q k )
n . While the problem we are studying in this paper is similar to partial match queries in random quadtrees (see [14, 9] ), the nature of the associated analytic problems is very different (although both problems can be written in terms of linear systems). Intuitively, random quadtrees seem to have more independence in subtrees, while the independence of k-d trees is somehow "bound" by the cyclic construction. For partial match queries in quadtrees, the dominant asymptotic approximation to the expected cost depends only on the number (but not the pattern) of specified coordinates; in contrast, the leading constant in the asymptotic approximation to the expected cost for k-d trees depends strongly on the query pattern, making the analytic problem harder.
We propose in the next section a more straightforward approach, based on translating the system of recurrences satisfied by Q n into a scalar differential equation with polynomial coefficients for the generating function of Q n . Some explicitly solvable cases of the differential equation are discussed in Section 3. We then solve the general differential equation by using Mellin transforms (see Flajolet et al. [15] ) in Section 4. This Mellin approach leads, by suitably changing the initial conditions, to a series form for K that is absolutely convergent. But the justification of the application of the Mellin inversion integrals is more delicate and requires stronger analytic estimates. We thus develop in Section 5 a different approach based on extending our asymptotic theory for Cauchy-Euler differential equations (see [10] ). Such an approach is very general and is mostly algebraic and elementary in nature, requiring little knowledge in differential equations as in [10] . It is also applicable to other situations where one has linear differential equations with polynomial coefficients. We briefly indicate the application to k-d-t trees in Section 6, which are locally balanced versions of k-d trees; see [11] . The development of a general theory with many applications will be given elsewhere; see [7] for further exploration of the same approach to quadtrees.
Notation Throughout this paper, OEq 1 ; : : : ; q k 2 f0; 1g k , k 2, always denotes the query pattern with s WD q 1 C Cq k , where 0 means unspecified and 1 specified. We also introduce the symbol n;j .q/ WD 1 C qj 1 C q n .q 2 f0; 1g/:
Finally,˛> 1 denotes the zero of the equation (except for Section 6 on k-d-t trees)
2. From recurrences to differential equations. In this section, we first show that the expected cost Q n D Q n OEq 1 ; : : : ; q k satisfies a system of recurrences (of quicksort type), and then derive a "normal form" for the differential equation satisfied by the generating function Q.z/ D QOEq 1 ; : : : 
Proof. When the first coordinate is unspecified, the search is conducted in both subtrees. The probability that the left subtree is of size j is 1=n for 0 j < n. By cyclic construction of k-d trees, we then have
Q j OEq 2 ; : : : ; q k ; q 1 C Q n 1 j OEq 2 ; : : : ; q k ; q 1 I thus (2.1) follows with q 1 D 0. On the other hand, if q 1 D 1, then the probability of going to the left subtree of the root (when it has j nodes) is .j C 1/=.n C 1/ since with probability 1 the query results in an unsuccessful search. Thus 
: : :
.n 1/:
Proof. By Lemma 2.1 and the cyclic relation of k-d trees. 
Then the asymptotics of Q OEk j n can be obtained one after another. On the other hand, since
has to satisfy the equation
The corollary says that once we obtain the asymptotics of one of the Q OEj n 's, those of the others are all known. One can show that the number of distinct query patterns needed to be computed in order to derive Q n for all 2 k possible queries is equal to (essentially the number of different types of necklaces with two distinct colors) : : :
where M D .a i;j / kk with a i;i D .n 1/=.n C q i /, a i;.iC1/ mod k D 2=.n C q i /, and all other entries are zeros. Proof. Taking the difference n.n C q j /Q OEj n .n 1/.n 1 q j /Q OEj n 1 gives
where
n . The non-homogeneous matrix recurrence (2.5) can be converted into a homogeneous one by considering
with obvious initial conditions.
Integral equations. Lemma 2.1 is next translated into an integral equation for the generating function Q.z/. For convenience, we introduce two integral operators
Let f j .z/ D QOEq j ; : : : ; q k ; q 1 ; : : : ; q j 1 .z/, 1 j k. LEMMA 2.5. The generating function f 1 satisfies the integral equation
Proof. The proof for (2.6) with
The form given in (2.6) for q 1 D 1 is the main diverging point from which on our approach differs from that used in [17] . Roughly, we keep the inverse operator of I 1 to be of first order, so that the associated linear system is of degree k, instead of 2k s as that used in [17] ; cf. also (2.5). COROLLARY 2.6. We have
By composing the above integral equations, we obtain a single integral equation for
COROLLARY 2.7. The generating function of Q n satisfies
where .I q 1 ı ı I q j /OEf .z/ WD I q 1 OE OEI q j OEf .z/, 1 j k, and
Note that Q n D OEz n G 0 .z/ for 1 n < k, where OEz n '.z/ denotes the coefficient of z n in the Taylor expansion of '. On the other hand, by (1.2),
Differential equations. Define the differential operator # WD .1 z/.d=dz/. Then the inverse operator of I q is
and the integral equation (2.7) can be converted into a scalar differential equation
If we multiply both sides by z k , then the left-hand side can be written in the form
for some polynomials L k;j , all of degree k. But this approach does not lead to simpler solutions.
Two special cases are indicative of the general pattern for simplification.
and (ii) if the q j 's are all ones, then, by the relation
we have
which, by multiplying both sides by z, yields
These observations suggest that we define a "minimum exponent" q as k v C1, where v denotes the last position of the first block of 1's (from left to right), and q WD 0 if s D 0. In symbol OEq 1 ; : : : ; q k D OE0; : : : ; 0; 1; : : : ; 1; 0; ; : : : ;
where the P k;`' s are polynomials of degree k defined by P k;0 .x/ D p k;0 .x/ 2 k , and for 1 ` q ,
and the boundary values
The two cases when s D 0 and when s D k are easily checked by (2.9) and (2.10), respectively. We assume that 1 s < k.
For k D 2, there are two query patterns: OE0; 1 and OE1; 0. The differential equation for
and that for OE1; 0 is ( q D 2) we have q D 1, and the left-hand side of (2.8) satisfies
thus (2.11) holds. The remaining cases follow by induction on k. The proof is messy and omitted here. Similarly, the right-hand side of (2.8) can be rewritten as
For the special query pattern (2.15), we have
For other cases, we obtain, by induction, 
where the P k;`' s are polynomials of degree k defined in (2.12) and the k;`' s constants given in (2.17) and (2.18) . The exact solution for such a general problem is still not obvious and exists for a few special cases to be discussed below.
Explicitly solvable cases. Exactly solvable cases of (2.19) include:
where s is the number of specified coordinates.
None specified: s D 0. When no coordinate is specified, the search cost is obviously n. The associated differential equation is given by (2.9) with the initial conditions
This is a case when the particular solution is itself the exact solution because all initial values coincide.
All queries specified: s D k. In this case, the two Q n 's on the two sides of the recurrence (2.1) are the same, so that Q n satisfies
with Q 0 D 0, which is easily solved to be
The solution is invariant in k. This is nothing but the expected number of comparisons used for unsuccessful search in random binary search trees; see [6, 23] . Note that Q.z/ satisfies the differential equation (2.10), with the initial values Q.0/ D 0 and
being the Gamma function. The differential equation (2.10) can be re-written as
which is indeed of Cauchy-Euler type (see [10] ). The exact solution is
from which one derives (3.1). This is another case when the particular solution is itself the exact solution.
2-d trees.
In this case, QOE0; 1.z/ satisfies (2.13) and QOE1; 0.z/ satisfies (2.14), both with the initial conditions Q.0/ D 0 and
and that for Q n OE1; 0
where˛D . p 17 1/=2. The corresponding recurrence relations have the forms
.n 1 j /Q j OE0; 1;
with Q 0 D 0 for both cases. COROLLARY 3.2 (Exact solutions for Q n ). For n 3
Proof. By taking coefficients of z n on both sides of (3.2) and of (3.3). COROLLARY 3.3 (Asymptotics of Q n ).
Proof. By applying the exact solutions of Q n or by applying singularity analysis to (3.2) and (3.3), and then using Gauss's identity (see [1, 15.1.20, p. 556] for the expected cost of partial match queries in random 2-dimensional quadtrees; see [9, 14] .
Proof of Lemma 3.1. Consider first the case when the query pattern is OE0; 1. In this case, the differential equation is
To solve this equation, we first observe that the particular solution is given by
Thus we consider Q.z/ D .1 z/ ˛y .z/ C y p .z/, and we have
Since˛.˛C 1/ 4 D 0, we can simplify the above equation and obtain
This equation is then rewritten as a generalized hypergeometric differential equation
where ı D z.d=dz/. The differential equation has two fundamental solutions and the only one regular at the origin is
Thus the solution is of the form
and by matching the initial values, we conclude (3.2). For the query pattern OE1; 0, the particular solution for (2.14) is
The only different part to the above proof is to consider y.z/ WD QOE1; 0.z/ y p .z/ =z; the remaining analysis is similar and omitted.
The approach we used for deriving (3.2) and (3.2) is similar to the one used in [14] . However, such an approach does not apply for k 3. We need a different approach to solving (2.19).
Constants for general query patterns.
We rewrite the differential equation (2.19) as
where, for simplicity, we write P`D P k;`( defined in (2.12)) and D q . Our main result of this paper is the following asymptotic estimate for Q n . THEOREM 4.1. The expected cost of a random partial match query in a random k-d tree of n nodes satisfies
where the constant K is defined in (4.6) below. This theorem is proved in the next section by extending the asymptotic theory in [10] for Cauchy-Euler differential equations. The idea is roughly as follows. If the right-hand side of (4.1) was independent of Q, then the solution of Q would satisfy Q.z/ c 1 .1 z/ ˛C y p .z/ for some constant c 1 and particular solution y p .z/; see [10] . But the intricate part here is that the right-hand side of (4.1), expected to have smaller contribution to Q.z/, depends itself on Q.
We give in this section an approach to the proof of (4.2) based on Mellin type integrals. The proof is almost complete, up to an estimate in the complex plane that is needed in justifying the Mellin inversion integrals. The advantage of this approach is that it quickly gives the right form for the constant.
Shifting the initial values. A minor but crucial step in our analysis is to consider the function f .z/ WD Q.z/ P 1j <k Q j z j . The differential equation for f remains the same, but all initial values become zero. Indeed, by the integral equation (2.7), we have
Note that I q OEz j D z j C1 =.j C 1 C q/ C , q 2 f0; 1g. This, together with the relations Q j D OEz j G 0 .z/ for 0 j < k, implies that OEz j G 1 .z/ D 0 for j < k. Now applying the inverse operators to the above integral equation, and then multiplying both sides by z , we obtain
with f .j / .0/ D 0, 0 j k 1, where
By using the same arguments in the proof of Proposition 2.9, we obtain the alternative form for g
….z/ being a polynomial of degree k C 1. With this form, we can now define Table 5 .2. The function g can be viewed either as the Mellin transform (see [15] ) of g.x/ (defined to be zero for x > 1) or as the factorial series of the sequence OEz j g.z/. The following estimate is needed in proving the absolute convergence of the series representation (4.6) of K. for large jwj and j arg.w/j ", " > 0.
Proof. Observe first that by definition
and that OEz j G 1 .z/ D 0 for j < k. Since each operator # C q k =z has the effect of decreasing the powers of monomials by 1 (from z j to z j 1 ), we can expand g as g.z/ D P j g j z j for some coefficients g j . By using this expansion and interchanging the summation and integral, we obtain
which is not only a factorial series but also an asymptotic expansion for large jwj.
Characterization of K. Now we are ready to give an explicit form for the constant K in Theorem 4.1.
PROPOSITION 4.3. The constant K in (4.2) is given by
the series being absolutely convergent, where
with the initial conditions B 0 D 1 and B j D 0 for j < 0.
We defer the hard part of proving (4.6) to later sections and prove only the absolute convergence here, which is a direct consequence of the estimate (4.5) for g and the following lemma.
LEMMA 4.4. Let B.z/ D P j 0 B j z j . Then B.z/ satisfies the differential equation
where D z WD d=dz, and the sequence B j satisfies
Proof. The proof is adapted from that of Lemma 3 in [7] . Define the operator
By the Cauchy integral representation
where, here and throughout the proof, the integration contour is a sufficiently small circle around unity, we obtain
By an integration by parts (for the term corresponding to #), we have
Repeating the same argument k 1 times, we obtain
From this and (4.10), the result (4.8) follows from multiplying both sides of (4.10) and summing over all j 0. According to the Frobenius method (see [24] ), we seek solutions to the differential equation (4.8) of the form B.z/ D .1 z/ .1 z/ for some 2 C and some function .z/ analytic at the origin. Substituting this form into (4.8), we see that the indicial equation for (4.8) is given by
In particular, the dominant zero is D C q k , which is a simple zero. This implies that
and, by singularity analysis (see [16] ), proves (4.9). Note that, by (4.7), B.z/ also satisfies the differential equation
but this form is less manageable than (4.8) for our purposes. While the series form (4.6) may seem recursive, it is readily modified for numerical purposes; see Table 5 .1.
We next give a formal proof of the formula (4.6) by Mellin integrals, which will be justified by a more algebraic procedure.
Factorial series and Mellin integrals. Define the factorial series
Then f .w/ is well defined in the half-plane <.w/ >˛. By Mellin inversion formula (or by a standard argument for the integral representation for factorial series), we have
Substituting this in (4.3) and using (4.4), we obtain
By absolute convergence and by the changes of variables w 7 ! w C j , we are led to the difference equation
for <.w/ >˛, with the additional property that f .w/ ! 0 as jwj ! 1 in the half-plane j arg.w/j < . But the right-hand side of (4.12) also gives a meromorphic continuation of f .w/ to the whole plane (up to the zeros of P 0 .w C`/ for` 0).
In particular, since˛is a simple zero of P 0 .w/ (see [9] ),
where the residue K 0 can be computed by
Mellin inversion and singularity analysis. Heuristically, the series form (4.6) results easily from (4.13) and the Mellin inversion formula (4.11) as follows. First, by (4.11) using (4.13), we expect that
by formally shifting the integration line to <.w/ D˛ " and by taking the residue of the integrand at w D˛into account. Then by a formal application of the singularity analysis, we anticipate the approximation
so that K 0 should equal K. Justifying the above quick analysis requires an estimate of jf .˙i T /j for large T . On the other hand, because of the presence of the factor .1 z/ w , which can be exponentially large when z 2 C lies near unity and when T grows, we need an estimate of jf .˙i T /j that decays at infinity at an exponential rate (in T ). While this approach might be made rigorous, we prefer to develop another approach that is more general and does not rely on analytic properties but instead on algebraic manipulations of integrals.
Effective expressions for K. Iterating N times the right-hand side of (4.14) by the same difference equation (4.12), we deduce that 15) for any N 1, where A 1;j WD P j .˛C j / for 1 j and for N 2
By induction and the recursive expression for P j 's, we have P j .x/ x k for large x. From this and the estimate (4.5), we obtain
Then B j is easily seen to satisfy (4.7) by using (4.16).
A Cauchy-Euler approach.
We develop a different approach in this section to proving (4.6). The reason we write (4.3) in the form of a Cauchy-Euler differential equation is that if
for z 2 C near unity, where .z/ is analytic at the origin, then
and thus the dominant (asymptotic) solutions are expected to be determined by the left-hand side of (4.3), the right-hand side behaving as if it is independent of f . We apply again the Frobenius method to prove (5.1). Once (5.1) is proved, the equation (4.3) is then solved asymptotically by extending our approach of iterative linear operators developed in [10] . The growth order of f . By using the following formula
where the S.j ;`/'s represent the Stirling numbers of the second kind, we can rewrite (4.3) in the form
for some polynomials L j 's of degree k. In particular, L k .z/ D z .1 z/ k . Therefore, the possible singularities of (4.3) are the two zeros z D 0 and z D 1 of the polynomial z .1 z/ k , z D 1 and the singularities of g.z/ (z D 1 only). In particular, the singularity z D 1 is a regular singular point. Before applying the Frobenius method (see [24] ), we use suitable operators to convert the nonhomogeneous equation into a homogeneous one. We start from the relation
Then we can annihilate the nonhomogeneous term in (4.3) by multiplying both sides by a sufficient number of the above annihilating operators, giving
This means that if f .z/ solves the nonhomogeneous equation (4.3), then it is also a solution of (5.3). Since the dominant growth order of f near the singularity z D 1 is determined by the zero of the new indicial equation
with the largest real part. By the Frobenius method (see [24] ), we then deduce the required estimate (5.1) from which (5.2) follows.
Method of iterative linear operators. As in [10] , let˛j ; 1 j k, be the zeros of P 0 .z/ arranged in decreasing order of their real parts (see [9] ) D˛1 > <.˛2/ <.˛k /:
To solve (4.3), we first factor P 0 .#/ into linear operators
and then solve the linear equations one after another, giving (see [10] )
By using successive integrations by parts (see [8] ) or the inductive arguments used in [10] , we deduce that
Then (see [10] )
Iteration of the leading constant. We next "mimic" the operations of the Mellin approach and show that .
converges, then for any 2 C for whichˇ./ 6 D 0
whereˇ.# x / 1 represents the inverse operator of the differential operatorˇ.# x / and # x WD .1 x/.d=dx/.
Proof. Obviously, (5.4) holds when !.x/ Dˇ.x/. It is also easily checked, by integration by parts, for the two fundamental cases:
x/ is a polynomial of degree at most k, we first write !.x/ D .x /! 1 .x/, where is a zero of !.x/. Then
Repeating the same argument, we have
Similarly, we derive (5.4). Define
Note that ƒ f .˛/ D K 00 . By substituting (4.3) into the above integral and by applying (5.4), we have
where g .˛/ is defined in (4.4) . By definition, we have
It follows, by (4.12) and the property that ƒ f .x/ ! 0 as
More refined approximations. We can refine the above analysis and derive the effective approximation
(5.6) where denotes the largest multiplicity of zeros with real parts equal to <.˛2/ (see [10] ).
Hypergeometric cases: D 1. When the query pattern is of the form (2.15), we can obtain more explicit expressions. In this case, D 1 and
where, by a lengthy calculation,
with `WD . 1/`P` j <k j Q j . From this expression of g, we can further rewrite the above series form for K in terms of generalized hypergeometric functions.
2. When 2, the solution to the recurrence (4.7) is in general less explicit. But there are special cases when > 1 can be reduced to D 1. These occur when the query patterns are of the form OE 0; : : : ; 0 " ƒ‚ … Tables. For concreteness, we give numerical approximations to K= .˛/ in Table 5 .1 and the expansions of g .w/ for k 5 in Table 5 .2. Note that the general terms in (4.6) converge slowly; thus it is more efficient, for numerical purposes, to use the expression (4.15); see Table 5 .1. The idea is roughly to take a sufficiently large N , say 1000, to compute the first N terms as precisely as we can, and then to estimate the errors by the values of f .˛C N /, which can be easily computed by
the series being itself an asymptotic expansion. 6. k-d-t trees. We extend our approach in this section to k-d-t trees, t 2 N, which are locally balanced versions of k-d trees (in which all trees of sizes larger than 2t have both subtrees of sizes at least t); see [11] . For simplicity, trees of sizes 2t are not rearranged.
The probabilistic model for partial match queries remains the same as above. For convenience, we use the same set of notations as for k-d trees (indexed by t when ambiguity may arise). Let Q n;t D Q n OEq 1 ; : : : ; q k I t stand for the expected number of nodes visited when performing the range search algorithm of a random partial match query in a random k-d-t tree of n nodes. Then Q n;0 D Q n . Cunto et al. [11] showed that Q n;t C t n˛ 1 ;
for some constant C t , where˛> 1 solves the equation P 0 .˛/ D 0 with
We show that C t can be computed as above but with more complicated components. LEMMA 6.1 (Basic recurrences). Define $ n;j WD j t n 1 j t = n 2t C1
. The expected search cost Q n;t for fixed t 2 N satisfies the system of recurrences 8 < :
Q n OEq 1 ; : : : ; q k I t D 1 C 2 X 1j <n n;j .q 1 /$ n;j Q j OEq 2 ; : : : ; q k ; q 1 I t;
Q n OEq k ; q 1 ; : : : ; q k 1 I t D 1 C 2 X 1j <n n;j .q k /$ n;j Q j OEq 1 ; : : : ; q k I t; (6.2)
for n 2t C 1, with the initial values Q n;t Q n for n 2t. Differential equations. Define the differential operator the dominant (simple) zero being D C q k . All coordinates specified: s D k. In this case, the two Q n 's on both sides of (6.2) are the same, thus the k recurrences reduce to a single one. The associated differential equation is # 2t C2
with suitable initial conditions. Note that the polynomial .x C t C 1/ .x C 2t C 1/ t has 1 as the simple, largest zero (in real part). By applying [10, Theorem 1], we have Q n OE1; : : : ; 1I t log n H 2t C2 H t C1 ;
another well-known result; see [11, 30, 36] . .x C j / k k t :
7. Conclusions. We derived an effective expression for the leading constant of the expected cost used for random partial match queries in random k-d trees. The approach proposed to solving linear differential equations with polynomial coefficients is very general, and relies its success on the close interplay between complex-analytic methods and elementary methods (without complex analysis).
Complex-analytic methods, when they apply, usually give efficient approximations and neat expressions. The price is that stronger analytic properties are needed. On the other hand, elementary methods are computationally less efficient, but can provide more general results under weaker conditions. A combination of both (heuristically or rigorously) usually yields very powerful tools, as already showed by the problems studied in [7, 8, 10, 9] and in this paper.
