The multi-class classification is a challenging problem for several applications in Computer Vision. Error Correcting Output Codes technique (ECOC) represents a general framework capable to extend any binary classification process to the multi-class case. In this work, we present a novel decoding strategy that takes advantage of the ECOC coding to outperform the up to now existing decoding strategies. The novel decoding strategy is applied to the state-of-the-art coding designs, extensively tested on the UCI Machine Learning repository database and in two real vision applications: tissue characterization in medical images and traffic sign categorization. The results show that the presented methodology considerably increases the performance of the traditional ECOC strategies and the state-of-the-art multi-classifiers.
Introduction
Multi-class categorization in a Machine Learning is based on assigning labels to instances that belong to a finite set of object classes N (N > 2). Nevertheless, designing a multi-classification technique is a difficult task. In this sense, it is common to conceive algorithms that distinguish between two classes and combine them following a special criterion. Pairwise (one-versus-one) voting scheme or one-versusall grouping strategy are the procedures most frequently used. Error Correcting Output Codes were born as a framework for handling multi-class problems using binary classifiers (Dietterich and Bakiri, 1995) . ECOC has shown to dramatically improve the classification accuracy of supervised learning algorithms in the multi-class case by reducing the variance of the learning algorithm and correcting errors caused by the bias of the learners (Dietterich and Kong, 1995) . Furthermore, ECOC has been successfully applied to a wide range of applications, such as face recognition, text recognition or manuscript digit classification (Zhou and Suen, 2005) .
The ECOC framework consists of two steps: a coding step, where a codeword 1 is assigned to each 1 The codeword is a sequence of bits (called code) repreclass, and a decoding technique, where given a test sample the method looks for the most similar class codeword. One of the first designed binary coding strategies is the one-versus-all approach, where each class is discriminated against the rest. However, it was not until Allwein et al. (Allwein et al., 2002) introduced a third symbol (the zero symbol) in the coding process that the coding step received special attention. The ternary ECOC gives more expressivity to the ternary ECOC framework by allowing some classes to be ignored by the binary classifiers. Thanks to this, strategies such as one-versusone and random sparse coding (Allwein et al., 2002) are possible. However, these predefined codes are independent of the problem domain, and recently, new approaches involving heuristics for the design of problem-dependent output codes have been proposed (Escalera et al., 2006) with successful results.
The decoding step was originally based on errorcorrecting principles under the assumption that the learning task can be modelled as a communication problem, in which class information is transmitted over a channel (Dietterich and Bakiri, 1995) . In this sense, the Hamming and the Euclidean distances were the first tentative for decoding (Dietterich and Bakiri, 1995) . Still very few alternative decoding strategies have been proposed in the literature. In (Windeatt and Ghaderi, 2003) , Inverse Hamming Distance (IHD) and Centroid distance (CEN) for binary problems are introduced. Other decoding strategies for nominal, discrete and heterogeneous attributes have been proposed in (Ishii et al., 2005) . With the introduction of the zero symbol, Allwein et al. (Allwein et al., 2002) show the advantage of using a loss based function of the margin of the base classifier on the ternary ECOC. Also, there have been several attempts to introduce probabilities in the ECOC decoding process (Passerini et al., 2004) (Dekel and Singer, 2002) . In (Passerini et al., 2004) , the authors use conditional probabilities to estimate the class membership in a kernel machine approach. An alternative probabilistic design of the coding and decoding strategies is proposed in (Dekel and Singer, 2002) . Nevertheless, none of the few proposed decoding strategies in the literature takes into account the effect of the third (0) symbol during the decoding step, leaving this fact as an open issue worthy of exploring.
In this paper, we present a novel decoding technique, that we call Loss-Weighted decoding strategy (LW ). LW is based on a combination of probabilities that adjusts the importance of each coded position in a ternary ECOC matrix given the performance of a classifier. The formulation of our decoding process allows the use of discrete output of the classifier as well as the margin when it is available. The traditional Euclidean distance, the Loss-based decoding, the probabilistic model presented in (Passerini et al., 2004) , and the proposed LW decoding are compared with 5 state-of-the-art coding strategies, showing the high performance of the presented strategy in public databases as well as into two difficult real vision categorization problems.
The paper is organized as follows: section 2 overviews the ECOC framework. In section 3, we present the novel Loss-Weighted decoding strategy. Section 4 describes the validation of the experiments, and section 5 concludes the paper.
Error Correcting Output Codes
Given a set of N c classes to be learned, n different bi-partitions (groups of classes) are formed, and n binary problems (dichotomies) are trained. As a result, a codeword of length n is obtained for each class, where each bin of the code corresponds to a response of a given dichotomy. Arranging the codewords as rows of a matrix, we define a "coding matrix" M, where M ∈ {−1, 0, 1} N c ×n in the ternary case. Joining classes in sets, each dichotomy, that defined a partition of classes, codes by {+1, −1} according to their class set membership, or 0 if the class is not considered by the dichotomy. In fig.1 we show an example of a ternary matrix M. The matrix is coded using 7 dichotomies {h 1 , ..., h 7 } for a four class problem (c 1 , c 2 , c 3 , and c 4 ). The white regions are coded by 1 (considered as positive for its respective dichotomy, h i ), the dark regions by -1 (considered as negative), and the grey regions correspond to the zero symbol (not considered classes by the current dichotomy). For example, the first classifier (h 1 ) is trained to discriminate c 3 versus c 1 and c 2 ignoring c 1 , the second one classifies c 2 versus c 1 , c 3 and c 4 , and so on.
During the decoding process, applying the n trained binary classifiers, a code x is obtained for each data point in the test set. This code is compared to the base codewords of each class {y 1 , ..., y 4 } defined in the matrix M, and the data point is assigned to the class with the "closest" codeword (Allwein et al., 2002) (Windeatt and Ghaderi, 2003) . Although different distances can be applied, the most frequently used are the Hamming (HD) and the Euclidean distances (ED). In fig.1 , a new test input x is evaluated by all the classifiers and the method assigns label c 1 with the closest decoding distances. Note that in the particular example of fig. 1 both distances agree. 
Decoding designs
The decoding step decides the final category of an input test by comparing the codewords. In this way, a robust decoding strategy is required to obtain accurate results. Several techniques for the binary decoding step have been proposed in the literature (Windeatt and Ghaderi, 2003) (Ishii et al., 2005) (Passerini et al., 2004) (Dekel and Singer, 2002) , though the most common ones are the Hamming and the Euclidean approaches (Windeatt and Ghaderi, 2003) . In the work of , authors showed that usually the Euclidean distance was more suitable than the traditional Hamming distance in both the binary and the ternary cases. Nevertheless, little attention has been paid to the ternary decoding approaches.
In (Allwein et al., 2002) , the authors propose a Loss-based technique when a confidence on the classifier output is available. For each row of M and each data sample ℘, the authors compute the similarity between f j (℘) and M (i, j) , where f j is the j th dichotomy of the set of hypothesis F, considering a loss estimation on their scalar product, as follows:
where L is a loss function that depends on the nature of the binary classifier. The most common loss functions are the linear and the exponential one. The final decision is achieved by assigning a label to example ℘ according to the class c i with the minimal distance.
Recently, the authors of (Passerini et al., 2004 ) proposed a probabilistic decoding strategy based on the margin of the output of the classifier to deal with the ternary decoding. The decoding measure is given by:
where α is a constant factor that collects the probability mass dispersed on the invalid codes, and the probability P(x j = M(i, j)| f j ) is estimated by means of:
Vectors A and B are obtained by solving an optimization problem (Passerini et al., 2004) .
Loss-Weighted decoding (LW)
As mentioned above, the 0 symbol allows to increase the number of bi-partitions of classes (thus, the number of possible binary classifiers), resulting in a higher number of binary problems to be learned. However, the effect of the ternary symbol is still an open issue. Since a zero symbol means that the corresponding classifier is not trained on a certain class, to consider the "decision" of this classifier on those zero coded position does not make sense. Moreover, the response of the classifier on a test sample will always be different to 0, so obligatory an error will be registered. Let return to fig. 1 , where an example about the effect of the 0 symbol is shown. The classification result using the Hamming distance as well as the Euclidean distance is class c 1 . Note that class c 2 has only coded first both positions, thus it is the only information provided about class c 2 . The first two coded locations of the codeword x correspond exactly to these positions. Thus, the correct classification should be class c 2 instead of c 1 . The use of standard decoding techniques that do not consider the effect of the third symbol (zero) frequently fails. In the figure, the HD and ED strategies accumulate an error value proportional to the number of zero symbols by row, and finally miss-classify the sample x.
Given a coding matrix M, 1) Calculate the matrix of hypothesis H:
2) Normalize H so that
Given a test input ℘, decode based on: To solve the commented problems, we propose a Loss-Weighted decoding. The main objective is to find a weighting matrix M W that weights a loss function to adjust the decisions of the classifiers, either in the binary and in the ternary ECOC. To obtain the weighting matrix M W , we assign to each position (i, j) of the matrix of hypothesis H a continuous value that corresponds to the accuracy of the dichotomy h j classifying the samples of class i (4). We make H to have zero probability at those positions corresponding to unconsidered classes (5), since these positions do not have representative information. Next step is to normalize each row of the matrix H so that M W can be considered as a discrete probability density function (6). This step is very important since we assume that the probability of considering each class for the final classification is the same (independently of number of zero symbols) in the case of not having a priori information (P(c 1 ) = ... = P(c N c )). In fig. 2 a weighting matrix M W for a 3-class problem with four hypothesis is estimated. Figure 2 The Loss-weighted algorithm is shown in table 1. As commented before, the loss functions applied in equation (6) 
Results
The methodology of the validation affects the data, applications, strategies of the comparative, and measurements. a) Data and applications: The experiments are divided in the following applications: first, we consider the UCI classification using 13 datasets from the public UCI Machine Learning repository database (http://www.ics.uci.edu/ mlearn/MLRepository.html, ). And second, we deal with two real Computer Vision problems: medical intravascular tissue characterization and traffic sign categorization. The data for these experiments is provided by the Hospital Universitari German Trias i Pujol (Karla et al., 2006) and the Mobile Mapping Van (http://www.icc.es, ), respectively. b) Strategies and measurements: The strategies used to validate the classification are 40 runs of Discrete Adaboost with decision stumps (Friedman et al., 1998) , and the OSU implementation of SVM with RBF kernel (γ = 1) 3 (OSU-SVM-TOOLBOX, ). These two classifiers generate the set of binary problems to embed in the ECOC configurations: oneversus-one, one-versus-all, dense-random, DECOC, and ECOC-ONE. Each of the ECOC strategies is evaluated using different decoding strategies: the Euclidean distance, Loss-based decoding with ex-ponential loss function, the probabilistic model of (Passerini et al., 2004) , and four variants of the LossWeighted decoding strategy: linear LW with output label of the classifier, linear LW with output margin of the classifier, exponential LW with output label of the classifier, and exponential LW with output margin of the classifier. The number of classifiers used for each methodology is the predefined or the provided by the authors in the case of problemdependent designs, except for the dense random case, where we selected n binary classifiers for a fair comparison with one-versus-all and DECOC designs in terms of a similar number of binary problems. The classification tests are performed using stratified tenfold cross-validation with two-tailed t-test at 95% for the confidence interval.
UCI Repository Database
First, we tested 13 multi-class datasets from the UCI Machine Learning repository. The characteristics of each dataset are shown in table 2. The classification ranking results for Discrete Adaboost and RBF SVM are shown in fig. 3 . The ranking for Discrete Adaboost in fig. 3(a) shows that the label approaches of our LW decoding tend to outperform the rest of the decoding strategies for all databases and coding strategies. The Loss-based decoding strategy and the probabilistic model show similar behavior, and the Euclidean strategy obtains the lower performance. Observe that one-versus-one and ECOC-ONE coding strategies show the best accuracy. On the other hand, the output margin provided by Adaboost seems to be not robust enough to increase the performance of the LW decoding strategies. In the ranking of SVM, oneversus-one and ECOC-ONE codings also attain the best accuracy, and the label variants of LW increase the performance of the Euclidean, Loss-based and probabilistic decodings. Besides, in this case the LW output margin outperforms in most cases the label approaches. In particular, the exponential LW variant is clearly superior to the linear approach in this case, which supports the use of the prediction obtained by the margin of SVM. 
Intravascular tissue categorization problem.
The second experiment is on a real medical image classification problem: intravascular (IVUS) tissue categorization problem. The database consists of 250 reconstructed images from 9 different patients. Those images are segmented by two physicians. Each of them segmented the different tissues in the image: calcium, fibrosis, and soft plaque. The intersection between both is mapped in the feature vector. Then, all the features collected are categorized by patient in a feature vector of 68 dimensions using the process of (Karla et al., 2006 ). An example of a manual and automatic texture-based segmentation for the same sample is shown in fig. 4 (a) and (b). We apply the multi-patient classification experiment, starting from three plaques (thus, three classes) and increasing the set of plaques by one at each step. The one-versus-one strategy with 40 runs of Discrete Adaboost is applied to see the performance of each decoding strategy in this problem. Once a classification is done among all patient plaques, we label each of them by its corresponding tissue. The classification results are shown in fig. 5 . One can see that when increasing the number of classes progressively, the classification performance increases because of the richer information. The exponential LW with margin attains lower accuracy for this problem in comparison with the other approaches. The rest of LW variants is highly correlated with the Euclidean, Loss-based, and the probabilistic model results. Finally, the linear LW with margin outperforms at each classification experiment the results of the rest of strategies.
Traffic sign classification.
The last experiment is a real traffic sign classification problem. We used the video sequences obtained from the Mobile Mapping System of (Casacuberta et al., 2004) for the experiment. The database contains a total of 2000 samples divided in nine classes. Figure  6 shows several samples of the speed database used for the experiment. Note the difference in size, illumination, and small affine deformations. We choose the speed data set since the low resolution of the im- age, the non-controlled conditions, and the high similarity among classes make the categorization a very difficult task. In this experiment, we used the ECOC-ONE coding strategy, that showed to outperform the other coding strategies at the previous experiments, to test the performance of the decoding strategies. The classification results are shown in fig. 7 for Discrete Adaboost and RBF SVM, respectively. The graphic shows the better performance of the LW variants in comparison with the rest of the decoding strategies. In particular, the Exponential LW with the margin of the classifier attains the higher performance, with an accuracy over 90%. 
Conclusions
In this paper, we presented the Loss-Weighted decoding strategy, that obtains a very high performance either in the binary and in the ternary ECOC framework. The Loss-Weighted algorithm shows higher robustness and better performance than the state-of-theart decoding strategies. The validation of the results is performed using the state-of-the-art coding and decoding strategies with Adaboost and SVM as base classifiers, categorizing a wide set of datasets from the UCI Machine Learning repository, and dealing with two real Computer Vision problems.
