We describe our work on incorporating probabilities of phone durations, learned by a neural net, into an ASR system. Phone durations are incorporated via lattice rescoring. The input features are derived from the phone identities of a context window of phones, plus the durations of preceding phones within that window. Unlike some previous work, our network outputs the probability of different durations (in frames) directly, up to a fixed limit. We evaluate this method on several large vocabulary tasks, and while we consistently see improvements in Word Error Rates, the improvements are smaller when the lattices are generated with neural net based acoustic models.
Introduction
Most speech recognition systems do not explicitly model the duration of the phones or words. However, empirical results from past studies show that explicit duration modeling of speech sounds improves recognition results [1] [2] [3] . In fact, most state-of-the-art speech recognition systems are based on HMMs which implicitly model the duration of each state using the transition probabilities, which in turn leads to a geometric probability distribution function [1] , whereas the true distribution of speech sounds is closer to gamma or log-normal [3] . Duration modeling can be either done by directly assuming a state duration density for HMMs (for e.g. [1] ) or by learning a separate duration model and rescoring the recognition lattice (or N-best list) with duration scores [4] [5] [2] . The first approach leads to a significant increase in computational complexity of HMM learning and decoding algorithms and therefore is not very efficient for ASR [1] [6] . Different such methods are described and tested on a small 9-hour task in [3] , where the authors reported WER improvements but with a significant decoding slow-down. Nevertheless it is common in speech synthesis [7] , where it is used to generate phones with natural duration.
In this paper we apply phone duration probabilities via lattice rescoring. Our phone duration model is a neural network which predicts the phone durations (in frames) and is trained using the cross entropy objective function. This work is inspired by [2] ; the main difference from that previous work is that while they assume a log-normal output distribution, we make no parametric assumptions (at least, for durations below a specified This work was partially supported by NSF CRI Award no. 1513128 and DARPA LORELEI Contract No HR0011-15-2-0024. The U.S. Government is authorized to reproduce and distribute reprints for Governmental purposes notwithstanding any copyright annotation thereon. maximum). WERs are improved by 1% to 3% relative versus that previous approach.
We conduct experiments and improve WER on 5 databases including, in total, 8 baseline ASR models, including HMM-GMM models, hybrid HMM-DNN models, and the state-of-theart LSTM-based LF-MMI models [8] .
One feature of our system that deserves mentioning is a score normalization technique, which we use to counteract a bias towards longer phones. It consists of subtracting, for each base phone, the average log of the duration probabilities for that phone. This gives a further improvement of 1% to 3% relative. Overall the results are better than the baseline ASR result by 1% to 8% relative; but disappointingly, the relative improvement is the smallest for the best baseline models (those based on LF-MMI).
In the following section, we describe our approach. In Section 3, the experimental setup and results are shown; and we conclude in Section 4.
We use a neural network to model the duration of phones. The basic framework is to model p(d) for each value of d, and to include log p(d) as one of the components of the score in the final lattice.
Network output
To give the network as much freedom as possible to model any distribution, we use a softmax layer at the end of network and each discrete distribution d = 1, 2, 3, . . . is modeled as a separate output class. Since the number of output neurons must be finite, we must limit the number of phone duration values that we model by choosing an integer constant D (e.g. D = 50), and in the training stage, we map any duration larger than D to D.
In test time we allocate the probability mass for the final class appropriately to each individual d ≥ D. If yD is the network output for the D'th class, representing the prob-
yD, for a suitably chosen 0 < α < 1 that defines a geometric distribution. For our experiments here we chose α = exp(−1/D); this parameter is not very critical as few phone durations are that long.
Network input
We aim for the model to predict the sequence of durations from the sequence of phones. This implies that we can use both left and right context for the phone identity, but must choose ei- ther left or right context for the phone durations (otherwise the predictions for the sequence would depend on each other circularly). We choose left context for the phone durations.
Choose left and right context widths L ≥ 0 and R ≥ 0, e.g. L = R = 3, and bear in mind that right context will only be for phone identities. The features are as follows:
• For each context offset −L ≤ i ≤ R, the phone identity at that position, as a one-hot encoding (1 for the correct phone, zero for others). Total dimension is (number of phones) ×(L + R + 1). We omit the word-positiondependent tags on phones, and any word stress information, for purposes of determining phone identity at this stage, so the dimension is the number of "real" phones, i.e. about 40 or so. We use an extra phone identity for unavailable context (i.e. at the edges).
• The next features depend on the phone sets that are used in the questions for the phonetic-context decision tree (in Kaldi, the questions.int file). These sets are automatically generated based on clustering the phones acoustically, but then we add in predetermined questions about vowel stress (in the WSJ system only) and word boundary information. For each context offset −L ≤ i ≤ R and for each phone-set, 1 if the phone at position i is in the set, and zero otherwise. Total dimension is: (number of questions) ×(L + R + 1).
• For each negative context offset −L ≤ i < 0, the duration of the phone at this position. Total dimension is: L. Similar to [2] , we normalize the duration values (which are in frames) using a sigmoid-like function to bound them to the finite range (0, 1):
where d is the duration in frames, and d is the normalized duration. For unavailable context (i.e. at the edges), we use duration zero.
The input and output information above is obtained from alignments of the training data, that is generated using the same model we intend to decode with.
Lattice rescoring
Phone duration log-probabilities are computed for the test-set lattices, scaled by a constant that is tuned on dev data, and added in with the acoustic and language model scores. To be able to compute these scores we need to be able to identify sufficient left and right context. We first modify the lattices so that the arcs correspond to phones. To simplify the task of expanding the lattices to provide sufficient context, we need to ensure that each phone in the lattice has a unique left context of L + R phones, and add to the score of each phone in the lattice, the score for the phone that occurred R phones in the past, if there was one; then at lattice final states, we add in the score for the last few phones. This can be done by composing with a special FST that "remembers" the previous L + R phones, with states that correspond to sequences of phones; this FST is constructed on-demand so that it does not consume much memory. Figure 1 shows the overall approach of phone duration modeling using neural networks in this paper.
To increase generalization power of the network, we make the last hidden layer very small (10 neurons) so that the whole output distribution is learned with very few degrees of freedom. This is shown empirically in section 3. We use an additional technique to better model the phone duration values, which is explained in the following subsection.
Score normalization with priors
We found (see results) that it is helpful, in the lattice rescoring stage, to subtract the expected score for each phone from its score. By "score", we mean the log-probability of the duration. This helps to counteract out a bias towards paths with fewer phones. To be even more specific: for each phone p we compute the average, over all the training examples where p was the central phone, of the log-probability that the model assigned to the duration of that particular training example. So we store P values, where P is the number of phones; programmatically, it's very similar to the process of dividing by the class prior in hybrid DNN systems. 
Experiments
As mentioned before, we used Kaldi [9] to run our experiments 1 . In all the experiments, unless otherwise stated, we assume D is 50, context window is (L, R) = (3, 3) and the network has two hidden layers with ReLU activations. Assuming we have Q decision tree questions and P phones, the feature vector will have a dimension of I = (L+R+1) * (P +Q)+L. We choose the first hidden layer size to be 3I (i.e. 3 times the input dimension) and the second hidden layer size to be 10. These values worked best in most cases.
The databases we used for evaluation are 300-hour Switchboard (with the entire Hub5 '00 set as the evaluation set; also called eval2000) [10] , AMI [11] , TED-LIUM [12] , Wall Street Journal (WSJ) [13] , and Farsdat [14] . Farsdat is a Persian ASR database which consists of 27 hours of recorded speech from 100 speakers. We list two ASR models which we used for our initial experiments (to determine D, network size, etc.) along with their baseline word error rates (i.e. WER before rescoring using phone duration model) in Table 1 .
Max duration
First we present the results of our experiments on D. Table 2 shows the results of our experiments with different values for D on Switchboard and Wall Street Journal (WSJ). It can be seen that the model is almost independent of the value of maximum duration D, but works best in the range 40 to 70. We set it to 50 for the rest of our experiments.
Context size
The most important factor in our experiments was found to be the context size. We investigated both the total context size (i.e. L + R) and the importance of left vs. right context. Table  3 compares different symmetric context sizes. We can see that the performance is improved as the context becomes larger up to (3, 3) . Using the context size (4, 4) degrades the performance. Table 4 shows the results of comparing effect of left and right context sizes when the total context size is fixed to 6. It seems that more symmetric context is better, although the results are not very conclusive. 
Network size
We tried different number of hidden layers and also experimented the effect of a final bottleneck hidden layer. The results are presented in Table 5 . It can be seen that the model with two hidden layers has performed better than the model with one or three hidden layers. Although the differences are not significant in the case of WSJ. Besides, final bottleneck hidden layer has helped consistently.
Score normalization
As explained in Section 2.4, we applied a score normalization to decrease word deletion rate. This normalization was very effective and improved the results by 0.2% to 0.4% in almost all cases. The results which show the effect of score normalization are presented in Table 6 .
Performance on various ASR models
Finally we present the results using the best setup for all the ASR models. This means using D = 50, a network with 2 hidden layers where the second one is bottleneck, and with score normalization as explained before. Table 7 shows the WERs after rescoring with a phone duration model with the setup explained. The baseline WER (i.e. before rescoring) and the WER after rescoring with log-normal objective function are also included. Furthermore, the results of score normalization applied to log-normal objective function are displayed for comparison.
We can see that score normalization is more effective on our method versus log-normal objective function. It can also be seen that the improvement (due to duration modeling) is consistently lower when more powerful DNNs are used for acoustic modeling. For example, the LF-MMI method has been improved only 1% relatively. This might suggest that DNN-based acoustic models -especially those with sequencelevel objective functions -implicitly model phone durations better. Table 7 : WER improvements on all evaluated models using the best setup. The numbers are word error rates on the evaluation set of the corresponding databases. The "logn" column shows the results of log-normal objective function (i.e. previous work : [2] ), and "logn + snorm" shows the results of log-normal objective function with our score normalization technique applied. 
Comparison of predictive duration distributions
We have plotted the predictive distributions for a few test examples using the log-normal and cross-entropy models in Figure 2 . In most cases the distributions are similar as in 2a. However in many cases, the cross-entropy model predicts more peaky distributions around the true duration as in 2b. Besides, there are a few cases where the cross-entropy model is obviously superior in modeling: Figures 2c and 2d show two such cases where the input phone seems to have a multi-modal distribution of duration. It can be seen in these figures that the cross-entropy model has predicted a multi-modal duration distribution which can give good scores to the true duration value. Briefly put, we can see from these figures that (1) our non-parametric model is capable of learning the distributions smoothly and can generalize, and (2) there are examples of phones (with specific contexts) where the duration distribution is multi-modal and our non-parametric approach handles them 
Conclusion
In this research, we investigated the effect of explicit phone duration modeling using neural networks on performance of ASR models. Unlike some previous work which assumed a lognormal distribution over phone durations, we did not assume any prior distribution and modeled phone durations discretely with a softmax layer. We evaluated our approach on various speech databases and ASR models, to make sure the improvements are not noise. 1 to 8 percent relative improvement was achieved in all cases.
better than a parametric unimodal model.
