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習者にフィードバックを行う \mathrm{e} ラーニングシステムのことである [1]. 日本国内では,数学
オンラインテストを大学数学の学轡教育に利川する試みが行われてきている [2, 3, 4, 5].
龍谷大学理工学部では,2015年度から,数式処理システムMapleに基づく数学オンライ




































事前事後テストとも I=22問からなり,受験者 j が問題 i\ovalbox{\tt\small REJECT}ご正解したとき, R_{ji}=1,
不正解したとき亀 =0 とする J\mathrm{x}I の反応パターン行列 R_{ji} を記録した.受験者 j の
I=22点満点の点数は賜 =\displaystyle \sum_{i=1}^{22}R_{ji} となる.
受験者数 J と x の平均,標準偏差を表1に示す.また,両方のテストを受験した学習




項目応答理論 [7] の2パラメタロジスティックモデルでは,受験者 j が問題 i に正解す
る確率は
P(R_{ji}=1|$\theta$_{j}, a_{i}, b_{i})=\displaystyle \frac{1}{1+\mathrm{e}^{-a_{\dot{ $\tau$}}\cdot($\theta$_{\mathrm{j}}-b_{l})}} (1)
とモデル化される.ここで,実数値 $\theta$_{j} は学習者の潜在特性である能力値である.識別力





P(R_{ji}=1|$\theta$_{j}, a_{i}, b_{i})=\displaystyle \frac{1}{1+\mathrm{e}^{-a_{l}\cdot($\theta$_{j}-b_{l})}}\times \mathrm{e}^{s\cdot f_{j}}: . (2)
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表1: 事前事後の点数 x の平均と標準
\displaystyle \frac{\ulcorner \mathfrak{H}\not\equiv}{\text{き\ovalbox{\tt\small REJECT} き\ovalbox{\tt\small REJECT} }J*\mathfrak{B}\mathrm{F}_{\backslash }\ovalbox{\tt\small REJECT}\ulcorner \mathrm{E}\not\equiv}
事前 509 16.34 4.13
事後 384 15.71 4 \cdot33
表2: 事前事後の能力値  $\theta$ の推定値の平
均と標準偏差
標本—サイズ*\mathrm{g} 標準偏差
事前 384 0.05 0.79
事後 384 0.34 0.89
パラメタ f_{j}<0 は受験者の数式入力への習熟度を表すと解釈できる.また,問題の特徴





項目応答理論 (1) では, R_{ji} のデータから,パラメタ $\theta$_{j}, a_{i}, b_{i} を,最尤推定などで推定
する.
今回の受験データをモデル (2) で分析する際には次の手順をとった.
1. 事前テストのデータを用いて, s_{i}=0 として,すべての受験者のデータを用いて,
項 ||パラメタ a_{i}, b_{i} , 受験者のり揃の能力値0野を最尤推定する.
2. 事後テストに対して,分析者が設問を検討して s_{i} を決定する.
3. 事前事後テスト両方を受験した受験者の事後テストのデータ , 上で決定した a_{i}, b_{i}, s_{i}
を用いて,受験者の事後の能力値 $\theta$_{j}^{\mathrm{p}\mathrm{o}s\mathrm{t}} , 数式入力習熟度 f_{j} を最尤推定する.
最尤推定には, \mathrm{R} とStan を利用して,マルコフ連鎖モンテカルロ法を適用した.
2.4 分析結果
事前事後テスト共通の受験者 J=384名について,事前事後の能力値 $\theta$_{j} の平均と標準






今回の分析方法では,問題の特徴量 s_{i} を分析者の判断で 0 , 1のどちらかの値に決定し
た.この妥当性についても検討が必要である.
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(a) 事前事後の点数の変化 x^{\mathrm{p}\mathrm{o} $\varepsilon$ \mathrm{t}}-x^{\mathrm{p}\mathrm{r}\mathrm{e}} の分布
ロ
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(b) 事前事後の能力値の変化 $\theta$_{j}^{\mathrm{p}\mathrm{o}\Re}-$\theta$_{j}^{\mathrm{p}\mathrm{r}\mathrm{e}} の分布
図1: 事前事後テストの差
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