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REMOTE SENSING IMAGE CLASSIFICATION BY CNN

Instructions of Convolutional Neural Network
Convolutional Neural Network(CNN) as an important model of machine learning have been proposed for a long time, it delivers an innovative approach of convolutional structure to solve the problem of computer vision. The CNN named by convolution in reason of including convolution layers, each convolution layer contents a number of kernels which will be random initialized in the start, then being trained by training-use data set using gradient descent back propagation algorithm, every kernel would apply to input images with a sliding strategy. At the bottom of net structure, there will be at least one fullyconnected layer which serves as the out-put classifier. With a depth neural network structure, nowadays Deep Convolutional Neural Networks(DCNN) outperforms all existed classic models with better accuracy and robustness.
Including convolution layers to the neural network brought out a few advantages. Firstly, it works the way closer to the human eye does, which provide some biomimetic clues in computer vision task then those existed machine learning methods. Secondly it brings the feature of a sparsely connected structure, which will cut down a considerably amount of computation complexity compare to traditional matrix multiplication. Thirdly, convolution kernels inside the structure will apply through the whole image being inputted both training phase and testing phase, which means that the weights in the network will be shared the whole time which helps to achieve a better robustness of feature extraction with lower performance demand.
In recent years, CNN has become a trend to improve the accuracy of tasks like classification, segmentation and recognition. But most of those works are targeting close range images which provides a large number of redundant features, applying and modify those CNN method to fit the characteristics of remote sensing image, and base on that, to brought up a land-cover classification quality evaluation approach, is the idea of this paper.
Comparison experiment of model and optimal function choices
In order to achieve automatic accuracy evaluation of land cover classification vector, an important part is to build a DCNN that can identify various kinds of single-class images with efficiency. In this experiment, a series of comparative experiments will be carried out to verify whether the trained network has the ability to identify the land cover classification images of remote sensing.
The experiment is using a data-set that contains 10150 training images, plus about 1500 verification images and about 1100 test images. The size of all those images is 256 * 256 pixels, and the scale is 1:10000 in resolution of 1M. After training AlexNet and GoogLeNet, a weight system after training was obtained. Finally, 70 images which not used by neither training, verifying or testing data-set are using for error evaluation, including 7 classes of 10 images per class. The definition of all single-class images is that of all 256 * 256 pixels, there are more than 85% pixels belongs to the major class. The kappa coefficient of confusion matrix of AlexNet is 0.9. For the GoogLeNet, p0 is 0.9286 ， pe is 0.16 ， the kappa coefficient of confusion matrix of GoogLeNet is 0.915.
After that, in purpose of finding the most fitted optimization algorithm for the remote sensing images, a series of experiments has been carried out. The performance of AlexNet and GoogLeNet using SGD, NAG, AdaGrad, Adam and RMSProp algorithm is compared, and the training efficiency has been analysed with training curves.
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AlexNet-Adam GoogLeNet-Adam Figure 1 . Comparison of the optimization algorithms It can be found that, on the basis of the SGD, the NAG's addition improves the network performance better. But through AlexNet observation, after AdaGrad and RMSProp application, due to the gradient accumulation problem, the learning rate has been greatly restricted. Although the generalization performance (training loss and verification loss overlapping) has been improved, the overall accuracy has decreased. The results of RMSProp and Adam algorithm in the training is a failure.
The model using for quality evaluation
After the comparison experiment, we concluded that the 22 layers GoogLeNet with NAG algorithm is the one that outperforming other choices. 
QUALITY EVALUATION METHOD OF REMOTE SENSING LAND-COVER CLASSIFICATION
Pixel-based automatic quality evaluation versus CNN method
The existing accuracy evaluation usually stared from two images comparing, one is the remote sensing classification image being evaluated, the other is the more accurate reference map. There is no doubt that the accuracy of reference map is the basis of all accuracy evaluation. If the accuracy of reference map or reference information as a basis for evaluation is not guaranteed, a series of accuracy evaluation based on this is also of no significance.
The surface information is constantly changing with time and place, so as the "true value" reference map / reference information to ensure its accuracy also need to meet as check information updating. However, in the reality accuracy evaluation task, the demand often focuses on the evaluation of absolute accuracy, that is, the reference information as the evaluation standard needs to be higher than the accuracy of the checked class diagram, which is also a issue difficult to solve in many projects. The general solutions are obtaining the same phase with the inspected products of high precision reference / reference map, or make a field inspection to the questioned area, these two methods are time-consuming, and is difficult to put into practice sometimes.
At the evaluation phase, the neural network are able to output the classification results directly which in order to achieve a series of parameters of image evaluation results, and the evaluation does not need any reference map to make a comparison, but expressing by distributed internal information of the network which trained by reference information through data-set.
Single class and mixed classes image evaluation strategy
In the single-class of scenario, the strategy of evaluation is relatively straightforward, these images can be evaluated directly and output the results of the evaluation.
For mixed classes of images, the result of land classification is often broken. Therefore, the single class image in size of 256 * 256 pixels is difficult to achieve in practical applications. At the same time, an important feature of land-cover classification is there are no overlap in it. Therefore, it provides a realistic basis for classifying and extracting single class of land cover classification results based on single class. By using the vector as mask extraction of the image, a bunch of single class images can be extracted from the mixed classes image. After that, the same strategy for single class image can be apply to the mixed classes images as well. The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLII-3, 2018 ISPRS TC III Mid-term Symposium "Developments, Technologies and Applications in Remote Sensing", 7-10 May, Beijing, China
Method of accuracy evaluation based on CNN model
The evaluation method based on convolutional neural network is closer to the current quality evaluation approach, with the neural network model as a visual interpretation expert. Although the existing hardware and software cannot offer a neural network that has equivalent classification accuracy the same level of an interpretation expert, but in the fast evaluation of huge volume data situation, the automatic interpretation can deliver a rapid and stable evaluation. At the same time, under the conservative parameter setting, the network can automatically give a score of the full image. Combined with the future algorithm and program encapsulation in this paper, there will be an end to end function of the initial quality evaluation from DOM-DLG data, with the overall scoring and the possible errors.
Based on the overall evaluation, the whole confusion matrix can be formed by a single score after a balance. On the basis of the assumption that the network recognition is correct, the consistency between the classification vector and the neural network recognition is expressed by the Kappa coefficients of the confusion matrix. The range of the value of the Kappa coefficients is generally in the range of 0 to 1, when the value is in the range of 0-0.2 they are considered to have a slightly consistency, in 0.21-0.4 is fair consistent ,with 0.41-0.6 has a moderate degree of consistency, with 0.61-0.8 it's substantial consistency, and the consistency of 0.81-1 is called almost perfectly identical.
Since the Kappa coefficient itself has the same attribute of evaluation, the final evaluation of the whole map can be scored by the scoring system consisting of all the images, and the total score of the percentile system consisting of Kappa coefficients. The analogy Kappa coefficient, 0 -20 points as rank E, 21 -40 points as rank D, 41 -60 points as rank C, 61 -80 points as rank B, 81 -100 points as rank A.
EXPERIMENT ON AUTOMATIC ACCURACY EVALUATION OF LAND COVER CLASSIFICATION
The experimental part is combined with the previous remote sensing image. First, the full-scale pre-processing is used to get a single class map layer, then all the spots are input, and the final output confusion matrix is used to screen and mark the possible errors. The results of the experimental results include 1604 images of the segmentation map.
Finally, convolution neural network is applied to automatic classification accuracy evaluation of images with 9360 pixels long and 5970 pixels wide, which totally takes 16 seconds. Combined with conservative single estimation, the confusion matrix is given.
