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Abstract
Analog-to-digital-conversion enables utilization of digital signal processing (DSP) inmany applications today such as wireless communication, radar and electronic war-
fare. DSP is the favored choice for processing information over analog signal processing
(ASP) because it can typically offer more flexibility, computational power, reproducibil-
ity, speed and accuracy when processing and extracting information. Software defined
radio (SDR) receiver is one clear example of this, where radio frequency waveforms are
converted into digital form as close to the antenna as possible and all the processing of
the information contained in the received signal is extracted in a configurable manner
using DSP. In order to achieve such goals, the information collected from the real world
signals, which are commonly analog in their nature, must be converted into digital
form before it can be processed using DSP in the respective systems. The common
trend in these systems is to not only process ever larger bandwidths of data but also to
process data in digital format at ever higher processing speeds with sufficient conversion
accuracy. So the analog-to-digital-converter (ADC), which converts real world analog
waveforms into digital form, is one of the most important cornerstones in these systems.
The ADC must perform data conversion at higher and higher rates and digitize
ever-increasing bandwidths of data. In accordance with the Nyquist-Shannon theorem,
the conversion rate of the ADC must be sufficient to accomodate the BW of the signal to
be digitized, in order to avoid aliasing. The conversion rate of the ADC can in general be
increased by using parallel ADCs with each ADC performing the sampling at mutually
different points in time. Interleaving the outputs of each of the individual ADCs provides
then a higher digitization output rate. Such ADCs are referred to as TI-ADC. However,
the mismatches between the ADCs cause unwanted spurious artifacts in the TI-ADC’s
spectrum, ultimately leading to a loss in accuracy in the TI-ADC compared to the
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individual ADCs. Therefore, the removal or correction of these unwanted spurious
artifacts is essential in having a high performance TI-ADC system.
In order to remove the unwanted interleaving artifacts, a model that describes the
behavior of the spurious distortion products is of the utmost importance as it can then
facilitate the development of efficient digital post-processing schemes. One major contri-
bution of this thesis consists of the novel and comprehensive modeling of the spurious
interleaving mismatches in different TI-ADC scenarios. This novel and comprehensive
modeling is then utilized in developing digital estimation and correction methods to
remove the mismatch induced spurious artifacts in the TI-ADC’s spectrum and recov-
ering its lost accuracy. Novel and first of its kind digital estimation and correction
methods are developed and tested to suppress the frequency dependent mismatch spurs
found in the TI-ADCs. The developed methods, in terms of the estimation of the
unknown mismatches, build on statistical I/Q signal processing principles, applicable
without specifically tailored calibration signals or waveforms. Techniques to increase
the analog BW of the ADC are also analyzed and novel solutions are presented. The
interesting combination of utilizing I/Q downconversion in conjunction with TI-ADC is
examined, which not only extends the TI-ADC’s analog BW but also provides flexibility
in accessing the radio spectrum. Unwanted spurious components created during the
ADC’s bandwidth extension process are also analyzed and digital correction methods
are developed to remove these spurs from the spectrum. The developed correction
techniques for the removal of the undesired interleaving mismatch artifacts are validated
and tested using various HW platforms, with up to 1 GHz instantaneous bandwidth.
Comprehensive test scenarios are created using measurement data obtained from HW
platforms, which are used to test and evaluate the performance of the developed inter-
leaving mismatch estimation and correction schemes, evidencing excellent performance
in all studied scenarios.
The findings and results presented in this thesis contribute towards increasing the
analog BW and conversion rate of ADC systems without losing conversion accuracy.
Overall, these developments pave the way towards fulfilling the ever growing demands
on the ADCs in terms of higher conversion BW, accuracy and speed.
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Km,n(jΩ) Fourier transform of km,n(t).
km,nc(t) Analytical version of signal km,n(t).
Km,nc(jΩ) Fourier transform of km,nc(t).
NH Number of taps for Hilbert filter.
NHP Number of taps for Highpass filter.
NLP Number of taps for Lowpass filter.
NW Number of taps for FRM spur correction filter.
Ω Angular frequency variable.
ΩLO ΩLO = 2piFLO.
Ωs Ωs = 2piFs.
Ω
[m]
n Shorthand for Ω − nΩs/m.
Ω′s Ωs = 2pi[2Fs].
p
[m]
n (t) Shorthand for exp(j[nΩs/m]t) = exp(j2pi[nFs/m]t).
q2(t) 2-channel IQ-TIC output signal’s after I/Q mismatch spur’s and
image of interleaving spur’s correction.
Q2(jΩ) Fourier transform of q2(t).
q2a(t) Signal q2,up(t) convoluted with bandpass filter hBP (t).
Q2a(jΩ) Fourier transform of q2a(t).
q2b(t) Signal q2,m(t) convoluted with bandpass filter hBP (t).
Q2b(jΩ) Fourier transform of q2b(t).
q2,m(t) Signal q2,up(t) frequency shifted by Ω
′
s/8.
Q2,m(jΩ) Fourier transform of q2,m(t).
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q2,up(t) Signal q2(t) upsampled by a factor of 2.
Q2,up(jΩ) Fourier transform of q2,up(t).
Re{.} Real part of signal.
RRR2,1(jΩ) Replica rejection ratio in the 2-channel TI-ADC Case.
RRR4,1(jΩ) Replica rejection ratio of the 1st spur in the 4-channel TI-ADC
Case.
RRR4,2(jΩ) Replica rejection ratio of the 2nd spur in the 4-channel TI-ADC
Case.
RRR4,3(jΩ) Replica rejection ratio of the 3rd spur in the 4-channel TI-ADC
Case.
RRR4,m(jΩ) Replica rejection ratio of the m-th spur in the 4-channel TI-ADC
Case.
s2(t) 2-channel IQ-TIC output signal’s after I/Q mismatch spur’s,
image of interleaving spur’s and interleaving spur’s correction.
S2(jΩ) Fourier transform of s2(t).
t Time variable.
Ts Sampling period.
u2(t) 2-channel IQ-TIC output signal’s after I/Q mismatch spur cor-
rection.
U2(jΩ) Fourier transform of u2(t).
v2I(t) I-channel output signal of the 2-channel IQ-TIC’s architecture.
V2I(jΩ) Fourier transform of v2I(t).
v2,IP (t) Signal v2(t) interpolated by a factor of 2.
V2,IP (jΩ) Fourier transform of v2,IP (t).
V2,IQ(jΩ) I/Q image spur component in the 2-channel IQ-TIC’s output.
V2,IT (jΩ) Interleaving spur’s image component in the 2-channel IQ-TIC’s
output.
V2,LD(jΩ) Desired signal component in the 2-channel IQ-TIC’s output.
v2Q(t) Q-channel output signal of the 2-channel IQ-TIC’s architecture.
V2Q(jΩ) Fourier transform of v2Q(t).
V2,T I(jΩ) Interleaving spur component in the 2-channel IQ-TIC’s output.
v2,T I,I(t) Signal v2,T I(t) interpolated by a factor of 2.
V2,T I,I(jΩ) Fourier transform of v2,T I,I(t).
vRF (t) Signal v(t) frequency shifted to RF by ΩLO;
VRF (jΩ) FT of vRF (t).
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v2(t) Output signal of the 2-channel IQ-TIC’s architecture.
V2(jΩ) Fourier transform of v2(t).
VI,0(jΩ) Fourier transform of vI(t) ∗ g0(t).
VI,1(jΩ) Fourier transform of vI(t) ∗ g1(t).
vI(t) I/Q downconverted I-channel signal with RF and BB mismatches
before the ADCs.
VI(jΩ) Fourier transform of vI(t).
VI,H0(jΩ) Desired signal component in the 2-channel IQ-TIC’s I-channel
signal.
VI,H1(jΩ) Interleaving spur component in the 2-channel IQ-TIC’s I-channel
signal.
vQ(t) I/Q downconverted Q-channel signal with RF and BB mis-
matches before the ADCs.
VQ,2(jΩ) Fourier transform of vQ(t) ∗ g2(t).
VQ(jΩ) Fourier transform of vQ(t).
VQ,3(jΩ) Fourier transform of vQ(t) ∗ g3(t).
VQ,H0(jΩ) Desired signal component in the 2-channel IQ-TIC’s Q-channel
signal.
VQ,H1(jΩ) Interleaving spur component in the 2-channel IQ-TIC’s Q-
channel signal.
v(t) Signal xc(t) frequency shifted by −Ωs/4;
V (jΩ) Fourier transform of v(t).
w2,1(t) Compensation filter for the interleaving spur in the type 1 2-
channel TI-ADC compensation architecture.
W2,1(jΩ) Fourier transform of w2,1(t).
w2,2(t) Compensation filter for the interleaving spur in the type 2 2-
channel TI-ADC compensation architecture.
W2,2(jΩ) Fourier transform of w2,2(t).
w2(t) Compensation filter for the interleaving spur in the 2-channel
TI-ADC compensation architecture.
W2(jΩ) Fourier transform of w2(t).
w2,IQ(t) Compensation filter for the I/Q spur in the I/Q downconversion
with 2-channel TI-ADC architecture.
W2,IQ(jΩ) Fourier transform of w2,IQ(t).
w2,IT (t) Compensation filter for the image of the interleaving spur in the
I/Q downconversion with 2-channel TI-ADC architecture.
W2,IT (jΩ) Fourier transform of w2,IT (t).
w2,T I(t) Compensation filter for the interleaving spur in the I/Q down-
conversion with 2-channel TI-ADC architecture.
W2,T I(jΩ) Fourier transform of w2,T I(t).
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w4,1(t) Compensation filter for the 1st interleaving spur in the type 1
4-channel TI-ADC compensation architecture
W4,1(jΩ) Fourier transform of w4,1(t).
w4,2(t) Compensation filter for the 2nd interleaving spur in the type 1
4-channel TI-ADC compensation architecture
W4,2(jΩ) Fourier transform of w4,2(t).
w4,3(t) Compensation filter for the 3rd interleaving spur in the type 1
4-channel TI-ADC compensation architecture
W4,3(jΩ) Fourier transform of w4,3(t).
wk4,13(t) Compensation filter for the 1st & 3rd interleaving spur in the
type 2 4-channel TI-ADC compensation architecture.
Wk4,13(jΩ) Fourier transform of wk4,13(t).
wk4,2(t) Compensation filter for the 2nd interleaving spur in the type 2
4-channel TI-ADC compensation architecture.
Wk4,2(jΩ) Fourier transform of wk4,2(t).
x2(t) x(t) sampled by a 2-channel TI-ADC.
X2(jΩ) Fourier transform of x2(t).
x2c,D(t) Signal x2(t) frequency shifted by −Ωs/4; the same as i2,1(t).
X2,D(jΩ) Fourier transform of x2c,D(t).
x2c,H(t) Analytical signal of x2(t) obtained via HT.
X2c,H(jΩ) Fourier transform of x2c,H(t).
x2c,m(t) Signal x2c,H(t) frequency shifted by ±Ωs/2.
X2c,m(jΩ) Fourier transform of x2c,m(t).
x2H(t) Signal x2(t) ∗ hHT (t).
X2H(jΩ) Fourier transform of x2H(t).
x2,IQ(t) Signal x2c,H(t) frequency shifted by −Ωs/4; the same as i2,1(t).
X2,IQ(jΩ) Fourier transform of x2,IQ(t).
x2,m(t) Signal x2(t) frequency shifted by ±Ωs/2.
X2,m(jΩ) Fourier transform of x2,m(t).
x4(t) Signal x(t) sampled by a 4-channel TI-ADC.
X4(jΩ) Fourier transform of x4(t).
x4c,H2(t) Signal x4c,H(t) frequency shifted by ±Ωs/2.
X4c,H2(jΩ) Fourier transform of x4c,H2(t).
x4c,H(t) Analytical signal of x4(t) obtained via HT.
X4c,H(jΩ) Fourier transform of x4c,H(t).
x4H(t) Signal x4(t) ∗ hHT (t).
X4H(jΩ) Fourier transform of x4H(t).
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x(t) A CT analog signal, whose spectral content spans between
−Ωs/2 < Ω < Ωs/2
xc(t) Analytical signal of x(t), whose spectral content spans between
0 ≤ Ω < Ωs/2.
y2(t) Signal x2(t) signal after 2-channel TI-ADC FRM spur correction.
Y2(jΩ) Fourier transform of y2(t).
y4(t) Signal x4(t) signal after 4-channel TI-ADC FRM spur k4,2(t)’s
correction.
Y4(jΩ) Fourier transform of y4(t).
y4c,1H(t) Signal y4(t) highpass filtered and frequency shifted by −Ωs/4.
Y4c,1H(jΩ) Fourier transform of y4c,1H(t).
y4c,3H(t) Signal y4(t) lowpass filtered and frequency shifted by Ωs/4.
Y4c,3H(jΩ) Fourier transform of y4c,3H(t).
y4c,H(t) Analytical version of signal y4(t).
Y4c,H(jΩ) Fourier transform of y4c,H(t).
z4(t) Signal x4(t) after correction of 4-channel TI-ADC FRM spurs
k4,1(t), k4,2(t) and k4,3(t).
Z4(jΩ) Fourier transform of z4(t).
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Introduction
1.1 Background and Research Motivation
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Figure 1.1: Converting an analog signal into digital form.
The analog-to-digital-converter(ADC) is a device which measures an analog value,e.g. the voltage value of a signal, and outputs a digital value, consisting of 1’s and
0’s, to represent the result of the measurement. Measuring and quantizing an analog
quantity into a digital value is the raison d’êtere of ADCs. The ADCs act as a bridge
between natural world around us, which is analog in its nature, with the digital world.
An analog signal is typically of continuous-time (CT) nature, i.e., the analog signal
can have any given value which changes continuously w.r.t. time. The ADC quantizes
the analog value of the CT in both time and value, i.e., it rounds-off at discrete time
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intervals and so the digitized signal is a discrete-time (DT) version of the original analog
one with discrete values [24, 54, 57]. The world around us is analog in its nature and
transmitting information from one point to another, e.g. in communication systems, is
commonly done using analog signals which consists of electromagnetic waves in case of
radio communications. On the receiver side of this transmission, there are typically two
options to process the received signal. The first option is to process the information
contained in the signal in its analog form, known as analog signal processing (ASP),
using analog circuitries. The second option is to convert the signal into the digital form,
via the ADC, and then process it further with digital signal processing (DSP) using
digital circuitry. Processing a signal after digitizing it using DSP offers some distinct
advantages over processing it in analog form using ASP. Information in digital form can
be processed using, e.g., processors and field programmable gate arrays (FPGA), which
offer powerful computing platforms with the flexibility of defining the desired signal
processing operations via software. The required computation precision in the digital
domain can be arbitrarily adjusted by selecting an appropriate number of bits [24,54,57].
Another benefit of digital circuitry over its analog counterpart can be seen w.r.t.
integrated circuits (ICs), which are of great interest when fabricating electronic circuits
due to their small form factor, high power efficiency and suitability for high integration
density of electronic components. The semiconductor process technology, utilized for
the manufacturing of the ICs, is scaling downwards with each new process generation
[7, 28, 99]. As a consequence of technology down-scaling, the size of the transistors,
the elementary building blocks of circuits, is continuously decreasing. Therefore, a
bigger number of circuitries can be constructed per unit area, e.g., the digital logic on a
processor chip. Furthermore, the smaller transistor size leads to a smaller supply voltage.
Digital circuitries benefit directly from this process technology scaling. Consequently,
digital circuits are also becoming cheaper, have higher logic density and have less
power consumption per unit operation. This is a strong driving factor for processing
information using digital circuitry [7, 28, 99]. Unlike their digital counterparts, whose
circuit functionalities remain relatively unchanged after the migration to the smaller
transistor size, the functionalities of analog circuits can be effected by the transition
to a smaller process technology. Smaller transistor size typically means that there
is a higher degree of mismatches between the components due to the manufacturing
process variations, which can affect the functionality and performance of analog circuits.
Furthermore, a lower supply voltage of the transistor, due to technology down-scaling,
can also affect the performance of the analog circuitry as it becomes more susceptible to
noise [28,99]. Digital circuits are clearly more robust not only against process variations
but also against temperature changes, which affects the analog circuitry’s functionality.
Due to the aforementioned advantages, processing information using DSP is many times
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favored over ASP as the former is more robust, precise, flexible and powerful signal
processing tool. Therefore, the ADC is an important key element in electronic systems
that desire to process information digitally [2, 7, 28].
Many electronic systems today are demanding higher data rates, larger processing
bandwidth (BW) and higher resolution. This creates increasing demands on the ADC
that it has to digitize a larger BW, i.e., a larger set of frequencies, and a provide a higher
resolution, i.e., digitize the signal with higher number of bits and therefore digitize the
signal with a higher accuracy [2,7,28]. Typically, an ADC has either a large digitization
BW, known as its digital BW, or a high resolution with either one obtained at the cost
of the other. Digitizing a larger signal BW requires that the ADC digitizes each analog
sample value of the signal faster, meaning that the time window available to digitize one
analog value becomes smaller. On the other hand, a longer conversion time is typically
required if a more accurate digitization of the analog value is desired. This is because
the ADC has to resolve the analog value of the signal from a higher number of more
closely spaced quantization levels. Hence, the ADC’s digital BW, determined by its
operating speed, and the ADC’s resolution are the bottleneck factors which restrict the
performance of the electronic information processing systems which rely on DSP [2,7,28].
One way to overcome the dilemma of sacrificing either high conversion BW or
resolution of the ADC is to utilize multiple ADCs operating in parallel. Each ADC can
operate at a slower conversion rate and can therefore have the conversion time required
for the targeted resolution. However, each ADC is tasked to perform the conversion
at a different point in time and so each ADC provides the digitized sample value of
the signal at mutually different time instants. The output of these ADCs can then be
rearranged or interleaved, according to the order in which each ADC has sampled the
signal, to produce a higher output data rate. This concept is known as a time interleaved
analog-to-digital-converter (TI-ADC) and was first implemented in [8]. However, each
of the ADCs, operating in parallel, will have a mismatch in its characteristics compared
to the other ADCs. This is unavoidable due to inevitable analog circuit fabrication
mismatches. These mismatches between the ADCs cause a loss in the TI-ADC’s effective
resolution, which may severely compromise the original goal of time interleaving the
ADCs. Hence, these mismatches must be removed or mitigated to recover the TI-
ADC’s effective resolution, e.g., via mismatch correction techniques. So techniques and
algorithms that are able to detect and correct the mismatches between the interleaved
ADCs are of great interest [65,97].
Also, each ADC has a limited analog BW, due to its analog circuitry, and the analog
signal to be digitized must be located within this analog BW as the ADC’s digitization
performance typically degrades outside this range, i.e, the digitized value starts to deviate
considerably from the original analog value. In general, time interleaving of the ADCs
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only allows for increasing the total conversion BW for a certain targeted resolution as
long as the total BW remains within each individual ADC’s limited analog BW. Thus,
during the reception of high frequency signals, transmitted, e.g., for communication
purposes, frequency translation is typically carried out down to the ADC analog BW
range by a receiver circuit before it can be digitized by the ADC [55, 58]. Therefore,
some analog processing of the signal is typically required, depending on the used center-
frequencies, to downconvert the signal into the ADC’s analog BW. Hence, it is also of
interest to find cost, space and power efficient methods to increase the ADC’s analog
BW as this will increase the overall BW of the signal that can be digitized by the ADC
as well as simplify the downconversion stage. This tendency is also well in-line with the
software defined radio (SDR) paradigm, where the goal is to digitize the analog signal as
early as possible in the receiver chain and define and implement the rest of the receiver
functionalities in DSP Software (SW) [2,7, 28].
Hence, the importance of developing techniques to push the boundaries of the ADC’s
performance beyond its analog circuitry limitations is clearly evident with the ADC being
a key component in the digital information processing age.
1.2 Thesis Scope and Objectives
The primary scope of this thesis is related to the frequency response mismatches (FRMs)
in TI-ADCs, which were at the early stages of the thesis work one of the most critical
open research challenges in the field of TI-ADCs, in particular when it comes to blind
online estimation. The aim of the research work carried out in this thesis is to find
suitable methods to identify and correct the TI-ADC’s FRM in an adaptive and blind
manner, i.e., without using known training signals and interrupting the operation of
the TI-ADC. Therefore, the behavior of the TI-ADC’s FRM is thoroughly studied and
modeled to facilitate the achievement of this goal. Digital FRM estimation and correction
algorithms are then developed, based on this modeling, to remove the FRM induced
spur components and recover the TI-ADC’s lost effective resolution. The work covers
different kinds of TI-ADCs, namely 2-channel and 4-channel TI-ADCs with real-valued
input signals as well as I/Q TI-ADCs with parallel I and Q signals. The performance
and proper operation of all developed estimation and correction methods are evaluated
and verified through TI-ADC hardware measurements, including also very challenging
case of input waveforms with close to 1GHz instantaneous BW. The secondary scope of
this thesis is to contribute to the extension of the TI-ADC’s analog bandwidth.
It is also highlighted that the mitigation techniques for TI-ADCs mismatch spurs is
a research topic with high industrial interest as can be seen from [13,77,85].
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1.3 Outline and Main Results of the Thesis
The first main contribution of this thesis includes the finding that TI-ADC mismatch
parameters can be identified by utilizing the mirror frequency interference techniques,
which are classically encountered in the in-phase/quadrature (I/Q) direct-downconversion
(DDC) transmitters and receivers. This resulted in, to the authors’ best knowledge,
first of its kind methods in the technical literature for solving the more challenging
open challenges in the field of TI-ADCs’ mismatch mitigation, i.e., the FRM correction.
Firstly, it led to a new breed of solutions that allow efficient and comprehensive blind
and adaptive identification of frequency dependent FRMs in the 2-channel TI-ADC case
using I/Q mismatch correction solutions. Secondly, it led to the development of blind
and adaptive identification of frequency dependent FRMs beyond the 2-channel TI-ADC
case, e.g., the 4-channel TI-ADC case. Contributions w.r.t. this topic are listed and
elaborated more specifically below.
1. Complex modeling and analysis of FRM in real-valued TI-ADCs [P1], [P2]. The
complex modeling of the TI-ADC mismatch facilitates better understanding of the
creation process and nature of the mismatch spurs due to FRM, particularly for
higher order TI-ADCs. The complex model of the TI-ADC is easily mapped to
the real valued TI-ADC.
2. I/Q downconversion and 2-channel TI-ADC relationship [P2],[P5],[P8]. It is shown
in conjunction with the complex modeling mentioned above that a 2-channel TI-
ADC spectrum and the I/Q DDC spectrum are connected via a lowpass bandpass
transformation. Prior to this, no link was systematically established between the
2-channel TI-ADC and I/Q DDC field of work.
3. 2-channel TI-ADC frequency response mismatch correction [P2],[P8]. The first
known examples of blind adaptive FRM correction algorithms for 2- channel TI-
ADCs are developed which are able to estimate and correct the FRM within the
band of use without any specific calibration signals or waveforms.
4. 4-channel TI-ADC frequency response mismatch correction [P1],[P6],[P7]. The
first known examples of blind adaptive FRM correction algorithms for 4-channel
TI-ADCs are developed which are able to estimate and correct the FRM within
the band of use without any specific calibration signals or waveforms.
The second main contribution of this thesis is w.r.t. increasing the TI-ADC’s analog
BW. Here, the focus is specifically placed on the effects of FRM in wideband I/Q
downconversion circuitry which utilizes TI-ADCs in its analog I and Q branches. This
is followed by the estimation and correction of these FRM mismatches. Contributions
w.r.t. this topic are listed and elaborated more specifically below.
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5. Modeling of wideband I/Q downconversion circuitry with 2-channel TI-ADC fre-
quency response mismatches [P4]. Here the interactions between the frequency
response mismatches in the various analog stages, i.e., in the analog I/Q down-
conversion and TI-ADCs circuitry, are shown and analyzed and the nature of the
resulting spur components is studied. This behavior was previously not systemati-
cally studied in the existing literature.
6. Digital estimation and correction of frequency response mismatches in wideband
I/Q downconversion circuitry with 2-channel TI-ADC [P3]. Here the identification
and compensation of the FRM spurs in the analog I/Q downconversion and the 2-
channel TI-ADCs circuitry is performed. These are, to the author’s best knowledge,
the first known published methods and results which explicitly offers solutions to
the mitigation of FRM spurs in the 2-channel I/Q TI-ADC.
7. Relationship between 4-channel TI-ADC and I/Q downconversion circuitry with
2-channel TI-ADC [P1]. Here it is shown that the 2-channel I/Q TI-ADC’s spec-
trum, with its corresponding mismatches components, share a lowpass-bandpass
relationship with a 4-channel TI-ADC and its corresponding FRM spurs.
1.4 Author’s Contributions to the Publications
This thesis work was started in collaboration between Airbus Defence and Space GmbH
and Tampere University of Technology under the scope of digitally assisted analog. The
findings presented in [P1]-[P8] were developed by the author. Valuable feedback and
constructive criticism were given by Prof. Dr. Mikko Valkama, Michael Epp, Dr. Lauri
Antilla and Dr. Wolfgang Schlecker during the vigorous discussions and examination
of the proposed FRM spurs analysis and the corresponding FRM spurs estimation
and correction solutions. The findings and results of the work established a strong
connection between TI-ADCs and I/Q downconversion. This allowed utilizing previously
developed statistical based algorithms in the I/Q downconversion framework by Dr.
Lauri Antilla and Prof. Dr. Mikko Valkama also for the TI-ADC mismatch estimation.
The publications in [P1]-[P8] were vastly written by the author and Prof. Dr. Mikko
Valkama contributed towards the structuring, revision as well as the final appearance
of the publications. Support and proof-reading for the publications were also given by
Michael Epp, Dr. Lauri Antilla and Dr. Wolfgang Schlecker.
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Figure 1.2: Respective spectra of continuous-time signal, discrete-time signal and discrete
sequence.
1.5 Used Mathematical Notations and Basic Model-
ing of the Sampling Process
A time domain signal is denoted using lower case, e.g., x(t) with t being the time
variable and its frequency domain equivalent is denoted using upper case, e.g., X(jΩ)
with Ω= 2pif being the angular frequency variable, f being the frequency variable in
Hz and j =
√−1. Re{.} denotes taking the real part of a complex signal and Im{.}
denotes taking the imaginary part of the signal, i.e., Re{xI(t) + jxQ(t)} = xI(t) and
Im{xI(t) + jxQ(t)} = xQ(t). The Hilbert Transform (HT) based operation on a signal,
e.g., x(t), is defined here as x(t) + jhHT (t) ∗ x(t) with hHT (t) being the Hilbert filter.
Such HT based operation produces a complex valued analytical signal out of x(t), as
elaborated further in Chapter 3. Notice that in this notation, an anti-causal (zero delay)
HT is assumed, thus in practice a corresponding delay needs to be imposed accordingly
in the respective branches. In the frequency domain, X(jΩ) and X∗(−jΩ) form a mirror
frequency pair, which corresponds in time domain to the signal pair x(t) and x∗(t).
A Fourier Transform (FT) pair between time domain and frequency domain represen-
tations is denoted using x(t) and X(jΩ). Performing the FT on a time domain signal,
e.g., on x(t) to obtain X(jΩ), enables analyzing x(t)’s frequency or spectral content as
well as the location of the spectral content as depicted in Fig. 1.2(a). Alternatively, a
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time domain signal, e.g., x(t), can be synthesized from its spectral contents, i.e., X(jΩ).
The FT relationship between x(t) & X(jΩ) can be expressed in the form of a synthesis
equation as
x(t) = 12pi
∫ ∞
−∞
X(jΩ)exp(jΩt)dΩ, (1.1)
and in the form of an analysis equation as
X(jΩ) =
∫ ∞
−∞
x(t)exp(−jΩt)dt. (1.2)
The periodically sampled version of x(t), denoted by x1(t), can be expressed or modeled
mathematically as
x1(t) = x(t)
∞∑
k=−∞
δ(t− kTs) =
∞∑
k=−∞
x(kTs)δ(t− kTs). (1.3)
with k being the running integer index, Ts being the sampling interval and δ(t− kTs)
being the Dirac impulse occurring at timepoint kTs. The FT of x1(t), denoted by
X1(jΩ), can be expressed as
X1(jΩ) =
∞∑
k=−∞
x(kTs) exp(−jΩkTs). (1.4)
Let a sequence x[k] be defined representing the samples of the signal x(t) sampled at
intervals of kTs, i.e., x[k] = x(kTs). The discrete-time FT of x[k], X(ejω), can be written
as
X(ejω) =
∞∑
k=−∞
x[k] exp(−jωk). (1.5)
From (1.4) and (1.5), the relationship X1(jΩ) = X(ejΩTs) = X(ejω)|ω=ΩTs can be
established. X1(jΩ) can also be expressed as
X1(jΩ) =
1
2piX(jΩ) ∗
(
2pi
Ts
∞∑
k=−∞
δ(Ω − kΩs)
)
= Fs
∞∑
k=−∞
X(j[Ω − kΩs]), (1.6)
with ∗ denoting convolution, Fs = 1/Ts and Ωs = 2piFs. The shorthand Ω[m]n =
[Ω − nΩs/m] will be used in upcoming equations to denote translated or shifted fre-
quencies. The shorthand p[m]n (t)= exp(j2pi[nΩs/m]t), denotes a complex exponential
oscillating at nΩs/m. The sampling process of the CT signal x(t) is modeled using the
periodically repeating Dirac pulses, in intervals of Ts, as in (1.3) and this corresponds to
the convolution between X(jΩ) and the FT of the Dirac pulses in the frequency domain.
8
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Therefore, the spectral components in X(jΩ) periodically repeat in intervals of Ωs in
X1(jΩ) as depicted in Fig. 1.2(b). Similarly, X(ejω) can also be expressed as
X(ejω) = Fs
∞∑
k=−∞
X(j[ω − k(2pi)]/Ts) (1.7)
and as is seen in Fig. 1.2(c) the only difference with the spectrum of X1(jΩ) is the
notion of normalized angular frequencies scaled by 1/Ts and the spectral components
repeat in intervals of 2pi.
In this thesis, the modeling of the TI-ADCs is carried out using the DT impulse
function based signal models as in (1.3) along with its FT, X1(jΩ), as in (1.6). The
FT pair notations, e.g., x1(t) and X1(jΩ), are used interchangeably depending on the
convenience during the analysis to switch between time domain and frequency domain.
Furthermore, the quantization stage and process in all the developments is neglected,
and thus the focus is fully on the issues related to the sampling in terms of discretization
of the time axis. In the analysis and modeling, a real-valued CT signal is frequently
utilized, e.g., x(t), whose spectral content is located between −Ωs/2 < Ω < Ωs/2,
which is then separated into its two analytical counterparts , i.e., xc(t) and x∗c(t), whose
spectral content lies between 0 < Ω ≤ Ωs/2 and −Ωs/2 < Ω ≤ 0 respectively, as
depicted in Fig. 1.2(a). Also, due to the spectral replication in the sampled signal, only
the region −Ωs/2 < Ω ≤ Ωs/2 is considered.
9

CHAPTER 2
Basic Concepts and
State-of-the-Art of High
Speed ADCs
This chapter gives an overview of the architectures of high speed ADCs followedby an introduction into the time interleaving of ADCs in combination with the
frequency downconversion circuitry, e.g., Heterodyne and Homodyne downconversion
circuitries. This forms the basis for the TI-ADC modelling carried out in chapter 3.
An overview of existing TI-ADC mismatch correction methods is also provided which
highlights the open challenges in the field of TI-ADCs mismatch correction and provides
motivation for the new TI-ADC FRM estimation and correction methods in chapter 4.
2.1 An Overview of High Speed ADC Architectures
The two major types of ADCs are Nyquist ADCs and oversampling ADCs. In Nyquist
ADCs, the sampling frequency must be more than twice the signal BW, in accordance
with the Nyquist-Shannon theorem. In oversampling ADC, e.g., delta sigma ADC,
the ADC’s sampling frequency is typically much higher than the signal’s BW, e.g.,
16, 32 or 64 times higher [45]. The high oversampling is necessary to enable the
quantization noise shaping mechanism which is followed by filtering of the quatization
noise and decimation [45]. Nyquist ADCs are typically best suited in the construction
of TI-ADCs [49]. Nyquist ADCs typically consist of a track & hold (T&H) stage and
quantization stage. The T&H tracks the analog input and holds the analog value of
the signal at a specific point in time. The quantizer then quantizes this analog value
11
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Figure 2.1: Nyquist BW and analog BW of an ADC.
and provides its digitized representation with finite accuracy. The T&H operates on the
analog signal and the highest input signal frequency, for which it can capture the analog
value without a 3 dB attenuation, determines the ADC’s full power bandwidth (FPBW)
as depicted in Fig. 2.1 [88, 89]. (Note that occasionally the terms FPBW and analog
BW will be used interchangeably hereafter.) Typically, the T&H is able to operate
much faster than the quantizer, i.e., the time needed by the T&H to capture the analog
value of the signal is much shorter than the time needed by the quantizer to perform its
quantization operation. The T&H’s BW, i.e., the frequency range for which T&H can
accurately hold the value of the analog signal without degrading the signal to noise and
distortion ratio (SINAD) exceeding 3 dB, is referred to as the ADC’s effective resolution
bandwidth (ERBW). The ERBW is typically smaller than the FPBW as depicted in
Fig. 2.1 [88, 89]. However, for simplicity in the discussions that follow, it is assumed
that the FPBW equals the ERBW and the two terms will be used interchangeably.
Most ADC architectures typically differ in their quantizer architecture, which clearly
impacts the quality of the amplitude quantization and therefore the ADC’s effective
resolution [12, 43, 49, 78]. Currently, the ADC architectures used in high speed ADCs
with resolutions ranging from 10 − 16 bits include folding-interpolating, successive
approximation register (SAR), pipeline architecture as well as hybrid versions of the
aforementioned architectures [1, 11, 12, 49, 75, 78]. The basic work principle of these
ADC architectures are explained briefly below. The folding-interpolating architecture is
built upon the flash ADC architecture where one flash ADC is used to perform coarse
12
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Figure 2.2: Folding-interpolating ADC architecture operating principle.
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Figure 2.3: SAR ADC architecture operating principle.
quantization and another flash ADC is used to perform a finer quantization [22,34,91].
The coarse quantization gives the most significant bits (MSBs) and the fine quantization
provides the least significant bits (LSBs) as shown in Fig. 2.2. The coarse quantization
path consists simply of a typical flash ADC architecture. The fine quantization path
consist of a folding circuitry which folds the analog input signal into the smallest
quantization level of the coarse quantization ADC, which is then interpolated before
being fed into the flash ADC [22,34,91].
Then, there is the SAR ADC architecture which consists generally of a T&H, a
comparator, SAR logic and a digital-to-analog-converter (DAC) as seen in Fig. 2.3
[33, 78, 79]. The analog value held by the T&H is compared with the analog value
generated by the DAC using the comparator. The output of the comparator is recorded
by the SAR logic. The SAR logic controls the DAC to generate various analog voltages,
starting with ADC’s MSB followed by the next significant bit and this is repeated until
the ADC’s LSB is reached. The comparator output information is used by the SAR
logic to determine if the DAC generated analog value is above or below the input value
and the goal is to find which voltage level is the closest. If the voltage value of the DAC
13
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Figure 2.4: Pipeline ADC architecture operating principle.
exceeds the analog input value, then the current bit is set to 0 in the next cycle, where
the next significant bit is set to 1. The SAR ADC conversion process is depicted in
Fig. 2.3.
Next, the pipeline ADC architecture is explored. The pipeline ADC employs multiple
cascaded pipeline stages consisting of a flash ADC, a DAC and a differential operational
amplifier [1, 11,25,38,43,53,75]. In the first stage, the signal is quantized using a low
resolution flash ADC and then this quantized digital signal is converted back into an
analog signal via the DAC. The analog value generated by the DAC is subtracted from the
original signal to produce the quantization error in the analog form. Subsequent pipeline
stages only process the quantization error in its analog form. The analog quantization
error is amplified, quantized and then divided before being added to the original quantized
signal. Each consecutive pipeline stage further minimizes the quantization error which
allows constructing a high precision ADC with a low quantization error.
It can be partially seen through the operating principle of the ADC architectures that
in order to achieve high ADC resolution with minimal quantization error, a sufficient
time window must be allocated during the conversion of each analog sample value.
For example, the comparator circuitry requires sufficient regeneration time to reduce
its metastability error and the operational amplifier requires sufficient settling time
during its amplification stage [43]. There is also a large increase in the ADC’s power
consumption, e.g. due to the amplifier and comparator, whose power consumption
increases in a non-linear fashion as their operating speed approaches the limit of the
given technology [12, 43, 78]. Therefore, the conversion rate of the ADC, for a certain
target accuracy and reasonable power consumption, is limited.
14
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2.2 Time Interleaving of ADCs
High conversion speed and high resolution are typically contradictory requirements in
an ADC, i.e., one requirement is obtained at the price of sacrificing the other [49].
High conversion speed leads to a higher Nyquist BW but achieving a more accurate
quantization generally requires allocating more time for conversion. Since the conversion
time for accurate quantization bottlenecks the achievable conversion speed, one way
to increase the conversion output rate would be to have multiple ADCs operating in
parallel with each ADC performing the conversion process at the same rate but at a
different point in time. The outputs of each ADC are then arranged in accordance with
the sampling sequence of the respective ADCs to produce a higher output rate. This
concept is known as the time interleaving of ADCs [8,79].
If a single ADC is able to achieve the required sampling rate, with the desired
conversion accuracy and power efficiency, then it would be the sensible to only utilize
a single ADC for sampling the desired signal as shown in Fig. 2.5 a). If a single ADC
cannot achieve this sample rate, then two ADCs can be time interleaved to achieve the
desired sample rate, as depicted in Fig. 2.5 b) [61,79]. Unfortunately, the mismatches
between the two interleaved ADCs cause spurious components to appear in the spectrum,
as seen in Fig. 2.5 b), and this leads to a loss in the effective resolution of the ADC.
These mismatches between the ADCs can severely reduce the benefit of interleaving the
ADCs [65, 97]. The linear mismatches in TI-ADCs can be separated into the channel
offset mismatch and the FRM, which consist of frequency dependent gain and phase
mismatch. These mismatches cause a deviation of sample value from the original value
as shown in Fig. 2.6 [37]. The modeling of the FRMs and their effects on the TI-ADCs
is done in chapter 3.
2.3 Downconversion Circuitry and TI-ADCs
Although time interleaving the ADCs increases the ADC’s Nyquist BW, the spectrum
to be sampled by the ADC must be located within the ADC’s analog BW as shown in
Fig. 2.5. In most cases, however, the signal to be digitized is located at higher frequencies
outside the FPBW of the TI-ADC. Therefore, downconversion circuitries are required to
translate the frequency band of interest into a lower frequency range, within the ADC’s
analog BW.
2.3.1 Real Sampling TI-ADCs
The Heterodyne receiver architecture is one option to downconvert the signal to be
digitized into the ADC analog BW. With the emergence of radio frequency (RF) sampling
15
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Figure 2.5: Example of time interleaved ADC.
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Figure 2.6: Overview of linear mismatches in time interleaved ADCs.
TI-ADCs, e.g. [3,80,82], signals located up to ∼ 3 GHz can be sampled directly without
the need of any downconversion circuitry. However, digitization of any frequency band
located higher than the ADC’s analog BW will require downconversion circuitry. In
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Figure 2.7: Downconversion circuitry with time interleaved ADCs.
this configuration, only a single real-valued TI-ADC output stream is produced as
depicted in Fig. 2.7 a). The Heterodyne architecture requires high performance RF
image rejection filters and it is challenging to implement as an IC solution [7, 89]. After
the real downconversion, the signal is sampled in real-valued form and the final complex
down-conversion to baseband, i.e., I/Q generation is done digitally. The total BW of
the downconverted signal must be be less than the ERBW of the ADC [89], i.e. the
signal’s BW must be less than the ADC’s ERBW angular frequency, ΩERBW , as seen
in Fig. 2.7 a).
2.3.2 I/Q Sampling TI-ADCs
As an alternative to the real valued Heterodyne downconversion, I/Q downconversion
may be used via the Homodyne circuitry, which results in a quadrature pair output
stream as seen in Fig. 2.7 b). The Homodyne architecture consist of more simple
analog components with less stringent analog performance requirements, especially in
terms of RF image rejection filtering, compared to the heterodyne downconversion
circuitry [7, 86, 89]. However, it suffers from the mirror frequency interference due to
finite matching of its I and Q branch [7, 86, 89]. Utilizing the I/Q downconversion
provides also the benefit of removing the mirror frequency component, which leads to
the doubling of the ADC’s ERBW compared to the same ADC used injunction with a
Heterodyne receiver, as seen in Fig. 2.7 a).
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2.4 An Overview of existing TI-ADC Mismatch Cor-
rection Methods
The potential of TI-ADCs has fueled much research efforts in their development from
the circuit designer community [12, 27, 43, 78]. Similarly, the TI-ADC’s performance
enhancement via the mitigation of the unavoidable analog mismatches has equally
received a lot of attention [17, 19, 35, 44, 48, 50, 59, 61, 62, 65, 90, 96, 100–102]. The
individual types of mismatches that occur in the TI-ADC, i.e., gain, timing and offset
mismatches, have been discussed and analyzed extensively in, e.g., [18, 37, 92]. This
section aims to survey the available background TI-ADC mismatch correction techniques,
capable of mitigating the mismatches beyond the 2-channel TI-ADC case. The two
current mainstream mismatch correction solutions researched are mixed-signal domain
solutions and all-digital domain solutions. Both of these approaches perform interleaving
mismatch detection in the digital domain using DSP. Due to DSP’s mismatch detection
accuracy and robustness against variation effects it achieves good mismatch parameter
identification results. Once the mismatch detection is done, the mismatch correction
can then be done either in the analog domain, e.g. via circuit parameter tuning for the
mixed domain solutions, or in the digital domain e.g. via the digital correction filter.
Many mismatch calibration techniques developed focused on static gain, timing and
offset mismatch correction [17, 19, 35, 44, 50, 59, 61, 62, 90, 96, 100–102]. For mediocre
resolution TI-ADC, e.g. 8-10 bits, it is sufficent to correct these frequency independent
mismatches [29]. Global frequency independent mismatch parameter detection is gen-
erally easier compared to frequency dependent mismatches [50]. Static gain and offset
mismatch parameters are the easiest to detect and correct [50]. The timing mismatch’s
detection is more difficult and its correction more challenging due to the frequency
dependent linear phase mismatch caused by the sample time offset mismatch [50, 94].
Frequency dependent mismatches’ detection is more challenging than the aforementioned
mismatches as it involves detecting frequency dependent gain and phase mismatch. Fre-
quency dependent mismatches are the main research topic of this thesis work, and have
been earlier identified as the main research challenge in the TI-ADC field in [50, 93, 94].
2.4.1 Mixed-signal Correction Methods
Mixed-signal domain correction methods focus mainly on the timing mismatch detection
and correction [16,60,61,74,78]. In these methods, first the timing mismatch parameter
identification is done in the digital domain followed by fine-tuning of the ADC sample
clock phase in the analog domain to minimize the sample time offset [15,16,43,60,61,
74, 78]. Background timing mismatch estimation is done e.g. by utilizing statistical
properties of the signal [43, 60, 74] and the ADC clock phase is then fine-tuned to
18
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remove the sample time offset. This enables a power efficient correction method with
low complexity, in contrast to digital correction filters. It tackles the timing mismatch
problem at its source and allows for a timing mismatch correction throughout the full
Nyquist zone, an advantage over digital correction filters which typically require some
oversampling [74]. It can be easily scaled to an arbitrary number of ADC channels,
provided however that the individual ADC timing mismatch parameter values have been
extracted. It does, however, come with an analog circuit challenge to design a variable
delay line which does not increase the ADC’s aperture jitter for a target sampling
frequency causing a degradation to its signal-noise-ratio (SNR) [16,50,61,74,78]. This
needs to be redesigned if a technology migration is made. The method in [74] relies on
the wide-sense-stationary (WSS) property of the TI-ADC output signal and attempts
to restore the assumed shift-invariance of the auto-correlation function by iteratively
searching for the timing mismatch value in a 4-channel TI-ADC case and also include
the static gain mismatch correction.
The non-blind correction methods involve deploying certain specific reference signals
obtained via additional hardware e.g. from an auxiliary ADC channel that operates in
parallel. Using a reference channel, a non-blind method in [16] estimates the timing
mismatch by measuring the cross-correlation between the reference channel to the
respective ADC branches. A different non-blind calibration technique is presented
in [78], which also uses a reference ADC channel to obtain the sample value deviation
and then uses the least-mean-square (LMS) algorithm to estimate the sample time offset.
A timing mismatch detection algorithm for the 2-channel TI-ADC case is presented
in [60, 61]. By summing up the multiplication product between the time shifted output
samples of the two ADC, a DC term is generated in the presence of a timing mismatch
which is used as reference for the ADC clock phase adjustment. The techniques listed
above have been mostly tested using a single tone CW signal and shown to require
multiple iteration cycles before reaching convergence (e.g. [74] required 300 search
iterations and [61] required 12 x 8k clock cycles). In summary, correction in the analog
domain typically involves only the global mismatches (gain, timing and offset mismatch)
and the effects of the frequency specific mismatches are tried to be minimized through
design and monolithic implementation [48,78].
2.4.2 All-Digital Correction Methods
The all-digital domain solutions utilize DSP algorithms for both detection and mitigation
of the TI-ADC mismatches. The mitigation of ADC non-idealities in the digital domain
is an idea that dates back to the early days of data converters [48]. All digital correction
algorithms are independent of the ADC’s semiconductor technology, are not effected by
process variations and benefits from technology down-scaling [48,94]. One of the first
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example was published in [25,26] which involved extracting the static gain and timing
mismatch parameters before performing the correction in the digital domain for the
2-channel TI-ADC case. The basic idea is to align interleaving spur with the input signal
and measure the correlation between the two in order to estimate the static gain and
timing mismatch parameters. These parameters were extracted separately as the gain
and timing mismatch component are mutually orthogonal [25, 26]. This method was
later extended to the 4-channel TI-ADC case in [38]. An early attempt in the combined
estimation of the static gain and timing mismatch was probably first done in [73] for 2
TI-ADCs which is based on restoring the assumed WSS property of the TI-ADC output.
It uses a parametrized filter banks to make the auto-correlation function shift-invariant
by iteratively adjusting the static gain and timing mismatch in each channel. The same
principle of WSS restoration is applied to the 4-channel TI-ADC mixed-signal domain
mismatch correction solution in [74]. In [46,47], a mismatch compensation technique is
presented which aims to correct M -channel TI-ADC’s static gain and timing mismatch.
It generatesM−1 pseudo aliases and then performs the frequency alignment followed by
measuring the correlation for estimating the static gain and timing mismatch separately.
Another scalable structure for the correction of static gain and timing mismatch is
presented in [96]. It requires some degree of oversampling to allocate a region where the
interleaving mismatch components are present separately from the desired signal. The
desired signal must also have interleaving spurs which fall into this allocated region to
obtain a reference for the mismatch parameter identification.
A 4-channel TI-ADC timing offset correction is presented in [23] which also uses
oversampling and adaptive null steering filter bank to estimate the timing mismatch.
An M-channel TI-ADC timing mismatch identification using oversampling was proposed
in [69]. Another strategy involves using tone injection to identify the interleaving
mismatch parameter in a semi-blind way. Such methods requires allocating two regions
in the spectrum; one region where the test tone can be injected and the other region
where its interleaving spur is positioned. The method proposed in [20, 21] uses tone
injection to estimate the static gain and timing mismatch. Tone injection methods
for the TI-ADC mismatch identification have complications when going beyond the 2
TI-ADC case, e.g., for the 4 TI-ADC case where the other two interleaving FRM spurs
fall into different regions of the spectrum. These regions have to be kept free for this
reason and causes the usable spectrum to become fragmented, which in some applications
can easily be undesirable or unacceptable. Correcting only the TI-ADC’s static gain and
linear phase mismatch (from timing mismatch) causes a residual frequency dependent
gain and phase mismatch to remain. This restricts the post correction improvement
of the interleaving mismatches, which naturally limits the effective resolution in higher
resolution TI-ADCs [29].
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Up until around 2007, known blind mismatch identification techniques focused on
extracting static gain and timing mismatch parameters only. Then, the question on
how to estimate the frequency dependent mismatches in TI-ADC was opened [71]. In
an oﬄine procedure with a dedicated measurement setup, CW single tone calibration
signals can be injected sequentially to characterize the individual ADC’s FRM followed
by a filter design to compensate the FRMs [72]. Such a method, however, is susceptible
to mismatch variations that occur over time which led to the mentioned performance
degradation of the designed filter in [72]. Recalibration would be required and this
would mean interrupting the system’s operation. Online calibration methods are thus
of interest as these methods run in the background and do not interrupt the system’s
operation. However, online blind identification of the TI-ADC’s FRM is also the most
challenging to do. A semi-blind method which tackles the relative bandwidth mismatch
detection between the T&H’s of two interleaved ADC is described in [66, 67]. It models
the T&H as a first-order RC circuit and the relative mismatch between the T&Hs is
extracted using the mismatch spur information of the injected tone.
A proposal for using polynomial based mismatch modeling was made in [70,71] and
was equally adopted by solutions developed further in [29,64]. Static gain and timing
mismatches correspond to the 1st order polynomial approximation of the FRM [64]. The
method in [73] is extended for correcting frequency dependent gain and phase mismatch
in 2 TI-ADC using polynomial modeling by the investigations carried out in [70,71].The
mismatch correction principle was illustrated with a second-order polynomial mismatch
model, which required about 500 search iterations on a 106 sample data set to estimate
the mismatch parameters that restore the assumed WSS property in the TI-ADC’s
output signal using 61-tap filters. It is stated that the proposed method requires the
condition that the desired signal and interleaving spur component do not overlap and
such a multitone CW scenario was used in the verification of the proposed method.
The method’s suitability for real-time mismatch identification needs to be validated
as well as showing its extendability beyond the 2-channel case. Also, the actual TI-
ADC mismatches will need a higher order polynomial to be corrected [29, 64]. The
method in [64] relies on oversampling to have a region in the spectrum where only
the interleaving mismatch spurs are present. This is used as reference to adaptively
identify the polynomial coefficients needed to reconstruct an estimate of the spur
component before subtracting it from the TI-ADC output signal, thus suppressing
the spur components. One limitation here is that since the reference for the adaptation
only comes from a small portion of the bandwidth, sufficient information on the FRMs
inside the band-of-use may not be obtained. A similar polynomial-based compensation
structure is presented in [29], which showcases efficient mismatch correction results
assuming the mismatch parameter identification has already been done. It is briefly
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mention that the required parameter identification could be done via monitoring a cost
function similar to e.g. in [70], which required multiple search iterations and was only
shown for the 2-channel TI-ADC case. The methods mentioned above have used a
predetermined FRM model. In practice, however, analog front-end circuit mismatch
behavior is application-specific and its characteristics can be different from the assumed
model [70].
As can be concluded from [42, 93] suitable online blind identification methods are
of interest that can operate in the background and provide the TI-ADC mismatch
parameters in the form that can directly be used in the mismatch compensation step.
For efficient mitigation of the TI-ADC FRMs, estimates must come from within the
band of use because relying on a mismatch reference obtained via oversampling may not
be sufficient. Also, it is desirable to have correction methods which are not restricted
by specific model-based assumption of the mismatch’s characteristics. For example,
having a fixed second-order polynomial model [70] or assuming a simplified model
such as a first-order RC circuit BW mismatch in the S/H [66] might not be sufficient.
This is because the analog front-end mismatch characteristics may differ from the
assumed model [70]. Methods have been proposed to handle the mismatch correction
process without these restriction assuming, however, that the mismatch parameters
are known [29, 31, 32, 39, 72, 95]. Alternatively, an additional ADC can be used as
reference for detecting the sample value deviation in estimating the frequency response
mismatches e.g. [63]. The simulation shown required 223 samples to converge and exhibits
a trade-off between the reference ADC’s resolution and the achievable improvement.
In 2014, 2 proposals were made towards non-blind FRM identification in 4-channel TI-
ADC [42,84]. In [84], by feeding a known signal into the ADC, the mismatch estimation
and compensation is done using variable digital filter which builds upon the Gauss-Seidl
iteration method. Similarly, [42] uses an internal reference signal consisting of a band-
limited pseudo-random noise sequence. Least-mean-square algorithm based adaptive
filters are then designed to minimize the error between the known ideal reference and
the collected TI-ADC’s output. The method of [84] partially interrupts the TI-ADC’s
operation to inject a calibration signal. Therefore, the missing samples of the operational
signal must be recovered via additional signal processing operations, which leads to
additional complexity and higher computational resources consumption [56,84].
Lately, a new breed of algorithms have been emerging for tackling TI-ADC mismatch
identification and compensation process, where the TI-ADC’s mismatch identification
problem is converted into an I/Q mismatch identification problem. First known examples
of these types of algorithms, which map the 2-channel TI-ADC problem into an I/Q
mismatch problem are [76],[P8]. This mapping allows using powerful complex signal
processing based techniques that measure the mirror frequency correlation. The spectrum
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of a 2-channel TI-ADC with its mismatch spurs can be directly converted into an I/Q
downconversion spectrum with mirror frequency interference spurs, i.e., the two are
connected via a lowpass-bandpass transformation. This relationship was presented and
studied in [30] and [P5] independently. [30] also examined performing I/Q mismatch
correction after converting it into a 2-channel TI-ADC mismatch problem. It will be
highlighted in the framework of this thesis that correcting the TI-ADC mismatches in
cases beyond the classical 2-channel TI-ADC requires novel methods which goes beyond
the lowpass-bandpass transformation as shown in [30] and [P5]. It will also be shown
that a Hilbert transformation, e.g., as utilized in [30] and [P5], can be bypassed when
converting the TI-ADC mismatch identification problem into an I/Q mismatch problem.
It is also interesting to note that very recently other types of methods have also been
presented for the 2-channel and 4-channel TI-ADC FRM correction which also utilize
complex signal processing correlation techniques [9, 10]. Complex valued signals are
generated out of the real-valued TI-ADC outputs such that the desired signals’ spectral
component are aligned with the interleaving spur components. Once the alignment is
done, the correlation is measured between the desired signal and the interleaving spur
components in the process of reconstructing and removing the TI-ADC mismatch spur
components. Calculating the correlation between the desired signal and spur component
after the frequency component alignment is the main difference of these methods as
opposed to the mirror frequency correlation based techniques used in the I/Q mismatch
corrrection methods. As stated in [9, 10], it is required that the desired signal and
interleaving spur components do not overlap for the proposed method to work.
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CHAPTER 3
Modeling of Frequency
Response Mismatches in
TI-ADCs
This chapter touches upon the modeling of the FRMs in TI-ADCs and in I/Q TI-ADCs. The modeling of the FRMs in real valued TI-ADCs is carried out using
a complex valued CT analog signal xc(t), whose FT Xc(jΩ) is depicted in Fig. 3.1 a).
xc(t) is the analytical version of the actual real-valued TI-ADC input signal x(t), i.e.,
x(t) = Re{xc(t)} and xc(t) = x(t) + jhHT (t) ∗ x(t). Therefore, the spectral content of
X(jΩ) contains also the mirror frequency components as shown in Fig. 3.1 b) as opposed
to Xc(jΩ). The TI-ADC’s FRM modeling is done using the complex valued signal xc(t)
and is then mapped to the real-valued signal x(t). This works in tandem with the FRM
identification process in chapter 4 which generates a complex valued signal from the
real valued TI-ADC output and uses complex signal processing techniques for blindly
identifying the FRM. The modeling of the I/Q TI-ADCs is, in turn, carried out using
v(t), which is simply xc(t) frequency shifted by −Ωs/4. This naturally corresponds to
the case where parallel TI-ADCs are used to sample the analog I and Q components
which are already generated through analog I/Q downconversion and filtering. Offset
mismatches are neglected in the analysis as they can be assumed to be independent of
the input signal and since methods already exist for their compensation [29,50].
The modeling reported in this chapter builds primarily on the thesis publications
[P1], [P2] and[P4]. In the literature, real valued FRM modeling related to TI-ADCs has
also been reported, e.g., in [65] and also in [97], which utilizes non-linear hybrid filter
banks in the TI-ADC’s non-idealities. In this chapter, complex valued FRM modeling of
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the TI-ADCs is done which facilitates the study of the nature of the FRM spurs in the
TI-ADCs and also in performing the identification of the FRM spur parameters using
complex valued mirror frequency interference techniques.
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Figure 3.1: Basic illustration of complex-valued analytic (a) and ordinary real-valued (b)
signal spectra. In (c), the corresponding baseband I/Q signal spectrum is shown.
3.1 FRM Modeling of 2 TI-ADC
A first Nyquist IF-sampling case is considered, with xc(t) having its spectral content
located between 0 ≤ Ω < Ωs/2, as shown in Fig. 3.2 a). When xc(t) is sampled using
a complex sampling ADC, which samples at intervals of 2Ts, the spectrum of Xc(jΩ)
is periodically repeating at integer multiples of Ωs/2, as is illustrated for X1c(jΩ)
in Fig. 3.2 b). When Re{x1c(t)} is taken, i.e., to reflect a real sampling ADC, this
introduces the mirror frequency components and can be viewed as the unfolding of the
spectrum X1c(jΩ), as shown in Fig. 3.2 c), causing aliasing of the spectral content.
In order to avoid aliasing, the spacing between the periodically repeating spectral
replicas in X1c(jΩ) can be doubled by interleaving 2 ADCs. The time interleaving of
these 2 ADCs is expressed as
x2c(t) = g0(t) ∗ xc(t)
∞∑
k=−∞
δ(t− k2Ts) + g1(t) ∗ xc(t)
∞∑
k=−∞
δ(t− k2Ts − Ts), (3.1)
with both ADCs sampling the signal xc(t) at the same interval 2Ts but with a relative
time shift Ts. The ADC impulse responses are denoted using gm(t), where m = 0, 1. For
modeling convenience, Gm(jΩ) is defined as having a non-zero frequency response only
in the region where the spectral content of xc(t) is located, i.e., for the first Nyquist
sampling case Gm(jΩ) is zero outside 0 ≤ Ω < Ωs/2. When the output of the two
ADCs are multiplexed, i.e., interleaved, an effective sample rate of Ts is achieved. The
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Figure 3.2: Various spectra in the two-channel TI-ADC modeling. Subfigure e) depicts the
resulting spectrum of a real TI-ADC with frequency response mismatch and its FRM spurs.
frequency domain equivalent of (3.1) can be easily shown to read
X2c(jΩ) =
1
2Ts
( ∞∑
k=−∞
G0(j[Ω − kΩs/2])Xc(j[Ω − kΩs/2])
+G1(j[Ω − kΩs/2])Xc(j[Ω − kΩs/2])exp(−j[Ωs/2]kTs)
)
.
(3.2)
The effect of interleaving the time-domain signals can be studied in the frequency
domain using (3.2). By simplifying the term exp(−j[Ωs/2]kTs) into (−1)k it can be seen
that, for values of k mod 2 = 0, the periodically repeating spectral replicas of both ADCs
sum up coherently. On the other hand, for values of k mod 2 = 1, they are subtracted
from one another. In the ideal case of the 2 ADCs having identical frequency responses,
i.e., when G0(jΩ) = G1(jΩ) for k mod 2 = 1, the periodic replicas then cancel out each
other completely and it is this replica cancellation that increases the Nyquist BW of the
ADC. However, the inevitable mismatch between G0(jΩ) and G1(jΩ) in practice leads
to incomplete replica cancellation as is depicted in Fig. 3.2 d). To reflect this remaining
spectral residue resulting from the incomplete spectral cancellation, (3.2) can now be
re-expressed as
X2c(jΩ) = K2,0c(jΩ) +K2,1c(jΩ) (3.3)
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Figure 3.3: Illustration of finite RRR of real-valued two-channel TI-ADC spectrum.
with
K2,0c(jΩ) =
1
Ts
∞∑
k=−∞
H2,0(j[Ω − kΩs])Xc(j[Ω − kΩs]), (3.4)
K2,1c(jΩ) =
1
Ts
∞∑
k=−∞
H2,1(j[Ω[2]1 − kΩs])Xc(j[Ω[2]1 − kΩs]), (3.5)
H2,0(jΩ) = [G0(jΩ) +G1(jΩ)]/2, (3.6)
H2,1(jΩ) = [G0(jΩ)−G1(jΩ)]/2. (3.7)
The mapping of the modeling to the actual real 2 TI-ADC case is obtained by simply
taking Re{x2c(t)} which results in x2(t) with the corresponding frequency domain
expression of the form
X2(jΩ) =
[
K2,0c(jΩ) +K∗2,0c(−jΩ)
]
2 +
[
K2,1c(jΩ) +K∗2,1c(−jΩ)
]
2 .
(3.8)
This is depicted in Fig. 3.2 e), where also the replica or spurious component structure is
shown. This will be explored in more detail in subsection 3.1.1.
3.1.1 Quantifying Replica Rejection Ratio in 2 TI-ADC
The TI-ADC’s FRM causes incomplete replica cancellation and the resulting spurs limit
TI-ADC’s SFDR. These FRM spurs can be quantified using the replica rejection ratio
(RRR). The RRR, stemming directly from (3.4) and (3.5), can be expressed as
RRR(Ω) = 20 log10
|H2,0(jΩ))|
|H2,1(jΩ))| [dB]. (3.9)
The illustration given in Fig. 3.3 includes also an example of a single CW tone at Ωa. The
deviations of the ADC’s frequency response from the nominal values can be divided into
the frequency-dependent gain response deviation, Aε(Ω), and the frequency-dependent
phase response deviation, ϕε(Ω). The complex branch frequency response can first be
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Figure 3.4: A conceptual 4 TI-ADC structure with different branch responses.
rewritten in the polar form as
Gm(jΩ) = (1 +Aε,m(Ω))exp(jϕε,m(Ω)). (3.10)
with m = 0, 1. By combining (3.10) with (3.6) and (3.7), the RRR expression can be
approximated as
RRR2,1(Ω) ≈ −10 log10
((
∆Aε(Ω)
2
)2
+
(
∆ϕε(Ω)
2
)2)
[dB], (3.11)
with ∆Aε(Ω) = Aε,0(Ω) − Aε,1(Ω) and ∆ϕε(Ω) = ϕε,0(Ω) − ϕε,1(Ω). For 1% gain
mismatch and 1 ◦ phase mismatch between the two branches in a 2 TI-ADC, the resulting
RRR can be shown to be ∼ 40 dB using (3.10). To achieve a RRR in the order of
∼ 80 dB, a 0.01% gain and 0.01 ◦ phase matching is already required [87]. Such level of
ADC frequency response matching is extremely challenging to achieve via careful analog
matching alone.
3.2 FRM Modeling of 4 TI-ADC
The conceptual structure of a real-sampling 4-channel TI-ADC is shown in Fig. 3.4,
depicting its operating principle and different frequency responses of the parallel ADCs.
In the modeling of FRMs in 4 TI-ADC the analytical signal xc(t), with an angular BW
B and non-zero spectral content only within 0 ≤ Ω < Ωs/2 as shown in Fig. 3.5 a),
is considered. In the 4-channel TI-ADC, 4 parallel ADCs are utilized to achieve the
desired aggregate sample rate of 1/Ts, where each ADC samples at rate 1/(4Ts) but with
different time-shifts. When xc(t) is sampled using a single ADC with rate 1/(4Ts), this
results in the spectrum of Xc(jΩ), periodically repeating at integer multiples of (Ωs/4)
as illustrated for X1c(jΩ) in Fig. 3.5 b). It is seen in Fig. 3.5 b), that each individual
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Figure 3.5: Various spectra in the 4 TI-ADC modeling. Subfigure d) shows the resulting
spectrum of a real 4 TI-ADC with the response mismatch spurs.
ADC undergoes aliasing due to insufficient sampling rate. Only after interleaving the
4 TI-ADCs does the insufficient spacing between the periodically repeating spectral
replicas in X1c(jΩ) increase four fold. To see this, the interleaved time-domain signal is
first expressed as
x4c(t) =
3∑
m=0
(
gm(t) ∗ xc(t)
∞∑
k=−∞
δ(t− k4Ts −mTs)
)
. (3.12)
In general, each ADC samples the signal at the same intervals of 4Ts however with
relative time shifts mTs, m = 0, 1, 2, 3. A different frequency response is present in each
ADC branch as denoted here with the impulse responses gm(t), or the corresponding
frequency responses Gm(jΩ). When all ADC outputs are multiplexed together a four
times higher output rate is produced, i.e., interleaving the output samples gives an
effective sampling interval of Ts as shown in (3.12).
The frequency domain equivalent of (3.12) can then be expressed as
X4c(jΩ) =
1
4Ts
3∑
m=0
( ∞∑
k=−∞
(Gm(j[Ω − kΩs/4])Xc(j[Ω − kΩs/4]) exp
[
− jk 2pi4 m
])
= 1
Ts
∞∑
k=−∞
( 3∑
m=0
Xc,gm(j[Ω − kΩs/4])([−j]m)k
4
])
,
(3.13)
with
Xc,gm(jΩ) = Gm(jΩ)Xc(jΩ). (3.14)
The term exp
[− jk 2pi4 m] can be simplified into ([−j]m)k as in (3.13) and shares close
similarity to discrete Fourier transform (DFT). The term ([−j]m)k leads to a complex
phasor summation of the spectral replicas and it is of particular interest as it plays the
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Figure 3.6: Cyclic summation and cancellation of periodically repeating replicas due to the
complex phasor term in (3.15).
pivotal role in eliminating the aliasing replicas upon interleaving the constituent ADC
signals. (3.13) can be expanded next into
X4c(jΩ) =
1
Ts
∞∑
k=−∞
1
4
(
Xc,g0(j[Ω − kΩs/4])(1)k +Xc,g1(j[Ω − kΩs/4])(−j)k
+Xc,g2(j[Ω − kΩs/4])(−1)k +Xc,g3(j[Ω − kΩs/4])(j)k
)
,
(3.15)
Based on (3.15), it can be seen that there are 4 distinct replica rotation and summation
patterns that lead to 4 distinct replica components, all of which repeat at intervals of
4 w.r.t. the summation index k. For values of k mod 4 = 0, these rotating periodic
replicas add up. For values of k mod 4 = 1, 2, 3 the rotating replicas intend to cancel
each other out in the configuration depicted in Fig. 3.6. By re-expressing (3.15) as
X4c(jΩ) =
3∑
m=0
K4,mc(jΩ). (3.16)
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with
K4,mc(jΩ) =
1
Ts
∞∑
k=−∞
[
H4,m(j
[
Ω[4]m − kΩs
]
)Xc(j
[
Ω[4]m − kΩs
]
)
]
,
H4,m(jΩ) =
1
4
3∑
n=0
[
Gn(jΩ)([−j]m)n
]
,
(3.17)
the periodically repeating and rotating replicas are separated into K4,mc(jΩ), for m =
0, 1, 2, 3, which represent the sum spectrum component for each value of k mod 4 = m.
It is shown in Fig. 3.6 that for values of k mod 4 = 0, the spectral replicas of all ADCs
are coherently summing up. For values of k mod 4 = 1, 2, 3, the spectral replicas are
positioned in a configuration to cancel out one another. In the special case of identical
constituent ADC frequency responses, i.e., G0(jΩ) = G1(jΩ) = G2(jΩ) = G3(jΩ), the
periodic replicas therefore completely cancel out each other. However, the inevitable
differences between the ADCs’ responses that occur in practice lead to incomplete replica
cancellation as depicted in Fig. 3.5 c). This provides a spectral illustration of the most
fundamental structure and nature of the mismatch spurs.
Then, the actual real-valued 4 TI-ADC signal x4(t) can be characterized by taking
Re{x4c(t)}, which introduces the mirror-frequency contents in all spectral components in
x4c(t). The mirror-frequency components of K4,mc(jΩ) are in the form of K∗4,mc(−jΩ),
whose creation can be viewed as the unfolding of the spectrum X4c(jΩ) as illustrated in
Fig. 3.5 d). Next, (3.16) can be re-expressed to reflect the unfolding of the spectrum as
X4(jΩ) =
1
2 [X4c(jΩ) +X
∗
4c(−jΩ)] =
3∑
m=0
K4,m(jΩ))
=
3∑
m=0
[
K4,mc(jΩ) +K∗4,mc(−jΩ)
]
/2︸ ︷︷ ︸
Km(jΩ)
.
(3.18)
The spectral content of X4(jΩ) illustrated in Fig. 3.5 d) is decomposed and depicted
separately in Fig. 3.6, where the spectral components K4,m(jΩ) are depicted separately
for better visualization and insight. If no FRM between the constituent ADC was present,
only the fundamental component K4,0(jΩ) would be present. The spur component
K4,2(jΩ) has in fact the same structure as in the 2-channel TI-ADC case [P1],[P2]. The
other 2 spur components, K4,1(jΩ) and K4,3(jΩ), are additional spurious components
present in the 4-channel TI-ADC case. It can also be seen in Fig. 3.6 b) and Fig. 3.6
d) that if no mismatches existed between ADC0 & ADC2 and between ADC1 &
ADC3, then the spur components K4,1(jΩ) and K4,3(jΩ) are not present and it would
correspond to the 2 TI-ADC case of subsection 3.1. It can also be inferred from Fig. 3.6
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Figure 3.7: Decomposed spectral components of a real-valued 4-channel TI-ADC output
spectrum.
c), that the spur K4,2(jΩ) exists when either ADC0 or ADC2 has a mismatch with
ADC1 or ADC3.
3.2.1 Quantifying Replica Rejection Ratio in 4 TI-ADC
Similar to subsection 3.1.1, the RRR in the 4 TI-ADC case refers to the ratio between the
fundamental component K4,0(jΩ) and the FRM spur components K4,1(jΩ), K4,2(jΩ),
K4,3(jΩ). Stemming from (3.17), the RRR which quantifies the TI-ADC’s SFDR from
a particular spur point of view can then be expressed as the logarithmic ratio between
H4,0(jΩ) and a specific H4,m(jΩ), written as
RRR4,m(Ω) = 20 log10
|H4,0(jΩ))|
|H4,m(jΩ))| [dB], (3.19)
for m = 1, 2, 3.
3.3 FRMModeling in I/Q Downconversion TI-ADCs
3.3.1 I/Q Downconversion Stage Mismatch Modeling
In the upcoming downconversion and sampling modeling, an arbitrary RF signal vRF (t)
with an angular bandwidth BΩ is used, as depicted in Fig. 3.8 a) and can be written as
vRF (t) = 2Re{v(t) exp{jΩLOt}}, (3.20)
with ΩLO = 2piFLO, FLO being carrier center frequency. During the analog processing in
the I and Q branches, vRF (t) is subject to different frequency responses. The RF impulse
response already, e.g., in the I branch is denoted by gI,RF (t), and the corresponding
baseband response is labeled by gI,BB(t) as seen in Fig. 3.8. The I branch downconverted
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Figure 3.8: Analog Homodyne downversion stage employing 2 TI-ADCs in both the I and
Q branches with spectral illustrations, before the TI-ADC sampling, of a) Real-valued signal
vRF (t) at RF, b) Real-valued symmetrical signal vI(t) at baseband (BB), c) Real-valued
anti-symmetrical signal vQ(t) at BB and d) Complex-valued signal vBB(t) at BB with I/Q
mismatch.
and filtered signal vI(t), whose FT is depicted in Fig. 3.8 b), is expressed as
vI(t) =
[gI0(t) ∗ v(t) + gI1(t) ∗ v∗(t)]
2 , (3.21)
while the corresponding Q branch signal vQ(t), whose FT is depicted in Fig. 3.8 c), is
expressed as
vQ(t) =
[gQ0(t) ∗ v(t)− gQ1(t) ∗ v∗(t)]
2j . (3.22)
In the equations above, the impulse responses gI0(t), gI1(t), gQ0(t) and gQ1(t) denote
the effective joint impulse responses and incorporate both the influences of RF and BB
mismatches and their corresponding frequency responses can be expressed as
GI0(jΩ) = GI,BB(jΩ)GI,RF (j[Ω +ΩLO]), (3.23)
GI1(jΩ) = GI,BB(jΩ)G∗I,RF (−j[Ω −ΩLO]), (3.24)
GQ0(jΩ) = GQ,BB(jΩ)GQ,RF (j[Ω +ΩLO]), (3.25)
GQ1(jΩ) = GQ,BB(jΩ)G∗Q,RF (−j[Ω −ΩLO]). (3.26)
The downconverted signal vBB(t), shaped by the RF and BB frequency response
mismatches, is expressed as
vBB(t) = vI(t) + jvQ(t) = h0(t) ∗ v(t) + h1(t) ∗ v∗(t), (3.27)
34
3.3 FRM Modeling in I/Q Downconversion TI-ADCs

 
	

 

	


  

  
 

 
 
	
	




 


 

  

 
Figure 3.9: Spectral illustrations of A) Real-valued I branch signal vI(t) sampled at 1/(2Ts),
B) Real-valued Q branch signal vQ(t) sampled at 1/(2Ts), C) Real-valued I branch interleaved
signal v2I(t) and D) Real-valued Q branch interleaved signal v2Q(t).
and its FT VBB(t) can be expressed as
VBB(jΩ) = H0(jΩ)V (jΩ) +H1(jΩ)V ∗(−jΩ), (3.28)
with H0(jΩ)V (jΩ) being the linearly distorted version of V (jΩ), H1(jΩ)V ∗(−jΩ)
corresponding to the filtered mirror-frequency component and the responses H0(jΩ)
and H1(jΩ) being of the form
H0(jΩ) = [GI0(jΩ) +GQ0(jΩ)]/2, (3.29)
H1(jΩ) = [GI1(jΩ)−GQ1(jΩ)]/2. (3.30)
The mirror-frequency component V ∗(−jΩ) is only partially suppressed because of
the FRM, i.e., GI1(jΩ) 6= GQ1(jΩ), and can result in severely reduced SFDR in vBB(t),
as illustrated in Fig. 3.8 d). The signal vBB(t) can be described using a widely linear
signal model as shown in (3.28), which consists of filtering the ideal complex signal
v(t) and its conjugate v∗(t) [6]. Traditionally, the ADCs in the I and Q branches of
Homodyne receiver must have sample rate of 1/(2Ts), when sampling a signal with a
BW of Ωs/2, to avoid aliasing of its periodically repeating spectrum. However, if the
single ADC cannot achieve this sample rate, the TI-ADCs can be used in the I and
Q branches to increase the sample rate. This, however, leads to further FRM-induced
spur components in the complex spectrum. The modeling of these additional spurious
components will be done in subsection 3.3.2 next.
3.3.2 Time Interleaved ADC Stage Mismatch Modeling
In the following modeling, it is assumed that the required I/Q ADC sample rate is
1/(2Ts) in the I and Q branches. A sampling rate of 1/(2Ts) is achieved using 2 TI-ADC,
with each constituent ADC having a sample rate of 1/(4Ts), in the I and Q branches
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respectively. As shown in Fig. 3.8, the I branch utilizes ADC 0 and ADC 1 while the
Q branch utilizes ADC 2 and ADC 3. In the I-branch, a low sample rate of 1/(4Ts)
per individual ADC leads to the periodically repeating spectrum of vI(t) with a BW
of Ωs/2 incorporated in vI,0(t) and vI,1(t) to repeat at intervals of Ωs/4 and causes
aliasing, as shown in Fig. 3.9 a). Similarly, aliasing also occurs in the Q branch, as
shown in Fig. 3.9 b). In accordance with the 2 TI-ADC sampling architecture, e.g., in
the I branch, ADC 1 samples vI(t) with a time shift 2Ts relative to ADC 0 and its time
interleaved signal v2I(t) can be expressed as
v2I(t) = g0(t) ∗ vI(t)︸ ︷︷ ︸
vI,0(t)
∞∑
k=−∞
δ(t− k4Ts) + g1(t) ∗ vI(t)︸ ︷︷ ︸
vI,1(t)
∞∑
k=−∞
δ(t− k4Ts − 2Ts),
(3.31)
with g0(t) denoting the impulse response of ADC 0 and g1(t) denoting the impulse
response of ADC 1. The frequency domain equivalent of (3.31) can be expressed as
V2I(jΩ) =
1
4Ts
∞∑
k=−∞
VI,0([j(Ω − kΩs/4)]) + VI,1([j(Ω − kΩs/4)])exp(−j[Ωs/4]2kTs).
(3.32)
with VI,0(jΩ) = G0(jΩ)VI(jΩ) and VI,1(jΩ) = G1(jΩ)VI(jΩ). The relative time
shift 2Ts in ADC 1’s sampling intervals creates the term exp(−j[Ωs/4]2kTs) which
simplifies into (−1)k. Therefore, for values of k mod 2 = 0, the periodic spectral replicas
of ADC 0 and ADC 1 add up coherently. For values of k mod 2 = 1, however, the
spectral replica are 180◦ out of phase from one another. Therefore, in the ideal case
where G0(jΩ) = G1(jΩ), for k mod 2 = 1 the periodic replicas then cancel out each
other completely. However, in practice, the inevitable dissimilarity between G0(jΩ) and
G1(jΩ) leads to an incomplete replica cancellation. This can be quantified by rewriting
(3.32) as
V2I(jΩ) = VI,H0(jΩ) + VI,H1(jΩ), (3.33)
with VI,H0(jΩ) being the resulting spectrum for k mod 2 = 0 and it can be described by
VI,H0(jΩ) =
1
2Ts
∞∑
k=−∞
HI0(j[Ω − kΩs/2])VI(j[Ω − kΩs/2]), (3.34)
and VI,H1(jΩ) is then the spectrum for k mod 2 = 1 as expressed in
VI,H1(jΩ) =
1
2Ts
∞∑
k=−∞
HI1
(
j
[
Ω
[4]
1 − kΩs/2
])
VI
(
j
[
Ω
[4]
1 − kΩs/2
])
, (3.35)
36
3.3 FRM Modeling in I/Q Downconversion TI-ADCs
with
HI0(jΩ) = [G0(jΩ) +G1(jΩ)]/2, (3.36)
HI1(jΩ) = [G0(jΩ)−G1(jΩ)]/2. (3.37)
Both the individual spectra of VI,H0(jΩ) and VI,H1(jΩ) contained in V2I(jΩ) are
shown in Fig. 3.9 c). The Q branch signal v2Q(t) can be expressed in a similar way
as v2I(jΩ) in (3.31). The FT of v2Q(t), V2Q(jΩ), can be expressed similar to (3.32)
using VQ,2(jΩ) = VQ(jΩ)G2(jΩ) and VQ,3(jΩ) = VQ(jΩ)G3(jΩ). V2Q(jΩ), can also
be expressed in a similar fashion to (3.33) as
V2Q(jΩ) = VQ,H0(jΩ) + VQ,H1(jΩ), (3.38)
where VQ,H0(jΩ) is the resulting spectrum from k mod 2 = 0 as in
VQ,H0(jΩ) =
1
2T s
∞∑
k=−∞
HQ0(j[Ω − kΩs/2])VQ(j[Ω − kΩs/2]), (3.39)
and VQ,H1(jΩ) is the resulting spectrum from k mod 2 = 1 as given by
VQ,H1(jΩ) =
1
2T s
∞∑
k=−∞
HQ1
(
j
[
Ω
[4]
1 − kΩs/2
])
VQ
(
j
[
Ω
[4]
1 − kΩs/2
])
, (3.40)
with
HQ0(jΩ) =
G2(jΩ) +G3(jΩ)
2 , (3.41)
HQ1(jΩ) =
G2(jΩ)−G3(jΩ)
2 . (3.42)
The respective spectra of VQ,H0(jΩ) and VQ,H1(jΩ) contained in V2Q(jΩ) are shown
in Fig. 3.9 d).
3.3.3 Combined Effect of All Frequency Response Mismatches
The 2 I/Q TI-ADC output spectrum V2(jΩ) can be expressed using V2I(jΩ) and
V2Q(jΩ) as
V2(jΩ) = V2I(jΩ) + jV2Q(jΩ)
= VI,H0(jΩ) + VI,H1(jΩ) + j(VQ,H0(jΩ) + VQ,H1(jΩ)).
(3.43)
In the I/Q downconversion without TI-ADCs, only the frequency components VI,H0(jΩ)
and VQ,H0(jΩ) are present. If 2-channel TI-ADCs are deployed, then additional spurious
components VI,H1(jΩ) and VQ,H1(jΩ) are introduced due to the interleaving mismatches.
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Therefore (3.43) is rewritten in terms of V (jΩ), V ∗(−jΩ), V (jΩ[4]1 ) and V ∗(−jΩ[4]1 ) as
V2(jΩ) =
1
2T s
∞∑
k=−∞
HT0(j[Ω − kΩs/2])V (j[Ω − kΩs/2])︸ ︷︷ ︸
V2,LD(jΩ)
+ 12T s
∞∑
k=−∞
HT1
(
j
[
Ω
[4]
1 − kΩs/2
])
V
(
j
[
Ω
[4]
1 − kΩs/2
])
︸ ︷︷ ︸
V2,TI(jΩ)
+ 12T s
∞∑
k=−∞
HT2(j[Ω − kΩs/2])V ∗(−j[Ω − kΩs/2])︸ ︷︷ ︸
V2,IQ(jΩ)
+ 12T s
∞∑
k=−∞
HT3
(
j
[
Ω
[4]
1 − kΩs/2
])
V ∗
(
−j
[
Ω
[4]
1 − kΩs/2
])
︸ ︷︷ ︸
V2,IT (jΩ)
,
(3.44)
with Ω[4]1 = Ω −Ωs/4 and
HT0(jΩ) = [G0(jΩ) +G1(jΩ)]GI0(jΩ)/4 + [G2(jΩ) +G3(jΩ)]GQ0(jΩ)/4, (3.45)
HT1(jΩ) = [G0(jΩ)−G1(jΩ)]GI0(jΩ)/4 + [G2(jΩ)−G3(jΩ)]GQ0(jΩ)/4, (3.46)
HT2(jΩ) = [G0(jΩ) +G1(jΩ)]GI1(jΩ)/4− [G2(jΩ) +G3(jΩ)]GQ1(jΩ)/4, (3.47)
HT3(jΩ) = [G0(jΩ)−G1(jΩ)]GI1(jΩ)/4− [G2(jΩ)−G3(jΩ)]GQ1(jΩ)/4. (3.48)
The frequency response mismatches of the I and Q branch, i.e., GI0(jΩ), GI1(jΩ),
GQ0(jΩ) and GQ1(jΩ), interact with the frequency response mismatches of the con-
stituent ADCs, i.e., G0(jΩ), G1(jΩ), G2(jΩ) and G3(jΩ), and result in the frequency
responses HT0(jΩ), HT1(jΩ), HT2(jΩ) and HT3(jΩ). In HT0(jΩ) all the frequency
responses are summed up and causes the desired component V (jΩ) to therefore undergo
only linear distortion and does not lead to a degradation in the SFDR as shown in
Fig. 3.10. The other combinations of the frequency response terms, i.e., HT1(jΩ),
HT2(jΩ) and HT3(jΩ) do not amount to zero due to the mismatches, although they
are considerably smaller compared to HT0(jΩ). This results in the filtered versions
of V ∗(−jΩ), V (jΩ1) and V ∗(−jΩ1) to be present in V2(jΩ) as depicted in Fig. 3.10
and results in a loss of the SFDR. These decomposed spurious components, illustrated
separately in Fig. 3.10, reveal upon analysis an interesting observation w.r.t. the ex-
act nature of different spurs. As shown in Fig. 3.10 b), the I/Q mismatch spur is
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Figure 3.10: Decomposed spectral content of V2(jΩ) due to I/Q and TI-ADC mismatches.
Also shown is a single-tone example case with original complex tone at −Ωa.
mirror-symmetric around DC w.r.t. the desired signal, depicted in Fig. 3.10 a). The
figure also shows an example with a single complex tone positioned at −Ωa and the
corresponding mirror component is then located at Ωa. The interleaving mismatch spur
has a frequency-shift of +Ωs/4 compared to the fundamental term and is located at
Ωs/4−Ωa. The interleaving mismatch image spur component is a shifted mirror image,
located at −Ωs/4 +Ωa.
3.3.4 The Relationship of I/Q downconversion and 2 TI-ADC
FRM Spurs
Observing the spectral illustrations in Fig. 3.2 e) and Fig. 3.8 d), a certain similarity
between the I/Q FRM spur and the 2 TI-ADC mismatch spur can be detected. The I/Q
FRM produces spur structure which is symmetric around DC to the desired frequency
components in the complex signal spectrum, while the 2 TI ADC FRM produces a spur
structure which is symmetric around Ωs/4 with the desired frequency components for
the real signal spectrum. This similarity implies that the I/Q downconversion spectrum
and the real-valued 2 TI-ADC spectrum are indeed connected by a bandpass-lowpass
transformation. One method to perform this bandpass-lowpass transformation is via
the HT, which can be performed as
X2c,H(jΩ) = X2(jΩ) + j[HHT (jΩ)X2(jΩ)]. (3.49)
After the HT stage, the mirror spectral contents in the range −Ωs/2 to 0 are eliminated
and therefore only K2,0c(jΩ) alongside K∗2,1c(−jΩ) remain in X2c,H(jΩ), as illustrated
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Figure 3.11: Mapping of a two-channel TI-ADC mismatch into an equivalent I/Q mis-
match problem; a) Hilbert filtering and complex downconversion based processing, b) complex
downconversion and lowpass filtering based processing.
in Fig. 3.11 a). Frequency shifting X2c,H(jΩ) by −Ωs/4, via multiplication with
exp(−j[Ωs/4]t), will place K∗2,1c(−jΩ) at the mirror frequency location of K2,0c(jΩ)
producing X2c,IQ(jΩ) as seen in Fig. 3.11 a), expressed more formally as
X2c,IQ(jΩ) = K2,0c(jΩ[4]−1) +K∗2,1c(−jΩ[4]−1). (3.50)
The corresponding time-domain expression can be expressed in the form
x2c,IQ(t) = [x2(t) + jhHT (t) ∗ x2(t)]exp(−j[Ωs/4]t)
= k0c(t)exp(−j[Ωs/4]t) + k∗1c(t)exp(−j[Ωs/4]t).
(3.51)
K2,0c(jΩ[4]−1) and K∗2,1c(−jΩ[4]−1) in X2c,IQ(jΩ), shown in Fig. 3.11 a), have the same
mirror-frequency interference relationship as the I/Q mismatched signal, i.e., as between
H0(jΩ)V (jΩ) and H1(jΩ)V ∗(−jΩ) in VBB(jΩ), depicted in Fig. 3.8 d). The bandpass-
lowpass transformation can be alternatively performed by directly deploying the I/Q
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Figure 3.12: Time domain signal transformation illustration that shows the link between 2
I/Q TI-ADC conversion to 4-channel TI-ADC signal.
downconversion from Ωs/4 to DC followed by lowpass filtering using hLP (t). This
operation, which results in the same complex-valued output as the Hilbert transform
based processing, is written here as
x2c,IQ(t) = [x2(t)exp(−j[Ωs/4]t)] ∗ hLP (t), (3.52)
and is shown in Fig. 3.11 b). The strong connection between the two-channel TI-ADC
FRM spurs and I/Q FRM spurs is formally established via the derivations above. This
consequently means that the 2 TI-ADC FRM problem can be converted into an equivalent
I/Q FRM problem and enables efficient blind identification of the 2 TI-ADC FRM. First
known examples building on converting the TI-ADC problem into an I/Q mismatch
problem are presented in [P8], [76] and the importance of this finding has also been
reported and emphasized recently in [30]. The close connection between the TI-ADC
and I/Q downconversion will be capitalized in the development of processing structures
and algorithms for detecting and suppressing the FRM spurs in a blind manner in the
context of TI-ADC with real-valued output, as will be described in more details in
chapter 4.
3.4 The relationship of 2 I/Q TI-ADC and 4 TI-
ADCs FRM Spurs
In this section, building upon the comprehensive modeling of the 4 TI-ADC carried out
in subsection 3.2 and the 2 I/Q TI-ADC carried out in subsection 3.3, the relationship
between a 4 TI-ADC and a 2 I/Q TI-ADC is examined. Both converter architectures do
in fact adopt 4 ADC units in parallel but the ADCs are used in different configurations
in the respective converter architectures. In the process of establishing the relationship
between the 2 I/Q TI-ADC scenario and the earlier 4 TI-ADC, let the signal v2(t) first
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be upsampled by a factor of 2 and then low pass filtered between −Ωs/4 < Ω < Ωs/4
with hLP (t) to give an interpolated signal v2,Ip(t), as depicted in Fig. 3.12(b). In the
next step, the interpolated signal v2,Ip(t) is frequency shifted by Ωs/4 via multiplication
with exp(j[Ωs/4]t) to give x4H(t), as shown in Fig. 3.12(c). Taking the real part of
the complex valued signal x4H(t) introduces the mirror frequency components and
the spectrum unfolds, as shown in Fig. 3.12(d). The resulting signal is then labeled
x4(t) due to it being the same as the 4 TI-ADC output signal with FRMs, and can be
mathematically expressed as
x4(t) = Re{v2,Ip(t) exp(j[Ωs/4]t)}, (3.53)
Therefore it is established that the 4 TI-ADC output signal, x4(t), and the 2 I/Q TI-ADC
output signal, v2(t), do indeed share the lowpass-bandpass transformation relationship. It
can be observed in Fig. 3.12(d) that the spectral components of V2,T I(jΩ) and V2,IT (jΩ)
between 0 ≤ Ω < Ωs/4 are grouped together as are also the spectral components between
Ωs/4 ≤ Ω < Ωs/2. This facilitates examining the nature of the spectral components
that unfold. In Fig. 3.12(d), it is observed that the structure of the spurs coincide
with the structure of the spurs of a 4 TI-ADC depicted in Fig. 3.7. The spectral
content of V2,LD(jΩ) maps into K4,0(jΩ) while V2,IQ(jΩ) maps into K4,2(jΩ), just as
the lowpass-bandpass transformation of the direct downconversion receiver and the 2
TI-ADC [P2], [30]. The remaining spur components K4,1(jΩ) and K4,3(jΩ) both jointly
map into V2,T I(jΩ) and V2,IT (jΩ). This lowpass-bandpass relationship does in fact
open up the possibility of tackling the FRM identification problem of either one of these
two alternative converter architectures using correction techniques developed for the
other.
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CHAPTER 4
Identification and
Compensation of TI-ADCs
mismatches
This chapter addresses the identification and compensation architectures of FRMs inTI-ADCs and I/Q TI-ADCs. The identification stage involves extracting the FRM
spurs’ parameters and the correction stage involves using the extracted parameters to
reconstruct the FRM spur components. The compensation strategy involves subtracting
the reconstructed FRM spurs from the TI-ADC or I/Q TI-ADC output, to recover the
lost SFDR due to these mismatches. First, section 4.1 adresses the FRM’s identification
and compensation architectures in 2 TI-ADC. Then, section 4.2 proceeds to address the
FRMs’ identification and compensation architectures in 4 TI-ADC. Finally, section 4.3
addresses the FRMs’ identification and compensation architecture in 2 I/Q TI-ADC. The
actual blind mirror frequency based learning algorithms, common to all cases, are shortly
described in section 4.4. In general, this chapter builds on the original publications
[P1],[P2],[P3],[P5],[P6],[P7],[P8].
4.1 Identification and Compensation of FRM in 2 TI-
ADC
The finite and insufficient replica rejection present in the 2 TI-ADC due to FRM can be
improved by utilizing the error removal scheme depicted in Fig. 4.1, whose basic principle
involves reconstructing an estimate of the FRM-induced spur component and then
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subtracting it from the original 2 TI-ADC output. The proposed architecture involves
taking a copy of X2(jΩ) and frequency-shifting it by Ωs/2 to produce X2,m(jΩ), which
is now aligned with the undesired interleaving mismatch spur component in X2(jΩ).
Based on the 2 TI-ADC spur structure established in section 3.1, it is fairly evident that
the spur k2,1(t) has mirror-symmetric nature around Ωs/4 relative to the desired signal
component.
Due to the symmetry at Ωs/4 of the spur component k2,1(t) w.r.t. to the desired
signal’s spectral content k2,0(t), the classical highpass-lowpass transformation, i.e. uti-
lizing frequency shifting by Ωs/2, will provide a proper basis for the cancellation of
spur k2,1(t). The estimate of k2,1(t), denoted by k˜2,1(jΩ), is constructed by convolving
x2,m(t) with a compensation filter w2(t). The estimate k˜2,1(t) can then be subtracted
from x2(t) to produce y2(t) with the component k2,1(t) being considerably reduced. This
type of cancellation principle, due to the presence of small fundamental component in
the cancellation signal, does cause some level of residual linear filtering effect on the
fundamental signal component. This effect is, however, safely negligibly with practical
spurious levels as will also be confirmed by the actual RF measurement results shown in
Section 5.
The FRM spur reconstruction process shown above requires for the FRM parameters
to be accurately known and the main challenge thus lies in identifying the TI-ADC’s
unknown FRM. The identification of the FRM parameters is preferably to be carried
out in a blind manner with sufficient accuracy, in order to obtain a sufficiently accurate
reconstruction of the interleaving mismatch component k2,1(t) [93, 94]. It was shown
in Section 3.3.4 that the 2 TI-ADC problem can be mapped into an equivalent I/Q
mismatch problem via using either (3.51) or (3.52) which allows performing the 2 TI-
ADC FRM identification using mirror frequency interference (MFI) based techniques
which were originally developed for the I/Q mismatch problem. Such signals, referred
to as mismatch identification signal (MIS), can be generated to extract the parameters
of spur k2,1(t).
The FRM spur K2,1(jΩ)’s blind identification and mitigation process is briefly elab-
orated as follows. The correction principle of the 2 TI-ADC FRM spur component
K2,1(jΩ) consists of recreating accurate estimates of the spur K2,1(jΩ), K˜2,1(jΩ).
K˜2,1(jΩ) can then be subtracted from the 2 TI-ADC output x2(t) to mitigate the effect
of spur K2,1(jΩ). For this, sufficiently accurate identification of the spur component’s
frequency response, i.e., H2,1(jΩ), relative to the desired signal’s frequency response, i.e.,
H2,0(jΩ), is required. This is accomplished by generating appropriate complex-valued
MIS in the form of MFI I/Q pairs between the spur component K2,1(jΩ) and the
fundamental signal term K2,0(jΩ). The mapping into an equivalent I/Q mismatch prob-
lem allows for adaptive statistical learning algorithms, which were originally developed
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Figure 4.1: 2 TI-ADC mismatch cancellation structure with frequency-shifting by Ωs/2
together with linear filtering are used to form the cancellation signal.
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Figure 4.2: Developed Type I blind FRM identification and compensation structure for 2
TI-ADC using I/Q signal processing.
for blind I/Q mismatch estimation [6], to be utilized in the blind identification and
reconstruction of the estimate of the spur component K2,1(jΩ).
4.1.1 2 TI-ADC Identification and Compensation Structure -
Type I
A MIS i2,1(t) can be generated via (3.51) for the purpose of extracting parameters of the
interleaving spur k2,1(t). The identification signal i2,1(t) is fed into the circularity-based
algorithm block depicted in Fig. 4.2 from which the following frequency response is
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Figure 4.3: Developed Type II blind FRM identification and compensation structure for 2
TI-ADC using I/Q signal processing.
obtained for the compensation filter W2,1(jΩ) given by
W2,1(jΩ) ≈
H∗2,1(−jΩ[4]−1)
H∗2,0(−jΩ[4]−1)
. (4.1)
The obtained filter w2,1(t) is then used to filter i∗2,1(t) followed by frequency shifting it by
Ωs/4 to obtain k˜∗2,1c(t), an estimate of the complex spur component k∗2,1c(t). Finally, the
actual real-valued mismatch estimate k˜2,1(t) is obtained via Re{k˜∗2,1c(t)}. This process
to obtain k˜2,1(t) is described as
k˜2,1(t) = Re{[w2,1(t) ∗ i∗2,1(t)]exp(j[Ωs/4]t)︸ ︷︷ ︸
k˜∗2,1c(t)
}, (4.2)
which is then subtracted from x2(t) to produce y2(t). This blind identification and
compensation structure is depicted in Fig. 4.2 and is referred to as Type 1, essentially
combining the basic spur cancellation principle in Fig. 4.1 with the earlier I/Q mismatch
mapping developments depicted in Fig. 3.11 a).
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4.1.2 2 TI-ADC Identification and Compensation Structure -
Type II
A second further improved alternative architecture is presented for the blind identification
of the FRM spur k2,1(t). It restructures the previous Type I architecture into an
alternative processing structure. The restructured architecture performs the same task
of extracting the parameters of the interleaving spur k2,1(t) by mapping it into an I/Q
mismatch problem as the Type I architecture, however with less computational steps.
By frequency shifting a copy of X2c,H(jΩ) by Ωs/2, X2c,m(jΩ) is produced with the
spectral content as depicted in Fig. 4.3. Now, a MIS, called i2,2(t), for the identification
of K2,1c(jΩ) can be constructed by simply adding up x∗2c,H(t) and x∗2c,m(t) together as
i2,2(t) = x∗2c,H(t) + [(x2c,H(t)exp(j[Ωs/2]t))]∗︸ ︷︷ ︸
x∗2c,m(t)
.
(4.3)
The identification signal i2,2(t) has two I/Q mismatched pairs, i.e., IQ2,2a(jΩ) IQ2,2b(jΩ),
formed as shown in Fig. 4.3 d). The spectral components in I2,2(jΩ) can be grouped as
in
I2,2(jΩ) = K∗2,0c(−jΩ) +K2,1c(jΩ[2]1 )︸ ︷︷ ︸
IQ2,2a(jΩ)
+K∗2,0c(−jΩ[2]1 ) +K2,1c(jΩ)︸ ︷︷ ︸
IQ2,2b(jΩ)
.
(4.4)
I2,2(jΩ) is then fed into the I/Q mismatch correction block into the circularity-based
algorithm block depicted in Fig. 4.3, which yields the following frequency response
W2,2(jΩ) ≈

H2,1(jΩ[2]1 )
H2,0(jΩ[2]1 )
for 0 ≤ Ω < Ωs/2
H2,1(jΩ)
H2,0(jΩ) for−Ωs/2 ≤ Ω < 0 .
(4.5)
It is seen in (4.5) that the same frequency response is sketched twice, one in the region
−Ωs/2 ≤ Ω < 0 due to IQ2,2b(jΩ) and the other in 0 ≤ Ω < Ωs/2 due to IQ2,2a(jΩ),
since there are two I/Q pairs in I2,2(jΩ), respectively. Since the spectral content of
X2c,m(jΩ) is located between −Ωs/2 ≤ Ω < 0 and the region 0 ≤ Ω < Ωs/2 is empty,
filtering x2c,m(t) using w2,2(t) produces k˜2,1c(t). Subtracting then k˜2,1c(t) from x2(t)
gives y2(t) with an improved FRM RRR. The complete FRM identification and correction
process flow is shown in Fig. 4.3 and is referred to as Type II. It closely resembles the
structure in Fig. 4.1 as it performs the same steps after generating a complex-valued
I/Q signal.
In summary, the two methods described above can both perform blind estimation
and correction of the 2 TI-ADC FRM. Both the Type I and Type II architectures
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employ complex I/Q signal processing and build upon circularity based algorithms that
were originally developed for frequency-dependent I/Q mismatch spur extraction and
compensation. The details on the actual blind circularity based estimation algorithm,
developed originally in the I/Q mismatch correction framework, will be elaborated in
more in section 4.4.
4.2 Identification and Compensation of FRMs in 4
TI-ADC
Similar to the 2 TI-ADC case, the 4 TI-ADC FRM correction process consists of the FRM
spurs’ identification and compensation stages. The adopted mismatch correction principle
consists of recreating accurate estimates of the 4 TI-ADC FRM spur components,
i.e., K4,1(jΩ), K4,2(jΩ) and K4,3(jΩ), before subtracting them from the TI-ADC
output x4(t). This requires sufficiently accurate identification of the spur components’
frequency responses, i.e., H4,1(jΩ), H4,2(jΩ) and H4,3(jΩ), relative to the desired
signal’s frequency response, i.e., H4,0(jΩ). This is achieved by generating appropriate
complex-valued MIS in the form of MFI I/Q pairs. Specific MFI I/Q pairs are created
between the spur components and the fundamental signal term. This allows for adaptive
statistical learning algorithms, which were originally developed for blind I/Q mismatch
estimation [6], to be again deployed for blind identification of spur components K4,1(jΩ),
K4,2(jΩ) and K4,3(jΩ). The blind identification and correction of the different spur
components is carried out in a sequential processing manner. The identification and
correction of spur K4,2 is carried out first, followed by the identification and correction
of spurs K4,1 and K4,3.
4.2.1 4 TI-ADC Identification Structure Type I
Identification of 4 TI-ADC Spur K4,2 Type I
An analytic complex-valued signal is first generated from x4(t) via Hilbert transform as
x4c,H(t) = x4(t) + j[hHT (t) ∗ x4(t)]. (4.6)
The identification of the spur component K4,2(jΩ) is essentially the same as the 2
TI-ADC case as shown in Fig. 4.3. The MIS i4,2(t), for the identification of K4,2(jΩ),
can be constructed as
i4,2(t) = x∗4c,H(t) + x∗4c,H(t)p
[4]
2 (t)︸ ︷︷ ︸
x∗4c,H2(t)
.
(4.7)
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In I4,2(jΩ), as shown in Fig. 4.4, the spur component K4,2(jΩ) is deliberately placed
at the mirror frequency position of K4,0(jΩ) and is essentially done in the same manner
as in the 2 TI-ADC case. However, I4,2(jΩ) contains also additional interleaving
spur components K4,1(jΩ) and K4,3(jΩ) as illustrated in Fig. 4.4. Thus, the spectral
components in the mismatch identification signal I4,2(jΩ) can be decomposed into
I4,2(jΩ) = I4,2D(jΩ) + I4,2B(jΩ) where the desired spectral component I4,2D(jΩ) is of
the form
I4,2D(jΩ) = K∗4,0c(−jΩ) +K4,2c(jΩ[4]2 )︸ ︷︷ ︸
IQ4,2,1(jΩ)
+K∗4,0c(−jΩ[4]2 ) +K4,2c(jΩ)︸ ︷︷ ︸
IQ4,2,2(jΩ)
,
(4.8)
where IQ4,2,1(jΩ) and IQ4,2,2(jΩ) are the desired I/Q signal pairs in the MIS i4,2D(t)
utilized for the identification of spur K4,2(jΩ) as illustrated in Fig. 4.4 a). The bias
spectral component I4,2B(jΩ), in turn, can be grouped as
I4,2B(jΩ) = K4,3c,F (jΩ) +K∗4,1c,F (−jΩ[4]2 )︸ ︷︷ ︸
B4,2,1(jΩ)
+K∗4,3c,S(−jΩ) +K4,1c,S(jΩ[4]2 )︸ ︷︷ ︸
B4,2,2(jΩ)
+K∗4,1c,F (−jΩ) +K4,3c,F (jΩ[4]2 )︸ ︷︷ ︸
B4,2,3(jΩ)
+K4,1c,S(jΩ) +K∗4,3c,S(−jΩ[4]2 )︸ ︷︷ ︸
B4,2,4(jΩ)
(4.9)
with B4,2,1(jΩ), B4,2,2(jΩ), B4,2,3(jΩ) and B4,2,4(jΩ) being the bias components in
the I/Q signal as seen in Fig. 4.4 b). The first half of the spectral content, originating
from kΩs/2 ≤ Ω < (k + 0.5)Ωs/2, is denoted by K4,mc,F (jΩ). The second half of the
spectral content, originating from (k + 0.5)Ωs/2 ≤ Ω < (k + 1)Ωs/2, is denoted by
K4,mc,S(jΩ).
By feeding i4,2(t) into the I/Q mismatch extraction block illustrated in Fig. 4.4, a
measure of the relative strength between the spur K4,2c(jΩ) and K∗4,0c(−jΩ) is obtained
in the filter W4,2(jΩ) whose frequency response is of the form
W4,2(jΩ) ≈

H4,2(jΩ[4]2 )
H4,0(jΩ[4]2 )
+B4,2(jΩ) for−Ωs/2 ≤ Ω < 0
H4,2(jΩ)
H4,0(jΩ) +B4,2(jΩ) for 0 ≤ Ω < Ωs/2,
(4.10)
with B4,2(jΩ) denoting the bias due to the other spur components, which can be ignored
for practical RRR values, e.g., 40 dB RRR [P1]. More detailed analysis on the impact
of B4,2(jΩ) can be found in [P1]. By next convolving w4,2(t) with x4c,H2(t) gives an
estimate of the spur, denoted by k˜4,2c(t). An estimate of the actual real-valued spur
k4,2(t) can be obtained by taking Re{k˜4,2c(t)}. Subtraction of the spur estimate k˜4,2(t)
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Figure 4.4: MIS i4,2(t) fed into to an I/Q mismatch extraction correction block for recon-
struction of the spur k4,2c(t) in 4 TI-ADC.
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Figure 4.5: Developed Type I blind FRM identification and compensation structure for 4
TI-ADC using I/Q signal processing.
from x4(t) gives the compensated signal y4(t) of the form
y4(t) = x4(t)− Re{w4,2(t) ∗ x4c,H2(t)︸ ︷︷ ︸
k˜4,2c(t)
} = Re{x4c,H(t)− w∗4,2(t) ∗ x∗4c,H2(t)︸ ︷︷ ︸
y4c,H(t)
}.
(4.11)
where the spur component k4,2(t) is considerably reduced. This compensation flow is
depicted in Fig. 4.5.
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Identification of 4 TI-ADC Spurs K4,1 and K4,3 Type I
Following the suppression of spur k4,2(t), the identification and reconstruction of k4,1(t)
and k4,3(t) in y4(t) are to be dealt with next. This task is essentially different compared
to the previous stage as k4,1(t) and k4,3(t) do not share common frequencies, as shown
already in Fig. 3.7. A MIS for the identification of k4,1(t), denoted by i4,1(t), can be
constructed by highpass filtering y4(t) around Ωs/4 < Ω < 3Ωs/4 before performing
a frequency shift of −Ωs/4 via multiplication with p[4]−1(t) and adding it together with
y∗4c,H(t). This creates mirror-frequency pairs where the spur components k4,1(t) are
again in mirror-symmetric manner relative to the fundamental signal term k4,0(t). This
is written more formally as
i4,1(t) = y∗4c,H(t) + [y4(t) ∗ hHP (t)]p[4]−1(t)︸ ︷︷ ︸
y4c,H1(t)
, (4.12)
with hHP (t) denoting the high-pass filter (HPF) impulse response. The principal
spectrum of the MIS, I4,1(jΩ), is illustrated in Fig. 4.5 and whose spectral content is
more formally described by
I4,1(jΩ) = K∗4,0c(−jΩ) +K4,1c(jΩ[4]−1)︸ ︷︷ ︸
IQ4,1,1(jΩ)
+K4,0c,S(jΩ[4]−1) +K∗4,3c,S(−jΩ)︸ ︷︷ ︸
IQ4,1,2(jΩ)
+K∗4,0c,S(−jΩ[4]1 ) +K4,1c,S(jΩ)︸ ︷︷ ︸
IQ4,1,3(jΩ)
+K∗4,1c(−jΩ[4]−1) +K4,3c,F (jΩ) +K∗4,1c,F (−jΩ),
(4.13)
with IQ4,1,1(jΩ), IQ4,1,2(jΩ), IQ4,1,3(jΩ) being the I/Q mirror pairs created. Now,
i4,1(t) can be fed into an I/Q mismatch extraction block which measures the relative
strength of the spur k4,1c(t) to k∗4,0c(t) in the form of a filter W4,1(jΩ), whose frequency
response is given by
W4,1(jΩ) ≈

H4,1(jΩ[4]1 )
H4,0(jΩ[4]1 )
for−Ωs/2 ≤ Ω < −Ωs/4
H∗4,3(−jΩ[4]1 )
H∗4,0(−jΩ[4]1 )
for −Ωs/2 ≤ Ω < 0
H4,1(jΩ)
H4,0(jΩ) for 0 ≤ Ω < Ωs/2,
(4.14)
By filtering a copy of y4c,H(t) with w4,1(t) followed by a Ωs/4 frequency shift, an estimate
of the spur k4,1c(t) is reconstructed, which can be written as
k˜4,1c(t) = [w4,1(t) ∗ y4c,H(t)]p[4]1 (t). (4.15)
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A MIS i4,3(t) can be constructed for the identification of spur k4,3(t), in a similar
fashion to MIS of spur k4,1(t), using the insight given by Fig. 3.7. i4,3(t) is constructed
by filtering y4(t) with low-pass filter (LPF) hLPF (t), which has a passband around
−Ωs/4 < Ω < Ωs/4, followed by a frequency shift of Ωs/4 via multiplication with p[4]1 (t)
before adding it with y∗4c,H(t). The overall process of constructing i4,3(t) is formally
described in
i4,3(t) = y∗4c,H(t) + [y4(t) ∗ hLP (t)]p[4]1 (t)︸ ︷︷ ︸
y4c,H3(t)
. (4.16)
The spectral content I4,3(jΩ) contains specific I/Q mirror-frequency pairs between the
spur components K4,3c(jΩ) and K∗4,0c(−jΩ). Figure 4.5 depicts a principal spectrum
of I4,3(jΩ) with the spectral content being given by
I4,3(jΩ) = K∗4,0c(−jΩ) +K4,3c(jΩ[4]1 )︸ ︷︷ ︸
IQ4,3,1(jΩ)
+K∗4,0c,F (−jΩ[4]1 ) +K4,3c,F (jΩ)︸ ︷︷ ︸
IQ4,3,2(jΩ)
+K4,0c,F (jΩ[4]1 ) +K∗4,1c,F (−jΩ)︸ ︷︷ ︸
IQ4,3,3(jΩ)
+K∗4,3c(−jΩ[4]1 ) +K∗4,3c,S(−jΩ) +K4,1c,F (jΩ).
(4.17)
IQ4,3,1(jΩ), IQ4,3,2(jΩ) and IQ4,3,3(jΩ) denote the I/Q mirror pairs as shown in
Fig. 4.5. By feeding i4,3(t) into an I/Q mismatch extraction block, a compensation filter
W4,3(jΩ) is obtained with the frequency response
W4,3(jΩ) ≈

H∗4,1(−jΩ[4]−1)
H∗4,0(−jΩ[4]−1)
for−Ωs/2 ≤ Ω < −Ωs/4
H4,3(jΩ[4]−1)
H4,0(jΩ[4]−1)
for −Ωs/2 ≤ Ω < 0
H4,3(jΩ)
H4,0(jΩ) for 0 ≤ Ω < Ωs/2,
(4.18)
An estimate of the spur k4,3c(t) can then be reconstructed by filtering y4c,H(t) with
w4,3(t) and frequency shifting it by −Ωs/4 as described in
k˜4,3c(t) = [w4,3(t) ∗ y4c,H(t)]p[4]−1(t). (4.19)
By taking Re{k˜4,1c(t)} and Re{k˜4,3c(t)}, real-valued spur estimates k˜4,1(t) and k˜4,3(t)
are obtained. By subtracting k˜4,1(t) and k˜4,3(t) from y4(t), the compensated signal z4(t)
is finally obtained, expressed as
z4(t) = y4(t)− Re{k˜4,1c(t)} − Re{k˜4,3c(t)}. (4.20)
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This final corrected output signal z4(t) has all three interleaving spur components
K4,1(jΩ), K4,2(jΩ) andK4,3(jΩ) reduced. The FRM spur removal process is depicted as
in Fig. 4.5 and incorporates all the identification and correction steps of spur components
K4,1(jΩ), K4,2(jΩ) and K4,3(jΩ). In general, the transition regions inherent with the
use of the digital filters, i.e., HT, LPF, HPF, affect the reference spur components in
the constructed identification signals i4,1(t), i4,2(t) and i4,3(t) in the baseband sampling
scenario. The filter transition regions prohibit obtaining a complete spur components
reference over exactly full digital bandwidth of the system. This, however, is not a
problem in an IF-sampling scenario as the usage of anti-aliasing filters anyhow restrict
the usage of the full digital BW at the edges [30]. It is also possible to decouple the spur
reconstruction stage from its identification stage, so that the identification stage will be
running in a separate platform, e.g., for an on-chip implementation [61].
4.2.2 4 TI-ADC Identification Structure Type II
In this subsection, an alternative method for the identification of the interleaving spur
components K4,1(jΩ), K4,2(jΩ) and K4,3(jΩ) is presented which does not require the
HT, lowpass and highpass filters in the creation of the interleaving MISs. This reduces
the computational complexity considerably compared to the developed Type I 4 TI-ADC
FRM spur identification and compensation structure of subsection 4.2.1.
Spur K4,2 Identification -Type II
The estimation and reconstruction of K4,2(jΩ) can be done by creating a complex-valued
MIS ik4,2(t) as follows
ik4,2(t) = x4(t)p[8]−2(t). (4.21)
In the spectrum of ik4,2(t), Ik4,2(jΩ), shown in Fig. 4.6, it is seen that by performing a
frequency shift of −2Ωs/8 the spur component K4,2(jΩ) is deliberately placed at the
mirror frequency position of K4,0(jΩ). This allows for the FRM parameter extraction
by measuring the relative strength of the spur K4,2(jΩ[8]−2) to K4,0(jΩ
[8]
−2) [5]. It is seen
here that the MFI mapping in the MIS ik4,2(t) is done via a simple frequency translation
by −2Ωs/8, without the HT stage. This therefore reduces the computational complexity
considerably and allows using any I/Q mirror frequency correlation measurement method,
e.g., the circularity-based algorithm reported in [5], which would yield a filter wk4,2(t)
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whose frequency response is of the form
Wk4,2(jΩ) ≈

H4,2(jΩ[8]−2)
H4,0(jΩ[8]−2)
for −Ωs/2 ≤ Ω < −Ωs/4,
H∗4,2(−jΩ[8]−2)
H∗4,0(−jΩ[8]−2)
for −Ωs/4 < Ω ≤ Ωs/4
H4,2(jΩ[8]−2)
H4,0(jΩ[8]−2)
for Ωs/4 ≤ Ω < Ωs/2.
(4.22)
Using the obtained filter wk4,2(t) to filter i∗k4,2(t) before frequency shifting it by 2Ωs/8
via multiplication with p[8]2 (t), the real valued estimate of the spur k4,2(t), k˜4,2(t), is
obtained. k˜4,2(t) can then be simply subtracted from x4(t) to yield a compensated signal
y4(t). The overall process of obtaining y4(t) is expressed as
y4(t) = x4(t)− [wk4,2(t) ∗ i∗k4,2(t)]p[8]2 (t)︸ ︷︷ ︸
k˜4,2(t)
,
(4.23)
in which the spur component k4,2(t) is considerably reduced as shown in Fig. 4.6.
Spur K1 and K3 Identification -Type II
In the subsequent stage, a MIS, labeled ik4,13(t), is constructed for the joint estimation
and reconstruction of K4,1(jΩ) and K4,3(jΩ) via frequency shifting y4(t) by −Ωs/8 as
described in
ik4,13(t) = y4(t)p[8]−1(t), (4.24)
In Ik4,13(jΩ), shown in Fig. 4.6, it is seen that after the −Ωs/8 frequency shift, the
spur component K∗4,3c(−jΩ) is deliberately placed at the mirror frequency position of
K4,0c(jΩ). At the same time, the −Ωs/8 frequency shift also places the spur component
K4,1c(jΩ) at the mirror frequency position of K∗4,0c(−jΩ). The I/Q mismatch MFI
based algorithms can therefore once again be utilized to extract the FRM parameters
using ik4,13(t). By inputting ik4,13(t) into a MFI extraction algorithm, the relative
strength of the spur K4,1c(jΩ[8]1 ) to K∗4,0c(−jΩ[8]1 ) and K∗4,3c(−jΩ[8]1 ) to K4,0c(jΩ[8]1 )
can be measured and a filter wk4,13(t) is obtained whose frequency response is of the
form
Wk4,13(jΩ) ≈

H4,1(jΩ[8]1 )
H4,0(jΩ[8]1 )
for −Ωs/2 ≤ Ω < −3Ωs/8,
H∗4,3(−jΩ[8]1 )
H∗4,0(−jΩ[8]1 )
for −3Ωs/8 ≤ Ω < Ωs/8
H4,1(jΩ[8]1 )
H4,0(jΩ[8]1 )
for Ωs/8 ≤ Ω < Ωs/2.
(4.25)
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Figure 4.6: Developed Type II blind FRM identification and compensation structure for 4
TI-ADC using I/Q signal processing.
By filtering i∗k4,13(t) with the obtained filter wk4,13(t) and then frequency shifting it by
Ωs/8 via multiplication with p[8]1 (t), estimates of the spurs k4,1c(t) and k∗4,3c(t), denoted
with k˜4,1c(t) and k˜∗4,3c(t), are obtained. Finally, taking 2× Re{k˜4,1c(t) + k˜∗4,3c(t)} yields
estimates of the actual real-valued spurs k4,1(t) and k4,3(t) which can be subtracted
from x4(t) giving a compensated signal y4(t) of the form
z4(t) = y4(t)− 2× Re{[wk4,13(t) ∗ i∗k4,13(t)]p[8]1 (t)}︸ ︷︷ ︸
k˜4,1(t)+k˜4,3(t)
.
(4.26)
where the spur components k4,1(t) and k4,3(t) are considerably reduced as seen in Fig. 4.6.
The joint identification of k4,1(t) and k4,3(t) is another improvement over the prior 4
TI-ADC Type-I method, which identifies k4,1(t) and k4,3(t) separately.
4.2.3 Computational Complexity Analysis
A brief computational complexity analysis of key signal processing operations in the
TI-ADC FRM identification and correction architectures is presented in this subsection.
The goal is to give a brief overview and estimate of the required multiplier elements for
the signal processing operations. The computational complexity analysis is separated
into two parts, i.e., the interleaving FRM identification part and FRM reconstruction
part.
First, the computational complexity of the TI-ADC’s FRM spur identification part is
analyzed. The HT is a signal processing operation utilized to obtain the complex-valued
analytical signal of the TI-ADC output, i.e., x2c,H(t), for the proposed 2-channel TI-ADC
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Type 1 and Type 2 FRM compensation architecture depicted in Fig. 4.2 and Fig. 4.3.
The HT is also utilized in the 4-channel TI-ADC Type 1 FRM compensation architecture
to obtain x4c,H(t) as depicted in Fig. 4.5. A total of NH/2 real valued multiplications
would be required due to the anti-symmetric Hilbert filter coefficients, i.e., employing a
∼ 100-tap would require ∼50 real multiplications. The 4-channel TI-ADC Type 1 FRM
identification part also requires a highpass and a lowpass filter, whose filter orders are
denoted by NHP and NLP . These highpass and lowpass filters can be implemented
using a halfband filter thus reducing their actual required multiplications to NHP /2 and
NLP /2, i.e., using a ∼ 100-tap would result in ∼50 real multiplications. It is noted that
the 4-channel TI-ADC Type 2 FRM compensation architecture depicted in Fig. 4.6 does
not require any Hilbert, lowpass and highpass filtering in its MISs’ construction in the
FRM identification path.
The ±Ωs/2 and ±Ωs/4 frequency shifting operations are required in the 2-channel
TI-ADC Type 1 and Type 2 and 4-channel TI-ADC Type 1 correction architectures.
Frequency shifting a signal by ±Ωs/2 amounts to multiplication by ±{1,−1, 1,−1...} and
frequency shifting a signal by ±Ωs/4 amounts to multiplication by ±{1, j,−1,−j, 1, j, ...}
which consequently has negligible complexity. The 4-channel TI-ADC Type 2 FRM
compensation architecture requires ±Ωs/8 frequency shifts. Frequency shifts by ±Ωs/8
requires multiplication with ±{1, (1 + j)/√2, j, (−1 + j)/√2,−1, (−1− j)/√2,−j, (1−
j)/
√
2, 1, ...}. The complex multiplication of every alternate output sample with 1/√2
increases computational complexity. However, it can be seen that the ±Ωs/8 frequency
shifting requires much less multiplication operations compared to the HT, LPF or HPF
filtering operations.
The computational complexity of the circularity based algorithm, i.e., the required
computation operation is mostly left out of this analysis. The circularity based algo-
rithm’s computational complexity depends upon if a block-based or iterative sample-
based variant is taken and which variant of the circularity based algorithm is used, as
mentioned in section 4.4. These different variants lead to different computational com-
plexity [4, 40,51,52,83]. If an iterative circularity based algorithm, e.g., comparable to
(4.42) and (4.43) as shown in section 4.4, is used to calculate the complex compensation
filter of length Nw, then 2Nw complex multiplications and 2Nw real multiplications are
needed per iteration. This amounts to 10Nw real multiplications per iteration, e.g., for
a 16-tap complex compensation filter, 160 real multiplication would be required per
iteration.
Next, TI-ADC’s FRM spur reconstruction part’s computational complexity is ana-
lyzed. As shown earlier, the computational resources of the frequency shifting operations
by ±Ωs/2 and ±Ωs/4 are negligible. The resources required for the ±Ωs/8 frequency
shift is relatively minimal. Each of the TI-ADC FRM spur reconstruction filters would
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require Nw complex multiplications or 4Nw real multiplication per iteration. For a
16-tap complex compensation filter, this would amount to 64 real multiplications in
the 2-channel TI-ADC Type 1 & Type 2 FRM compensation architecture case and 192
multiplications in the 4-channel TI-ADC Type 1 FRM compensation architecture case.
The 2-channel TI-ADC’s Type 1 & Type 2 as well as the 4-channel TI-ADC Type 1
FRM compensation architecture requires the HT filtering along with the TI-ADC FRM
spurs’ complex correction filters. Assuming a 100-tap Hilbert filter with anti-symmetric
coefficients and 16 taps FRM spur compensation filters, this results to 114 real multi-
plications in the 2-channel TI-ADC case and 242 real multiplications for the 4-channel
TI-ADC cases. For the 4-channel TI-ADC Type 2 FRM compensation architecture,
which does not require the HT and has two 16 taps FRM spur compensation filters,
about 128 real multiplications are required. This shows about ∼ 45% reduction in the
total number of multiplications required compared to the the 4-channel TI-ADC Type
1 FRM compensation architecture. The mismatch identification part does not have to
be continuously running as opposed to the mismatch reconstruction part. Therefore,
the mismatch identification part can be performed at a slower rate and with a smaller
amount of computational resources.
4.3 Identification and Compensation of FRMs in I/Q
Downconversion 2 TI-ADC
In this section, the behavioral model in (3.44) is used to develop a blind identification and
correction of the FRM spurs. In (3.44) it is seen that the individual spur components are
related to the fundamental signal term through (i) complex-conjugation, (ii) frequency
shift by Ωs/2 and (iii) both complex-conjugation and frequency shift by Ωs/2. The
observed signal’s FRM spurs’ identification is done in a cascaded manner building on
this knowledge of the FRM spur structure in (3.44). The identification of the basic I/Q
image spur v2,IQ(t) is carried out first. The identification of the image of the TI spur
v2,IT (t) is carried out next before finally proceeding to the identification of the TI spur
v2,T I(t). All of these identification and processing stages are, naturally, in the complex
domain. Specific transformations, i.e., conjugation, frequency shifting and partially
oversampling by factor of 2 are deployed in order to identify the necessary FRM spur
parameters blindly. Specific MFI pairs are created, if not readily available, between
each FRM spur and the fundamental term. Doing so allows I/Q mismatch based blind
MFI identification algorithms to become applicable in the actual parameter estimation
processing [6].
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Figure 4.7: Principal I/Q mismatch correction architecture.
4.3.1 I/Q Mismatch Image Spur Identification and Correction
The reconstruction of spur v2,IQ(t) can be achieved by feeding the signal v2(t) into a
MFI identification algorithm which measures the relative correlation strength between
the spur V2,IQ(jΩ) and the desired fundamental signal component V2,LD(jΩ) [6]. This
yields a correction filter w2,IQ(t) which has the frequency response of the form
W2,IQ(jΩ) ≈ HT2(jΩ)
H∗T0(−jΩ)
(4.27)
when observed between the region −Ωs/4 ≤ Ω < Ωs/4. Applying the obtained filter
w2,IQ(t) on the signal v∗2(t) creates an estimate of the spur v2,IQ(t), denoted by v˜2,IQ(t).
v˜2,IQ(t) can then be subtracted from v2(t) to yield a compensated signal u2(t) of the
form
u2(t) = v2(t)− [w2,IQ(t) ∗ v∗2(t)]︸ ︷︷ ︸
v˜2,IQ(t)
.
(4.28)
which leads to the spur component v2,IQ(t) being considerably reduced as depicted in
Fig. 4.7.
4.3.2 TI Image Spur Identification and Correction
In the next stage, a MIS i2,IT (t) is constructed for the estimation and reconstruction of
the spur component V2,IT (jΩ). i2,IT (t) is constructed via frequency-shifting the signal
u2(t) by a factor of −1/4 of the angular sampling frequency of the I and Q branch, which
for the angular sampling frequency of Ωs/2 amounts to a shift by −Ωs/8 as described in
i2,IT (t) = u2(t)p[8]−1(t), (4.29)
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Figure 4.8: Proposed blind mismatch identification and compensation structure for interleaving
mismatch’s image spur correction for two-channel IQ-TIC.
In the spectrum of i2,IT (t), illustrated in Fig. 4.8, it can be observed that after the
−Ωs/8 frequency shift, the spur component V2,IT (jΩ) in U2(jΩ) is strategically placed
at the mirror frequency position of the shifted V2,LD(jΩ). Hence, the I/Q mismatch
based MFI algorithm becomes again applicable, operating on i2,IT (t), to extract the
FRM parameters by measuring the strength of V2,IT (jΩ) relative to V2,LD(jΩ) in their
frequency shifted form. Feeding i2,IT (t) into a MFI extraction algorithm results in a
filter w2,IT (t) with the frequency response of the form
W2,IT (jΩ) ≈
HT3(jΩ[8]−1)
H∗T0(−jΩ[8]−1)
(4.30)
when observed between the region −3Ωs/8 ≤ Ω < −Ωs/8. Using the obtained filter
w2,IT (t) to filter i∗2,IT (t) before proceeding with a frequency shift of Ωs/8 creates an
estimate of spur v2,IT (t), v˜2,IT (t). Now v˜2,IT (t) can be subtracted from u2(t) to yield a
compensated signal q2(t) of the form
q2(t) = u2(t)− [w2,IT (t) ∗ i∗2,IT (t)]p[8]1 (t)︸ ︷︷ ︸
v˜2,IT (t)
.
(4.31)
where the spur component v2,IT (t) is considerably reduced as seen in Fig. 4.8.
4.3.3 TI Spur Identification and Correction
For the estimation and reconstruction of the final remaining spur component V2,T I(jΩ),
a MIS i2,T I(t) is created using the auxiliary signals qa(t) and qb(t). The signal q2(t),
which has spurs v2,IQ(t) and v2,IT (t) already suppressed, is first upsampled by a factor of
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Figure 4.9: Proposed blind mismatch identification and compensation structure for
interleaving mismatch’s spur correction for 2-channel IQ-TIC.
2 to obtain q2,up(t). In the next step, q2,up(t) is filtered to create qa(t) using a bandpass
filter, hBP (t), which has its passband located between −Ω′s/4 < Ω < 0 with Ω′s = 2Ωs.
qa(t) provides a reference for the spur component v2,IT (t). Next, the second auxiliary
signal, qb(t), is constructed via performing a Ω′s/8 frequency shift via multiplication with
exp(j[Ω′s/8]t) before applying the bandpass filter hBP (t). It is seen in Fig. 4.9 that the
spectrum of q∗b (t), Q∗b(−jΩ), has a free region in the spectrum between −Ω′s/4 < Ω < 0
where the interpolated reference of the spur v2,T I(t) present in qa(t) can be placed.
Therefore, qa(t) and q∗b (t) are added together to produce the MIS i2,T I(t), as illustrated
in Fig. 4.9. The construction of i2,T I(t) can be expressed as
i2,T I(t) =
(
q2,up(t) ∗ hbp(t)
)︸ ︷︷ ︸
qa(t)
+
(
[q2,up(t) exp(j(Ω′s/8)t)] ∗ hbp(t)︸ ︷︷ ︸
qb(t)
)∗
.
(4.32)
It is seen in Fig. 4.9, that the interpolated spur component V2,T I(jΩ) is deliberately
placed at the mirror frequency position of the interpolated frequency shifted version
of V ∗2,LD(−jΩ). This therefore allows for the identification of V2,T I(jΩ) to be again
carried out blindly via the usage of the MFI based algorithm. Feeding i2,T I(t) into a
MFI block gives a filter with the frequency response of the form
W2,T I(jΩ) ≈
HT1(jΩ[8]−2)
HT0(jΩ[8]−2)
(4.33)
when intepreted for the region −Ω′s/4 ≤ Ω ≤ 0. Therefore using w2,T I(t) to filter
qb(t) and then resynchronizing the sample rate via a downsampling by a factor of 2, an
estimate of v2,T I(t), v˜2,T I(t), is constructed as illustrated in Fig. 4.9. v˜2,T I(t) is then
simply subtracted from q2(t) to produce s2(t). In the final compensated signal s2(t), all
the 3 mismatch spurs v2,IQ(t), v2,T I(t) and v2,IT (t) have been suppressed.
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4.4 MFI-based Blind Learning Algorithms
In all of the various cases and the corresponding MISs created in section 4.1, section 4.2
and section 4.3, the mismatch spur to be identified is placed at the mirror frequency
position of the desired fundamental signal component. This allows using blind MFI iden-
tification techniques such as second order statistics (SOS), e.g. circularity//properness
based methods [6], to efficiently estimate the filters, e.g., w2,1(t), w4,2(t) and w2,T I(t),
needed to reconstruct estimates of the mismatch spur components, e.g., k2,1(t), k4,2(t)
and v2,T I(t).
Below, an arbitrary complex signal signal v(t) is used to describe important SoS
functions that are adopted in the estimation and learning algorithms. These are
• the expected value or mean, µ = E[v(t)].
• the auto-correlation function (ACF),
γ(τ) def= E[v(t)v∗(t− τ)], with τ being the time-lag.
• the complementary auto-correlation function (CACF), c(τ) def= E[v(t)v(t− τ)].
The two fundamental prerequisites for using circularity to learn the optimal filter
coefficients are:
• the ideal baseband equivalent signal v(t) has zero mean, i.e., E[v(t)] = 0.
• there is no correlation between v(t) and its own complex-conjugate v∗(t) for any
given τ , i.e., cv(τ) = E[v(t)v(t− τ)] = E[v(t)(v∗(t− τ))∗] = 0 [6].
In the following developments, the mismatch identification signal i2,2(t) is assumed
to demonstrate how the circularity based algorithm can be utilized to obtain the mis-
match spur reconstruction filter. For more complete descriptions, refer to the original
publications [P1],[P2] and [6]. To illustrate this, let the spectral components in I2,2(jΩ)
with its I/Q pairs, given in (4.4), be first grouped as
I2,2(jΩ) = K∗2,0c(−jΩ) +K∗2,0c(−jΩ[2]1 )︸ ︷︷ ︸
I2,2D(jΩ)
+K2,1c(jΩ[2]1 ) +K2,1c(jΩ)︸ ︷︷ ︸
I2,2M (jΩ)
.
(4.34)
with I2,2D(jΩ) being the desired spectral component and I2,2M (jΩ) being the filtered
mirror frequencies of I2,2D(jΩ). Note that I2,2D(jΩ) and I2,2M (jΩ) are the same
components previously grouped as IQ2,2a(jΩ) and IQ2,2b(jΩ) in (4.4) but are now
simply grouped differently. The prerequisite to be able to utilize circularity to learn
w2,2(t) is that i2,2(t) and its underlying components, i2,2D(t) and i2,2M (t) must have
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zero mean, i.e. E[i2,2(t)] = E[i2,2D(t)] = E[i2,2M (t)] = 0. The second prerequisite is
that i2,2D(t) and i2,2M (t) must be circular, i.e., the CACF of, e.g., i2,2D(t) is of the form
c2,2D(τ) = E[i2,2D(t)i2,2D(t− τ)]
= E[i2,2D(t)
(
i∗2,2D(t− τ)
)∗] = 0, (4.35)
implying that there should be no correlation between i2,2D(t) and i∗2,2D(t) for any
given time lag τ [6]. However, the MIS i2,2(t) contains i2,2D(t) overlayed with a
filtered version of i∗2,2D(t), in the form of i2,2M (t), due to the TI-ADC mismatch. Thus
i2,2(t) will correlate with i∗2,2(t) and this results in E[i2,2(t)2] 6= 0 or more generally
E[i2,2(t)i2,2(t − τ)] 6= 0. Hence, circularity can be utilized to measure the content of
i2,2M (t) in i2,2D(t) and thus to blindly identify the filter w2,2(t) needed to reconstruct
the associated i2,2M (t) spur.
In a simple frequency-independent case, the filter parameter w2,2 restoring the
circularity can be calculated as [6]
w2,2 =
ci2,2(0)
γi2,2(0) +
√
γ2i2,2(0)− |ci2,2(0)|2
, (4.36)
where ci2,2(0) = E[(i2,2(t))2], γi2,2(0) = E[|i2,2(t)|2] and the compensation filter impulse
response is w2,2(t) = w2,2δ(t). In practice, the sample statistics over a block of samples
can be used to approximate the involved ensemble statistics. An approximated simplified
estimator, stemming from (4.36), reads
w˜2,2 =
ci2,2(0)
2γi2,2(0)
. (4.37)
The above frequency-independent solutions can, however, only correct for the mean
value of the actual frequency-dependent mismatches. In order to accommodate true
frequency-dependent mismatch identification and correction, the above frequency-
independent solution in (4.37) can be extended as follows. By first expanding the
circularity-based cost function E[(i2,2(t))2] into E[i2,2(t)i2,2(t)], with i2,2(t) = [i2,2(t), i2,2(t−
1), ... , i2,2(t−N + 1)]T , a frequency-dependent identification solution, represented here
as an N -tap compensation filter w˜2,2, can be calculated as [6]
w˜2,2 = [Γi2,2 + Γ¯i2,2]−1ci2,2 (4.38)
where
ci2,2 = E[i2,2(t)i2,2(t)] = [ci2,2(0), ci2,2(1), ... , ci2,2(N − 1)]T , (4.39)
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Γi2,2 =

γi2,2(0) γi2,2(1) . . . γi2,2(N − 1)
γ∗i2,2(1) γi2,2(0) . . . γi2,2(N − 2)
...
... . . .
...
γ∗i2,2(N − 1) γ∗i2,2(N − 2) . . . γi2,2(0)
, (4.40)
Γ¯i2,2 =

γi2,2(0) γi2,2(1) . . . γi2,2(N − 1)
γi2,2(1) γi2,2(2) . . . γi2,2(N)
...
... . . .
...
γi2,2(N − 1) γi2,2(N) . . . γi2,2(2N − 2)
. (4.41)
As observed in (4.38), this solution requires computing [Γi2,2 + Γ¯i2,2]−1 and the com-
putational complexity increases with the number of taps N . An alternative computing
method can be used where the above block solution in (4.38) is iteratively calculated, in
the form of w2,2it, by using an internal feedback signal f2,2(t) as given in [5]
w2,2it(t) = w2,2it(t− 1)− λf2,2(t− 1)f2,2(t− 1). (4.42)
Here, w2,2it(t) = [w2,2it1, w2,2it2, . . . , w2,2itN ]T , f2,2(t) = [f2,2(t), f2,2(t−1), · · · , f2,2(t−
N + 1)]T and λ = diag[λ1, λ2, · · · , λN ] denotes a diagonal step-size matrix controlling
the convergence rate. Then, w2,2it(t) is applied in the next iteration in filtering the
identification signal i2,2(t) as given by
f2,2(t) = i2,2(t)−wT2,2it(t)i∗2,2(t), (4.43)
where i∗2,2(t) = [i∗2,2(t), i∗2,2(t− 1), · · · , i∗2,2(t−N + 1)]T . The initial value for w2,2it(t)
can be set to all zeros and its convergence is reached when f2,2(t − 1)f2,2(t − 1) ≈ 0,
thus resulting in w2,2it performing similar to w2,2 [5, 6].
The circularity-based learning algorithm adopted here represents only one of the
different variations available in the literature [4, 40, 51, 52, 83]. The exact algorithm
deployed to measure the circularity is essentially decoupled from the mismatch identifi-
cation architecture presented for the various mismatch induced spur components, which
places the mismatch spurs at the mirror frequency position and enables using mirror
frequency correlation-based algorithms such as circularity. Thus, the same mismatch
identification architecture can be used in conjunction with any other circularity-related
computing algorithms with different learning and tracking capabilities [4].
An important condition to ensure successful blind identification can be summarized
using a wideband signal as follows. For a wideband composite input signal consisting
of multiple modulated carrier waveforms, the complex baseband equivalents of the
individual modulated carriers are circular (which applies, e.g., to all typical M-PSK
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and M-QAM modulated signals) and mutually uncorrelated. Therefore, the blind
identification can be successfully carried out even if the original input signal components
and spurious components are overlapping. The zero mean requirement on the input
signal needed to utilize S.O.S. based learning methods can be ensured via notch filtering
the mismatch identification signal before it is fed into the mismatch identification block
to extract the mismatch parameters, [87].
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CHAPTER 5
Hardware Measurements and
Mismatch Correction
Performance Evaluation
This chapter addresses the performance evaluation of the mismatch spur removalalgorithms developed in chapter 4 and in the original thesis publications [P1]-[P6].
The validation is done using measurement data obtained from actual TI-ADC Hardware
(HW) platforms. In total, 3 different HW platforms are utilized in the measurements,
namely, a narrowband high resolution TI-ADC, a wideband medium resolution TI-ADC
and a wideband I/Q downconversion unit combined with medium resolution TI-ADC.
Data collected from these HW measurements are then used in the testing of the mismatch
correction algorithms to evaluate and demonstrate the performance of the proposed
correction algorithms. More examples can be found in the original publications [P1]-[P8].
5.1 Description of Various Measurement HW Plat-
forms
For the purpose of validating and testing the mismatch correction architectures, the 3
different HW platforms which were utilized in the measurement are the following:
1. two 16-bit LTC2208 [41] ADCs operated in the time interleaved manner on PCB
level as illustrated in Fig. 5.1.
2. a 4-channel 12-bit TI-ADC, ADC12D1800RF [80] as illustrated in Fig. 5.2.
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3. a wideband I/Q downconversion circuitry together with the ADC12D1800RF in a
2-channel TI-ADC mode in its I and Q branch as illustrated in Fig. 5.3.
LTC2208 Board Set-Up
ADC0
ADC1
Balun
Balun
Power 
Splitter
180°Clock
LTC2208 
Cable 1
Cable 2
Signal
M
UX
Figure 5.1: Measurement HW configuration of the two 16-bit LTC2208 ADCs operated in
the time interleaved manner on PCB level.
ADC12D1800RF Board Set-Up
Balun
Power 
Splitter
180°Clock ADC12D1800RF Board 
Power 
Splitter
TC1-DESIQ-SBB
Cable 1,2,3,4
ADC2
ADC3
ADC0
ADC1
M
U
X
Signal
Figure 5.2: Measurement HW configuration of the 4-channel TI-ADC ADC12D1800RF in
DESCLKIQ mode.
5.2 FRM Spur Characteristics of Measured HW
5.2.1 LTC2208 HW FRM Measurement
Two state-of-the-art 16-bit ADCs, each having a sampling rate of 120 MHz, were
interleaved to achieve an interleaved sampling frequency of ∼ 240 MHz. The hardware
configuration diagram is shown in Fig. 5.1 . This setup is measured using single tone
CW signals sweeped across the 1st and 2nd Nyquist zones with a total of about 100
frequency points. The measurements were carried out for different temperature values,
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I/Q demodulator board
90°
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Figure 5.3: Measurement HW configuration of I/Q downconversion circuitry in combination
with the ADC12D1800RF operated in 2 TI-ADC mode.
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Figure 5.4: Measured FRM spur k2.1 (gain and phase mismatch) and the RRR of two
interleaved LTC2208 [41] ADCs with single tone CW signals @ -6dBFS input level at 40 ◦C,
20 ◦C & 0 ◦C. The interleaved sampling frequency is about 240 MHz and the mismatch
measurement covers the 1st Nyquist zone (0 to 120 MHz) & 2nd Nyquist zone (120 MHz to
240 MHz).
i.e. 40 ◦C, 20 ◦C & 0 ◦C with the hardware placed in a temperature cupboard. The
measured 2-channel TI-ADC FRM spurs for each temperature setting are depicted in
Fig. 5.4. The data for the TI-ADC mismatch correction prototyping was collected from
the LTC2208 evaluation platform hardware and the correction was performed on the
PC.
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5.2.2 ADC12D1800RF HW FRM Measurement
The ADC12D1800RF is set to operate at a sampling frequency of 2.9 GHz and using
single tone CW signals swept across the 1st and 2nd Nyquist zones, estimates of the
4-channel TI-ADC FRM spurs for this hardware configuration are first measured for a
total of about 100 frequency points at different temperature values, i.e. 40 ◦C, 20 ◦C
& 0 ◦C. The measured strengths of the spurs K4,1(jΩ),K4,2(jΩ) and K4,3(jΩ) at
40 ◦C, 20 ◦C & 0 ◦C respectively are depicted in Fig. 5.5, Fig. 5.6 and Fig. 5.7. These
measurements were carried out in the DESIQCLK mode, in which the ADC has the
largest analog BW of 2.7 GHz available but it requires careful analog hardware matching
when supplying the differential input signal to the two ADC channels [80] to minimize the
interleaving mismatches. During these measurements, a single balun board, TC1 DESIQ,
is used when providing the differential input signals to the two 1.8 GHz ADCs [81].
Due to the balun board’s limited matching accuracy and the need to use external
carefully matched cables to connect the inputs, additional frequency response mismatch
is introduced. Consequently, the interleaving mismatch spurs cannot be significantly
reduced by adjusting the clock phase alone [81]. As can be inferred from Fig. 5.5, Fig. 5.6
and Fig. 5.7, the performance of any oﬄine designed mismatch correction filter, e.g., [72],
will degrade during the TI-ADC’s operation due to mismatch variations, stemming from
temperature changes. This clearly demonstrates the need for either regular recalibration
or adaptive online algorithms [70]. The data for the TI-ADC mismatch correction
prototyping was collected from the ADC12D1800RF evaluation platform hardware and
the correction was performed on the PC.
5.2.3 I/Q Downconversion Circuitry & ADC12D1800RF HW
FRM Measurement
An experimental hardware platform was constructed for preliminary concept and model
verification purposes, consisting of an I/Q demodulator circuitry followed by 2-channel
TI-ADC HW [80] per I and Q branch as depicted in Fig. 5.3. The TI-ADC’s aggregate
sampling rate in the I and Q branches is 1690 MHz. This setup was measured using a set
of single-tone continuous wave (CW) signals which are sequentially fed into the RF input
and then downconverted into baseband. The RF center-frequency range used in the
measurements was 2.7 GHz, which is also the LO frequency. A set of 22 tones injected
sequentially, with tone frequencies ranging between -400MHz to +400MHz relative to
the RF center-frequency, is used to measure the spur characteristics of the test setup.
The complex signal spectra of the collected data are then evaluated and analyzed on the
PC. Figure 5.8 plots the measured spurious components, relative to the fundamental
signal term, consisting of the I/Q mismatch spur, i.e., V2,IQ(jΩ), the interleaving spur,
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Figure 5.5: Measured FRM spur k4.1 (including gain and phase mismatch components) and
the RRR of an ADC12D1800RF in DESCLKIQ mode @ -3dBFS at 40 ◦C, 20 ◦C and 0 ◦C.
The sampling frequency is 2.9 GHz and the mismatch measurement covers the 1st Nyquist
zone (0 to 1.45 GHz) and 2nd Nyquist zone (1.45 GHz to 2.9 GHz).
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Figure 5.6: Measured FRM spur k4.2 (including gain and phase mismatch components) and
the RRR of an ADC12D1800RF in DESCLKIQ mode @ -3dBFS at 40 ◦C, 20 ◦C and 0 ◦C.
The sampling frequency is 2.9 GHz and the mismatch measurement covers the 1st Nyquist
zone (0 to 1.45 GHz) and 2nd Nyquist zone (1.45 GHz to 2.9 GHz).
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Figure 5.7: Measured FRM spur k4.3 (including gain and phase mismatch components) and
the RRR of an ADC12D1800RF in DESCLKIQ mode @ -3dBFS at 40 ◦C, 20 ◦C and 0 ◦C.
The sampling frequency is 2.9 GHz and the mismatch measurement covers the 1st Nyquist
zone (0 to 1.45 GHz) and 2nd Nyquist zone (1.45 GHz to 2.9 GHz).
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Figure 5.8: Measured suppression of different spurious components for input frequencies
ranging between -400 MHz to 400 MHz relative to the 2.7 GHz RF center-frequency.
i.e., V2,T I(jΩ) and the interleaving spur’s image, i.e., V2,IT (jΩ). It is clear that all three
spurious components can limit the SFDR of high-end digital processing systems, thus
giving a strong motivation for using digital post-processing methods to suppress all the
associated spurs.
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5.3 Measured Performance of Proposed Blind Iden-
tification and Correction of TI-ADC FRM Spurs
Suitable multi-tone test scenarios are created by adding multiple datasets of single tone
signals that were injected into the 1st and 2nd Nyquist zone of the interleaved LTC
2208. This is used to create a challenging scenario to demonstrate and evaluate the
TI-ADC’s FRM spur correction performance, as seen in Fig. 5.9 and Fig. 5.10. This is
also done for the ADC12D1800RF, where suitable multi-tone test scenarios are created
by adding multiple datasets of single tone signals. The single tone signals are injected
into the first and second Nyquist zones respectively to create a challenging scenario
to demonstrate and evaluate the frequency response mismatch correction, as seen in
Fig. 5.11 and Fig. 5.12. Creating the multi-tone scenario in such a manner leads to
an increased noise spectral density in the respective spectrum. However, this is not an
relevant issue for the purpose of evaluating and demonstrating the FRM spur rejection
capabilities.
5.3.1 Validation of Proposed Blind Identification and Correc-
tion of 2-channel TI-ADC FRM Spurs using Measured
Data
The FRM spur correction is first performed using the measured data obtained from
the LTC2208. Using 8192 samples of measured data, a 30-tap TI-ADC mismatch spur
correction filter is calculated as given in (4.38) using the Type 1 correction architecture.
The magnitude of the interleaving spur k2,1(t), for the multi-tone scenario in both the
1st Nyquist zone and the 2nd Nyquist zone, are reduced to the noise floor level after
correction, as seen in Fig. 5.9 for the 1st Nyquist zone and in Fig. 5.10 for the 2nd
Nyquist zone, verifying the functionality of the proposed method. The 2 TI-ADC’s post
correction RRR has increased by approximately 50 dBc.
Next, the 2-channel TI-ADC FRM spurs correction performance is evaluated and
illustrated with the proposed Type 2 blind mismatch identification and correction
structure using the measured data from of the 4-channel TI-ADC ADC12D1800RF. The
interleaving spur k4,2(t) is in its structure essentially the same as k2,1(t). Therefore, the
correction of the spur k4,2(t) is performed with the Type 2 2-channel TI-ADC FRM spur
correction architecture using 16384 samples of measured data that are used to calculate a
16-tap interleaving FRM spurs correction filter as given in (4.38). The time interleaving
spur k4,2(t)’s level for the 1st Nyquist zone and for the 2nd Nyquist zone, are reduced to
the noise floor level after correction, as seen in Fig. 5.11 for the 1st Nyquist zone and in
Fig. 5.12 for the 2nd Nyquist zone, verifying the functionality of the proposed method.
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Figure 5.9: Spectrum of two interleaved LTC2208 [41] ADCs with multi-tone scenario in the
1st Nyquist (0 to 120 MHz) zone before and after correction using the proposed Type 1 2
TI-ADC FRM compensation architecture shown in Fig. 4.2.
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Figure 5.10: Spectrum of two interleaved LTC2208 [41] ADCs with multi-tone scenario in
the 2nd Nyquist (120 MHz to 240 MHz) zone before and after correction using the proposed
Type 1 2 TI-ADC FRM compensation architecture shown in Fig. 4.2.
5.3.2 Validation of Proposed Blind Identification and Correc-
tion of 4-channel TI-ADC FRM Spurs using Measured
Data
In the next stage, the time interleaving FRM spurs correction performance is tested for 4-
channel TI-ADC case using the ADC12D1800RF, in which all 3 interleaving spurs k4,1(t),
k4,2(t) and k4,3(t) are mitigated. First, the mitigation of k4,1(t), k4,2(t) and k4,3(t) is
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Figure 5.11: Measured ADC12D1800RF multi-tone spectrum at 20 ◦C in the 1st Nyquist
zone (0 to 1.45 GHz) zone before and after correction using the proposed Type 2 2 TI-ADC
FRM compensation architecture shown in Fig. 4.3.
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Figure 5.12: Measured ADC12D1800RF multi-tone spectrum at 20 ◦C in the second Nyquist
(1.45 GHz to 2.9 GHz) zone before and after correction using the proposed Type 2 2 TI-ADC
FRM compensation architecture shown in Fig. 4.3.
evaluated and illustrated with the proposed Type 1 correction architecture shown in
Fig. 4.5. Using the same multi-tone signal set with 16384 measured data samples,
as utilized in section 5.3.2 for validating the Type 2 2 TI-ADC FRM compensation
architecture, 3 sets of 16-tap interleaving FRM spur correction filters are calculated, as
given in eq. (4.38), for the spurs k4,1(t), k4,2(t) and k4,3(t) each. The magnitude of the
interleaving spurs k4,1(t), k4,2(t) and k4,3(t), for the multi-tone scenario in both the 1st
Nyquist zone and for the 2nd Nyquist zone, are reduced to the noise floor level after
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Figure 5.13: Measured ADC12D1800RF multi-tone spectrum at 20 ◦C in the 1st Nyquist
zone (0 to 1.45 GHz) zone before and after correction using the proposed Type 1 4 TI-ADC
FRM compensation architecture shown in Fig. 4.5.
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Figure 5.14: Measured ADC12D1800RF multi-tone spectrum at 20 ◦C in the second Nyquist
(1.45 GHz to 2.9 GHz) zone before and after correction using the proposed Type 1 4 TI-ADC
FRM compensation architecture shown in Fig. 4.5.
correction, as seen in Fig. 5.13 for the 1st Nyquist zone and in Fig. 5.14 for the 2nd
Nyquist zone, verifying again the functionality of the proposed method.
The alternative Type 2 version of the 4-channel TI-ADC FRM correction architecture
depicted in Fig. 4.6, which has considerably reduced computational complexity compared
to the Type 1 correction architecture, is explored next. Using two multi-tone scenarios,
as shown in Fig. 5.15 for the 1st Nyquist zone and in Fig. 5.16 for the 2nd Nyquist zone,
the Type 2 correction algorithm’s validation is performed. Two sets of 20-tap correction
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Figure 5.15: Measured ADC12D1800RF multi-tone spectrum at 20 ◦C in the 1st Nyquist
zone (0 to 1.45 GHz) zone before and after correction using the proposed Type 2 4 TI-ADC
FRM compensation architecture shown in Fig. 4.6.
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Figure 5.16: Measured ADC12D1800RF multi-tone spectrum at 20 ◦C in the second Nyquist
(1.45 GHz to 2.9 GHz) zone before and after correction using the proposed Type 2 4 TI-ADC
FRM compensation architecture shown in Fig. 4.6.
filters are calculated, as given in (4.38), one for the spur k4,2(t) and another for the joint
reconstruction of k4,1(t) and k4,3(t). After being processed by the Type 2 4-channel
TI-ADC FRM spurs correction architecture, the magnitude of the interleaving spurs
k4,1(t), k4,2(t) and k4,3(t), are reduced to the noise floor level, as seen in Fig. 5.15 for the
1st Nyquist zone and in Fig. 5.16 for the 2nd Nyquist zone, verifying the functionality
of the proposed method.
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It is noted that the further reduction in computational complexity required to
calculate the optimal filter via (4.38) can be reduced by utilizing (4.42). The block-wise
solution in (4.38) requires computing [Γi1 + Γ¯i1]−1, which is circumvented by using the
iteratively calculated optimal filter via (4.42).
5.3.3 Validation of Proposed Blind Identification and Correc-
tion of TI-ADC FRM Spurs using Modulated Communi-
cation Waveforms
Two measured examples with multiple wideband orthogonal frequency division multi-
plexing (OFDM) signals are provided in Fig. 5.17 and Fig. 5.18. The multiple wideband
OFDM signals are located within the TI-ADC’s second Nyquist zone between 1.45GHz
to 2.9GHz. In the RF signal generation phase, the OFDM waveforms are filtered to
further band limit the spectral content and suppress the inherent OFDM sidelobes.
This is done for for better visualization of the TI-ADC’s interleaving spurs’ suppression
after correction. The RF OFDM input signal is digitized by 4-channel TI-ADC, i.e.,
ADC12D1800RF. Blind identification of the FRM is performed using 32k samples of the
4-channel TI-ADC’s output signal with the proposed Type 2 2-channel TI-ADC FRM
compensation architecture using a 40-tap correction filter. Note that due to the large
BW of the OFDM signal, the input power level of the OFDM signal needs to be reduced
accordingly before being fed into the TI-ADC in order to avoid input signal clipping [2].
As the levels of the TI-ADC spurs k4,1(t) and k4,3(t) are considerably lower than spur
k4,2(t), as seen in the measurement results in Fig. 5.5, Fig. 5.6 and Fig. 5.7, it suffices
to perform only the correction of the spur k4,2(t) due to spurs k4,1(t) and k4,3(t) being
already in the noise floor as in Fig. 5.17 and Fig. 5.18. It is shown in Fig. 5.17 and
Fig. 5.18 that accurate spur suppression is achieved using the Type 2 2-channel TI-ADC
FRM compensation architecture.
Next, a multiband quadrature phase shift keying (QPSK) signal scenario is created
using multiple coexisting QPSK signals at different center frequencies. Multiple different
QPSK signals at different center-frequencies, bandwidths and power levels are present
in the simulation environment as depicted in Fig. 5.19. It is seen in Fig. 5.19 that the
weaker signals are subject to interference from the FRM interleaving spurs of stronger
signals. Non-linear distortion terms, i.e., 2nd and 3rd order distortion terms, have also
been introduced into the spectrum and coexist alongside the 4-channel TI-ADC FRMs
spurs. The proposed 4-channel TI-ADC FRM correction method shown in Fig. 4.5 is
used. The circularity based algorithm, as given in (4.38), is utilized to calculate three 8
taps FRM spur correction filters using a signal block consisting of 262k samples. The
obtained FRM interleaving spur correction filters are applied on a multitone CW test
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TI-ADC FRM Spurs
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Figure 5.17: ADC12D1800RF spectra with non-contiguous OFDM input in the second Nyquist
zone (1.45 GHz to 2.9 GHz), uncorrected and corrected using (4.38) and proposed2-channel
TI-ADC Type 2 FRM compensation architecture shown in Fig. 4.3 processing. Each OFDM
waveform is ∼ 50 MHz wide.
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Figure 5.18: ADC12D1800RF spectra with non-contiguous OFDM input in the second Nyquist
zone (1.45 GHz to 2.9 GHz), uncorrected and corrected using (4.38) and proposed 2-channel
TI-ADC Type 2 FRM compensation architecture shown in Fig. 4.3 processing. Each OFDM
waveform is ∼ 80 MHz wide.
signal, which is subjected to the same 4 TI-ADC FRM mismatches. The non-linearity
distortion spurs are not included in the multitone CW test signal scenario so that
the interleaving FRM spur reduction achieved through the calculated filters can be
better observed. It is seen in Fig. 5.20 that using the correction filters calculated from
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HARDWARE MEASUREMENTS AND MISMATCH CORRECTION
PERFORMANCE EVALUATION
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Figure 5.19: Simulated multi-QPSK signal spectrum subject to 4 TI-ADC mismatches before
and after correction using (4.38) and proposedType 2 4 TI-ADC FRM compensation architecture
shown in Fig. 4.5.
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Figure 5.20: Simulated multi-tone test scenario to visualize and characterize the correction
performance of the filters obtained with the signal in Fig. 5.19.
the multi-QPSK signal scenario adopting the correction architecture of Fig. 4.5 and
(4.38) is able to reduce the interleaving FRM spurs close to the -80 dBc level. This
demonstrates the functionality of the proposed identification method and validates the
usage of circularity with actual modulated waveforms. It also shows that the circularity
based algorithm can be used in the presence of the non-linear distortion components to
accurately extract the FRM interleaving spurs.
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5.4 Validation of Proposed Blind Identification and Correction of FRM Spurs in
I/Q Downconversion 2 TI-ADC using Measured Data
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Figure 5.21: Measured 2-channel RF IQ-TIC Multi-tone spectrum before and after FRM
spur correction.
The achieved results clearly demonstrate that the proposed blind schemes can
provide high-performance FRM interleaving spur identification and correction even when
evaluated using modulated waveforms used in communication systems and true-world TI-
ADC board, which were tested with high frequency large bandwidth RF measurements
and actual wideband waveforms.
5.4 Validation of Proposed Blind Identification and
Correction of FRM Spurs in I/Q Downconver-
sion 2 TI-ADC using Measured Data
A multi-tone scenario is constructed to create a challenging scenario to demonstrate and
evaluate the proposed FRM spurs correction architecture depicted in Fig. 4.7, Fig. 4.8
and Fig. 4.9. Multiple CW tones are fed in between -400MHz to +400MHz relative to
the RF center-frequency of 2.7 GHz. All three compensation filters in Fig. 4.7, Fig. 4.8
and Fig. 4.9 are calculated as given in eq. (4.38), with the individual filter lengths being
8 taps. It is clearly seen in Fig. 5.21 that all the spurs v2,IQ(t), v2,T I(t) and v2,IT (t)
are successfully reduced down to the noise floor, verifying again the functionality of the
proposed methods.
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CHAPTER 6
Conclusions
The key results and novel contributions of this thesis are shortly highlighted andsummarized in this chapter. The potential of TI-ADCs in overcoming the individual
ADC’s technological limitations has fueled and still is catalyzing a lot of research effort
in removing the performance limiting frequency response mismatches between the
interleaved ADCs. After reviewing the key contributions made in this thesis work, some
possible future work items are also reviewed and highlighted.
6.1 Summary of Thesis Contributions & Results
The first part of the contributions of this thesis is the comprehensive modeling of the
TI-ADCs using complex valued signals, which provides new insight to the nature of the
TI-ADC FRM spurs, i.e., how the FRM spurs are created, what type of FRM spurs
are present and where they are located in the output spectrum. This also provides the
fundamental starting point and background needed to utilize complex signal processing
in solving the TI-ADC FRM mismatch spur identification and correction problems.
Using the complex-valued FRM spur modeling of the TI-ADCs, various new methods
were then developed for the FRM spurs identification and correction in different types
of TI-ADCs. The major contribution of this thesis includes establishing the fact that
the TI-ADC mismatch parameters can be identified by utilizing the mirror frequency
interference based techniques, which are classically encountered in I/Q downconversion.
This finding led then to new types of architectures for the FRM spur identification and
correction in TI-ADCs. It enabled constructing a first of its kind solution to solving the
major open challenge in the field of time interleaved ADCs, i.e., the blind and adaptive
identification of FRM in time interleaved ADCs. The first known examples of blind
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adaptive FRM correction algorithms for 2-channel TI-ADC were developed which are
able to fully detect the FRM within the band of use [P2],[P5],[P8]. The first known
examples of blind adaptive FRM correction algorithms for 4-channel TI-ADC were then
also developed which are able to estimate and correct the FRM within the band of use
[P1],[P7],[P6].
In addition to this, novel analysis and insight were offered to increase the TI-ADC’s
analog BW. The study of the effects of FRM in wideband I/Q downconversion circuitry
which utilizes TI-ADCs in its analog I and Q branches was carried out. In the analysis,
the interactions between the frequency response mismatches in the various analog stages,
i.e., in the analog I/Q downconversion and TI-ADCs circuitries, were established and
the nature of the resulting spur components was characterized [P4]. This behavior was
previously not systematically studied in the existing literature. It was then followed by
the correction of these FRM mismatches, where the identification and compensation of
the FRM spurs in the analog I/Q downconversion and the 2-channel TI-ADCs circuitry
were all carried out. These are the first known published results which explicitly offer
solutions to the suppression of FRM spurs in the 2-channel I/Q TI-ADC [P3].
Another interesting finding established in the thesis work was that the 2-channel I/Q
TI-ADC’s spectrum, with its corresponding mismatches components, share a lowpass-
bandpass relationship with a 4-channel TI-ADC and its corresponding FRM spurs
[P1].
6.2 Possible Future Work Topics
In the framework of this thesis, various contributions have been made to be able to
deal with the FRM spurs in TI-ADCs and towards extending the analog BW of the TI-
ADCs. However, there is still much work to be done in the field of TI-ADC impairments
mitigation to achieve higher ADC system performance. Listed below are some examples
of possible future work topics:
1. Extending the FRM spur identification and correction techniques to general M-
channel TI-ADCs. The number of interleaved ADCs can amount, e.g., to 24, 32 or
even 64 ADCs [14,36,78]. Therefore, the identification and correction architecture
to suppress the FRM spurs should also be developed to mitigate these spurs in a
TI-ADC with a higher number of interleaved ADCs.
2. Studying the nature of FRM spurs in M-channel I/Q TI-ADCs and developing
corresponding identification and correction solutions. The study of the nature of
the I/Q downconversion process in combination with 2-channel TI-ADC has been
done in this thesis. In the next step, the analysis is to be extended regarding the
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FRM spur components created in the output spectrum when a higher number of
interleaved ADCs are used in combination with the I/Q downconversion process.
3. Developing more advanced S.O.S. algorithms for MFI and/or FRM spurs identifi-
cation. The development of new and improved S.O.S. algorithms for the purposes
of mirror frequency correlation measurement would definitely be beneficial as future
enhancement for the existing MFI measuring algorithms such as those reported
in [4, 5, 40,51,52,83].
4. The study of non-linear non-idealities in TI-ADCs. Apart from linear FRM spurs
correction, the TI-ADCs may also suffer from non-linear distortion spurs which are
typically less severe than FRM mismatch spurs [3, 41, 80]. The study of non-linear
distortion in TI-ADCs and its mitigation is also an interesting topic of future
studies [68,98].
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