Lipschitz properties of some actions of matrix groups  by Pierce, Stephen & Rodman, Leiba
Lipschitz Properties of Some Actions of Matrix Groups 
Stephen Pierce* 
Department of Mathematics 
San Diego State Unioersity 
San Diego, California 92182 
and 
Leiba Rodman’* 
Department of Mathematics 
The College of William and May 
Williamsburg, Virginia 23187-8795 
Dedicated to Professor Chandler Davis 
on the occasion of his mandatory retirement 
Submitted by Peter Rosenthal 
ABSTRACT 
Given an action of a matrix group G on a vector space M, an element x E M is 
said to have a global Lipschitz property if any y in the orbit of x can be achieved by a 
g E G whose distance from the identity is comparable with 1) y - r 11. The global 
Lipschitz property is proved for several matrix group actions, including simultaneous 
similarity, simultaneous equivalence, and simultaneous congruence for m-tuples of 
Hermitian matrices. In the latter case, it is assumed that the hermitian matrices have 
no nonzero common isotropic vector. The local version of the Lipschitz property is 
proved for a general class of matrix group actions that contain, as particular cases, 
simultaneous similarity and simultaneous equivalence. 
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1. INTRODUCTION 
Let G be a group of n X n matrices (over the field R of real numbers) 
which acts on a finite dimensional vector space M over R; in other words, 
there is a function q : G X M -+ M with the following properties: q( I, x) = x 
for all x E M; cp( A, cp(B, x)) = cp( AB, x) for all A, B E G and all x E M. 
We say that an element x E M has the global Lipschitz property (with 
respect to the action p) if there is a constant K > 0 (depending on x only) 
such that for every y E M that belongs to the orbit 
O(x) ={z~M:cp(A,x) =zforsomeAEG} 
there is an A E G for which 
y = ‘P( A, x) and III - 41 < KII y - xlle; (1.1) 
here ]I * 111 represents a norm on the set R’” x” of all IZ X n matrices and I] * II2 
represents a norm on M. Clearly, the global Lipschitz property is indepen- 
dent of choices of the norms II* 111 and I] . 1)s. If every element r E M has the 
global Lipschitz property, then we say that the action 9 has the global 
Lipschitz property. The local Lipschitz property of x E M is defined analo- 
gously, with the additional hypothesis that y is sufficiently close to x. More 
precisely: An element x E M is said to have the local Lipschitz property if 
there are constants K > 0, E > 0 (depending on z only) such that for every 
y E O(x)tith II y - zlh < E there is an A E G satisfying (1.1). We say that 
p has the local Lipschitz property if every x E M has the local Lipschitz 
property. 
We shall use the above concepts of Lipschitz properties also in the 
situations when the ground field is C (the field of complex numbers) or H 
(the division ring of quaternions) rather than R. 
Lipschitz properties of various actions have been studied in [4] (similarity), 
[l] (congruence), and [2] (simultaneous congruence and simultaneous unitary 
congruence); see also Chapter 13 in [3]. 
In this paper we continue this line of research. We prove (Theorem 2.1 in 
the next section) the local Lipschitz property for a fairly general class of 
actions that can be termed generalized similarity, and include, in particular, 
simultaneous similarity, equivalence [ q(( S, T ), r) = S ~’ XT where S and T 
are invertible matrices], and simultaneous equivalence. For these actions we 
prove the global Lipschitz property as well. 
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In contrast, the action of simultaneous congruence does not gen- 
erally have the global Lipschitz property (see example in [2]). We prove 
(Theorem 4.1 in Section 4) that k-tuples of Hermitian matrices without 
nonzero common isotropic vectors do have the global Lipschitz property. 
The main results of this paper are stated and proved (if the proof is fairly 
short) in Sections 2-4. The later sections are devoted to the proof of 
Theorem 4.2, which turns out to be rather long and tedious. 
2. GENERALIZED SIMILARITY: THE LOCAL LIPSCHITZ 
PROPERTY 
Let N be a (real) subspace of Rmxn X Rnx” with the following 
properties: 
(i) (I, I) E N; 
(ii) if (G,, G,) and (F,, F,) belong to N, and G,, F, E Rmx”, G,, F, E 
R”’ n are invertible, then also (G, F;l, G, FL ‘> belongs to N. 
It is easy to see that the set of pairs (G,, G,) E N with invertible G, and G, 
is dense in N, and that for every such pair (G,, G,) the linear transformation 
(X,, X,) + (X,G,, X,G,) is an isomorphism of N. 
Let G be the group consisting of all elements (G,, G,) E N with 
invertible G, and G,, and consider the action q of G on RmXn (the vector 
space of all m X n real matrices) defined as follows: 
cp((G,, G,), x) = G;‘G, x E Rmx”, (G,,G,) E G. 
THEOREM 2.1. The action cp defined as above has the local Lipschitz 
property. 
Proof. We use arguments similar to those used in the proof of 
Theorem 16.2.2 in [3]. 
Fix r E Rmxn, and consider for every y E R” Xn the linear 
transformation 
Wy:N-,Rmxn 
defined by 
WY< Xl, x,> = xx, - x, y> (Xl, X,) E N. 
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One easily verifies that if y E O(x) (the orbit of x), then 
dim Ker WY = dim Ker W, . 
Indeed, if y = G,‘xG,, (G,, G2) E G, then 
Ker W!, = {< X,G,, X,G,) : ( X, , X2> E Ker W,}, (2.1) 
and since the linear transformation (X,, X,) -+ (XrG,, X,G,) is an iso- 
morphism of N, the equality (2.1) f o 11 ows. Fix a projector P, onto Ker W,. At 
this point we use Theorem 13.5.1 in [3], which asserts that for every linear 
transformation 2 : R P + [WY and a given projector P, on Ker Z, there is a 
constant C > 0 such that 
IIP, - PJ < CIIV - ZII 
for some projector P, on Ker V, provided the linear transformation V : R P + 
[w” is such that dim Ker V = dim Ker Z. Thus, there exists a constant K > 0 
such that if y E O(X), then 
llPy - P,ll < KIIW, - WJl (2.2) 
for some projector Py onto Ker WY. (Here and elsewhere in the proof we use 
the spectral norm for 11. II.) But 
(W,-YJX1J2) =X,(x-y), 
and therefore 
Ilw, - Wyll G IIX - yll. 
Thus, (2.2) implies 
IIP, - P,ll G Kllx - yll. (2.3) 
Now observe that (I, Z) E Ker W,, and choose E > 0 so small that P,(Z, I) 
is invertible provided y E O(x) and II y - XII < E. Then (G,, G,) := P,(Z, 
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Z) is such that (G,, G,) E N, q((G,, G,), x) = y, and [because of (2.311 
l](G1, G,) - (I, I) 1) G K’ilx - yk 
where K’ > 0 depends on x only. n 
Using the standard representations of complex numbers as 2 X 2 
real matrices, and of quatemions as 4 X 4 real matrices, the result of 
Theorem 2.1 is easily extended to the complex or quatemionic matrices. 
We indicate some important particular cases of Theorem 2.1. 
EXAMPLE 2.1 (Simultaneous similarity). Let M be the set of all k-tuples 
of real n X n matrices (A,, . . . , Ak), and let the action be given by 
cp(S, (A,, . . . > Ak)) = (S-IA,, S, . . . , S-‘AI, S), 
where S is any invertible R X n matrix. To put this example in the framework 
of Theorem 2.1, let N be a subspace of Rnkxnk X Rnkxnk of the form 
By Theorem 2.1, this action has the local Lipschitz property. 
EXAMPLE 2.2 (Restricted simultaneous similarity). In Example 2.1 one 
can restrict S to a fixed group of n X n matrices G with the property that G 
is the set of invertible elements in the linear subspace spanned by G. For 
example, G can be taken as the group of upper triangular matrices. Again, by 
Theorem 2.1, the local Lipschitz property is ensured. 
EXAMPLE 2.3 (Simultaneous equivalence). Let M be the set of all 
k-tuples ( A,, . . . , A,) of m X n matrices, and let the action be given by 
p(( S, T), (A,, . . . , A,)) = (S-‘A,T,. . . , S-l&T), 
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where (S, T) is any pair of invertible matrices of sizes m X m and n X n, 
respectively. Here the subspace hJ of Theorem 2.1 is identified with 
N= [I[! ; (__. ;]>I:, b ;I:. i1;: 
X E R”‘“, Y E RnXn . 
This action has the local Lipschitz property. 
EXAMPLE 2.4 (Restricted simultaneous equivalence). Let G, (G,) be a 
group of m X m (n X n) matrices with the property that G, (G,) is the set 
of invertible elements in the linear subspace spanned by G, (G,). Again, 
the action q described in Example 2.3, with the additional requirement that 
(S, I’) E G, X G,, has the local Lipschitz property. 
The actions described in Examples 2.1-2.4 with complex or quatemionic 
matrices (rather than real matrices) also have the local Lipschitz property. In 
the next section we shall see that they have the global Lipschitz property as 
well. 
3. GENERALIZED SIMILARITY: THE GLOBAL LIPSCHITZ 
PROPERTY 
Let F be either R, C, or H, and let G be a group of n X n matrices over 
F with the property that G is the set of invertible elements in the real vector 
space spanned by G. 
THEOREM 3.1. Let 
@,(A,,..., A,)) = @+A$,. . . , S-‘A&, S E G, 
be the action defined on the set of k-tuples ( A,, . . . , A,) of n X n matrices 
over F. Then p has the global Lipschitz property. 
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Indeed, this result can be easily deduced from the local Lipschitz 
property of 9 (Example 2.21, using the fact that for every (B,, . . . , B,) E 
O(A l,. . . , A,) there is S E G such that S-‘A,S = Bj (i = 1,. . . , k) and 
(JSII = 1. (The Lipschitz constant given by the local Lipschitz property of q 
may have to be increased to produce the global Lipschitz property.) 
Next, we consider the restricted simultaneous equivalence. Let G, and 
G, be groups of m X m and n X n matrices over F, respectively, with the 
property that Gj is the set of invertible elements in the real subspace spanned 
by the Gj. 
THEOREM 3.2. Let 
cp(( S, T), ( A,, . . . , A,)) = (S-‘A,T, . . .a S-‘AkT), 
(S,T) E G, X G,, 
be the action defined on the set of all k-tuples of n X n matrices over F. Then 
p has the global Lipschitz property. 
The following well-known lemma will be useful in the proof. 
LEMMA 3.3. Let there be given a linear equation AX = B, where A # 0 
and B are given real matrices, and X is a real matrix to be found. If the 
equation is consistent, then it admits a solution X, for which 
IIX,II Q (mmin)-lIIBII, 
where cmi, is the smallest positive singular value of A, and where (1 AlI is the 
spectral norm. 
Indeed, under the hypotheses of Lemma 3.3 one can take X, = A+B, 
where A+ . 1s the Moore-Penrose inverse of A (see, e.g., Section 3.1 in [5]). 
Proof of Theorem 3.2. Fix (A,, . . . , Ak). By Example 2.4 there exist 
K,, E > 0 such that for every (B,, . . . , Bk) E 0( A,, . . . , A,) with 
k III-$ - A,11 < E 
i=l 
there is (S, T) E G, X G, with S-‘A,T = Bi (i = 1,. . . , k) and 
111 - s/I + 111 - TII ,< K, k lJBi - AilI. 
i=l 
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Now let (B,, . . . , Bk) E O( A,, . . . , A,) be such that 
; ,,Bi - Aill 2 F. 
i=l 
We can assume that 
AND LEIBA RODMAK 
S,‘A,T, = B. I’ i = l,...,k, (3.1) 
for some (S,, T,,) E G, X G, with 1) S,,Ij = 1. Consider the system of linear 
equations 
A,X = S,Bi (i = l,...,k), (3.2) 
where X E N, the real subspace spanned by G,. In view of (3.11, the system 
(3.2) is consistent and has an invertible solution X = T,,. Fix a basis E, , . . . , E, 
in N. Then the system (3.2) can be rewritten in the form 
where (~i,, . . j aI, E R are independent unknowns. [If F = C, or F = H, 
then we have to use representations of complex members or quatemions as 
2 X 2 or 4 X 4 real matrices to put the system (3.2) in a form to which 
Lemma 3._3 is applicable.] By Lemma 3.3 applied to the form (3.3), there is a 
solution X E N of (3.2) for which 
where the constant K, > 0 depends on (A,, . . . , Ak) only (and on the choice 
of the norm). (We leave aside the trivial case when all Ai are zeros.) So there 
is X0 E G, such that 
A,X, = S,B, (i = l,...,k) 
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and 
k 
i=l 
indeed, one can take X, in the form X, = X + aT,,, where (Y # 0 is 
sufficiently close to zero. Now 
III - S,,II + III - X,II =G 3 + 2K, i llqll 
i=l 
< 3 + 2K, i JIBi - Aill + 2K, ? llA,ll 
i=l i=l 
3+2K&Ai// +2K, ;,lBi-Ail,. 
i=l I 1 i=l 
So the global Lipschitz property of cp follows with the constant 
3 + 2K, i IIAiII] + 2Kl\. 
4. SIMULTANEOUS 
In this section F = 
complex Hermitian 11 X 
the action 
n 
\ i=l I I 
CONGRUENCE 
C. Let M be the set of m-tuples (A,, . . . , A,) of 
n matrices considered as a real vector space. Consider 
cp(S,(A,,..., A,,)) = (S*A,S, . . . . S*A,S), (4.1) 
where S is any n X n invertible complex matrix and S* is the conjugate 
transpose of S. It is known (see [2]) that q does not have the global Lipschitz 
property (unless n = 1 or m = 1). Therefore, the natural problem in this 
context is to identify m-tuples (A,, . . . , A,) with the global Lipschitz 
property. It was proved in [2] that (A,, . . . , A,) has the global Lipschitz pro- 
perty if a linear combination of A,, . . . , A, is positive definite. In this paper 
we extend this result and prove the following: 
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THEOREM 4.1. Assume that the n x n complex Hermitian matri- 
ces A,,..., A,,, have no nonzero common isotropic vector: The equali- 
ties r*Aj x = 0, i = 1, . . . , m for a vector x E C” imply x = 0. Then the 
m-tuple (A,, . . . , A,,,) has the global Lipschitz property with respect to the 
action (4.1). 
The main step towards the proof of Theorem 4.1 is the proof of the local 
property: 
THEOREM 4.2. Let A,, . . . , A,,, be as in Theorem 4.1. Then ( A,, . . . , A,) 
has the local Lipschitz property with respect to the action (4.1). 
The long proof of Theorem 4.2 is relegated to the later sections. Here we 
will deduce Theorem 4.1 from Theorem 4.2. 
Proof of Theorem 4.1 (assuming Theorem 4.2). Let A,, . . . , A,,, be as in 
Theorem 4.1. We verify first that there is q > 0 such that the quotient 
is bounded when S E C”‘” is invertible and 1) S II > q. Indeed, let S = HU 
be the polar decomposition of S, with positive definite H and unitary U. 
Let cr be the largest eigenvalue of H with a unit eigenvector Uv, v E 
C nX”. Now, assuming (without loss of generality) that the norm (I.(( is the 
Frobenius norm 11 All = <Et i=l laii12)1/2, we have 
Further, denoting by (x, y> the standard scalar product in C”, we have 
&IIS*AiS - Aill > 5 (((S*AS - Ai)v,v)le 
i=l 
= igIj(AiHU~, HUV) - (A,v,v))~ 
= & 1 cr”( A,Uv, Uv) - ( Aiv, v) 1’ 
2 i~~~~~‘(Ai~~,~~)~’ - : ((Aw)(~> 
i=l 
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where the inequality 1~~1’ < 212, - z212 + 21.~~1~ for zr, z2 E C was used. 
Let 
M, = inf 
/,U(,=r [ :(Aiu.u)“]. 
which is positive because Ai (i = 1,. . . , m) have no nonzero common 
isotropic vector; then 
: lIS*A,S - Aill a +a4M, - Ml, (4.2) 
i=l 
where M, = C&11Aj112. Thus 
which is bounded if (Y > n- ’ 1) S 1) is sufficiently large. 
Next, we observe the following fact (easily proved by contradiction, for 
example): For every Q1 > 0 there exists Q2 > 0 such that whenever 
Bj = S*AjS, i=l ,*.., m, (4.3) 
for some invertible S E C”’ n and 
it IlBj - Aill > Q2, 
i=l 
then IJSJI > Qr. Combining this fact with the assertion proved in the previous 
paragraph, we obtain that there exist constants M, K, > 0 [depending on 
(A 1,. . . , A,) only] such that whenever (4.3) holds and 
icl IlBi - AiII > M, 
then 
111 - sll < K, E (IBj - Ail/. 
i=l 
(4.4) 
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On the other hand, by Theorem 4.2 there exist K,, 
(B I,. . . , B,,) E O(A,, . . . , A,,) with 
2 IIBi - AiII < E 
i=l 
AND LEIBA RODMAN 
F > 0 such that for any 
there exists invertible S E Cl”” satisfying (4.2) and for which 
(4.5) 
i=l 
We now consider the case where 
If Bj = S*AiS for an invertible S E CnX”, then (4.2) combined with (4.6) 
shows that JlSl( < K,, where the constant K, > 0 depends on (A,, . . . , A,,,) 
only. So 
111 - SII < K, + 1 < &-I( K, + 1) E llBi - A[(. (4.7) 
i=l 
In view of (4.4) (4.5) and (4.7) the global Lipschitz property follows. n 
We conclude this section with an extension of Theorem 4.1 to simultane- 
ous congruence of not necessarily Hermitian matrices. 
THEOREM 4.3. Let M be the set of all m-tuples (A,, . . . , A,,,) c$ n x n 
complex matrices, and consider the action 
(p(S, (A,, . . . > A,,,)) = (S*A, s, . . . > S*A,,,S) > 
where S E CnX” is inuertible. If the equalities 
(A,%, x) = ... = (A,,,x, x) = 0, x E C”, 
hold simultaneously only for x = 0, then the action 9 has the global Lipschitz 
propetiy. 
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Proof. The 2m-tuple of n X n Hermitian matrices 
B,, = ;( Aj + A,*), B,j_l =&(A~-A;), j=i ,..., m, 
satisfies the hypotheses of Theorem 4.1. Therefore, there exists K > 0 such 
that for any 2m-tuple (C,, . . . , C,,) which is simultaneously congruent to 
(B ,, , . . , Bzm) there exists an invertible S E CnX” with the properties that 
Cj = S*B,S, j = 1,...,2m, (4.8) 
and 
(4.9) 
We apply this statement for 
Czj = ;(A; + A;*), C& = ;(A; - A;*) (j = l,..., m), 
where (A’,,..., A’,) is an m-tuple of matrices which is simultaneously 
congruent to (A,, . . . , 
and since 
A,,). Clearly, (4.8) implies A> = S*AjS, j = 1, . . . , m, 
we obtain 
((I - SI( < 2K E (jAj - A$ 
j=l 
5. PROOF OF THEOREM 4.2: PRELIMINARIES 
Throughout this and the next two sections we fix an m-tuple of n X n 
Hermitian matrices (A,, . . . , A,) that have no nonzero common isotropic 
vector. From now on all matrix norms are assumed to be the Frobenius norm. 
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In this section we develop some preliminary results needed for the proof 
of Theorem 4.2. 
LEMMA 5.1. The group of automorphs 
H = (X E CnXn: Xinvertible; X*A,X = Ai, i = 1, . . . . m) (5.1) 
is bounded. 
Proof. Arguing by contradiction, assume H is not bounded. Then there 
exist a sequence {X,}y= I, X, E H, and a sequence of unit vectors {uk}TZl, 
uk E C”, such that (1 Xkuk(l -+ m as k + cc). Let u be any limit vector of the 
sequence IlXk~~ll-i(X~~~). We denote by (x, y> the standard scalar product 
in @“. Then for i = 1,. . . , m we have 
(5.2) 
a contradiction with the nonexistence of common nonzero isotropic vectors 
for A,, . . . , A,. H 
By the Peter-Weyl theorem, the group H is simultaneously similar to a 
group of unitary matrices: there is an invertible S E C”‘” such that S-‘XS 
is unitary for every X E H. Clearly, {S’XS : X E H} is the group of auto- 
morphs for the m-tuple (S*A,S, . . . , S*S,S). Since the hypotheses and con- 
clusions of Theorem 4.2 are invariant under the replacement of (A,, . . . , 
A,) by any fixed m-tuple which is simultaneously congruent to (A,, . . . , A,), 
we can assume without loss of generality that the group of automorphs of 
(A,,..., A,) consists of unitary matrices. 
The following construction will be useful. Given an n X n matrix T, a 
decomposition T = D + N will be called a DN decomposition (diagonal + 
nilpotent) if there exists a unitary matrix U such that U*DU is diagonal and 
U*NU is strictly upper triangular. The existence of a DN decomposition 
follows immediately from the Schur triangular form. Clearly the DN decom- 
position is not unique. Some of its properties are described below. 
PROPOSITION 5.2. Let T = D + N be a DN &composition. Then: 
(1) D is normal and N is nilpotent. 
(2) The eigenvalues of D are the same as those of T, including 
multiplicities. 
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(3) 1)D))2 = CT= 1Jhi12, where {h,),T=, are the eigenvalues of T. 
(4) IlNl12 = lITlIz - 11D112. 
The proof is elementary and is left to the reader. 
Because of (3) and (4, the norms III - DJI and (JNII are independent of 
the choice of DN decomposition. 
LEMMA 5.3. Let A,, . . . , A,,, be n X n Hermitian matrices with no 
nonzero common isotropic vectors. Then there exists a > 0 (depending on Ai 
only) such that 
lINl12 < CY 2 IlNA, + A,N*112 (5.3) 
i=l 
for every nilpotent matrix N. 
Proof. First observe that there exists p > 0 (depending on Ai only) 
such that 
llxl12 Q P E IIxA$ (5.4) 
i=l 
for every 1 X n row x. Indeed, (5.4) is homogeneous, and so we can 
assume that I(x(J = 1. The continuous function F(x) = X7= 1JJxA,l(2 is posi- 
tive (because fir_ I Ker Ai = {O}), and therefore one can take 
Now we produce the proof of Lemma 5.3 itself. By induction on n, we can 
assume that the lemma is proved for all m-tuples of Hermitian matrices of 
the form (PA, P, . . . , PA,,, P), where P is an orthogonal projector of rank 
n - 1, and PA,P are understood as linear transformations on Range(P) 
expressed as (n - 1) X (n - 1) Hermitian matrices with respect to some 
orthogonal basis in Range(P). Moreover, we will assume (again by induction 
on n) that the constant rw in (5.3) is independent of the choice of P; in other 
words, there is (Ye > 0 such that for any orthogonal projector P of rank 
n - 1 and any nilpotent (n - 1) X (n - 1) matrix N, we have 
lIN,l12 < ~~i$lIIN~PAiP + PAiPN~I12* (5.5) 
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Let N be an n X n nilpotent matrix, and write 
0 
N= o ;, 
[ 1 
with respect to a suitable orthogonal decomposition of C”, where N, is 
(n - 1) X (n - 1). Partition Ai accordingly: 
A, = 
,l 
[ 1 2; Ai * 12 Ai ’ 
Now 
NAi + AiN* = 
xA;, + Ai2x* Ai2N:’ + xAi, 
A, 
14 
x.* + N A* 
1 r2 1 N,Ai4 + Ai4NI* . 
Since N, is nilpotent, by (5.5) we have 
IIN# G (Ye 2 llNl~,, + ~~~~~11~ G (Ye E IINA, + AJW 
i=l i=l 
By (5.4) (here C, and C, are constants depending on n and m only), 
F INA, + A~N*II~ 
i=l 
+ mPC,, z”;:,l\Ai?l/‘. IIN$ll” 
. . 
G PC, E IINA, + A,N*ll” + PC, maxll Ail\" . a, E IINA, + A,N*l(“. 
i=l i=l 
So (5.3) holds with 
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The formula for (Y obtained in the proof of Lemma 5.3 shows that one 
can take (Y to be a polynomial in two variables P, y given by 
and the positive coefficients of this polynomial depend on m and n only. 
We conclude with a lemma that states, roughly speaking, that, given 
an invertible matrix X, the norms jlxX]l, where x E C” and 11x:1/ = 1, are 
uniformly bounded below by the smallest absolute value of its eigenvalues, 
provided the upper triangular part of the matrix is uniformly bounded with 
respect to its diagonal part. 
LEMMA 5.4. Let X be an n x n invertible matrix, with a DN decomposi- 
tion X = D + N, and having eigenvalues h,, . . . , A,. Zf 
II N II 
__ =s c, 
I Ajl 
for i = l,...,n, 
where C, is a given positive constant, then 
llxxll 
- 2 C, min (~$1 
IIXII l=Gi<n 
(5.6) 
(5.7) 
for evey nonzero x E C”, where the positive constant C, depends on C, and 
n only. (We use the Euclidean norm IIxJJ for x E C”). 
Proof. Without loss of generality, we can assume that X is scaled so that 
minlGjcn\hi\ = 1. Arguing b y contradiction, assume there is a sequence 
{X,}: = 1 of n X n matrices having minimal absolute value of eigenvalues 
equal to 1, such that in a DN decomposition X,, = D,, + N,,, the inequality 
II N,,, I( < C, holds, and there is a sequence {X,]: = 1 of unit vectors in C” such 
that IIX, x,11 + 0 as m + m. Applying a unitary similarity to X, and passing 
(if necessary) to subsequences of {X,}E,= 1 and of { r,}~= 1, we can assume 
that D?,, is diagonal, N,,, is strictly upper triangular with N, --f N for some 
N, and x, + x for some unit vector x. We have 
Iim JJDmzx,, + Nxll = 0. (5.8) m-m 
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Let xi’, . . . ) x$‘) be the components of x, and let x(r), . . . , xc”) be the 
components of x. Since N is strictly upper triangular, the last component of 
Nx is zero. The equality (5.8) implies that lim, -) p xi,“’ = 0, and therefore 
x(n) = 0. Now it follows that the second to last component of Nx is zero, and 
(5.8) implies limm+oc “2-i) = 0, i.e., x (n-1) = 0. Continuing in this way, we 
obtain eventually that x = 0, a contradiction. n 
6. THE IRREDUCIBLE CASE 
By Lemma 5.1 and the remark thereafter, we can assume for the purpose 
of the proof of Theorem 4.2 that the group 
H={Tinvertible:TA,T*=Ai,i=l,...,m) 
consists of unitary matrices. Suppose in addition that {A,, . . . , A,} is irre- 
ducible, i.e., their only common invariant subspaces are (0) and C’“. Then if 
U E H, we have UA, = A,U, and hence the irreducibility of (A,, . . . , A,,,} 
implies that U is scalar. 
REMARK. Observe that the property of irreducibility of {A,, . . . , A,} is 
not invariant under simultaneous congruence. It is left to the reader to 
construct simple examples with m = n = 2. 
In this section we consider the particular case of irreducible m-tuples of 
matrices. In fact, it will be more convenient for us to work with a stronger 
concept of irreducibility which is invariant under simultaneous congruence. 
Thus, we say that an m-tuple {A,, . . . , A,} of n X n Hermitian matrices 
is c-irreducible if the m-tuple (XA, X *, . . . , XA,, X *} is irreducible for 
every nonsingular matrix X. It is for the c-irreducible case that we prove 
Theorem 4.2 in this section. More precisely, the following result will be 
verified. 
THEOREM 6.1. Let {A,,..., A,,,} be a c-irreducible m-tuple of Hermitian 
matrices having no nonzero common isotropic vectors. Assume further that 
the group H defined above consists only of the unitary scalar matrices. Then 
there are constants K. E > 0 such that 
idlIZ - Sl12 G K c IIB, - A,(?, 
q=l 
(6.1) 
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where B,, . . . , B, are such that the equalities 
B, = SA,S*, q = l,...,m, 
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(6.2) 
hold for som.e invertible S E C”“‘, the inequality 
E IIB, - A$ < E 
q=l 
holds, and the infimum in (6.1) is taken over all invertible S satisfying (6.2). 
Clearly, Theorem 6.1 implies Theorem 4.2 (under the additional 
hypothesis that {A,, . . . , A,} are c-irreducible). 
The rest of this section will be devoted to the proof of Theorem 6.1 and 
several auxiliary statements needed for the proof. 
Arguing by contradiction, we assume there is a sequence S, + 1 such 
that 
lim 
111 - s# 
=CG 
k-m C&r,IIS,A& - Aq/12 ’ 
(6.3) 
where S, is chosen to be “close to the best possible,” i.e., such that (II - S,(I 
is close to inf 1) I - TII, where the i&mum is taken over all invertible T 
satisfying 
S,A,S,* = TA,T*, q=l >***> m. (6.4) 
Because of the structure of the group H, for a fixed S,, the only invertible 
matrices T satisfying (6.4) are obtained by multiplying S, with a unimodular 
number. By changing S, slightly, we may assume that all eigenvalues of 
S, are distinct and nonreal. Let S, = D, + Nk be a DN decomposition 
of S,. We have 
IlS,l12 = llD,l12 + ll&l12. 
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Passing to a suitable subsequence of {Sk};= 1 if necessary, we consider three 
cases: 
case 1: 
case 2: 
case 3: 
lim 
III - Dkl12 = o, 
k+a ll~JJ12 
llNkl12 
k+m )(I - DJ2 = O; 
(6.5) 
(6.6) 
(6.7) 
First, consider case 1. Writing Sk = D, + Nk, we have 
E llS,A,S,* - 4,/l” 
q=l 
= qcl IND, - I) A&D, - I)* + AY( D, - I)* + (D, - I) A,, 
+N,A,(D, - Z)* + (Dk - Z)A,N,* 
+N,A, +A,N,* + NkA,N;/j2 
> 2 jlNk~q + AqN; + NkAqN;112 - C,iIZ - D$ 
q=l 
> 5 11~~~~ + A,N;II’ - C,IIZ - Dkl12 - C211NJ3> (6.8) 
q=l 
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where C,, C, are positive 
Hence 
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constants that depend only on {A,, . . . , A,}. 
< lim 
III - DJ2 + llN~l12 
k+m C&ilINkA4 + A,N;l12 - C,llI - DJ2 - C211~kJ/3 
by Lemma 5.3, where (Y > 0 depends only on {A,, . . . , A,}. Since {Sk) * I, 
we have (Nk) --) 0; thus the above limit is finite [in view of (6.5)] and we have 
a contradiction to (6.3) in the first case. 
For the second case, suppose that (6.6) holds. Let & be an eigenvalue of 
Sk, and zik a corresponding unit eigenvector. Passing to a subsequence if 
necessary, we assume that {ok} -+ u for some unit vector 2). In view of (6.61, 
lim 
111 - SkIi2 
lim 
111 - D&l2 
k-rm C;=i,(ISkAqS,$ - A,[/” = k+m C~=,(jSkAyS; - A,/(” 
< lim 
111 - D,Il’ 
k+m E;=,/((S,A,S: - A&&)I” 
= lim 
111 - Q/l2 
k+m C;=i(l&12 - I)2((Aq~k,~k)(2’ 
(6.9) 
Since {A,,..., A,} have no common nonzero isotropic vectors, (6.9) will be 
finite [and therefore will contradict (6.3)] unless we have 
lim 
111 - Dkf = o. 
k-+(n (j&l2 - I)’ 
(6.10) 
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for any sequence of eigenvalues {hk} of S,. We assume therefore that (6.10) 
holds. Then 
where the positive constant C, is independent of k. Now 
where hkl, . . . , A,, are all the eigenvalues of S,, and 
IlD,D: - Zl12 = 2 (lAki12 - I)‘, 
i=l 
llS,S,* - Ill2 
III - SkII G 
Ey=l(Ihki12 - 1)2 + C,IINkII’ 
111 - D,l12 + llN~l12 ’ 
which tends to zero in view of (6.6) and (6.10). So, using (6.3), we obtain 
lim 
III - SkII2 
k*oj C;z;=&4,S: - A,/? + llSkS,* - Ztt2 
= 00. 
In other words, we have obtained an equality just like (6.3), but with the 
identity matrix Z adjoined to the set A,, . . . , A,. By Theorem 1.1 in 121, 
there exist unimodular numbers Z_Q + 1 such that the matrices Sk := Z..QS~ 
have the property that 
lim sup 
III - SkII 
< 00, 
and we can replace here lim sup by lim (passing, if necessary, to a subse- 
quence). Also, slightly perturbing Z..Q is necessary, we ensure that S, has no 
real eigenvalues. If 
lim 
III - S,l12 = oc 
k*=c I&S,* - I[(’ ’ 
(6.12) 
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then implies 
a contradiction with (6.3). Thus, we can assume that 
(6.13) 
we will now-repeat all the previous argument_ with Sk replaced by Sk. Let 
Sk = D, + Nk be the DN 
III - &II” 
= k-m ljj$l12 
0, a, or R (where 0 < fl < co), (6.14) 
We show that the first two cases lead to a contradiction. Indeed, as we have 
seen above (the beginning of the proof of case 2) the second case in (6.14) 
leads to a contradiction if 
lim inf 
III - &II2 
k-m ($J _ I)2 < cu 
for some sequence of eigenvalues { &) of {Sk}. Thus, to show that the first 
two cases in (6.14) lead to a contradiction, we only have to verify that 
lim 
IltiJ12 
k-m )(I _ fi,Jl” = ’ 
and 
lim 
111 - &I” 
k+m (jikl2 _ 1)’ = w 
(6.15) 
(6.16) 
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(where h, is any eigenvalue of Sk) are incompatible with (6.13). The equality 
(6.15) can be rewritten in the form 
Rewrite (6.13) in the form 
(6.17) 
where Xkl,. . . , &,, are all the eigenvalues of Sk, and C, is a positive constant 
independent of k. In view of (6.15) we obtain 
lim C~=,(lhki12 - l)’ > o 
k+m III - &II” ’ 
a contradiction with (6.16). 
That the third case in (6.14) also leads to a contradiction with (6.3) follows 
from Proposition 6.2 below. 
Finally, case 3 [given by (6.7)] contradicts (6.3) as well, in view of the 
same Proposition 6.2. 
PROPOSITION 6.2. Let { A,, . . . , A,} be a c-irreducible m-tuple of 
Hermitian n X n matrices without nonzero common isotropic vectors. Let 
{Sk}:= 1 be a sequence of invertible n x n matrices with the following 
properties : 
(1) Write a DN decomposition S, = Dk + N,; then 
lim 
III - Qll” = Q 
k-m l]Nkll” ’ 
where O<Cl<a. (6.18) 
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(2) Sk + I as k --) a. 
(3) Sk has distinct eigenvalues for all k, and has no real eigenvalues. 
Then there exist u&nodular numbers { &T= 1 such that for some subsequence 
(k,};,, 
(6.19) 
Observe that under the hypotheses of Proposition 6.2 the group of 
automorphs 
I T E CnXn : T invertible and TA,T* = Aj, i = 1,. . . , m) 
consists only of unimodular scalar multiples of 1. Indeed, by Lemma 5.1 
this group is bounded, and therefore (using the Peter-Weyl theorem) we 
can assume that this group consists of unitary matrices. The c-irreducibility 
property of {A,, . . . , A,) implies that the algebra generated by A,, . . . , A, 
coincides with the algebra of all n X n matrices, and therefore the group of 
automorphs, which can be identified with 
1 T E C”‘” : T unitary and TA, = A,T; i = 1,. . . , rn) 
coincides with {AZ : 1 Al = l}, as asserted. 
We need some auxiliary notions and lemmas for the proof of 
Proposition 6.2. We assume the hypotheses of Proposition 6.2 throughout for 
the rest of this section. 
From (6.18), together with the argument in case 2 [see (6.9)1, we may 
assume that (6.10) holds. Let hkl, . . . , Akn be the eigenvalues of Sk. For a 
given pair (i,j), 1 6 i,j Q n, we say that the sequences {AJ and (hkj} are 
clustered if 
lim _I” - &II2 =CC 
k-+m lh,& - 11’ ’ 
(6.20) 
and unclustered otherwise. [Pass to a subsequence if necessary to ensure that 
for every pair (i, j) the left side of (6.20) either has a finite limit or goes to m.1 
LEMMA 6.3. Being clustered is an equivalence relation on (1, . . . , n}. 
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Proof. Reflexivity follows from (6.10). Symmetry is obvious. To prove 
transitivity, suppose that (i, j) and (j, 1) are clustered. Then 
lim IAki Akj - 11 
k+m III - D,ll = O. 
Compute 
= lim 
k+m 
< lim 
k+m 
by (6.10) and (6.21). Now 
(hkjh,j - 1 + 1 - hkjhkjl 
III - D,lI 
liki Akj - 11 
111 - D,II 
(6.21) 
,im IAki Akl - 11 
k-*m 111 - D,ll G k% III - D,(I 
< lim l’ki - ‘kjl + l'kj - ‘kll 
’ k+m III - D,II = O, 
and hence {A, i} and (A,,} are clustered. a 
LEMMA 6.4. The equivalence relation of being clustered verified in 
Lemma 6.3 produces more than one equivalence class. 
Proof. Using a subsequence if necessary, we assume that each sequence 
{A&, is always in quadrant 1 or always in quadrant 4. If every 
sequence {Ak&r were in quadrant 1, say, we could find a sequence {IL+), 
lzL$l = 1, Wk + 1, such that the sequences of eigenvalues of w,S, are in 
both quadrants 1 and 4 (at this point we use the fact that all eigenvalues of Sk 
are nonreal). Replacing, if necessary, Sk by wk Sk, we can assume from the 
start that there are sequences {Aki}r= I in both quadrants 1 and 4. 
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Among all the eigenvalues Aki, i = 1,. . . , n, let A,, be the farthest from 
1. Suppose, for example, that A,, lies in quadrant 1 (if hki lies in quadrant 4, 
then the changes in the subsequent reasoning are obvious). The equality 
(6.10) ensures that 
/ii ,,;l;_l;, = co. (6.22) 
Fix E > 0. We will show that hkl is in the cone 
a(&) = 1 +re”:r> 
( 
for k large enough. 
1 0 
= 1 + ?-eis, with r > 0. Then for every 
.si > 0 equation (6.22) implies ( 1 AkilL - 11 < rcl for all sufficiently large k. 
This inequality can be rewritten in the form 
Since A,, + 1 as k + 00, we have r + 0 as k + cc, and therefore for a 
suitably chosen ,si the numbers Akl are in O(E) (for large k). 
Let Ak2 be any eigenvalue of Sk lying in quadrant 4. It follows from the 
discussion in the previous paragraph that the triangle Ak formed by 1, 
Aki, A,, has an angle greater than (r/2) - E at 1 (for k sufficiently large), 
and therefore 
lAkl - Akzl > ~(11 - Akll + II - Akzl) (6.23) 
for sufficiently large k, where the constant s > 0 depends only on E. By the 
choice of Akl as the farthest eigenvalue of Sk from 1 we have 
lim 
III - qJ12 = M < 
k+m 11 - Ak.(’ 
a. 
Now by (6.23) and (6.241 
lim 141 - Ak21 ~” > o 
k+s 111 -&II M ’ 
(6.24) 
and therefore {A,,} and {Ak2} are unclustered (cf. the proof of Lemma 6.3). 
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Let vki be a unit eigenvector of S, corresponding to hki. We assume, 
using a subsequence if necessary, that 
lim vki = vi. 
k-+m 
(6.25) 
Unfortunately, the vi may be linearly dependent. The next lemma addresses 
this problem. 
LEMMA 6.5. Assume that 
lim 
III - S# 
k*ffi c;= rllSk A<$‘; - A$ 
= 00. (6.26) 
lf the vi in (6.25) are linearly dependent, then there is a sequence of matrices 
Y I 
{Z& , satisfying all of the following: 
(a) The eigenvalues of 2, are the same as those of Sk. 
(b) If {wki}Fzl are unit eigenvectors of 2, corresponding to 
eigenvalues and wi = limk _ ~ wki, i = 1, . . . , n, then wl, . . . , w, 
independent. 
the distinct 
are linearly 
(c) lf M, is the nilpotent part of Z, in a DN decomposition, then 
11 M, II - = kk llNkll l. 
Before we embark on the proof of Lemma 6.5, let us note that in the 
course of the proof we alter the S, by changing their nilpotent parts only. 
Furthermore, part (c) indicates that the alteration can be done so that 
III - SkII 
,‘2 III - Z,ll = l 
and 
lim 
C’4’= lll& A<$ - A$ 
k-= C;=,(jZ,AqZ; - Ay)/2 = 
1 
’ 
(6.27) 
(6.28) 
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Thus, if we can use the 2, to force the m-tuple {A,, . . . , A,) to be 
c-reducible, we have verified Proposition 6.2. 
Proof. For ease of notation, let { hkl}, . . . , {hkr) be an equivalence class 
of clustered sequences of eigenvalues of Sk. Let {Ak. r+ 1}, . . . , { hkn} be all the 
other sequences of eigenvalues of {Sk}. Each S, is unitarily similar to 
where the eigenvalues of U, are {hkl), . . . , {Akr}, and ZJ, and R, are upper 
triangular. Let 
be a unit eigenvector of Qk corresponding to Aki, i = 1, . . . , n. Then 
R, xki + Tk yki = hki xki. (6.29) 
Suppose 1 < i < r. Then Tk yki # 0, and we have 
I[( AkiZ - Rk) xki 11 = IITk ykill G IITkII ykill. (6.30) 
Note that (6.27) and Tk yki # 0 imply xki f 0. Now 
(6.31) 
Now if Akj is an eigenvalue of R,, then {Aki} and {Akj} are unclustered; 
hence there is a positive constant C, > 0 such that 
l’ki - AkjI Z C,JlZ - Dkl1. 
By Lemma 5.4 (applied for X = AkiZ - R,) there exists a positive constant 
C, (which depends only on CR (see (6.18)) and n) such that 
164 STEPHEN PIERCE AND LEIBA RODMAN 
Combining these two inequalities with (6.30), we obtain 
where the constant C > 0 is independent of k. 
Thus. 
and the condition (6.18) implies 
II Y&II 
liEEf IIxki(( > O. (6.32) 
It follows that for i = 1,. . . , r, no z)~ can be a linear combination of 
o,+ 1, *. . ,v,. (Observe that we have not changed the Sk yet.) 
Now, vr,. . . , 0,. might still be linearly dependent. If Qk = V,S,V,* for 
unitary V,, let Ai 
with Qk: 
= V, A4Vz, q = 1,. . . , m, and partition Ai conformally 
A:, = 
Write U, = E, + P,, where Pk is strictly upper triangular and E, is diagonal. 
Observe that 
E tlsk~ysk* - A$ = E I~Q~A;Q: -A;//’ 
q=l q=l 
2 : IlU,C,U,* - C,l12 
q=l 
= c IIE,C, _E; - c, + P&, Et 
9=1 
+ E&P,* + PkCqP;j12. 
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Now consider 
lim 
III - qv + lINklIZ 
k-m Cy=;=,I/EkCqEz -C, +P,C,E,* +E,C,P,* + PkC4Pf112' 
(6.33) 
which must be infinite because of (6.26). Now hk,, . . . , A,,. are clustered; 
since 
E IIE,c,E,Y - C,II” = E i lhk& - i121~~~'12, 
q=l 9=1 i,j=l 
where Cjy) is the (i, j) entry of C,, we have 
lim 
111 - Dk112 
k-m C;=;“=IIE&E; - c,l12 = O"' 
Because I( Pk 1) < II Nkjl and Ek + Z, we also have 
lim 
lINklIz 
k-m C;=,llPkCsE; + E&P,* + PkCq~;(((' 
lINkI = lim 
k-+m ~;=;=l(lPkCy + C,P;Il’ ’ 
(6.34) 
(6.35) 
If (6.35) were finite, then (6.34) together with (6.18) would imply that (6.33) 
is finite. Thus, (6.35) is infinite, and it follows by Lemma 5.3 that 
IlPkll 
lim - = 
k-m lINkI ‘* 
(6.36) 
Let Q; be the matrix obtained from Qk by setting Pk = 0. We now make the 
first change in the Sk, and put ZL = Vk* Q;V,. The following equalities are 
easily verified: 
lim 
01 - QJ12 
k-tm (11 - Q;lf = ” 
lim x:=~llQk A’$: - A;l12 
k-m C;=,~@;A;Q~* - ,$112 = " 
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Furthermore, the eigenvectors of Q; corresponding to A,, ,.+ i, . . . , A,, are 
still the same. Let oil,. . . , o;,. be unit eigenvectors of Q; corresponding 
respectively to hk,, . . . , A,,. For i = 1,. . . , T, we have 
Vii = 
uki 
i 1 Ekt ’ 
where i+& is a multiple of the i th standard vector in cr. In the same way as 
(6.321, we obtain 
II&kill 
,‘E (IUki[( > O. 
Thus, if wi = lim k ~ ~ &, the wi (i = 1, . . . , r> must be linearly independent. 
Now, we follow the above procedure for each equivalence class of 
clustered sequences of eigenvalues. We end up with matrices zk as required 
to complete the proof of Lemma 6.5. n 
We are to complete of Proposition by 
contradiction, In view of Lemma 
Sk &, i = 1, . . . , R, of 
Sk corresponding to the distinct eigenvalues Aki, i = 1,. . . , n, approach a 
linearly independent set tii, . . . , II, as k + a. As in Lemma 6.5, we assume 
that the sequences {hki}, i = I, . . . , r, form a complete equivalence class 
under clustering. Choose any i (I < i < r) and any j (r < j < n). (Such j 
exists because of Lemma 6.4.) Then 
E hA,S,* - A$ 2 2 (((S,A,S: - A,)u~~,o~~)/~ 
q=l q=l 
= E j&&j - II”( Ayoki, Gkj)a. (6.37) 
<, = 1 
Now { hki} and { Akj} are not clustered. Thus, from (6.37) and (6.181, 
lim 
111 - SkIi2 
2 < lim _ 
111 - &II” + lh$ll’ 
k-+m C;+‘kAqS: - A,ll k+m lhkihkj - ll”c;=,( A$& “Q)’ 
must be finite unless 
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i.e. 
E (A+ vj)” = 0. (6.38) 
q=l 
It follows from (6.38) that an invertible matrix X exists such that the (i, j) 
entry of XA,X* is zero for l<i<r<<j<n, q=l,...,m. Hence the 
matrices A,, . . . , A, are c-reducible, contradicting the original hypothesis of 
Proposition 6.2. Thus Proposition 6.2 is established. 
7. THE REDUCIBLE CASE 
In this section we drop the c-irreducibility assumption in Theorem 6.1 
and prove the result of this theorem for any reducible m-tuple (A,, . . . , A,,) 
of Hermitian matrices without nonzero common isotropic vectors. This will 
complete the proof of Theorem 4.2. 
We need some preliminaries. Recall that an n-tuple of n X n Hermitian 
matrices (B,, . . . , B,) is called c-irreducible if for every invertible matrix X 
the set {X*B,X,. . . , X*B,, X} has no nontrivial common invariant subspaces. 
LEMMA 7.1. Let B,, . . . , B, be n X n Hermitian matm’ces without com- 
mon nonzero isotropic vectors. Let X be an n x n matrix such that Bi X is 
Hermitian for i = 1, . . . . m. Then X is similar to a diagonal matrix with real 
eigenvalues. Zf, moreover B,, . . . , B,, are c-irreducible, then X = AZ,, A E R. 
Proof. Since the hypotheses of the lemma are invariant under simultane- 
ous congruence {B,, . .., B,,,} -+ {SB,S*, . . . , SB,S*) where S is any invert- 
ible matrix, we can assume without loss of generality that X is in Jordan 
form: X =Ji @3 ..* @J,, where Jk is a Jordan block with eigenvalue h,. We 
denote by b:;‘; the ( p, q) entry of Bi. 
The (1,l) entry of the matrix B,X is equal to b(lz;)Al. By the hypotheses of 
the lemma, at least one of by:, i = 1,. . . , m, is nonzero (and obviously real, 
since B,, . . . , B,,, are Hermitian). On the other hand, b(ll;)hl are all real. It 
follows that A, must be real. Analogously we obtain that all other eigenvalues 
of X are real. 
Now if J1 has size bigger than one, then the (1,2) entry of B,X is 
b’,‘? + h,b’,z’, while its (2, 1) entry is bob, = . $(IZ)hl Hence &‘“)A = b(“) + , 12 1 
h,b’,“;, which implies that b’,‘,’ = 0 for i = 1,. . . , m, a contradiction td’the 
nonexistence of common nonzero isotropic vectors. An analogous argument 
for the other Jordan blocks of X shows that X is diagonal. 
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Now assume in addition that B,, . . . , B, are c-irreducible. If X is not a 
scalar multiple of I, then we replace X with X - Ail; consequently 
where D is diagonal and invertible. Partition 
B, = 
‘li 'Z,i 
[ I ‘li c4i 
conformally with this partition of X, and compute 
B,X = i = 1,. . . , m. 
Since these matrices are Hermitian, we must have Czi D = 0 and therefore 
Czj = 0 (i = 1,. . . , m). However, this contradicts the c-irreducibility of 
B B,. l>‘“> n 
LEMMA 7.2. Let B,, . . . , B, be as in Lemma 7.1 and c-irreducible. Let 
C 1, . . . , C, be p X p Hermitian matrices without common nonzero isotropic 
vectors. Suppose n X p (complex) matrices X and Y exist such that 
B,X = YCi, i=l ,...,m. 
Then one of the following two possibilities must occur: 
(i) X = Y = 0. 
_ (ii> There exists an invertible matrix S such that the matrices dj := S*C,S, 
X := XS, Y := Y(S-‘>* have the following form: The Ci reduce, 
ej = Eli 0 
[ 1 i = l,...,m, 0 62, ’ 
where Gil are n X n (i = 1,. . . , m). When partitioned conformally, 
x’= [kl 01, f = [k:, 01, 
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and the following equalities hold: 
where h is a nonzero real number, and 
x’TBi Ttl = Eli) i=l ,*.*> m. (7-l) 
(In particular, n < p, and if n = p, the d,{ do not appear.) 
Proof. Assume (i) does not occur, so at least one of X and Y is different 
from zero. Since both m-tuples (Bi),t r and {Ci}iy r have no common isotropic 
nonzero vectors, it is easy to see that in fact X # 0, Y # 0. Furthermore, we 
have 
BiXY* = YC,Y*, i = l,...,m. ( 7.2) 
We can’t have YC,Y * = 0 for all i, so XY * # 0. Put Z = XY *. Then B,Z is 
Hermitian for all i, and hence by Lemma 7.1, X2’ * = AZ for some real 
h#O.Thusn~p.NowwriteX*B,X=X*YC,,i=1,...,m.SincetheBi 
are Hermitian, we have X*Bi X = C,Y *X, i = 1,. . . , m. 
At this point, we will use the well-known result according to which for any 
two matrices W, and W, of sizes s X r and r X s, respectively, the matrices 
W,W, and W,W, have the same part in their Jordan forms corresponding to 
nonzero eigenvalues. (An easy proof of this result follows by observing the 
equality 
Z 0 z 
[ I[ 0 z AW, w2 z 0 I[ I I - AW,W, 0 z 
0 z 0 
= z AW, 
[ I[ z - AW,W, 0 z 0 1 I[ w2 1’ I 
which implies that Z - AW,W, and Z - AW,W, have the same elementary 
divisors.) 
Since XY* = AZ,, by using the just-quoted result we obtain that there 
exists an invertible matrix S such that S-l(Y *X>S = AZ,, @ N, where N is 
nilpotent. But the matrices S*CiSS-‘(Y *X)S (i = 1,. . . , m) are Hermitian; 
so by Lemma 7.1 (applied to S*CrS,. . . , S*C,S> the nilpotent matrix 
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N must be zero. Now for S*CiSS1(Y*X)S to be Hermitian it is clearly 
necessary that Ci = S*C,S reduce as hypothesized. 
Now X := XS and y := Y(S-‘)* are n X p. Write T? = [_f,, x2], Y’ = 
[r’,, Y, 1, where rc”,, ?i are n X n. Since r’ “X = hZ, @ 0, we have ?a = 
0 and thus r’:x’, = X,Y’: = AZ,,. Hence X, = 0, and X and r’ have the 
appropriate form. The equalities (7.1) are now clear. n 
LEMMA 7.3. Let B,, . . . , B,, be n X n Hermitian matrices which are 
c-irreducible. Let C,, . . . , C,,, be p X p Hermitian matrices. Suppose that 
{Ai = Bi @ C$!& have no common isotropic nonxero vectors. lf X and Y are 
nXpmatricessuchthatBiX+YCj=O,i=1,...,m,thenX=Y=0. 
Proof. If not, then by Lemma 7.2 there exists an invertible matrix S 
such that Ci := S*C,S reduces to 
(i = l,...,m), 
where Di is n X n and 
Di = -Z*B,Z (i = l,...,m) 
for some invertible Z. Let v be any nonzero vector in C”. Then the vector 
ZV 
w= L I S” [I 0 
satisfies 
w*( Bi @ Ci)w = 0, i=l ,...,m, 
a contradiction. Hence X = Y = 0. n 
Proof of Theorem 6.1 with the c-irreducibility hypothesis removed. It is 
not difficult to see (cf. the proof of Lemma 3.1 in [2], for example) that we 
can replace {A,, . . . , A,} by any m-triple of Hermitian matrices which is 
simultaneously congruent to {A,, . . . , A,}. Thus, without loss of generality 
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we can assume that 
A, = B, @ C,, q = l,...,m, 
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where { Bg}J!! 1 are n, X n,, {C,& 1 are n, X n2 (0 < n1 < n, n, + n2 = n), 
and the set {B,& 1 is c-irreducible. We will also assume by induction 
that Theorem 6.1 with the c-irreducibility hypothesis removed is proved for 
m-tuples of Hermitian k X k matrices without common nonzero isotropic 
vectors, for all positive integers k < n (the validity of Theorem 6.1 in the 
scalar case when k = 1 is evident). 
Analogously to the proof of Theorem 6.1, we argue by contradiction, and 
suppose that there exists a sequence S, + I such that 
(7.3) 
where for every k the matrix Sk is chosen in a special way (to be specified 
later) among all invertible matrices T satisfying 
S,A,S: = TA,T*, q = l,...,m. 
Recall that everywhere in this section the Frobenius norm of matrices is used. 
Partition Sk conformally with (7.2): 
k = 1,2,... . 
Using the induction hypothesis, we choose Sk so that 
and 
lim sup 
III - Z,ll” 
k-m c;=I”=,llzkcgz; - c$ < O”’ 
(7.4) 
(7.5) 
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In what follows we will use the explicit form of the left-hand side of (7.3). 
Denote 
.f(Sk> = 
III - SkII 
C~~;“=,IISkAqS~ - AJ”’ 
and write 
f(Sk> = f-g+ (7.6) 
where 
g(S,) = 111 - WJ” + IlX,ll” + II&II” + III - qll”, (7.7) 
h( S,) = 2 (IlW,B,W,* + x/$,x,* - Bql12 + IIW, qJk* + X&Zk*l12 
q=l 
+)lY&W; + Z&,X,*/I’ + l/Z&Z; + Y&Y,* - C,lj2). (7.8) 
If X, = 0 and Yk = 0 for all k, then using the induction hypothesis we obtain 
a contradiction with (7.3). Passing to a subsequence if necessary, we can 
assume that X, = 0, Yk = 0 never happens. By Lemma 7.3 the linear 
map (X,Y) + W ,_(B,Y * + XC,) h as zero kernel, and thus there exists a 
constant M depending only on the Ai such that for all k 
II&II” + IIYJ” 
CpJIBJk* + X&II 
2 GM. 
Suppose first that 
6 = l imsup llXk112 + IIYkll” 
k-)m g(h) > O- 
Then to achieve a contradiction to (7.3), it suffices to show that 
lim sup 
llx,l12 + 11~,112 
h(S,) 
< co. 
k--rm 
U-9) 
(7.10) 
(7.11) 
LIPSCHITZ PROPERTIES 173 
From (7.81, we observe that 
lim sup 
IIX,J” + IIYJ” IlX,ll” + 11~,112 
h(%) 
< limsup 
k-m k-m E~=,IIw~B,Y,* + X,C,Z;II’ ’ 
which, since W, and Z, -+ I, is the same as 
lim sup 
llX# + IIykll” 
k--)50 C~=~II~qY~ + X,C,ll 
2 GM 
from (7.9). Thus (7.11) is established. 
Now suppose (7.10) does not hold, i.e., 
lim IIxkl12 + llykl12 o 
k+m dsk) = . 
It then suffices to show that 
lim 
III - W,ll” + III - &II2 
h(&) 
< m. 
k-rm 
(7.12) 
(7.13) 
But the left side of (7.13) is less than 
lim sup 
k-m 
III - W,ll” + III - &II2 
- B$ + IlZ,C,Z,* + Y&Y,* - C,l12) . 
(7.14) 
Because of (7.12), the terms Xkc, X,* and Yk B4Yc are negligible relative to 
the numerator of (7.14). Thus (7.14) is equal to 
lim sup 
III - W,ll” + III - &II” 
k+m C;c I( IlWk BqW: - B,li2 + IIZkC,Z,* - C,112) ’ 
which, from (7.4) and (7.5), is finite. Th is verifies (7.13) and concludes the 
proof of Theorem 6.1 with the c-irreducibility hypothesis removed. n 
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