The Mellin transform of a product of two hypergeometric functions  by Miller, Allen R.
Journal of Computational and Applied Mathematics 137 (2001) 77–82
www.elsevier.com/locate/cam
The Mellin transform of a product of two
hypergeometric functions
Allen R. Miller
1616 18th Street NW, Suite 210, Washington, DC 20009-2525, USA
Received 10 September 2000
Abstract
We give an overview of known properties of the Mellin transform F(s) of the product of generalized hypergeometric
functions 0F1[ − a2x2] 1F2[ − b2x2] for a¿ 0 and b¿ 0. In particular, we derive a new representation for F(s) that is
valid in both the critical and supercritical cases where a= b. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
We reconsider the Mellin transform of a product of two hypergeometric functions de6ned for
a¿ 0 and b¿ 0 by
F(s) ≡
∫ ∞
0
xs−1 0F1[−; 1 + ;−a2x2] 1F2[; 	; 1 + ;−b2x2] dx; (1.1)
where for convergence at the lower limit of integration Re(s)¿ 0. It is the purpose here to review
what is known about F(s) and to develop a new representation for F(s) that is valid both in the
critical and supercritical cases where a= b. In addition, we shall derive Eq. (1.2a) below in a new
and easy way.
It has previously been shown in [3] that
F(s) =
1
2
a−s
(s=2)(1 + )
(1 +  − s=2) 3F2

 ; s2 ; s2 − ;
	; 1 + ;
b2
a2

 (b¡a) (1.2a)
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and
F(s) =
1
2
b−s
(s=2)(− s=2)(	)(1 + )
()(	 − s=2)(1 + − s=2) 3F2


s
2
; 1 +
s
2
− 	; s
2
− ;
1 +
s
2
− ; 1 + ;
a2
b2


+
1
2
a−s
(
a2
b2
)
(1 + )(1 + )(	)(s=2− )
(1 + − )(1 +  + − s=2)(	 − )
× 3F2

 ; 1 + − 	; − ;
1 + − s
2
; 1 +  + − s
2
;
a2
b2

 (a¡b); (1.2b)
where for convergence of the integral
0¡Re(s)¡Re(2 +  + + 	 − ) (1.2c)
and
0¡Re(s)¡Re(32 +  + 2): (1.2d)
If =	, the latter conditional inequality is super>uous and Eqs. (1.2b) and (1.2a) reduce, respec-
tively, to∫ ∞
0
xs−1 0F1[−; 1 + ;−a2x2] 0F1[−; 1 + ;−b2x2] dx
=
1
2
b−s
(1 + )(s=2)
(1 + − s=2) 2F1

 s2 ; s2 − ;
1 + ;
a2
b2


(0¡a¡b; 0¡Re(s)¡Re(2 +  + )) (1.3a)
=
1
2
a−s
(1 + )(s=2)
(1 +  − s=2) 2F1

 s2 ; s2 − ;
1 + ;
b2
a2


(0¡b¡a; 0¡Re(s)¡Re(2 +  + )): (1.3b)
Eqs. (1:3) provide the hypergeometric formulation of the discontinuous integral of Weber and
Schafheitlin (cf. [5, Section 13:4]). Note that Eq. (1.3b) may be obtained from Eq. (1.3a) (and
vice versa) by interchanging the parameters  and  along with a and b. Thus, also the integral
de6ning F(s) in Eq. (1.1) is “discontinuous” because the right-hand sides of Eqs. (1.2a) and (1.2b)
are not analytic continuations of each other.
A rather easy derivation of Eq. (1.2a) may be given by using the result for the Weber–Schafheitlin
integral given by Eq. (1.3b) and the two beta transforms below which are specializations of [2,
p. 58, Eq. (10)], where for conciseness k = (	)=()(	 − ):
1F2[; 	; 1 + ;−b2x2] = k
∫ 1
0
t−1(1− t)	−−1 0F1[−; 1 + ;−b2x2t] dt; (1.4)
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where 0¡Re()¡Re(	) and
3F2

 ; s2 ; s2 − ;
	; 1 + ;
b2
a2

= k ∫ 1
0
t−1(1− t)	−−1 2F1

 s2 ; s2 − ;
1 + ;
(
b2
a2
)
t

 dt; (1.5)
where 0¡b¡a and 0¡Re()¡Re(	).
Thus, inserting the result for 1F2[−b2x2] given by Eq. (1.4) into Eq. (1.1) and then interchanging
the order of integrations gives
F(s)=k
∫ 1
0
t−1(1− t)	−−1
(∫ ∞
0
xs−1 0F1[−; 1+;−a2x2] 0F1[−; 1+;−tb2x2]dx
)
dt; (1.6)
where 0¡Re()¡Re(	); 0¡Re(s)¡Re(2 +  +  + 	 − ), and 0¡Re(s)¡Re(32 +  + 2).
The latter two conditional inequalities guarantee the convergence of F(s).
Now assuming 0¡b¡a and 0¡Re(s) ¡ Re(2++), we use Eq. (1.3b) to evaluate the inner
Weber–Shafheitlin integral in Eq. (1.6) thus obtaining
F(s) =
1
2
a−s
(s=2)(1 + )
(1 +  − s=2) k
∫ 1
0
t−1(1− t)	−−1 2F1

 s2 ; s2 − ;
1 + ;
(
b2
a2
)
t

 dt; (1.7)
where
0¡b¡a; 0¡Re(s)¡Re(2 +  + + 	 − ); 0¡Re(32 +  + 2)
and
0¡Re()¡Re(	); 0¡Re(s)¡Re(2 +  + ):
Finally, from Eqs. (1.5) and (1.7), we deduce Eq. (1.2a), where the latter two conditional inequal-
ities have been waived by appealing to the principle of analytic continuation. The above derivation
for Eq. (1.2a) is much simpler than the one previously given in [3]. For the derivation of Eq. (1.2b),
we refer again to [3].
2. The critical and supercritical cases
Because of the discontinuous nature of F(s) across a=b, the case a=b is called the critical case
(for the origin of the latter name see [5, Section 13:41]). Since F(s) is actually continuous when
a= b provided, however, that 0¡Re(s)¡Re(1 +  + + 	 − ) and inequalities (1.2d) hold true
(see [3]) upon setting a= b in Eq. (1.2a) we see that∫ ∞
0
xs−1 0F1[−; 1 + ;−a2x2] 1F2[; 	; 1 + ;−a2x2] dx
=
1
2
a−s
(s=2)(1 + )
(1 +  − s=2) 3F2

 ; s2 ; s2 − ;
	; 1 + ;
1

; (2.1a)
where for convergence of the integral
0¡Re(s)¡Re(1 +  + + 	 − ) (2.1b)
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and
0¡Re(s)¡Re(32 +  + 2): (2.1c)
Observe that the inequality Re(s)¡Re(1 + + + 	− ) guarantees the convergence of Clausen’s
series 3F2(1) in Eq. (2.1a).
Note that we may in addition set a=b in Eq. (1.2b) thus giving a more complicated but equivalent
result where also both Clausen’s series converge. Moreover, when a=b equating the right-hand sides
of Eqs. (1.2a) and (1.2b), and then renaming parameters gives the so-called second fundamental
relation for Clausen’s series (see [3] for further details and references).
However, in the critical case when  −  +  − 	 is an odd integer (positive or negative), it is
known that the integral in Eq. (1.1) de6ning F(s)|a=b converges provided that inequalities (1.2c)
and (1.2d) hold true (see [3]). Thus, this case is appropriately called the supercritical case (see [4])
because when − + −	 is an odd integer, then F(s)|a=b converges as if a = b. Furthermore, the
representation given by Eq. (2.1a) is generally not valid in the supercritical case since the length
of the interval (0; 1 +  +  + 	 − ) de6ned by inequalities (2.1b) is smaller than the length of
(0; 2 +  + + 	 − ) de6ned by inequalities (1.2c).
An attempt was made by Miller [4] (where also a more detailed discussion surrounding the
supercritical case is given) to address the problem of representing F(s) in the supercritical case,
but although not ultimately successful led to a representation for F(s)|a=b in terms of a well-poised
6F5(−1) (see [4, Eq. (3:6)]) and other interesting results. In what follows, we shall now obtain a
representation for F(s) that is simultaneously valid in both the critical and supercritical cases.
3. Representation for F(s) in the critical cases
We shall utilize the following transformation formula due to Thomae (1879) (see e.g. [1, p. 143])
which is also called the 6rst fundamental relation for the Clausen’s series:
3F2
[
a; b; c;
d; e;
1
]
=
(d)(e)(t)
(b)(t + a)(t + c) 3
F2
[
d− b; e − b; t;
t + a; t + c;
1
]
; (3.1)
where t=d+e−a−b−c. Note that although the series on the left-hand side of Eq. (3.1) converges
provided that Re(t)¿ 0, the series on the right-hand side converges provided that Re(b)¿ 0.
Next, setting a= , b= s=2; c = (s=2)− ; d= 	; e = 1 +  in Eq. (3.1) we obtain
3F2

 ; s2 ; s2 − ;
	; 1 + ;
1

= (	)(1 + )(1 +  + + 	 − − s)
(s=2)(1 + + 	 − − s=2)(1 + 	 +  + − s)
× 3F2

 	 −
s
2
; 1 + − s
2
; 1 +  + + 	 − − s;
1 + + 	 − − s
2
; 1 + 	 +  + − s;
1

; (3.2)
where Clausen’s series on the right-hand side converges provided that Re(s)¿ 0 while the series on
the left-hand side converges provided that Re(s)¡Re(1 +  + + 	 − ).
Finally, from Eqs. (2:1) and (3:2), we deduce the following theorem.
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Theorem 1. For 0¡Re(s)¡Re(1 +  + + 	 − ); 0¡Re(s)¡Re(32 +  + 2)∫ ∞
0
xs−1 0F1[−; 1 + ;−a2x2] 1F2[; 	; 1 + ;−a2x2] dx
=
1
2
a−s
(	)(1 + )(1 + )(1 +  + + 	 − − s)
(1 +  − s=2)(1 + + 	 − − s=2)(1 + 	 +  + − s)
× 3F2

 	 −
s
2
; 1 + − s
2
; 1 +  + + 	 − − s;
1 + + 	 − − s
2
; 1 + 	 +  + − s;
1

: (3.3)
However, in the supercritical case the above result is valid when
0¡Re(s)¡Re(2 +  + + 	 − ); 0¡Re(s)¡Re(32 +  + 2):
We emphasize that the right-hand side of Eq. (3.3) always makes sense provided that Re(s)¿ 0
and the argument of each of the gamma functions is not zero or a negative integer.
When = 	, the hypergeometric series in Eq. (3.3) reduces to a Gaussian series and is evaluated
by using Gauss’s theorem thus giving for Re(s)¿ 0
2F1

 	 − s2 ; 1 +  + − s;
1 + 	 +  + − s;
1

= (s=2)(1 + 	 +  + − s)
(	)(1 +  + − s=2) ;
where now the parameter 	 may assume essentially arbitrary values. Moreoever, when  = 	 in
Eq. (3.3) the inequalities 0¡Re(s)¡Re(3=2 +  + 2) becomes super>uous. Thus, noting these
observations we have the following corollary.
Corollary 1. For 0¡Re(s)¡Re(1 +  + )∫ ∞
0
xs−1 0F1[−; 1 + ;−a2x2] 0F1[−; 1 + ;−a2x2] dx
=
1
2
a−s
(s=2)(1 + )(1 + )(1 +  + − s)
(1 +  − s=2)(1 + − s=2)(1 +  + − s=2) : (3.4)
However, in the supercritical case (where −  is an odd integer) the above result is valid when
0¡Re(s)¡Re(2 +  + ):
Thus, Eq. (3.4) represents the hypergeometric formulation of the integral of Weber and Schafheitlin
in both the critical and supercritical cases. Several derivations for Corollary 1 are now extant. In
particular, see [4] for a direct elementary derivation, and for additional references to others.
In conclusion, we mention that if we set = 	 in Eq. (2:1), since by Gauss’s theorem
2F1

 s2 ; s2 − ;
1 + ;
1

= (1 + )(1 +  + − s)
(1 + − s=2)(1 +  + − s=2) ;
we also obtain Eq. (3.4), but only in the critical case where
0¡Re(s)¡Re(1 +  + ):
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