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ABSTRACT 
The modelling of swash zone hydrodynamics and sediment transport and the resulting 
morphodynamics has been an area of very active research over the last decade. However, 
many details are still to be understood, whose knowledge will be greatly advanced by the 
collection of high quality data under controlled large-scale laboratory conditions. The 
advantage of using a large wave flume is that scale effects that affected previous laboratory 
experiments are minimized.  
In this work new large-scale laboratory data from two sets of experiments are presented. 
Physical model tests were performed in the large-scale wave flumes at the Grosser Wellen 
Kanal (GWK) in Hannover and at the Catalonia University of Technology (UPC) in 
Barcelona, within the Hydralab III program. 
The tests carried out at the GWK aimed at improving the knowledge of the 
hydrodynamic and morphodynamic behaviour of a beach containing a buried drainage 
system. Experiments were undertaken using a set of multiple drains, up to three working 
simultaneously, located within the beach and at variable distances from the shoreline. The 
experimental program was organized in series of tests with variable wave energy. While a 
positive effect was observed under low energy conditions, for medium and high energy 
conditions the benefit of having the drains operative was not always clear. In any case, it was 
evident that any positive effect of the drains on the beachface was confined by the position of 
the cone of depression in the aquifer‘s surface. 
The tests carried out in the large wave flume at UPC had the intent to investigate 
swash zone under storm conditions. The main aim was to compare beach profile response for 
monochromatic waves, monochromatic waves plus free long waves, bichromatic waves and 
random waves. Both erosive and accretive conditions were considered. The experiments 
suggest that the inclusion of long wave and wave group sediment transport is important for 
improved nearshore morphological modelling of cross-shore beach profile evolution, and 
provide a very comprehensive and controlled series of tests for evaluating numerical models. 
It is suggested that the large change in the beach response between monochromatic conditions 
and wave group conditions is a result of the increased significant and maximum wave heights 
in the wave groups, as much as the presence of the forced and free long waves induced by the 
groupiness. The equilibrium state model concept can provide a heuristic explanation of the 
influence of the wave groups on the bulk beach profile response if their effective relative fall 
velocity is larger than that of monochromatic waves with the same incident energy flux. 
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THESIS OUTLINE 
 
In Chapter 1 the dominant hydrodynamic forcing and resulting sediment transport 
mechanisms in the swash zone are identified and local and global hydro-morphodynamic 
phenomena are introduced. In Chapter 2 major emphasis is placed on illustrating the physical 
aspects directly considered in the two sets of experiments. Chapters 3 and 4 outline the 
experimental programs and fundamental results, followed by a more detailed discussion in 
Chapter 5. A final summary and future perspectives conclude the Thesis. 
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1. The Swash Zone System 
1.1 Introduction 
Waves reaching a coastline release the majority of their energy and momentum within 
the surf zone as intense turbulence is generated at the front face of the breaker. However a 
portion of that energy is converted to potential energy and momentum is transferred to low 
frequency modes (like LFW, longshore currents, rip-currents, shear waves, etc.) (Brocchini, 
2002). The breaking, in fact, drives a shallow flow which approaches the shoreline in the form 
of runup (Hunt, 1959). This intermittent advance and recede of the shoreline, which expresses 
the superficial beach response due to final dissipation (or reflection) of individual waves, is 
termed swash motion or simply swash. The term swash is generally used also to describe the 
flow within the relatively thin lens of water that moves up and down the beach in connection 
with the shoreline (e.g., Hughes and Turner, 1999; Butt and Russell, 2000; Elfrink and 
Baldock, 2002; Masselink and Puleo, 2006). The spatial domain which experiences the swash 
motion is termed swash zone (SZ hereinafter).  
There is no precise definition of the seaward edge of the SZ. Puleo et al., (2000) 
suggested that the swash starts where the turbulence associated with final wave breaking 
(bore) begins to influence local sediment transport. Most researcher, however, reference the 
SZ as the location where the bore associated with this wave breaking intersects the shoreline. 
In this way the SZ can be defined as either the part of the beach between the wave runup 
(uprush) and rundown (backwash) around the mean water level (Homan, 1986). The mean 
position of the shoreline is approximately located where the mean water surface in the surf 
zone due to wave setup intersects the beachface (Guza and Thornton, 1981; Nielsen, 1989). 
The shoreline motion about this mean position occurs in relation to waves of varying 
frequency (wind waves, swell, and infragravity waves) as well as the tide (Guza and 
Thornton, 1982; Hughes and Turner, 1999; Elfrink and Baldock, 2002). Based on the latter 
definition, the SZ is well-defined only for monochromatic waves, whereas for real sea states 
rundown, runup, and setup vary constantly with time. Here, therefore, the swash zone is 
loosely defined as that part of the beach alternately covered and exposed by uprush and 
backwash. However, the reference to rundown and runup is commonly accepted for whatever 
sea state, referring respectively to the minimum and maximum values in a implied time 
window that includes all sub-tidal frequencies of shoreline oscillation, but is stationary with 
respect to the tide. The region between the SZ and the location of final wave breaking can be 
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defined as the zone of bore propagation. On steep reflective beaches this zone may essentially 
coincide with the SZ, but on intermediate and dissipative beaches they are substantially 
different. The nature of incident short-wave bores with some remaining group structure 
(Watson and Peregrine, 1992) and their relationship to processes in the SZ is thus dependent 
on site-specific conditions, in particular the beach morphodynamic state (Jachson et al., 
2004). Indeed, the time scale of swash motion is highly variable and ranges from seconds on 
calm, steep and reflective beaches (e.g., Hughes et al., 1997a), to minutes on energetic, low-
gradient and dissipative beaches (e.g., Butt and Russell, 1999).  
SZ flows are responsible for: 
- beachface morphodynamics (e.g. Greenwood and Hale, 1980; Sherman et al., 1993; 
Ciavola et al., 1997); 
- overwash and overtopping of barrier islands and coastal defense structures (e.g. Guza 
and Thornton, 1982; Roos and Battjes, 1994; Fucella and Dolan, 1996, Ciavola et al., 
2005zStockdon et al., 2006 and references therein); 
- longshore sediment transport near the shoreline (Bodge and Dean, 1987; Kamphuis, 
1991, Van Wellen et al., 2000); 
- local scouring at the base of coastal structures placed near the shoreline (Fredsøe and 
Sumer, 1997, Fucella and Dolan, 1996, Ciavola et al., 2005); 
- the burial and dispersal of sediment-bound contaminants (Dolphin et al., 1995). 
However, it is now fairly well established that SZ flows are of fundamental importance not 
only because of their local effects but also because they can affect the entire surf zone 
dynamics as a whole (e.g., Elfrink and Baldock, 2002; Bellotti and Brocchini, 2005; 
Masselink and Puleo, 2006; Broccini and Baldock, 2008). Indeed, the hydro/morpho-dynamic 
processes of the surf zone and SZ, are strongly linked through feedback processes. This lead 
that the SZ system cannot be considered in isolation from the surf zone, and vice versa. 
However, SZ has traditionally received less attention than surf zone. Probably this is partly 
due to a cultural approach of coastal research, focused on the larger surf zone and its most 
spectacular wave transformation, the breaking, neglecting the analysis of the SZ, considered 
as a very narrow strip of lesser importance. Nevertheless, research on the SZ is difficult 
because of the complexity of the processes themselves (Elfrink and Baldock, 2002) as well as 
of the highly transient nature of the swash flows and the strongly nonlinear nature of sediment 
transport processes (Pritchard, 2009). Furthermore, analysis of SZ data is impeded by 
difficulties in measuring hydrodynamic quantities and sediment transport. In fact, performing 
17 
 
high-quality field measurements is complicated by the intermittent nature of swash flow but 
also by the various modes of transport involved, including bed load and suspended load, sheet 
flow and even single-phase flow at the end of the backwash (Hughes et al.,1997b). As a 
result, since SZ includes the littoral overflow processes, its analysis was initially devoted to 
the wave runup forecast as primary factor in the coastal structures design (e.g. Guza and 
Thornton, 1982; Roos and Battjes, 1994). In fact, the roots of the SZ flow study can be traced 
to attempts since the 60's to expose a parameterization of maximum uprush limit (e.g. Hunt, 
1959). Only recently, the renewed attitude for addressing environmental issues has recognized 
a more important role to the SZ. In fact, short and long term predictions of the beachface are 
crucial in management, environmental sensitivity assessment and protection, recreational and 
commercial use of the coastal zone. Swash flow provides the principal mechanism for cross-
shore sediment exchange between the subaerial and sub-aqueous zones of the beach 
(Masselink and Hughes, 1998). Sediment concentrations are often several orders of magnitude 
higher in the SZ than in the inner-surf zone (Osborne and Rooker, 1999; Beach and Sternberg, 
1991). Additional reasons for which SZ processes are important are related to the influence of 
the SZ dynamics on the ecology of the intertidal zone (McArdle and McLachlan, 1992) and 
groundwater levels in subaerial littoral beaches (Nielsen, 1999). Finally, the SZ may define 
legal boundaries (Morton and Speed, 1998). Nowadays, there is the perception that the SZ 
represents one of the most scientifically challenging marine environments for describing 
sediment transport (Puleo et al., 2003) and considerable efforts have been made to improve 
the state of knowledge of swash zone transport processes (see the reviews by; Elfrink and 
Baldock, 2002; Masselink and Puleo, 2006 ,Brocchini and Baldock, 2008). However, many 
important aspects remain unclear. 
The Thesis presents new large-scale laboratory data from two sets of experiments, 
both supported by the European Community's Sixth Framework Programme through the 
Integrated Infrastructure Initiative HYDRALAB III.  
The tests carried out at the GWK aimed at improving the knowledge of the 
hydrodynamic and morphodynamic behaviour of the beach containing a buried drainage 
system. In order to avoid scale effects, which are still a major source of error when working 
with sediments, tests were carried out in the large wave flume ―Grosser Wellen Kanal‖ 
(GWK) of Coastal Research Centre (FZK) of Leibniz University Hannover and Technical 
University Braunschweig. Due to the fact that there were two proposals submitted for GWK 
(http://www.fzk.uni-hannover.de/fzk.html), HYIII-GWK-05 (Experiments on Sediment Depth 
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Of Disturbance for beaches under the influence of Drainage Systems - ESDODDS 
coordinated by P. Ciavola) and HYIII-GWK-06 (Infiltration and exfiltration on the beachface 
coordinated by L. Damiani) with similar topics, model setup and same rating, the access was 
shared between these two teams to avoid double supporting. It was decided that one project 
would concentrate on morphological aspects while the other one would study the hydraulic 
performance of the system. 
The second large-scale model tests were carried out at the Maritime Engineering 
Laboratory (LIM) at the Catalonia University of Technology (UPC) during July-October 
2009. The project, titled: ―SUSCO: Swash zone response Under grouping Storm COnditions‖, 
was coordinated by D. Vicinanza. The experiments were designed specifically to compare 
variations in beach profile evolution between monochromatic waves and unsteady waves with 
the same mean energy flux. The scope is to derive information on the influence of long 
waves, bichromatic wave groups and random waves on sediment transport in the surf and 
swash zones. 
 
 
1.2 Swash zone boundary conditions 
The boundary condition forcing the SZ system (as a unique hydro-morphodynamic 
system) can be referred to as two primary ―sources‖: the underlying beach conditions and the 
inner surf zone hydro-sediment dynamics, both acting over different space-time scale. The 
underlying beach conditions give account of the local sediment characteristics and of the 
porewater pressure related to the beach groundwater hydrodynamics. The inner surf zone 
hydro-sediment dynamics include the in/out coming hydrodynamics (comprising the 
remaining short-wave group structure following breaking and surf dissipation, the low 
frequency waves, the amount and structure of bores, the currents, the tidal excursions and the 
related sediment concentration) and the advection of sediments. The region where the 
potential effective pickup zone for pre-suspended sediment takes place is defined by the 
advection length. Figure 1.1 illustrates a simple conceptual scheme to easily describe the main 
interactions into the SZ system, also in the perspective of modelling purposes. The underlying 
beach conditions are proposed as the fulcrum of the system because, through the sediment 
characteristics and the terrestrial watertable level, define the main features for the beach 
morphology and the beach groundwater dynamics. The forcing of the SZ sediment dynamics 
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system are represented by the hydrodynamics and by the sediment advection coming from the 
inner surf zone, respectively discussed in more detail in section 1.2.2 and 1.5.1. 
 
 
Figure 1.1. Schematic of the SZ system. 
 
This scheme considers changes of beach morphology as an iterative result. Each 
iteration involves three main steps. First, the main flow patterns in the SZ are derived on the 
basis of the incoming hydrodynamics from inner surf zone and the exiting beachface 
morphology. In this phase, also the advection of sediment must be considered as primary 
factor affecting asymmetry in the SZ sediment dynamics. Secondly, the local sediment 
transport rates are computed from the SZ flows and sediment characteristics, which interact 
through the beachface. The SZ flows (tangential and perpendicular to the beach surface) are 
the results of two mutually interacting systems, the surface and the subsurface SZ (i.e. 
superficial SZ hydrodynamics and beach groundwater hydrodynamics). Thirdly, the local 
sediment transport rates allow the calculation of morphological change. 
The one-way sequential coupling approach used for this conceptual model makes use 
of some simplifying assumptions. First, the nearshore hydrodynamics appears not affected by 
the fluxes across the beachface. This may be justified in simplified modelling approaches, 
because the pore water flow velocity across the interface of the porous medium is much 
smaller than the water velocity in the nearshore zone. The second and more critical 
assumption is that the shape of the beachface is dynamically updated only after the sediment 
transport calculations. In other words, the beach morphology is not modified during the swash 
and groundwater flows simulations. Vice versa, both direction and magnitude of the fluxes 
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across the interface and the swash velocity are not significantly affected by changes in the 
beachface morphology. Obviously, this assumption might be reasonable under certain 
conditions (Horn et al., 2007), i.e. when the local slope change induced by erosion/deposition 
of sediments is small compared to the mean beachface slope. However, this is not always the 
case. Indeed, when the beachface changes strongly in time, the terms controlling the level of 
sediment transport (i.e., normal/shear stress balance on the surface) are modified. 
A two-way coupling of the three models (hydrodynamics, groundwater flow, sediment 
profile change) might be required for a dynamic updating of beachface morphology during the 
flows modeling. Since the time stepping would always be controlled by the stiffest sub-
module, the resulting simulation would be extremely demanding in terms of computational 
time. However, comparison carried out Bakhtyar et al., (2011) between numerical model and 
experimental observations reported by Ang et al., (2004) and Horn et al. (2007), show that the 
two-way coupling is not necessary and the simplifications introduced do not strongly affect 
model simulations.  
In the perspective of beachface morphing, many Authors (e.g. Larson et al., 2004; 
Masselink and Puleo, 2006) define the SZ as the hydrodynamic equivalent of the beachface 
(often also called foreshore). Although the beachface is the morphologically-active part of the 
beach that is shaped by the hydrodynamic forces and related sediment transport patterns in the 
SZ, the beachface does not represent a SZ boundary. In contrast with the surf zone, in which 
the bottom defines an impermeable boundary, the SZ control volume is not inferiorly defined 
by the bottom. Thus, the beachface should be treated as an intermediate permeable surface 
totally included in the SZ, by which are indentified a superficial and a subsurface zone, with 
completely different (but interacting) hydrodynamics.  
Hence, when it comes to SZ dynamics, four different dynamics are considered: superficial 
SZ hydrodynamics (or simply SZ hydrodynamics) (discussed in detail in Section 1.3 and, 
looking at the factors affecting SZ sediment transport, in Section 1.7), subsurface SZ 
hydrodynamics (or beach groundwater dynamic) (see Section 1.4), sediment dynamics (in 
Section 1.5, with specific emphasis on swash asymmetry and 1.7 concerning conceptual 
aspects for modelling purposes) and co-related beachface morphodynamic (reviewed in 
Section1.6).  
The objective of this short review is to provide an overview of the cross-shore hydro-
sediment dynamic processes and ensuing morphological change in the SZ of natural sandy 
beaches. In addition, parametric and empirical modelling of cross-shore SZ sediment transport 
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are discussed. The role of longshore swash flows and the development of three-dimensional 
beachface morphology are, therefore, not addressed. Further, the review neither focuses on 
the tidal effect and the stochastic prediction of maximum runup. 
 
 
1.2.1 Underlying beach condition 
Elfrink and Baldock (2002) claimed: ―…the dominant boundary condition for the 
swash zone may be considered to be the hydrodynamics of the inner surf zone‖. Although this 
point of view can be widely shared for engineering purposes, the basic question summarised 
by Masselink and Puleo (2006): ―Why are some beaches steep and others shallow?‖, appears 
to be not adequately solvable by only accounting for the inner surf zone hydrodynamics. 
Therefore, although sometimes neglected or only implicitly accounted for, more attention 
should be payed to the conditions of the underlying beach. While detailed models are still 
being developed, simpler approach to sediment transport have been in use for some time. The 
most famous of these is the so-called CERC formula. One interesting aspect of the CERC 
formula is that it works without considering the size of the sand (see ―The CERC Formula 
Paradox, Nielsen (1988b)). However, other classical transport models based on gradient 
diffusion and the assumption of flat bed, e.g. Deigaard et al., (1986), predict a very strong 
grain size dependence. 
In particular, the role of the grain size appears to be important as it largely affects the 
hydro-morphodynamics at various scales. Generally speaking, it seems that the influence of 
the sediment size correlated phenomena on the SZ hydro-morphodynamics, increases with the 
increase of the grain size. Two main types of conditions describing the underlying beach are 
to be considered: one associated with the sediment characteristics and a second one related 
with the undisturbed groundwater level (terrestrial watertable). The latter is simply described 
in terms of the elevation of the watertable in correspondence of a point sufficiently far from 
the SZ flows to be taken as ―undisturbed‖. Its effect can be ascribed to the changes in the 
saturation degree inside the beach. 
The sediment characteristics, on the other hand, can be given in terms of many 
parameters. These are: density, internal friction angle, cohesion, particle size and size sorting, 
shape, chemical composition, porosity, biological activity (Gourlay, 1992; Horn, 2002). 
However, when analysing the more practical applications, both cohesion and biological 
activity can be neglected. Moreover, for a simplified approach, the particle shape, size sorting, 
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chemical composition and porosity can be substituted by some ―global or integral parameters‖ 
like the static angle of repose, the hydraulic penetration index and the hydraulic conductivity. 
All strongly affect the beach stability, albeit with differ modality, and hence they will be 
treated separately. While no direct function exits to correlate the friction angle to the sediment 
characteristics, direct empirical relations are available which link the sediment properties to 
the hydraulic penetration index and to the permeability. 
The static angle of repose (or natural slope angle), υs, is classically defined as the maximum 
angle at which the soil will lie in the shape of a static mound without slipping. It is 
determined by the ratio between the effective normal stress, σe, and the maximum sustainable 
shear stress, τmax. The angle υs is used to characterize either dry sand or sand which is entirely 
under water. Unsaturated sand may stand at a much steeper angle because the negative 
porewater pressure increases the effective normal stress. The angle υs increases with the 
packing material. Generally speaking, the range of υs for sandy materials is between 26 and 
34 degrees; for example, Hanes and Inman (1985b) suggested a typical value of 31 degrees 
for beach sand. In other words, it is a stability factor, which directly acts on the beach slope 
and bed forms, which, in turn, influence the inner surf zone hydro-morphodynamics and the 
related sediment transport, sediment that is successively advected in the SZ.  
The hydrodynamic penetration coefficient affects the fluid drag/stabilization force. 
Commonly the hydrodynamic penetration coefficient is substituted by the equivalent 
Nikuradse roughness or briefly the hydraulic roughness, r. In fact, in the modelling purposes, 
it is generally necessary to apply a simplified description of bed geometry, and in the extreme, 
often it tries to summarise the bed geometry in terms of a single length. The only bed 
geometry for which the definition of roughness is obvious is a layer of densely packed 
spheres for which the roughness equals the grain diameter, i.e. r = D50. For all other 
geometries, the definition is indirect. It is found, through indirect experimental measurement 
of energy dissipation and available friction data, that the roughness of natural sand bed is 
generally one or two orders of magnitude larger than that of sand paper with the same sand 
size. In those cases, the great roughness is obviously due to bedforms which generate 
roughness of the order of their height (Carstens et al., 1969; Lofquist, 1986). The same 
Authors, however, found that also flat, mobile sand beds (as the beachface) dissipate wave 
energy at a high rate and thus, in this sense, appear very rough, particularly at high flow 
intensities. Therefore, flat beds in oscillatory flow generally exhibit roughness values (based 
on total friction or total energy dissipation rates) of the order 100 to 200 grain diameters. This 
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is somewhat surprising because the corresponding roughnesses in steady flows are generally 
one order of magnitude smaller and, therefore, it the different flow history during uprush and 
backwash should also be taken into account. 
The hydraulic conductivity, K, is the specific discharge per unit hydraulic gradient. It 
is a coefficient of proportionality which reflects the ease with which a liquid flows and the 
ease with which a porous medium permits the liquid to pass through it, and relates the mean 
discharge flowing through a porous substance per unit cross-section to the total gravitational 
and potential force (Horn, 2002). Hydraulic conductivity should be distinguished from 
permeability (also referred to as intrinsic or specific permeability), denoted by k, which is the 
measure of the ability of a rock, soil or porous substance to transmit fluids and refers only to 
the characteristics of the porous medium and not to the fluid which passes through it. Many 
empirical formulas are available to relate the permeability to some measure of the 
representative grain size. A commonly used formula is that of Krumbein and Monk (1943), in 
which k is function of the mean grain size and sorting, as follows:  
         
                    [1.1] 
where D50 is the mean grain size in millimeters, συ is the standard deviation of the grain size 
in ψd units (ψd = - log2 D50).  
An equivalent method relates the permeability of the sand bed to its porosity, ς, to the average 
sand grain sphericity, Sg, and to the diameter of the related spherical particle, Ds, by the 
Kozeny–Carmán equation: 
   
  
   
   
           
 [1.2] 
The hydraulic conductivity is then given by: 
   
  
 
 [1.3] 
where σ is the kinematic viscosity of sea water and g is acceleration due to gravity. 
Sediment suspension under steady flows and wave motion is governed by forces acting on 
the individual sediment grains. For non-cohesive sands, these forces include gravity, the 
surface drag force, forces due to pressure gradients in the fluid, the lift force due to flow over 
the sediment grain and the infiltration force (Obhrai and Nielsen, 2002). Contrasting results 
are found in the literature. Experiments carried out by Martin (1970), comparing quartz sand 
(2.65 N/mc) and nickel particles (8.75 N/mc) with similar diameters (0.58 mm), have shown 
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that the heavier the particles the higher the incipient motion threshold. Experimental 
observations on the stabilizing force as function of the grain size only and neglecting the 
density (i.e. by comparing sediments of the same density) have shown an increase in the 
stabilizing force with the decrease in grain size (and therefore hydraulic conductivity) 
(Nielsen, 1997, 2001; Horn, 2002). However, Hardisty (1990) and Baldock and Holmes 
(1997) have shown how the inertial forces may become significant for coarse grain sizes for 
which Elfrink and Baldock (2002) pointed out that the coarser the sediment, the larger the 
weight and, hence, the stabilizing force. An explanation for such an apparent contradiction 
might be that on natural beaches the balance between stabilizing and mobilizing forces on 
sediment particles is dependent on several factors, which act simultaneously as a whole but 
with different ways in function of grain size, density and hydraulic conditions. 
 
 
1.2.2 From surf zone forcing to swash hydrodynamics: the role of 
inner surf boundary conditions  
Real sea states are constituted by both short and long (free and bound) waves. Thus, 
the swash motion is driven by both low frequency infra-gravity motions and short-period 
bores which collapse at the shoreline and then propagate up the beachface. 
Physical modelling of natural sea states has primarily been based on regular and random wave 
tests. However, only random wave simulations, with a specified wave spectrum, are 
representative. Hence, following this concept, a diagram showing the transfer of random 
waves energy into SZ oscillations is depicted in Figure 1.2. 
Incident short waves can contribute to both the high- and low frequency oscillations (Elgar et 
al., 1992; Herbers et al., 1995a; Ruessink, 1998). In the first case, short waves shoal and break 
in the surf zone and drive swash component oscillations at a frequency similar to the incident 
frequency. In the second case, low frequency oscillations can be addressed to two main 
components: 
1) Wave group component, driven by wave groups due to breakpoint variation (Shah and 
Kamphuis, 1996; Baldock and Holmes, 1999); 
2) Swash interaction component, due to both uprush/backwash interactions (Carlson, 
1984; Erikson et al., 2005) and bore overtaking/capture (Bradshaw, 1982). 
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Incident long wave motions are generally manifested as shoreline reflections and observed as 
a standing wave component to the low frequency swash signal (Suhayda, 1974; Huntley, 
1976). 
 
Figure 1.2. Schematic showing transfer of random wave energy into SZ oscillations (adapted 
from Masselink and Puleo, 2006). 
 
First observations outside the surf zone of the long-period waves were carried out by 
Munk (1949) and Tucker (1950), and were termed surf beat due to a correlation with 
variations in the incident short wave height or wave grouping (Longuet-Higgins and Stewart, 
1962, 1964; Gallagher, 1971; Symonds et al., 1982; Schaffer, 1993; Lippmann et al., 1997) of 
high and low waves breaking further shoreward (Munk, 1949; Tucker, 1950). Surf beat is 
particularly significant in the nearshore zone, since long waves can modify the incident short-
wave field (Goda 1975; Peregrine 1983; Dally and Dean 1986) and strongly influence 
sediment transport patterns. Random wave breaking occurs over a broad range of space-time-
scales and considerable uncertainty remains as to which surf-beat mechanisms are important 
or dominant during more realistic conditions (Battjes 1988; Hamm et al. 1993).  
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Infragravity energy may propagate cross-shore (leaky waves) (Suhayda, 1974; Guza 
and Thornton, 1985; Holland et al., 1995; Raubenheimer and Guza, 1996), be refractively 
trapped (edge waves) (Huntley et al., 1981; Oltman-Shay and Guza, 1987; Herbers et al., 
1995b) or induce a mixture of both modes. Finally, low frequency motions include shear 
waves (Oltman-Shay et al., 1989). Long waves may enhance shoreline erosion (Osborne and 
Greenwood 1992) and, due to reflection, lead to the formation of longshore bars, beach cusps 
and more complex morphology (Holman and Bowen 1982; O'Hare and Huntley 1994; Yu and 
Mei 2000). 
Which type of motion dominates the swash depends on the relative magnitudes of 
short and long wave energy in the inner surf zone, which in turn is dependent on the offshore 
wave conditions, and hence to a large extent on wave groupiness (List, 1991; Elftink and 
Baldock, 2002). 
To a first approximation, the scale of the dominant wave motion in the inner surf zone is 
determined by whether the surf zone is saturated (i.e. short wave heights depth limited) or 
unsaturated (i.e. local wave height independent of depth) (Goda, 1975;Wright and Short, 
1984; Raubenheimer and Guza, 1996). The transition between a saturated surf zone and 
unsaturated surf zone depends primarily on the relative beach slope in the surf which may be 
approximately defined using the surf similarity parameter or Iribarren number,  
           [1.4] 
where β, Ho and Lo are the beach slope, deep water wave height and deep water wavelength 
respectively and it is assumed that tan(β) ≈ β. (Iribarren and Nogales, 1949; Battjes, 1974). 
The formula, originally developed for monochromatic waves, has been widely applied to 
random waves substituting the deep water wave height with the spectral deep water 
significant wave height and computing the deep water wavelength by the spectral peak wave 
period. The Iribarren number predicts type of breaking wave, from spilling breakers (ξ < 0.4), 
plunging breakers (0.4 < ξ < 2) to surging breakers (ξ > 2) (Fredsøe and Deigaard, 1992), that 
are strictly related to beach morphodynamic behaviour. For monochromatic waves, a 
saturated surf zone typically occurs for ξ < 0.5, whereas unsaturated conditions tend to occur 
for ξ > 0.5 (e.g. Battjes, 1974), with slightly different values probably applicable for random 
waves. Unsaturated surf zone conditions frequently show a dominance of short wave energy 
in the inner surf zone (Bradshaw, 1980;Wright and Short, 1984; List 1991), with short wave 
bores reaching the shoreline (Hibberd and Peregrine, 1979; Kobayashi et al., 1989; Hughes, 
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1992; Baldock et al., 1998; Masselink and Hughes, 1998). In contrast, typical of gently 
sloping beaches, the hydrodynamics in the inner surf zone may be expected to be dominated 
by non-breaking low frequency waves (frequently termed infragravity waves) (Huntley et al., 
1977; Guza and Thornton, 1982; Wright et al., 1982).  
An alternative macro-scale approach to forecasting beach profile evolution derives 
from the heuristic model based on the relative fall velocity parameter, =H/wfT, developed by 
Gourlay (1968) and Dean (1973).  < 2 characterizes reflective beaches, whereas  > 5 
defines dissipative ones and 2 <  < 5 characterizes intermediate beach states. Essentially, Ω 
is a measure of the ability of the prevalent wave energy to erode sand (Jiménez et al., 2008). 
This bulk-response approach has since been adopted in more complex form through 
equilibrium state or relaxation models. These models have been used to describe the types of 
beach states, evolution of beach states, shoreline movement and sand bar behaviour by 
numerous authors, using either  or other measures of wave energy (Sunamara, 1984; Wright 
et al, 1985; Larson and Kraus, 1989; Dalrymple, 1992; Plant et al., 1999, Miller and Dean, 
2004; Yates et al., 2009). While the success of these bulk-response models for delineating 
short and long term periods of erosion or accretion in field conditions has been mixed, there is 
a strong inheritance from antecedent conditions which influences the correlation between the 
observed parameter and instantaneous , as does the response time of the system (Wright et 
al., 1985). Very recently, Yates et al. (2009) have shown that, for the same beach, i.e. constant 
ws, either wave energy or  discriminate well between erosive and accretive events if the 
antecedent beach with is accounted for. This form of model appears to be a more robust 
predictor of beach response for laboratory conditions (Hattori and Kawamata, 1980; 
Sunamara, 1984; Dalrymple, 1992). In part, this is probably because of the reduced 
complexity of the forcing, ―steady‖ wave and water level conditions and measurement 
accuracy. However, in such experiments, the initial beach profiles are usually the same or 
very similar for all wave conditions. Therefore, the absence of the influence of antecedent 
beach conditions is very likely to be the key reason why such models perform better for 
laboratory conditions. Further, since the laboratory tests typically commence with an initially 
planar profile, the evolution of the profile to either a bar (erosion) or berm (accretion) profile 
is a clear indicator of the direction of the total net sediment transport (e.g. figure 4 of 
Dalrymple, 1992). Hence, if  describes the profile response from plane conditions, it will 
also provide a good estimate of the transport direction and whether erosive or accretive 
conditions dominate (Baldock et al., 2011). 
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Another, but equivalent, method to predict which type of incident-wave conditions, 
uses the Guza and Inman surf scaling parameter εb (Guza and Inman, 1975) 
    
     
         
 [1.5] 
where Hb is the breaker height, g is gravity, T is the incident-wave period and tan β is the 
beach gradient. Values of εb > 20 indicate dissipative conditions (swash characterized by 
standing longwave motion), whereas εb < 2.5 indicate reflective conditions (swash dominated 
by incident-wave bores) (Wright and Short, 1984; see also Carter, 1988). In summary, swash 
driven principally by low frequency infragravity waves which frequently have a cross-shore 
standing wave structure (Huntley et al., 1977; Guza and Thornton, 1982; Holland et al., 1995; 
Raubenheimer et al., 1995) or edge waves (Bowen and Inman, 1971; Guza and Thornton, 
1985) is clearly identified on mild slope dissipative beaches (low ξ) because the short-wave 
energy is dissipated in a saturated surf zone where the short waves are depth limited. 
Conversely, swash due to bores which collapse at the shoreline and then propagate up the 
beachface (Shen and Meyer, 1963; Hibberd and Peregrine, 1979; Yeh et al., 1989; Hughes, 
1992) appears on steep beaches. Nevertheless, the morphodynamic taxonomy with its 
reflective and dissipative end members provides a useful first order framework for discussing 
swash processes. However it disregards the transfers of energy from high to low frequencies 
that commonly occur on natural beaches (Mase, 1988). This is well summarised by Brocchini 
and Baldock (2008): ―On reflective beaches (higher ξ), LFWs may still dominate the 
shoreline motion, but in addition to the standing LFWs, there is a significant contribution 
from frequency downshifting in the surf zone, wave grouping remaining in the unsaturated 
inner surf zone and swash-swash interactions‖. For example, Karunarathna et al (2005) found 
that the swash magnitude increases with increasing incident wave height even though the surf 
zone is fully saturated. Data on a steep beach of 1:10 collected by Baldock et al. (1997) show 
that, unless the surf zone is totally saturated, a significant proportion of the low frequency 
swash motion may be directly due to incident wave grouping and not standing long waves. 
Indeed, spectral analysis of both wave group and random waves shows that the low frequency 
motion of the shoreline may be an order of magnitude greater than that measured in the inner 
surf zone, inconsistent with cross-shore standing long waves. An explanation for this could be 
given by observation of Watson and Peregrine, (1992) which found the low frequency motion 
in the surf zone to be in phase with the incident wave grouping and may therefore be regarded 
as a time varying setup. As demonstrated by Baldock and Holmes (1999) trough numerical 
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simulation of swash oscillations on a steep beach, the low frequency components of the runup 
can be modelled directly using a sequence of incident short wave bores, with no direct long 
wave input to the numerical simulations. That is, the low frequency motion of the shoreline 
provides an excellent approximation to the runup of individual bores and therefore describes 
the runup envelope. This suggests that wave groupiness must be accounted for when 
modelling shoreline oscillations. In addition, numerical experiments performed by 
Karunarathna et al., (2005) show that the swash magnitude increases with increasing incident 
wave height even though the surf zone is fully saturated. It seems that energy carried by low 
frequency waves still depends on the height of primary waves while saturation only influences 
energy carried by primary waves.  
Many researchers discuss the suitability of employing the parameters ξ, εb or Ω to 
identify morphological patterns. Although morphodynamic classification of beaches has 
achieved widespread acceptance in both geological and geomorphological literature some 
studies have shown that these parameters are not a accurate predictors of morphodynamic 
beach states in beach environments (e.g. Anthony, 1998; Levoy et al., 2000; Masselink and 
Pattiaratchi, 2001; Jackson et al., 2005, Jiménez et al., 2008). Two reasons were found. First, 
these parameters take into account only part of the real hydrodynamic forcing, while beach 
morphology depends on several additional variables. Particularly when used in extremely 
large tidal ranges and low wave energy situations, the parameters involved in its construction 
are of relatively low importance in determining beach dynamics compared to factors such as 
tidal and winddriven currents (e.g. Anthony, 1998; Levoy et al., 2000; Masselink and 
Pattiaratchi, 2001). For low energetic marine environment, such as Mediterranean, it has been 
observed that Ω-values alone do not provide a realistic prediction of beach states statistics 
(Gómez-Pujol et al., 2007). Indeed, Ω-values fail in summer predictions while are in 
agreement for winter predictions, when waves have large peak periods and bigger significant 
wave height. Thus, Jiménez et al., (2008) suggest that the intensity of the forcing, represented 
by the wave energy level and the duration of the events, must also be taken into account. 
Secondly, it is widely acknowledged that the pioneering Write and Short‘s scheme (Write and 
Short, 1983; 1984) for classifying/differentiating beach states is also inaccurate (e.g. 
Ranasinghe et al., 2004). For example, Wright et al. (1987) found only a 36% agreement 
between observed and predicted intermediate beach states. Consequentely, Bauer and 
Greenwood (1988) concluded that these parameters are useful in discriminating between 
reflective and dissipative extreme beach states, but do not adequately characterise 
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intermediate situations. Therfore, Anthony (1998) suggested that for full validation these 
parameters must be tested against a wide range of natural environments, and not only in the 
Australian coastal areas. 
Therefore, more detailed considerations of the different frequency components in the 
surf and swash zones is reviewed in the following Section 1.3.1. 
 
 
1.3 Superficial SZ Hydrodynamics 
1.3.1 High- and low frequency swash motion 
Consistent with the forcing at the seaward swash boundary, two broadly different 
types of swash oscillations have been identified: (1) swash motion resulting from the collapse 
of high-frequency bores on the beachface; and (2) swash motion characterized by non-
breaking standing, low frequency waves (leaky or edge waves) (see Butt et al., 2005, for time 
series displaying these differences). Swash oscillations due to incident bores which collapse at 
the shoreline and propagate up the beach are typically observed at higher frequency (f > 0.05 
Hz) short waves (Shen and Meyer, 1963; Waddell, 1976; Hibberd and Peregrine, 1979; 
Bradshaw, 1980; Packwood, 1983; Mase, 1988; Yeh et al., 1989; Hughes, 1992, 1995; 
Brocchini and Peregrine, 1996; Madsen et al., 1997; Baldock and Holmes, 1999). Conversely, 
cross-shore standing long wave swash oscillations are usually forced by infragravity 
frequencies (f < 0.05 Hz) waves (Suhayda, 1974; Huntley et al., 1977; Guza and Thornton, 
1982; Holland et al., 1995; Raubenheimer and Guza, 1996; Baldock and Holmes,1999), as are 
shoreline oscillations due to edge waves (Bowen and Inman, 1971; Huntley et al., 1981; Guza 
and Thornton, 1985; Oltman-Shay and Guza, 1987; Holland and Holman, 1999). Although 
wind-waves or short-waves (typical period of about 10 seconds) are the major forcing for the 
SZ dynamics, it has been recognized the importance of the SZ for the 
generation/transformation of long-period motions (Watson et al., 1992; Mase, 1995; Baldock 
et al., 1997; Brocchini, 1998). In the SZ, in fact, while the final dissipation of short-wave 
(wind and swell) energy occurs, the low frequency wave energy (typical wave periods 
between 30 and 300 s) is, generally, reflected back seaward. In addition, intense interaction 
between short waves and between short waves and long waves at the surf-swash boundary can 
lead to the generation and reflection of further low frequency waves (LFWs) (Watson et al., 
1994; Mase, 1995). Both nonlinearity and groupiness of short waves are the major 
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mechanisms responsible for the generation of LFWs. These waves can be either ―bound‖ or 
―free‖. Bound LFW are generated with the short waves group (i.e., propagating at the group 
velocity) and these grow as they propagate shoreward (Longuet-Higgins and Stewart, 1962, 
1964; Agnon, 1993). The bound waves are released to propagate freely when the short wave 
lose their energy by breaking, or when they propagate over depth changes sush as bars (c.f. 
Watson and Peregrine, 1992). On the other hand, free long waves may be categorized as 
follow:  
1) bound waves freed from the group structure by wave breaking which dissipates the 
short-waves,  
2) free long waves formed by short waves interacting in the SZ (Watson et al., 1994), 
3) breakpoint-forced long waves (see, e.g., Baldock, 2006, and references therein).  
The first type is particularly significant in the case of a ―saturated surf-zone‖, where the low 
frequency motion of the shoreline is dominated by the runup of low frequency cross-shore 
standing waves (Brocchini, 2002). The second mechanism of LFW generation, by which 
frequency downshift occurs (Mase, 1995), is more important in the case of an ―unsaturated 
surf-zone‖ because waves are not so strongly depth limited. In fact, since in shallow waters 
the wave velocity is proportional to the square root of the total water depth, large waves travel 
faster than small waves and catch them up hence producing a single wave. Using numerical 
and analytical models based on the higher-order nonlinear Schrödinger equation, Uchiyama 
and Kawahara (1994) have shown that the down-shift is caused by a dissipative correction 
term representing the damping of mean flow (or a low frequency wave component). Effects of 
the damping term are a drastic change in the characteristic of the sideband instability, i.e., a 
uniform wave train becomes unstable for any wave number of disturbance. The process of the 
frequency downshift for a narrow-band wave train, finite-band width waves and wind waves 
were seen to be ―local, abrupt, and discrete” (Huang et al. 1996). The mechanism responsible 
for the frequency downshift in nonlinear wave evolution in general could be the “wave 
fusion”, an event described as two waves merging to form one wave, or n waves merging to 
form n-1 waves. The wave fusion is also the same phenomena of the ―lost crest‖ observed by 
Lake and Yuen (1978), and the ―crest pairing‖ observed by Ramamonjiarisoa and Mollo-
Christensen (1979). Specifically, the frequency downshift is an accumulation of wave fusion 
events. Other than the fusion process, the local frequency can have small variations due to the 
amplitude modulations. Hence, it has long been recognized that the frequency downshift in 
the wave field evolution is a consequence of nonlinear wave-wave interactions (Huang et al, 
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1996). The latter free LFWs are forced by time-varying radiation stress gradients. This, in 
fact, is negative to shoreward of the breaking point and positive seaward. LFWs are generated 
as the wave breaking point oscillates onshore and offshore during the passage of groups of 
low and high waves (Symonds et al., 1982; Watson and Peregrine, 1992; Shaffer, 1993, 
Brocchini, 2002).  
As seen in the previous Section 1.1.2, swash motion may be due to both infragravity 
standing waves and short wave bores, with the dominance of one form of motion over the 
other controlled by the conditions in the surf zone, which may at least be distinguished 
qualitatively by ξ, i.e. the parameter used to determine whether the surf is saturated or 
unsaturated. However infragravity wave amplitudes (both in the swash and further offshore) 
are not necessarily related to ξ, but are generally linearly related to the offshore wave height 
(Goda, 1975; Guza and Thornton, 1982; Herbers et al., 1995a). This implies that the swash 
does not saturate at similar values of ξ (Elfrink and Baldock, 2002). Consequently, the 
relationship between the magnitude of infragravity swash oscillations and ξ may be site-
specific (Raubenheimer and Guza, 1996; Ruessink et al., 1998) since infragravity energy is 
dependent on location (mild or steep beaches, broad or narrow continental shelves) (Herbers 
et al., 1995b). Therefore, how LFWs dominate swash flows depend not only on the Iribarren 
number, but also on the relative beach slope in the SZ, characterized by Miche parameter:  
   
   
 
   
 [1.6] 
where as is the vertical amplitude of the shoreline motion, ω is the angular wave frequency 
(2π/T, where f is the wave frequency). The Miche parameter is a measure of the ratio of the 
shoreline acceleration to the downslope gravitational acceleration and can also be regarded as 
a swash similarity parameter (Brocchini and Baldock, 2008). Miche (1951), in fact, proposed 
that the swash would be saturated (i.e., overlap of following swashes) when the incident wave 
amplitude increased above the limiting amplitude for non-breaking standing waves on a slope, 
with additional incident wave energy completely dissipated by wave breaking. Saturation is 
expected to occur when the non-dimensional parameter ε reaches some critical value 
(Iribarren and Nogales, 1949; Miche, 1951; Huntley et al., 1977). In particular, Baldock and 
Holmes (1999) derived a theoretical value for ε ≈ 2.5, in closer agreement with most of the 
experimental values, for both monochromatic and random wave bore runup. In this instance, 
swash saturation occurs due to the duration (and hence magnitude) of swash oscillations being 
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controlled by the amplitude and frequency of the incident bores, rather than surf zone 
saturation.  
On natural beaches, the swash motion at both low and high frequencies is also dependent on 
the interaction between successive swash events and the interaction between standing waves 
and incident bores. Swash-swash interaction occurs between incident waves (with period T) 
and the runup or backwash of preceding waves (Brocchini and Baldock, 2008). Three 
principal types of wave-swash interaction can be distinguished (Hughes and Moseley, 2007): 
1) wave capture, in which a wave travelling over an existing swash lens is overtaken by a 
following wave; 
2) wave-uprush interaction, in which an incoming wave crosses the front of a swash lens 
while it is advancing up the beach; 
3) wave-backwash interaction, in which an incoming wave advances across the front of 
an existing swash lens as it is receding down the beach as backwash, leading to a 
merging of swash cycles and a progressive increase in swash period with decreasing 
Iribarren number (Holman, 1986; Mase, 1988) (Fig. 1.3). In particular, if the 
backwash from a large uprush event prevent the uprush of later smaller waves (Kubota 
et al., 1993), a weak interaction occurs. In contrast, when the interaction is strong (i.e. 
the incoming uprush is of the same magnitude of the receding backwash), it results in 
a stationary hydraulic jump near the seaward edge of the swash zone.  
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Figure 1.3. Schematic diagram defining a wave-swash interaction. Upper panel: shoreline 
elevation time series. Lower panel: water depth time series from two elevations Z1 and Z2 in 
upper panel. Note that Z2 is landward of Z1. Scales are arbitrary. Rundown used to delimit 
swash cycles are indicated by circles. Local swash events, defined by periods of bed 
immersion, are delimited by squares. Overrunning waves defined by secondary peaks within a 
local swash event are indicated by red circles. Wave-backwash interaction involves at the first 
square (adapted from Hughes and Moseley, 2007). 
 
The wave-swash interaction generates a range of scales of new motion, from mean 
flows (swash setup) to LFWs, backwash bores and hydraulic jumps, and turbulence. This 
process of swash-swash interaction leads to further difficulties in determining how the swash 
forcing mechanism varies with the Iribarren number. For example, both Mase (1988) and 
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Baldock and Holmes (1999) showed that, due to wave grouping remaining in the inner surf 
zone, short wave bores could directly induce low frequency oscillations of the shoreline, even 
in the absence of low frequency waves in the surf zone (Elfrink and Baldock, 2002).  
Theoretically, swash interaction occurs if the runup, R, exceeds the saturated runup height, Rs, 
given by Baldock and Holmes (1999): 
    
   
    
  [1.7] 
where fsw is the frequency of the incident bores or swash frequency. 
The degree of swash-swash interaction, in the frictioneless case, is quantified through the 
natural swash period (Ts) to wave period (T) ratio: 
         [1.8] 
Small values of    correspond to no interaction and values of    greater than or equal to 1 
correspond to strong interaction. The ―natural swash period‖ is defined as the time for a 
runup/rundown cycle of a wave of given amplitude. For swash forced by non-interacting 
collapsing bores, and neglecting friction, Baldock and Holmes (1999) have shown how Ts 
appears to be a function of the bore height and speed at the mean water level shoreline, the 
beach slope, and gravitational acceleration. The initial speed of the shoreline, U0, may be to 
some extent dependent on the nature of the bore collapse mechanism and hence the incident 
waves (e.g., uniform bores, undular bores or waves breaking onto the beach as shore breaks). 
U0 may therefore be written generally as: 
          [1.9] 
where HB is the height of the incident bore at the point of collapse, C is a coefficient which 
effectively describes the efficiency of the bore collapse and is expected to take a value in the 
range of 1 to 2 (see Baldock and Holmes, 1999). The duration or natural period of the swash, 
Ts, from the start of the uprush to the end of the backwash is then given by: 
    
   
      
 [1.10] 
   is usually greater than 1 except for long period swell on fairly steep beaches (Brocchini and 
Baldock, 2008). Swash-swash interactions is a complex matter but very important because 
they may also govern broader scale variations in the beach planform via 
morphodynamic/hydrodynamic feedback, in particular, the formation of beach cusps and 
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shore-connected bars (Masselink et al., 1997; Coco et al., 2000). However, the impact of these 
features on beach erosion and accretion remains to be determined. The interaction between 
the short-wave runup and standing long waves in the SZ, in fact, may be ―constructive‖ or 
―destructive‖ in terms of both the hydrodynamics and beachface morphology. constructive 
interference occur when swash amplitudes and flow velocities increase due to the coincidence 
between short-wave runup (or backwash) and the runup (or drawdown) of the standing wave. 
In this case, the long waves move the short-wave runup zone across the beachface in a similar 
manner to the tide, significantly increasing the active SZ width. Destructive interference 
occurs if runup and backwashes oppose each other. 
The presence of standing long waves in the SZ and inner surf zone from incident and 
reflected LFWs makes it difficult to determine if further LFWs are generated within the SZ 
itself (Brocchini and Baldock, 2008). Several observations (Baldock and Huntley, 2002; 
Battjes et al., 2004) show that the radiated LFWs are closely correlated reflections of the 
incident wave in the inner surf zone. This could suggest that LFW generation in the swash is 
not intense. The phenomenon of LFW generation in the SZ is strongly governed by an 
important time scale, TG, sum of the periods of the waves in the group. To examine the 
correlation between wave group and LFW, in fact, Watson et al., (1994) introduces a group-
based surf-similarity parameter,  
         [1.11] 
where TB is the time it takes the largest wave to reach the shore after breaking. A likely 
destructive interference should occur when G is small, which represents the condition where 
several groups may simultaneously be generating LFW. If G is large, there will only one or 
two waves in the surf zone at once, leading to little interaction and LFW generation is 
expected to be minimal. The strongest LFW generation is expected to occur when G is close 
to unity. Brocchini and Baldock (2008) suggest a parameter of swash-LFW interaction 
through a parameter of the form 
                [1.12] 
where N is the number of short waves in the group. Analogously to G, significant LFW 
generation seem likely when     is of order one. The values of    vary between 1-3 for a wide 
range of wave condition and beach slope. Hence, in the SZ, significant LFW generation 
through shortwave interactions seems likely only for very short wave groups. 
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1.3.2 Internal flow kinematics 
Three distinct timescales of scales and types of fluid motion may be present in the inner 
surf zone, which will subsequently govern shoreline oscillations and swash hydrodynamics 
(Battjes, 1988; Hamm et al., 1993; Svendsen and Putrevu, 1996; Bellotti et al., 2003; 
Brocchini and Baldock, 2008): 
1) turbulent motions characterized by a timescale of about 102-101 s; 
2) wave motions (also known as short gravity waves) evolving on timescales of about 100-
10
2
 s; 
3) low frequency motions (low frequency waves, littoral currents, rip currents, and vertical 
motions) with periods ranging from about 10
3
 to 10
5
 s. 
Recent studies of flow kinematics and sediment transport have identified clear differences in 
the nature of the outer and inner SZ. The outer swash included wave-swash interactions and 
the inner swash included only pure swash motion (i.e., free from interaction with subsequent 
waves) (Hughes and Moseley, 2007). Hence, particularly for the outer SZ, the advection of 
bore turbulence from inner surf hydrodynamic factors represents a fundamental feature of the 
inner surf kinematics which must be accounted for, without which no complete explanation of 
swash hydrodynamics and sediment transport could be realized. Turbulence is responsible of 
the highest frequency motions in the SZ, and are characterized by irregularity, diffusivity, 
rotation and dissipation (Bakhtyar et al., 2009). If turbulence impinges on the bed, can supply 
high shear stresses, representing an efficient sediment suspending mechanism that has been 
likened to a bulldozer (Nelson and Miller, 1974). This notion has been corroborated from 
studies that obtained suspended sediment concentrations on a natural beach and showed that 
the concentration was highest and nearly depth-uniform at the bore and leading edge of the 
swash where the turbulence is generated (Osborne and Rooker, 1999; Puleo et al., 2000; 
Voulgaris and Collins, 2000; Butt et al., 2004).The landward propagation of bores and their 
collapse at the beachface, the bed friction, backwash-generated bores and swash-swash 
interactions represent potential sources for turbulence. It is generally accepted that the 
turbulence may be classified into two main categories: free turbulence and wall turbulence. 
Although such a classification may appear reductive, it is necessary as makes it easier to study 
new phenomena by comparison with known phenomena (Petti and Longo, 2001).  
Laboratory measurement of SZ hydrodynamics carried out by Petti and Longo, (2001) 
and Cowen et al., (2003) have suggested that breaking-wave induced (bore) turbulence 
dominates during the uprush. In fact, during runup, the Kolmogorov length scale increases 
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towards the bed indicating that dissipation is less important near the bottom than near the 
surface (Cowen et al., 2003; Petti and Longo, 2001). Furthermore, since the turbulent energy 
flux is essentially directed shore-ward and turbulent energy is much higher during uprush than 
during backrush (Petti and Longo, 2001), a lot of turbulence is expected to be advected in the 
SZ from combination of incoming highly turbulent flow (Battjes, 1975; Stive, 1980; Svendsen 
and Madsen, 1984; Svendsen, 1987; Svendsen and Putrevu, 1994; Ting and Kirby, 1996) and 
initial collapse generated turbulence (Yeh and Ghazali, 1988; Hughes et al., 1997a; Puleo et 
al., 2000), spreading downward toward the bed (Madsen and Svendsen, 1983; Svendsen and 
Madsen, 1984). Conversely, backwash turbulence is dominated by the growing boundary 
layer, and the wall turbulence appears to be the main source of turbulence generation (Petti 
and Longo, 2001), comparing well to the classic flat plate boundary theory near the bed. The 
formation of backwash bores (Shen and Meyer, 1963; Hughes, 1992) and hydraulic jumps 
due to swash-swash interactions (e.g. Osborne and Rooker, 1999) towards the end of the 
backwash/next runup, potentially enhance the backwash turbulence. In fact, Butt et al. (2004) 
found that the level of turbulence associated with the bore front were largest during the 
backwash/uprush transition and that the highest values of turbulent kinetic energy estimates 
occurred while the near-bed velocity was still offshore-directed. This confirms the idea of the 
surface-generated turbulence penetrating towards the bed (Longo et al,. 2002) and of a 
increasing vorticity generation related to the surface shear waves due to flow separation from 
the bed towards the end of the backwash (Peregrine, 1974). 
 
1.4 Beach groundwater hydrodynamics 
The beach groundwater (BG hereinafter) system is an unconfined aquifer (one in 
which the watertable forms the upper boundary) in which the responsible of flows are 
principally the hydrodynamics seaward, resulting from inner surf-swash interaction as tides, 
waves and swash itself. In fact in this process, in which flows are driven though saturated and 
unsaturated sediments, the atmospheric exchanges, such as evaporation and rainfall, and 
exchanges with deeper aquifers, loses importance with respect to an inland groundwater 
system. The key concepts are illustrated in Fig.1.4.  
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Figure. 1.4. a)Definition sketch of surface and subsurface water levels in the SZ. b) Definition 
sketch of beach ground water zones when the water table is decoupled from the tide (after 
Horn, 2006). 
 
The mean water surface (MWS in Figure 1.4b) in the surf and swash zones generally has a 
gradient which balances the change in the radiation stress (Longuet-Higgins and Stewart, 
1962, 1964). Changes in radiation stress are balanced by changes in hydrostatic pressure, i.e. 
by changes in water level. This difference is known as setup or set-down. The shoreline is the 
line of zero water depth at which the position where the MWS intersects the beachface. The 
beach watertable is generally considered to be the continuation of the MWS inside the beach 
(Horn, 2002) and therefore to have the same elevation as the tide. However, the tidal elevation 
generally drops more rapidly than the watertable elevation and decoupling occurs, with the 
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watertable elevation higher than the tidal elevation. The watertable is also referred to as the 
phreatic surface, which represents the permanently saturated zone. A definition physically 
correct of watertable is an equilibrium surface at which pore water pressure is equal to the 
atmospheric pressure. Below the watertable, therefore, a permanently saturated zone, where 
pore water pressure is greater than atmospheric pressure, is identified. Conversely, in the 
region of a beach sand body extending from the watertable to the sand surface, pore water 
pressure is less than atmospheric pressure. This region is not completely unsaturated. In fact, 
immediately above the watertable, the force of mutual attraction between water molecules and 
the molecular attraction between water and the surrounding sand matrix (suction) lead to 
developing of a capillary fringe (Price, 1985). In the capillary fringe, pore spaces are fully 
saturated, but the capillary fringe is distinguished from the watertable by the fact that pore 
water pressures are negative. For this reason, BG zones are better defined by pore water 
pressure distribution than by saturation levels. Finally, above the capillarity fringe, an 
unsaturated zone (also called vadose zone or zone of aeration) is identified. The thickness of 
the capillary fringe in sand beaches may vary between a few millimeters to nearly a meter, 
and it may extend to the sand surface. Some workers (e.g., Turner, 1993b) also refer to an 
intermediate zone which may occur above the capillary zone where the degree of saturation 
may vary, but remains less than 100%. 
The presence of a capillary fringe has an important influences, especially when it lies just 
below the sand surface (Horn, 2006). In fact its presence can have a significant effect on the 
exchange of water between the ocean and the coastal aquifer, particularly in terms of the 
storage capacity of the aquifer. Many studies have demonstrated, in fact, that due to hysteretic 
water retention, capillarity affects watertable dynamics also at tidal frequencies (e.g. Nielsen 
and Perrochet, 2000a, b; Werner and Lockington, 2003). However, it is possible to neglect 
this influence (e.g. Barry et al., 1996; Li et al., 1997a). But the really important effect of a 
capillary fringe is the dispersion of watertable waves which occurs at higher frequencies. 
Field and laboratory observations (e.g. Nielsen and Turner, 2000; Cartwright et al.,2003, 
2004b) have also shown that natural groundwater waves usually propagate faster and decay 
more slowly in aquifers with a capillary fringe. This effect, as it has been reported in some 
observations, could be due to the horizontal flows which also occur in the capillary zone. 
BG can be considered at a range of scales: as a system in itself (subsurface flows), as a 
system that interacts with the swash (interaction between surface and subsurface flows), and 
as the interface between the land and the sea (interaction between the coastal aquifer and the 
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ocean) (Horn, 2006). In any case, the primary key characteristic of BG hydrodynamics is the 
hydraulic conductivity. As seen in Section 1.2.1, sediment characteristics play a fundamental 
role in BG, because entirely define the characteristics of the porous medium.  
BG hydrodynamics are a result of combination between inner-surf hydrodynamics forcing and 
the terrestrial watertable (both already defined as boundary conditions) and the beach 
response correlated to the swash motion. As aforementioned, when the terrestrial watertable is 
referred to an appropriate extinction distance, it can be considered as a boundary condition for 
BG hydrodynamics. In the internal transition zone a time-varing water level occurs a in 
function of tide and waves at a range of frequencies. Swash-groundwater interactions allude 
to the presence of two distinct types of exchanges: 
1. in/exfiltration across the saturated beachface below the location of the intersection 
between the water table and the beachface (i.e. the exit point; Turner, 1993); 
2. infiltration of water into the unsaturated beach above the exit point.  
This means that the inferior limit of the swash is not clearly determined, because also the flux 
under the exit point must be considered. In fact, watertable oscillations occur both for 
horizontal mass transport resulting from boundary condition changes at the beachface (tide-
driven or change in terrestrial groundwater) and a local mass transfer across the watertable 
(wave-driven) (Li et al., 1997a). It is now well understood that these oscillations are related to 
how the beachface act as a frequency filter (Waddell (1976), Lewandowski and Zeidler 
(1978) and Hegge and Masselink (1991)). Investigations conducted on sandy beaches have 
demonstrated their faculty to selectively transmit lower frequencies, filtering higher 
frequencies (low-pass filter), causing a red-shifting of the spectra in the onshore direction. On 
the other hand, Blewett et al. (2001) and Horn et al. (2003) have clear shown that by 
increasing the sediment size, an increasing presence of high-frequency watertable fluctuations 
may be registered. Waddell (1976), in particular, suggested that high frequency groundwater 
oscillations were forced by pressure transmission through the beachface induced by nearshore 
standing waves and also by the infiltration of swash-water through the beachface around the 
exit point. As suggested by Hegge and Masselink (1991), the pressure forces dominate 
seawards, where a mass pressure flux through saturated sands stabilizes a falling groundwater 
level. Conversely, landwards of the exit point, large swashes cause a rise in the groundwater 
table via vertical infiltration (or percolation).  
Grant (1946, 1948) was among the first to suggest a link between beach groundwater 
behavior and SZ sediment transport. He noted the potential of beach groundwater fluctuations 
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to cause bed failure due to instantaneous and strong upward-acting force. However, 
implication of BG–swash dynamics on SZ sediment transport have been substantiated by 
researchers for many years (e.g., Bagnold, 1940; Shepard and LaFond, 1940; Emery and 
Foster, 1948; Longuet-Higgins and Parkin, 1962; Duncan, 1964; Otvos, 1965; Strahler, 1966; 
Schwartz, 1967; Harrison, 1969, 1972; Waddell, 1976; Chappell et al., 1979; Kirk, 1980; 
Clarke et al., 1984; Eliot and Clarke, 1986, 1988; Nordstrom and Jackson, 1990; Turner, 
1990; Ogden and Weisman, 1991; Turner, 1993c, 1995a; Oh and Dean, 1994; Weisman et al., 
1995). Most of these studies suggest that beaches with a low watertable tend to accrete and 
beaches with a high watertable tend to erode. Relative elevations of the beach watertable and 
swash induces cyclic erosion and accretion of the beachface, affecting the morphology of the 
beach by controlling the potential for offshore transport or onshore sediment transport and 
deposition above the still water level. The effect of swash infiltration on flow asymmetry was 
indirectly confirmed by Quick (1991), which found that the beachface gradient increases with 
the amount of swash infiltration. Indeed, infiltration loss in the swash is often given as the 
reason why gravel beaches are steeper than sand beaches (Horn 2007). Experimental 
observations from numerical modelling carried out by Masselink and Li (2001) confirm that 
the volume of infiltration into the beach during swash motion is directly related to the 
hydraulic conductivity. The lowering of the downrush limit due to infiltration is limited for 
less permeable sediments whereas the runup limit becomes significantly lower due to 
infiltration during wave uprush for more permeable sediments. Thus for both low and high K-
values, R/H (R is runup elevation, H is wave height) is relatively small (Fig. 1.5a).  
Because the swash lens is relatively shallow, a small change in water volume due to 
infiltration (or addition of water due to exfiltration) could influence uprush/backwash flow 
asymmetry and therefore the energy available for sediment transport (e.g. Bagnold, 1940; 
Grant, 1946; Grant, 1948; Duncan, 1964). Indeed, the difference in hydraulic head between 
the front and back faces of the grain defines a force (termed seepage force) acting on each 
individual grain (Freeze and Cherry, 1979). The seepage force, F, is exerted in the direction of 
flow and is given by: 
     
  
  
 [1.13] 
where ρ is the density of the fluid and the hydraulic gradient       is the change in hydraulic 
head (h) over distance. At the mid-swash position the swash flows velocity asymmetry uu/ub 
(where uu and ub are respectively the mean uprush and backwash velocity) progressively 
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increase from 1 to 1.8 with increasing hydraulic conductivity (Fig. 1.5b). The exit point on the 
beachface of this seepage force lags the rundown on all but the coarsest grained sandy 
beaches (Cartwright et al., 2006). Masselink and Li (2001) have shown that for K<10cm/s, 
the asymmetry of the uprush/bachwash period (Tu and Tb) is smaller than one, indicating that 
the backwash is of longer duration than the uprush (Fig. 1.5c). On the other hand, for 
K>10cm/s Tu/Tb is larger than one, indicating that the uprush takes longer than the backwash. 
In summary, for small K-values, only a fraction of the swash volume (expressed as a 
percentage %inf ) infiltrates (e.g. for K=1cm/s, %inf < 2%), but for large K-values, a 
significant position of the swash volume is lost through infiltration (e.g. for K=10cm/s, %inf 
= 15%) (Fig. 1.5d). A number of other studies also indicate that infiltration in the SZ may 
only be important for profile evolution on coarse-grained beaches (Bagnold 1940; Packwood 
1983; Quick 1991). 
 
 
Figure 1.5. Relationship between hydraulic conductivity K and (a) normalized runup height 
R/H; (b) velocity asymmetry uu/ub; (c) time asymmetry Tu/Tb; and (d) the percentage of 
uprush volume that infiltrates into the beach during swash motion %inf. Symbols in (d): (○) 
%inf over the complete swash cycle (uprush and backwash); (●) %inf during uprush; (*) %inf 
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during backwash. The asymmetry values in (b) and (c) relate to the mid-swash zone position. 
(after Masselink and Li, 2001). 
 
 
1.5 Asymmetries in SZ hydro- sediment dynamics 
Sediment transport mechanisms in the swash zone have traditionally received less 
attention than those in the surf zone. However, the study of the evolutionary trend of the 
shoreline requires a detailed knowledge of interaction mechanisms between the SZ hydro-
morphodynamic and related sediment transport. The insufficient understanding of these issues 
and, in general, the complexity of the swash hydrodynamics modelling, currently leads to 
neglect almost completely the influence of the swash dynamics in the numerical computation 
of coastal dynamics. This means that the results of numerical models commonly used in 
coastal engineering focus on hydro-morphodynamics of the surf zone. Hence, a sort of bias 
remains on the phenomenology of the SZ. As a consequence, the confidence on the available 
transport models decreases drastically. Brocchini (2006), for example, evidences that if SZ 
transport is neglected the overestimates of available transport formulae (e.g. CERC formula) 
increase by 50–250%. This represents a significant shortcoming of predictive models of 
shoreline change (Masselink and Hughes, 1998), also in the perspective to consider the 
nearshore zone as a mutually interacting and coevolving system comprising SZ and surf zone. 
Considerable efforts have been made to improve the state of knowledge of SZ 
transport processes. The main finding is that the intrinsic asymmetry between uprush and 
backwash velocities have far-reaching implications for sediment dynamics. It is now very 
evident, in fact, that there are some fundamental differences between the runup and rundown 
phases of the swash flow. Thus, it seems logical that the sediment transport processes during 
these phases of the swash flow would also be different. All the parameters and processes 
which form the different thematic groups we previously summarised in Fig. 1 (i.e. inner surf 
advections, swash morphodynamics, swash and groundwater hydrodynamics) affect the 
swash flows asymmetry. In other words, SZ hydrodynamics contains a number of 
asymmetries which define which direction (offshore or onshore) of net sediment transport 
dominates. The key characteristics of swash flow motion can be summarised as follows: (1) 
the peak of uprush velocities are either comparable to (e.g., Puleo et al., 2003) or slightly 
stronger than (e.g., Hughes and Baldock, 2004) the peak backwash velocities; (2) flow 
durations are typically unequal, with uprush significantly shorther than the backwash (Larson 
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and Sunamura, 1993; Baldock and Holmes, 1997; Masselink and Hughes, 1998); as a result, 
(3) the horizontal asymmetry, also termed skewness (which is a measure of the difference 
between onshore and offshore velocity magnitudes) in the SZ is predominantly negative, i.e. 
offshore directed (Masselink and Russell, 2006). 
Following these considerations, a first conclusion may be that the intrinsic asymmetry 
between uprush and backwash velocities tends to encourage sediment export from the SZ. 
This would mean that beaches could not exist due to the prevalence of offshore backwash 
flow. Even in the theoretical case of flow symmetry, i.e. uprush perfectly equal to backwash, 
the pickup and deposition of sediment is different during runup and rundown, due to gravity. 
In realty, measured SZ hydrodynamics contains a number of asymmetries which tend to 
favour offshore over onshore sediment transport but these asymmetries are balanced by other 
mechanisms.  
Indeed, it is observed that the uprush is a more efficient transporter of sediment than the 
backwash. Possible balancing mechanism that promote uprush sediment transport and thereby 
compensate for the offshore-directed velocity skewness may be in/exfiltration effects, flow 
acceleration, bore turbulence and settling/scour lag. All these mechanisms are generated 
within the SZ itself and, thus, must be addressed by the swash hydrodynamics. The relative 
importance of each of these processes has not been completely established yet (since net 
sediment transport in the SZ is the difference between two very large numbers, neither of 
which can be quantified very well) but it is likely to depend on the type of SZ. Another 
important factor controlling net transport is the onshore advection of pre-suspended sediment 
by the collapse of the initial bore from the inner surf zone (e.g. Jackson et al., 2004). 
Neglecting it may lead to underestimation of suspended sediment transport within the SZ. For 
this reason, the inner surf advection of sediment is discussed in more detail in the following 
Section. 
 
 
1.5.1 Sediment advection as a boundary condition for SZ 
The role of sediment advection from the inner surf zone in controlling the sediment 
transport asymmetry in the SZ, and therefore the morphological development, has largely 
been ignored. However, it appears that in order to determine whether the SZ imports or 
exports sediment, it is crucial to determine accurately how much sediment is suspended by the 
incoming bore and advected into the SZ by the flow following the bore collapse. Hence, both 
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the total amount of this ―pre-suspended‖ sediment and its phasing relative to the swash inflow 
are important if net deposition patterns are to be predicted accurately (Pitchard, 2009).  
Sediment advection is the result of the hydrodynamic process known as ―advection of 
turbulence‖, due to the landward propagation of bores and the associated collapse at the 
beachface. Sediment, and to a lesser extent, turbulence, can also be advected from the SZ 
back into the inner surf zone, for example, in relation to hydraulic jumps that may develop at 
the bottom of the SZ (Masselink and Puleo, 2006). In that case, the advection could occur in 
both the offshore and onshore directions simultaneously depending on elevation in water 
column (Butt et al., 2004). Butt and Russell (1999) and Osborne and Rooker (1999) measured 
suspended sediment fluxes in the SZ of a high-energy dissipative beach and emphasised the 
occurrence of hydraulic jumps at the end of the backwash, when super-critical flow conditions 
prevail, resulting in sharp increases in the suspended sediment concentration. These elevated 
sediment concentrations may lead to advection of suspended sediment into the inner surf zone 
and may also enhance sediment concentrations during subsequent uprush events (c.f. 
Masselink and Puleo, 2006).  
Sediment advection may provide an explanation of the failure of the energetic based 
models to predict the direction of SZ sediment transport correctly (Masselink and Russel, 
2006). The energetic approach rely on the assumption that the sediment transport rate q is 
related to the instantaneous bed shear stress τ according to     , where n = 1.5 for bedload 
transport (Nielsen, 1992), implicitly considering the sediment load during the uprush is not 
locally entrained (i.e. sediment advection is neglected). Hence, the sediment advection role is 
expected to be particularly significant on steep beaches dominated by incident swash, in 
particular for fine sediment sizes and short uprush durations (Masselink and Puleo, 2006). On 
the other hand, field measurements on suspended sediment carried out by Masselink et al., 
(2005) showed how the influence of bore turbulence by suspending sediments is unlikely to 
have importance on dissipative beaches. Due to the larger SZ width, in fact, the distance 
between the region of bore collapse and the mid-SZ would have enabled the bore-collapse-
entrained sediment to have settled to the bed prior to arriving at the mid-swash position.
 Indeed, especially for gently sloping beaches, some additional mechanisms, known as, 
affecting advection of suspended sediment should be considered. Settling lag refers to the 
time required for suspended particles to settle to the bottom through slowly flowing water. 
Scour lag is a result of the higher flow velocities needed to re-suspend a deposited particle 
than to keep it in suspension (where it results in settling lag). 
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The region of the inner surf zone from which sediments are directly advected into the 
SZ during a single uprush is not easy to predict. For this reason, this distance is usually 
correlated to the maximum distance seaward of the swash boundary and below the bore-
collapse point from which a fluid particle can enter the SZ (i.e. to cross the SZ seaward 
boundary) (Baldock et al., 2008). Following this definition, thus, the region defined by the 
advection length represents the potential effective pickup zone for pre-suspended sediment. 
Hence a further question is how the time-dependence of sediment supply during the fluid 
particle advection might affect net pre-suspension patterns. This time-dependence was found 
to be strongly dependent on the turbulent dynamics of the initial bore. For example, it is 
shown (Baldock et al., 2008) that the potential location of deposition of presuspended 
sediment is sensitive to the initial pickup location, as a result of the strongly diverging flow. 
Using the swash solution of Shen and Meyer (Shen and Mayer, 1963; SM63 hereinafter), 
Pritchard and Hogg (2005) suggested that sediment is advected into the SZ from a very 
narrow region of the inner surf zone, extending 1/16th of the runup length seaward of the 
location of bore collapse (the start of the runup). However, Guard and Baldock (2007) showed 
that the SM63 analytical swash solution is unrealistic, since the boundary conditions for the 
solution are not representative of real swashes. In fact, in the SM63 the pre-suspended 
sediment was represented by a fixed concentration imposed at x=0 during the runup. Further, 
experimental results (Baldock et al., 2005) suggest that the SM63 solution seriously 
underestimates depths during the uprush. In fact, measurements in both the field and 
laboratory propose a greater potential length for the advection region Baldock et al., (2007a). 
In particular, Baldock et al. (2008) examined swash flow from a Lagrangian perspective, 
investigating both experimentally and under the model proposed by Guard and Baldock 
(2007). The advection lengths were normalised by the runup lengths to give an advection 
ratio, AL. For each wave conditions, they found that the measured advection ratio is much 
greater than that predicted by Pritchard and Hogg (2005). In particular, for monochromatic 
breaking waves, AL is about 0.25, four times greater than that predicted by the SM63 solution. 
For solitary fully developed bores, solitary surging breakers and solitary non-breaking long 
waves, the mean advection ratio may be still greater. This demonstrates that fine sediments 
that are suspended for long periods in turbulent flow may be advected into the SZ from within 
a region of the inner surf zone that extends up to one half of the runup length seaward of the 
bore collapse location. The extent of this region is about eight times that predicted by the 
SM63 swash solution. This suggests that surf beat also has the potential to transport large 
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quantities of sediment into the SZ during the uprush phase. No large significant differences 
are observed among breaker types. Finally, field observations shown the mean advection ratio 
again equal to about 0.3. Data show that the advection ratio is relatively insensitive to 
Iribarren number and wave type, i.e. non-breaking or breaking wave, consistent with self-
similarity in typical swash flows. However, at low Iribarren numbers, there is considerable 
data scatter, which reflects experimental inaccuracy for small advection lengths and also the 
relatively unstable inner surf zone conditions that occur with laboratory waves. In fact, swash-
swash interactions and swash-surf interactions in random sea states are likely to lead to 
greater variation in the advection ratio, which is consistent with the greater scatter observed in 
the field data. Note that models in a Lagrangian reference enable the inclusion of advected 
sediment and solutions of the advection-diffusion equation in sediment dynamics models 
(Alsina et al., 2005) and, therefore, further work is required using this approach. 
 
 
1.5.2 Uprush hydro-sediment dynamics 
As the bore height approaches the local instantaneous shoreline (zero depth), the bore 
front and the water behind the bore front rapidly accelerate (Whitham, 1958), and the bore 
collapses taking a small but finite time, during which the shoreline velocity increases to a 
maximum that corresponds to the initial uprush velocity. This positive flow acceleration 
occurs at the very beginning of uprush when the flow quickly changes from offshore to 
onshore. The short burst of acceleration may induce a horizontal pressure gradient enhancing 
sediment transport (Drake and Calantoni, 2001). Turbulence from the collapsing bore, then, is 
advected into the SZ (Yeh et al., 1989), such that presuspended sediment from the surf zone is 
added to the local sediment entrained within the SZ. The sediment is suspended relatively 
high into the water column so that a rather uniform distribution of sediment is found over the 
entire water column. Flow velocities, suspended sediment concentrations and suspended 
fluxes are maximum at the start of the uprush when the flow is most turbulent. The bore 
potential energy is suddenly transformed into the kinetic energy of a thin wedge of water that 
is very shallow in comparison to the horizontal length scale of the flow (shallow depth). 
Approximating the flow as tangential to the beach surface, make possible the using of the 
nonlinear shallow water equations (NSWE) with good confidence (Peregrine, 1972). 
Following the bore collapse, the water surface dips seaward, and the local and total flow 
acceleration are directed offshore for nearly the whole swash event. Indeed, an exception 
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occurs as the bore collapses (Baldock and Hughes, 2006). The boundary layer is therefore 
subject to an adverse (but weak) pressure gradient during the runup. The water pressure 
propagates rapidly into the upper layers of the sediment. The water infiltration into the bed 
contributes both to removing water available for the subsequent rundown phase (Turner and 
Masselink, 1998) and increasing the effective weight of sediment (i.e. bed stabilization), 
thereby decreasing the potential for sediment transport (Hughes et al., 1998; Nielsen, 1998). 
However, simultaneously, downwards-directed pressure gradients on the uprush act to alter 
the thickness of the bottom boundary layer. Laboratory investigations carried out by Conley 
and Inman (1994), confirmed that the thickness of the boundary layer is reduced by 
infiltration, making the near-bed velocity relatively greater. The turbulent vortices during 
infiltration are maintained closer to the bed, thereby increasing the potential for sediment 
transport (Butt et al., 2001). This mechanism combined with the intense flow velocity 
characterizing the uprush result in a relatively large shear stress on the seabed.  
Hence, sediment transport during wave uprush may be envisioned as a two-phase process 
(Puleo et al., 2000; Jackson et al., 2004), where sediment entrainment and suspension can 
occur due to: 
1) sediment entrainment during bore collapse seaward of the base of the SZ and 
subsequent advection of this bore-entrained sediment up the beach by wave uprush; 
2) in-situ sediment entrainment and transport induced by local shear stresses during wave 
uprush. 
 
Uprush turbulence is dominated by bore-generated and bore-advected turbulence which 
evolves analogous to grid turbulence (Petti and Longo, 2001a, b; Cowen et al., 2003). The 
turbulence associated with the collapsing bore, aided perhaps by the short phase of flow 
acceleration immediately following bore collapse, is likely to be responsible for much of the 
suspended sediment that is observed in the SZ at the start of the uprush (Butt and Russell, 
1999; Puleo et al., 2000). Backwash/uprush collision is an additional factor responsible for 
enhanced bed shear stress which can mobilise and suspend sediment due to violent mixing 
(e.g., Puleo et al., 2000; Butt et al., 2004). Much of the sediment that is transported during 
uprush, in fact, occurs as suspended load, loosely defined as mobilized sediment that is 
supported by turbulent fluctuations, rather than grain-to-grain interactions (bedload) (Osborne 
and Rooker, 1999; Puleo et al., 2000; Voulgaris and Collins, 2000; Butt et al., 2004). The 
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quantity of presuspended sediment appears very important in controlling the net sediment 
transport over the swash cycle (Pritchard and Hogg, 2005).  
Both mechanisms of uprush sediment transport are considered important but the first 
mechanism is considered most significant during the early stages of wave uprush when 
sediment is transported mainly in suspension, while the second mechanism is likely to 
dominate the mid- to later stages of wave uprush when sediment is transported mainly by 
sheet flow. The relative importance of the two mechanisms will vary between different 
beaches with the morphodynamic state of the beach (reflective versus dissipative) expected to 
play a major role. 
The cross-shore distributions in sediment load for each of the two sediment 
entrainment mechanisms (bore collapse and local shear stress) were evaluated hypothetically 
by Jackson et al., 2004) using the process-based, numerical model of Li and Barry (2000 a,b) 
and Li et al. (2001). This model uses non-linear shallow water equations (Peregrine, 1972) to 
predict water depths and flow velocities in the SZ and has been used to investigate the effect 
of swash infiltration on swash zone hydrodynamics and beachface development (Masselink 
and Li, 2001). Fig. 1.6 shows the sediment load curves generated from the numerical models 
and the field data collected for an intermediate beach. The sediment load curves are 
normalized by the maximum load and the x cross-shore co-ordinate is normalized by S which 
is the horizontal swash excursion or swash length (hence x/S=0 at the runup limit; x/S= 1 at 
the bottom of the SZ).  
The curve indicates by the dotted line has been obtained under the assumption that the 
sediment transport rate is proportional to u
3
 (Bagnold, 1963, 1966; Masselink and Hughes, 
1998). The normalized sediment load is maximum at x/S = 0.8 coinciding with the location of 
maximum uprush velocity, and progressively decreases in the landward direction. The shape 
of the onshore decrease in sediment load is convex-concave. The dotted line represents the 
cross-shore variation of the normalized sediment load assuming that all sediment is entrained 
at the start of the uprush (x/S = 1) by bore collapse and that the sediment settles out over the 
remainder of the uprush.  
The field data (solid line) reveal a profile similar to the profile generated by the shear 
model for conditions when the sediment transport rate is proportional to u
3
. A portion of the 
sediment trapped at the base of the swash uprush may have been advected from the zone of 
bore propagation. Data collected by sediment trap located at x/S = 1.2-1.3 and x/S≈0.8 reveal 
that the amount of sediment in the zone of bore propagation is on average 22.6% of the 
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amount of sediment trapped in the area of maximum load. Sediment analysis of the trap and 
surface samples suggests that the sediment in transport in the upper swash uprush is locally 
entrained by instantaneous shear stresses. 
 
 
Figure 1.6. Schematic Comparison of field data on normalized sediment load with results 
from model of Li et al. (2001) (after Jackson et al., 2004). 
 
Swash flow energetics decrease rapidly following the arrival of the swash front. At the 
time of flow reversal, the water is generally clear, indicating that the suspended sediment has 
settled to the bed prior to the start of the backwash (Puleo et al., 2000; Masselink et al., 2005). 
Settling velocity distributions of trap samples during individual uprush events are similar to 
distributions found on the beach surface, with the lowest settling velocities (finest sediments) 
near the base of the SZ and maximum settling velocities(coarsest sediments) around the mid-
swash position (Jackson et al., 2004).  
A general description of the hydro-sediment dynamics during runup phase is presented in 
Figure 1.7. 
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Figure 1.7. Schematic of sediment transport processes during runup phase of a swash event. a) 
Bore collapse at t = 0. (b) Runup at t ≈ 2TS/10. The solid arrows at mid water depth indicate 
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the intensity of the depth-averaged velocity, the dashed arrows at the bed indicate the 
direction of the water flow in the bed (infiltration), the solid line near the bed indicates the top 
of the bottom boundary layer, while the shaded area in the wave body indicates the region of 
highest sediment concentration and greatest shear stress. Here xl and xh are the lowest 
rundown and the highest runup, respectively, during a cycle. c) Horizontal mean velocity time 
series. d) Swash depth time series and schematic of sediment transport processes. (Adapted 
from Brocchini and Baldock, 2008 and Masselink and Puleo, 2006). 
 
 
1.5.3 Backwash hydro-sediment dynamics 
When the uprush is in its terminal phase, flow reversal (backwash) commences first at 
the seaward end. For instance, the backwash motion across the lower SZ may start before the 
uprush reaches its maximum landward extent (Raubenheimer et al., 1995; Raubenheimer and 
Guza, 1996; Hughes et al., 1997a; Puleo and Holland, 2001). The divergence of the flow field 
that takes place around flow reversal reduces the swash further, resulting in a thinning of the 
swash lens. This has implications when trying to ascertain the importance of uprush vs 
backwash flow durations, as well as net sediment transport, since these estimates will depend 
heavily on foreshore location. Around flow reversal, the flow velocity is so weak that much of 
the suspended sediment settles, so that during rundown most of the sediment transport occurs 
as a sheet flow (Brocchini and Baldock, 2008). At this time, the flow gradually accelerates 
until it reaches a maximum in the final stage of the rundown (Conley and Inman, 1994; 
Masselink and Hughes, 1998) and fluid may still be infiltrating the beach. Backwash flows 
accelerate under the forces of gravity, frictional processes and cross-shore pressure gradients, 
but they do not develop their full downslope gravitational potential (Puleo et al., 2003). Like 
the beginning of the uprush, the end of the backwash is a fuzzy concept and depends on the 
definition used and how the motions are recorded (Masselink and Puleo, 2006). Indeed, the 
seaward portion of the backwash may interact/collide with the next bore, causing the seaward 
swash flow to decelerate.  
From an hydraulic point of view, the backwash flow rapidly becomes supercritical; 
consequently, at any given location is not influenced by the next incident wave or bore until 
the next wave arrives at that position. Moreover, if no new incident waves arrive, a backwash 
bore may form toward the end of the backwash (e.g., Peregrine, 1974). The influence of the 
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backwash flow may extend offshore of the rundown position through the formation of a wall 
jet or backwash vortex (Matsunaga and Honji, 1980, 1983).  
Meanwhile, further shoreward, fluid may be exfiltrating. Clearly, the direction and magnitude 
of through-bed flow is dependent on permeability and groundwater levels. Grant (1946, 1948) 
noted that groundwater outcropping at the beach surface can cause dilation or fluidisation of 
the sand grains, allowing them to be entrained more easily by backwash flows. Fluidisation of 
sediment occurs when the upward-acting seepage force exceeds the downward-acting 
immersed particle weight (i.e. when the effective stress becomes zero) (Horn 2002). Indeed, 
during uprush, the sediment is saturated and movement of water into the beach is extremely 
limited since changes in porosity due to expansion and contraction of the mineral ‗skeleton‘ is 
minimal. However, water pressures propagates rapidly through the sediment. But as the swash 
retreats, there is a release of porewater pressure on the beachface, potentially giving large 
hydraulic gradients acting vertically upwards just below the surface (Baird et al. 1996, 1998). 
However, if the resultant seepage force associated with these upward-acting hydraulic 
gradients is sufficient to induce fluidisation of the sand grains at the surface is not clear. Baird 
et al., (1996), concluded that fluidization may occur especially in the latter stages of the 
backwash. Nevertheless, even if the upwards-directed pressure gradients are too small to 
produce fluidisation, they may still increase sediment transport on the backwash by reducing 
the effective weight of the sediment (i.e ‗destabilise‘ the bed). The understanding of the role 
of water fluidisation in the SZ and sediment transport processes is one of the main questions 
that current research on coastal processes has to answer (Ciavola et al., 2010). Another 
mechanism due to upwards-directed vertical flow, which may have the opposite effect, is the 
altering of the thickness of the boundary layer. During exfiltration, in fact, the turbulent 
vortices are elevated further from the bed, effectively thickening the boundary layer and 
decreasing the potential for sediment transport. This process would tend to decrease backwash 
transport. 
Backwash turbulence is dominated by the growing boundary layer and compares well 
to the classic flat plate boundary theory near the bed (Petti and Longo, 2001a, b; Cowen et al., 
2003), suggesting that backwash motion is dominated by shear derived at the bed. A general 
description of the hydro-sediment dynamics during rundown phase is presented in Figure 1.8. 
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Figure 1.8. Schematic of sediment transport processes during rundown phase of a swash 
event. a) End of the runup and beginning of rundown at t≈4TS/10. b) Rundown and 
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subsequent incoming wave at t ≈8TS/10. The solid arrows at mid water depth indicate the 
intensity of the depth-averaged velocity, the dashed arrows at the bed indicate the direction of 
the water flow in the bed (exfiltration), the solid line near the bed indicates the top of the 
bottom boundary layer, while the shaded area in the wave body indicates the region of highest 
sediment concentration and greatest shear stress. Here xl and xh are the lowest rundown and 
the highest runup, respectively, during a cycle. c) Horizontal mean velocity time series. d) 
Swash depth time series and schematic of sediment transport processes. (Adapted from 
Brocchini and Baldock, 2008 and Masselink and Puleo, 2006). 
 
 
1.6 Beachface morphodynamics 
1.6.1 Beachface morphology 
The beachface is the sloping section of the beach profile normally exposed to the 
action of swash (Hughes and Turner, 1999). The shape of the beachface ranges from planar to 
concave, although under conditions of profile adjustment, usually accretion, the beachface 
may have a convex shape (Sonu and van Beek, 1971; Sonu and James, 1973; Makaske and 
Augustinus, 1998). The most characteristic feature of the beachface is its slope gradient. The 
beachface is in dynamic equilibrium with swash motion when the amount of sediment 
transported onshore by the uprush is equal to that transported seaward by the backwash, and 
the associated equilibrium gradient represents the balance between onshore swash asymmetry 
and the downslope component of gravity (Hardisty, 1986). 
The equilibrium beachface gradient decreases with wave height, and increases with 
wave period and sediment size (Bascom, 1951; Kemp and Plinston, 1968; Dalrymple and 
Thompson, 1976; Sunamura, 1984). Bagnold (1940) contends that the only factor of 
significance in controlling the gradient of the beachface is the sediment size. Since the 
steepness of the beachface has been ascribed to the pronounced onshore asymmetry in the 
swash flow, it is obvious that hydrodynamic forcing play a fundamental role. Therefore, the 
only way to give an reasonable interpretation to the conclusions of Bagnold (1940) follows a 
different approach in considering the beachface controlling factors. 
Reis and Gama (2010) developed a model of wave runup and rundown along the 
beachface, based on the Kozeny–Carmán equation. Then, they use the Constructal Law 
(Bejan, 1997) as the principle that governs flow processes in relation to beachface 
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morphodynamics. The Constructal Law has proven to be an important principle for flow 
architectures that evolve in time in systems out of equilibrium (see Bejan, 1997, ch.13) in 
that: ―Flow systems morph in time in order to provide easier and easier flow access to the 
currents that flow through it, under the system constraints‖. Following this principle, they 
found that the beachface slope will change in time such as to maximize the global currents 
(swash flows) that flow over and inside it. Said in another way, the beachface slope and the 
dominant sand grain size will adjust together so as to minimize the time needed to complete a 
swash cycle. Thus, according to their model, it should be noted how vertical swash flows are 
related to beachface slope. Since in/exfiltration are proportional to permeability, which in turn 
increases with grain diameter (see Section 1.2.1), for constant wave height they found that: 
    
 
  [1.14] 
In this context, we can understand the conclusions of Bagnold (1940) (but also Quick 
(1991), Komar (1998) and Masselink and Li (2001)), since sediment size is the key factor in 
controlling the swash infiltration and, in turn, the slope gradient of the beachface.  
However, recalling that swash infiltration is very important for profile evolution only on 
coarse grained beaches (D50>1mm), Komar (1998) found another explanation for the 
dependence of beachface gradient on sediment size for beaches consisting of relatively fine 
sediments (D50<1mm). Since the particle suspension is the main sediment transport, the 
beachface gradient is expected to increase with the ability of the sediments to resist transport 
(Dean, 1973) and will increase with the sediment fall velocity (a function of the size and 
density of sediment particles). 
The response of the beachface to changing hydrodynamic conditions is traditionally 
perceived in terms of changes in equilibrium conditions on the beachface (too gentle or too 
steep), resulting in net onshore or offshore sediment transport (Masselink and Puleo, 2006). 
If the beachface is too steep compared to the equilibrium gradient, the backwash moves more 
sediment than the uprush, inducing net offshore sediment transport. Sediment is eroded from 
the upper part of the beach and is deposited on the lower part, resulting in a flatter beachface 
Maximum bed level changes are likely to occur around the mid-to lower swash position, 
leading the development of concave profile (Fig. 1.9a). If the beachface is flatter than the 
equilibrium gradient, the uprush moves more sediment than the backwash, inducing net 
onshore sediment transport and a convex profile (Fig. 1.9b). In both cases, morphological 
change (beachface steepening and flattening) as a result of mutual adjustment between 
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beachface morphology and swash asymmetry, will continue until a new equilibrium is 
attained. 
 
Figure 1.9 (a,b). Beachface response to changing wave conditions. (adapted from Masselink 
and Puleo, 2006). 
 
The broad question of whether a beach is going to accrete or erode when exposed to a certain 
set of wave conditions may be answered with a certain amount of confidence according to 
Kraus et al., (1991). Based on a comprehensive review of field and laboratory data they 
suggested the criterion: 
Beach erode if  
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Beach accrete if  
      
  
        
      
   
 
 
       [1.15b] 
where    and    are the deep water height and wave length respectively, and wf is the fall 
velocity. The found the best correlation by using the mean offshore wave height       . For a 
Rayleigh distribution, the mean wave height is related to the root mean square and significant 
heights by  
       .=                   [1.16] 
Another approach to predict as to whether the beach will likely erode or accrete by cross-
shore transport processes, and used in this work, is the Dean‘s relationships (1973): 









m
f
m
f
p
gT
w
gT
w
s


7.1
7.1
      
onshore motion [1.17b] 
offshore motion  [1.17a] 
59 
 
Finally, there is an additional way by which the surf zone wave can play a primary 
role in the SZ morphology. The beachface erosion during storm conditions is rarely 
accomplished by swash processes. During storms, the water level in the surf zone is elevated 
due to wave setup. As a result, the upper part of the beach (i.e., the beachface) becomes too 
steep in relation to this new water level, so swash flow processes start eroding the beachface. 
This results in a flattening of the beachface, not because the backwash is stronger than the 
uprush, but because surf zone waves are operating on a part of the beach shaped by swash 
processes. In fact, during major storms, swash processes are more likely to operate on the 
backshore than on the beachface. 
 
 
1.6.2 Morphing feedback processes  
Feedback processes between morphology and hydrodynamics are essential component 
of the SZ. As summarized by Masselink and Puleo (2006) feedback can be considered at two 
main spatial scales:  
1) interactions between the morphodynamic systems of the beachface and the surf zone 
(―global‖ feedback); 
2) interactions within the beachface morphodynamic system (―local‖ feedback). 
 
The main features of the global feedback are related to dissipation and reflection mechanisms 
of the incident wave energy. Onshore sediment transport from the surf zone to the beachface, 
may cause an increase in the water depth at the base of the beachface. Wave energy 
dissipation will shift from the surf zone to the beachface, exposing the beachface to higher 
waves and more energetic swash dynamics. Conversely, beachface erosion by offshore 
sediment transport generally results in sediment deposition in the surf zone, possibly in the 
form of nearshore bar morphology (e.g., Wijnberg and Kroon, 2002). There will be a shift in 
the location of wave energy dissipation from the lower beachface to the surf zone, resulting in 
reduced amounts of wave energy reaching the base of the beachface and less energetic swash 
dynamics. Onshore sediment transport from the surf zone to the beachface, on the other hand, 
may cause an increase in the water depth at the base of the beachface. Wave energy 
dissipation will shift from the surf zone to the beachface, exposing the beachface to higher 
waves and more energetic swash dynamics. A change in the beachface gradient also modifies 
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the reflectivity of the beach and may increase (in case of steeper beachface) or decrease (in 
case of flatter beachface) the amount of reflected wave energy in the surf zone.  
Many previous studies suggest that the local wave height in the surf zone is 
independent of the offshore wave height, i.e. the wave height is depth limited in the surf zone 
(Southgate, 1993). In fact, the beachface morphology leads to modify the local wave height 
(H) to depth (d) ratio γ = H/d (Raubenheimer et al., 1996). As result, on relatively gently 
sloping beaches, there is frequent interaction between the next incident short wave and the 
preceding swash. The time period between the beach emerging is then of the order of the 
period of any long waves present in the surf zone (e.g., Holland et al., 1995; Butt and Russell, 
1999; Raubenheimer, 2002). Conversely, on relatively steeply sloping beaches, the swash 
period is equal to or shorter than the wave period. This is due to waves which often arrive at 
the exposed beachface at about the same location, and the ensuing swash sequence is largely 
or fully complete before the subsequent wave arrives (e.g., Shen and Meyer, 1963; Waddell, 
1976; Yeh et al., 1989; Hughes et al., 1997; Baldock and Holmes, 1997; Peregrine and 
Williams, 2001; Puleo et al., 2003). 
In order to provide a clear identification of the influence of beach gradient on 
shoreline motion, Figure 1.10 summarises and compares vertical swash oscillations on the 
1:10, 1:30 and 1:60 slopes subjected to the same incident waves (Karunarathna et al., 2005). 
The low frequency energy at the incident wave group frequency plays a significant role in the 
shoreline excursion for all three cases but as the beach slope becomes steeper, individual 
swash events riding on the low frequency swash dominate the shoreline motion thereby 
increasing the width of the swash zone. Maximum swash oscillation occurred on 1:30 slope. 
This is due to the existence of partially saturated surf zone on moderate beach slopes which 
allows individual bores riding on large low frequency waves. 
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Figure 1.10. Vertical swash displacement on different beach slopes for same incident wave 
energy for fm =0.6 Hz and H0=0.1 m (after Karunarathna et al., 2005). 
 
In the contest of local feedback, the role of the beachface gradient is appealing, 
because it constitutes the main factor to balance the onshore swash asymmetry. The effect of 
beach gradient may be direct and indirect. To take in account direct effect, Fredsøe and 
Deigaard (1992) formulated a correction factor to consider the effect of a sloping bed on 
sediment transport. The steeper the beach, the more upslope transport is inhibited and the 
more downslope transport is enhanced. On a steepening and accreting beachface it therefore 
becomes increasingly difficult to move sediment upslope and at some stage an equilibrium 
will be reached. Similarly, on a flattening and eroding beachface the slope contribution to 
offshore transport progressively decreases and equilibrium will also be attained (Masselink 
and Puleo, 2006). Indirect effect, on the other hand, can be ascribed to the role of beach 
gradient in determining the amount of turbulence and suspended sediment advected into the 
SZ, by controlling the type of breaker or bore, previously investigated in the preceding 
Sections. 
 
 
1.7 Modelling sediment processes in the SZ 
The aim of this Section is to provide a selection of the simple models that are usually 
used as building blocks in comprehensive sediment transport models.  
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1.7.1 Water flow through a porous medium  
Groundwater hydrologists generally model water flow using Darcy‘s Law in 
combination with an equation of continuity that describes the conservation of fluid mass 
during flow through a porous medium. Darcy‘s Law is valid as long as the flow is laminar, 
which is a reasonable assumption for sandy beaches. This may not be the case for gravel 
beaches (Packwood and Peregrine, 1980). Darcy‘s Law shows that the rate of groundwater 
flow (or specific discharge), u, is proportional to the hydraulic gradient, or slope of the 
watertable: 
     
  
  
 [1.18] 
For modelling purposes, an important parameter is a dimensionless parameter known as 
specific yield, denoted by sy. The specific yield, which is also known as the drainable 
porosity, is defined as the volume of water that an unconfined aquifer releases from storage 
per unit surface area of aquifer per unit decline in watertable (Freeze and Cherry, 1979). Of 
fundamental importance is, then, the hydraulic head, h, given as the sum of the elevation 
head, z, and the pressure head, ψ, and is measured in length units above a datum. There is no 
standard datum used in beach hydrology, but many researchers use the elevation of an 
impermeable layer below the beach sediment, so that the vertical coordinate z is measured 
from the impermeable base. Some workers have considered the hydraulic head in a beach 
groundwater system to be the elevation of the free water surface, or watertable elevation. 
However, this is only true when there is no vertical component to the flow; in other words, 
when Dupuit–Forcheimer conditions apply. Dupuit–Forchheimer theory states that in a 
system of shallow gravity flow to a sink when the flow is approximately horizontal, the lines 
of equal hydraulic head or potential are vertical and the gradient of hydraulic head is given by 
the slope of the watertable (Kirkham, 1967). Practically, the theory neglects the vertical flow 
components. A common approach to modelling beach groundwater flow in response to tidal 
forcing in sandy beaches uses the Boussinesq equation with the Dupuit-Forchheimer theory, 
for which two-dimensional flow to a sink can be approximated as one-dimensional flow, and 
the resulting differential equation is relatively easily solved. This one-dimensional form of 
Boussinesq equation is: 
 
  
  
 
 
  
 
  
  
  
  
  [1.19] 
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where h corresponds to the elevation of the watertable, t is time, K is hydraulic conductivity, 
sy is the specific yield, and x is horizontal distance. 
Where Dupuit–Forchheimer assumptions do not apply, such as in artificially drained beaches 
(e.g., Li et al., 1996), the beach aquifer should be considered as a two-dimensional flow 
system in which is assumed that the watertable is a free surface or flow line so that: 
 
  
  
 
 
  
 
   
  
 
  
  
   
  
  [1.20] 
where Hh is the total hydraulic head and z is vertical distance. 
To model watertable fluctuations in the zone of runup infiltration, Nielsen et al. (1988) and 
Kang and Nielsen (1996) proposed the use of a linearised version of the 1-D Boussinesq 
equation with an additional term: 
 
  
  
 
   
  
   
   
         [1.21] 
where da is the aquifer depth and U1(x,t) is the infiltration/exfiltration velocity per unit area. 
Other models of beach watertable fluctuations that incorporate wave effects have been 
developed by Li et al., (1997b) and Li and Barry, (2000), but none of these models have yet 
been tested against field or laboratory data. 
 
 
1.7.2 Forces on sediment particles 
For the purpose of sediment transport modeling, it is necessary to consider three type of 
forces which govern the behaviour of cohesion-less sediment particles whether they resting 
ate the bed or moving around in a slurryor a thin suspension. These are: 
1) the gravity force, Fg =M g; 
2) interganular force related to collisions or continuos contact; 
3) fluid forces which may be due to surface drag or fluid pressure. 
 
The intergranular forces are well understood as far resting (non shearing) grains are 
concerned. When a horizontal sand bed is exposed to a fast, steady flow, a finite top layer of 
sand will start to move with the flow, partly as bed load and partly in suspension. The fact that 
the moving layer is of finite thickness is significant although seemingly trivial, because it 
shows that the moving sand has increased the strength of the sand below. Since the shear 
stress is not decreasing downward, the top layer of immobile sand is able to withstand the 
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shear stress which eroded the top layer when the flow was started. This is due to the fact that 
the moving sand is transferring at least part of its weight to the bed as effective stress 
(generally referred as the dispersive stress) and thereby increasing the effective normal stress 
in the bed. Bagnold (1954, 1956) considered two different regimes in which different types of 
interactions dominate the behavior of the fluid-grain-mixture. For small, light grains in a very 
viscous fluid the interactions are dominated by viscosity and Bagnold termed this ―the macro-
viscous regime‖. For large, dense particles at high shear rates the interactions are dominated 
by particles collision and this is called ―the inertial regime‖. The dimensionless parameter 
which separates the two regimes is: 
   
    
        
 
 [1.22] 
where s is the relative density of the sediment, λ is the linear sediment concentration and ν is 
the kinematic viscosity. 
The fluid forces on sediment particles are of two kinds, namely pressure forces and 
surface drag forces. The total pressure force which is determined as the surface integral of the 
pressure is by Green‘s theorem equal to minus the volume integral of the pressure gradient, 
    
  
  
 
  
  
 . For example, if the pressure along the vertical is hydrostatic and there is a 
constant horizontal pressure gradient, the total pressure force on the body is 
     
  
  
  
  
  
  
     
  
  
   
  [1.23] 
where V is the particle volume. 
For a fixed body in a horizontally accelerated fluid, the pressure force is given by: 
              
  
  
 [1.24] 
where the term ρCM represents an extra mass due to the volume of surrounding fluid which 
the body keeps from accelerating.  
For a particle of volume V which is fixed in a wave motion with homogeneous velocity field 
u=A ω sin ωt the equation above gives: 
              
       [1.25] 
The drag force is normally given in the form: 
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          [1.26] 
where As is the cross sectional area facing the flow, and CD is the drag coefficient which 
depend on the sediment shape and on the Reynolds number.  
Drag forces (or total bed shear stress, τ) occur in two varieties: skin friction and form 
drag. The significance of each of these for sediment transport is quite different as described 
by Engelund and Hansen (1972). The form drag is generated by the difference in pressure 
between the upstream and the downstream sides of bedforms, and it does not directly affect 
the stability of individual surface sediment particles. The main disturbing influence to the 
surface grains is generally considered to come from the skin friction. In the SZ the bed can be 
considered flat (i.e. no bedforms are present) so the skin friction is referred as the effective 
stress, τ.  
Seepage or infiltration, may have a stabilizing or destabilizing effect on the sand because the 
vertical fluid drag changes the effective normal stress.  
This mechanism should cause the formation of quicksand (or fluidization). Darcy‘ Law 
describes the water flow through porous medium: 
  
 
 
    
 
 
 
 
  
  
  
 
  
  
  
  
 
 
 
 [1.27] 
where K is the permeability. 
For vertical seepage rate with an outflow velocity w, the porewater pressure gradient is: 
 
  
  
       
 
 
  [1.28] 
corresponding to a to a buoyancy force per unit of volume of: 
      
 
 
 [1.29] 
This means that, in order to lift a sediment particle with density sρ, a vertical outflow velocity 
of magnitude (s-1)K is required. 
 
A particle on the bed will also experience a lift force which is due to the curvature of the 
stream lines in the flow over the top of it. The force on the sediment particle with volume of 
the order D50
3
 then is: 
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    [1.30] 
 
       
    
By comparing the expression of pressure force and drag force on a spherical particle (D50=D), 
the ratio 
 
     
     
 
 
  
 [1.31] 
is proportional to D/Ae, which is called the Keulegan Carpenter number. 
For sand (of size D50 ≈0.2 mm) under waves with typical semi-excursions Ae of the order 0.1-
2m, the Keulegan Carpenter number D50/Ae is very small and, hence, the drag force tend to 
dominate over pressure force. 
 
 
1.7.3 The flow-bed interaction 
The water in streams and under waves interacts with the bed sediment mainly through 
the bed shear stress τ(0,t). Hence its determination is a crucial step in sediment dynamic. 
Jonsson (1966) developed a semi-empirical formula based on its early flow model, which 
describe τ as function of the wave friction factor, fw, as follow: 
   
 
 
        
  [1.32] 
where Ae is the water particle semi-excursion and ω is the radian frequency. Jonsson, in fact, 
suggested that the structure of oscillatory boundary layers depend mainly on the relative 
roughness r/A and on the Reynolds number, written in the form A
2ω/ν. Using laboratory data 
from Kamphuis (1975), Fredsøe (1984) found that wave friction factors in smooth turbulent 
flow fit the empirical expression 
           
     [1.33] 
Several investigators (Hughes, 1992; Puleo et al., 2000) have suggested that swash flow has 
more in common with steady flow than with oscillatory wave flow. In a review of all 
available studies, Dean (1978) suggested the following relation for friction factors in 2D duct 
flow: 
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       [1.34] 
these back-calculated estimates of friction factors were found to be an order of magnitude 
smaller than for the field measurement of Conley and Griffin, (2004). This discrepancy has 
yet to be resolved but may due to different instrumental calibration. Often, the wave friction 
factor fw is generally approximated following Swart (1974) as 
            
      
 
 
 
      [1.35] 
Considering that the roughness is closely related to the rate of momentum at the bed and 
hence to the friction factor, Guy et al., (1966) derived the steady flow friction factor through 
the definition:  
   
 
 
      
  [1.36] 
where   is the time averaged horizontal velocity and fr is an empirical friction factor. The use 
of this equation presents two difficulties in terms of the appropriate value for   and fr. Indeed 
knowledge of the boundary layer is often unknown, so a single-point current metre 
measurement is often used in place of  . O the other hand, at a point, the local Reynolds 
number varies rapidly with time, and simultaneously, the friction factor. Hence, for modelling 
purposes, the shear stress over the whole swash cycle is calculate as: 
   
 
 
    
  [1.37] 
where Cf is a constant friction factor and U is a representative stream velocity. 
 
It is now well established that the shear stress is very asymmetric (Hughes, 1995; Cox et al., 
2000; Puleo and Holland, 2001; Archetti and Brocchini, 2002; Cowen et al., 2003; Conley 
and Griffin, 2004; Raubenheimer et al., 2004), with the maximum uprush bed shear stress 
more than twice that in the backwash (e.g. Masselink et al., 2005). The overall ensemble-
averaged shear stress time series being skewed onshore (Conley and Griffin, 2004). This 
mean that the usual assumption in sediment transport models of a constant friction factor over 
the whole swash cycle is not appropriate (Brocchini and Baldock, 2008), so using a constant 
friction factor, Cf, both during runup and for rundown to calculate the shear stress provides a 
poor fit to the measured stress data (Cowen et al., 2003). There is no generally accepted 
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explanation for the larger fiction coefficients during uprush. However, Fredsøe et al.,(2003), 
examining the role played by externally generated turbulence found that: 
1) externally generated turbulence penetrates the bed boundary layer, giving rise to an 
increase in both the mean and root mean square values of the bed shear stress when 
compared to the undisturbed case; 
2) the phase lead of the shear stress over the flow velocity decreases and the friction 
coefficient increases with increasing turbulence intensity.  
The turbulence stirring produced during the uprush by collapsing bores is absent during the 
backwash phase (Puleo et al., 2000). Thus, if these effects are applicable within the SZ, are 
likely to contribute to some of the asymmetry between uprush and backwash friction factors 
(Brocchini and Baldock, 2008). Hence, much effort has gone into estimation of friction factor. 
The wave orbital semi-excursion Ae (in m) for irregular waves with a peak wave period of Tp 
(in s) can be computed as 
    
    
  
   [1.38] 
where σu is the standard deviation of the cross-shore current velocity. 
 
A simple, yet useful, dimensionless measure of the balance of the fluid forces on a 
sediment particle under waves is the sediment mobility number, Ψ (Nielsen, 1992) and can be 
written as: 
    
     
 
         
 [1.39] 
Some Authors (e.g. Conley et al., 2008), to provides a measure of the balance of forces 
on sediment in intense flows, use the mobility number in the form: 
    
  
 
         
 [1.40] 
where um is the peak velocity under the wave. 
A different measure of the balance between disturbing and stabilising forces on sand 
grains at the bed was suggested by Shields (1936) in a study of the incipient sediment modion 
in steady flow, and known as the Shields parameter: 
   
    
          
 
  
 
         
 [1.41] 
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This parameter found wide application, because it is particularly convenient to use in 
connection with steady flow. Indeed, the steady bed shear stress, τ(o) and the friction velocity 
u* are quantities easily measured: 
            [1.42] 
where Dz is the flow depth and I is the hydraulic gradient. 
In connection whit wave motion, the Shields parameter is generally defined in terms of peak 
bed shear stress  
   
    
          
 
 
         
 
         
  
 
 
    [1.43] 
where fw is the wave friction factor previously defined. 
It was found that the critical value of ζ, e.g. the value where the motion of sediment particles 
is initiated, is a weak function of the Reynolds number and is in the order of 0.05. 
The Shields parameter is usually calculated for a horizontal bed gradient and as such it may 
not be very suitable to predict sediment transport across sloping beds. However, an effective 
Shields parameter can be formulated to account for the effect of a the bed slope, β. according 
to Fredsøe and Deigaard (1992):  
- for upslope flow 
        
    
    
      [1.44a] 
- for downslope flow 
        
    
    
      [1.44b] 
where υ is the friction angle. 
Further modifications to Shields parameter have been proposed by several Author to provide 
change in transport rate due to infiltration/exfiltration effects. 
Nielsen, (1997, 1998) designed the extra term in the numerator of Shields parameter‘s 
formula to represent the increase in shear stress due to the thinning of the boundary layer and 
the extra term in the denominator represents the effect of the downward seepage drag on the 
effective weight of the grains (Nielsen et al., 2001). Turner and Masselink (1998) also 
followed this approach, but included the effects of the seepage flow on the bed shear stress 
(e.g., Turcotte, 1960; Conley and Inman, 1994). They showed that the critical Shields 
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parameter may vary significantly due to the altered effective weight. Their modified Shields 
parameter incorporated an additional through-bed term, by which to calculate the swash zone 
transport rate in the presence of infiltration/exfiltration relative to the case of no vertical flow 
through the bed. Their modelling showed that altered bed stresses dominated during uprush, 
indicating enhanced sediment mobility relative to the case of an impermeable bed. They 
found that altered bed stress effects were also dominant during backwash. However, they 
found that the net effect of the enhanced bed shear stress was more important than the altered 
effective weight (seepage force) was less pronounced during backwash than during uprush, 
suggesting that infiltration/exfiltration processes support onshore sediment transport in the 
swash zone. Karambas (2003) also developed a numerical model to investigate effects of 
infiltration/exfiltration on sediment transport via a modified Shields parameter. He obtained 
similar results to Butt et al. (2001), with the numerical results indicating that for fine 
sediments, the time-averaged onshore transport was decreased, while the offshore transport 
was increased. For coarser sediments the time-averaged onshore transport was increased, 
while the offshore transport was decreased. He suggested that the critical grain size 
determining the transport direction was between 0.4 and 0.6 mm, but also noted that relatively 
small changes in the estimation of the friction factor could change the direction of the 
apparent influence of infiltration/exfiltration. 
A Shields-type transport formula does not account for inertial forces, which may 
become significant for coarse grain sizes due to the high fluid accelerations during swash 
runup (Hardisty, 1990; Baldock and Holmes, 1997). Nielsen (2002, 2004) has proposed a 
modified Shields parameter for unsteady turbulent flow, which includes acceleration effects. 
This gives much higher shoreward-directed bed shear stresses during the uprush phase of the 
swash cycle than during the backwash. 
 
 
1.7.4 Sediment transport models 
Sediment transport models are, essentially, of two kinds, namely discrete particle 
modeling and integral models (Nielsen, 1992). Discrete particle modeling (also termed 
particle trajectory models) is a promising approach because analyses at microscales 
interaction between the granular moving layer (sheet flow) and the fluid, which is crucial for 
more realistic prediction of the bed shear stresses (Calantoni and Puleo, 2006). However, 
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since it requires a two-phase flow analysis, it is beyond present computing power for practical 
applications (Brocchini and Baldock, 2008). 
The mayority of the exiting sediment transport models are based on the integral approach. The 
main integrated properties are the sediment concentration and the velocity.  
The sediment transport rate Q(t), through a unit width of a vertical plane perpendicular to the 
x-u direction, can be calculated as: 
               
  
   
        [1.45] 
where Dz is the flow depth, c(z,t) is the local instantaneous sediment concentration and us(z,t) 
is the instantaneous, horizontal sediment velocity. 
All the transport models were developed for the case of an exponential distribution of 
the time-averaged suspended sediment concentrations. Also in the SZ, the suspended 
sediment profile in the SZ can be described reasonably well by an exponential shape of the 
form: 
       
      [1.46] 
where cz is the sediment concentration at a distance z from the bed, C0 is the reference 
sediment concentration at the bed (z =0) and ls is a mixing length scale. The latter represents 
the ratio between the eddy diffusivity of the sediment, εs, and the sediment fall velocity, wf. 
Generally, it is assumed that εs is vertically invariant, i.e. independent of z. The mixing length 
scale suggested by Masselink et al., (2005) is of 0.02-0.03 m. In particular, they found that the 
reference concentration during the uprush (C0=130 kg m
-3
) is almost twice that during the 
backwash (C0=71 kg m
-3
). Moreover, the suspended sediment concentrations are not only 
higher during the uprush, but the sediment is also better mixed over the water column with the 
mixing length during the uprush (ls=0.039 m) being almost twice that during the backwash 
(ls=0.023 m). 
The temporal variation in the average suspended sediment concentration and total suspended 
sediment flux is strongly related to the swash velocity. 
Conley and Beach (2003) reported detailed measurements under storm conditions of the 
sediment load very near the bed. They observed that the vertical profile of net sediment 
transport could exhibit a reversal in cross-shore transport direction, with an offshore-directed 
transport high in the water column gradually weakening as the bed is approached and in the 
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bottom few centimetres a complete reversal in direction, with the bottom transport being 
directed onshore. 
In addition, Conley at al.. (2008) show that effect of flow stratification may be significant 
because it tends to increase sediment concentrations near the bottom and reduce concentration 
further from the bed and this effect is time varying and in-phase with the sediment 
concentration itself. 
Sediment transport modelling typically relies on bed shear stress estimates indirectly 
derived from the near bed logarithmic velocity profile or the quadratic drag law. Close to the 
bed boundary, the current velocity U varies with the height z above the bed according to the 
logarithmic velocity profile 
      
  
 
   
 
  
     [1.47] 
where u* is the friction velocity, z0 is the bed roughness length, and κ is von Karman‘s 
constant (κ ≈ 0.41). Schlichting (1979) defines the constant D1 as 5.5U for smooth turbulent 
flow and 8.5U for fully rough turbulent flow. 
 
Empirical formulas based on numerous experiments on steady flow have been 
implemented to describe the amount of sediment transport in the SZ. Pioneering research on 
bed-load transport focused on unidirectional fluvial environments using a fluid energetic 
approach, where by the local sediment transport rate was related to the kinetic energy of the 
fluid (square of instantaneous velocity; Bagnold, 1966). Bagnold (1963, 1966) derived a 
stream-based sediment transport model. In that model, Bagnold assumes the sediment is 
transported in two modes, i.e., the bed load transport and the suspended transport. The bed 
load sediment is transported by the flow via grain to grain interactions, the suspended 
sediment transport is supported by fluid flow through turbulent diffusion. The total load 
sediment transport rate Il reads (Bagnold, 1966): 
     
  
         
 
        
  
       
 
   [1.48] 
where P is the available fluid power, wf is the fall velocity of sediment. έb and έs are the bed 
load and suspended load efficiencies, respectively. The available fluid power is the work done 
by the bottom shear stress τb 
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          [1.49] 
where ubs is the near bed free stream velocity. 
Considering the bottom shear stress in the form of drag law (see the drag force previously 
seen) and also considering time averaging in the wave period T, Bailard and Inman (1981) 
relates the bed load to the third power of velocity and suspended load to the fourth power of 
velocity. 
Concurrent field measurements of sediment transport and flow velocities in the swash zone 
have been obtained by Hardisty et al. (1984), Jago and Hardisty (1984). These studies 
investigate the applicability of the energetics-based sediment transport model of Bagnold 
(1963, 1966) to compute sediment transport rates in the SZ. Hardisty et al. (1984) proposed a 
modified energetics-based model of Bagnold (1966) for use in the SZ through the adding of a 
calibration coefficient for uprush/backwash phases. According to this model, the bed load 
transport for wave uprush and backwash can be written as 
     
    
   
         
 [1.50a] 
     
    
   
         
 [1.50b] 
where the subscripts u and b denote uprush and backwash, respectively, Iw is the immersed 
weight sediment transport per unit meter beach width (Nm
-1
), ku and kb are calibration 
coefficients (kgm
-3
),   is the mean flow velocity (m s-1), T(u,b) is the uprush or backwash 
duration (s), υ is the friction angle of the sediment and β is the beach angle. 
The proposed modified energetics-based model is often used in modern process-based 
numerical model (e.g., Li et al.(2002)).  
As seen this modification it seems adequately only for sediment transport by bed load, but 
Hughes et al. (1997) and Masselink and Hughes (1998) calibrated the Bagnold model for the 
SZ by relating the total sediment load carried up and down the beachface to uprush and 
backwash flow characteristics. Masselink and Hughes (1998) found that the value of this 
coefficient for upwash sediment transport is nearly twice as large as that for backwash 
sediment transport. If friction factors and/or transport coefficients are held constant for uprush 
and backwash, this invariably results in biasing predictions of net offshore transport (e.g. 
Masselink and Hughes, 1998; Puleo et al., 2000, 2001). 
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Energetics models (e.g. Bagnold 1963; Bowen, 1980; Bailard, 1981) do not work as well in 
the SZ as they do in the surf zone due to the influence of processes such as bore turbulence, 
in-exfiltration and sediment advection from the inner surf (Butt at al., 2007). Recent studies 
on sediment transport in accelerating flows (Drake and Calantoni, 2001; Nielsen, 2002; 
Hoefel and Elgar, 2003) have suggested that pressure gradients have a significant effect on 
sediment transport, a fact which would tend to favour transport under steep faced 
asymmetrical flows such as those occurring under swash bores or shoaling wave faces. These 
processes, in fact, may be just as important for sediment transport in the SZ, while their 
influence is either weak or non-existent further seaward, such as in the surf zone. Puleo et al. 
(2000) concluded that ―Bagnold-type sediment transport equations are not adequate for 
describing sediment transport in the swash zone where complex fluid motions occur. This 
lack of success implies that not all the fluid physics are adequately described…‖.  
Anyway, to date, most swash sediment transport models are based on derivatives of the 
energetics approach, describing the bed load, suspended load or total load transport as a 
simple function of velocity, i.e., u
n
 or equilibrium models (Pritchard and Hogg, 2005).  
The energetics-based models are unable to account for the phase difference between 
the sediment transport rate and hydrodynamic forcing parameters (Bakhtyar et al., 2009). Hsu 
and Raubenheimer (2006) indicated that sediment transport in the SZ might not correlate to 
the instantaneous forcing computed in a specific location, so such equations might not be 
valid in the swash.  
In this instance, an useful alternative to Bagnold‘s energetics approach may be the 
Shield-type formulation, which relate the sediment transport rate to the Shields parameter. 
Most data on sheet flow sediment transport rates support formulas of the form: 
            [1.51] 
where ζc is the threshold (critical) value for the Shields parameter below which no sediment 
movement occurs (for natural sand tipical value is ζc ≈0.05) and Λ is the dimensionless 
sediment flux (cf. Dyer, 1986, p. 178). Nielsen (1992) slightly modified Eq. (1.51) and found: 
             
    [1.52] 
where ΛT/2 is the dimensionless average transport over a half cycle and ζ is computed using 
the peak flow velocity attained during the half cycle. 
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Summarising the previous, none of the above models can resolve all potentially important 
details of the flow and sediment transport in the SZ, such as the wave boundary layer, 
percolation, flow separation at the beach step and the 2D or 3D distribution of suspended 
sediments. There is a need to obtain a predictive capability for sediment transport in the swash 
zone and two theoretical frameworks are available to be validated. Since physically the 
uprush and backwash flows are different, it seems logical that the associated sediment 
transport processes can also be different. This difference is likely to result in negatively 
(offshore) skewed velocity moments towards the seaward limit of the SZ (Elfrink and 
Baldock, 2002). As a result, steady flow energetics (Bagnold, 1963, 1966) and Shields-type 
(see Nielsen, 1992) sediment transport models based on the free stream velocities in the SZ 
may be inherently biased towards offshore transport. Consequently, the inclusion of 
turbulence in a description of the SZ kinematics appears necessary (Hughes et al., 1997a), 
together with a more detailed description of the bed boundary layer. Modelling turbulence 
generation by swash–swash interactions presents a major challenge, but appears critical to 
describing the total turbulent kinetic energy levels at the seaward swash boundary. 
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2. Literature review 
 
As seen in the previous chapter, the SZ is a very special boundary layer in which not 
only must small scales be properly resolved and their influence fed into the larger-scale 
dynamics, but the connection between small and large scales must be performed (Brocchini 
and Baldock, 2008). Recent research has significantly increased both process knowledge and 
modelling ability (Elfrink and Baldock, 2002). 
In the contest of the micro-scale processes, despite good conceptual models of the 
influence of infiltration/exfiltration and beach groundwater on the boundary layer and swash 
hydrodynamics, quantitative measurements were prime requirement for future work, as 
prospected by some authors (Elfrink and Baldock, 2006). In this perspective, the tests carried 
out at GWK experiment explored the beach response induced by various groundwater 
regimes, where groundwater regimes were modified by a dewatering system. The beach 
dewatering can be treated as a local hydrodynamic process and considered as a swash zone 
boundary condition.  
On the other hands, the scope of the tests carried out in the large wave flume of the 
Maritime Engineering Laboratory (LIM) at the Catalonia University of Technology (UPC), 
was to derive information in the changes in the beach response as a direct result of the wave 
groupiness. Wave grouping can be addressed to the global hydrodynamic processes and 
considered as a surf zone boundary condition. 
 
 
2.1 The Beach Drainage System  
 
The Beach Drainage Systems (hereinafter BDS) working principle is based on the 
concept that keeping the groundwater level low, back-swash is inhibited by increased grain 
friction in a non-saturated medium (Figure 2.1).  
BDS enabling a decreased sediment transport from the swash area to the submerged 
beach have been considered as a soft-engineering solution by coastal managers for a number 
of reasons. Firstly, their installation is not so costly like building traditional breakwaters. 
Secondly, there is no visual impact. Thirdly, there is a perception that this is an 
environmentally sustainable solution to coastal erosion. However, the amount of published 
work on the performance of these systems is limited and often only grey literature (e.g. 
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unpublished technical reports) is available for most sites. The scientific background to the 
technology can be found by essentially looking at the research on the role of beach 
groundwater dynamics in controlling the erosion/accretion.  
  
Figure 2.1: Role of a Beach Drainage System in controlling water table and nearshore 
hydrodynamic processes. 
 
As seen in the previous chapter, the permeability, involved in the process of 
infiltration and exfiltration, more or less directly affects the beach profile evolution in the SZ. 
However, how the vertical flows over a porous seabed affect the swash hydrodynamics is not 
well known as yet (Horn, 2007). Many authors suggested that infiltration losses during swash 
uprush provide the main mechanism for beach accretion above the still water level. Because 
the swash lens is relatively shallow, a small change in water volume due to infiltration (or 
addition of water due to exfiltration) could influence uprush/backwash flow asymmetry and 
therefore the energy available for sediment transport (e.g. Bagnold, 1940; Grant, 1946; Grant, 
1948; Duncan, 1964). However, others studies gave to infiltration/exfiltration minimal 
influence due to the small volume involved (e.g. Packwood, 1983). Researchers such as 
Martin (1970), Nielsen (1972, 1992, 1997), Turner and Nielsen (1997), Turner and Masselink 
(1998), Hughes and Turner (1999) and Baldock et al., (2001) consider the potential 
modifications of normal and shear stresses provided by vertical flows. An alteration in the 
effective weight of the surface sediment due to fluid loading/unloading acts to stabilise the 
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bed under infiltration or destabilises it under exfiltration. On the other hand, the vertical fluid 
drag leads to modified shear stresses exerted on the bed (Conley and Inman, 1992; Turner, 
1995). Conley and Inman (1992) suggested that the sediment-mobilising properties of the 
flow would be diminished under exfiltration conditions due to decreased bed stress with 
turbulent kinetic energy removed from the bed, which would be characterized by thinner and 
less dense granular-fluid layers. Flow experiencing infiltration would be characterized by a 
more rapid and therefore distinct boundary layer, enhancing sediment mobilisation. They also 
suggested that different friction factors would be required for flow influenced by infiltration 
and exfiltration. Later Conley and Inman (1994) investigated the effect of seepage flows on 
oscillatory boundary layers in more detail, and suggested that infiltration tended to stabilise 
the flow while exfiltration tended to destabilise flow. Their experiments demonstrated that 
during infiltration, mean horizontal velocities throughout the boundary layer were uniformly 
greater. 
Laboratory studies as early as the 1970s (Machemehl et al., 1975) have observed that 
by artificially lowering the groundwater level it is possible to enhance the sediment stability. 
The first field test was conducted by Chappell et al. (1979) in Australia, reporting qualitative 
evidence that the accretion of beach material on the foreshore of the profile was induced by 
lowering the groundwater elevation. Because of a highly dynamic shoreline, the investigators 
were unable to quantify the influence of the wells on the morphologic response of the beach. 
In 1985, the Danish Geotechnical Institute registered the first patent of a commercial drainage 
system (Vesterby, 1991, 1994), commonly called Beach Management System (BMS) or 
Beach Drainage System (BDS). However, it was only 4 years later that the first drainage 
prototype installation was finalized. The selected location was Hirtshals, on the north-eastern 
coast of Denmark.  
The first scientific review to shed light on the topic was that of Turner and Leatherman 
(1997). After examining installations in USA, Denmark and UK, the authors concluded that 
there was too little evidence for being convinced that the systems had a positive effect. 
Nowadays, 14 years after the review, the number of published papers on the efficiency of 
beach dewatering remains limited, with a notable exception of a recent review paper related to 
Italian installations (Ciavola et al., 2008). The data published so far on Italian BDS refer to 
the sites of Lido di Ostia near Rome (Damiani et al., 2003), Alassio in Liguria (Bowman et 
al., 2007), Procida Island near Naples (Vicinanza et al., 2010) and Lido Adriano near Ravenna 
(Ciavola et al., 2009; Vicinanza et al., 2009). None of the cited case studies provide full 
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scientific evidence of undisputable positive results regarding beach stabilisation, although in 
some cases an overall reasonable performance was reported. In many cases no adequate long-
term monitoring was undertaken at a frequency high enough to discriminate the response to 
high energy erosive events. 
The spatial influence of the BDS has not previously been defined, as well as how the system 
performs under different wave conditions. Obviously a crucial point is where to locate the 
drain and at which depth, as this must influence the performance of the system. Another 
aspect which is unclear is also the possible benefit of using parallel drains. All these 
uncertainties can only be resolved through laboratory experiments under controlled 
conditions. 
At present, the only studies present in the literature on laboratory experiments of BDS 
performance are that of Ranieri (2005), Horn et al. (2007) and Damiani et al. (2009), all likely 
to have suffered from scale effects. Of the three papers cited above, the most comprehensive 
piece of work is that of Horn et al. (2007). The experiments were carried out on fine and 
coarse sand beaches under raised and lowered back beach groundwater levels, concluding that 
the groundwater level had less effect on beach profile evolution under high energy storm 
conditions. The authors suggested that artificially lowered groundwater levels would not help 
much in the control of storm erosion, but could promote post-storm accretion. 
 
 
2.2 Influence of free long waves, bichromatic wave groups and 
random waves  
 Swash motion is driven by both low frequency infra-gravity motions and short-period 
bores which collapse at the shoreline and then propagate up the beachface. The two 
mechanisms do not appear to be exclusive depending on the incident waves (Elfrink and 
Baldock, 2002) and foreshore slope (Hsiao et al., 2009). There have also been several 
observations and attempts to describe the interactions between subsequent swash waves 
within the SZ. Holland and Puleo (2001) showed that the presence or lack of swash collisions 
might describe whether foreshores accrete or erode (this was also suggested by Kemp, 1975). 
Recently, Alsina and Cáceres (2010) have shown the influence of the long wave component 
associated with wave groups on beachface erosion, notably the effects of long wave 
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backwash, the incidence of bores during the trough of the long wave water level oscillations 
and incident-backwash interactions.  
Long waves have been proposed to be important for coastal zone sediment transport 
for many years (Carter et al., 1973; Short, 1975; Bowen, 1980; Holman and Bowen, 1982; 
Roelvink and Stive, 1989; O‘Hare and Huntley, 1994). Although most gross sediment 
transport is induced by short-scale wind and swell waves, the morphological evolution 
depends on the gradients in the sediment transport, and these can be subtly changed over the 
time-scales of long waves and wave groups. In addition, the groups introduce further 
unsteadiness and intermittency into the short wave sediment transport processes, with the 
potential to change relationships between sediment pick-up, suspension and settling and hence 
net sediment transport rates and direction. Recent work has suggested that long time-scale 
beach evolution is deterministic (Ruessink et al., 2008), and that improved parameterisation of 
larger scale sediment transport processes is required, since the time-averaging in broad-scale 
models necessarily excludes long waves and wave groups. However, direct experimental 
investigation of the role of long waves and wave groups has been limited and, in the field, 
relies on correlating morphological and long wave length scales (e.g. Aagaard, 1990; Aagaard 
et al., 1994). However, because of hydrodynamic feedback between the morphology and long 
waves, the long-wave structure may be determined by the morphology, as proposed by 
Symonds and Bowen (1984) and as observed by Michallet et al. (2007), rather than the other 
way around. Therefore, it is difficult to identify the influence of the long wave on the 
morphology without a direct comparison between conditions with and without long waves. 
Over broader time and space scales, this morphological-hydrodynamic feedback becomes 
particularly important (Plant et al., 2004; Brocchini and Baldock, 2008).  
The direct influence of long waves on sediment transport directions is complicated and 
varies across the nearshore zone. Offshore of the breakpoint, the expectation is that the bound 
long waves associated with wave groups will promote offshore transport (Shi and Larsen, 
1984; Deigaard et al., 1999). Local suspended sediment transport measurements tend to 
support this model (Osborne and Greenwood, 1992; Aagaard and Greenwood 2008). Onshore 
of the bar, no clear model exists, but long wave transport tends to be predominantly landward. 
Aagaard and Greenwood (2008) proposed that long waves advect sediment away from 
maxima in the relative incident wave height (H/d), which typically occurs near the crests of 
longshore bars, except very close to the shoreline where a monotonic increase in relative 
incident wave height is observed (Power et al., 2010). This implies divergence of infragravity 
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sediment transport at wave breakpoints (bars), which should cause destruction of the bar crest 
or the landward migration of the bar crest. This mechanism also offers an explanation for the 
very large range of observed magnitudes in long wave sediment transport, and also for the 
observed divergent transport directions. Offshore of the surf zone and in the outer surf zone, 
Ruessink et al. (1998) noted that long wave sediment transport was generally offshore, but an 
order of magnitude smaller than the transport by short waves and undertow, although these 
tend to cancel out near the breakpoint. Ruessink et al. (1998) also noted that the transport 
induced by free long waves did not appear to be significant around the outer breaker zone.  
Wave groups also influence the short wave transport, as shown by Sato (1992). In this 
case, the inverse relationship between the direction of maximum flow velocity and the 
direction of suspended sediment transport over rippled beds can lead to onshore sediment 
transport at short wave frequencies, but offshore transport at long wave frequencies. Sato 
(1992) also noted that sediment concentrations were higher under grouped waves than for 
monochromatic waves with the same overall energy flux. The turbulence production and 
dissipation that is partially responsible for generating and maintaining sediment suspensions 
are also influenced by the mode of breaking, which varies for different wave steepness and for 
different waves within the wave groups (Ting and Kirby, 1995; Ting, 2002). This further 
complicates the influence of wave groups. Moreover, Goda (1975) suggested that this is an 
important phenomenon that leads to de-saturation of the surf zone at short wave frequencies 
due to the influence of long waves. In contrast, short waves may influence free long waves in 
several ways such as dissipation of long wave energy by short wave turbulence, phase 
changes due to variations in wave setup and changes in the reflectivity of the moving 
shoreline. Consequently, since long waves may strongly influence sediment transport, the 
influence of long wave-short wave interactions may be of significant importance for the 
modelling of coastal processes and the development of morphological features such as 
nearshore bars. The role of infragravity wave motion in influencing suspended sediment 
transport and morphology has been proved extensively in the field since the first studies 
almost 20 years ago (Roelvink and Stive, 1989; Beach and Sternberg, 1991). 
It is now fairly well established that Low Frequency Wave motion (LFW) is able to affect the 
sediment transport as follows:  
- the phase relationship between LFW and short waves undulation of the water surface will 
cause the short waves to vary in amplitude and, therefore, also to break at different 
positions over the beach profile; 
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- LFW velocities will advect sediment in suspension and will also alter the bed shear stress 
which entrains the sediment; 
- LFW motion will include a second-order mass transport if a partial standing wave motion 
is set up by the reflected LFW (this will only be applicable if the motion is steady and has 
a narrow band spectrum); 
- LFW are also powerful agents for removing sediment put in suspensions by breaking 
wind waves around Low Crested Structures, thus contributing significantly to their 
erosion and failure.  
The importance of long waves, thus, is not only the additional wave induced velocity and the 
long wave influence on the short wave hydrodynamics (Goda, 1977; Baldock and O‘Hare, 
2004) but also the formation of standing waves, or a cross-shore and longshore nodal 
structure (e.g. Holman and Bowen, 1982). Dally (1987) investigated experimentally if the 
formation of longshore bars was consistent with the surf beat structure, yet very little evidence 
for surf beat contributing to the bar formation was observed, and undertow appeared the 
dominant bar forming mechanism. Numerical modeling (Roelvink and Stive, 1989; Roelvink, 
1993) has been used to investigate the role of surf beat by including and excluding long wave 
terms from a numerical model and comparing the predicted morphology with a measured 
beach profile from random wave tests. Including long waves in the model smoothed the bar, 
reduced the bar height and moved the bar crest seaward, and also produced less erosion in the 
inner surf zone. Jannat and Asano (2007) adapted a numerical model from Kobayashi et al. 
(1987) to investigate sediment transport under long waves. The long waves induced small 
changes in the surf zone, and larger changes in the SZ, where long waves have maximum 
amplitude.  
Both free and forced long waves occur in the nearshore zone and surf zone, but little 
previous work has considered the overall impact of free long waves on the beach evolution. 
Similarly, direct investigation of how long waves and wave groups modify sediment transport 
and the erosion or accretion of beaches is lacking. In fact, although there has been much 
investigations on the kinematics of extreme waves in deep water using focused wave groups 
in wave flumes and basins (Longuet-Higgins (1974), Rapp and Melville (1990), Baldock et al. 
(1996), Barnes (1996), and Johannessen and Swan (2001)) there has been little research on 
the wave grouping in the nearshore environment. For repeated wave groups, Borthwick et al., 
(2006) confirms the presence of a low frequency free wave, followed by higher frequency 
waves of the main group and trailing higher order harmonic waves.  
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Under random wave conditions in small-scale experiments, Dally (1991) observed that 
seiching influences the final equilibrium profile, smooth the bar-trough morphology and carry 
sediment higher in the swash zone. 
Baldock et al. (1997) measured surface elevations in the inner surf zone and swash 
oscillations on a steep beach of 1:10 using regular waves, bichromatic wave groups and 
irregular waves. They found for bichromatic wave groups that much of the incident wave 
grouping remains both at the still-water shoreline (SWS) and within the swash and that the 
shoreline motion is modulated at the incident wave group frequency. They also found that the 
swash oscillation driven by the bichromatic wave groups on the 1:10 slope is largely 
dominated by low frequency motions. 
Both bichromatic and random (JONSWAP) waves were used by Brocchini and Bellotti 
(2002) to evaluate and simplify a theoretical model of Shoreline Boundary Conditions to be 
used as SZ boundary in wave-averaged nearshore circulation models. Although there are 
insights about the effects of individual long-waves in hydrodynamic and shoreline motion 
terms, few direct experiments have investigated the influence of free long waves and wave 
groups on surf and swash zone morphodynamics. Their influence appears significant, as 
shown by Baldock et al. (2007) and Baldock et al. (2010), with free long waves tending to 
reduce offshore sediment transport or increase onshore sediment transport. On the other hand, 
bichromatic wave groups resulted in much greater erosion than equivalent monochromatic 
waves. However, those experiments did not consider random waves. Furthermore, the small-
scale of the experiments (water depth 0.5m, wave height 0.05m-0.1m) meant that scale-effects 
could have been significant in influencing the results.  The complexity of the problem 
suggested the need to obtain and operate on data acquired through high quality laboratory 
investigations at large scale. 
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3. Swash zone response induced by different groundwater 
regimes: large-scale experiments at GWK 
3.1 Experimental procedure and setup  
3.1.1 Wave flume and instrumentation 
 
The 2D physical model was performed at the Coastal Research Centre (FZK) of University of 
Hannover and of Technical University of Brounischweig. In particular experimental tests 
were carried out at the ‖Grosser WellenKanal‖ (GWK), which represents an unique test 
facility to perform full scale laboratory experiments in coastal and offshore engineering 
researches (Fig. 3.1a). 
The GWK is a 307 m long, 7 m deep and 5 m wide flume and represent the greatest 
laboratory of maritime hydraulic of the world. The facility is equipped with a piston type 
paddle of about 900 kW combined with an upper flap for generating regular and irregular 
waves (Fig. 3.1b). 
 
a)  b)  
Fig. 3.1. a) General view of GWK during a wave attack. b) View of the wave generator. 
 
The gearwheel driven carrier gives a maximum stroke of ± 2.10 m to the wave paddle, which 
is 5 m wide and about 6.70 m high. Water waves up to a height of 2.00 m quasi-prototype 
conditions can be simulated. The stroke can be superimposed by upper flap movements of ± 
10 degree in order to simulate natural water wave kinematics most accurately. A large 
cylinder integrated in the carrier compensates the water force in front of the paddle (rear is 
free of water). The wave generation is controlled by an online absorption system. This special 
system works with all kinds of regular and irregular wave trains. Thus, the tests are unaffected 
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by re-reflections at the wave generator and can be carried out over nearly unlimited duration 
(Fig. 3.2). 
 
 
Figure 3.2. Online absorption control system for the wave generator of GWK. 
 
The experimental strategy consisted of building a physical scale 1:1 model. The bed 
morphology was realized by placing the sand on the bottom of the flume, which in the final 
part has an asphalt permanent slope of 1:6 (Fig. 3.3). 
 
 
Figure 3.3. Scheme of the longitudinal profile of the wave channel with the principal 
characteristics of the movable bed. 
 
 Over 2000 tonnes of material were estimated to be used to cover a volume of approximately 
1300 m
3
. A non-erodible horizontal plane (the flume bottom) characterized the initial 99 m. 
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Then, it started the moulded sand beach with an initial slope of 1:20 (2.86°) for 20 m, 
changing to 1:50 (1.15°) in the next 50 m and in an horizontal part for the following 50 m. 
The last 30 m, corresponding to the surf and the swash zone, were reached with a slope 1:10 
(5.71°) for static tests (Section 3.1.3) and for dynamic tests A1 (Section 3.3.2.1), of 1:8 (i = 
8.00 %) for dynamic tests A2 (Section 3.3.2.2), and of about 1:8 (i = 8.03 %) during dynamic 
tests A3 (Section 3.3.2.3). The beach consisted of quartz sand, characterized by a reasonable 
well sorting with no mud fraction. Fine and very fine sand fractions characterized more than 
20% of the sample. The characteristic diameter, D50, was of 0.33 mm (medium sand in the 
Udden-Wentworth scale), with a permeability k = 3.2*10
-2
 cm/s, and a vertical fall velocity wf 
= 4.8 cm/s. The grain size distribution of the sand used during the experiments is presented in 
Figure 3.4. 
 
Figure 3.4. Grain size distribution of the sand used in the model. 
 
The laboratory sand is analogous to that of the typical beaches of the Northern Adriatic Sea as 
showed, in particular, at Lido Adriano (Ravenna, Italy), where a prototype BDS installation 
was extensively studied by Ciavola et al. (2008, 2009).  
The beach was equipped with a drainage system that consisted of four corrugated PVC drain 
pipes (hereinafter termed as D1, D2, D3 and D4) parallel to the shoreline, with a diameter of 
0.2 m. To avoid blockage by sand during the infiltration processes, each drain was covered by 
a double layer geotextile drape. The pipes had a series of rectangular holes around their 
surface to drain the groundwater flow during the tests (Fig. 3.5).  
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Fig. 3.5. Detail of the drains covered by geotextile. 
 
The top of the drains was located below the emerged beach at 40 cm under the still water 
level. Starting from the wave paddle, the distance of each drain was 242.10 m, 242.40 m, 
247.00 m and 252.00 m, i.e. at a distance from the shoreline ranging between about 1 and 12 
m (Figure 3.6 and 3.7). 
 
Figure 3.6. Longitudinal profile and plan view of nearshore experimental beach equipped with 
BDS. 
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Figure 3.7. Placement of the drains along the wave flume. 
 
The installation of the drains with different spatial position was carried out to analyse their 
optimal distance from the shoreline in terms of morphodynamic and hydrodynamic efficacy 
of the system. Since the maximum run up resulted to be lower than expected and due to a 
reduction of the access time to the facility given to our research project, steps using D4 was 
never carried out. The drains had a small longitudinal slope which allowed their connection 
into rigid PVC blind pipes of the same diameter and a variable length ranging from 4 m to 13 
m. The blind pipes were linked to a pumping station to collect the groundwater flow. A gate 
valve to allow the drains to be switched on/off. Its diameter was 2.08 m and it was made of 7 
concrete elements of about 0.5 m height. The total height of the pumping station was 4.11 m 
and its distance from the bottom channel was equal to 1.61 m (Fig. 3.6 and 3.8). The level of 
the joints between blind pipes and the pumping station was at about 3 m from the bottom of 
the channel, to guarantee that the pump was submerged due to drainage by gravity. The 
automatic working of the pump was performed by two buoys placed at a relative vertical 
distance of 0.08 m which, simultaneously, measured the rate of drained flow. From the pump 
station the water was finally removed in the initial part of the flume by an iron pipe with a 
diameter equal to 0.2 m (Fig 3.9). A detailed profile of drains, blind pipes and pump station 
are shown in Figure 3.10. 
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a)  b)  
Figure 3.8. a) Blind pipes connected to the pump station. b) Valves and iron pipe inside the 
pump station at the end of blind pipes during a test. 
 
a)  b)  
Figure 3.9. a) Submerged pump. b) Iron pipe of the pump station. 
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a)  
b)  
Figure 3.10. Pump station and terminal part of blind pipes: a) Plan view. b) Profile. 
 
 
3.1.2 Measurement instruments 
A large number of surface elevations, pressures, velocities, drainage flows and bottom beach 
experimental data were sampled to analyse BDS effects on the nearshore morphodynamics 
and hydrodynamics. During the experiments hydrodynamic measurements have been carried 
out inside the beach, by piezometers and pressure transducers, and along the channel, by wave 
gauges, electromagnetic currentmeters and ultrasonic sensors. 
The instruments installed in the channel for both hydrodynamics and morphodynamics 
measurements were: 
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 20 wave gauges; 
 12 piezometers; 
 16 pore pressure transducers; 
 1 flowmeter; 
 4 electromagnetic currentmeters; 
 2 camcorders; 
 1 propeller; 
 64 rods; 
 1 bottom profiler, 
 2 altimeters. 
 
Wave characteristics were measured along the flume by 20 resistive gauges (wg). With 
reference to the wave paddle the x-positions of the gauges are illustrated in Table 3.1. Before 
the test starting, the wave gauges were subjected to the preliminary calibration on the basis of 
the water levels (Fig. 3.11). 
 
 x (m)  x (m) 
WG1 50.10 WG11 108.00 
WG2 52.20 WG12 116.00 
WG3 55.90 WG13 126.22 
WG4 61.30 WG14 140.00 
WG5 79.05 WG15 161.90 
WG6 81.15 WG16 180.00 
WG7 84.85 WG17 200.00 
WG8 90.25 WG18 210.00 
WG9 97.30 WG19 220.00 
WG10 102.09 WG20 230.00 
Table 3.1. Wave gauges positions with respect to the wave generator 
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Figure 3.11. Wave gauges along the channel 
 
Water table measurements were carried out below the beach surface using a set of 12 
piezometers (p) and using 10 pore pressure transducers (pt) as reported in Figure 3.12 and 
3.13. The piezometer sensors were located at about 2 m from the left wall of the channel and 
connected by small plastic pipes to cells installed in the sand at about 0.1 m under the drains 
at a distance of 3.2 m from the bottom channel. They were respectively located at 237.80 m, 
239.79 m, 241.79 m, 242.72 m, 243.89 m, 245.55 m, 246.68 m, 247.33 m, 248.59 m, 250.50 
m, 251.70 m and 252.30 m from the wave generator.  
 
a)  b)  
Figure 3.12. a) Detail of piezometers, b) Placement of a piezometer sensor. 
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a)  b)  
Figure 3.13. a) Placement of piezometer sensors and pressure transducers below the drains.  
b) Detail of a pressure transducer. 
 
In Tab. 3.2 the plano-altimetric measurements of the piezometers are explained. The y-values 
are referred at about 0.1 m under the drains. 
 
 x (m) y (m) 
P1 237.8 3.2 
P2 239.79 3.2 
P3 241.79 3.2 
P4 242.72 3.2 
P5 243.89 3.2 
P6 245.55 3.2 
P7 246.68 3.2 
P8 247.33 3.2 
P9 248.59 3.2 
P10 250.5 3.2 
P11 251.7 3.2 
P12 252.3 3.2 
Table 3.2. Piezometers position with respect to the wave generator 
 
The pore pressure transducers (pt), instead, were located at about the same level of the 
piezometers but at a different spatial distribution. Additional 4 pressure transducers 
(transducers pt11, pt12, pt13 and pt14) were located inside the lowest part of the drains in 
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order to analyse their hydraulic regime (Fig. 3.14a). As aforementioned, a last pressure pore 
transducer (pt15) has been placed in the pump station to evaluate the drained flow (Fig. 
3.14b). In particular, this transducer was located at 0.08 m from bottom pump station and at 
1.69 m from the bottom channel. Her distance from the wave paddle was 255.15 m. Tab. 3.3 
shows the plano-altimetric position of all pressure transducers (Tab. 3.3). 
 
a)  
b)  
Figure 3.14. a) Transducer in the drain. b) Transducer in the pump station. 
 
 
95 
 
Pressure transducers x (m) y (m) 
pt1 238.83 3.186 
pt2 240.80 3.182 
pt11 242.25 3.189 
pt3 243.79 3.188 
pt12 244.83 3.189 
pt4 246.28 3.195 
pt5 247.63 3.193 
pt6 249.56 3.191 
pt13 251.52 3.195 
pt7 253.63 3.197 
pt8 242.10 3.460 
pt9 242.40 3.470 
pt14 247.00 3.450 
pt10 252.00 3.450 
pt15 255.15 1.690 
Table 3.3. Pore pressure transducers position with respect to the wave generator. 
 
Moreover the measurements of the drainage discharges have been also performed using a 
flowmeter placed on the iron pipe (Fig. 3.15). This instrument was equipped by an internal 
digital oscilloscope and set using a sampling frequency f = 1 Hz. 
 
Figure 3.15. Flowmeter placed on the external iron pipe. 
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In order to analyse the nearshore flow field in presence or not of the drains, 4 two-
dimensional electromagnetic currentmeters (ECM) have been used to measure the nearshore 
horizontal (u) and vertical (v) wave velocity. The instruments were installed on a vertical pier 
connected to the carriage of the channel. For each wave test the electromagnetics have been 
placed in different transversal sections inside the surf zone as function of the nearshore bed 
evolution. The electromagnetics were staggered (2 in right side and 2 in left side) with a 
distance one from other equal to 0.07 m for preventing possible mutual interferences. The 
lowest ECM was placed at 0.1 m from the flume bottom and the higher was frequently across 
the water surface during the dynamic tests (Fig. 3.16). 
  
Figure 3.16. (a) Relative distances of the elettromagnetic currentmeters. 
 (b) Electromagnetics connected to carriage. 
 
A propeller currentmeter was installed in the swash zone, near the shoreline and the right 
wall, at 230.7 m from the wave generator and at a distance from the bottom channel equal to 
4.155 m. The instrument allowed to measure the positive horizontal velocity induce by the run 
up flow (Fig. 3.17). 
 
Figure 3.17. Propeller in the swash zone 
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Two bed-level ultrasonic sensors (M-300/95 model by Massa), also called altimeters, were 
installed in the swash zone at 232.2 m and 240 m from the wave paddle (Fig. 3.18). They 
allowed the study of intermittent bed changes and the position of the water level during 
uprush and backwash cycles in the swash zone. These acoustic sensors were installed at 6.03 
m and 5.04 m above the bottom of the channel. Following the calibration approach adopted 
by Turner et al. (2008) and the suggestions on the acoustic considerations and the 
optimization of sensor selection provided by Massa (1999a,b), the distance resolution of the 
sensors combined with the electronic noise resulted in an accuracy of ±1 mm. 
a)  
b)  
Figure 3.18. (a) Altimeter before the installation. (b) Altimeters placed along the flume. 
 
The time series recorded by wave gauges, pressure transducers, elettromagnetic 
currentmeters, propeller and altimeters have been sampled by 64 channels PRESTON 
acquisition system adopting a sampling frequency f = 20 Hz. 
Beach morphological measurements were performed using a beach profiler mounted on a 
carriage. (Fig. 3.19). The profiler consisted of a wheel, a metal jib and a PC-based acquisition 
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system (Fig. 3.20). A software converted the wheel rotations and the angle of the jib to 
distance and elevation above a reference level. As already mentioned, measurements were 
conducted after each cycle of wave attacks. The depth samplings of the profiler were 
horizontally spaced every 0.025 m at a distance between 206.375 m to 252.575 m from the 
wave paddle and performed within the closure depth and the maximum runup level for the 
adopted wave conditions. 
a)  b)  
Figure 3.19. (a) Characteristics of adopted bottom profiler on the carriage. 
 (b) Profiler mounted on the carriage. 
 
a)  b)  
Figure 3.20. a) Metal jib with the wheel; b). Bottom profile acquisition system. 
 
Disturbance was studied installing 60 metal rods with washers along four lines spacing from 
the lower swash zone to the berm (Figure 3.21a,b). Readings of the depth of the washer and 
bed elevation were undertaken at the end of each run of waves using a graduated pin with 
millimetre precision. While the bed elevation was always referred to the top of the rod, the 
depth of the washer was measured by inserting the pin into the sand, till it was felt that the 
washer had been hit. The definition of the measured DoD parameters can be seen in Fig. 3.22. 
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a)   
b)  
Figure 3.21. a) View of the area studied using rods. The drains are numbered 1-4; b) Rods 
along the channel. 
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Figure 3.22. Definition of DoD parameters. 
 
 
3.1.3 Test program 
The experimental tests on the morphodynamic and hydrodynamic effects for a beach 
protected by a drain system have been carried out during February-March 2009 for a total 
period of 23 days. The experimental procedure consist of two kinds of test, termed ―statics‖ 
(with undisturbed water levels) and ―dynamics‖ characterized by different irregular wave 
attacks. The laboratory experiments have been characterized by different configurations with 
one or more drain opened or without. 
 
 
3.1.3.1 Static tests 
The experimental program for the 15 ―statics‖ tests has been made of two set by using two 
different static levels: 4.00 m (S1) and 4.20 m (S2) from the bottom of the channel.  
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The aim of these tests was to study the influence of the drains depth respect the still water 
level on the system in working. The static experiments, in fact, have been characterized by 
different drain configurations, evaluating the water table lowering and the drained flow 
induced by the drain opening and, finally, the changes of the water table when the drains have 
been closed. The assumption of an higher water level (S2) has been addressed to simulate set 
up phenomena and to compare the water table lowering with S1 tests. In this case, only the 
hydrodynamic aspects have been analyzed inside the beach induced by presence or not of the 
drains. The evaluation of the water table fluctuations have been performed using piezometer 
and transducer measurements. The measurements of the water column pressures in the sand 
has been started after about 1‘ from the opening of the valves ( connected to the activation of 
the drains) in order to minimize the initial depression phenomenon induced by the air entrance 
due to the fast opening of the gate valve (more details are discussed in Section 3.3.1.2). 
The test duration was variable as function of the performances of the beach to reach a quasi-
equilibrium regime of the water table. The characteristics of the static experiments with 
different configurations of drains are reported in Table 3.4, showing test name, water level, 
status of the drains, and test duration. The name of each test ―0‖ indicated drains off, while 
―1‖ indicated drains on. Each test, except for the test 01_S1_1000, was defined by a first 
condition with drain/drains opened, followed by a successive condition without drains, having 
similar duration. This approach allowed to analyse the reaching of initial hydraulic conditions 
of the piezometric before the influence of a drain. 
 
Test name Static level (m) Drains on  Drains off Test duration (min) 
01_S1_1000 4.00 1 2_3_4 60.00 
02_S1_0100 4.00 2 1_3_4 68.60 
02_S1_0100 4.00 - 1_2_3_4 51.40 
03_S1_1100 4.00 1_2 3_4 45.28 
03_S1_1100 4.00 - 1_2_3_4 48.95 
04_S1_0010 4.00 1_2 3_4 48.87 
04_S1_0010 4.00 - 1_2_3_4 42.78 
05_S1_0001 4.00 4 1_2_3 49.37 
05_S1_0001 4.00 - 1_2_3_4 52.32 
06_S1_0011 4.00 3_4 1_2 49.38 
06_S1_0011 4.00 - 1_2_3_4 70.62 
07_S1_1110 4.00 1_2_3 4 48.02 
07_S1_1110 4.00 - 1_2_3_4 44.53 
08_S2_1000 4.20 1 2_3_4 47.65 
08_S2_1000 4.20 - 1_2_3_4 48.90 
09_S2_1100 4.20 1_2 3_4 48.61 
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09_S2_1100 4.20 - 1_2_3_4 46.81 
10_S2_0001 4.20 4 1_2_3 48.51 
10_S2_0001 4.20 - 1_2_3_4 59.41 
11_S2_0010 4.20 3 1_2_4 58.28 
11_S2_0010 4.20 - 1_2_3_4 47.40 
12_S2_0011 4.20 3_4 1_2 47.93 
12_S2_0011 4.20 - 1_2_3_4 49.08 
13_S2_0100 4.20 2 1_3_4 48.17 
13_S2_0100 4.20 - 1_2_3_4 49.82 
14_S2_0001 4.20 4 1_2_3 48.24 
14_S2_0001 4.20 - 1_2_3_4 48.93 
15_S2_1110 4.20 1_2_3 4 49.28 
15_S2_1110 4.20 - 1_2_3_4 49.78 
Table 3.4. Characteristics of static tests for 4.00 m (S1) and for 4.20 m (S2) 
 
 
3.1.3.2 Dynamic tests 
 
The second set of experimental wave tests have been performed by three kinds of irregular 
wave attacks. These ones were characterized by JONSWAP spectrum in order to reproduce 
high (HE, Hs = 0.76÷0.83 m, Tm = 5.15÷5.44 s), medium (ME, Hs = 0.57÷0.61 m, Tm = 
6.16÷6.27 s) and low (LE, Hs = 0.39÷0.42 m, Tm = 6.24÷6.46 s) wave energy conditions, 
where Hs is the significant wave height and Tm the mean wave period. For the JONSWAP 
spectrum was adopted a peak-enhancement factor γf = 3.3, an energy scale parameter,  = 
8.1*10
-3
, and a spectral width parameters, σ, equal to 0.07 (for f < fp) and 0.09 (for f > fp), 
where f is the frequency and fp is the peak frequency. The adopted wave conditions were 
chosen in order to have probable accretion or erosion on the beach. In particular, on the basis 
of the experimental wave and beach conditions, a possible erosion was expected for HE and 
ME tests and a possible accretion for LE tests, in accordance with laboratory observations 
(Kraus, 1992). The tests were repeated one or more times in order to identify the temporal 
effect of the drains on the morphodynamic and hydrodynamic variations inside the zone of 
influence of the water table. However, in order to enable measurement of the morphodynamic 
response over time, each wave test was not run as a continuous time series but as a series of 
irregular wave batches. In this way, a set of 51 experimental wave steps was performed with 
different configurations, with one or more drains opened or closed. The duration of these 
steps were 60 minutes with a mean number of waves ranging approximately from 550 to 700. 
During all experimental tests the Still Water Level (SWL) was kept constant at 4.00 m, using 
different drain configurations characterized by single or coupled drains switched on/off. The 
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main characteristics of the experimental tests (HE, ME and LE) are reported respectively in 
Tables 3.5, 3.6 and 3.7, showing for each test the status of the drains, the wave parameters 
(significant wave height Hs, mean wave period Tm, peak period Tp, spectral wave energy m0, 
and average wave steepness sp) and the beach-response predictions using the Dean (1973)‘s 
relationships: 



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


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m
f
m
f
p
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W
gT
W
s


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7.1
     [3.1] 
where g is the gravity acceleration and wf is the fall velocity. 
 
Test name and 
number 
Drains on Hs (m) Tm (s) Tp (s) sp m0 (m
2) Δxs (m) N0 
 
beach response 
HE_1 - 0.80 5.29 6.40 0.012 0.040 -2.100 3.151 erosion 
HE_2 - 0.79 5.24 6.40 0.012 0.039 -0.700 3.141 erosion 
HE_3 - 0.80 5.25 6.40 0.012 0.040 -0.525 3.175 erosion 
HE_4 1 0.78 5.26 6.40 0.012 0.038 -0.775 3.089 erosion 
HE_5 1 0.76 5.20 6.40 0.012 0.036 -0.375 3.045 erosion 
HE_6 1 0.81 5.44 6.40 0.013 0.041 -0.200 3.102 erosion 
HE_7 - 0.83 5.27 6.40 0.013 0.043 -0.350 3.281 erosion 
HE_8 - 0.82 5.26 6.40 0.013 0.042 -0.425 3.248 erosion 
HE_9 - 0.81 5.26 6.40 0.013 0.041 -0.425 3.208 erosion 
HE_10 1+2 0.79 5.24 6.40 0.012 0.039 -0.200 3.141 erosion 
HE_11 1+2 0.82 5.25 6.40 0.013 0.042 -0.200 3.254 erosion 
HE_12 1+2 0.83 5.24 6.40 0.013 0.043 -0.225 3.300 erosion 
HE_13 1+2 0.79 5.22 6.40 0.012 0.039 -0.250 3.153 erosion 
HE_14 3 0.79 5.26 6.40 0.012 0.039 -0.275 3.129 erosion 
HE_15 3 0.80 5.25 6.40 0.012 0.040 -0.100 3.175 erosion 
HE_16 3 0.80 5.24 6.40 0.012 0.040 -0.225 3.181 erosion 
 
Table 3.5: Main characteristics of HE tests 
  
onshore motion (accretion) 
offshore motion (erosion) 
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Test name and 
number 
Drains on Hs (m) Tm (s) Tp (s) sp m0 (m
2) Δxs (m) N0 
 
beach response 
ME_2 - 0.60 6.26 7.88 0.006 0.022 -0.025 1.997 erosion 
ME_3 - 0.59 6.27 7.88 0.006 0.022 -0.100 1.960 erosion 
ME_4 - 0.60 6.25 7.88 0.006 0.022 -0.250 2.000 erosion 
ME_5 1 0.57 6.22 7.88 0.006 0.020 -0.025 1.909 erosion 
ME_6 1 0.60 6.22 7.88 0.006 0.023 -0.175 2.010 erosion 
ME_7 1 0.60 6.23 7.88 0.006 0.023 -0.350 2.006 erosion 
ME_8 1+2 0.60 6.20 7.88 0.006 0.022 -0.075 2.016 erosion 
ME_9 1+2 0.60 6.20 7.88 0.006 0.022 0.075 2.016 erosion 
ME_10 1+2 0.60 6.16 7.88 0.006 0.023 0.025 2.029 erosion 
ME_11 1+2+3 0.60 6.23 7.88 0.006 0.023 -0.250 2.006 erosion 
ME_12 1+2+3 0.60 6.21 7.88 0.006 0.023 -0.275 2.013 erosion 
ME_13 1+2+3 0.60 6.18 7.88 0.006 0.023 -0.025 2.023 erosion 
ME_14 3 0.61 6.18 7.88 0.006 0.023 -0.275 2.056 erosion 
ME_15 3 0.61 6.18 7.88 0.006 0.023 -0.125 2.056 erosion 
ME_16 3 0.60 6.16 7.88 0.006 0.023 -0.025 2.029 erosion 
 
Table 3.6: Main characteristics of ME tests 
 
 
Test name and 
number 
Drains on Hs (m) Tm (s) Tp (s) sp m0 (m
2) Δxs (m) N0 
 
beach response 
LE_1 - 0.39 6.46 7.88 0.004 0.010 -0.150 1.258 accretion 
LE_2 - 0.39 6.41 7.88 0.004 0.010 -0.050 1.268 accretion 
LE_3 - 0.41 6.36 7.88 0.004 0.011 -0.150 1.343 accretion 
LE_4 - 0.41 6.40 7.88 0.004 0.010 0.000 1.335 accretion 
LE_5 1 0.42 6.34 7.88 0.004 0.011 0.000 1.380 accretion 
LE_6 1 0.40 6.35 7.88 0.004 0.010 0.025 1.312 accretion 
LE_7 1 0.41 6.31 7.88 0.004 0.011 0.000 1.354 accretion 
LE_8 1 0.41 6.29 7.88 0.004 0.011 0.050 1.358 accretion 
LE_9 1 0.41 6.32 7.88 0.004 0.011 -0.050 1.352 accretion 
LE_10 - 0.41 6.32 7.88 0.004 0.010 0.025 1.352 accretion 
LE_11 - 0.41 6.28 7.88 0.004 0.011 -0.075 1.360 accretion 
LE_12 - 0.41 6.25 7.88 0.004 0.010 -0.075 1.367 accretion 
LE_13 - 0.40 6.27 7.88 0.004 0.010 0.100 1.329 accretion 
LE_14 1+2 0.41 6.25 7.88 0.004 0.011 -0.050 1.367 accretion 
LE_15 1+2 0.41 6.24 7.59 0.005 0.010 0.025 1.369 erosion 
LE_16 1+2 0.41 6.33 7.88 0.004 0.010 0.025 1.349 accretion 
LE_17 1+2 0.41 6.27 7.88 0.004 0.010 0.100 1.362 accretion 
LE_18 1+2 0.41 6.25 7.88 0.004 0.010 -0.025 1.367 accretion 
LE_19 1+2 0.42 6.29 7.88 0.004 0.011 0.025 1.391 accretion 
 
Table 3.7: Main characteristics of LE tests  
105 
 
For all conditions, the variation of the significant wave height and the mean wave steepness is 
characterized by a general increase after the second slope break in the channel, followed by a 
nearshore decrease. The values of Hs and sp evaluated by the last wave gauge prove to be 
higher that the next to last ones due to the wave reformation phenomenon after the first 
breaking. The spectral wave energy shows a general slight decrease trend from offshore to 
nearshore (Fig. 3.23). In particular, Figures 3.24 highlight, respectively for HE, ME and LE 
conditions, the shapes and the amplitudes of the wave spectra calculated by the first offshore 
gauge (WG1 at x=50.10 m from wave paddle), an intermediate gauge (WG15 at x=161.90 m) 
and the last one (WG20 at x=230.00 m). A general energy reduction and a broader shape of 
the spectra associated to a frequency dispersion during the wave propagation can be observed. 
Moreover, the arising of a secondary relevant energetic component is noticed. For ME and LE 
tests, a greater spectral amplitude associated to a sharper shape is also observed for the 
intermediate gauge. 
 
 
Figure 3.23. Spatial variation along the flume of significant wave height Hs, spectral wave 
energy m0, and mean steepness sp (HE, ME and LE tests). 
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a)  
b)  
c)  
Figure 3.24 Energy density spectra of WG1, WG15 and WG20: a) HE tests; b) ME tests; C) 
LE tests. 
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Due to the impossibility to operate a reshaping procedure after each test case, the tests 
sequence was programmed considering the above mentioned predictions about overall 
morphodynamic behaviour. Reshaping the beach after each step in such a large facility is 
impracticable, because it would mean enormous time consuming. Albeit this procedure 
introduces some uncertainty, in large scale experiments it is commonly assumed acceptable 
the initial beach condition for each step. However, a remoulding was operated after the HE 
test recreate something similar to the initial experimental condition. Subsequently, it was 
decided to run the LE test, for which smaller bed variations were expected. In fact, reshaping 
was not needed before the next ME case. For representation purposes, the results are 
presented in order of decreasing wave energetic conditions. The wave conditions were 
calculated using the farthest offshore wave gauge, located at 50.1 m from the wave paddle.  
The switching sequence (on/off) for the drains was defined by using two criteria. First, to 
assume that a morphodynamic equilibrium was reached at the end of each test, the draining 
condition was changed if the variation of the beach slope was less than 5 % (which 
corresponded to an average vertical erosion of about 1 cm). Second, before changing the 
drainage conditions, the test should have run for at least three hours. Profile measurements 
were made at 1 hour steps. In Figure 3.25 the average slope, computed between the shoreline 
and the bar crest, and the slope variation between subsequent beach profiles are reported for 
all HE tests. Since for ME cases the slope variation was always smaller than 5 %, only the 
second criterion was used. The slope variation for LE cases was very limited (less than 0.06 
%) and therefore the simulations were extended (4 h undrained, 5 h with drain D1, 4 h 
undrained, 6 h with drains D1 and D2). 
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Figure 3.25. Average slope, α, between the shoreline and the bar crest (solid line), and slope 
variation, Δα, between successive beach profiles (histogram) for HE wave conditions. The 
dotted line represents the thereshold value of Δα =5% below which the draining condition was 
changed. 
 
 
3.2 Pre-processing and data analysis 
3.2.1 Signal processing 
 
The recording signals of adopted instruments during the static tests (S1 and S2) and the 
dynamic tests (HE, ME an LE) have been subjected to a processing by filtering of raw data 
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and a successive evaluation of the principal morphodynamic and hydrodynamic 
characteristics. 
The time series recorded by wave gauges, pressure transducers, elettromagnetic 
currentmeters, propeller and altimeters have been sampled by 64 channels PRESTON 
acquisition system adopting a sampling frequency f = 20 Hz. The adopted steps for signal 
processing and the analysis of all experimental data are illustrated as in the following. 
On the basis of each recorder static or dynamic test by PRESTON system, having variable 
duration, the first and the last instants of raw registration have been cut because the recording 
were not significant. This preliminary analysis was not computerize because the triggering 
operations have been performed manually. The selection of these time instants has been 
carried out by the observations of real surface oscillations (for dynamic tests) and of dynamic 
pressures induced by drain opening (for static tests) in order to synchronize these values to the 
piezometer measurements.  
Successively a detrending operation has been applied to surface elevation time series respect 
to the static water level, and to dynamic pressures respect to the corresponding mean values. 
The detrending has allowed to eliminate the water losses along the wave flume (about 1 
cm/h). Detrending is the statistical or mathematical operation of removing trend (a slow, 
gradual change in some property of the series over the whole interval under investigation) 
from the series. This processing has been performed only for pressure time series having a 
defined increasing or decreasing trend. In particular, the Matlab function detrend has been 
adopted. This operation has been applied starting from the instants corresponding to the 
significant losses in the channel. 
The raw time series recorded by all wave gauges (from WG1 to WG20) and electromagnetic 
currentmeters (ECM1, ECM2, ECM3 and ECM4) has been subjected to a band-pass filtering 
in order to eliminate spurious oscillations. The long period oscillations have been forced by 
seiching effects along the flume and the small period fluctuations have been induced by 
instrumental noise. For all dynamic tests the low-pass frequency has been set equal to 0.05 
Hz, as a function of the seiching periods which could be generated along the channel (Dean 
and Darlymple, 2002). The high-pass frequency has been set equal to 0.6 Hz, on the basis of 
the noise levels of the adopted instruments and of the original power spectra transmitted to the 
stroke movement of the wave generator. The band-pass filtering has been performed using the 
Matlab function filtfilt. On the basis of a preliminary cut of erroneous frequencies, this 
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function allows to have a filtered time series of surface elevations (Fig. 3.26) and velocities 
from WG and ECM, respectively. 
The raw times series deduced by pressure transducers and altimeters have been filtered in 
order to eliminate high-frequencies induces by the instrument noise. A least-square 
minimization method by Savitzky and Golay (1964), based on a 3
rd
 order polynomial function 
and adopting a span = 201, has been applied. This value has been sometimes changed as a 
function of the noise level of each instrument. This filtering was different that those adopted 
for wave gauges and electromagnetics because the frequency answer of pressure transducers 
was linked to the characteristics of the sand beach (Figs. 3.27, 3.28, 3.29 and 3.30). 
 
 
Figure 3.26. Filtered time variation of surface elevation - wave gauge WG1 (HE 1). 
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Figure 3.27. Filtered time variation of dynamic pressure for 
 pressure transducer pt4 (test 01_S1_1000). 
 
 
Figure 3.28. Filtered and detrended time variation of dynamic pressure for 
 pressure transducer pt1 (HE 1). 
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Figure 3.29. Filtered time variation of dynamic pressure for 
 pressure transducer pt9 (HE 1). 
 
 
Figure 3.30. Filtered time variation of altimeter ALT1 (HE 1). 
 
The mean values of dynamic pressure have been evaluated to compare these values to the 
manual piezometric measurements. These dynamic pressure values have been determined by 
the time series of filtered pressure transducer signals. For static tests the mean pressure values 
have been calculated every 5‘, performing an average over 1‘. For dynamic tests the analysis 
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has been performed every 15‘, finding a mean pressure value over 2‘. Figure 3.31 shows a 
time comparison between piezometer and transducer measurements. Figure 3.32 shows the 
spatial comparison between these two kind of measurements.  
 
Figure 3.31. Time comparison between piezometer P4 (Blue) and pressure transducer pt4 
(Violet) (test 02_S1_0100). 
 
 
Figure 3.32. Spatial comparison between piezometers (Blue) and pressure transducer (Violet) 
after 20‘ (test 02_S1_0100). 
 
On the basis of a filtered time series of surface elevations, horizontal and vertical component 
of the wave velocities, pressure transducers, the spectral analysis has been performed to 
evaluate the energy characteristics induced by wave motion. This analysis has allowed to 
calculate the spectral power density and the corresponding frequencies. The Matlab Wafo 
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function dat2spec has been used, using a window equal to 2049 values of frequency. This 
function is based on Welch's averaged periodogram method with no overlapping batches. The 
power spectra of some representative gauges are reported in Figure 3.33. 
a)  b)  
c)  d)  
e)  f)  
Figure 3.33. Power spectrum for test HE 1: 
 a) WG1; b) WG2; c) WG17; d) WG18; e) WG19; f) WG20. 
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The electromagnetics ECM1, EMC2, ECM3 and ECM4 have been installed along the vertical 
of the same flume cross section. ECM1 was placed near the water surface, while ECM4 was 
installed near the flume bottom. Examples of power spectra of horizontal velocity components 
(ECM1-x, ECM2-x, ECM3-x and ECM4-x) are shown in Figure 3.34. 
 
a)  b)  
c)  d)  
Figure 3.34. Power spectrum for test HE 1 from electromagnetic: a) ECM1 – x-direction;  
b) ECM2 – x-direction (HE 1); c) ECM3 – x-direction (HE 1); d) ECM4 – x-direction (HE 1). 
 
Examples of power spectra of dynamic pressures placed in the sand (pt1 and pt4) are shown 
in Figures 3.35. 
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a)  b)  
Figure 3.35. Power spectrum for test HE 1: a) pt1; b) pt4. 
 
Referring to the surface elevation measurements, the Wafo Matlab function spec2char has 
been applied for the evaluation of the following spectral wave characteristics: 
 Spectral (significant) wave height, 
 04 mHmo   [3.2] 
 Mean wave period, 
 10 /2 mmTm   [3.3] 
 Peak period,  
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 Mean wave steepness,  
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The use of Wafo Matlab function spec2mom has allowed to calculate the spectral moments m0 
(variance or spectrum energy), m1 (first-order moment) and m2 (second-order moment) for 
surface elevations, wave velocity components and dynamic pressures. 
Successively the following statistical wave characteristics have been calculated: 
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 Mean surface elevation, 
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where w is measured surface elevation and N’ is sampling number between the first and the 
last zero-upcrossing points of the recording. 
 Maximum surface elevation, max 
 Minimum surface elevation, min 
 Standard deviation of surface elevation, 
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where N is the total number of sampling values. 
 Skewness of surface elevation,  
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 Kurtosis of surface elevation,  
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For the horizontal, u, and vertical, v, flow velocities, deduced from the time series of 4 
electromagnetics, the following statistical characteristics have been calculated: 
 Mean velocity:  
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 Standard deviation of velocity: 
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 Skewness of velocity:  
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 Kurtosis of velocity: 
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 Maximum velocity, umax and vmax 
 Minimum velocity, umin and vmin 
 
For the dynamic pressures, deduced from the time series of 14 transducers, the following 
statistical characteristics have been calculated: 
 Mean dynamic pressure:  
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 Standard deviation of dynamic pressure: 
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 Skewness of dynamic pressure:  
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 Kurtosis of dynamic pressure:  
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Note that various definitions of skewness and kurtosis can be found. The adopted definitions 
have been referred to the work of Kraus and Smith (1994), divided by N. From the filtered 
time records of surface elevations, wave velocities and pressure transducers, a variable 
number of wave packets has been extracted as a function of the repetition time, TR. The 
number of wave packets, ranging from 2 to 5, was different for each wave condition. The 
Matlab Wafo function dat2spec has been used, using a window equal to 2049 values of 
frequency. This analysis has been useful to check the goodness of repeatability of the wave 
spectra generated in the channel during each dynamic step. For wave gauge WG1 the power 
spectra of wave packet 1, 2, 3 and 4 are reported in Figure 3.36. 
a) b)  
c) d)  
Figure 3.36. Power spectrum from wave gauge WG1 for the test HE 1:  
a) 1
st
 wave packet. b) 2
nd
 wave packet. c) 3
rd
 wave packet. d) 4
th
 wave packet.  
 
The wave packets extracted by the filtered time series of surface elevations and velocities has 
been processed in order to evaluate the spectral and statistic characteristics, as carried out for 
the total time series recorder by wave gauges and electromagnetics. 
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The wave reflection analysis, based on the separation of incident and reflected waves, resulted 
fundamental because the adopted sand beach shown a relevant capability of wave reflection 
(about 8% and dependent on the wave magnitude). In particular, Goda and Suzuki (1976), and 
Mansard and Funke (1980) methods have been applied for this analysis. The assumption of 
irregular wave attacks on the beach did not allowed to separate incident and reflected waves 
with the same amplitude and phase components because its application is possible only for 
regular waves. Starting from the filtered time series of surface elevations, the reflection 
coefficients, the incident and reflected values of significant wave heights have been calculated 
using two mentioned approaches (Goda, 2002). The application of Goda and Suzuki (1976)‘s 
method has required the use of wave gauges WG18 and WG19 (third last and next to last 
wave gauges from the wave generator and placed at a mutual distance of 10 m). Instead 
Mansard and Funke (1980)‘s method has required the values of surface elevations of WG17, 
WG18 and WG19. These three gauges has been installed at a water depth of about 2 m (flat 
bottom) and a mutual distance of 10 m. The last wave gauge (WG20) has not considered in 
determining the reflection coefficients and the separate significant wave heights because the 
waves were essentially broken in this position as deduced by the relevant broadness of the 
power wave spectrum. 
Figure 3.37 shows an example of total, incident and reflected wave power spectra calculated 
by Goda and Suzuki (1976)‘s method. Figure 3.38 reports a comparison among these power 
spectra using two mentioned wave reflection methods. 
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Figure 3.37. Total (Sf), incident (SI) and reflected (SR) power wave spectra by Goda and 
Suzuki‘s method (HE 1). 
 
 
Figure 3.38. Total (Sf), incident (SI) and reflected (SR) power wave spectra by Goda and 
Suzuki‘s method, and incident (SZI) and reflected (SZR) power wave spectra by Mansard and 
Funke‘s method (HE 1). 
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3.2.2 Groundwater Hydrodynamics Measurement methods 
In this section attention is paid to the comparison between different kind of instruments to be 
able to measure water table oscillations and drained flows. The analysis is addressed to check 
the performances of the adopted experimental setup (see Damiani et al., 2010). 
Piezometers and pore pressure transducers have allowed to analyse the variation of the water 
table at different time steps for both static and dynamic tests, by the knowledge of the static 
level in the sand at the beginning of each test. Figure 3.39 shows an example of the spatial 
variation of the water table lowering, Dh, evaluated at the time t = 60‗ by piezometers and 
pore pressure transducers for static test S1 with drain D2 opened (the x-positions are referred 
to the wave generator section). Although piezometers and transducers give respectively static 
and dynamic measurements, the comparison highlights a good agreement between the two 
kind of measurement. Therefore, the following analyses will be carried out on the basis of the 
good performance obtained by comparing different measurements. This check allows the use 
of a single instrument to analyse a particular hydrodynamic aspect inside the equipped beach. 
 
 
Figure 3.39 Spatial variation of the water table evaluated by piezometers and transducers at t 
= 60‘ (Static test S1, drain D2 on). 
 
The duration of static and dynamic tests have been set in order to reach a quasi-stationary 
condition of the water table evolution on the beach. The optimal setting of the duration of the 
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tests proves to be evident by analysing the space-time variation of the water table lowering. 
Figure 3.40 reports the spatial variation of Dh evaluated by piezometers at different time step 
measurements (t = 5‘, 10‘, 15‘, 30‘, 50‘ and 60‘) for S1 test with drain D1 opened.  
 
Figure 3.40. Spatial variation of water tables evaluated by piezometers at  different time steps 
(Test S1, D1 on). 
 
With reference to the phases of the automatic switch on/off of the pump inside the well during 
the tests, the drained flow has been calculated through the methods described in the following. 
By the measurements of the submerged pressure transducer, the water level in the pump 
station shows a so-called ―sawtooth profile‖ and this feature is reported as example for HE 
test with drain 1 on (i.e. HE 4, in Fig. 3.41). During the filling up of the pump station, the 
time evolution of the water level is linear for a time interval corresponding to the water 
arising from the first to the second buoy of the pump (dotted line). Successively, during the 
filling down of the water inside the well induced by the pump, a decreasing trend has been 
observed. A cyclic phenomenon has been observed until the end of each test having one or 
more drains opened. The number of cycles was variable as function of the value of the 
incoming drained flow. The same behaviour has been observed during previous BDS 
experiments (Damiani et al., 2009). Starting from the evaluation of the mean time, tm, of all 
pump cycles, and the mean water depth, hm, deduced as difference between the maximum and 
the minimum levels of each cycle. The mean drained volume, Vm, is calculated as follows: 
 AhV mm   [3.18] 
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where A (pump station area) = 3.4 m
2
. 
The mean drained volume and the mean time of all pump cycle allow to determine the mean 
drained discharge, Qm: 
 
m
m
m
t
V
Q   [3.19] 
The drained flows have been also calculated using a different method by the flowmeter 
recordings. Because the flowmeter was placed on the external pipe of the flume, this 
instrument has measured the passage of the water flow during the filling down of the pump 
station. The first step was the evaluation of the mean time between successive peak signals 
recorded by the flowmeter and the mean drained volume from the water level in the pump 
station. The evaluated mean time corresponded to the filling down time of the pump station. 
The values of Qm have been calculated as in the case of the previous method deduced by the 
transducer measurements.  
With reference to the same dynamic test, Figure 3.41 shows the time variation of the 
flowmeter signal, highlighting the different filling up cycles and the passages of the water 
flow in the external iron pipe.  
 
 
a)  
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b)  
Figure 3.41. a) Time variation of water level, h, in the pump station by transducer pt15 (HE 
4). b). Time variation of flowmeter signal (HE test, drain 1 on). 
 
3.2.3 Morphodynamic Measurement methods 
The net sediment volume variation, ΔV, was computed, starting from x = 240 m, by 
integrating the vertical area delimited between two profiles: The coordinate x = 240 m 
represents the lower limit of influence of drain D1 (i.e. the seaward limit of depression in the 
aquifer‘s surface seen in Fig. 3.40). The computational procedure is shown in the follow: 
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 [3.22] 
where z is the vertical coordinate of each profile point, starting from the flume bed, j is the 
step index, i the measured point index, Dx the spatial resolution on the horizontal coordinate 
(x),  is the sediment volume variation per meter of cross-shore section between points at j 
and j-1, ΔVj is the sediment volume variation over x = 240 m per meter of cross-shore section 
between steps j and j-1 with positive values for accretion, and negative values for erosion. 
j
ivD
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The dimensionless relative volume variation, Γ, was calculated, starting from x = 240 m, 
through the following procedure: 
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 [3.25] 
where jiw is the sediment volume per meter of cross-shore section at step j between points i 
and i+1, W
j
 is the sediment volume over x = 240 m per meter of cross-shore section at step j 
using identical signs as for ΔVj, and Wmin (Wmax) is the minimum (maximum) sediment 
volume W
j
 for each wave condition. 
For HE and ME tests, W 
max
 is evaluated in correspondence of the initial profile (see also 
Section 3.3.2), whereas the initial sediment volume, for the LE test, corresponds to W
min
. In 
this way, Γ = 1 is related to the profile with the largest volume and Γ = 0 is related to the 
profile with the smallest volume for each wave condition. 
 
 
3.3 Results 
3.3.1 Hydrodynamic response 
3.3.1.1 Water table 
The water table trend highlights the system effectiveness in increasing the thickness of the 
unsaturated layer. This effect is induced by the activation of the drains for both static and 
dynamic conditions. To analyse the groundwater behaviour, a typical example is reported in 
Fig. 3.42, which shows the spatial variation of water tables, evaluated by the piezometers, for 
Test S2 with D1, D3 and D4 opened. The data refer to the test end when steady state was 
reached. In addition, Fig. 3.42 shows the water level inside the drains to highlight the 
different hydraulic regimes developed in the sand–drain system. For all configurations a 
lowering in the water table close to the drain is identified along with a rise in the unsaturated 
zone. The maximum water table lowering is 0.57 m for D3, corresponding to 95% of the 
upper drain part of the drain depth, whereas the opening of D1 and D4 produces a water table 
lowering of only 65%. 
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The best efficiency in water table lowering given by D3 is probably due to its plane 
placement, as also confirmed by dynamic tests. The drain D1 is the nearest to the shoreline 
and thus receives not only the vertical infiltration flux but also water directly into the 
unsaturated beach above the exit point. The position of D4 proves to be influenced by the 
higher degree of compaction degree due to the upper sand weight with respect to D1 and D3. 
The system was tested for various drain configurations, also opening more drains 
simultaneously. The spatial water table variations for Test S1 with drain D1, and the addition 
of D2 and D2+D3 are reported in Figure 3.43. The configuration D1+D2 leads to a small 
increase in the water table lowering with respect to D1 but a remarkable increase of the 
unsaturated area, emphasized by the addition of D3. When D1, D2 and D3 are opened 
simultaneously, the distance between D2 and D3 leads to the suppression of their mutual 
influence. The water table rises between D2 and D3, reaching about the same value induced 
when both D1 and D2 are activated. The maximum lowering occurs in correspondence to D1 
and D2 because these drains simulate a single drain of double diameter. Relative maximum 
lowering with respect to the static levels appears in S2 for all drain configurations.  
 
 
Figure 3.42. Spatial variation of water tables and water depths for Test S2, D1, D3 and D4 on 
(after Damiani et al., 2011). 
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Figure 3.43. Spatial variation of water tables for Test S1, D1, D1 + D2 and D1 + D2 + D3 on 
(adapted from Damiani et al., 2011). 
 
Dynamic tests are characterized by a smaller lowering of the water table with respect 
to the static conditions due to runup flow. Figure 3.44 shows the spatial variation of water 
tables for both undrained and drained conditions with D1 for Test HE. An ―active infiltration 
zone‖ is defined as the beach area limited by shoreline position and maximum runup 
(Cartwright et al 2002). This zone is important because it involves infiltration and exfiltration 
processes during uprush and backwash phases influencing sediment transport patterns. An 
increase in the vertical flux motion produces a sediment drift which otherwise would be 
transported offshore during wave rundown. Note that the mean shoreline position in Figure 
3.44 is evaluated at the end of the undrained test. Thus it is moved onshore with respect to 
previous spatial variation in the water tables, because of the beach profile changes due to the 
wave action during Test HE (Figs. 3.42 and 3.43). The wave motion produces a rise in the 
water table with respect to the static level and the maximum runup, evaluated by video 
recording, is located at the upper horizontal beach portion. This value is located offshore with 
respect to the maximum water table level inside the beach (see also Cartwright et al., 2002). 
The opening of D1 induces a water table depression along the beach which leads to a decrease 
in the saturated area inside the active infiltration zone of about 44% (shaded area of Fig. 
3.44). This phenomenon was noted for all dynamic tests and drain configurations. In addition, 
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the drain is able to move the maximum water table value offshore with respect to the 
undrained condition. The spatial variation of water tables in both static and dynamic tests 
shows the influence on drain opening also on SWL (static tests) and MWL (dynamic tests), 
especially when D1 is on. This is the closest drain to the shoreline. After first tests, beach 
erosion caused a shoreline retreatment, drain D1 lying under the submerged beach and thus 
affecting the external wave motion in the shore zone. 
 
  
Figure 3.44. Spatial variation of water tables for undrained and drained conditions for Test 
HE, D1 on (after Damiani et al, 2011). 
 
 
3.3.1.2 Hydraulic regime of drains 
 
The efficiency of a beach drainage is strongly influenced by the pipe characteristics and their 
hydraulic regime. The head losses on the external surface of drains and their capability in 
collecting the drained discharge influence both the water table lowering and infiltration 
processes. Up to now the flow regime inside the drains has not yet been analyzed. Previous 
experimental (Damiani et al 2009) and numerical (Vesterby 2000, Li et al 2001, Karambas 
2009) BDS modelling aimed to analyse only the dynamic fluctuations on the beach. These 
investigations, however, did not clarify the real drain flow regime, assuming identical 
hydraulic heads outside and inside the drains. Pressure measurements inside the drains 
showed that their internal regime occurs as an open-channel flow. This hydraulic 
discontinuity is mainly related to the non-linear effects of the groundwater field characterized 
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by strong streamline curvature near a cylindrical obstacle as the drains. The hydraulic regime 
inside the drains proves to be different from that developed in the sand. This behaviour is 
related to the energy losses induced by the water infiltration phenomena. The energy losses 
depend on the sand permeability and on the material and the covering system of the drains. 
With reference to the spatial variation in the water tables and the water depths inside the 
drains for Test S2 with all drains opened separately (Fig. 3.42), low filling degrees follow 
from transducer measurements. A general decrease of the drain water depths as a function of 
the shoreline distance is noted. When more drains are opened simultaneously, the lowest 
filling degrees occur for combinations of three drains. Conversely to above, the water depth 
has an increasing trend. Figure 3.45a shows the time variation of relative water depth Δh 
measured by the pressure transducer placed inside drain D2 (pt12) and the transducer located 
in the sand close to the drain for S1 (pt3 and pt4), including the opening phase of the drain 
and its successive closure phase. The time evolution of pt12 is characterised by an initial 
depression of Δh and a successive constant stabilization, followed by an increasing trend to 
reach the initial static conditions after the drain closure. The depression phenomenon is 
induced by the air entrance due to the fast opening of the gate valve, as shown in detail in 
Figure 3.45b. In this case, the interval between the maximum depression and the constant 
value of Δh is correspondent to the air propagation time occurred from the end of the pipe 
system to the transducer position in the drain. In particular, the duration of this transitory 
phase is less than 1‘ for all tests and related to the length of each blind pipe. The time 
evolution of pt3 and pt4 shows a decreasing trend during the entire phase of drain opening. 
The opening phase is therefore characterised by a fast reaching of a proper trend inside and 
outside the drain. Conversely, the closure phase proves to be slower respect to opening phase. 
In this phase the mentioned two flow regimes of the system came back to an unique 
groundwater condition. With reference to the initial time after the drain closure, Figure 3.46 
reports the time variation of rising velocity, wΔh, deduced by the time variation of Δh for pt3, 
pt4 and pt12. The initial rising velocity of pt12 proves to be higher of about 4 times respect to 
those deduced by pt3 and pt4 and shows a fast decreasing trend. The values of wΔh by pt3 and 
pt4 show an initial arising phase, followed by a successive decay. This feature is due to the 
different resistance offered by the air inside the drain for pt12 and by the porous media for pt3 
and pt4. After about 300 s, all velocities attain the same regime value. The reaching of this 
value is correspondent to the full ejection of the air from the drain.  
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Figure 3.45. a) Time variation of dynamic pressure, Δh, by transducers pt3, pt4 and pt12; b) 
Initial instants of dynamic pressure, Δh, by transducers pt3, pt4 and pt12 (S1 test, D2 on and 
off) (Damiani et al., 2011) 
 
 
Figure 3.46 Time variation of rising velocity, wDh, deduced by the transducers pt3, pt4 and 
pt12 (S1 test, D2 off). (Damiani et al., 2011) 
 
The energy losses along the drains and the blind pipes due to the water infiltration have led to 
low drainage discharge values for all static and dynamic conditions. For the static tests, the 
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drained discharges were higher for S2 than for S1, showing a poorly-defined trend during the 
activation of each drain and higher values when more drains were opened. The values of 
average drained water flux, Qm, ranges from about 0.3 l/s to 1.3 l/s. For all dynamic tests the 
drainage flows are higher and more defined with respect to the static cases, ranging from 0.5 
l/s to 1.9 l/s. The values of Qm deduced by the transducer placed in the pumping well as a 
function of offshore wave parameters such as the zero-order moment of wave power spectrum 
m0, mean wave celerity c0 and mean wave energy flux P0 are shown in Fig. 3.47 for static S1 
and dynamic HE, ME and LE tests. These values were determined by the first offshore wave 
gauge. The increasing trend of Qm is directly associated with m0 and P0, showing higher 
values when more drains work. Note that the highest values of c0 are not associated with the 
maximum drainage discharges which therefore appear to be related to the maximum incident 
wave energy and wave steepness (Damiani et al, 2011).  
 
Figure 3.47. Mean drainage discharge versus (a) offshore zero-order moment of wave power 
spectrum, (b) offshore mean wave celerity, (c) offshore mean wave energy flux for Tests S1, 
HE, ME and LE, (Damiani et al, 2011). 
 
 
3.3.1.3 Wave setup 
Although drainage cannot change the saturation degree in the submerged beach located in the 
surf zone, it may influence the mean water level on the submerged beach. 
In fact the water table lowering leads to a reduction in the wave set up on the beach. The 
piezometers also allow estimating the maximum wave setup in both undrained and drained 
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conditions, from the intersection between the beach profile and the water table at the end of 
each test. Overall, the reduction in the water table elevation leads to a lowering of wave set up 
on the beach. Figure 3.48 shows the maximum wave set up, , on the beach as a function of 
the offshore zero-order moment of wave power spectrum, m0, in undrained conditions and in 
all single and coupled drained configurations. The influence of the BDS on the reduction of 
wave set up can be observed for all drains activated for all HE, ME and LE wave tests. The 
reduction of the set up due to the drains opening is more remarkable when m0 increases. Note 
that, as seen previously, the drained flows increase is directly associated to the values of m0, 
showing higher values when more drains work. This tendency corresponds to a decrease in 
maximum set up.  
 
 
Figure 3.48. Maximum wave set up vs. offshore zero-order moment of wave power spectrum 
for the three energy level in undrained conditions and all drain configurations.  
 
 
3.3.1.4 Undertow current profiles 
As seen, the presence of the BDS inside the beach leads a reduction of wave set up. This 
mean that the BDS may lead to significant changes in nearshore hydrodynamic processes, 
principally in the swash zone and secondly in the surf zone. Indeed, as is well known the set 
up constitutes a hydraulic head driving undertow currents. After wave breaking a seaward 
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flow near the bottom of the beach due to different vertical pressure profiles appears. The 
undertow represents a mass conservation response to the associated landward drift of water 
under the crests of the breaking incident waves (Greenwood and Osborne, 1990). These 
currents are a cause of cross-shore transport of sediments moved and suspended by turbulence 
due to breaking.  
The evaluation of the undertow current profiles in the presence/absence of a BDS has been 
performed for all wave attacks by 4 electromagnetic currentmeters as a function of the bed 
evolution. In particular, to perform measuring the seaward currents (undertow currents), 
flowing in the lower portion of the water column under breaking waves, the instruments 
position was suitable.  
Figures 3.49a and 3.49b show the undertow current, U, for undrained and drained conditions, 
respectively, for ME and LE wave attacks. The ordinate is dimensionless, pointing from the 
mean water level downward, and is defined by the ratio y*/y*t , where y* and y*t are, 
respectively, the instrument and the beach depths for the specific test. A larger modification 
of the beach depth occurs when a series of other tests was performed on the two tests under 
comparison. Therefore it is reasonable to expect that the velocity comparison between tests in 
which y*t changes significantly are less reliable. 
In the following the analyses focus on comparing the undertow current for the sections where 
tests were performed in undrained and drained conditions. The cross-shore reference locations 
for the LE tests are x = 227 m and 230 m. The drained conditions lead to a general reduction 
of the undertow current. When drains D1 and D2 are simultaneously opened a larger 
attenuation in the undertow current is not observed with respect to the case of activation of 
only D1 (Figure 3.49a). From the analysis of LE data a general attenuation in undertow 
currents for almost all tests has been observed. For ME wave attacks a smaller decrease in the 
seaward current in drained conditions with respect to LE tests can be observed, as reported in 
Figure 3.49b under the activation of D1, also coupled with D2 in two different sections (x = 
227 m and 228 m). This behaviour has only been observed in some tests. The smaller 
reduction in the undertow current observed in drained conditions for ME tests with respect to 
LE cases might depend not only on the larger wave energy attack but also on the more 
offshore position of the analyzed sections with respect to the position of the drains. For HE 
conditions the undertow current profiles do not show any sensible variation for undrained and 
drained conditions confirming that in storm cases the system is not working in stabilizing the 
beach (Ciavola et al., 2010) and does not influence therefore the surf zone kinematics. 
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a)  
b)  
Figure 3.49. Comparison of the undertow current measured by currentmeters in undrained and 
drained conditions: a) for ME tests; b) for LE tests. 
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3.3.1.5 Analysis of surf beat 
 
The analysis of the energy density spectra measured by the pressure transducers inside the 
beach shows significant influence of the BDS on the shape characteristics of surf beat 
oscillations (Aristodemo et al., 2011). Water energy level inside the nearshore beach is 
evaluated by pressure transducer measurements in terms of zero-order moment of pressure 
power spectrum, m0p. The spectral evolutions of the wave characteristics are showed in Figure 
3.49, which contrasts: 
a) Wave energy density spectrum of wg1, placed at 50.1 m from the wave paddle, over a 
water depth of about 2 m; 
b) Wave energy density spectrum of wg20, located at 230 m from the paddle, over a water 
depth of about 0.9 m; 
c) Pressure energy density spectrum of pt3 for undrained condition;  
d) Pressure energy density spectrum of pt3 with drain D1 open. 
As expected the spectral wave evolution from wg1 to wg20 is subjected to the shoaling 
phenomena, leading to an energy reduction and a broader shape of the spectrum associated to 
the frequency dispersion (Figures 3.50a and b).  
Within the infragravity wave frequency range (0.001-0.05 Hz), the magnitude of the pressure 
density spectrum is reduced by the drain activation. Modifications of the shape of surf beat 
spectra in comparison with the undrained cases are also observed. In particular the presence of 
the BDS tends to move the surf beat peak frequency (fp beat ≈ 0.03 Hz) towards lower 
frequencies with respect to the undrained condition (Figures 3.49c and d). For all HE, ME and 
LE tests, the effect of the drains on the surf beat frequencies is analyzed by the frequency 
peak ratio, fp beat/fp wg20, where fp wg20 is the peak frequency deduced by wg20 (Figure 3.51) at 
pt3 (between D1 and D2) and pt6 (near D3).  
The frequency peak ratios range about between 0.2 and 0.4 for undrained tests. The drains 
lead to lower values of this ratio due the frequency shift towards a lower infragravity range. 
This effect is particularly evident for the first drainage conditions in the LE case. 
The presence of the BDS, thus, tends to back shift the wave frequencies towards the 
frequency range of long period infragravity waves. The presence of a larger infragravity 
energy induced by the drainage tend to enhance the onshore sediment flux. 
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Figure 3.50. a) Wave energy density spectrum of wg1, b) Wave energy density spectrum of 
wg20, c) Pressure energy density spectrum of pt3 for undrained condition, d) Pressure energy 
density spectrum of pt3 with drain D1 on (ME test). (Aristodemo et al., 2011). 
 
 
Figure 3.51. Time variation of frequency peak ratio, fp beat/fp wg20, for undrained and drained 
conditions. (a) HE tests, (b) ME tests, (c) LE tests (from Aristodemo et al., 2011). 
138 
 
3.3.2 Morphodynamic response 
3.3.2.1 Morphodynamic analysis under High Energy conditions 
 
To immediately appreciate the morphological evolution of the beach, the results are 
graphically represented with subsequent profiles related to significant step batches assembled 
in Figure 3.52. A clear overall erosive trend of the beach is recognizable. The sand moved 
from the swash zone to the submerged beach generating a bar. The beach profiles seemed to 
move towards a proper equilibrium configuration characterized by an exponential shape with 
negligible overall effects induced by the drains. Consequently, the shoreline migration has a 
tendency to reach equilibrium configuration. The trend is also noticeable in Figure 3.53 
through the time variations of dimensionless relative volume variation, Γ, and volume 
variation, ΔV, in which positive values represent accretion and negative values represent 
erosion. 
 
Figure 3.52. Significant beach profiles and relative shoreline migrations Dxs under HE wave 
conditions. 
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Figure 3.53. Time variation of dimensionless relative volume variation Γ and volume 
variation ΔV above x = 240 m for HE tests. 
 
At the end of the first step under HE condition without drains, the observed erosive 
trend was the highest of the test (1.51 m
3
/m, see Figure 3.53). During the second and third 
step the eroded volume were respectively 0.51 and 0.61 m
3
/m. At the end of three steps, an 
average of 0.87 m
3
/m of lost volume was computed, while the shoreline had retreated 3.32 m 
(Figures 3.52 and 3.53). Switching D1 on, overall the erosive trend did not change. Indeed, 
the sand volume loss was about 0.6 m
3
/m as in the previous steps without drainage. However, 
focussing on the area above the cone of depression of the groundwater table (from x = 240 m 
to 241.5 m), some positive localized effects were recognizable, as shown in detail in Figure 
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3.54a. In this area the relative vertical variation of bed level, Δz, after 2 hours of drainage was 
zero. Three subsequent steps in undrained condition, showing an upturn of erosion tendency, 
and further successive three steps with the drains operative, exhibiting local morphodynamic 
effects, confirm the observation of the stabilization. (Figure 3.54b and 3.55a). 
 
 
Figure 3.54a. Beach profiles, water tables and relative shoreline migrations Dxs under 
undrained HE 3, with D1 after one step (HE 4) and after two steps (HE 5). 
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Figure 3.54b. Beach profiles and relative shoreline migrations Dxs after three steps in 
undrained conditions (HE 7-8-9), following the test with D1 (HE 6). 
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Figure 3.55a. Beach profiles and relative shoreline migrations Dxs after four tests in drained 
conditions with D1+D2.  
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Figure 3.55b. Beach profiles and relative shoreline migrations Dxs after three tests in drained 
conditions with D3. 
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In fact, in the proximity of D1 and D2, negligible or no bed variations were found, while 
moving away from the zone of the drain‘s hydraulic influence the erosion pattern still 
remained the same. The area influenced by the drain was identified between 240 m and 243 
m, in correspondence of smaller Δz values. It is worth to notice that the length of this area was 
doubled than that related to D1 alone. However, to define a clear relationship between the size 
of the stabilized zone and the number of drain requires more detailed investigation 
(parametric study). If one looks at the position of the drains, under these conditions they were 
acting only under the submerged beach (Figure 3.52). Conversely, in the last three steps only 
the innermost drain (D3) was used, which operated under the emerged beach. In any case, no 
significative effects were highlighted. Indeed, its only role was to decelerate the erosion 
slightly (Figure 3.55b). The stabilized part moves on drain D3 (from x = 245 m to 247m) with 
a deceleration of the shoreline migration. Comparing the values of Δz obtained with D1 and 
D3, it is possible to conclude that the drainage acting in the saturated zone (under the exit 
point) and in the unsatured zone (above the exit point) have similar effects. 
The relative bathymetric variation, ZR, above each drain illustrates the stabilization effect of 
D1 and D2 (Figure 3.56). 
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Figure 3.56. Relative bathymetric variation ZR on the drains‘ axis and relative percent 
variation ΔZR under HE tests. A local stabilization effect on D1 and D2 can be observed. 
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3.3.2.2 Morphodynamic analysis under Medium Energy conditions 
Cross-shore profile modification during ME conditions are showed in Figure 3.57. 
Albeit less powerful wave condition than the HE tests were provided (see Tables 3.5 and 3.6), 
also the ME tests appear evidently affected by net offshore transport. Data exhibit a clear 
pattern, characterized by a rapid formation of a bar/trough system. In fact, at the dominant 
breaking point (at about a relative depth h/Hs  0.5), the greatest bed erosion was found. No 
change in this overall behaviour was observed activating D1 for three hours (ME 6 in Figure 
3.57). In contrast, a completely different result was triggered during the simultaneous 
activation of D1 and D2 for three steps (ME 7÷ME 9). To make sense of this behaviour it is 
worth to note that the aforementioned profile M6 and M9 in Figure 3.57 were practically the 
same. Thus, it was obviously expected to reconfirm the beach stabilization when all three 
drain were operative. Surprisingly, the opening of D1, D2 and D3 not only did not lead to 
stabilization, but even re-triggered the original erosive trend. This erosive pattern persisted 
even using D3 alone (M 15) matching the magnitude of bed variation (Figure 3.57) with the 
eroded sand volume (Figure 3.58). 
The same conclusions are confirmed from the analysis of relative bathymetric variations 
above the drains axes (Figure 3.59). An heuristic explanation of the efficacy of 2 drains and 
the inefficacy of 3 drains could be the combination of increasing/decreasing the normal and 
shear stresses due to infiltration/exfiltration effect. In fact, the infiltration effect induces an 
increasing in the effective weight of the sediment by a pressure gradient in the vertical lift 
force (Baird et al., 1996; Baldock et al., 2001), and leads to a thinning of the boundary layer 
and a greater shear stress (Conley and Inman, 1994; Turner, 1995) and vice versa for 
exfiltration. As shown by Turner and Masselink (1998), the boundary layer and shear stress 
changes appear to be dominant over the lift forces. Furthermore, when the drains D1 and D2 
were operative, an increase of the swash length due to the lowering of down rush limit, it is 
likely to have occurred. Thus, the increase of the infiltration and the related decrease of 
exfiltration in the upper part of the beach, with D3 associated to D1 and D2 operating close to 
the shoreline, may have promoted an increase in shear stress during the backwash rather than 
during the uprush phase. Overall, this effect may be responsible for a net offshore sediment 
transport. 
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Figure 3.57. Significant beach profiles and relative shoreline migrations under ME conditions 
without drain (ME 3), with D1 (ME 6), D1+D2 (ME 9), D1+D2+D3 (ME 12), and with D3 
(ME 15). It can be noticed the coincidence of profiles ME 6 and ME 9, highlighting that D1 
and D2 operate with efficacy under ME conditions. 
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Figure 3.58. Time variation of dimensionless relative volume variation Γ and volume 
variation ΔV above x = 240 m for ME tests. 
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Figure 3.59. Relative bathymetric variation ZR on drains axis and relative percent variation 
ΔZR under ME tests. A local stabilization effect on the drains D1 and D2 under drained 
conditions with D1+D2 operative can be noticed. 
150 
 
3.3.2.3 Morphodynamic analysis under Low Energy conditions 
The analysis of profile evolution under LE wave condition highlighted a well-
delineated accretionary trend. Evidently, the smaller the wave energy, the greater the role of 
test duration. Hence, LE test should be run for larger time to appreciate bed variation of the 
same order of magnitude than those observed in higher energy conditions. However, our 
scope was to focus on the understanding of how a BDS affects the normal beach evolution 
under different wave conditions. In any case, while HE and ME tests were generally 
constituted by three step, under LE the duration was extended adding one or two steps. This 
test program was not much more time consuming as only D1 and D2 were used given that run 
up was much more limited than in the HE and ME tests. 
A slight accumulation on the upper swash zone after four ―undrained‖ steps was found 
(LE 4 in Figure 3.60). Passed just one hour step a clear net accretion took place (0.08 m
3
/m of 
increased volume). Afterwards, the accretion rate was smaller and an asymptotic trend in 
accretion could be recognizable. When D1 became operative, a new upsurge in accretion was 
observed. Under these conditions, the sand volume in the swash increased at an hourly 
average of 0.04 m
3
/m/h. At the end of the fifth step (L 9) , the gained net volume was about 
0.20 m
3
/m, corresponding to the highest in the test (Γ = 1, Figure 3.61). This ―artificially 
induced‖ morphodynamic state was confirmed by the following four steps in undrained 
condition (L 10÷L 13), for which a slight erosion appeared again. In Figure 3.62 it can be 
noticed that when D1 was operative, the relative bathymetry ZR on D1 decreased while on D2 
increased. In other words, D1 promoted a steepening of the beach around the drain, while the 
undrained condition re-established the natural nourishing slope. The positive hourly average 
volume variation under undrained condition was comparable to the negative one obtained 
with D1 operative (0.038 m
3
/m) (see also the theoretical accretion trend in undrained 
condition shown in Figure 3.61). Finally, switching on D1 and D2 triggered an initial 
stabilization, at first, and a successive accretive effect. The trend of ZR at the location of D3 
confirms the overall accretive trend under LE conditions (Figure 3.62).  
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Figure 3.60. Significant beach profiles under LE conditions without drain (LE 4, LE 13), with 
D1 (LE 9) and with D1+D2 (LE 19). A slight accumulation in the emerged part of the beach 
can be observed. 
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Figure 3.61. Time variation of dimensionless relative volume variation Γ and volume 
variation ΔV above x = 240 m for LE tests. 
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Figure 3.62. Relative bathymetry ZR on drains axis and relative percent variation ΔZR under 
LE tests. A local stabilization effect on D1 and D2 is highlighted. The trend of ZR on D3 
confirms the accretive trend of LE cases. 
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4. Swash Zone Response induced by long waves, wave 
groups and random waves: large-scale experiments at 
CIEM 
4.1 Experimental procedure and setup 
4.1.1 Wave flume and instrumentation 
 
The model tests were carried out in the large-scale CIEM wave flume at UPC. The large-scale 
wave flume has a length of 100 m, a width of 3 m and is 5 m deep (Fig. 4.1a,b). Controlled 
wave generation was achieved by a wedge-type wave paddle, particularly suited for 
intermediate-depth waves. The wave generation software used for controlling the wave 
paddles is AWASYS5 (http://hydrosoft.civil.aau.dk/AwaSys/). It accounts for reflection, but 
it was not utilised for this test as it was not connected for beach profile sediment transport 
tests. The paddle absorbing system developed by Aalborg University is functional when 
reflection is important (over 30%). For sandy slope profiles, there is certain degree of 
reflection that is noted from the data treatment, usually on frequencies of  0.02 Hz. Yet this 
amount of energy in that band is unimportant, and cannot be effectively absorbed due to 
stroke limitations by the paddle. 
 
a)
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b) 
 
Figure 4.1 UPC flume, longitudinal cross-section, and detail of instrumentation location in 
most active beach part (lengths in m): a) zoom on the fisrt part of wave flume; b) zoom on the 
final part of wave flume 
 
The flume bathymetry was formed by moulding sand in the channel to form the required 
shape. The profile consisted, from the wave paddle toward the shoreline, of an initial section 
(1:20 slope from x = 31 to 37 m) prior to a plane bed (from x = 37 to 42 m), followed by a 
1:15 slope plane beach. The beach consisted of commercial well-sorted sand of D50 = 0.25 
mm medium sediment size and measured sediment fall velocity of 34 mm/s. The grain size 
distribution of the sand used during the experiments is presented in Figure 4.1.1. Despite the 
sand was not mechanically compacted prior to this test, it had been in the flume for a year 
during previous experimentation so that natural wave compaction was assumed. The water 
depth at the toe of the paddle was fixed to 2.5 m. 
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Figure 4.1.1. Grain size distribution of the sand used in the model. 
 
A wide range of instrumentation was utilised in the SUSCO experiments, distributed 
in the surf and swash zone. Video images of selected portions of the surf and swash zones 
were also obtained. The instrument position along the flume is reported in Figure 4.1.  
The water surface elevation was measured by means of 10 resistive wave gauges 
placed along the wave flume at different cross-shore locations (Fig. 4.1.2). The resistance-
type wire wave gauges are 2m long, use a wire diameter of 1.5mm and were calibrated during 
changes of water level in the flume. They have an accuracy of 2mm. The resistance type 
wave gauges used in the CIEM operate on the principle of measuring the current flowing in 
an immersed probe which consists of a pair of parallel stainless steel wires (the absence of 
other support reduces the interaction between the measuring device and the 
incoming/reflected waves). The current flowing between the probe wires is proportional to the 
depth of immersion and this current is converted into an output voltage proportional to the 
instantaneous depth of immersion. The output circuitry is suitable for driving both a chart 
recorder and a data logger.  
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Figure 4.1.2. Wave gauges along the channel. 
 
Each wave probe needs a wave probe monitor with the energising and sensing circuits 
for the operation. Each monitor contains the circuits required to compensate for the resistance 
of the cable that is connected to the probe. Without this, the output of the wave probe monitor 
would be non-linear. In order to avoid polarisation effects at the probe surface, a high 
frequency square wave voltage is used to energise the probe. The oscillator that produces this 
square wave may be set to one of six different frequencies. This allows probes to be used 
close together without causing any interference. The current in each probe is detected by 
measuring the voltage drop across two resistors. Because the measured voltage is alternating, 
the signal is fed to a precision rectifier to produce a DC voltage proportional to the wave 
height. This signal feeds a small centre-zero balance indicator and a BNC socket on the front 
of the panel. The signal is also fed to a preset gain stage that may be set for a gain of between 
0.5 and 10. Controls on the front of each wave probe module enable the output signal to be set 
to zero for any given initial depth of probe immersion. This, together with the gain 
adjustment, produces a full-scale output of ±10V for all waves. 
4 Acoustic Wave Gauges (AWG) and 8 micro Acoustic Wave Gauges (mAWG) of 
limited range but great accuracy were placed mainly in the surf and swash zones to 
characterize the bores and the runup reaching the beachface (Fig. 4.1.3). The Acoustic wave 
gauges have a range of 0.2-3.5m depending on application and an accuracy of 1mm under 
stable environmental conditions. The mAWG have a range of 0.2-1.7m but a resolution of 
0.18mm. 
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Figure 4.1.3. Micro Acoustic Wave Gauge in the channel. 
 
Water velocities were measured by 6 Electromagnetic Current Meters (ECM) with two 
instruments at each position at different elevations z = 0.03 and 0.13 m, 0.03 and 0.07 m, 0.03 
and 0.055 m from the sandy bottom at each position (Figure 4.1.4). The Electromagnetic 
Current Meters used in CIEM are the Model 802, supplied by Valeport Limited. The ECM is 
a sensor that uses the Faraday principle to measure the flow past the sensor in two orthogonal 
axes. The magnetic field is generated within the sensors by a coil, and the electronics detecs 
the signal generated across two pairsa of electrodes, one pais for each axis. Their accuracy is 
+/- 5mm/sec plus 1% of reading on each axis (average data). 
 
 
Figure 4.1.4. Elettromagnetic currentmeters in the swash zone. 
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6 Acoustic Doppler Velocimeters (ADV) were also used to measure velocity fluxes (2 
with z = 0.17 m from the sandy bottom, 2 with z = 0.04 and 0.09 m and 2 both located at 0.04 
m from the bottom) (Figure 4.1.5). The Vectrino Velocimeter measures water speed using the 
Doppler effect. The probe consist of four receive transducers, each mounted inside the 
receiver arm, and a transmit transducer in the centre. The Vectrino uses the Doppler effect to 
measure current velocity by transmitting short pairs of sound pulses, listening to their echoes 
and, ultimately, measuring the change in pitch or frequency of the returned sound. Sound does 
not reflect from the water itself, but rather from particles suspended in the water (zooplankton 
or sediment). Every probe has a temperature sensor. 
 
Figure 4.1.5. Geometry of Acoustic Doppler Velocimeters. 
 
7 Optical Backscatter Sensors (OBS), show in Figure 4.1.6, were used to measure the 
suspended sediment transport (2 of them with z = 0.04 and 0.09 m from the sandy bottom, 2 
with z = 0.04 and 0.09 m and 2 both with z = 0.04 m). The OBS sensor measures suspended 
solids and turbidity by the optical backscatter method. It features a compact micro probe that 
responses almost linearly over a 1000-fold change in sediment concentration and turbidity. 
These devices are supplied by DandA Instrument Company. The OBS-3+ model used in 
CIEM have the next characteristics: 
Application range 
Ranges 
Turbidity  0–2,000 NTU 
Concentration1 Mud 0–2,500 mg/l 
Sand 0–50 g/l 
160 
 
 
Accuracy 
Turbidity   0.25 NTU or 1% of reading 
Concentration  Mud 0.5 mg/l or 1% of reading; Sand 0.25 g/l or 1% of reading 
 
 
Figure 4.1.6. Optical Backscatter Sensors. 
 
The z coordinates of the ADVs and OBSs were verified and adjusted to the reported 
elevation from the sandy bottom at the beginning and the end of each step to assure identical 
vertical distance from the bed during the various experimental tests. The sampling frequency 
for all equipment was fixed to 20 Hz. The ADVs, which use an external computer, had a 
sampling frequency of 100 Hz. The velocity information acquired with the ADVs was time-
synchronised and de-spiked using the method of Goring and Nikora (2002). Low quality data, 
where signal to noise ratio or signal amplitude was low, were discarded and cubic 
interpolation was performed. Each deployed OBS was calibrated using the laboratory sand 
and the glycerol technique developed by Buut et al. (2002).  
The beach evolution along the centre-line of the wave flume was measured with a 
semi-automatic mechanical bed profiler that measures both the sub-aerial and sub-aqueous 
beach elevation over a range of up to 3m (Figure 4.1.7). The profiler consists of a wheel 0.2m 
in diameter on a pivoting arm of length 3m, which is mounted on a platform that moves at 
constant velocity above the flume. A computer monitors the arm rotation, from which the 
beach elevation can be calculated from calibrated control points. The wheel is too large to 
follow individual ripple elevations and tends to cut through ripple crests, so the measured 
profile is approximately the elevation of the ripple troughs. The overall vertical profile 
accuracy is estimated to be 10mm. The vertical datum for the profile data presented below is 
the SWL. The horizontal datum is that of the reference point in the flume, which is 7.4m from 
the wavemaker and approximately 42m seaward of the beach toe.  
The detailed flume setup, instrumentation and complete test description is reported by 
Vicinanza et al. (2009, 2010). 
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Figure 4.1.7. Characteristics of adopted bottom profiler on the carriage. 
 
 
4.1.2 Test program 
The experimental program was divided in two test series (erosive and accretive). 
Within each series a number of different wave cases with identical energy level and energy 
flux were run, including regular monochromatic, combination of free long waves plus 
monochromatic short waves, bi-chromatic waves including bound long waves, and random 
waves of different groupiness factor (GF hereinafter) (Table 4.1). The tests were composed of 
four steps of different durations: step one and two of 23 minutes duration and steps three and 
four of 46 minutes duration. Wave conditions were chosen as likely to be erosive or accretive 
for the monochromatic conditions on the basis of previous experiments in the CIEM flume 
and typical erosion/accretion threshold criteria based on the relative fall velocity, and the final 
profiles and net sediment transport are consistent with these initial estimates. Case M_E 
represents the monochromatic control conditions for the erosive test series, with H=0.4m, 
T=3.7s at the wave paddle; the profile evolution for the other erosive wave cases are therefore 
compared to that for case M_E. Case M_A is the equivalent monochromatic control case for 
the accretive test series, with H=0.16m and T=4.8s at the wave paddle. To perturb the 
monochromatic conditions, small amplitude long waves were added to the control signal to 
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generate long-wave short-wave combinations, cases C_E1, C_E2, C_A1, and C_A2 
representing the addition of free long waves to otherwise monochromatic wave conditions. 
Unfortunately, an error in wave generation resulted in a reduction of the intended wave height 
for case M_A, such that it has a smaller wave height and mean energy flux than the 
corresponding long-wave short-wave combinations, bi-chromatic wave groups and random 
waves for the accretive tests. The wave period was also altered, with the result that the wave 
steepness remained similar to the target wave. This reduces the extent to which the data are 
useful and, accordingly, case M_A cannot be directly compared with the others. Four fully 
modulated bichromatic wave trains were generated, with the intention that each case would 
have the same theoretical root mean square wave height (and mean energy flux) as its 
corresponding monochromatic wave. Cases B_E1 and B_E2 generate erosive conditions, and 
are paired with case M_E. Cases B_A1 and B_A2 are paired with case M_A and give 
accretive conditions. The bandwidth of each pair of bichromatic waves differs, and is set by 
the frequency difference between the two primary short waves within the group. The 
bichromatic wave groups force an associated bound long wave at the group frequency (e.g. 
Longuet-Higgins and Stewart 1962; 1964) and may also generate free long waves at the 
breakpoint (Symonds et al., 1982; Baldock et al., 2000). The usual assumption is that the 
bound wave is released at short-wave breaking, although this not supported by some recent 
data (see Baldock, 2009 for a discussion). Nevertheless, a partial standing wave structure is 
usually observed in the surf zone. The root mean square variance based bichromatic wave 
height Hbi = 2Hp = Hs, where Hbi is the variance based bichromatic wave height, Hp are the 
heights of the primary short waves, Hp=H1=H2, and Hs is the corresponding monochromatic 
short wave height. Since the mean primary short wave frequency of the groups is the same as 
that of the corresponding monochromatic waves, the mean energy flux is the same for the 
corresponding pairs of wave trains. Four random wave trains, R_E1, R_E2, R_A1, R_A2, 
were generated similarly, again with the same variance based wave height and the same peak 
frequency as their corresponding monochromatic pair, and where the groupiness was varied 
slightly between cases. Therefore, random waves of identical energy spectrum were obtained 
by choosing different phases. Hence, random waves with a certain GF result from correlating 
phases, as high correlations lead to high groupiness, and vice-versa. GF was calculated using 
the Hilbert transformation to obtain half the squared envelope curve E(t) and the variance of 
the surface elevation time series σ2(εw(t)) with εw as sea surface elevation and t as time (Hald 
1995)  
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For a monochromatic (sinusoidal) signal the envelope E(t) is constant leading to a 
groupiness factor GF = 0 while the groupiness factor value of a completely Gaussian signal is 
expected to be equal to 1, independently of the spectrum shape. The standard approach of 
wave generation is to use random uncorrelated phases which in the average lead to GF = 1.0 
along with σ2  0.13 for 500 waves. By correlating the phases, higher GF values were 
obtained. Herein the wave phases w are correlated to the neighbouring frequency components 
at distance x from the paddle by prescribing the paddle surface elevations and the 
corresponding paddle motions using the Biesel transfer function 
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where a are the amplitudes, ω is the cyclic frequency, kw the wave number, υr a random 
variable from 0 to 1 and p > 0 gives the correlated phases. GF varies along the flume and thus 
kwx is important as the highest groupiness in the SZ. Herein kw is approximated from that 
calculated with the linear dispersion equation using the water depth at the paddle. x = 50 m 
was used for p = 0.0 and 0.2 leading to the theoretical groupiness factors as given in Table 
4.1. Due to variations of the sloping bed the actual obtained GF are different than predicted.  
For comparison with the ―offshore‖ wave condition shown in Table 4.1, Table 4.2 
shows the measured wave heights at x = 53 m, which is seaward of the depth of closure 
(negligible profile change or transport) for all tests. All the erosive cases have nearly identical 
short-wave height. However, as noted, case M_A has a smaller incident wave height than 
intended. Nevertheless, the remaining accretive cases have very similar incident wave height, 
as intended. 
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Erosive Conditions 
Test 
case Short Wave 
Long Wave 
Wave type 
  H (m) T(s) H (m) T(s)   
M_E 0.4 3.7   Monochromatic 
C_E1 0.5 3.7 0.023 29.25 Combination 
C_E2 0.41 3.7 0.011 15.1 Combination 
B_E1 0.29 3.5 0.29 3.9 Bi-chromatic 
B_E2 0.34 3.1 0.34 4.3 Bi-chromatic 
R_E1 0.45 4.2 0.06 22.5 Random GF=1 
R_E2 0.46 4.2 0.06 22.7 Random GF=1.1 
Accretive Conditions 
Test 
case Short Wave 
Long Wave 
Wave type 
  H (m) T (s) H (m) T(s)   
M_A 0.16 4.9 
  
Monochromatic 
C_A1 0.252 5.7 0.031 29.2 Combination 
C_A2 0.254 5.7 0.15 15.2 Combination 
B_A1 0.21 5.2 0.15 6.3 Bi-chromatic 
B_A2 0.17 4.8 0.15 7.1 Bi-chromatic 
R_A1 0.24 6.3 0.027 22.7 Random GF=0.96 
R_A2 0.24 6 0.03 22.7 Random GF=1.08 
 
Table 4.1. Spectral significant wave height Hm0 and peak wave period Tp, computed by 
spectral techniques at wave sensor located 10 m from wave paddle. Short and long wave 
component are displayed. 
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Erosive Conditions 
Test case Short Wave 
Long Wave 
Wave type 
H/wsT Iribarren 
number 
 H (m) T(s) H (m) T(s)    
M1 0.43 3.7   Monochromatic 3.2 0.38 
C2 0.48 3.7 0.034 29.25 Combination 3.9 0.34 
C4 0.49 3.7 0.013 15.1 Combination 3.2 0.38 
B3 0.34 3.9 0.31 3.5 Bi-chromatic 2.4 0.44 
B5 0.43 4.3 0.31 3.1 Bi-chromatic 3.2 0.39 
R1GF1 0.44 4.2 0.07 22.7 Random GF=1 3.1 0.37 
R1GF2 0.45 4.2 0.07 22.7 Random GF=1.1 3.1 0.37 
Accretive Conditions 
Test case Short Wave 
Long Wave 
Wave type 
H/wsT Iribarren 
number 
 H (m) T (s) H (m) T(s)    
M2 0.17 4.9   Monochromatic 0.9 0.64 
C10 0.23 5.7 0.034 29.2 Combination 1.3 0.52 
C12 0.23 5.7 0.016 15.2 Combination 1.3 0.52 
B11 0.21 5.2 0.16 6.3 Bi-chromatic 1.2 0.56 
B13 0.19 4.8 0.16 7.1 Bi-chromatic 1 0.62 
R2GF1 0.24 6.3 0.03 22.7 Random GF=0.96 1.1 0.53 
R2GF2 0.25 6 0.033 22.7 Random GF=1.08 1.1 0.53 
 
Table 4.2. Summary of SUSCO wave conditions; wave height is obtained by spectral moment 
computed at sensor located at x = 53.22. 
 
To enable consistent comparison of the beach evolution between wave cases, beach 
profile reshaping was performed prior to each different wave condition to start with a similar 
initial profile. The majority of the beach volume was well compacted from previous SANDS 
experiments (Cáceres et al., 2009) with the exception of the upper layers of the inner surf and 
swash zones. In fact, the flume had been drained for a period of several weeks, so the sand on 
the upper beach profile was initially dry. Hence, following the SANDS experiment, the upper 
part of the beach profile had to be reshaped to an approximately plane slope. Therefore, prior 
166 
 
to commencing the main experiments, the upper beach and SZ were compacted and smoothed 
by running each wave condition, which also enabled fine tuning of the wave generation 
signals. Following, the instrumentation was subsequently installed. The initial plan with the 
SUSCO experiments was to attempt to re-shape the beach back to an approximately similar 
initial condition by running a series of ―reshaping‖ waves between each wave case. However, 
this was unsuccessful because the time taken to achieve significant profile ―recovery‖ was too 
long. In addition, after cumulative tests, the breaker bar tended to develop cross-tank 
asymmetry, and morphodynamic–hydrodynamic feedback led to increasingly rapid 
development of profile asymmetry across the flume. Consequently, instrumentation on one 
side of the flume and adjacent to the bar was removed or repositioned, and testing times were 
reduced. Therefore, the approach was to manually reshape the upper beach portion prior to 
each test followed by a 10 minutes ‗smoothing‘ wave condition. The smoothing test consisted 
of random waves with Hs = 0.2 m and Tp = 6 s. For the erosive tests, manual reshaping was 
performed over the part of the profile between the seaward flank of the breaker bar and the 
runup limit. For the accretive tests, part of the purpose of the experiments was to observe the 
influence of long waves and groups on the evolution of the breaker bar. Consequently, 
reshaping was performed from the landward edge of the bar trough to the runup limit. This 
approach successfully limited the development of cross-tank asymmetry and enabled each 
wave case within the two series (erosive or accretive) to commence with a very similar 
profile, particularly in the region between the bar and the runup limit (see figure 4.2). 
Unfortunately, the beach was not reshaped between cases R_A1 and R_A2, so the data from 
R_A2 cannot be compared to that of the other accretive test conditions. In addition, case 
C_E1 formed part of the tests that developed cross-flume asymmetry, and there was 
insufficient time to re-run this case again. Profile measurements were made prior to each test, 
and then after each constituting step, i.e.: 23 minutes, 46 minutes, 92 minutes and 138 minutes 
of wave generation. Wave generation was halted and restarted every 23 minutes, even if no 
profile was measured.  
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Figure 4.2. Reshaped initial profiles for cases M_E, C_E2, B_E1, B_E2, R_E1, R_E2 (upper 
panel) and cases M_A, C_A1, C_A2, B_A1, B_A2, R_A1 (lower panel). After Baldock et al., 
(2011). 
 
 
4.2 Data analysis 
The data presented here focuses on the differences in the beach profile evolution and 
cross-shore sediment transport rates between the different wave conditions. Net time-averaged 
sediment transport, Qx along the flume was calculated using the sediment conservation law 
and a known boundary condition (Q(x) = 0) at the landward or seaward end of the profile. 
Q(x) is given by: 
 

D
D
 
i
i
x
x
b
sii
t
z
MxQxQ
1
)()( 1  [4.4] 
where Q(xi) is the integral volume of sediment transport (m
2
/s) at position i, Dzb is difference 
in bed elevation between measurement intervals (m), ∆t is the time difference between 
50 55 60 65 70 75 80 85 90
-2
-1
0
1
X (m)
Z
 (
m
)
50 55 60 65 70 75 80 85 90
-2
-1
0
1
X (m)
Z
 (
m
)
168 
 
measurement intervals (s) and Ms is the solid fraction, approximately 0.4 for the laboratory 
sand.  
The boundary conditions at each end of the beach are that there is no sand transport 
seaward of the beach toe, and no transport landward of the runup limit. Before and after a 
wave test the beach profile is measured from landward of the runup limit to the beach toe 
(concrete floor), and application of Eq. [4.4] should return a zero sediment flux at the beach 
toe. Alternatively, calculations can start at the seaward end and should return zero sediment 
flux at the runup limit. However, due to measurement errors and non-uniformity of the profile 
across the tank, Q(x) calculations do not return zero at the beach toe, and this is expected for 
most published beach profile tests but very rarely calculated. Errors in the calculated Q(x) 
were corrected by distributing the mismatch in sediment volume before and after the 
measurement time interval evenly across the profile, leading to a zero value of Q(x) at the 
closure points (Baldock et al., 2010). Generally, this does not significantly alter the estimated 
sediment transport rates and cross-shore pattern of Q(x) between the corresponding cases, 
unless the transport magnitude is very small, in which case the correction can cause a change 
of sign.  
Since the profiler has a defined measuring accuracy, errors in the total measured 
sediment volume accumulate over the long section of the outer profile, seaward of x = 60m. In 
this zone, very little sediment motion occurs, and the profile changes very little over the 
duration of each test in comparison to the profile change over the active beach. Figure 4.3 
contrasts the observed bed elevation changes offshore of the bar with those observed in the 
bar-trough region and around the still water shoreline. Consequently, the present analysis 
assumes a depth of closure for the sediment transport calculations at x = 60m (at a water depth 
of approximately 1m), and applies the sediment continuity correction over the active profile, 
i.e. landward of x = 60m or shallower than 1m. This enables greater resolution and improved 
accuracy in the Q(x) calculations shown below. Closure errors correspond to a mean error in 
vertical elevation across the profile that ranged from 2.5 mm to 15 mm, with an average of 7 
mm over all tests, which is consistent with the estimated accuracy of the bed profiler. The 
mismatch was distributed evenly over the profile since it is not possible to determine where 
the errors occurred.  
An alternative method of inferring differences in the total net sediment transport 
between tests is from the computation of suspended sediment transport from discrete 
measurements of velocity and sediment concentration. However, this is subject to a number of 
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difficulties. These include sparse instrumentation, differences in instrument location relative 
to the bed, the breakpoint and the SWL, plus the inability to measure over the whole of the 
water column and within the sheet flow layer at the bed. For example, Yu et al. (2010) 
suggested non-linear boundary layer processes due to wave shape are particularly important 
under wave groups, but detailed measurements of the sediment flux in the intense sheet flow 
region over an evolving beach are very difficult. Similarly, high SZ sediment transport during 
large backwash events (Nielsen, 2009) occurs in water depths that are too shallow for the 
instrumentation (see photographs in Baldock and Hughes, 2006), leading to bias in sediment 
flux estimates. Consequently, we use the morphology measurements to determine total 
sediment transport rates, which allows the whole beach profile to be considered as a complete 
system. 
  
 
Figure 4.3. Bed elevation changes at assumed depth of closure (x=50m), in the bar-trough 
region (x=70m) and adjacent to the SWL (x=78m). , x=50m; , x=70m , x=78m (After 
Baldock et al., 2011). 
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4.3 Results 
4.3.1 Hydrodynamic results 
4.3.1.1 Waves data  
 
The wave conditions were designed to obtain a comparable energy flux of short wave 
energy for monochromatic, bichromatic, combination and random waves for two sets of wave 
conditions, erosive and accretive (Table 1). The similitude in wave energy for the 
corresponding cases is demonstrated in Figures 4.4 and 4.5, where the cross-shore distribution 
of significant wave height is displayed for the erosive and accretive series, respectively. 
Significant wave height is computed from the power spectrum at the initial test stages of each 
wave conditions, using  
 0 04mH m  
[4.5] 
where the zero order moment is computed as the integral in the frequencies range between 
0.1-0.6 Hz. Erosive conditions displayed in Figure 4.4 show a similar wave height in the 
shoaling area in terms of wave propagation and energy associated to wave conditions, cross-
shore locations between x = 0-50 m, with differences due to the presence of the standing long 
waves. Wave breaking occurs between x = 60-70 m for all the cases. Wave height cross-shore 
distribution differences are also due to reflection and the long wave cross-shore structure 
(Baldock et al., 2000; Baldock and Huntley, 2002).  
It is worth noting that the high wave height for the B_E2 condition at x = 60-70 m is 
due to a strong incident/reflected wave interaction with generation of high breaking waves. 
The cross-shore variation in wave height for the accretive conditions are displayed in Figure 
4.5. Unfortunately, the target wave height for case M_A was not met due to a communication 
error. Direct comparison of condition M_A with the other accretive conditions is, therefore, 
not possible. For the remaining cases, the wave height distribution displays a similar pattern, 
with differences again due to cross-shore long-wave structure. The small waves for case M_A 
break very close to the shoreline in the accretive tests, i.e. at a cross-shore location landward 
of x = 70 m. For the B_A2 condition a behaviour similar to the erosive corresponding 
condition is visible.  
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Figure 4.4. Cross-shore distribution of spectral significant wave height for erosive tests; M_E 
(solid line with squares), C_E1 (dotted black), C_E2 (dotted grey), B_E1 (dashed black with 
triangles), B_E2 (dashed grey with triangles), R_E1 (dash-dotted black with circles), R_E2 
(dash-dotted grey with circles) (from Vicinanza et al., 2011). 
 
 
Figure 4.5. Cross-shore distribution of spectral significant wave height for accretive tests; 
M_A (solid line with squares), C_A1 (dotted black), C_A2 (dotted grey), B_A1 (dashed black 
with triangles), B_A2 (dashed grey with triangles), R_A1 (dash-dotted black with circles), 
R_A2 (dash-dotted grey with circles) (from Vicinanza et al., 2011). 
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4.3.2 Morphodynamic results 
4.3.2.1 Erosive conditions  
 
During erosive condition overall transport is offshore directed and a classic bar 
profile forms at the breakpoint. Focussing on the monochromatic wave, M_E, it should 
be noted that the sediment motion results in a substantial bar-trough at about x = 72 m 
(short wave breakpoint), about 6 m from the shoreline.  
The influence of free long waves on the morphological response under erosive 
conditions is illustrated by the comparison of case M_E and case C_E2 in Figure 4.6. 
Combining a free long wave with the monochromatic wave the bar crest and trough are 
shifted offshore and a small swash berm is built higher on the beach. However the 
pattern of the beach profile evolution does not change much. The analysis suggests that 
the free long wave effect is substantially the widening of the active part of the beach 
(i.e. the region where sediment transport takes place) since both an inner and outer 
breakpoint occur as a result of the modulation induced by the long wave. Morever, the 
long wave-induced modulation affects the short wave runup. The growth of the small 
swash bar is consistent with the influence of seiching that was observed by Dally 
(1991). However, there is no significant evidence of the smoothing of the bar for this 
case. This behaviour differs in general from the small scale tests of Baldock et al. 
(2010), where the free long waves tended to move the bar landward in addition to the 
growth of the swash berm. However, one of the small scale tests did exhibit the same 
behaviour as observed in Figure 4.6, i.e. the bar moved offshore while a swash berm 
formed higher on the beachface compared to the monochromatic conditions. 
Unfortunately case C_E1 developed cross-flume asymmetry, and there was insufficient 
time to re-run this case again, so only one erosive data set exists for the combination 
case, and therefore the results are a slight inconclusive. Nevertheless, in combination, 
the small-scale and large-scale tests show that the free long wave has a clear effect on 
the position of the bar compared to the position induced by monochromatic waves only. 
However, whether this effect is onshore or offshore in general and the detailed 
dependence on surf conditions requires further work. 
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Figure 4.6. Beach profile comparison for tests M_E and C_E2 (adapted from Vicinanza 
et al., 2011). 
 
The comparison between initial (B_E1_0, B_E2_0) and final profile (B_E1_4, 
B_E2_4) for the bichromatic waves shows that, although the mean energy flux is the 
same, the profile response is strikingly different (Fig. 4.7). Bichromatic waves with 
narrower bandwidth (B_E1) give a little more offshore transport than the bichromatic 
waves with larger differences between the frequencies of the components (B_E2). 
Furthermore, B_E1 results in greatest erosion in the offshore portion of the domain 
(around the bar), whereas B_E2 produces more erosion in the inner surf zone and also 
creates a swash berm and sand accumulation on the sub-aerial beach. The profile of 
B_E2, in particular, above -0.5 m develops an exponential shape, resembling an 
equilibrium profile. Both the bichromatic waves give much greater offshore transport 
than the equivalent monochromatic erosive case (M_E), which results in a much wider 
and higher bar further offshore than for the monochromatic conditions (Fig. 4.8). While 
the bar trough is still pronounced, it is smoothed in comparison to case M_E, which is a 
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result of the varying breakpoint position, and this smoothing is greatest for the broader 
banded group (B_E2). Indeed, for case B_E2, no trough forms below the original/initial 
profile level.  
 
 
Figure 4.7. Beach profile comparison for tests B_E1 and B_E2 (adapted from Vicinanza 
et al., 2011). 
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Figure 4.8. Beach profile comparison for tests M_E and B_E1 (adapted from Vicinanza 
et al., 2011). 
 
Figures 4.9 compare the morphological response for the two random wave cases 
R_E1 and R_E2. Overall, the random waves produce the same type of response as the 
bichromatic wave groups, generating much greater offshore transport and much larger 
bars further offshore in comparison to the monochromatic case. In more detail, the 
morphological response of the random wave cases appears closer to that of the narrow-
banded bichromatic wave group than to that of the broader-banded bichromatic wave 
group. Consistent with the observations for the bichromatic groups, the more broad-
banded random waves (R_E2) appear to generate a bar that is further landward than for 
the more narrow banded waves.  
The good consistency in the profile response for the pairs of bichromatic 
experiments and the pairs of random wave experiments gives confidence in the data, i.e. 
similar wave conditions produce a very similar beach profile response, despite the 
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slightly different initial conditions. Hence, the morphological response is repeatable and 
not subject to systematic errors (Fig. 4.9b). 
 
 
Figure 4.9a. Beach profile comparison for random tests R_E1 and R_E2. 
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Figure 4.9b. Beach profile comparison fortests R_E1 and B_E2 (adapted from 
Vicinanza et al., 2011). 
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4.3.2.2 Accretive conditions  
 
The bichromatic condition B_A1 and B_A2 (Fig. 4.10) show the formation of a 
second and well-defined secondary bar with the crest located at -0.5 m (x = 74 m), 
having a shape and size very similar to the first one, followed by a narrow trough. The 
effect of the different frequencies of the two components is the speed of beach 
evolution. When the two components are similar (f1 ≈ 0.19 Hz and f2 ≈ 0.16 Hz in test 
B_A1), a quasi-steady equilibrium profile has been reached in about 23 minutes of 
testing. The profile, after an initial formation of a swash berm, remains totally stable for 
all duration of the test. On the other hand, in the case of the bichromatic condition with 
the two components having a larger frequency difference (f1 ≈ 0.21 Hz and f2 ≈ 0.14 Hz 
in test B_A2), the secondary bar moves onshore with constant speed (about 25 cm/h). 
However, the shoreline remains spatially fixed while the SZ increase its slope due to the 
sediment supply coming from the inner surf zone within a region of 4 m from the shore. 
Since case M_A has the incorrect wave height, cases B_A1 and B_A2 can be instead 
directly compared to case C_A2, which has the same short wave height and only a 
weakly energetic long wave.  
The combination cases are characterized by the generation of a berm on the 
backshore: the sand is directly taken from the erosion of the crest of the bar and from 
the upper part of the submerged beach (Fig. 4.11). In comparison to cases C_A2, the 
bichromatic groups generate significantly less morphological modification in the upper 
part of the beach (Fig. 4.12). Observations during the course of the experiment show 
that swash overtopping is particularly important in this growth process, as observed in 
the field (Weir et al., 2006), and that overtopping of the growing berm is assisted and 
increased by the modulation of the short wave runup by the long wave. There is a strong 
feedback between the morphology and sediment transport rate under these conditions; 
the long waves promote overtopping, which changes the backwash flows and enhances 
the landward sediment transport seaward of the SZ (Baldock et al., 2005).  
As for the erosive test series, the random wave case R_A1 (Fig. 4.12) shows a 
similar trend to the bichromatic wave groups and, in comparison with case C_A2, 
shows a clear reduction in the landward sediment transport rate in the surf zone, the 
formation of a small bar further offshore, and the growth of a higher swash berm. 
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Unfortunately, the profile was not reshaped prior to running case R_A2, so the data 
from R_A2 cannot be compared directly to that of the other accretive test conditions.  
 
 
Figure 4.10. Beach profile comparison for tests B_A1 and B_A2. 
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Figure 4.11. Beach profile comparison for tests C_A1 and C_A2 
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Figure 4.12. Beach profile comparison for tests B_A1, R_A1 and C_A2. 
 
 
4.3.2.3 Morphological pattern 
In Figure 4.13 a detailed analysis of relative cross-shore vertical variation Δz between 
the initial and final profile of each test is reported. This analysis is useful to highlight where 
each wave condition is able to give larger changes to the profile. 
Increases in the bandwidth in the bichromatic wave groups, both for erosive as 
accretive cases (from B_E1 to B_E2 and from B_A1 to B_A2), results in an onshore shift of 
the bed forms (Fig. 4.13a). In particular, in erosive conditions, the accretion of the bar for case 
B_E1 is 0.4 m, followed by a trough of about 0.3 m, while in condition B_E2 the maximum 
accretion is about of 0.3 m but no trough is observed. The greatest change of the SZ is 
obtained from the bichromatic case with large bandwith (B_E2), for which berm elevation of 
0.1 m occurs. The comparison of bichromatic tests for accretive conditions shows that the 
narrower bandwidth case (B_A1) gives a similar behaviour in terms of Δz to the broader 
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bandwidth case (B_A2) but is shifted offshore about 1.3 m. The bed form shifting effect is 
also noticeable in the erosive cases for combination tests. Here, the monochromatic wave 
perturbed with the larger long waves (C_E1) gives the same vertical variation of the case with 
smaller long waves (C_E2) but shifting offshore of about 2.5 m (Fig. 4.13b). In accretive 
conditions, not much difference in the Δz pattern is observed. Figure 4.13c contrasts the 
vertical variation pattern for pairs of random waves R_E1-R_E2 and R_A1-R_A2. The 
pattern for each case is very similar, with a small shift in cross-shore position, in particular in 
the outer surf and SZ, in which the maximum Δz on the bar and on the swash berm are 
realized in the R_E1 case (GF = 1) about 1.3m offshore of that in the R_E2 case (GF = 1.1). 
In accretive conditions, the relative cross-shore variation in the beach profile for case R_A1 is 
quite similar to that for case R_A2. 
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a)  
b)  
c)  
Figure 4.13. Relative cross-shore vertical variation from initial and final profile of: a) 
bichromatic cases; b) Combination cases; c) random cases. 
184 
 
4.3.3 Sediment dynamic results 
4.3.3.1 Cross-shore Sediment transport patterns 
 
Comparison of case M_E and case C_E2 shows how the sediment transport pattern is 
very similar within the bar-trough region of the profile and within the inner surf zone (Fig. 
4.14). Figure 4.15a contrasts the beach evolution and net sediment transport pattern for 
monochromatic case M_E and bichromatic wave group case B_E1. Figure 4.15b shows a 
similar comparison for case B_E2, and cases B_E1 and B_E2 are compared with each other in 
figure 4.15c. For case B_E1, the maximum seaward transport occurs at the bar crest, which is 
similar to the monochromatic case. However, for case B_E2, the seaward transport is spread 
more widely, the maximum seaward transport rate is lower, and the maximum occurs in the 
mid-surf zone. A swash berm also forms for case B_E2, and this forms higher on the beach 
than the monochromatic case, reflecting the larger maximum runup during the bichromatic 
wave conditions. These trends are very consistent with those observed during small-scale tests 
by Baldock et al. (2010). In those tests, the bichromatic waves generated larger net offshore 
transport rates, and larger bars that were further offshore in comparison to the equivalent 
monochromatic cases. In addition, with increasing bandwidth, the offshore transport rate 
maxima reduced in magnitude, the bars formed further landward, and greater onshore 
transport occurred in the SZ, with the formation of more pronounced swash berms. This is 
consistent with figure 4.15c and the different morphological response for case B_E1 and 
B_E2. Figures 4.16a-4.16c compare for case M_E with that for the two random wave cases 
R_E1 and R_E2. Consistent with the morphological response, the variation in groupiness 
between the two random wave cases does not significantly affect the transport pattern. 
However, the more broad-banded random waves, R_E1, appear to generate a widening of the 
sediment transport domain than the more narrow banded waves, R_E2.  
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Figure 4.14. Integral corrected net sediment transport between monochromatic case M_E and 
combination case C_E2. Green solid line, t=96min, case M_E, red dashed line; t=96min, case 
C_E2. 
 
Figure 4.15a. Integral corrected net sediment transport between monochromatic case M_E and 
bichromatic case B_E1. Green solid line, t=96min, case M_E, red dashed line; t=96min, case 
B_E1. 
 
Figure 4.15b. Integral corrected net sediment transport between monochromatic case M_E 
and bichromatic case B_E2. Green solid line, t=96min, case M_E, red dashed line; t=96min, 
case B_E2. 
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Figure 4.15c. Integral corrected net sediment transport between bichromatic cases B_E1 and 
B_E2. Green solid line, t=96min, case B_E1, red dashed line; t=96min, case B_E2. 
 
 
Figure 4.16a. Integral corrected net sediment transport between monochromatic case M_E and 
random wave case R_E1. Green solid line, t=96min, case M_E, red dashed line; t=96min, 
case R_E1. 
 
Figure 4.16b. Integral corrected net sediment transport between monochromatic case M_E 
and random wave case R_E2. Green green solid line, t=96min, case M_E, red dashed line; 
t=96min, case R_E2. 
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Figure 4.16c. Integral corrected net sediment transport between random wave cases with 
different groupiness, R_E1 and R_E2. Green solid line, t=96min, case R_E1, red dashed line; 
t=96min, case R_E2. 
 
For erosive conditions, since the wave heights and wave periods for case M_A are not 
similar to those of cases C_A1 and C_A2, the results cannot be directly compared. However, 
even though cases C_A1 and C_A2 have a larger wave height than case M_A, they produce 
greater landward transport and shift the location of the maximum transport shoreward. (Fig. 
4.17a and 4.17b). Figure 4.17c shows very similar results for the two combination cases 
(which have the correct wave height), which gives further confidence in the sediment 
transport measurements.  
The sediment transport patterns for the two bichromatic wave groups are very similar 
(Fig. 4.18c), but quite distinct from that induced by the monochromatic wave (Fig. 4.18a-
4.18b) and the equivalent combination cases (Fig. 4.18d). In comparison to cases C_A1 and 
C_A2, in fact, the bichromatic groups generate significantly less shoreward transport, or even 
offshore transport, in the mid-inner surf zone region, with significant gradients in Q(x) around 
the breakpoint which lead to formation of a small breaker bar because strong landward 
sediment transport on the seaward flank is reduced by the offshore directed undertow in the 
surf zone. Landward transport still occurs in the SZ, and the swash berm is again built to a 
higher elevation on the beachface, consistent with greater runup for the largest waves in the 
group. Swash overtopping remains important in the berm growth process. The same influence 
of the bichromatic wave groups was observed by Baldock et al. (2010), i.e. a clear trend to 
reduced onshore transport or a change to offshore transport across the surf zone in comparison 
to monochromatic conditions, and a larger swash berm at a higher elevation. Hence, there is a 
different effect in the surf and swash zones. This effect may be related to differences in the 
64 66 68 70 72 74 76 78 80 82 84 86
-1
-0.5
0
0.5
Z
 (
m
)
64 66 68 70 72 74 76 78 80 82 84 86
-4
-2
0
x 10
-5
X (m)
Q
 (
m
2
/s
)
188 
 
degree of swash-swash interaction between monochromatic conditions and bichromatic 
conditions, and which is greater for more monochromatic wave conditions. Van Wellen et al. 
(2000) suggested that greater interaction curtailed the swash backwash and hence helped 
promote onshore transport, which is consistent with the observations.  
For random waves, as noted previously, the data from R_A2 cannot be compared 
directly. It is clear that reshaping of the profile is essential to distinguish the effects of the 
wave groups or random waves over the short duration of the tests, since the beach is moving 
rapidly toward an approximate equilibrium profile and the sediment transport rates reduce 
rapidly as the total run-time increases. However, it is noteworthy that the cross-shore variation 
in sediment transport for case R_A2 is still quite similar to that for case R_A1 (Fig. 4.19a), 
with maxima and minima at the same cross-shore locations, despite the much smaller 
magnitude of the transport rates for case R_A2. Overall, random cases generate significantly 
less shoreward/offshore transport than equivalent combination cases (Fig. 4.19b). 
 
 
 
Figure 4.17a. Integral corrected net sediment transport between monochromatic case M_A 
and combination case C_A2. Green solid line, t=96min, case M_A, red dashed line; t=96min, 
case C_A1. 
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Figure 4.17b. Integral corrected net sediment transport between monochromatic case M_A 
and combination case C_A2. Green solid line, t=96min, case M_A, red dashed line; t=96min, 
case C_A2. 
 
Figure 4.17c. Integral corrected net sediment transport between combination case C_A1 and 
C_A2. Green solid line, t=96min, case C_A1, red dashed line; t=96min, case C_A2. 
 
Figure 4.18a. Integral corrected net sediment transport between monochromatic case M_A 
and bichromatic case B_A1. Green solid line, t=96min, case M_A, red dashed line; t=96min, 
case B_A1. 
 
64 66 68 70 72 74 76 78 80 82 84 86
-1
-0.5
0
0.5
Z
 (
m
)
64 66 68 70 72 74 76 78 80 82 84 86
0
1
2
3
x 10
-5
X (m)
Q
 (
m
2
/s
)
64 66 68 70 72 74 76 78 80 82 84 86
-1
-0.5
0
0.5
Z
 (
m
)
64 66 68 70 72 74 76 78 80 82 84 86
0
1
2
3
x 10
-5
X (m)
Q
 (
m
2
/s
)
64 66 68 70 72 74 76 78 80 82 84 86
-1
-0.5
0
0.5
Z
 (
m
)
64 66 68 70 72 74 76 78 80 82 84 86
0
5
10
15
x 10
-6
X (m)
Q
 (
m
2
/s
)
190 
 
 
Figure 4.18b. Integral corrected net sediment transport between monochromatic case M_A 
and bichromatic case B_A2. Green solid line, t=96min, case M_A, red dashed line; t=96min, 
case B_A2. 
 
Figure 4.18c. Integral corrected net sediment transport between bichromatic cases B_A1 and 
B_A2. Green solid line, t=96min, case B_A1, red dashed line; t=96min, case B_A2. 
 
Figure 4.18d. Integral corrected net sediment transport between combination case C_A1 and 
bichromatic case B_A1. Green solid line, t=96min, case C_A1, red dashed line; t=96min, case 
B_A1. 
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Figure 4.19a. Integral corrected net sediment transport between random wave cases with 
different groupiness, R_A1 and R_A2. Green solid line, t=96min, case R_A1, red dashed line; 
t=96min, case R_A2. Note case R_A2 was not reshaped prior to testing. 
 
Figure 4.19b. Integral corrected net sediment transport between monochromatic case C_A1 
and random wave case R_A1. Green solid line, t=96min, case C_A1, red dashed line; 
t=96min, case R_A1. 
 
 
4.3.3.2 Total net sediment transport direction and magnitude 
Figure 4.20 provides a quantitative summary of the differences in normalized net 
transport, δt, between the different wave cases, obtained from integrating the local sediment 
transport rates, Q(x), across the whole active beach profile. The local transport rates 
themselves are obtained from integrating the sediment continuity equation along the beach 
profile, using the changes in bed elevation between the start and end of the test. Note that Q(x) 
is a transport vector and can be negative (offshore transport dominant) or positive (onshore 
transport dominant) and does not integrate to zero unless onshore and offshore transport 
magnitudes are equal. A positive total transport rate represents net landward transport and a 
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negative rate indicates net offshore transport. The data have been normalised by the maximum 
total transport rate observed in any one test (case B_E1), so the magnitude of the bars 
indicates the relative transport, or percentage difference, between tests. The bichromatic and 
random wave cases generate much greater offshore sediment transport than the corresponding 
monochromatic wave case M_E. In particular, δt for the bichromatic waves with narrower 
bandwidth (B_E1) is 12 times greater than case M_E, while bichromatic waves with larger 
differences between the frequencies of the components (B_E2) is 10 times greater. It is 
noteworthy that relative to combination case C_E2, δt of M_E test is about 2 times greater. 
However, the absence of data for case C_E1 makes it difficult to identify a clear influence of 
the long waves for the erosive conditions. The slight reduction in offshore transport is 
however consistent with the long wave influence observed in small-scale tests (Baldock et al., 
2010).  
For the accretive conditions, because the short wave height was incorrect for case 
M_A, it is again difficult to draw firm conclusions. However the short-wave energy in the 
remaining cases was very similar. The addition of a longer free wave period (C_A1) produces 
less net shoreward transport than case with a smaller free long wave period (C_A2) by a 
factor of about 1.2. The influence of the free long wave is again very consistent with the 
small-scale tests of Baldock et al. (2010), who also found a strong increase in the landward 
sediment transport and the growth of larger swash berms when a free long wave was added to 
monochromatic waves. This effect appears quantitatively more important for the accretive 
conditions than for the erosive conditions, possibly because the long wave is larger relative to 
the short waves. Bichromatic cases B_A1 and B_A2 reduce the landward transport of 
sediment in comparison to cases M_A, C_A1 and C_A2. Finally, the random wave cases 
show the same trends as the bichromatic cases, i.e., a greatly increased offshore transport 
during erosive conditions and a reduced landward transport during accretive conditions. 
Hence, overall, the presence of wave groups, and any long waves induced by the 
groups, tends to bias sediment transport in the offshore direction compared to monochromatic 
conditions. 
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Figure 4.20. Normalised net sediment transport across whole active profile for each test, 
positive values represent accretion or landward transport, negative values represent erosion or 
seaward transport. 
 
Figure 4.21 summarises the differences in net transport in the SZ region, δs, between 
the different wave cases, obtained from integrating the local sediment transport rates above z 
= 0. The data have been normalised by the maximum total net transport in the SZ observed in 
any one test (case C_A1). For the erosive cases, there is no clear pattern because the runup 
can build swash berms even though the more shoreward part of the profile is eroding. It 
should be noted that tests with initial conditions incorporating a dune would probably show 
different results in the SZ region. 
ζs of monochromatic condition is 2.5 time greater than that one of the case B_E1 but is 1.6 
time smaller than case B_E2.  
For the accretive tests the influence of the long waves is clear, with much greater 
shoreward transport in the SZ than for the monochromatic test or the wave group tests. δt of 
combination case C_A2 is 1.2 times greater than that one with larger free long waves, C_A1 
(Fig. 4.20). Focusing on only the emerged part of the beach, an inverted trend is observed, 
with a δs of C_A1 equal to 1.13 times δs of C_A2 (Fig. 4.21). 
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Figure 4.21. Normalised net sediment transport in the SZ (z > 0) for each test, positive values 
represent accretion or landward transport, negative values represent erosion or seaward 
transport. 
 
Although the experimental design was not followed exactly, with data missing for two 
cases, overall, the quantitative total sediment transport data and the qualitative results 
illustrated by the profile changes agree with the small-scale data presented by Baldock et al. 
(2010). Baldock et al. (2010) discussed sediment scaling issues at length and sought to 
maintain similar relative fall velocity between the small scale models and prototypes, as 
recommended by Hattori and Kawamata (1985) and Dean (1985). Their conclusion that the 
free long waves tend to promote more landward transport and that the bichromatic groups 
tend to promote offshore transport is supported by these large scale experiments, and possible 
reasons for this are discussed further below. The present experiments further suggest that the 
profile response to random waves is very similar to that for bichromatic wave groups with the 
same mean energy flux. For the erosive tests, while the free long waves in the combination 
cases have some influence on the profile evolution, it is a weak effect compared to that 
induced by the wave groups and random waves. For the accretive tests, the influence of the 
free long waves is significant in the inner surf and swash zones and of similar influence to the 
wave group induced long waves.  
The role of the short waves, mean currents, and long waves inside the surf zone, is 
briefly examined at a micro-scale level by considering the net suspended sediment fluxes 
measured in the outer and inner surf zone, i.e., <u.c> obtained from the OBS and ADV 
records (figures 4.22a and 4.22b). The estimated net transport induced by the mean flow and 
195 
 
the long waves (low frequency component) is always directed offshore in the lower water 
column, and both components are very similar. In contrast, the estimated net transport by the 
short waves is minimal near the bar, and small and onshore in the inner surf zone. For case 
B_E2, the local sediment flux data suggests that offshore sediment transport should be larger 
in the inner surf zone compared to that further offshore, which is contrary to the net transport 
derived from the morphology (figure 4.15b). In addition, the sediment flux data show a 
similar magnitude of offshore transport at x=74m for both cases C_E2 and B_E2 (figure 
4.22a), but the morphological data suggest a factor four difference. For case C_E1 the long 
wave component of the transport is more negative than for case B_E1 in the outer surf zone, 
again in contrast to the trend suggested by the profile evolution. Given the sparseness of the 
data and the uncertainty in the relative elevation and cross-shore location of the instruments 
for the different tests, it is difficult to compare the magnitudes of the transport between the 
different test series and this is not pursued further here. It is noted that the total sediment 
transport converges at the bars for all the erosive cases (figures 4.15-4.17), in contrast to the 
diverging sediment suspended sediment transport observed for long waves by Aagaard and 
Greenwood (2008). 
 
Figure 4.22a. Computed net suspended sediment flux at z3cm above the bed for erosive test 
cases C_E4 (blue symbols) and B_E2 (red symbols). Circles - mean component; star – short 
wave component; square - long wave component (from Baldock et al., 2011). 
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Figure 4.22b. Computed net suspended sediment flux at z3cm above the bed for erosive test 
cases C_E1 (blue symbols) and B_E1 (red symbols). Circles - mean component; star – short 
wave component; square - long wave component (from Baldock et al., 2011). 
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5. Discussion and Conclusions 
5.1 Discussion 
5.1.1 Large experiment at GWK 
 
It is worth to remind that grain size, beach slope and drain configurations used in these 
experiments are fully comparable to the field installations present in the literature, at least at 
Italian level (Ciavola et al., 2008).  
This work can be taken as a demonstration that in/exfiltration acting on a medium-
grained sandy beach does not play a significant role in controlling the beachface morphology. 
The cause is recognizable in the small hydraulic conductivity. Indeed, the evident conflict 
which was observed in the literature regarding the net effect of infiltration–exfiltration on the 
sediment transport appears to be resolved by grain size control. How the combined effects of 
stabilisation–destabilization (due to effective normal stress variations) and boundary layer 
modification (at which increasing/decreasing in shear stress is related) are balanced, was 
quantified by Nielsen (1998), Turner and Masselink (1998) and Butt et al., (2001). Nielsen 
(1998) found that boundary layer effects are only likely to dominate at grain sizes above D50 = 
0.58 mm. Butt et al., (2001) found that there is a critical grain size at which the influence of 
infiltration-exfiltration changes from offshore to onshore. They suggested a D50 = 0.55 mm, 
with a dominance of stabilisation–destabilisation below this value and a dominance of 
boundary layer effects above it. However, the exact value of this grain size is highly sensitive 
to the method used to estimate the friction factor. The results of the works cited above 
confirm a previous study carried out by Oldenziel and Brink (1974) which established that 
infiltration always decreased the rate of sand transport for a range of sizes 0.13÷0.57 mm. 
Moreover, in the observations of Masselink and Li (2001) from numerical modelling and 
other older literature (Bagnold, 1940; Dubois, 1972) a critical sediment hydraulic conductivity 
of 1 cm/s was suggested, which corresponds to a grain size threshold of 1.5 mm (coarse sand). 
Therefore, the infiltration process would have negligible effects on most sandy beaches where 
the sand grain size is usually finer than 1 mm. Furthermore, recent results of Bakhtyar et al. 
(2011) obtained from comparison between process-based modelling and laboratory 
experiments (data from Horn et al, 2007), substantiates that for fine sand the accretion effects 
of swash infiltration is not sufficiently large because of the low hydraulic conductivity. In any 
case, the grain size used in our experiments (D50 = 0.33 mm) seems to be always under the 
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thresholds aforementioned in all the literature studies cited above. Our suggestion is that the 
idea that a positive balance of transport onshore due to changed infiltration-exfiltration could 
be produced by lowering the water table, is only reasonable if a large water volume is drained. 
Hence, much more details on the hydraulic performances of drains, as well as on their spatial 
positioning, are required.  
The presence of a hydraulic discontinuity in the groundwater-drain system implies that 
the internal flow of the drains occurred as an open-channel flow allowing low drained flows. 
From a morphological viewpoint, in fact, it seems that whatever the wave conditions were 
during the experiment, the beach was still evolving towards an equilibrium shape. This did 
not affect the results of the experiment because its aim was to analyze the efficacy of the 
drainage system on beach stabilization under different wave condition also in a transition 
regime contest, regardless of the initial beach configuration for each test. 
 
 
5.1.2 Large experiment at CIEM 
 
The analyses of morphological changes, cross-shore sediment patterns and net 
sediment transport rates (seen in Section 4) suggested that the large change in the beach 
response between monochromatic conditions and wave groups is a result of the wave 
groupiness, not the presence of the forced and free long waves induced by the groupiness. An 
explanation for this can be formulated in terms of the variation in short-wave height within 
the bichromatic waves and random waves, as compared to the steady short-wave height for 
the monochromatic waves (Baldock et al., 2010). The maximum wave height is larger for the 
bichromatic and random wave groups (figure 5.1a and 5.1b), and the significant wave height 
is also greater than Hrms for wave groups and random waves. Assuming a Shields model 
relationship between transport and shear stress, the gross sediment transport can be expected 
to be a function of u
n
 or H
n
, with n likely to be in the range 2<n<3. Consequently, the larger 
waves in the groups dominate the transport process and can be expected to tend to increase 
offshore transport, particularly as the undertow largely follows the instantaneous wave height 
(Svendsen, 1984). This is consistent with the use of the significant wave height in defining , 
as it is usual, rather than the rms or mean wave height. Therefore, it is proposed that the 
effective relative fall velocity, =H/wsT, increases for the bichromatic waves and random 
waves, compared to monochromatic waves with the same energy flux.  
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With reference to the sediment transport direction as a function of the effective 
relative fall velocity, there is a potential natural asymmetry in the net transport under wave 
groups, since the transport by the smaller waves cannot cancel, or reverse, that of the larger 
waves because the energy levels are much lower in magnitude (Baldock et al., 2010, 2011). 
This can be regarded to be similar to the different time-scales between storm erosion and long 
term beach recovery. Storm waves can erode sediment more intensively and rapidly than 
swell waves can return the sediment back onshore, because the energy levels are lower during 
the accretive phase. However, such a simple explanation can be complicated by the presence 
of swash overtopping, morphological-hydrodynamic feedback and how much the beach 
profile differs from some quasi-steady equilibrium condition. Nevertheless, if the effective 
relative fall velocity is considered a robust overall predictor of beach profile response to 
different forcing conditions and the tendency of a beach to erode or accrete (e.g. Gourlay, 
1968; Dean, 1973; Wright et al., 1985; Larson and Kraus, 1989; Dalrymple, 1992), then this 
model is consistent with the present data. A different effective fall velocity for wave groups 
and monochromatic waves may also explain some of the variation in erosive/accretive 
thresholds in the literature.  
This form of model provides a simple heuristic explanation for the different profile 
evolution between the cases considered in these experiments, and since the profile evolution 
commences from an approximately planar profile, variations in  also indicate the influence 
of the perturbations to the wave climate on sediment transport magnitude and direction. 
However, some caution is required when considering shoreward transport, because the net 
cross-shore transport, Q, cannot be a monotonic function of . Consider the likely form of 
Q(), illustrated on figure 4.24. Q must be zero for zero wave height, should be small and 
positive (onshore) for moderate , and becomes large and negative (offshore) for large . 
Following Wright et al. (1985) and Yates et al. (2009) an equilibrium-state model for Q can 
be written as  
 
n
ec bAQ  ))((  [5.1] 
where Ac is an arbitrary constant, n is some power, and e(s) is the value of  for equilibrium 
conditions (no net cross-shore transport) and a given beach width, b. Previous conditions 
could also be represented by parameters other than the beach width, e.g. a beach volume. 
Differentiating with respect to  shows that the maximum shoreward transport will occur 
when  
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Taking, for simplicity, in as an integer in the range 1-3 suggests that the rate of maximum 
accretion will occur when  
 )(
4
3
)(
2
1
max bb ee   [5.3] 
which is quite a narrow range, and max2/3e appears most likely. Eq. [5.2] also shows that 
n0, as suggested by Wright et al. (1985). This relationship may be useful in estimating beach 
recovery times under changing wave climates, and could be tested with laboratory or field 
data. More importantly, (2) shows that the shoreward transport will decrease for perturbations 
in wave height when max. Hence, around this value of , the simple heuristic equilibrium 
state model shows that small perturbations to the relative fall velocity can lead to either 
increased or decreased shoreward transport, depending whether  is greater or less than max.  
 
 
Figure 5.1a. Cross-shore distribution of Hmax for erosive tests: M_E, ; C_E2, ; C_E4, ; 
B_E1, D; B_E2, D; R_E1, ; R_E2,  (from Baldock et al., 2011). 
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Figure 5.1b. Cross-shore distribution of Hmax for accretive tests: M_A, ; C_A2, ; C_A4, ; 
B_A1, D; B_A2, D; RA_1, ; R_A2,  (from Baldock et al., 2011). 
 
 
Figure 5.2. Conceptual sketch of relationship between transport magnitude and direction and 
. The maximum rate of accretion (total net shoreward transport) occurs at max. Equilibrium 
(no net transport) occurs at =e(b) (Baldock et al., 2011). 
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5.1.3 Implication on SZ modelling 
 
Although well developed, numerical models use some assumptions which limit their 
capabilities of reproducing natural flow conditions. One of the most crucial shortcomings 
concerns the treatment of the boundary between the wet and dry domains, i.e., the definition 
of the shoreline boundary conditions. Simplified shoreline boundary conditions (SBCs) are 
often used in enforcing at the inshore boundary of the computational domain, i.e. perfect 
absorption (Wei et al., 1999; Johnson et al., 2005) or perfect reflection (Bradford, 2005). Both 
of them are clearly incorrect as they prescribe the wrong magnitude and shape of LFWs 
radiating out to sea (Brocchini, 2006). A third type of SBC, i.e., a SZ condition, is required. 
However, implementation of such SBCs is not an easy task due to the wide range of scales to 
be linked.  
Recalling the conceptual scheme presented in Section 1, the SZ system represents a 
very special boundary layer in which not only must small scales be properly resolved and 
their influence fed into the larger-scale dynamics, but the connection between small and large 
scales must be performed (Brocchini and Baldock, 2008). From this point of view, the 
physical processes that have been investigated through the present research could significantly 
provide to process knowledge. Further, the data provide a comprehensive and controlled 
series of tests for evaluating numerical models. 
In the context of the micro-scale processes, despite good conceptual models of the 
influence of infiltration/exfiltration and beach groundwater on the boundary layer and swash 
hydrodynamics, quantitative measurements were prime requirement for future work, as 
prospected by some authors (Elfrink and Baldock, 2002). In this perspective, the tests carried 
out at GWK experiment explored the beach response induced by various groundwater 
regimes, where groundwater regimes were modified by a dewatering system. The beach 
dewatering can be treated as a local hydrodynamic process and considered as a SZ boundary 
condition. On the other hand, the scope of the tests carried out at CIEM was to derive 
information in the changes in the beach response as a direct result of the wave groupiness. 
Wave grouping can be addressed to the global hydrodynamic processes and considered as an 
inner surf zone boundary condition. Following this concept, significant considerations can be 
addressed to this large scale experiment.  
A local dewatering of the watertable may affect large-scale hydrodynamic processes 
also in the inner surf zone. The analysis of the energy density spectra measured by the 
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pressure transducers inside the beach, shows significant influence of the BDS on wave setup, 
undertow current profiles and surf beat oscillations. This, again, is counter intuitive and 
interesting, particularly in view of the range of scales to be bridged for the implementation of 
the SZ Shoreline Boundary Conditions (SBCs). Note that up to now the beach groundwater-
inner surf hydrodynamic feedback has not yet been analyzed, probably due to the small scale 
of the experiments where scale effects could be significant in influencing the results. 
The considered wave conditions give surf similarity parameters such that ξ0 < 1.5 
(Aristodemo et al., 2010). In this case the infragravity waves prove to be generally dominant 
in the SZ processes with respect to the high-frequency wave bores, due to wave grouping 
remaining in the inner surf zone (Elfrink and Baldock, 2002). The drain activation leads to an 
additional increase of the infragravity energy components. This processes is linked to the 
stabilization of the reflection coefficients induced by the drainage leading the beach towards a 
more dissipative character. As recently observed by Baldock et al. (2010), on dissipative 
beaches long period infragravity waves were found to account for significant sediment 
suspension in the SZ and the drains could tend to enhance the onshore sediment flux. On the 
other hand, sediment suspension events are correlated to the incident short breaking waves on 
reflective beaches (Bakhtyar et al., 2009). In addition the analyses highlight that the pressure 
spectra Sp(f) tend to be proportional about to f 
-2 
in undrained conditions (Kaihatu et al., 2007), 
showing changes in the spectral slope under drained tests. Therefore, the progressive tendency 
to the possible saturation of swash spectra could be influenced by the rise in the unsaturated 
zone inside the beach due to the activation of the BDS. 
In summary, three different mechanisms have been identified by which artificial 
element acting in the nearshore, such as a BDS, aims to interact with the swash sediment 
dynamics by favouring the deposition of sediments transported by waves during the uprush 
phase and contrasting their offshore movement during the backwash phase. These are: 
- direct hydrodynamic influence on vertical swash flows; 
- indirect hydrodynamic aspects concerning wave setup, undertow and surf beat; 
- related feedback processes (e.g. wave reflection, longshore bar morphology). 
 
Nevertheless, the direct effects such as the net result of the combined normal/shear stress 
variation induced by lowering the watertable, are dominant in the morphological change. In 
addition, they could contribute to some general aspects of the aforementioned indirect 
mechanisms, through feedback processes. Indeed, the observed variation in wave reflection 
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for drained and undrainded conditions due to the progressive beach saturation (Aristodemo et 
al., 2010), is in strong agreement with experimental and field observations of natural beaches 
(Baquerizo et al., 1997). This means that influence of drainage on reflection coefficient is the 
result of the morphological change in the active infiltration zone, rather than direct influence 
on saturation level. On the other hand, BDS lead to a reduction of wave set up (Damiani et al., 
2011). This, in turn, leads to reduction in the undertow velocity profile. Since undertow is the 
dominant bar forming mechanism (Dally, 1987) significant modification in sediment transport 
patterns in the SZ could be observed, due to relevant hydro-morphodynamic feedback.  
The detailed dependence of BDS on inner surf hydrodynamics requires further work 
because the role of the test duration increases. In fact, to appreciate these indirect and 
feedback mechanisms, particularly evident in low energy conditions, the test should be run for 
larger time. This is also confirmed by the SUSCO experiment. During low energy condition 
(also defined ―accretive‖) the addition of a free long wave to monochromatic case produced 
significant changes, building a larger swash berm at higher elevation on the beachface. 
Observations during the course of the experiment showed that swash overtopping is 
particularly important in this growth process, as observed in the field (Weir et al., 2006), and 
that overtopping of the growing berm is assisted and increased by the modulation of the short 
wave runup by the long wave. There is a strong feedback between the morphology and 
sediment transport rate under these conditions; the long waves promote overtopping, which 
changes the backwash flows and enhances the landward sediment transport seaward of the SZ 
(Baldock et al., 2005). 
Nevertheless, the results presented here prove that the BG hydrodynamic influences on 
the swash flows should be modelled not only at micro and intermediate scales (i.e. 
in/exfiltration and wave induced phenomena) but also considering Low Frequency Waves and 
currents kinematics (large-scale processes, see Brocchini and Baldock, 2008 for a review).  
The hydro-morphodynamic results obtained from CIEM experiments, show how the 
characterization of sea states in terms of spectral characteristics (i.e. in the frequency domain) 
may be insufficient. The random wave cases were designed to have the same mean energy 
flux and characterized by different groupiness factors. The groupiness factor can be taken as a 
measure of the correlation between following higher waves in a given sea state. In other 
words, the random waves had the only difference in the time domain. Indeed, Figure 5.3a 
contrasts the two energy spectra calculated by the third offshore wave gauge (wg3, located at 
10.7m from the wave paddle) for the erosive random cases, R_E1 and R_E2: only small 
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discrepancies can be found. In contrast, comparing their morphological response, significant 
influences on longshore bar development may be appreciated (Fig. 5.3b). In more detail, 
consistent with the observations for the bichromatic groups, the broader banded random 
waves (R_E2) appear to generate a bar that is further landward than for the narrower banded 
waves. Hence, it seem that the groupiness factor has the same effect of the phase correlation 
for bichromatic waves. Note, however, that energy spectra for bichromatic wave cases was 
significantly different (Fig. 5.4a,b). 
This results lead to significant implications for modelling purposes, because random 
waves are usually employed for real sea state simulations. Hence, as suggested by Brocchini 
and Baldock (2008), instead of choosing a single representative swash based on a 
representative wave height and wave period, future broad-scale modelling should follow a 
deterministic-probabilistic approach to account for random wave runup. 
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a)         
b)  
Figure 5.3. a) Comparison of energy density spectra by wg3 for random wave cases; b) Beach 
profile comparison. Red line, R_E1; Blue line, R_E2; 
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a)  
b)  
 
Figure 5.4. Comparison of energy density spectra for bichromatich wave cases; a) 
Bichromatic waves with narrower bandwidth (B_E1);  b) Bichromatic waves with broader 
bandwidth (B_E2). 
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5.2 Summary of key results and Conclusion 
 
The modelling of SZ hydrodynamics and sediment transport and the resulting 
morphodynamics has been an area of very active research over the last decade. However, 
many details are still to be understood, whose knowledge will be greatly advanced by the 
collection of high-quality data obtained under controlled large-scale laboratory conditions. 
The advantage of using a large wave flume is that scale effects that affected previous 
laboratory experiments are minimized.  
This Thesis presents new large-scale laboratory data from two sets of experiments. 
Physical models testing were performed in the large-scale wave flumes at Grosser Wellen 
Kanal (GWK) in Hannover and at Catalonia University of Technology (UPC) in Barcelona, 
within the Hydralab III program. 
 
The tests carried out at the GWK aimed at improving the knowledge of the 
hydrodynamic and morphodynamic behaviour of the beach containing a Beach Drainage 
System. The approach taken in this study entails a program of experiments that fill gaps left 
by previous studies with significant scale effects. Indeed, previous laboratory experiments 
undertaken to understand groundwater dynamics and hydrodynamic phenomena resulting 
from the presence of a drainage by investigators in Australia and Europe, had limitations with 
respect to the scale effects (e.g. grain size and hydraulic conductivity). In this sense, the 
complexity of the infiltration-induced stability problem suggested the need to obtain and 
operate on data acquired through high quality laboratory investigations at large scale.  
Experiments were undertaken using a set of multiple drains, up to three working 
simultaneously, located below the beach and at variable distances from the shoreline. The 
experimental program was organized in series of tests with variable wave energy. The 
duration of the opening of the drains (1 h) during each test represented a time interval to 
achieve quasi-stationary conditions of the water table evolution inside the beach in which the 
beach follows, more slowly, a proper equilibrium configuration. 
The results of the present experimental investigation reveal that for HE (High Energy) 
wave conditions the opening of drains exhibited a local stabilization effect in correspondence 
of the cone of depression. When two drains (D1+D2) were operative, the stabilized area was 
doubled in size with respect to that induced by drain D1 only. In any case, the drainage 
system was not able to have a proper overall effect on the beach stabilization. The 
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comparisons of relative vertical variation of bed level (Δz) in tests with drains D1 and D3 
operative highlights that drainage acting in the saturated zone (under exit point), D1, and in 
the unsatured zone (above the exit point), D3, have similar effects. 
For ME (Medium Energy) wave conditions drainage generated by a single drain in any 
position (D1, D2 or D3) seemed to be inadequate to produce a global stabilization effect. The 
simultaneous opening of drains D1 and D2 generated, after three hours of test, a good 
stabilization of the beach. The simultaneous opening of drains D1, D2 and D3 surprisingly 
triggered again the original erosive trend. The asymmetric increases of normal shear stresses 
due to the increasing of infiltration and the decreasing of exfiltration could provide a heuristic 
explanation about the inefficacy of 3 drains working simultaneously. 
For LE (Low Energy) wave conditions the drainage system with one (D1) or two (D1 
and D2) drains generated an increase in the natural accretive trend of the beach. 
In conclusion, under HE wave condition the drainage system seemed to be inadequate to give 
any stabilizing effect; the largest benefits were visible with the simultaneous operation of two 
adjacent drains, simulating an unique drain of double diameter, for ME and LE tests, where a 
global beach stabilization and an increased accretion were respectively observed. The results 
obtained under ME conditions with 3 drains operative was undefined.  
The poor performance of the system observed in the laboratory under different kinds 
of wave attacks proves to be dependent on the characteristics of the used sand and the drains, 
as well as their position. In particular, the failure of the installation was evident when the 
system was exposed to HE conditions. The better performance, in terms of beach 
stabilization, obtained during the ME and LE tests marks a threshold for an effective draining 
of the beach and suggests combining BDS with other coastal defences such as breakwaters to 
partially dissipate high waves and consequently prevent strong shoreline variations during 
storm conditions. 
On the basis of the present results a better design for field installations may be achieved. 
However, further laboratory investigations could be performed to test a drainage system with 
an improved efficacy in terms of beach stabilization. 
 
The tests carried out in the large wave flume at UPC had the intent to investigate the 
SZ under storm conditions. Physical model testing was performed in the large-scale CIEM 
wave flume at UPC, Barcelona, as part of the SUSCO (Swash zone response Under grouping 
Storm COnditions) experiment. Fourteen different wave conditions were used, encompassing 
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monochromatic waves, bichromatic wave groups and random waves. However, two tests 
contained errors due to a problem in wave generation and cross-tank asymmetry of the 
evolving beach profile. The experiments compared variations in beach profile evolution 
between monochromatic waves and unsteady waves with the same mean energy flux, and 
used both erosive and accretive conditions. The effect of groupiness has been examined using 
random waves with varying groupiness factor and bichromatic wave groups with different 
bandwidth. Furthermore, considering that free long waves are present in the surf zone, a 
comparison has been made among monochromatic conditions, monochromatic conditions 
perturbed with free long waves and wave conditions in which free and forced long waves are 
generated by wave groups .  
The data demonstrate that increasing differences in the spectral wave components, 
through perturbations of monochromatic waves with very long waves, or enlarging the 
bandwidth in bichromatic wave groups, or decreasing the grouping factor in random waves, 
promotes the offshore shifting of bed forms, in particular the bar and the swash berm. The 
greatest relative vertical variations in the surf zone are obtained in the erosive bichromatic 
case with narrow bandwidth (B_E1), while those ones in the SZ are observed in the accretive 
combination case with smaller long waves (C_E2). Considering that free long waves are 
generated from grouping, and that the bed form shifting effect is really strong in the 
combination cases, it is suggested that the offshore shifting is due to the larger long waves, 
while the greatest changes in the beach profile is strongly related to the waves grouping. 
Some of the relevant morphodynamic results are: 
- during erosive conditions, bichromatic waves and random waves generate much greater 
erosion and offshore transport than an equivalent monochromatic wave with the same 
mean energy flux;  
- accretive random wave conditions having different grouping factor (R_A1 and R_A2) 
show only slight differences in beach profile; 
- the maximum topographical gradient in accretive condition was generated in test C_A2 in 
which the backshore profile shows a large swash berm; 
- during accretive conditions, bichromatic waves and random waves generate much less 
accretion and landward sediment transport than the equivalent combination wave cases 
with the same mean short-wave energy flux; 
- the long-wave effect is the widening of the region where sediment transport takes place, 
through a modulation of the breakpoint and the modulation of the short wave runup; 
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- random waves and bichromatic waves generate very similar changes in beach 
morphology and similar sediment transport rates. 
Net cross-shore transport rates were calculated from beach profile measurements made at 
half-hourly and hourly intervals. Consistent with recent small-scale experiments (Baldock et 
al., 2010), the data suggest that free long waves in combination with monochromatic waves 
promote onshore sediment transport compared to monochromatic waves only, although the 
lack of data for two cases makes it difficult to provide firm conclusions. Very clearly, the 
bichromatic wave groups greatly increase offshore transport during erosive conditions, and 
generate breaker bars that are larger and further offshore. Similarly, the bichromatic wave 
groups reduce onshore transport during accretive conditions. The random waves have a 
similar influence to the bichromatic wave groups, promoting offshore transport in comparison 
to the monochromatic conditions. The data indicate that including sediment transport effects 
induced by wave groups is important for improved nearshore morphological modelling of 
cross-shore beach profile evolution. It is suggested that the large change in the beach response 
between monochromatic conditions and wave groups is a result of the wave groupiness, rather 
than the presence of the forced and free long waves induced by the groupiness. It is suggested 
that an equilibrium-state model provides a heuristic explanation of the influence of wave 
groups, in that the effective relative fall velocity is larger than for monochromatic waves with 
the same incident energy flux. These general trends are very consistent with those observed 
by Baldock et al. (2007) and Baldock et al. (2010) in small scale tests.  
Finally, the data provide a comprehensive and controlled series of tests for evaluating 
numerical models.  
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