ABSTRACT: As part of the World Ocean Circulation Experiment, 306 autonomous floats were deployed in the tropical and South Pacific Ocean and 228 were deployed in the Indian Ocean to observe the basin-wide circulation near 900 m depth. Mean velocities, seasonal variability, and lateral eddy diffusivity from the resultant 2583 float-years of data are presented. Area averages, local function fits and a novel application of objective mapping are used to estimate the mean circulation. Patterns of mean circulation resemble those at the surface in both basins. Welldeveloped subtropical gyres, twice as strong in the Indian Ocean as the Pacific, feed western boundary currents. Tropical gyres are separated by eastward flow along the equator in both hemispheres of both basins, although the Indian subcontinent splits the North Indian tropical gyre. The Antarctic Circumpolar Current (ACC) and West Wind Drifts are prominent in both basins, generally tending slightly southward but deviating to the north behind the Del Cano, Kerguelen and Campbell Plateaus and, of course, South America. Remarkably, the eastern boundaries of the southern subtropical gyres in all three basins apparently occur in the ocean interior, away from land. The Indian's subtropical gyre, and perhaps part of the South Atlantic's, reaches east to a retroflection just upstream of the Campbell Plateau south of New Zealand. Seasonal variability at 900 m is focused around the equator with weaker variability found near certain bathymetric features. There is a remarkable agreement between the observed seasonable variability and that predicted by the JPL-ECCO data-assimilating numerical model. Aside from seasonal effects, eddy variability is greatest along the equator, in tropical and subtropical western basins, and along the ACC. Integrals of velocity across regional passages (Tasman Sea, Mozambique Channel) provide useful reference for hydrographic analyses of transport. Across whole ocean basins, however, the uncertainty associated with the appropriate continuity relation for horizontal flow (e.g. geostrophy vs. non-divergence) is comparable to the mean flow.
Introduction
Less than 50 years after John Swallow (1955) announced the first neutrally buoyant subsurface float, the World Ocean Circulation Experiment (WOCE) set out to measure and map flow near 1000 m depth over the global ocean using floats. Assets were concentrated on a single level to produce an accurately measured level of known motion that could be used to reference the combination of historical and WOCE hydrographic data that provide extensive geostrophic shear measurements. Ultimately the geostrophic shear measurements and direct measurements of velocity should be combined to form a three-dimensional map of the general circulation.
Many WOCE float measurements were made using autonomous floats that are not acoustically tracked, but rather surface at regular intervals to be located by, and relay data to, System Argos satellites. While sacrificing knowledge of velocity variability between the surfacing intervals and losing the quasi-Lagrangian behavior provided by acoustically tracked floats, autonomous floats are long-lived and inexpensive enough to make it feasible to gather the long records needed to accurately map mean circulation on basin scales. Several regional analyses of intermediate-depth flow, based on both acoustic and autonomous floats, have appeared: Owens' (1991) analysis of pre-WOCE SOFAR floats in the northwestern Atlantic; analyses of autonomous floats in the South Pacific by Davis (1998) , and of RAFOS floats in the North Pacific by Riser (2004) ; regional analyses in the South Atlantic by Boebel et al. (1999 Boebel et al. ( , 2003 , Ollitrault (1999) , and by Richardson and Garzoli (2003) ; and circulation maps of the Subpolar North Atlantic by Lavender et al. (2000 Lavender et al. ( , 2004 and Bower et al. (2002) .
Mainly between 1991 and 1995, some 306 autonomous floats, mostly of the ALACE type (cf. Davis et al., 1991) were deployed in the equatorial and South Pacific, including the Pacific sector of the Southern Ocean. All but 23 of those floats had expired by July 2003 and it is time to update the analysis of early data by Davis (1998) . Between 1994 and 1996, another K is the asymptotic large-time Taylor (1921) eddy diffusivity. The information compiled by Boning (1988) suggests that mid-depth K is generally between 10 3 and 10 4 m 2 s -1 so that the average velocity over a one-year record will be uncertain by 5 to 15 mm s -1 . Thus, multi-year records are necessary to achieve useful accuracy and for floats this requires spatial averaging or filtering. Because filtering can dominate the results, particular attention is paid here to comparing results from different analyses. Three averaging methods are used to bring out the patterns of the general circulation and eddy variability: (1) simple area-time averages in which all observations in a volume of space-time are averaged (Section 3); (2) fitting the data in a volume of space-time to a few simple local functions of position (Section 4), which is somewhat more effective in separating spatial structure from temporal variability; and (3) a novel application of objective mapping that allows continuity equations and boundary conditions to be applied (Section 6).
The Data
The autonomous float data used here were derived from raw surface positions following the procedures in Davis (1998) While eddy noise and other variability makes interpretation of raw float tracks ambiguous, plots of unprocessed data describe the character of the data clearly and give some insight into the nature of regional circulations. Several such plots were included in the preliminary analysis of the South Pacific (Davis, 1998) . Additional plots made possible by new data are presented here.
The more complete data now available clarifies the complex circulation around New
Zealand, as shown in Figure 3 . Davis (1998) showed that the complex flow patterns northeast of the North Island were similar to the mean pressure field found by Sutton and Roemmich (1998) from years of hydrographic data. The flow in Figure 3 The data in Davis (1998) showed a net flow to the northeast into the Coral Sea even though bathymetry blocks any flow out of the Sea in that direction. This appeared to be an artifact of a limited observational duration over which floats had entered the Coral Sea from the east but had not had time to depart. The more complete data in Figure 4 shows a cyclonic boundary current around Current and apparently breaks up into eddies. Although vigorous eddy motion clouds general patterns, the frequency of eastward displacements shows the Agulhas to feed an eastward retroflection as well as a confused flow into the Atlantic. There is no sign in the Agulhas region of the undercurrent described by Beal and Bryden (1999) , perhaps because this current is confined very near the slope above 1000 m, because the current is transient (only present about half the time at 1189 m), or because it is part of a recirculation which floats cannot sample unless deployed in it.
Area Averages
The raw data in Figures 1-6 make clear that averaging is required to describe patterns of mean circulation in the face of ubiquitous eddy variability. Based on the quantity of data available and the rough sampling errors given in Section 1, it should be possible to map mean velocity over regions of O(500 km) dimension with accuracy near 2 mm s -1 in eddy quiet regions and O(7 mm s -1 )
in eddy-rich boundary currents. This section presents the simplest mean-flow estimate, an average over all available observations in an area.
Because float displacements sometimes exceed 1000 km, it is necessary to treat each displacement as an integral of velocity along a trajectory. To do this, hypothetical trajectories connecting dive and surfacing positions are defined. If a displacement was less than 200-km, its velocity was assigned to the grid point closest to the displacement mid-point. Endpoints separated by more than 200 km were connected by a path on the one-degree grid that was the shortest path not crossing bathymetry shallower than 900 m. Each long path was then subdivided into segments of less than 200 km by M points x and the displacement was modeled as the finite-difference analog of an integral of velocity along its hypothetical trajectory:
U r is the mean velocity field, ) (m n r is the eddy noise on the displacement, t(m) is the duration of displacement m, and the sum is over the M points x in the "path" for displacement m. Grounded floats were excluded from all statistical analyses.
Seasonal Variability
Because the sampling arrays are sparse and irregular in time and space, it is important to remove coherently any seasonal cycle before averaging to find mean values. Davis (1998) . Each EOF is scaled so its speed equals the standard deviation of the velocity it explains. Velocities less than 1 cm/s are in green using the scale at the upper left. Speeds between 1 and 2 cm/s are in blue and above 2 cm/s is in red. 
Mean Circulation
Area averages include data from all trajectory points within a specified "distance" of a grid point. Because bathymetry causes flow to have longer scales along depth contours than across them, the distance between points r includes a factor that increases the distance between points if their water depths differ:
where r GEO is the geographical distance, H 1 and H 2 are the water depths at the two points, and µ is a parameter controlling the water-change penalty. At each grid point all data (i.e., points along the paths) with r < r MAX were included in the average. The r MAX for each average was adjusted to make all averaging areas equal to The sampling variance of displacements over differing durations, t, was assumed to grow linearly with time t according to Taylor's (1921) 
is the Taylor diffusivity that approaches the asymptote ∞ K when t greatly exceeds the Lagrangian decorrelation time. This asymptotic relation is used to weight the data in area averages, to estimate the uncertainty of the average, and to estimate the diffusivity. When the variance of velocity measured over duration t is 2K/t, the minimum-square-error average from an ensemble of independent velocity observations is the sum of the displacements divided by the sum of the durations and this weighting is used here. Format is as in Figure 10 .
Local Function Fitting
Area averaging has the great advantage of transparent simplicity, but the procedure is clumsy. In the presence of sheared mean, it confuses time variability and mean shear. A somewhat more effective, if less transparent, way to filter variability from observations is to fit all the observations in a small region to a few functions representing a mean current and linear mean shear. These local fits then specify velocity on a regular grid that extends into small data voids. Eddy variability based on this mean is more reliable because it is not inflated by the effects of mean shear, as it is in areaaverages.
Data were fit to five nondivergent velocity functions
where x and ŷ are eastward and northward unit vectors and 0 x is the center of the averaging area.
All the data d within a radius FIT R of the point 0 x were used to determine the amplitudes a by simultaneously minimizing data misfit and the size of |a|. Specifically, a minimizes
where H is the sampling matrix that connects the velocity field u to the data d (like the δ s in (1) 
Eddy Variability
While autonomous floats are well suited for gathering the long records required to establish mean flows, the interruption of Lagrangian trajectories at each surfacing makes them less well suited to describing eddy variability. The covariance of the eddy component of the submerged velocities (most over 25 days) is easily reported but these are hard to compare with instantaneous velocity covariance without knowing the Lagrangian frequency spectrum. It would perhaps be more meaningful to report the asymptotic single particle diffusivity ∞ K of (3) but surface interruptions corrupt the long-time behavior required for this.
Here, diffusivity is calculated from displacement anomalies d′ based on submerged displacements d minus the displacement <d> a particle would experience following the mean flow for the same time interval. Within our approximation for the path, <d> is the displacement computed from the mean velocity as
where U is the mean velocity from function fitting and the x n are the N points along the approximate path. While the mean velocity from local function fitting is not dramatically superior to its area averaging equivalent, the diffusivity estimate is more robust and accurate because fitting is more efficient at separating temporal variability from mean shear. The reported diffusivity is
where each float displacement contributes one diffusivity estimate,
, to the average.
Diffusivities have been estimated from pseudo-Lagrangian data in many different ways ranging from multiplying measured instantaneous velocity variance by an assumed integral time scale to integrating the time-lagged Lagrangian velocity covariance to some finite lag. Any such estimate is imperfect because ∞ K is the infinite integral of the velocity covariance (equivalent to the zero-frequency limit of the Lagrangian frequency spectrum) and any estimate based on finite time lags is problematic. Subsurface measurements often, but not always, show dispersion
to grow roughly as the duration t after O(10 days). K of (7) Freeland et al. (1975) , Rossby et al. (1983) , Figueroa and Olson (1989) , and others suggest that the estimate (7) is typically high, usually by a factor less than 2. Because autonomous float trajectories are interrupted by an on-surface interval, we have not employed any method for estimating diffusivities that involves displacements over multiple submergence cycles. The covariance of the 25-day displacement-averaged velocity is equal to the reported diffusivity divided by 12.5 days.
Figures 14 and 15 show the 900-m lateral eddy-diffusivities for the Pacific and Indian
Oceans, respectively. Eddy variability is significantly stronger in the Indian Ocean, particularly in the western basin where the largest diffusivities are found in the Agulhas, but even the diffusivities in low-energy regions are significantly larger than values in the analogous parts of the Pacific. In both oceans, eddy variability is generally strongest in the regions of strong mean flow and in a strip along the equator. Variability is reasonably isotropic everywhere except along the equator and at the tip of Africa where the Agulhas retroflects. In the Agulhas, the polarization of anomalous velocities suggests that they are partly residuals from excess smoothing associated with estimating the mean flow. The diffusivity is approximately isotropic in all other regions except the equator.
Dramatic geographic variability precludes meaningful comparison of diffusivities with those measured by others. It suffices to say that they are in the range of magnitudes for intermediatedepths described by Boning (1988) and that the range of spatial variation is even greater than that described by Lavender et al. (2003) in the North Atlantic. The diffusivity is generally larger than typical in the results from these, and other, sources. This may reflect expected bias associated with the assumption that dispersion has reached its large-t asymptote in 25 days or it may indicate lower eddy activity in the regions studied by others. Figure 14 . Ellipses of eddy diffusivity ij K at 900 m in the Pacific computed from (7). Ellipse axes (diameters) are proportional to the principal axes of the diffusivity according to the color-coded scales at the top. The diffusivity is large and highly anisotropic in the equatorial zone where zonal dispersion dominates. Otherwise K is approximately isotropic. Other regions of high eddy variability are the ACC, EAC and Tasman Current. 14. Equatorial variability is anisotropic but less so than in the Pacific. The patterns of eddy diffusivity are analogous to those in the Pacific although generally stronger in the Indian Ocean. Variability is greatest in the "overshoot" region of the Agulhas, not where the velocity is greatest. There are several reasons to move beyond the local filters to OM: the filter weights are matched to the scales of the field so that large-scales can be interpolated into data gaps; kinematic constraints (like horizontal continuity) can be applied to reduce sampling errors; boundary conditions (such as no flow through land masses) can be enforced to further reduce sampling error and produce self-consistent pictures of basin-scale transport; and displacement data can be used to directly estimate velocity and linearly related fields (e.g. a streamfunction). Disadvantages of OM are an indirect connection between details of the analysis and their effect on the results and the difficulty of constructing covariances that reflect spatial inhomogeneity or boundary conditions. These disadvantages can be lessened by noting the connection between OM and fitting to a set of functions.
Objective Mapping: Technique
If u is the velocity at each point on a grid, the N measured displacements d are related to u
, where n is noise and, as in (1), H approximates the time integral relating displacement to velocity 
where
is the data covariance based on the signal covariance > < = T uu S and the error covariance > < = T nn E . As discussed above, the unaveraged eddy components displacements are essentially uncorrelated between displacements and approximately isotropic except along the equator where the principal axis is east-west. Thus the noise covariance is approximately diagonal when written in latitude-longitude coordinates.
Here it is assumed that horizontal velocity is related to a scalar field Ψ that is either the streamfunction of a non-divergent horizontal velocity or a geostrophic pressure associated with the continuity relation v dy
where f is Coriolis parameter and v is northward velocity. The geostrophic pressure should not be confused with the dynamical pressure -it is simply a streamfunction associated with the geostrophic continuity equation. Unlike dynamical pressure, it must be constant along a land boundary through which there is no flow. The two continuity relations are compared below to gauge sensitivity of results to the assumed continuity relation.
Customarily, the covariances for OM are taken to be spatially homogeneous -a Gaussian or exponential function of position differences is common. Here we are interested in ensuring that the signal field obeys kinematic constraints at coasts. Such a covariance is not homogeneous and cannot be represented by a simple analytic function. Instead, we represent the signal covariance of Ψ between positions x 1 and x 2 as
where the ψ (x,n) are M basis functions of position x. Conventional homogeneous covariances are of this form (as M approaches infinity) where the columns of F are sines and cosines and the amplitude covariance
corresponds to the wavenumber spectrum.
Representing the signal covariance as T F A F S = allows objective maps to obey boundary conditions and reflect spatially inhomogeneous statistics by making the functions in F have these properties. As described in Appendix B, the basis functions are made constant along all land-sea boundaries so that there is no flow through them. Away from these boundaries the functions approximate sinusoids. The wavenumbers of these sinusoids are used to assign the variance of each mode's amplitude <a 2 (n)> just as a wavenumber spectrum describes the energy associated with a wavenumber. Appendix B details how the functions ) , ( n x ψ were computed and how the amplitude covariance A was adjusted so that the scales of the signal covariance approximate the scales in the function-fit velocities in Figures 12 and 13 .
The signal and noise covariances S and E could be used directly in (8) to compute p . The alternate approach used here connects OM to function fitting, connects analysis parameters to properties in the result, and is computationally efficient. As in the local function fitting in Section 4, observations are fit to a linear combination Fa of functions using amplitudes a that minimize the quadratic cost function of (5)
The manipulation in Appendix C shows that this function fitting leads to a map identical to the objective map from (8) so long as the amplitude and noise covariances A and E and functions F in (5) correspond to the signal and noise covariances in (8). Appendix C discusses this approach to mapping and the way it was applied to insure that p is constant along land boundaries.
The approach to estimating mapping error is also novel. While theoretically OM determines mean square error (MSE) directly from the measurement array and the covariances of signal and noise, experimentation shows that the error estimates are strongly dependent on details of the signal covariance, which, in the best of circumstances, is estimated from meager information. Here error is estimated by comparing maps made from subsets of the data. Subsets were constructed by placing the data in chronological order and extracting four groups, each using every fourth sample.
In this way each group has roughly the spatial distribution of the full data set but only one quarter of the data. Different combinations of the quarters generate an ensemble of 6 data subsets, each with half the total number of observations. In discussing qualitative features of objective maps, the number of these halves exhibiting a feature is denoted by a fraction in curly brackets. For example, {5/6} indicates that 5 of the 6 subsets showed the feature.
To estimate mapping error, three pairs of maps based on non-overlapping halves of the data were generated using group 1 and 2 vs. 
Pathways and Transport
The pathways of large-scale transport disclosed by floats resemble the patterns of near- Can objective mapping constrained by a continuity relation and no-flow-through-land boundary conditions combine data throughout the basin to make accurate mean transport estimates?
It is, of course, impossible to directly measure mean transport without observations at many depths.
Combining float-measured velocity at one level with hydrography holds the promise of deducing such transport, but for now discussion must be limited to transport per unit depth near 900 m. Zonal differences of pressure and/or streamfunction imply net meridional flows through the Indian and Pacific Oceans. Similar integrated velocities, measured in transport per unit depth, can potentially be computed for the Indonesian Throughflow, the Tasman Sea and the Mozambique Channel.
Insufficient observations in the southern half of the circumpolar Southern Ocean preclude transport estimates across that ocean.
Horizontal continuity and no-flow-through-landmasses boundary conditions potentially brings all the data in a basin to bear on measuring net flow between landmasses but the analysis, itself, is in question. The boundary conditions may be wrong because vertical motion along a sloping boundary allows horizontal flow to cross isobaths and large-scale analyses frequently have dynamic-height contours that intersect coasts (cf. Reid, 1997 and . The geostrophic continuity
is likely to distort transport estimates when applied near the equator while horizontal nondivergence may fail everywhere. Finally, the objective mapping method requires that the RMS net inter-landmass flows be estimated. Analyses employing different continuity equations, different subsets of the data, and different analysis parameters were used to estimate transport per unit depth at 900 m and to test the ability of the analysis to enlist data throughout a basin to estimate the transport through it.
Analyses were based on geostrophy or horizontal nondivergence with, in both cases, no flow across land boundaries. Experimentation with the wavenumber spectrum describing the energy of interior modes (see Appendix B for definitions of different mode types) showed no significant effect beyond the expected link of smoothness and spectral cutoff scale. The a priori estimates of strength of the landmass modes, however, had an impact on some transports. The standard analysis (pictured in Figs. 16 and 17) was based on the a priori RMS amplitudes listed in Appendix B, which corresponded to the author's guess at plausible sizes for inter-landmass transports. 
Conclusion
The basin-scale scope of the WOCE float program expands considerably on earlier direct measurement programs that were regional. This expansion was made economically feasible by Table 1 . Inter-landmass transport per unit depth. First column describes the water body bounded by landmasses and the direction to which positive transport flows. The next 4 columns refer to geostrophic calculations. " P ∆ ± Samp" is the geostrophic pressure difference in cm of water ( ≈ 100 Pa) and its sampling error deduced from data subsets; a positive value corresponds to geostrophic flow in the direction in column 1. "Prior" is the RMS change in P ∆ when the a priori RMS amplitudes of landmass modes are changed by ± 50%. "Q GEO " is the implied geostrophic transport per unit depth in 1000 m 2 /s at the latitude "Lat." The next 2 columns refer to calculations with nondivergent horizontal flow. " ± ∆ψ Samp" is the streamfunction difference, or transport per unit depth (in 1000 m 2 /s), and its sampling error. A positive ψ ∆ corresponds to flow in the direction in column 1. "Prior" is the sensitivity to ± 50% changes in a priori RMS landmass-mode amplitudes. The last column is the consensus transport per depth and its likely error; a dash indicates absence of a consensus. autonomous floats that use satellite navigation and data relay and by using floats to measure mean velocities over several days rather than trying to track the details of quasi-Lagrangian trajectories.
Previous analyses of basin-scale circulation have been based on hydrographic surveys with only occasional comparison with direct measurement. Appendix E compares the geostrophic pressure maps in Figures 16 and 17 with dynamic height maps for the Pacific by Reid (1997) and the Indian Ocean by Reid (2003) . The general patterns and strengths of flow in both basins agree remarkably between floats and hydrography combined with Reid's estimate of a reference velocity.
Agreement is best where flows are strong, like the ACC and southern hemisphere subtropical gyres, and less striking in the tropical gyres. In the tropics the general features of a high-pressure ridge along the equator separating tropical cyclones is found in both analyses in both gyres, but Reid's gyres are both smoother and stronger (and his sampling density is lower). The largest differences are found in the western parts of the southern Indian tropical gyre and the northern tropical gyre in the Pacific.
Where floats and hydrography agree, it is likely that the circulation is correct since the methods are independent. In the tropics the signal-to-noise ratio is lower for both methods: the circulation signal is masked by internal wave noise in hydrography while the increasing time scale of temporal variability confuses averaging float velocities. The floats of the Argo program (Roemmich and Owens, 2000) are now adding to the sampling in this region and in a few years it should be possible to better separate the general circulation from variability.
Methodology can also improve the accuracy of circulation mapping. Two avenues present themselves: (a) use additional physical parameters (e.g. geostrophic shear, velocity at other levels, and/or water-property tracers) to further constrain the analysis; (b) improve the representativeness of the basis functions used to construct the signal covariance S of (9). Additional parameters and observations could be incorporated by expanding the quadratic cost function (5) within the objective analyses framework or by assimilating hydrographic and float data into a ocean general circulation model (cf. Stammer et al., 2003) .
Within the function-fitting context, the number of functions whose mean-flow amplitudes can be accurately determined depends on the number of observations and temporal variability. The more efficient functions are (in terms of variance described per function), the more accurate will be the result. Here we have used simple non-dynamical velocity functions to enforce either geostrophic or nondivergent continuity on the horizontal velocity while obeying no-flow-throughland boundary conditions. Mean flow maps based on geostrophy (Figures 16 and 17) and on a streamfunction (Appendix D) are more different than are analyses that use moderately different numbers of functions or different spectral shapes. Improvements to analysis accuracy then depend on employing functions that efficiently describe the signal in few functions and this requires that they accurately capture the kinematics of that signal.
It is promising to use numerical general circulation models to generate signal covariances that optimize objective analysis. By employing ranges of plausible surface forcing fields, parameterizations for unresolved processes, and specific numerical details, one could generate an ensemble of mean circulations, each with a rough estimate of its probability. From this a full signal covariance would follow directly. (Indeed, this procedure is the logical basis for applying objective analysis to estimating a signal that is a mean field -the signal covariance does not describe that single mean field but rather of the ensemble of possible mean fields taking into account their a priori probability.) In this proposed methodology the most realistic analysis would be selected by the data as a linear combination of model solutions. 
Appendix A. The data
A brief summary of the way autonomous floats sample will help explain the imperfections in the data. Davis et al. (1991) describe the ALACE float, from which most data used here were obtained. SOLO floats, described by Davis et al. (2001) , provided some later data in the tropical Pacific; their external functionality is the same as the ALACE. Prof. Steve Riser (University of Washington) provided 104 float-years of data from the 53 North-Pacific RAFOS floats described in Riser (2004) . Fourteen float-years of this data from 1000 m depth were used to augment the autonomous floats in the tropical North Pacific. These trajectories were broken into sequential 10-day displacements and then treated like autonomous float data.
Most autonomous floats were programmed to stay submerged for 25 days and to then surface for a period of about 21 hours while signals were broadcast to System Argos satellites. This relatively long surface period was chosen to provide enough surface positions that surface drift could be objectively extrapolated to the times at which the float surfaced and submerged. Typically, there were a few hours after surfacing and before submerging when no Argos satellites were overhead. Davis et al. (1991) is concentrated near the surface so we estimate the error is typically less than 0.2% of the surface current relative to the observation depth. Unlike the effect of imperfectly measured surface drift or eddy shear, the mean shear error is potentially a bias not reduced by averaging. To a considerable extent this could be corrected using mean geostrophic shear estimated from climatological densities.
This has not been done because the bias is insignificant compared with measured currents.
Because they do not follow vertical water motion, submerged floats can ground and even more become grounded when surface flow carries them into shallow water. Data is searched for likely grounding by comparing depth along float trajectories with ETOPO5 bathymetry and by examining the time series of velocity for slowing that occurs simultaneously with a float entering shallow water. Float displacements that occur while a float is believed to be grounded are excluded from statistical analyses.
Most WOCE floats were targeted for 1000 m depth but drifted slowly upwards over their typical life of 5 years. We suspect this low vertical drift is a consequence of corrosion of the unpainted anodized aluminum buoy hull. Table A1 shows the distribution of observation depths for all floats. For less than 1% of the subsurface displacements the pressure readings appeared to be seriously in error. In such cases, the displacement was assigned a depth inferred from a combination of interpolating from neighboring readings and comparing measured temperature with climatology.
Prior to the analyses presented here, the velocities from each at-depth displacement were corrected from the measured depth to 900 m depth using geostrophic shear from the World Ocean Data climatology (Ocean Data Laboratory, 1998). To prevent near-equatorial geostrophy from magnifying the effect of small density errors, the geostrophic shear was additionally smoothed when a shear correction was unusually large compared with nearby shears. Velocities were, as described in Section 2, transferred to a one-degree grid such that shear corrections were never computed closer than 0.5 o to the equator. Table A1 . The number and depth distribution of the float observations. 
Appendix B. The functions F for objective mapping
As discussed in Section 6, the objective mapping procedure used here is based on a signal covariance for the geostrophic pressure or streamfunction 
. Far from boundaries, the modes approximate scaled forcing functions, describing a spatially lagged covariance that varies as
where x ∆ and y ∆ are spatial separations measured in degrees of longitude and latitude, respectively. With the spectral shape determined, the RMS amplitudes are set by RMS velocity U RMS . Experiments with different L x , L y and U RMS were explored but all results presented here were performed with the choices listed in Table B1 . The amplitude variances in A associated with open boundaries were specified from a velocity spectrum that decreased as |k| -2 and had the total RMS velocity listed in Table B1 . Table B2 . RMS amplitudes of landmass modes in the standard objective analysis.
South and Tropical Pacific

Appendix C. Objective mapping and function fitting
Objective mapping uses a vector of observations d to form the linear estimate
. The data-data mean product
is the sum of sampled-signal and noise mean products. When d and p are zero mean and joint normally distributed, then p is a maximum likelihood estimate (cf. Bretherton et al., 1975) . When the signal mean product is T F A F S = and the variable to be estimated is the signal field, itself, the objective-mapping estimate can be written
where G = HF has as columns the differences of the fitting functions that approximates the integral of velocity along an inferred path for a displacement as in (1).
The function-fitting procedure finds the estimate a F p= that minimizes the generalized measure of misfit Q of (5), which measures the misfit relative to the expected observational noise n plus the size of the amplitude ã relative an a priori estimate of its size. If ã and n are independent and normally distributed, Q is the negative of the log joint probability of ã and the error n, so that p is a maximum likelihood estimate. Q is minimized by
Since the objective mapping (C1) and the function fit (C2) are both maximum likelihood estimates, it is not surprising that they are, in fact, different algorithms for calculating the same estimate. This is shown by the following manipulation:
While the two algorithms are equivalent, there are advantages to working with the functionfitting form (C2) when, as it is in the present case, the observational noise is uncorrelated so that E is diagonal and trivially inverted. The computational effort is then in inverting A and The estimate (C2) is closely related to the familiar estimate made by fitting a set of functions to the data using a least-square-misfit criterion, which gives the estimate
The analogous amplitude estimate from (B2) is
The features added in the objective formulation are most easily seen when E is diagonal with equal diagonal elements ε . Then (B5) becomes
This is a "tapered" form of (B4) in which the estimated amplitudes are reduced by addition of ε A -1
to the matrix to be inverted. This added term is a noise-to-signal energy ratio. The effect of adding the amplitude size factor to the cost function Q of (5) is to convert a least-square-misfit estimate into an estimate p in which each amplitude "fades" toward zero when the noise-to-signal is high, rather than chasing the noise.
D. Streamfunction Mapping
In order to determine the sensitivity of mapped circulation to the continuity relation employed, objective maps were computed using horizontal non-divergence, no-flow-through-land 
E. Comparison with Hydrographic Analyses
The geostrophic pressure maps in Figures 16 and 17 can be compared with absolute dynamic height maps for the Pacific by Reid (1997) that emanates from Sumatra (potentially carrying water southwestward from the Indonesian Throughflow) that is 3-5 times stronger than the equivalent transport found by floats (see Table 1 ). Figure 10 . Area-average mean velocity at 900 m in the Pacific Ocean from 1332 float-years of data using parameters R AV = 300 km and µ =300 km. Arrows show speed and direction at the arrow's base on a nominal 3 o grid. Speeds |u| < 1 cm s -1 are plotted in green using the green scale at the top. Blue is for 1 cm s -1 < |u| < 3 cm s -1 . Red is used when |u| > 3 cm s -1 . Shading denotes the 900 m and 3000 m isobaths in the bathymetry, smoothed to one-degree resolution, used in shaping the averaging cells. Figure 11 . Area-average mean flow at 900 m in the Indian deduced from 1291 float-years of data using parameters R AV =300 km and µ =300 km. Format is as in Figure 10 . Figure E1 . Adjusted mean steric height of the Pacific Ocean at 800 decibars from Reid (1997) . Units are dynamic meters or 10 m 2 s -2 . Figure E2 . Adjusted mean steric height of the Indian Ocean at 800 decibars from Reid (2003) . Units are dynamic meters or 10 m 2 s -2 .
