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ABSTRACT
Further studies on the corner singularity of GS reconstruction are are compiled in this paper. It’s focused on solution
of the Data Completion (DC) problem with the Extended Hilbert Transform (EHT) over plane rectangular region.
Optimal selections of the regular parameters inTikhonov solution of corresponding DC problem are developed in this
study. The 6-parameter regular solutions and the Jacobian matrix and one Hessian tensor to the regular parameters
are derived in this work. A concise formula for EHT in the near field of corners, which shows property for EHT near
the corner, are also provided. It serves as the additional constraints for our parameter optimization problem (OP).
Third, a nonlinear convex function defined by the regular solution and the corner constraints is introduced and is taken
as the object function for the OP of the 6 regular parameters on half-space (p > 0). Given an initial guess of p0, the
optimal parameters are solved from the OP through a well known constrained nonlinear optimization method. Last,
the benchmark tests to the proposed solution approach are carried out, and detailed results from totally 9 different
bench-cases are tabulated. In contrast to solutions with given regular parameters, our bench results demonstrate that
an objective way for selection of the optimal p is successfully laid out here. Robustness and efficiency of the suggested
new approach are also highlighted in this study.
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1. INTRODUCTION
For observational study on evolution of the flux rope structures in space plasma, a tool for structure reconstruction
based on single spacecraft data, especially, a tool with enough accuracy (Li, et al. (2013, 2017)), plays an important
role. The tools are usually developed under the stationary assumption (∂/∂t ≈ 0), e.g., the magneto-hydrostatic
equilibrium (Grad and Rubin (1958), Shafranov (1958)), the magneto-hydrodynamic equilibrium (Sonnerup, et al.
(2006)), etc., or even under the slowly evolution assumption (∂/∂t ≪ 1) (Sonnerup & Hasegawa (2010)). In case of
static equilibrium, the most widely accepted tool is the GS reconstruction (Sonnerup & Guo (1996), Hau & Sonnerup
(1999), Hu & Sonnerup (2001); Hu, et al. (2003)), however, high accuracy solver for the Grad-Shafranov (GS) equa-
tions with insufficient boundary data has seldom been discussed (Li, et al. (2017)). Uncertainties exist there, e.g., in
orientation inversion of the invariant axis for flux ropes, in the fitting of the Pt(A) curve, in effects of the large impact
parameters, or in effects of the ill-posedness of the solution approach, etc., in almost every link in technique of the GS
reconstruction, errors are brought into the final numerical results, then erode the recovered structures we want (for
details see a recent review of Hu, Q. (2017) ).
Ill-posedness of current solution approach within the technique of GS reconstruction has been mentioned by
Gonza´lez, et al. (2015), and a thorough investigation for this problem has also been presented by Li, et al. (2013),
where the solution approach is replaced by a Tikhonov regularizing scheme with the application of Hilbert Trasnform
(HT) over the plane circle. Theoretical prediction has told us that given enough Cauchy data, the new solution ap-
proach can be well-posed, although how many Cauchy data is sufficient is still an open question (Li, et al. (2013);
Li, et al. (2015b)). By using the linearity of the elliptic operator of the GS equations, the solution can be divided
into two parts: one is solved from a semi-linear elliptic equation with an homogeneous Dirichlet boundary condition,
and the other one is solved from the DC problem to the Laplace’s equation, which is the essential idea of our series
study on technique renovation for GS reconstruction (Li & Feng (2014); Li, et al. (2014); Li, et al. (2016a)). Since
the solution approaches for the homogenous semi-linear part are discussed maturely in literatures, the only nontrivial
task in solution of GS equation is thus reduced to the solution of DC problem of the Laplace’s equation.
In contrast to traditional treatments for ill-posedness of the so-called elliptic Cauchy problems (Gupta (2009, 2012)),
we treat the main obstacle of the ill-posedness by reducing them into the DC problem of Laplace’s equation, where
the missing data are completed with the HT formulae (Li, et al. 2013). Since the considered problem is essentially
of elliptic type (well-posed one), and thus we need only to recover the missing boundary data. This becomes a task
to solve DC problem on the Sobolev space (Yu 2006; Li, et al. 2013). Combining with application of HT formulae
not only take a chance to conquer the ill posedness, but also produce a solution with very high accuracy. The high
accuracy property for HT over the circular boundary has also been reproduced after removal of the Cauchy singularities
(Li, et al. 2015b), which validates the theory prediction that ‘given enough Cauchy data, the DC problem is well-posed’.
We have also carried out this idea in mountain gravity wave reconstruction (Li, et al. 2015a) and its near-field
computation (Li, et al. 2016b). An idea about extending the HT to that over the plane rectangular region has also
been reported in an abstract by Li, et al. (2014). Full approach for GS reconstruction has been reported in an abstract
by Li & Feng (2014), and then presented in a talk by Li, et al. (2016b). All studies along the line have shown a
broad application prospective of this idea. In order to carry out it in a more realistic context, the HT over plane
circle is extended to that over the plane rectangle (Li, et al. 2017). The ill posedness for the essential technique of
GS reconstruction are solved in Li, et al. (2017). New data completion approach is built with these EHT formulae,
and a new three-parameter regularization scheme is developed to get a stable solution from the first-kind Fredholm
system. Numerical experiments are also carried out with the analytic solutions. Bench tests results from the forward
computation and its reversion highlights its efficiency and accuracy (Li, et al. (2017)). However, it is only the first
step in the long route to the technique renovation, although the new approach takes us a chance to solve the major
obstacle, i.e., the ill-posedness for the GS technique.
As discussed by Li, et al. (2017), there are still five major questions about the new approach for DC problem over
rectangular domain, which are listed here again for completeness:
1: Can the DE rule for integral with both end-point singularities be replaced by the trapezoidal rule for more efficiency?
2: Can we get rid of the dependence on SC tool by Driscoll & Trefethen (2002), and replace it with any other analytic
solutions (i.e., elliptic functions)?
3: How to define the Hilbert transform at the four corners, and how to give a definite computation for its HT results?
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4: How to select the regularization parameters (like, α, β, and γ) in an objective way?
5: How to get the new quadrature scheme with needed accuracy, when oscillations exist in the boundary gradients ?
We focus on Question (3), and (4) in this study, i.e., the EHT near the corner, and the optimal selection of the
regular parameters. The regular parameters are currently given in a objective way, which is not suitable for running it
automatically in our final approach. To our knowledge, how to get an optimal selection for the regular parameters is
also an active topic in the community of inversion problem. More than this, EHT near the corner of the rectangular
region has not been discussed yet. In this paper, the regularized 6-parameter solution is derived explicitly in Section
2, and the EHT formulae in the near field of corners are derived in Section 3. Then, the nonlinear object function
defined by the regular solutions and the corner constraints are presented in Section 4, and we minimizing the object
function through the selected nonlinear constraint optimization method. Lastly, we tabulate benchmark testing results
in Section 5, where the optimal parameters and corresponding errors for 9 different cases are presented in contrast to
corresponding analytic solutions. Discussions and conclusions are presented in Section 6.
2. 6-PARAMETER REGULAR SOLUTION
The linear system in Equation (23) (Li, et al. 2017) can be formulated, for each component of the boundary
gradients, as follows:
Axn +Byn +Czn= fn
Axt +Byt +Czt= ft
where, the subscripts n, t denotes the normal and tangential components, respectively. fn, and ft are column vectors,
which denote items at right side of the Fredholm system in Equation (23) (Li, et al. 2017). By introducing three
regular parameters for each component of the regular solution, we can get the final regular solution with totally 6
unknown parameters. Let (vn,vt) denotes the unknown boundary gradients components, and then we formulate the
linear system as follows: 
 A B C
A B C



 vn
vt

 =

 fn
ft

 (1)
where, vn = [xn;yn; zn], and vt = [xt;yt; zt], both are column vectors.
Let M denote the coefficient matrix in blocks of A, B, and C, and v = [vn;vt], b = [fn; ft]. Let p denote the
introduced 6 regular parameters, a column vector of p = [p1; p2; p3; p4; p5; p6]. Then we can define a convex function
as follows:
f(v;p) = ||Mv − b||2
+ p1||Lxn||2 + p2||Lyn||2 + p3||Lzn||2
+ p4||Lxt||2 + p5||Lyt||2 + p6||Lzt||2.
(2)
where, pi > 0, i = 1, · · · , 6. The Tikhonov solution v can be solved from minimization of this convex function, i.e.,
v = argmin{f(v;p)}, which can be written as follows:
v(p) = R−1MTb, (3)
where, R = MTM+diag(p1L
TL, · · · , p6LTL) is a linear function of regular parameters p. The operator diag(·) builds
a dialog matrix with blocks within the brackets. This is the 6-parameter regular solution, a nonlinear function of the
regular parameter of p, which can be taken as an extension of the 3-parameter one in (Li, et al. 2017).
Let (LTL)i, (i = 1, · · · , 6) denote the block matrix with all blocks are zeros, but for the ith block along the dialog,
which equals to LTL. Then the Jacobian of v(p) can be written as follows:
J(v;p) = − [R−1 (LTL)
1
v, · · · ,R−1 (LTL)
6
v
]
. (4)
It is a matrix composited by 6 column of vectors.
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The Hessian tensor for v(p) can be written as follows:
H(v;p) =


R−1H11v · · · R−1H16v
...
. . .
...
R−1H61v · · · R−1H66v

 , (5)
where, Hij =
(
LTL
)
i
R−1
(
LTL
)
j
, and i, j = 1, · · · , 6. This Hessian is a 3-order tensor composited by 6 × 6 column
vectors.
Lastly, with help of the Jacobians and Hessians, the nonlinear regular solution of v(p) can now be expanded within
the field near p as follows:
v(p + δp) = v(p) + J(v;p)δp +
1
2
δpTH(v;p)δp + o(||δp||3). (6)
After truncation, the result can serve as a second order approximation to the regular solution with |δp| < 1.
3. EHTS NEAR CORNER OF THE RECTANGLE
As shown by Equation (7), and (8) in Li, et al. (2017), formulae of Hilbert transform over the circular boundary are
extended into a couple of boundary integrals over the plane rectangle, where the circular boundary of Γ is conformal
mapped from the plane rectangle. However, the path of these two boundary integrals (EHTs) are defined by Γ′ =
Γ \ {xk}, (k = 1, 2, 3, 4). It indicates that there are four singular points mapped from corners of rectangle onto the
integral path Γ, and they are discarded from Γ in the final integral formulae. Although EHT does not exist at the
singular corner positions in context of the plane rectangle, the EHT relations between gradient components do exist
near the four singular positions. They are important properties for EHT near the singular corner of plane rectangle,
which are ignored in our previous study. As shown by the following sections in this paper, it plays an important role
in optimal selection of the regular parameters for solution to the corresponding DC problem.
3.1. Properties for EHT in near field of corners
We present a detailed derivation of the explicit formulae for relations of the EHTs near the four singular corners,
i.e., xk, (k = 1, 2, 3, 4). As the conformal mapped boundary gradient components of (gn, gt) can be expressed with the
Cartesian components (ux, uy) in an explicit way (Li, et al. 2017), we can rewrite it in the following matrix form:

 gn(s)
gt(s)

 =

 Cr(s) −Ci(s)
Ci(s) Cr(s)



 ux(s)
uy(s)

 , (7)
where Cr(s), Ci(s) are the real and imaginary part, respectively, which can be written as follows:
Cr(s) + iCi(s) = −C exp(iλ)
I(s)
,
where, s ∈ Γ′, C is the mapping constant, i = √−1, λ = 1
4
∑4
k=1 xk, and the sign item I(s) can be written as follows:
I(s) =
4∏
k=1
√
sign(s− xk).
At those corners, say s = sk (k = 1, 2, 3, and 4), I(s) = 0, then gn(s), gt(s) become singular, and thus no definition
for gn, gt at sk are given in our previous study (Li, et al. 2017). But within the near field of sk, where a concise form
of gn, gt do exist. Unfortunately, the EHT relations for them have not been discussed yet in Li, et al. (2017).
Because the Cartesian components (ux, uy) in physical space has only one value at corner, so that there exists the
relation between the values of (ux, uy) at the left of the corner and the one at the right, as both of them approach to
the corner position:
lim
s→s
±
k

 ux
uy

 (s) =

 ux
uy

 (sk). (8)
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As the sign function sign(s) has limitations, i.e., lims→x−
k
sign(s − xk) = −1, and lims→x+
k
sign(s − xk) = 1, then
there exists the relation between sign items near the corner, i.e., I(s+k ) = iI(s
−
k ), and thus it can be proved that there
exists the relation between the components of (gn, gt) near the corner:

 gn
gt

 (s+k ) = H

 gn
gt

 (s−k ), (9)
where, H = [0,−1; 1, 0], a sympletic unitary matrix, which establishes the EHT relation for (gn, gt) near the corner.
These constraints for (gn, gt) near corner has never been discussed in previous study, which can be used as the main
constraints in optimal selection of the regular parameters in this study.
3.2. Corner constraints
Corner constraints in this study can be divided into two categories, i.e., one is the direct constraints, which are
produced by transformation with Equation (8) to the known Cauchy data at both end of the Cauchy line, i.e.,
[gt ;gn](1, end). The other is the indirect constraints, which are produced by EHT to the optimal solutions at corre-
sponding end of the opposite side, i.e., [xˆt; xˆn](end), and [zˆt; zˆn](1). Both kind of corner constraints can be used as
the constraint conditions for parameter optimizations.
For solution xˆ, one additional constraint can be produced with EHT within the near field of the corner between side
xˆ and the Cauchy line. This constraint can be formulated as follows:

 xˆt
xˆn

 (1) = H

 gt
gn

 (end), (10)
where, ‘1’ and ‘end’ in the parenthesis, denote the indices for the first, and the last element at corresponding column
vector, respectively. For solution zˆ, another constraint can be produced with following EHT transformations within
the near field of the corner between zˆ and the Cauchy line, which can be formulated as follows:

 zˆt
zˆn

 (end) = H−1

 gt
gn

 (1), (11)
where H−1 = −H.
As for the indirect constraints at both ends of the opposite side, solution yˆ can be constrained at both ends, and
corresponding constraints are formulated as follows:

 yt
yn

 (1) = H

 xˆt
xˆn

 (end), (12)
and 
 yt
yn

 (end) = H−1

 zˆt
zˆn

 (1). (13)
Lastly, we get the totally 4 different linear systems (a total of 8 equations), however, there are only 6 unknown
parameters from which to be solved, which indicates that it is an over determined system, and the unknown regular
parameters should be solved in a sense of least square.
By introducing the end point operator s = [1, 0, · · · , 0], and e = [0, · · · , 0, 1], and thus there exists the relations, e.g.,
sxn = xn(1), exn = xn(end). The corner constraints can be reduced into a matrix form:
Xv(p) = c (14)
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where, the coefficient matrix are composed by the end point operators:
X =


s 0 0 0 0 0
0 s 0 e 0 0
0 e 0 0 0 −s
0 0 e 0 0 0
0 0 0 s 0 0
−e 0 0 0 s 0
0 0 s 0 e 0
0 0 0 0 0 e


,
where, 0 is a row of zeros. The column vector c can be formulated as follows:
[−egt; 0; 0; sgt; egn; 0; 0;−sgn] ,
where, gn, and gt are the known Cauchy data along the Cauchy side.
4. PARAMETER OPTIMIZATION
In the recovered boundary gradient components, as plotted by Figure (3) in Li, et al. (2017), we find that the nearer
the position to both end of the Cauchy line and to that of the opposite side, the bigger the errors there be. These
facts inspired us to control those errors with the corner constraints discussed in previous section. A convex function
is built with the corner constraints in Equation (14), which is formulated as follows:
f(v;p) = [Xv(p) − c]T [Xv(p) − c] , (15)
where, T denotes the transpose. Obviously, the optimal parameter p that satisfied the corner constraints in Equation
(14), must also produce a minimal value of this convex function, which is the so-called object function. That’s a
nonlinear function, and the optimal parameters p can be solved through the nonlinear minimization of f(v;p). The
procedure can be expressed by the following formula:
argmin
p
f(v;p), (16)
where, parameter p should be searched in half space of p > 0. A lot of nonlinear minimization algorithm exists in
literature, which are suitable for solving the OP in Equation (16). We select here the so-called ’trust-region-reflective’
algorithm for nonlinear OP (Steihaug (1983)). According to this algorithm, we take a small modification to OP (16),
with the linear inequal constraints of p > 0 replacing by the bound constraints of ǫI < p < I/ǫ, where the column
vector I = [1; · · · ; 1].
In order to improve the accuracy and efficiency of the minimization procedure, explicit formulae of the Jacobians
and Hessians of f(v;p) are prepared for the selected algorithm (Steihaug (1983)). The Jacobians for f(v;p) can be
written as follows:
J(f ;p) = 2JT (v;p)XT (Xv − c),
where, T denotes transpose, and J(v;p) is defined by Equation (4). The Hessians for f(v;p) can be written as follows:
H(f ;p) = 2JT (v;p)XTXJ(v;p) + 2HT (v;p)XT (Xv − c),
where, H(v;p) is defined by Equation (5).
5. THE BENCH-CASE TESTS
Bench-case tests for the proposed approach are carried out in this study. As listed in Table (1), totally 9 analytic
harmonic solutions are selected from literatures, e.g., Gupta (2009), and Gupta (2012). Their Cartesian gradients are
also derived explicitly and are listed in Table (1), which are used to produce the Cauchy data and the exact solutions
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Table 1. The selected plane harmonic functions u(x, y) and its Cartesian gradients [ux, uy ]
Case (#) u(x, y) ux uy
1 −y 0 -1
2 x 1 0
3 xy y x
4 x2 − y2 2x −2y
5 x3 − 3xy2 3x2 − 3y2 −6xy
6 y3 − 3x2y −6xy 3y2 − 3x2
7 x3 − 6x2y − 3xy2 + 2y3 3x2 − 12xy − 3y2 −6x2 − 6xy + 6y2
8 sin x sinh y cos x sinh y sin x cosh y
9 cosx cosh y − sin x cosh y cosx sinh y
for the recovered boundary gradients. These 2D functions in each case are harmonic on full plane (R2), however, in
order to avoid symmetries of them in the domain selected in previous paper (Li, et al. 2017), we move the domain to
[1− i, 3− i, 3+ i, 1+ i] on the complex plane, and let Cauchy line defined by [1− i, 3− i]. The mapping constants, C, is
the same as that in our previous paper, for details about C please refer to Li, et al. (2017). To save the computation
time in each iteration, we set the parameter M = 30 for meshing of the Cauchy line, N = 45 for meshing in the DE
rules, and P = 5 for approximation with the Chebyshev series. The three parameters are selected smaller enough to
show the efficiency of the proposed optimization method.
A sample plots for numerical results from Bench-case (4) are shown by Figure (1). The recovered boundary
gradient components with the given regular parameters of p0 = [1; 1; 1; 1; 1; 1] are computed directly from the 6-
parameter Tikhonov solution in Equation (3). As shown by plots on the left, the mean errors in recovered data are
(%4.24186,%9.36812) for the tangent and normal components, respectively. After optimization, the optimal regular
parameter becomes p = [0.000002; 1.535130; 0.007792; 0.000000; 0.985085; 0.000001], and the new results are plotted
on the middle, where the mean errors for the recovered data become (%1.78607,%4.99995). It is decreased obviously
in contrast to the pre-optimization couple. As plotted on the right of Figure (1), totally 27 iterations are there for the
optimization procedure, and values of the object function f(v;p) are decreased step by step, until the normal of step
became smaller than the tolerance of 1× 10−6. The optimal ratio is Rop = %32.981901, and the computation cost is
3.775823 seconds. It indicates that the proposed optimization approach have an efficient effects on objective selection
of the regular parameter p.
The same results can be found in all the other 8 selected bench-cases. To avoid repeating of the plots, we list
the main data of the 9 numeric experiments in Table (2), where [p1, p2, p3, p4, p5, p6] are components of the optimal
regular parameter p, err∗0, err∗ (* denotes t or n) are the mean errors (in percentage) of the recovered boundary
gradients, with subscript of 0 for pre-optimization and without for after-optimization, N is the total iterations, and T
is the time elapse for the total iterations. Because we set the initial value of p0 in each bench-case test with the same
value, saying [1; 1; 1; 1; 1; 1], although the final optimal regular parameter for each case are different, and the other data
are also different for each case, we can still find that the totally mean errors decreased from (%10.2906,%9.52073) to
(%5.13994,%4.93273), and the ratio of optimization reaches %42.60624 with the mean 17 iterations and an average time
cost smaller than 3 seconds. It also indicates that our optimization with the corner constraints of Hilbert transfroms
play a crucial role in optimal selection of the regular parameter p.
One thing must be explained separately is that as shown in Table (2), there are three values of the optimal parameters,
i.e., p1 in Case (3), p4 in Case (4) and (9), have the value of 0.000000, which seems conflict with our inequal constraints
of p > 0. In facts, there are no conflicts, because the optimal parameter are searched between [10−9, 104] in current
numeric experiments, as these parameters smaller than 10−7, they are shown in our outputs by 0.000000, but still
satisfies the request of p > 0.
6. SUMMARY AND CONCLUSION
8 Li et al.
sd sa sb sc sd
-10
0
10
g ta
(r)
 g tn
(b)
Case(04)-recovered data along side: sbc, scd, & sda
sd sa sb sc sd
-10
0
10
g na
(r)
 g nn
(b)
sd sa sb sc sd
10 -11
10 -9
10 -7
10 -5
10 -3
10 -1
101
lo
g|g
*a
 
-
 
g *n
|
err t = 0.0424186
err
n
 = 0.0936812
gt gn
(a)
sd sa sb sc sd
-10
0
10
g ta
(r)
 g tn
(b)
Case(04)-recovered data along side: sbc, scd, & sda
sd sa sb sc sd
-10
0
10
g na
(r)
 g nn
(b)
sd sa sb sc sd
10 -11
10 -9
10 -7
10 -5
10 -3
10 -1
101
lo
g|g
*a
 
-
 
g *n
|
err t = 0.0178607
err
n
 = 0.0499995
gt gn
(b)
0 5 10 15 20 25 30
step number - (#)
90
91
92
93
94
95
fo
bj 
- (
||X
y(p
)-c
||2 )
OP solution
Rop = %32.981901 time elapse = 3.775823 seconds
0
2
st
ep
 le
ng
th
 - 
(||p
||)
(c)
Figure 1. Plots of the recovered data given p0 = [1; 1; 1; 1; 1; 1] (left), and with the optimal parameter of p =
[0.000002; 1.535130; 0.007792; 0.000000; 0.985085; 0.000001] (middle). Detail descriptions of these plots, see (Li, et al. 2017).
The optimization procedure are also shown by plots on the right, where vale of the object function fobj vs. the iteration steps
(the decreasing dash-dot line), and the step length of δp vs. iteration steps (the stem plot) are plotted. The optimal ratio
Rop = |∆fobj|/fobj and the total time elapse are also shown by texts.
New tools are developed in this study after the corner singularity of GS reconstruction techniques. One is the
6-parameter regular solution for the DC problem over the plane rectangular region, which are introduced for the first
time in this work. Another one is the nonlinear constraints build after the new Hilbert transform relations within the
near field of corners. We formulate the DC problem into a nonlinear constraint optimization problem (NCOP) with the
help of these two important tools. The optimal regular parameters are solved from this NCOP with the well known
NCOP solver. Numerical results are carried out in this study, which show the efficiency of our proposed iterative
approach. A objective way for selection of the regular parameters that appeared in solution of the DC problems is
declared for the first time in this study.
The 6-parameter regular solution has greatly improved the computation efficiency. In contrast to the 3-parameter
regular solutions in previous study, where the solution for tangent and normal components are computed separately,
the computation cost greatly decreased after combing them into one matrix operation, e.g., as reported in Table (2),
for the average 17 iterations, the cost is no more than 3 seconds. As shown by Table (2), mean errors for the recovered
data are around %5, i.e., an average for the totally 9 bench-cases is (%5.13994,%4.93273). It indicates that the
proposed method has definitely effects in err control for solution of the DC problems.
However, as the uniqueness and existence for the DC problem are proofed for the plane harmonic functions, there
should be a way to get the exact solution for each DC problem, which means that the mean errors should be controlled
to the machine precision. That will take great chance to study on stability transitions of those stationary structures.
Where dose the new way lies? That’s really a great challenge for our pursuit for the new solver. Although we’re still a
long way from achieving the final approach, we really build a practicable solver for DC problems, with which we can
solve the problem in an objective way for the first time.
As the 5 major concerns discussed in our previous study, we settled the 3rd and the 4th question in this study, the
1st, 2nd, and 5th questions are still open, which need to be addressed in our future study.
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Table 2. Numerical results for the totally 9 bench-case testings to the proposed iterative approach for optimal regular parameters.
Case (#) p1 p2 p3 p4 p5 p6 errt0(%) errn0 (%) errt (%) errn (%) Rop (%) N T (s)
1 2.776118 0.906650 1.901519 0.000023 2.222776 0.000035 17.42789 0.80727 3.75155 0.80727 95.180502 21 3.374148
2 0.000020 2.166655 0.000004 1.651869 0.902847 1.638288 0.80726 17.42788 0.80726 6.09649 94.756648 20 3.143033
3 0.000000 0.877659 0.000003 0.000002 1.501945 0.011270 11.84909 4.21700 5.52463 0.59318 33.527140 29 4.074154
4 0.000002 1.535130 0.007792 0.000000 0.985085 0.000001 4.24186 9.36812 1.78607 4.99995 32.981901 27 3.827881
5 0.000002 1.107745 27.327369 41.921196 3.835267 0.000018 6.72510 16.22428 6.88687 8.92480 35.737667 15 2.625349
6 45.372677 1.254055 0.000002 0.000002 1.096524 21.724331 19.48275 5.11502 7.98101 6.26888 36.656037 9 2.230422
7 0.000002 1.401838 0.000001 0.000006 0.153699 20.237288 13.61419 10.26772 5.54050 1.55635 35.332118 5 1.734501
8 0.000546 1.132153 1.099589 0.000001 0.007597 0.000015 13.44260 4.68079 7.65450 4.68389 7.364656 2 1.392492
9 0.000005 0.425008 0.000018 0.000000 99.025827 133.025276 5.02466 17.57855 6.32712 10.48183 11.919507 25 3.766443
Averages 10.2906 9.52073 5.13994 4.93273 42.60624 17 2.907602
