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In this paper we introduce the concept of bi-automaton algebras, generalizing the au-
tomaton algebras previously defined by Ufnarovski. A bi-automaton algebra is a quotient
of the free algebra, defined by a binomial ideal admitting a Gro¨bner basis which can be
encoded as a regular set; we call such a Gro¨bner basis regular. We give several examples
of bi-automaton algebras, and show how automata connected to regular Gro¨bner bases
can be used to perform reduction.
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1. Introduction
In Ufnarovski (1989), the concept of automaton algebras is introduced. These are quo-
tients of the non-commutative polynomial ring where the defining ideal allows some
Gro¨bner basis with a regular set of leading words. However, nothing is reflected concern-
ing the whole structure of the Gro¨bner basis (except of course for monomial algebras).
In this paper we introduce the concept of regular Gro¨bner bases and bi-automaton
algebras. Regular Gro¨bner bases consist of (pure difference) binomials which can be rep-
resented, in an appropriate way, as regular sets. The corresponding finite automata allow
us to perform reduction with respect to such (in general) infinite bases. In particular,
this enables us to do computations in any factor algebra where the defining ideal admits
a regular Gro¨bner basis; we call such an algebra bi-automaton.
We show that most examples of automaton (binomial) algebras given by Ufnarovski
are bi-automaton. Moreover, we construct automata showing that all subalgebras of the
free algebra generated by a finite set of words are bi-automaton. As a consequence, we
find that all algebras allowing a finite SAGBI basis are automaton.
Since a great part of the motivation for our work is to be able to compute normal
forms with respect to binomial ideals, we describe how regular Gro¨bner bases, or more
precisely the corresponding automata, can be used to perform reduction.
In the last section we indicate how a prediction algorithm for regular sets, recently
developed by the authors, can be used to find regular Gro¨bner bases.
The subject of this paper has natural applications in the theory of term rewriting
in monoid (and group) rings. If we associate the binomial u − v to every rewrite rule
u → v in the semi-Thue system defining a monoid, then the congruence generated by
the semi-Thue system corresponds to the ideal generated by the binomials. It is easy
to see that every monoid can be presented by a semi-Thue system, so being able to
handle binomial ideals allows us to do computations in monoid rings. The correspondence
between binomial Gro¨bner bases and term rewriting systems has been investigated in
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several papers, for example Heyworth (2000) and Madlener and Reinert (1998). We
also mention the textbook Baader and Nipkow (1998), where Chapter 8 is devoted to
Gro¨bner bases.
We stress that some of the ideas on which this paper is built are also used in the
theory of automatic groups to find automatic structures (see Epstein et al., 1991, 1992).
It should be mentioned that the notion “bi-automaton” is inspired by the terminology of
Ufnarovski, and has little to do with the term “bi-automatic” in the theory of automatic
groups.
2. Basic Definitions and Notation
Let X = {x1, x2, . . . , xn} be a finite alphabet, and let K〈X〉 denote the free associative
algebra over the arbitrary field K. We denote by X∗ the set of all words in X, including
the empty word 1. In other words, X∗ is the free monoid generated by X, and 1 is the
unity of X∗. We let degw denote the length of w ∈ X∗.
If u, v ∈ X∗, and u is a (not necessarily proper) subword of v, then we write u | v. A
word u ∈ X∗ is said to be reduced with respect to a set S ⊂ X∗ if for every v ∈ S we
have v - u. Further, S ⊂ X∗ is called reduced if every u ∈ S is reduced with respect to
S \ {u}. Given a set S ⊂ X∗, there is an obvious procedure of reducing S; just remove
every word of S that has another word in S as subword. We will write red(S) for this
new reduced set.
By an ideal we will always mean a two-sided ideal of K〈X〉. If the ideal I is generated
by some set F ⊂ K〈X〉 (not necessarily finite), then we write I = 〈F 〉. We will call a
binomial a pure binomial if it is a difference of two words, i.e. of the form u − v with
u, v ∈ X∗. An ideal I will be called a pure binomial ideal if it can be generated by pure
binomials, and we then say that K〈X〉/I is a pure binomial algebra. The alphabet X
together with a set of generators for I is called a presentation for K〈X〉/I. Following
common practice, we will sometimes also call the elements of X generators, and the
generators of I defining relations of the algebra.
2.1. regular sets and automata
We now mention some facts we will use from the theory of languages and automata.
For a more complete exposition we refer to Eilenberg (1974).
Given S1, S2 ⊂ X∗, we have their product S1S2 = {uv |u ∈ S1, v ∈ S2}. For a
subset S of X∗ we then define S∗ = ∪∞i=0Si. Thus S∗ is the monoid generated by S,
and the notion agrees with the previously defined X∗. A subset of X∗ is called regu-
lar if it can be obtained from finite subsets of X∗ by finitely many applications of ∪
(union), · (multiplication) and ∗ (the above defined star-operator).
Recall that a finite automaton is a 5-tuple (Q,Qi, Qa, X, δ), where Q is a finite set
of states, Qi and Qa distinguished subsets of Q consisting of the initial states and the
accepting states, respectively, X a finite alphabet and δ the transition function from
Q ×X into 2Q (the set of all subsets of Q). We will as usual represent finite automata
as directed graphs, the states being the vertices and the transition function defining the
edges, i.e. there will be an edge from q to q′ (q, q′ ∈ Q) labelled x ∈ X if and only if
q′ ∈ δ(q, x). The set of words accepted by an automaton consists of all words obtained by
reading a path starting from an initial state and ending at an accepting state. We will
sometimes write L(M) for the set (language) accepted by the automaton M.
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An automaton is called deterministic if there is a unique initial state and δ is a function
from Q×X into Q∪{∅}, i.e. if for each q ∈ Q and each x ∈ X there is at most one edge
labelled x going out from q. Given a non-deterministic automatonM = (Q,Qi, Qa, X, δ),
there is an algorithm for constructing a deterministic automatonMD = (Q′, q0, Q′a, X, δ′)
accepting the same set asM. The new automaton is obtained using the following classical
powerset construction:
The states Q′ ofMD will be 2Q. The (unique) initial state q0 is Qi, the new transition
function δ′ : 2Q×X → 2Q is defined by δ′(S, x) = {δ(q, x) | q ∈ S} and Q′a = {S |S∩Qa 6=
∅}. IfM has k states, thenMD formally has 2k states. But since we only need to consider
states contained in “successful” paths, the automaton MD will often have considerably
fewer states. Worst case examples are provided in Crochemore and Rytter (1994) and
Ma˚nsson (2000a).
The regular sets are exactly the sets accepted by automata; this is the content of
Kleene’s Theorem, which can be found in any textbook on automata theory. For later
reference, we recall a few well-known facts about regular sets:
Lemma 1. If S is a regular set, then the reduced set red(S) is also regular.
Lemma 2. Let φ : X∗ → Y ∗ be a monoid morphism. If S ⊂ X∗ is regular, then so is
φ(S) ⊂ Y ∗.
In the sequel we will need examples of non-regular structures. We then use the set
S = {axkykb | k ≥ 1} ⊂ {a, b, x, y}∗
or variations thereof. These sets can be shown not to be regular by using, for example,
the Pumping lemma (Eilenberg, 1974, Proposition 5.1), and we will sometimes refer to
such a set as our standard example of a non-regular set.
2.2. gro¨bner bases
In this section we collect the material we need concerning (non-commutative) Gro¨bner
bases. For an extensive treatment we refer to Mora (1994).
We will always, in what follows, assume that X∗ is given an admissible ordering,
i.e. a well-ordering preserved under multiplication: w < w′ implies uwv < uw′v for all
u, v, w,w′ ∈ X∗. As an example we mention deglex (degree lexicographical):
w < w′ ⇔

degw < degw′
or degw = degw′ but w′ is greater than
w lexicographically.
When an admissible ordering is chosen we can (if terms with identical words are collected
together using the operations over K) with every non-zero element f ∈ K〈X〉 associate
its leading word f̂ ∈ X∗. We also define, for a subset F ⊂ K〈X〉, F̂ = {f̂ | f ∈ F}. For
a (pure) binomial f = u− v with f̂ = u, we will sometimes refer to v as the non-leading
word of f .
A word u ∈ X∗ will be called normal modulo an ideal I if u is reduced with respect
to Î, i.e. if for every f ∈ I we have f̂ - u. If N denotes the K-span of all normal words
modulo I, thenK〈X〉 = N⊕I as direct sum of vector spaces (see, for example, Ufnarovski
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(1995, Theorem 2.3)), so the normal words constitute a K-basis for K〈X〉/I. For every
f ∈ K〈X〉, its image by the projection K〈X〉 → N will be called its normal form, and be
denoted f¯ . The map f → f¯ will be referred to as reduction. If we define a multiplication
on N by f · g = fg, then N together with this operation is isomorphic to A = K〈X〉/I.
Thus the possibility to perform reduction allows us to make computations in A. The tool
for the reduction is Gro¨bner bases.
Definition 1. (Gro¨bner Basis) A subset G of an ideal I in K〈X〉 is called a Gro¨bner
basis for I if for every f ∈ I, f 6= 0, there exists g ∈ G such that ĝ | f̂ .
Recall that a Gro¨bner basis G is called minimal if Ĝ is reduced, and G is called reduced
if in addition every g ∈ G is of the form g = w − w¯ where w = ĝ.
It can be shown that if G is a Gro¨bner basis for I, then G generates I. We may (and
will) therefore simply say that G is a Gro¨bner basis, meaning that G is a Gro¨bner basis
for the ideal generated by G.
Bergman’s Diamond lemma (Bergman, 1978) provides us with a method for checking
whether a given set G is a Gro¨bner basis. Using the language of Green (1994), we say
that gi, gj ∈ G form an overlap if ĝi = uĝjv or ĝiu = vĝj for some u, v ∈ X∗ (in the
second case gi = gj is allowed if u, v 6= 1). An overlap relation of gi, gj is then defined as
gi−cugjv or giu−cvgj , where c ∈ K is such that the leading words cancel out. Note that
one pair in G can give rise to several overlap relations. The set G can then be shown to
be a Gro¨bner basis if (and only if) all overlap relations arising from G “reduce” to zero
using only the elements of G.
The Diamond lemma also naturally induces a procedure for computing a Gro¨bner basis,
starting from a given set of generators G: we enlarge G with the non-zero “reductums”
of the overlap relations and start over to apply the Diamond lemma on this new larger
set. This procedure will be referred to as Mora’s algorithm, and is a generalization of
Buchberger’s algorithm in the commutative case (see, for example, Buchberger, 1985).
Following Anick (1986), a non-normal word (modulo some ideal I), all of whose proper
subwords are normal, will be called an obstruction. It is easily seen that the set O of
all obstructions is exactly Ĝ, where G is any minimal Gro¨bner basis for I in our given
ordering. Moreover, even if a Gro¨bner basis G is not minimal, Ĝ must clearly contain all
obstructions, and turning Ĝ into a reduced set we obtain red(Ĝ) = O.
3. Automaton Algebras
In this section we recall the concept of automaton algebras, introduced by Ufnarovski
(1989). We begin with the definition.
Definition 2. (Automaton Algebra) An algebra A = K〈X〉/I is called an automa-
ton algebra if there exists an ordering such that the normal words (modulo I) constitute
a regular set.
The regularity of the normal words implies some nice properties of the algebra, e.g.
alternativity of the growth and rationality of the Hilbert series. We refer to Ufnarovski
(1989) for terminology and proofs.
Using basic manipulations with regular sets, we can prove
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Proposition 1. (Ufnarovski (1989, Theorem 7)) Given an ideal I of K〈X〉 and
an ordering, the set of normal words is regular if and only if the set of obstructions
is regular.
We next show that we have an automaton algebra not only if the obstruction set is
regular, but also if the leading words of any Gro¨bner basis form a regular set.
Corollary 1. Let G be a Gro¨bner basis for I (in the given ordering). If Ĝ is regular,
then the set of normal words is also regular.
Proof. The result follows from Proposition 1 if we show that the obstruction set O is
regular. As could be seen in Section 2.2, O = red(Ĝ), so the regularity of O follows from
Lemma 1. 2
In Ufnarovski (1995) it is conjectured that the property of being automaton is dependent
on the generators of the algebra. We now give an easy example verifying this fact.
Example 1. We consider the ideal I of K〈a, b, x, y〉 generated by
G = {axkykb | k ≥ 1}.
It is easy to see that G is reduced, and since every set consisting of only words is a
Gro¨bner basis, G is the (only) obstruction set for I. But G is our standard example
of a non-regular set, and thus by Proposition 1 we conclude that K〈a, b, x, y〉/I is not
automaton in the given presentation.
But if we make the linear change of variables
a→ a, b→ b, x→ x, y → x+ y,
then our factor algebra is presented as A = K〈a, b, x, y〉/J , where J is generated by
G′ = {gk | k ≥ 1} with
gk = axk(x+ y)kb = ax2kb+ ax2k−1yb+ ax2k−2yxb+ ax2k−2y2b+ · · ·+ axkykb.
Using deglex with x > y we get Ĝ′ = {ax2kb | k ≥ 1} = {ax2(x2)∗b} which clearly is
regular. We see that Ĝ′ does not give rise to any overlaps, so G′ is a Gro¨bner basis for
J , and A is automaton in the latter presentation by Corollary 1.
This example also shows that it is essential that we are allowed to choose the ordering
in Definition 2, since letting y > x yields the non-regular obstruction set Ĝ′ = {axkykb |
k ≥ 1}. We thus have proved
Corollary 2. The regularity of the set of normal words depends both on the choice of
ordering and the choice of generators.
We mention the remarkable fact that the automaton property for a group (as defined in
Epstein et al., 1992) does not depend on the choice of generators.
One may wonder if there exist finitely presented algebras (I finitely generated) that
are not automaton. In Shearer (1980), an example of a finitely presented algebra with
non-rational Hilbert series is given, so this algebra cannot be automaton. We next provide
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a new simple example of a non-automaton algebra where the ideal is generated by only
two defining relations.
Example 2. Let I be the ideal in K〈a, x, y〉 generated by
{axya− xya, xy − yx}.
Computations show that
G = {ayixia− yixia, xy − yx | i ≥ 1}
is a reduced Gro¨bner basis for I in any admissible ordering with xy > yx. Since clearly
ayixia > yixia for all i, it follows that the obstruction set is the non-regular set
Ĝ = {ayixia, xy | i ≥ 1}. An analogous argument holds for the case yx > xy, so
A = K〈a, x, y〉/I is not automaton for the given set of generators {a, x, y}. We can-
not however exclude the possibility of A being automaton in another presentation.
Remark 1. We just mention that sets of the form {axkykb | k ≥ 1} belong to the class
of context-free sets, and these are exactly the sets accepted by stack automata. Thus the
algebra in Example 2 may be what we might call a stack automaton algebra. However,
by using the idea of Example 2, and adding more generators and commutators in an
appropriate way, we can construct ideals with obstruction sets where three (or arbitrary
many) exponents are coupled to each other. Since sets of the form {axkykzka | k ≥ 1} are
not context-free, we can consequently find examples of “non-stack automaton algebras”.
Example 2 shows that algebras with two defining relations may not be automaton.
Whether all finitely generated algebras with one defining relation are automaton seems
to be an open question. We conjecture that this is the case. The necessary condition,
rationality of Hilbert series (in the homogeneous case), was proved in Backelin (1978)
using the different approach of distributive lattices. That the problem is not entirely easy
is demonstrated by the following example, showing that regularity of the obstruction set
is also dependent on the ordering in the one-relation case.
Example 3. Let I be the ideal in K〈x, y〉 generated by the homogeneous generator
f = xyx− yx2. The corresponding factor algebra A = K〈x, y〉/I is automaton since, for
example, deglex with y > x implies that f alone constitutes a Gro¨bner basis. On the
other hand, deglex with x > y yields the reduced Gro¨bner basis
G = {xyixi − yixi+1 | i ≥ 1}
and the obstructions Ĝ = {xyixi | i ≥ 1}, a non-regular set.
4. Regular Gro¨bner Bases
To motivate our study of the objects soon to be defined, we consider the ideal I =
〈x2 − xy〉 of K〈x, y〉, using deglex with x > y. The initial computations when applying
Mora’s algorithm on {x2 − xy} yield the sequence
x2 − xy, xyx− xy2, xy2x− xy3, xy3x− xy4.
We suspect that G = {xykx− xyk+1 | k ≥ 0} is a Gro¨bner basis for I, and this is easily
verified using the Diamond lemma.
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In general, sets where the exponents are coupled to each other (like k and k+ 1 in G)
are not regular; the set {axkykb | k ≥ 1} was mentioned earlier. But we will next see
that if we in our present example instead consider pairs of letters, then G will be regular
in these pairs. More precisely, the binomials in question are identified with elements in
({x, y} × {x, y})∗ in the following way:
xx− xy ↔ (x, x)(x, y) and generally xykx− xyk+1 ↔ (x, x)(y, y)k(x, y).
We can then write
G = {xykx− xyk+1 | k ≥ 0} = {(x, x)(y, y)∗(x, y)},
and it follows that G is regular in the alphabet consisting of the three “letters” (x, x),
(x, y) and (y, y). Inspired by our success with this example, we will now try to formalize
these ideas.
If the elements in G are not homogeneous, then it is clear that we cannot use only
pairs in X. We will therefore use as our new alphabet
X = (X × {1}) ∪ ({1} ×X).
Define the map ϕ : X ∗ → K〈X〉 by
ϕ((x1, x′1) · · · (xt, x′t)) = x1 · · ·xt − x′1 · · ·x′t, (1)
and the “projections” ϕ1, ϕ2 : X ∗ → X∗ by
ϕ1((x1, x′1) · · · (xt, x′t)) = x1 · · ·xt, ϕ2((x1, x′1) · · · (xt, x′t)) = x′1 · · ·x′t. (2)
For a set S ⊂ X ∗ we, as usual, write ϕ(S) = {ϕ(s) | s ∈ S}, and analogously for ϕ1 and
ϕ2. Note that every element in the image of ϕ is a pure binomial.
Remark 2. In some sense, the 1 is just a “dummy” variable as long as it is included in
a pair above (i.e. an element of X ). But we have chosen to use exactly the unity of X∗
to get nice formulations of (1) and (2).
We can now define the main object of this paper.
Definition 3. (Regular Gro¨bner Basis) Let G ⊂ K〈X〉 be a Gro¨bner basis con-
sisting of pure binomials. Then we say that G is a regular Gro¨bner basis if there exists a
regular set S ⊂ X ∗ with ϕ(S) = G and ϕ1(S) = Ĝ.
Remark 3. We could, of course, have chosen to use X ′ = (X∪{1})× (X∪{1}) instead.
However, we note that if we have a regular set S′ ⊂ X ′∗, then a corresponding set
S ⊂ X is obtained by writing all pairs (x, x′), x, x′ ∈ X, as (x,1)(1, x′) (or (1, x′)(x,1)).
This new set S is also regular by Lemma 2, defining the monoid morphism X ′∗ → X ∗
in the obvious way. It is also clear that the set of binomials ϕ(S) is the same as the
correspondingly defined ϕ(S′), so we cannot have any regular Gro¨bner bases defined by
X ′ that we cannot obtain with our approach using X . Moreover, if we by a factorization
of a (pure) binomial mean the inverse action of ϕ, then every binomial has a factorization
in X ∗ that is unique up to the order of the factors. The same is, of course, not true for X ′∗.
As mentioned in the introduction, the idea of working with pairs is also used in the theory
of automatic groups during the process of computing automatic structures. However,
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sometimes only orderings where a longer word always is greater than a shorter one are
considered. The shorter word is then “padded” with a dummy symbol $ (corresponding
to our use of 1) at the end of the word, and the products of pairs are always of the form,
for a (pure) binomial xi1 · · ·xis − xj1 · · ·xjt , s ≥ t,
(xi1 , xj1) · · · (xit , xjt)(xit+1 , $) · · · (xis , $). (3)
We next give an example where the representations in (3) are not sufficient to obtain
regularity. We mention that the general case is also considered in the theory of auto-
matic groups in connection with asynchronous automaticity ; see Epstein et al. (1992,
Chapter 7).
Example 4. Consider the (reduced) Gro¨bner basis
G = {gk = ax2kb− axk | k ≥ 1} ⊂ K〈a, b, x〉.
The representation of each gk in form (3) becomes (a, a)(x, x)k(x, $)k(b, $), so G is repre-
sented as {(a, a)(x, x)k(x, $)k(b, $) | k ≥ 1}, which we have seen is not regular. However,
using the alphabet X (with X = {a, b, x}), it is easy to see that G can be represented as
the regular set {(a,1)(1, a)((x,1)(x,1)(1, x))k(b,1)|k > 1}.
We now give the factor algebras corresponding to regular Gro¨bner bases a name of its own:
Definition 4. (Bi-automaton Algebra) If the ideal I ⊂ K〈X〉 admits a regular
Gro¨bner basis in some ordering (on X∗), then we say that A = K〈X〉/I is a bi-automaton
algebra.
Just as for automaton algebras, this definition is dependent on the generators of A; a
pure binomial ideal may not even be binomial in another presentation.
We next show that the class of automaton algebras contains all bi-automaton algebras.
Proposition 2. If A is a bi-automaton algebra, then A is also an automaton algebra.
Proof. Assuming that A = K〈X〉/I is bi-automaton, we need to show that the set of
normal words modulo I is regular. By Corollary 1 it is sufficient to find a Gro¨bner basis
G for I with Ĝ regular.
Since I admits a regular Gro¨bner basis, there is a regular set S ⊂ X with ϕ(S) = G =
a Gro¨bner basis for I and ϕ1(S) = Ĝ. But it is easily seen that ϕ1 is a monoid morphism,
so the proposition follows from Lemma 2. 2
The following proposition shows that there is no lack of generality if we assume that
our regular Gro¨bner bases are minimal. The result follows by the same principle as
Proposition 2.2 in Ma˚nsson (2000a).
Proposition 3. If G is a regular Gro¨bner basis for some ideal I ⊆ K〈X〉, then there
exists a minimal regular Gro¨bner basis GM for I.
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Proof. Let S ⊆ X ∗ be a regular set with ϕ(S) = G and ϕ1(S) = Ĝ. We have seen in the
proof of Proposition 2 that Ĝ is a regular set, so by Lemma 1 it follows that O = red(Ĝ)
is regular. Using a slight modification of the standard procedure of constructing product
automata, we can, from the automata for S and O, obtain an automaton M′′ such that
L(M′′) ⊂ S and ϕ1(L(M′′)) = O; in other words, GM = ϕ(L(M′′)) is a minimal regular
Gro¨bner basis for I. 2
5. Examples of Regular Gro¨bner Bases
In this section we give examples of bi-automaton algebras. We point out that all the
algebras considered are homogeneous, or can be made homogeneous with an appropri-
ate grading on the generators, and the reduction procedure of computing normal forms
modulo a homogeneous ideal is algorithmic also using standard Gro¨bner bases techniques.
5.1. the automaton algebras of ufnarovski
As promised in the introduction, we now show that some of the automaton binomial
algebras mentioned in Ufnarovski (1989) are bi-automaton as well. The following propo-
sition is taken from the original paper by Ufnarovski.
Proposition 4. (Ufnarovski (1989, Theorem 9)) The following classes of finitely
generated algebras consist of automaton algebras:
(a) commutative algebras;
(b) algebras defined by two homogeneous relations of degree two;
(c) algebras defined by identifying with zero a finite number of words;
(d) algebras with defining relations determined by the commutativity ([xi, xj ] = 0) of
some generators.
We will prove that all algebras in (a) and (d) defined by pure binomials are bi-automaton.
We also believe that the binomial algebras in (b) can be shown to be bi-automaton by
simply checking all relevant cases in a long and tedious procedure. The algebras in (c)
are not defined by binomials, and are, therefore, of no interest to us.
Proposition 5. All the (pure) binomial algebras in Proposition 4(a), (d) are bi-auto-
maton.
Proof. (a) A commutative algebra can be seen as a quotient of the free algebra, where
the defining ideal I contains all commutators. We choose the deglex ordering on X =
{x1, . . . , xn} with xn > · · · > x1, and let C denote the set {xjxi − xixj | 1 ≤ i < j ≤ n}
of all commutators. It is easy to see (for example, by applying Mora’s algorithm) that
the pure binomial ideal I has a Gro¨bner basis G consisting of pure binomials. It is also
not hard to realize that if H is the set obtained from G by removing all elements where
the leading word is not of the form xα11 · · ·xαnn , then H ∪ C is a Gro¨bner basis for I. We
may also assume that the non-leading words of H are “reduced with respect to C”, so
every element of H is of the form
p = xα11 · · ·xαii · · ·xαnn − xα
′
1
1 · · ·xα
′
i
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Let p ∈ I be as in (4). By using the commutators, we also see that
xip ≡ xα11 · · ·xαi+1i · · ·xαnn − xα
′
1
1 · · ·xα
′
i+1




Since this procedure can be repeated for every xi ∈ X an arbitrary number of times we
see, starting from p ∈ I, that the set
p(∗) = {xα1+i11 · · ·xαn+inn − xα
′
1+i1
1 · · ·xα
′
n+in
n | ij ≥ 0, 1 ≤ j ≤ n}
of binomials is contained in I, and this set can be encoded as the regular set
s(∗)p = {(x1,1)α1(1, x1)α
′
1((x1,1)(1, x1))∗· · · (xn,1)αn(1, xn)α′n((xn,1)(1, xn))∗}.
We note that our choice of ordering implies that the leading word is preserved when
passing from p to the elements of p(∗), i.e. if the leading word of p is xα11 · · ·xαnn , then the
xα1+i11 · · ·xαn+inn are the leading words of p(∗).
Recall that all words occurring in the elements of H are of the form xα11 · · ·xαnn . By
Dickson’s Lemma (Dickson, 1913), there is a finite subset W ⊂ Ĥ such that for each
w = xβ11 · · ·xβnn ∈ Ĥ, there exists w′ = xβ
′
1
1 · · ·xβ
′
n
n ∈ W with β′i ≤ βi for all i (i.e. w′
divides w in the commutative sense). We let P ⊂ H be the set of binomials corresponding
to the leading words W . It is then not hard to see that the set of leading words of
P (∗) = {p(∗) | p ∈ P} must contain Ĥ. It follows that the finite union
S = ∪
p∈P
s(∗)p ∪ {xjxi − xixj | i < j}
is a regular set proving that I admits a regular Gro¨bner basis.
(d) Choose again a deglex ordering on X, and let P be the set of all ordered pairs x, y
of elements in X such that x > y and xy− yx is one of the defining relations. For y ∈ X,
further let cy = {z ∈ X | y > z, yz − zy = 0}. According to the proof of Theorem 9(d)
in Ufnarovski (1989), the finite union
G = ∪
x,y∈P
{xwy − yxw |w ∈ c∗y}
is a Gro¨bner basis for the ideal generated by the present commutators. The corresponding
factor algebra is then bi-automaton, since the regular set
S = ∪
x,y∈P
{(x,1)(1, y)(1, x){(z,1)(1, z) | z ∈ cy}∗(y,1)}
shows that G is in fact a regular Gro¨bner basis. 2
We showed in Proposition 2 that every bi-automaton algebra is automaton, and we
have just seen examples of automaton algebras that are bi-automaton. However, not
every automaton algebra defined by pure binomials is bi-automaton, as the following
example illustrates.
Example 5. We consider the ideal I of K〈a, b, x, y〉 generated by
G = {ax2kb− axkykb | k ≥ 1}.
The algebra K〈a, b, x, y〉/I is automaton for the same reason as K〈a, b, x, y〉/J in Exam-
ple 1. We claim that no matter what admissible ordering we choose, the set of leading
words Ĝ will be either
S1 = {ax2kb | k ≥ 1} or S2 = {axkykb | k ≥ 1}
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(and no mix between them). Since x > y clearly implies xk > yk and y > x implies
yk > xk, our claim follows from the multiplication preserving property for orderings.
We also note that there are no overlaps among S1 or S2, and these sets are, moreover,
reduced. Consequently, G is a Gro¨bner basis in every ordering, and the set of obstructions
is either S1 or S2. Since an ordering uniquely determines the obstruction set, S1 or S2 is
in fact the set of leading words of any minimal Gro¨bner basis.
Assume now that I admits some regular Gro¨bner basis G′; by Proposition 3 we can
assume that G′ is minimal, so Ĝ′ is either S1 or S2. Since S2 is our standard example of
a non-regular set, we must in fact have Ĝ′ = S1. By an obvious modification of Propo-
sition 2, we also see that the non-leading words ϕ2(G′) must be a regular set. We claim
that this set ϕ2(G′) is exactly S2, contradicting the assumption that K〈a, b, x, y〉/I is bi-
automaton. One verifies easily (e.g. by using the Gro¨bner basis G previously presented)
that axkykb is the only word equal to ax2kb modulo I. It follows that every element of
G′ must be of the form ax2kb− axkykb, and we are done.
5.2. subalgebras finitely generated by words
We will now study presentation ideals (defined later) for finitely generated submonoids
of a free monoid. The regularity of the set of relations associated with such a monoid
was first proved by Markov (1971/1972), constructing a finite state grammar. Another
construction is due to Spehner (1974/75) (see also Lallement, 1979), which also yields
an explicit presentation of the set of relations.
In this section we give a new construction for the presentation ideal, adjusting it to the
terminology introduced in Section 4. Moreover, we will show how this presentation ideal
can be associated with the concept of Gro¨bner bases, by providing an explicit construction
of a regular Gro¨bner basis for the presentation ideal for any finitely generated submonoid
of a free monoid.
Let U = {u1, u2, . . . , uk} be a finite subset of different non-empty words in X∗, and
let Y = {y1, y2, . . . , yk} be a finite alphabet of the same cardinality as U . We define the
K-algebra homomorphism µ : K〈Y 〉 → K〈X〉 by µ(yi) = ui for all i. We can show that
the kernel kerµ is a pure binomial ideal in K〈Y 〉 (cf. Sturmfels (1996, Lemma 4.1)),
and is homogeneous with the inherited graduation from X∗. Since the subalgebra K〈U〉
generated by U is the image of µ, we know that K〈U〉 is isomorphic to K〈Y 〉/ kerµ.
The ideal kerµ is called the presentation ideal for K〈U〉. This presentation ideal can be
calculated by standard Gro¨bner basis techniques using an appropriate ordering:
Proposition 6. Let H = {h1, h2, . . . , hk} be a set of elements in K〈X〉 and µ : K〈Y 〉 =
K〈y1, . . . , yk〉 → K〈X〉 the homomorphism defined by µ(yi) = hi for all i. If G is a
Gro¨bner basis for the ideal 〈yi − hi | 1 ≤ i ≤ k〉 ⊆ K〈X,Y 〉 with respect to some elimina-
tion ordering with X > Y , then G ∩K〈Y 〉 is a Gro¨bner basis for kerµ.
This method was first presented in Shannon and Sweedler (1988), and the small adjust-
ments required to make it work in the non-commutative case can be found in Nordbeck
(1998b). An elimination ordering with X > Y is, loosely speaking, an ordering where a
word containing a letter of X is greater than any word containing only the Y -letters.
As we can see, Proposition 6 is valid not only for words ui, but for arbitrary elements
of K〈X〉. The major problem with this technique is, of course, that the computation of
Gro¨bner bases need not terminate in our non-commutative setting. However, we will now
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show how a regular Gro¨bner basis for a presentation ideal can be obtained (algorithmi-
cally) by constructing an automaton for the set of irreducible relations (see later) arising
from a set of words U , and corresponding to the set S in Definition 3.
Recall the sets U and Y , and the map µ defined above. By a relation we will in this
section mean a pair of different words
(w,w′) = (yi1yi2· · · yik , yj1yj2· · · yjl) ∈ Y ∗ × Y ∗
such that µ(w) = µ(w′) in U∗. An irreducible relation is a relation where no proper left
subword of w is equal to, or forms a relation with, a proper left subword of w′. It is clear
that if (w,w′) is an irreducible relation, then w − w′ ∈ kerµ, and we can show that the
set of all such elements generates kerµ as an ideal.
Example 6. Let U = {xy, xyx, yx}, and consider the monoid U∗ generated by U . To
find all (irreducible) relations induced by U , it is necessary to detect all words in U∗
that can be “factorized” in (at least) two different ways. To build such a pair of different
factorizations, we can in our case begin with
xyx
xy.
We then continue by adding to the lower line a word beginning with x. Such a segment
that should be continued, like x earlier, will be called a protrusion. A pair can be ended




µ(y1) = xy, µ(y2) = xyx, µ(y3) = yx,
we see that the pair in (5) corresponds to the relation (y2y33 , y
3
1y2). In fact, it is not hard
to see that the set of all irreducible relations arising from U is
{(y2yk3 , yk1y2) | k ≥ 1}. (6)
In our graph M reflecting all irreducible relations, these relations will be built up using
the approach in Example 6. In order to represent the possible protrusions in the construc-
tion ofM, the states are indexed with right subwords of the elements in U , together with
an index indicating which sequence of the pair under construction the new word of U
should be added to. All transitions will be of the form (y,1) or (1, y), the first alternative
representing addition of µ(y) to the upper sequence (when viewed as in (5)), while the
latter adds µ(y) to the lower one. Formally, this construction may be represented as an
automaton M = (Q, q0, qa,Y, δ) with
Q = {q0, qa} ∪ {qyi | yi ∈ Y } ∪ {qI | I ∈ {1, 2} ×R(U)}
where R(U) is the set of all right subwords of the words in U , the alphabet Y =
(Y × 1) ∪ (1 × Y ) and the transition function δ defined as follows. In all cases it is
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assumed that w′ 6= 1.
δ(q0, (yj ,1)) = qyj




q(1,w′) if w = µ(yi)w′
q(2,w′) if µ(yi) = ww′
qa if w = µ(yi)
δ(q(2,w), (1, yi)) =

q(2,w′) if w = µ(yi)w′
q(1,w′) if µ(yi) = ww′
qa if w = µ(yi).
All other transitions are set to empty. The motivation for introducing the states qyi is to
avoid accepting the pairs (yi, yi) which are no relations, and moreover to avoid accepting
both the (identical) relations (w,w′) and (w′, w).
If S ⊂ Y is the set accepted byM, then the relations corresponding to S are, of course,
the set
{(ϕ1(s), ϕ2(s)) | s ∈ S}. (7)
To avoid too many technical details, we leave to the reader to convince her/himself that
our construction of M really yields exactly the set of all irreducible relations.
Example 7. For the monoid in Example 6 we get the automaton, after removing super-
fluous states:
The reader can check that this automaton gives the relations in (6).
We will now construct an ordering such that the relations accepted by our automata M
constitute a regular Gro¨bner basis. In other words, if S ⊂ Y is the set accepted by M,
then G = ϕ(S) is a Gro¨bner basis for kerµ with Ĝ = ϕ1(S).
Given an admissible ordering <X on X∗, we define an admissible ordering <Y on Y ∗





or µ(w) = µ(w′) but
degµ(y) < degµ(y′)
(8)
where y and y′ are the two leftmost non-equal letters in the factorizations of w and w′,
respectively. It is easily checked that the defined ordering <Y is indeed an admissible
ordering on Y ∗.
Let f be an arbitrary element of kerµ, and write f = cf̂ + c1v1 + · · · + csvs with
f̂ >Y vi ∈ Y ∗ for all i. Since µ(f) = cµ(f̂)+ c1µ(v1)+ · · ·+ csµ(vs) = 0, we see that µ(f̂)
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must be equal to some µ(vj), i.e. (f̂ , vj) is a relation. If (f̂ , vj) is not irreducible, then
it is easy to see that f̂ = uwv and vj = uw′v′ for some irreducible relation (w,w′), and
f̂ >Y vj implies w >Y w′ by our definition of <Y . Summarizing, we have shown that for
every f ∈ kerµ, there exists an element in the set
G = {gw = w − w′ | (w,w′) is an irreducible relation} ⊂ kerµ (9)
with ĝw | f̂ , and we conclude that G is a Gro¨bner basis for kerµ with respect to <Y . Note
that since a Gro¨bner basis for an ideal generates the ideal, it follows that G generates
kerµ.
If S is the set accepted by M, the “automaton for irreducible relations”, then we
clearly have ϕ(S) = G (cf. (7) and (9)). Recalling how the transition function δ of M
was defined, it is not hard to see that an element s ∈ S always begins with (yi,1)(1, yj)
where degµ(yi) > degµ(yj). It then follows from (8) that ϕ1(s) >Y ϕ2(s), so we also
have ϕ1(S) = Ĝ. Thus G is a regular Gro¨bner basis, and we have proved
Proposition 7. Let U ⊂ X∗ be a finite set of words, and let S be the subalgebra of
K〈X〉 generated by U . Then S is isomorphic to a bi-automaton algebra.
5.3. subalgebras with finite sagbi bases
We now consider subalgebras of K〈X〉 generated by arbitrary elements, i.e. not only
words. The concept of SAGBI bases (Subalgebra Analogue to Gro¨bner Bases for Ideals)
was introduced independently by Kapur and Madlener (1989) and Robbiano and Sweedler
(1990), and the direct generalization to non-commutative algebras can be found in Nord-
beck (1998a). The definition of a Gro¨bner basis (Definition 1) can be reformulated as: G
is a Gro¨bner basis for I = 〈G〉 if Ĝ generates Î as a monoid ideal. In analogue with this,
we say that H ⊂ K〈X〉 is a SAGBI basis for the subalgebra S = K〈H〉 generated by H
if Ĥ generates Ŝ as a monoid.
We next show that every subalgebra which admits a finite SAGBI basis is isomorphic
to an automaton algebra. Let, therefore, H = {h1, . . . , hk} ⊂ K〈X〉 be a finite SAGBI
basis for S with respect to some ordering <X on X∗. We let Ĥ = {ĥ1, . . . , ĥk} ⊂ X∗ play
the role of U presented earlier, so µ is defined by µ(yi) = ĥi and we use the ordering <Y
defined in (8). We further define the homomorphism ν : K〈Y 〉 → K〈X〉 by ν(yi) = hi
for all i. In analogy, K〈H〉 is the image of ν, and K〈H〉 is isomorphic to K〈Y 〉/ ker ν.
To prove that this factor algebra is automaton, we will now construct a Gro¨bner basis
for ker ν with a regular set of leading words.
We note that, by the multiplication preserving property for orderings, ν̂(w) = µ(w)
for all w ∈ Y ∗. In particular, if (w,w′) ∈ Y ∗ × Y ∗ is a relation, then the leading words
of ν(w) and ν(w′) are equal. Such a pair ν(w), ν(w′) forms a critical pair in SAGBI
theory, corresponding to the overlaps defined for Gro¨bner bases. Using the counterpart




ciν(wi) (or zero), ν̂(wi) <X ν̂(w) = ν̂(w′), (10)
for some c, ci ∈ K and wi ∈ Y ∗. We refer to Nordbeck (1998a) (or Kapur and Madlener
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(1989)/Robbiano and Sweedler (1990)) for the details. If we let
g = w − cw′ −
∑
ciwi, (11)
then it follows that ν(g) = 0, so g ∈ ker ν. We claim that the set G of all such g
for all irreducible relations (w,w′) is a Gro¨bner basis for ker ν with respect to <Y .
As in the previous section we therefore write the arbitrary element f ∈ ker ν as f =
cf̂ + c1v1 + · · ·+ csvs with f̂ >Y vi ∈ Y ∗ for all i. By (8) it follows that µ(f̂) ≥X µ(vi),
and since ν(f) = cν(f̂) + c1ν(v1) + · · · + csν(vs) = 0, it is easy to see that the leading
word µ(f̂) of ν(f̂) must be equal to some µ(vj), i.e. (f̂ , vj) is a relation. In analogy with
the previous section there exists an irreducible relation (w,w′) with w >Y w′ and w | f̂ .
We claim that for the element g ∈ G in (11) constructed from this relation (w,w′) we
have ĝ = w, finally showing that G is a Gro¨bner basis for ker ν. But the inequality in (10)
is just µ(wi) <X µ(w) = µ(w′), so according to the definition of <Y we have wi <Y w
and wi <Y w′ for all i, i.e. the greatest of w,w′ is the leading word of g, and our claim
is proved.
This last claim also shows that the set of leading words of the Gro¨bner basis G for ker ν
is the same as the set of leading words for the regular Gro¨bner basis in (9) constructed
for the presentation ideal kerµ previously. Earlier we have seen that the set of leading
words of a regular Gro¨bner basis is regular. By Corollary 1 we have then finally proved
Proposition 8. If the subalgebra S ⊂ K〈X〉 has a finite SAGBI basis, then S is iso-
morphic to an automaton algebra.
6. Reduction
In this section we take a closer look at reduction, i.e. the process of turning an element
in K〈X〉 into normal form modulo some ideal. The reduction with respect to a Gro¨bner
basis G consisting of pure binomials means that we successively look for substrings of
the word w to be reduced equal to some ĝ (g ∈ G), and replace by the non-leading word
of g. In other words, if w = u1ĝu2 for some g = ĝ − v, then w “reduces in one step” to
w′ = u1vu2, and we should continue to look for substrings of w′. As always when using a
Gro¨bner basis for reduction, the fact that we are using a well-ordering implies that this
procedure will terminate. The major task is to find the substrings equal to the leading
words of G, and this is the problem called string matching. For an extensive treatment of
the well-studied problem of string matching we refer to Crochemore and Rytter (1994).
Our main goal in this section is to describe how regular Gro¨bner bases can be used to
perform reduction.
We note that the task of performing reduction with respect to a finite Gro¨bner basis
G is fairly easy. If w is the word to be reduced, then the naive approach is of course
to look for the words ĝ (g ∈ G) in w one by one. A more efficient way is to build a
tree for Ĝ; this is the method used in the implementation of the program MRC (Monoid
Ring Completion) described in Reinert and Zeckzer (1999). Even better is to construct
an automaton M accepting the set of all words, the suffices of which belong to Ĝ; in
this way we do not have to restart the scan on each subsequent letter of w. To get a real
efficiency improvement, however, it is important to avoid starting over from the beginning
of the word under reduction after each substring replacement. This can be achieved by
keeping track of the successive states of M during the scan, and going back to the state
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corresponding to the letter of w just before the replaced string. The latter is the method
indicated on p. 403 in Epstein et al. (1991).
A major advantage in the finite case is the possibility to have a one-to-one correspon-
dence between words in Ĝ and accepting states of M, and thus each such state may
contain the corresponding non-leading word. The infinite case gets slightly more compli-
cated, but we will next explain how the automata corresponding to our regular Gro¨bner
bases can be used. We want to mention that a similar method is explained in Section 4
of Epstein et al. (1991).
Recall from Section 4 that to each regular Gro¨bner basis G there was connected a
regular set S in the pairs X . We will assume later that we have an automaton MS
accepting S at hand. Recall that the edges of MS are labelled by pairs where the first
coordinates form the leading words of G, and the second coordinates the non-leading
words. The idea is of course to, while scanning the word w to be reduced, traverse
MS by following the first coordinate of the pairs. A fairly naive approach would be to
simultaneously build up a word with the letters in the second coordinates. However,
we must comment on one substantial difference from the finite case: even if MS is
deterministic, it may not be “deterministic in the first coordinate”. Moreover, all edges
labelled 1 in the first coordinate should be traversed immediately when reached, without
scanning a letter in w; in other words, when considering possible paths from a given state
q, the entire 1-closure of q (the set of states reachable from q solely by 1-transitions) has
to be taken in account. We therefore have to work with subsets of states, just as in the
powerset construction outlined on page 165, and for each state in such a subset we keep
count of the non-leading word built by the second coordinates.
To improve efficiency we now want to, as in the finite case, use an automaton for the
set Ĝs of words with suffices in Ĝ; we will assume that we have an automaton MĜs
for Ĝs at hand (for the construction see, for example, Crochemore and Rytter, 1994).
In contrast to the finite case, we clearly cannot have one accepting state for each word
in Ĝ. Instead, when we reach an accepting state of MĜs , we start to scan the accepted
word backwards inMS , keeping track of the second coordinates as we go. In this way we
can find the relevant non-leading word. Note that we now face the same problems as in
the previous paragraph, for example occurrences of 1s. Finally, we can improve efficiency
further if we, just as in the finite case, keep track of visited states of MĜs .
One may object that the construction of the automatonMĜs is very time consuming,
since the number of states may grow exponentially. However, this effort can be sorted
under preprocessing and does not effect the performance during reduction.
7. Prediction of Regular Gro¨bner Bases
In Ma˚nsson (2000b) and Ma˚nsson and Nordbeck (2001), an algorithm is presented that
given a finite set S of words, the longest of length k, produces all regular sets Si with
the following properties:
1. the set of all words in Si up to length k is exactly S; and
2. Si can be accepted by an automaton with a number of states that is minimal among
all automata accepting sets satisfying property 1.
Thus there are, given S, only a finite number of such Si, and no other regular sets
satisfying the first property can be accepted by automata with strictly fewer states. In
Regular Gro¨bner Bases 179
particular, the input S is very rarely among the produced Si, since given an automaton
accepting a finite set S, it is almost always possible to find an automaton with fewer
states accepting a set satisfying property 1.
It is also proved in Ma˚nsson (2000b) and Ma˚nsson and Nordbeck (2001) that, given an
automaton accepting a regular set S, we can find a bound k (depending on the number
of states) such that words of S up to length k are sufficient to reproduce S. In view
of this latter result, it follows that a wanted regular set can always be found provided
we have sufficient information of its initial elements. The problem is, of course, that we
cannot know in advance (i.e. without knowing the complete regular set) when we have
sufficiently many words.
It is now clear how the above mentioned results can help us if we are expecting a
(infinite) regular Gro¨bner basis. Given a finite set of (pure) binomial ideal generators,
we apply Mora’s algorithm on them for a while, and then use the algorithm in Ma˚nsson
(2000b) and Ma˚nsson and Nordbeck (2001) to obtain a prediction of the infinite basis.
Example 8. Recall from the beginning of Section 4 the ideal I = 〈x2 − xy〉 ⊂ K〈x, y〉
and the sequence
x2 − xy, xyx− xy2, xy2x− xy3, xy3x− xy4
obtained using Mora’s algorithm. We write the first two of these elements in our alphabet
X as
(x,1)(1, x)(x,1)(1, y), (x,1)(1, x)(y,1)(1, y)(x,1)(1, y).
Given these two words to our prediction algorithm, we obtain the automaton
accepting the regular set {(x,1)(1, x)((y,1)(1, y))∗(x,1)(1, y)}. Applying the map ϕ from
Section 4, we end up with the basis G = {xykx− xyk+1 | k ≥ 0}, which we already have
seen is the expected Gro¨bner basis.
We need, of course, not always use the alphabet X = (X×{1})∪({1}×X). The previous
example would be less complicated if we used, as when treated in Section 4, the alphabet
X×X. We now give the following less trivial example where it also works to use X×X.
Example 9. We consider the ideal I = 〈xyx − yxy〉 ⊂ K〈x, y〉 (deglex x > y). The
initial Gro¨bner basis computation produces the sequence
xyx− yxy, xy2xy − yxy2x, xy3xy − yxy2x2, xy4xy − yxy2x3, xy5xy − yxy2x4.
Encoding this sequence as words in the alphabet {x, y}×{x, y} (in the unique way), and
giving this corresponding sequence in ({x, y} × {x, y})∗ to our algorithm, we obtain the
automaton
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accepting the regular set
{(x, y)(y, x)(x, y), (x, y)(y, x)(y, y)(x, y)(y, x), (x, y)(y, x)(y, y)2(y, x)∗(x, x)(y, x)}.
Applying the counterpart of ϕ (defined on (X ×X)∗), we obtain the basis
G = {xyx− yxy, xy2xy − yxy2x, xyk+3xy − yxy2xk+2 | k ≥ 0}.
Using the Diamond lemma, we can prove that G really is a Gro¨bner basis for the ideal I.
We have now seen two examples where the prediction algorithm for regular sets was
successfully used to find regular Gro¨bner bases. But we still had to extract the (possible)
Gro¨bner bases from the automata and apply the Diamond lemma “manually”. Moreover,
the regular Gro¨bner bases suggested by the algorithm may, of course, in some cases
contain elements that are not in the original ideals.
At this point, the authors do not know of any method to “automatically” check for
the Gro¨bner property. (For certain term rewriting systems, this property has been shown
undecidable in O´’Du´nlaing, 1983.) An automaton reflecting all overlaps and overlap re-
lations can be constructed, but how do we perform reduction of the infinite (but regular)
set of relations? Moreover, when reducing a regular set, the resulting set need not be
regular:
Example 10. Assume that we want to reduce the regular set {(xy)k | k ≥ 0} using the
Gro¨bner basis G = {xy − yx} (deglex x > y). It is easy to see that every (xy)k reduces
to ykxk via G, so the set of normal forms becomes {ykxk | k ≥ 0}. This latter set is once
again an example of our standard non-regular set.
Also note that it is shown in Otto (1998) that the question whether a finite term rewriting
system preserves regularity is undecidable.
We finally want to mention that a different approach of predicting an infinite rewrite
system using a finite initial sequence, also based on inductive inference, is presented in
Thomas and Jantke (1989).
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