High school graduation tests have become increasingly popular over the past two decades. Started as part of the minimum competency testing (MCT) movement in the 1970s, they are generally criterion-referenced1 exams that focus on basic reading and math skills. Since their inception, graduation tests and other high-stakes MCT have been extremely controversial. Proponents argue that such exams help raise achievement levels by focusing school goals and providing students and teachers with meaningful incentives. Critics respond that these tests are not only ineffective, but raise dropout rates, sacrifice higherorder thinking skills, and adversely affect students of color.
Nearly 20 years later, the debate surrounding MCT remains much the same, consisting primarily of opinion and speculation (Mangino & Babcock, 1986) . A lack of solid empirical research has allowed the controversy to continue unchecked by evidence or experience (Griffin & Heidom, 1996) . This paper utilizes data from the National Educational Longitudinal Study (NELS) to shed light on the issue and makes several improvements on the current literature by controlling for prior student achievement and addressing issues of sample selection and measurement error.
The second section provides some institutional background on MCT, discussing the theory underlying this policy and reviewing the previous literature on the topic. The third section describes the methodology utilized in this analysis, outlining several important estimation issues and describing the data. The fourth section presents the findings of the paper, and the final section discusses some of the limitations and implications of the work.
Institutional Background of Minimum
Competency Tests Graduation tests might be expected to influence student achievement in two ways-one internal to the student and one external. The internal effect involves student motivation. Under the traditional system, diplomas are awarded based on attendance and behavior rather than mastery of specific skills. A passing grade can be obtained in most high school classes with minimal effort and, as several observers have noted, few employers and only the most selective colleges look seriously at high school transcripts. Yet the diploma itself remains a highly valued prizea passport to good jobs and higher education. According to proponents, graduation tests will provide students an incentive to study, thus improving their achievement and school performance. This view suggests that graduation tests will be positively correlated with achievement. Jacob Second, graduation tests might be expected to influence student achievement through paths external to the student such as curriculum, pedagogy, and teacher effort. A large body of research known as the "effective schools literature" has identified several characteristics associated with successful schools. These include clearly defined objectives, a common mission, continuous monitoring of student performance, and appropriate remediation for underachieving students (Purkey & Smith, 1983 , 1985 Stringfield & Teddlie, 1988) . To the extent that graduation tests focus everyone in the school on a common goal (i.e., ensuring that all students master the basic skills to pass the exam), they might be expected to raise achievement levels. Proponents often argue that competency testing will allow teachers to identify student weaknesses, focus remediation efforts, and help demystify school requirements for students, parents, and the public.
Although graduation exams may have a positive impact on student achievement, critics warn that they will narrow the scope of the curriculum (Airasian, 1987; Airasian & Madaus, 1983 ) and increase the dropout rate (Archer & Dresden, 1987; McDill, Natriello, & Pallas, 1987; Serow, 1984) . According to this line of thinking, students who initially fail the exam may become discouraged and conclude that remaining in school is not worth the effort. For example, Richman, Brown, and Clark (1987) found that low-achieving students who failed the North Carolina exam showed increased tendencies toward alienation, anxiety, and apprehension after the test.
In considering the impact of graduation exams, it is important to keep in mind several factors. First, because most exams focus on basic skills (generally at the eighth-or ninth-grade level), one might expect that the existence of a graduation test requirement would have very little impact on high-achieving students who are taking advanced courses and expect to pass the exam easily. Catterall (1987) argues that the impact on the general student population may be marginal. On the other hand, low-achieving students who are less confident about passing the exam and who are in more basic courses may be more influenced by the presence of a graduation test requirement. This suggests an interaction between graduation tests and prior student achievement.
Second, the administrative level at which the exam is mandated may influence its effect on stu-100 dent outcomes. Although graduation tests are commonly mandated by the state, minimum competency testing may also be a school or district policy. Previous research has largely ignored the level at which this policy is implemented. The studies that use aggregate data necessarily focus on state-level policy, but several studies that used National Assessment of Educational Progress (NAEP) data considered graduation testing as a school-level variable. There are good reasons to suspect that the level at which the policy is implemented may influence its impact. Individual school personnel generally have little input in statewide policy decisions. Moreover, such mandates are rarely accompanied by significant training, materials, or financial resources. On the other hand, if an individual school decides to adopt this type of policy, it is likely that the teachers have had at least some input in shaping the program. Similarly, district policies are more likely to come with resources to support their implementation. However, district or school policies are more likely to be subject to exceptions and changes that could dilute the impact of the program. Finally, it is possible for program visibility to vary depending on the implementation level, although the direction that this bias takes is unclear. The direction or magnitude of the difference is difficult to predict, but there may, in fact, be substantial differences between state-mandated and school-mandated policies.
Although students are generally required to take the exams initially prior to the 11th grade, the timing of their impact is unclear. If the influence of graduation tests, in terms of either student motivation or course taking, is limited to the period prior to the exam, one might expect students who attend test schools to demonstrate different gains from the 8th to the 10th grade, but relatively similar gains during the second half of high school. On the other hand, if the impact of the exams is only felt after a student fails and faces the prospect of not graduating, then we might expect 10th-to12th-grade gains to vary significantly between test and nontest schools. Finally, if the testing program has a more general impact on student or school behavior, then one might expect differences in 8th-to-12th-grade gains depending on whether the school requires such exams. Separate analysis of gains from 8th to 10th and 10th to 12th grades did not produce any clear or consistent patterns, so results in this paper are presented for gains from 8th to 12th grade.2
The lack of empirical research on the achievement effects of mandatory graduation exams is striking, particularly in light of their growing popularity across the nation. The few studies that have examined the impact of MCT on student achievement tend to focus on younger children in lowstakes testing environments. Two longitudinal studies examined the impact of MCT within a single state, but in neither case was the exam required for graduation at the time of the study. Mangino and Babcock (1986) compared 9th-grade mathematics achievement in Austin before and after the introduction of the Texas Assessment of Basic Skills (TABS) in 1980. They found that although test scores increased in 1981, there were no significant gains in 1983 compared with years prior to TABS implementation. In contrast, Hess and Lockwood (1986) found an upward trend in achievement in several grades and subjects following the initiation of the Alabama Basic Competency Program (ABCP).
Winfield (1990) used a national cross section from the 1983-84 NAEP to explore the relationship between MCT and student reading proficiency, although she focuses exclusively on school-level exams whose relative salience for students (i.e., high versus low stakes) is unclear. Controlling for a variety of individual, school, and regional variables (though not prior achievement), she found that 8th-and 1 Ith-grade students attending schools with MCT programs scored higher than their peers in schools that did not have such programs. In addition, Winfield found larger effects for African American and Hispanic students than for members of other groups.
Frederiksen (1994) addressed the issue of highstakes testing more directly. He compared the performance of students who participated in the 1978 NAEP mathematics exam with those who participated in the 1986 exam. He found that 9-year-olds in states with high-stakes MCT showed considerably more improvement from 1978 to 1986 than similar students in low-or moderate-stakes states. He found similar patterns for 13-and 17-year-olds, although the effects appear to drop off with the age of the students. This last point is crucial because it is the 17-year-olds for whom high-stakes testing likely means a high school graduation exam. Moreover, Frederiksen (1994) does not control for prior achievement or other student characteristics in this study. Assuming that graduation exams have their primary impact on student achievement during high school, one should examine the gain in achievement from age 13 to 17, for example, rather than simply the outcome for 17-year-olds. In this case, the appropriate comparison would be between the 13-to-17-year-old achievement differentials in 1978 and 1986. Bishop (1998) focused specifically on highstakes graduation exams, compiling evidence from several different sources to document the positive effect of such exams. In one analysis of international data, he finds that seventh-and eighthgrade students in countries with exit exams perform significantly higher in math and science exams. In an attempt to control for the influence of national culture, Bishop uses similar data to examine the achievement of 13-year-olds in Canada during 1990-91. He finds that students in provinces with exit exams score significantly higher in math and science than students in other provinces. In a separate analysis, Bishop finds that students in New York State, which has a system of regents examinations that resemble the exit exams taken by secondary school students in other countries, score higher on SAT and NAEP exams than students in other states, controlling for several state-level measures of socioeconomic status.
Finally, there is some evidence that high-stakes testing leads to achievement gains among upper elementary students. Roderick, Jacob, and Bryk (2001) evaluated Chicago's recent policy to end social promotion, which requires third-, sixth-, and eighth-grade students to meet minimum test score standards in order to move to the next grade. They find that student performance in the sixth and eighth grades increased after implementation of the policy, conditional on incoming student ability and systemwide achievement trends.
If the evidence on graduation exams and achievement is limited and mixed, the existing research on such exams and dropout rates is somewhat more developed. To begin, several studies have provided indirect or inconclusive evidence on this relationship. For example, Catterall (1987) investigated the association between state MCT policy and graduation rates but did not find any conclusive relationship. Kreitzer, Madaus, and Haney (1989) compared states with the highest and lowest dropout rates, examining test policy as well as other related factors such as retention rates and the family background of students. They note Jacob that the positive correlation between state graduation test requirements and dropout rates is thought provoking, but that there is no solid empirical evidence for a causal link between test policy and dropout rates. Catterall (1989) found that students who initially fail high school graduation tests are significantly more likely to express doubts about their chances of finishing school, even after controlling for earlier grade retention, academic performance, peer culture, and family background.
Other studies have focused on the relationship between actual performance on a graduation exam and subsequent school leaving. MacMillan, Widaman, and Hemsley (1990) studied approximately 1,200 students in California, most of whom were classified as learning disabled or exhibited low achievement levels. They found that failure on the graduation exam was associated with a substantially higher likelihood of dropping out for learning disabled and low-achieving students, and a slightly higher chance of leaving school for the control group. Unfortunately, they do not control for factors such as academic performance or family background that may be related to performance on the test as well as dropping out. Griffen and Heidor (1996) provide a more rigorous and thorough examination of the relationship between performance on graduation exams and school leaving. Drawing on a cross section of more than 76,000 secondary school students in Florida during 1990-91, they find that failure on the examination significantly increases the probability of leaving school, but only for students who were doing well academically (based on a measure of high school GPA). Interestingly, they found no significant difference in dropout rates between low-achieving students who passed and those who failed the exam.
Lillard and DeCicca (2001) use a combination of aggregate data on high school dropout and completion rates and individual data on dropout decisions to investigate the impact of graduation requirements on dropout decisions. They find that state-mandated minimum course requirements are associated with increased dropout rates, but that MCT has no statistically significant effect on dropout decisions.
However, these studies have focused on the relationship between MCT failure and school leaving. These results do not necessarily imply that the existence of the policy will lead to higher dropout rates. The incentive provided by the exam may en-102 courage students to work harder and learn more, enabling them to pass the exam. Even if they do not pass the exam, greater achievement may mitigate their chances of dropping out. More important, states and districts that implement such exams may have other policies or characteristics that act to reduce the probability of dropping out. Few studies have rigorously addressed this question. Reardon (1996) finds a relationship between the presence of junior high school competency exams and subsequent dropout rates in low-SES schools. He finds that dropout rates in low-SES 8th-grade schools with MCT requirements are 2% to 6% higher, on average, than those in otherwise similar schools without MCT.
Methodology
Although it is rarely possible to design an ideal evaluation, it is useful to highlight the criteria that such an assessment should meet, both as a basis for reviewing previous research and for understanding the possibilities for future work. In general, an evaluation of graduation exams would consider the experience of all schools, districts, and states that have adopted such policies rather than focusing on only one state. It should also attempt to account for differences between graduation exams in terms of factors such as material covered, passing standard, and time of administration, and utilize individual student-level data that allow the researcher to examine interactions between policy impact and student characteristics. Perhaps most important, the evaluation must address the following estimation issues.
Estimation Issues
Four estimation issues are particularly important to consider in this analysis: omitted variable bias, endogeneity of the MCT policy, selection bias in the achievement equations stemming from dropout decisions, and the correlation of errors generated by the cluster-based sampling frame. The last issue is the least problematic. All estimates report Eiker-White robust standard errors that account for the clustering of students within schools and states.
The first estimation issue, omitted variable bias, is generally a concern when an omitted independent variable is correlated with both the outcome and the policy of interest. In the case of graduation testing, the omission of prior achievement is particularly problematic because, as we see below, it is highly correlated with student outcomes as well as the policy. The inclusion of prior achievement in the model raises two additional concerns involving the timing and reliability of the achievement measure. Ideally, prior ability should be measured immediately preceding the period in which the policy is predicted to affect achievement. If graduation tests simply affect high school students and teachers, a measure at the end of the eighth grade is most appropriate. However, to the extent that graduation tests have a behavioral impact prior to high school, controlling ability in the eighth grade will tend to underestimate the total impact of the policy. For example, if middle schools in states with mandatory graduation exams alter their curricula to prepare students for the exams, or junior high students in these states work harder knowing that they face a high-stakes exam in several years, then one might choose sixthgrade ability as a proxy for prior achievement.
The reliability of the achievement measure is perhaps even more important than its timing. Suppose that a student's eighth-grade math test score is used to measure prior achievement. To the extent that this score is measured with error (and that prior ability is also correlated with the MCT variable), the coefficient on MCT will be biased toward 0. The two preferred approaches are instrumental variables (IV) and errors in variables (EV). These strategies are more difficult to implement because they require knowledge of the extent of measurement error (for the EV approach) or a variable that is correlated with the contaminated measure but not correlated with the outcome of interest (for the IV approach). In this case, however, the reliabilities for the NELS base-year exams are provided in Rock and Pollack (1995) . Using this information, I estimate the dropout and achievement equations using an EV strategy that essentially involves correcting the inflated variance of X that is due to measurement error.
Jacob
The second major estimation issue in this analysis involves the endogeneity of the MCT policy variable. To the extent that MCT is correlated with unobserved school or state characteristics that also influence student achievement or dropout decisions, one may obtain biased estimates of the graduation test policy. However, the direction of the bias is less clear in this case, depending largely on the assumptions one makes regarding the process by which schools or states adopt such exams. For example, if struggling states were more likely to adopt such exams and one did not specifically capture these factors in the achievement model, then the test variable would be biased downward. On the other hand, if states that were more dedicated to education were more likely to adopt graduation test requirements, then the exclusion of the appropriate state-level covariates would result in a positive bias. Another endogeneity issue arises from the relocation decisions of students. If, for example, students switch districts in order to avoid the graduation test requirement in their schools, then traditional estimation methods will suffer from selection bias. While such conscious relocation decisions are less plausible at the state level, it is conceivable that such decisions would have a nontrivial effect on estimation of school-level policy decisions.
Perhaps the best solution to potential endogeneity involves the use of a natural experiment that generates exogenous variation in students' experience of graduation test policies. Unfortunately, such experiments are extremely difficult to identify. In order to mitigate potential biases, I include a variety of school and state control variables, including measures of the social background of the state population (i.e., percentage of children in poverty, percentage foreign born, median household income) and other state educational policies (i.e., credits required for high school graduation and per pupil expenditures).
The third estimation issue involves the potential bias arising in the achievement equations because of selective dropout decisions. If graduation tests induce low-achieving students to drop out at higher rates, then estimates of the policy's impact on achievement gain will generally be biased upward. On the other hand, if the policy improves the overall quality of schooling and thus induces marginal students to remain in school, then estimates of the policy's impact will be biased downward. Although NELS made 104 a substantial effort to survey students who had dropped out of school, many students did not take the cognitive exams in 1992. I use several approaches to test the sensitivity of the achievement findings to potential sample selection.
Empirical Strategy
With the exception of some type of natural experiment, the ideal for evaluating MCT policy would consist of a nationally representative panel of cohorts spanning the period during which graduation tests were implemented. This strategy would utilize the variation in implementation date to identify the graduation test effects. Such data would contain information on student achievement as well as a variety of student, school, and state characteristics. In this case, one potential estimation model would be AY/tk = Po + TESTJtk5 + Xil + WjtP2 + Zf,33 + e (4) where i indexes students, j indexes schools, k indexes states, and t indexes the cohort or year (i.e., t = 92 might be thought of as the high school graduation test of 1992). AY is the test score gain during high school or any other period one might choose as appropriate. TEST might be thought of as a vector of graduation test characteristics. In the simplest model, it would simply be a dummy variable indicating whether the school or state had a graduation test during time t. The coefficient on TEST, 6, might be thought of as a conditionally random coefficient that varies based on various characteristics of the exam-i.e., the difficulty of the exam, the subjects covered in the exam, and the grade during which the exam is first offered. In this case, 6 = 80 + LjkO + u, where 60 is the average effect and L is a vector of test characteristics. X is a vector of individual student characteristics whose effects are modeled as constant across time, school, and state. W and Z are vectors that represent school and state characteristics, respectively, and are modeled as time varying, but otherwise constant. The error term, e, consists of distinct school, state, and individual components.
Unfortunately, such ideal data do not exist. States and districts use different standardized exams, making comparisons of student achievement across schools impossible. Until recently, the National Assessment of Educational Progress (NAEP), which administers the same exam to students nationwide, has not been designed to collect reliable, state-representative estimates. Moreover, NAEP data do not measure individual student growth over time. High School and Beyond (HSB) and the National Educational Longitudinal Survey (NELS) data track student growth over time and administer identical cognitive tests to students nationwide, but only follow one cohort of students. SAT and ACT data raise issues of sample selection because they are only taken by college-bound students.
In light of these limitations, I estimate the following restricted version of this model using a cross section of gains from a single cohort: was designed to monitor a nationally representative sample of young adults as they progress from the eighth grade through high school into postsecondary education or work. The primary advantage of this data set is that it includes cognitive test scores for each student in 8th, 10th, and 12th grade.4 This allows a comparison of achievement gains for students in different school districts and states that normally take different standardized tests. Parent, teacher, and school surveys are linked to each student as well, providing rich contextual information for each individual.
Data on high school graduation tests are drawn from several sources. Graduation tests may be school, district, or state requirements. Information on state-mandated exams comes from the Council of Chief State School Officers and the North Central Regional Education Laboratory (Bond and King, 1995a; Bond and King, 1995b) as well as personal interviews with state education officials.5 As Table 1 indicates, students in the NELS cohort (Class of 1992) were subject to graduation tests in 15 states. While there is some variation between states in exam content, the exams generally require students to demonstrate mastery of basic math and reading skills, often equivalent to the eighth-or ninth-grade level. In most states, certain special education and bilingual students are exempt from the requirement.6 Information on school-mandated graduation tests is taken from surveys of the principal in the school that the student attended during the first and second follow-up survey periods (1990 and 1992 respectively).
Dropout here is defined as not being regularly enrolled in school. This variable measures the proportion of students in the panel sample (i.e., who were eighth-graders in 1988) who were not enrolled as regular students in school at the time of the second follow-up survey in spring 1992. Students with an undetermined status, who had dropped out and returned to school and who were enrolled in alternative programs, were considered to be in school.
I limit the analysis to students attending public schools who were included in the base year and first two follow-ups and have complete data on key variables. This sample includes 12,171 students.7 An additional 971 students are missing data on school-mandated graduation tests. Unfortunately, this presents a significant problem for estimating the dropout models because most of these students have missing data precisely because they Jacob were out of high school at the time of the surveys. For this reason, I only examine the impact of statemandated graduation tests on dropout decisions using the "state" sample (n = 12,171) described above. For the achievement analyses, I also examine a "school" sample that includes the 11,200 students with data on state-and school-mandated graduation tests. (The state and school samples used in the achievement models include only students with 12th-grade test scores, which further reduces the sample sizes to roughly 9,500 and 9,000 students, respectively; see Tables 7 and 8.) Missing data due to nonresponse on the principal surveys are also problematic. For example, roughly 25% of the students do not have data on teacher salaries or education levels within their high schools. Rather than deleting all students with missing high school data (because of the broad range of school measures I include, this would reduce the sample size considerably), I impute values for missing high school data using student, school, and state information8 and include dummy variables to indicate whether the value for a particular variable was imputed. In order to test the sensitivity of the results to these imputations, I estimated models on a sample with complete data and obtained similar results.
A variety of student, school, and state characteristics can have a profound impact on a child's learning. If attendance at "test" schools is correlated with any unobserved characteristics that influence achievement, then the omission of these variables will produce biased estimates of the policy variable. To limit this bias, I include a variety of variables to control for such characteristics that may partly explain achievement. As mentioned above, I include several measures of prior achievement, including a student's eighth-grade test scores in math, reading, science, and history9; eighth-grade GPA; and the mean eighthgrade test score in the student's base-year school. Race and gender are coded as dummy variables with white and female categories excluded. Race and gender interactions are also included. SES is a composite created by NELS that incorporates family income, parents' occupation, and parents' education and is measured in the base year. The composite was used here because it predicts student outcomes as well as the three separate indicators and has fewer missing observations. In addition to these basic demographics, the following student controls were included: age (as of the base-year survey), special education status, language minority (i.e., whether a language other than English is spoken in the home), family size, single-parent household, educational aspirations (a binary variable indicating whether the student plans on attending college), an indicator of whether the student has any siblings who have dropped out of school, and a composite measure of eighth-grade disciplinary problems that incorporates information such as the number of times the student was sent to the office, was suspended for fighting, and had his or her parents contacted by school officials.
At the school level, I control for the size (measured as the natural log of enrollment) and location (dummy variables for urban and rural schools were included, with suburban schools as the excluded category) of the student's high school. As a proxy for the socioeconomic and academic status of the student population in the school, I included measures of the student population taken from the survey of principals, including the percentage of racial minority students, receipt of free or reduced-priced lunch, the taking of remedial courses in reading or math, and attendance at college preparatory courses. I also included a measure of the average daily attendance rate, the mean student SES in the school (the average base-year SES of NELS students attending the school), and the median household income of the neighborhood in which the school was located (a census variable, included as a natural log). However, because the theory behind such highstakes testing suggests that MCT is most likely to influence the lowest achieving students, I specifically examine the educational outcomes for the bottom decile, quintile, and half of the ability distribution. A student's rank is based on a composite of eighth-grade math and reading scores, weighted and standardized against the entire eighth-grade sample.11 One may thus interpret students in the first decile as among the bottom 10% of eighth-graders nationwide in reading and mathematics in 1988. An examination of outcomes by prior achievement reveals several interesting facts. Once we stratify by eighth-grade achievement, 1992 test scores appear roughly equivalent across test and nontest states in all bottom deciles. But as with the full sample, dropout rates among lower achieving students in test states seem to be slightly higher than those in nontest states.
Although students in test states appear to have equal or slightly worse outcomes than those in nontest states, it appears that schools and states that adopt mandatory graduation tests also serve more disadvantaged populations. Table 5 presents OLS and errors-in-variables (EV) estimates of the relationship between graduation tests and student outcomes that control for a wider variety of observable student, school, and state characteristics. In general, it appears that MCT does not have an effect on student outcomes. Consider the OLS results in columns 1, 3, and 5. Conditional on prior achievement and other controls, we cannot reject the null hypothesis that graduation tests have no effect on the probability of dropping out or on 12th-grade achievement in mathematics or reading. Perhaps more important, the point estimates are extremely small in all cases. The coefficient on 12th-grade math achievement of 0.53, for example, is only 0.04 of a standard deviation and corresponds to roughly 0.17 of a student's average annual learning gain in high school. (This gain, sometimes referred to as a grade-level equivalent or GLE is calculated by dividing the average gain from 8th to 12th grade by 4. The GLE is roughly 3 in math and 1.5 in reading.)
The point estimates for reading achievement and the probability of dropping out are even smaller. The results are comparable in analyses that include school-as well as state-mandated graduation tests (see Table 6 ). The other estimates in these models are generally as one would expect. Eighth-grade math and reading achievement are extremely good predictors of 12th-grade achievement. Student SES, gender, and race are also associated with 12th-grade achievement. Boys do better in math, and girls do better in reading; African Americans and Hispanics do slightly worse than their peers. African American males score particularly low on 12th-grade math tests. Older students, who have likely been retained in elementary school, have lower achievement gains, as do special education and language-minority students. School SES is positively correlated with student achievement, although the percentage of teachers with an M.A. degree does not have a statistically significant impact on high school gains. Conditional on the extensive set of student and school characteristics included in the models, state-level variables do not have a statistically significant impact on achievement, although the point estimate on per pupil expenditures in the math equations is relatively substantial (roughly 0.50 of a GLE).
The dropout equations show similar results. While the individual eighth-grade math and reading scores are not statistically significant individually, the set of eighth-grade achievement scores has a significant effect on achievement (F(4,49) = 4.55, p < .003). Eighth-grade GPA is negatively associated with the probability of dropping out. Older students and those in special education are Table 5 present estimates from EV regressions that use the reliabilities for the base-year achievement tests in NELS. Note that the coefficients of eighth-grade achievement increase substantially in the two achievement models (i.e., eighth-grade math coefficient increases in the math equation, and the eighth-grade reading coefficient increases in the reading equation), confirming our prior belief that the influence of these variables was attenuated due to measurement error. However, estimates of the graduation test variable are virtually unchanged. The point estimates remain quite small and are not statistically different from 0 at traditional confidence levels. This suggests that, conditional on the other measures of student background and school and state characteristics, a student's prior achievement is only weakly correlated with graduation test policy.
Although graduation testing appears to have little impact on the student population in general, it may have a more significant effect on lowachieving students who are at risk of failing the exam. Table 7 presents OLS estimates of the relationship of graduation tests and student outcomes 112 for the full sample and for several different groups of low-achieving students, including the bottom decile, bottom quintile, and bottom half of the eighth-grade achievement distribution. The point estimates in the achievement equations are generally negative but small in magnitude. In no case is it possible to reject a null hypothesis of zero effects. One possible exception to this pattern involves the impact on reading achievement of the bottom-decile students. The estimates in Table 7 suggest that, conditional on prior characteristics and other student and school characteristics, students in test states gain 0.25 GLE less than students in nontest states. Table 8 presents results for the same analyses that include school-as well as state-mandated exams. When school-mandated exams are included, the effects appear to become slightly more negative, although in all but one case, they are still neither statistically significant nor substantively important. The one exception is reading achievement for bottom-decile students for whom graduation exams are associated with roughly 0.50 GLE lower learning gains. Although this effect is statistically different from 0, the small sample size suggests that this coefficient should be interpreted with caution.
With respect to the effects of state-mandated tests on dropping out shown in Table 7 , graduation testing does appear to be associated with higher dropout rates among the bottom 10 and 20 student percentiles. Bottom-decile students in test states are 8.6 points, or roughly 33%, more likely to drop out than comparable peers in nontest states.'2 Despite the large point estimate, this coefficient is too imprecisely estimated to permit rejection of the null hypothesis of zero effect. How- ever, bottom quintile students in test states are 6.5 points, nearly 25%, more likely to drop out of high school than peers in nontest states. This estimate is statistically different from 0 at conventional confidence levels. The effect of graduation testing on the probability of dropping out among certain segments of the student population raises concern about the effect of sample selection in the achievement equations. More than 21% of the sample does not take the 12th-grade achievement tests. Many of these students have formally dropped out, and the remainder may well have unofficially stopped attending school. Although NELS made an effort to survey and test all dropouts, dropouts are more than three times as likely to lack 12th-grade achievement scores. Moreover, separate estimates of the impact of state-mandated MCTs on the probability of taking the 12th-grade math test were marginally significant (beta = .038 and p = .08) for the full sample, although they were not significant for the bottom quintile (beta = -.005 andp = .84). If one assumes that students who do not take the 12th-grade exams would have made smaller achievement gains during high school than otherwise comparable students who decided to remain in school, then the preceding analysis will tend to overestimate the effect of graduation testing on achievement. Because the tests appear to have point estimates that were not significantly different from 0, we might be concerned that the true effect of the policy is negative. Table 9 presents a range of alternative approaches for determining the potential impact of sample selection on the test score estimates. The table presents maximum likelihood estimates based on the assumption that the error terms in the selection equation and the achievement equation follow a bivariate normal distribution (Heckman, 1976) . In the full sample, there is a weak correlation between taking the graduation exam and predicted achievement. However, because I could Jacob not find any variables that affect the probability of a student taking the exam that do not also affect the student's achievement, this model is identified purely from the strong functional form assumption. Unfortunately, this assumption is strongly rejected in these data.13 The value of p = 1 in the bottom quintile samples also suggests that this model is not appropriate for the data.
As an alternative approach to the sample selection problem, I estimate the test score regressions under various assumptions about how those who did not take the test would have fared had they done so. Under the extreme assumption that nontakers would have shown no improvement from the eighth grade, the estimates decrease by roughly 1 GLE in both full sample reading and math equations. While this effect is neither statistically nor substantively significant for math, the reading results suggest that the exams may have a negative impact on achievement under these assumptions. However, the same experiment estimated using median regression, which is less sensitive to tail behavior, again shows little effect. Assuming that nontakers have a gain equal to the average gain of all students who took the testagain an extreme assumption because the nontakers are likely to have dropped out of school and to be worse students on average-lowers the estimates only marginally. If one adopts a somewhat more moderate assumption about the gains of nontakers, namely that they will gain the average of test takers within their base-year schools, the results are virtually identical to the baseline estimates. This suggests that the effect of graduation testing on achievement shown in Tables 5  and 7 is relatively robust to sample selection.
Discussion
Contrary to earlier work, the findings presented in this paper suggest that mandatory graduation tests do not have a positive impact on student achievement. After accounting for prior student achievement and a variety of other controls, graduation tests appear to have no effect on 12th-grade math or reading scores. These results are similar for students at all points in the ability distribution and appear robust to potential sample selection and measurement error biases. The one exception involves reading achievement among bottom-decile students, in which case it appears that school-or state-mandated graduation testing may be associated with somewhat smaller learning gains. Although graduation tests 116 have no appreciable effect on the probability of dropping out for the average student, they seem to increase the dropout rate among the lowest achieving students. In fact, students in the bottom quintile in test states are roughly 6.5 points, or 25%, more likely to drop out of high school than comparable peers in nontest states.
The achievement finding is perhaps not surprising given the structure of many high school graduation exams during this period. Bishop (1998) identifies six characteristics of exit exams that generate "uniquely powerful" incentives: (1) The exams have real consequences for the student, (2) the exams define achievement relative to an external standard, (3) the exams are organized by discipline and keyed to the content of specific course sequences, (4) the exams signal multiple levels of achievement, (5) the exams cover almost all students, and (6) the exams assess a major portion of what students are studying or are expected to know. In contrast to this ideal, most graduation tests mandated by states or schools during this period were merely pass/fail tests, they were not keyed to specific course material, and they had passing standards that were set quite low. Catterall (1989) reports passing rates of 60% to 80% among first-time test takers. In Florida, passing rates for mathematics among first-time test takers in the late 1980s were around 80% (Griffin and Heidom, 1996) . Moreover, according to some estimates, only 1% of those who have taken the test in earlier grades fail to pass the exam in the final year of high school (Serow, 1984) . It is hardly surprising, then, that graduation tests do not appear to significantly affect student achievement.
Along these lines, students and teachers may have found a way to bypass the requirement in some cases. Several researchers have written about the various ways schools buffer themselves from district or state mandates, and thus how difficult it can be for reforms to affect classroom practice (Cuban, 1984; Tyack and Cuban, 1995; Wilson, 1993) . Glass (1987, 1989 ) document a variety of ways in which minimum competency exams are not strictly enforcedflexibility in applying the standard, allowing examinees to retake the exam numerous times until they pass, exempting bilingual and special education students, and reclassifying low-achieving students into these exempted categories.
Another factor that may help explain the dropout findings as well as the achievement results concerns the resources available to assist struggling students. Recent work on the impact of high-stakes testing in Chicago suggests that the additional resources provided to at-risk students in the form of reduced class sizes, after-school tutoring, and intensive summer school programs play an important role in the observed achievement gains (Roderick, Bryk, Jacob, Easton, & Allensworth, 1999). Unfortunately, this type of support does not come cheap-Chicago spent more than $17 million on its after-school program in 1999. It is unlikely that many states or districts are able to devote these types of intensive resources to students at risk of failing the graduation tests.
Finally, the aggregate results we have obtained here may be masking an underlying heterogeneity in effects. For example, earlier studies have shown that exit exams may have a positive impact on student achievement in New York. Unfortunately, we do not know enough about the nature of the exams across states during this period to test this hypothesis. Catterall (1987) notes that graduation tests vary in a variety of ways-the nature of the state mandate, the definition of the competencies tested, the standards applied, the system of administration, the consequences of failure, including possibilities for retesting, and the remediation programs offered. Moreover, this study focuses solely on the period from 1988 to 1992. Since that time, a number of states have adopted new graduation test requirements and others have raised the standards on existing exams. It is possible that these changes have altered the impact of the policy as well.
The other major limitations of this study involve the estimation strategy. First, while this analysis measures achievement gains, it essentially provides a cross-sectional perspective in that it analyzes only one cohort of students. As discussed early in the paper, a preferable approach would look within states to compare the achievement gains of cohorts attending high school before and after a graduation test policy was implemented. Second, although I have attempted to control for observable school and state factors, there may remain unobservable factors that are correlated with student achievement, dropout patterns, and the policy. Possible remedies include better school level controls or an instrumental variable approach.
Despite these limitations, the findings in this study suggest that policymakers would be well advised to reexamine the goals, structures, and outcomes of high school graduation tests. Considering the highly politicized nature of such exams, this will not be an easy task. A graduation requirement with significantly higher standards would prevent many students from graduating, at least initially as students and teachers adjust. Moreover, this study suggests that graduation exams will indeed primarily affect low-achieving students, who disproportionately come from economically disadvantaged and racial minority groups. In the past, graduation tests in many states have been subject to legal challenges and fierce opposition (McCarthy, 1983; Popham and Lindheim, 1981). More recent public outcry has caught the attention of politicians and educators as several states have instituted tough new standards in the last year or two, only to see extremely large numbers of students fail to meet them (Olson, 1999 (Olson, 1999) . The recent success of some high-stakes testing policies for younger students in several urban districts such as Chicago may provide guidance concerning the right combination of incentive and support necessary to produce significant achievement gains without increasing the dropout rate. Notes I would like to thank Robert LaLonde, Susan Mayer, and Robert Meyer, workshop participants at the Harris School, and two anonymous reviewers for many helpful comments and suggestions. I am also grateful to Jeffrey Owings and Aurora DAmico at NCES for help in understanding details of the NELS data and to Fay Booker for invaluable assistance with data issues. All remaining errors are solely the responsibility of the author. Jacob 1 A criterion-referenced exam measures student performance in terms of degree of mastery of a specific set of knowledge and skills. In contrast, normreferenced exams measure student performance in comparison with that of other students (i.e., generally in terms of a percentile score).
2 While I will generally refer to the change in a student's score as a gain, from 1988 to 1992 approximately 5% of the sample showed a decrease in math achievement and 10% showed a decrease in reading. Student scores might decrease because they forgot material between exams and had not learned much new during this period.
3 I also estimated the dropout equations using a Probit model and obtained identical results. The LPM estimates are presented here for ease of interpretation. 4 The exams were administered during the baseline survey in 1988 and the follow-up surveys in 1990 and 1992. Students who were retained or accelerated may not have been in 10th or 12th grade at the time of the follow-up surveys.
5 Interestingly, I found substantial inaccuracies in many published reports of graduation test requirements. In several cases, states that were indicated as mandating graduation tests merely provided guidelines and "encouraged" districts to adopt their own requirements. Moreover, implementation dates often did not correspond with the actual start of the program. One reason concerns the changing nature of the exams. For example, Texas began requiring students to pass the Texas Educational Assessment of Minimum Skills (TEAMS) in 1987. In 1990, however, the state replaced TEAMS with the Texas Assessment of Academic Skills (TASS). Consequently, several sources list 1991 as the year graduation testing began in Texas. Another misleading convention in many sources cites the date the program was adopted by the state rather than the first class of students to be affected by the policy. In certain states, all high school students were subject to the requirement the same year that the policy was implemented. In other states, there was a considerable lag between adoption and effective implementation. In these states, students in high school when the policy passed were exempt from the requirement.
6 I estimated all models on a sample that excludes students with special education or LEP classification and obtained comparable results. The results presented here contain all students and include indicators for student status in these areas.
7 NELS surveyed 24,599 eighth-grade students in the 1988 base-year survey. The high school panel includes 16,489 students, meaning that they have information from the base year and first two follow-up surveys. Of this group, 14,190 attended public high schools. An additional 2,019 students (roughly 15%) were deleted because they were missing data on at least one of the following variables: race, gender, age, state, urban/rural, student SES, eighth-grade test scores, eighth-grade 118 GPA, special education status, home language, family composition, family size, college aspirations, disciplinary incidents in eighth grade (composite), and sibling dropout status. 8 The imputation is essentially a prediction from a linear regression model. 9 There are several problems with using traditional standardized tests to compare individual student gains over time. First, students in different schools often take different exams. Second, traditional exams such as the California Achievement Test (CAT) or Iowa Test of Basic Skills (ITBS) are not scaled to facilitate comparisons between students over time. A gain of two grade equivalents for a student who begins in the lowest quartile may differ from an equivalent gain for a student who begins in the upper quartile. Third, standardized exams often suffer from limits known as floor or ceiling effects. Low-achieving students who score at the very bottom of a particular exam in one year may demonstrate some gains even if they score at the very bottom of the exam in the following year simply because the "floor" of the exam has been raised (i.e., you get 200 points for writing your name on the SAT). In the absence of a floor, the student might have scored much lower. Conversely, high-achieving students may show little, if any, gain from one year to another because they have reached the ceiling of the exam (i.e., if one scores 100 on both exams, the gain is zero). NELS addresses these concerns by giving all participants the same exam and scaling the tests to permit student comparisons over time. In order to mitigate possible floor and ceiling effects, NELS administered different versions of the test to students based on their previous scores (i.e., students who scored higher on the 8th-grade test were given a more difficult version of the 10th-grade test). All scores were then re-scaled using item response theory (IRT) so that an individual's score at time A can not only be compared with other students' scores at time A, but with all scores at times B and C as well.
10 The results for the state and school/state analyses were virtually identical. For this reason, the findings and discussion focus on the state sample, although tables of results for the school/state analysis are included.
11 Because of the standardization against the entire eighth-grade sample and disproportionate missing data among lower achieving students, what is referred to as the bottom decile nationwide does not make up 10% of the sample used for this paper. 12 The base dropout rates for the four samples are .091, .268, .235, and .157.
13 I tested for normality of the errors in the first equation using the Probit generalized residuals. I regressed the 3rd and 4th moments of the residuals on constants and the scores. According to the null hypothesis, the coefficients of the constants should not be significantly different from 0. 
