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1. INTRODUCTION 
In this paper we study the equation 
TXS cx=f, W 
where the operators T, C have domains D(T), D(C) (D(T) n D(C) # 0) and 
ranges in a Banach space X and f E X is fixed. The main method employed 
here involves the existence of solutions of the approximating problems 
TX, + Cx, + (l/n) x, = L n = 1, 2,... . (EnI 
It is then shown that if {x,} is bounded then, under various assumptions on 
7; C, there exists x0 (5 D(T) n D(C) with TX, + Cx, = J 
In order to solve (E,) we look in some of our theorems at the equations 
u=(T+(l/n)I)-‘(J--U), It = 1, 2,..., (GA 
where it is assumed that the “resolvent” L, = (T + (l/n)l)-i, II = 1, 2,... 
exists and is defined at least on the range of the operator f - C. Such a class 
of operators T includes all m-accretive operators (cf. Kato ] 5 I). 
The equations (G,) can be solved by a degree theory argument if we 
assume, among other things, that L, is compact and C is continuous and 
bounded, or that L, is continuous and C compact. 
In most of our results we do not explicitly assume the strong continuity of 
the operator T. Due to thi-s fact, our theorems complement and extend 
various results of Browder [ 2 ], Petryshyn (6-81, Petryshyn and Tucker [9] 
as well as Kartsatos [4] and Ward [9]. 0 ur results are particularly related to 
Theorem 2 of Petryshyn [7], where operators T are studied with D(T) =X 
and range a Banach space Y. However, these spaces are assumed to possess 
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oriented admissible systems with respect to which T has some continuity 
property called “fa-continuity.” 
Section 2 contains some auxiliary results and definitions. In Section 3 we 
establish several results of the paper for compact C. In Section 4 we show 
how results can be obtained for compact resolvents of T and bounded C. In 
the discussion of Section 5 we indicate possible extensions and some 
suggestions for further research. 
2. PRELIMINARIES 
In what follows, R will denote the real line and R, = IO, tco). The letter 
X will denote a real or complex Banach space with norm 11 . I/ and dual X*. 
The “duality map” J: X-P 2’* is defined as follows: 
J(x) = 1.f~ X*; Re(x,f) = IIx/I~~ Il./II = IlxlIL 
where (x,f) denotes the value of the linear functional f E X* at x E X. If X* 
is strictly convex, this mapping is single valued and such that J(fx) = U(x), 
J(-x) = --J(x), t > 0, x E X. All the operators T considered will have 
domain in X denoted by D(T) and range R(T). An operator T: D(T) --t X is 
said to be “demicontinuous” if T is continuous on D(T) from the strong 
topology of X to the weak topology of X. T is said to be “completely 
continuous” if it is continuous on D(T) from the weak topology of X to the 
strong topology of X. T is said to be “strongly accretive” if there exists a > 0 
such that for every x,y E D(T) there exists f E J(x - .v) such that 
Re(Tx - T’.,f) > a I/x - ~11~. 
T is “accretive” if a = 0. T is “m-accretive” if it is accretive and such that 
(T+ AZ) D(T) =X for every 1 > 0. If T is m-accretive, then the “Yosida 
approximants” T, are defined as follows: 
T, = (I+ (l/n) T)-‘, n = 1, 2,... . 
T, is defined on X and is Lipschitz continuous with Lipschitz constant 1. An 
operator T is said to be “#-expansive” on the set A c D(T) if 
II TX - VII 2 $(11x - ~llh &YEA, 
where 4: R, +R, is continuous, strictly increasing and such that 4(O) = 0. 
T is “compact” on A c D(T) if it is continuous on A and such that T(B) is 
relatively compact in X for every B c A with B bounded. The symbols dA, 2 
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denote the boundary and the closure of A cX, respectively. By “+” we 
denote strong convergence and “-” weak convergence. The symbol B,(O) 
denotes the open ball with center at 0 and radius r > 0. 
3. MAIN RESULTS 
In our first theorem below we assume the compactness of C and the 
continuity of L,. 
THEOREM 1. Lef T: D(T) + X be an operator such that R(T + (l/n) Z) I> 
f-qq. n-l,2 )..., where C: X+ X is compact and f E X is fixed. 
Moreover, assume that L, = (T + (l/n) 1)-2, n = 1, 2,..., exists and is 
continuous on f - R(C) and that the following conditions hold: 
(i) there exists r > 0 such that D(T) n B,(O) # 0 and for every 
x E D(T) n aBr(0) there exists F E J(x) such that 
Re( Tx, F) > 0, Re(Tx + Cx -f, F) > 0; 
(ii) there exists a > 0 such that whenever Au E D(T) with /Iu(I = r and 
A> 1, uED(T) and T(Au)=A”Tu; 
(iii) (7’+ C)(D(T) n B,.(O)) is closed in X. 
Then the equation 
(T+C)x=f 69 
has at least one solution x E B,(O) n D(T). 
Proof. We consider the equation (I - M,) u = 0, where 
M,u = L,(f- Cu) 
for a fixed n. Every solution u, of (1) is a solution of 
(1) 
Tu+Cu+(l/n)u=f. (E,) 
Since M, is a compact operator mapping X into X, the equation (E,) will 
have a solution in B,(O) n D(T) if we show that the equation u - ,aM, u = 0 
does not have any solution u with ]] u]] = r for any ,u E [O, 11. To this end, 
assume the contrary and let U - fiM,U = 0 for some fi E (0, l] and some 
U E aB,.(O). Then we have 
T((l/,G)z?)+ [l/(n,Q]U+CU=f, (2) 
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which, applying F EJ(ti) with F as in (i), implies 
Re(T[(l/,E) U], F) t [ l/(n,E)] /I Ull* t Re(Czi, F) = Re(.L F), 
and 
(3) 
Re(Tti, F) + p“ Re(CzI - h F) < 0. 
On the other hand, from (i) we obtain 
Re(--Tz?, F) t Re(-Cr? + f, F) < 0. 
(4) 
(5) 
Adding (4) and (5) we get 
(,P-- l)Re(Cz?-f,F) (0, 
and 
Re(Cz7 - f, F) > 0. (6) 
This inequality, however, yields 
Re( ZX, f) t ,P Re( CU - A F) > 0, (7) 
a contradiction to (4). It follows that (I - ,uM,) u # 0 for every ,U E (0, 1 ] 
and u E as,(O). Thus the Leray-Schauder degree d(Z -,uuM,, B,.(O), 0) is 
defined for every ,U E [0, 1 ] and is independent of such ,u’s. ‘Since 
d(Z, B,(O), 0) = 1, we obtain d(l- M,, B,(O), 0) = 1, which implies that 
(I -M,) u, = 0 for some U, E p,.(O). Thus the equation (E,) has a solution 
u, E D(T)nBJO) for every n = 1,2,.... Hence, since (u,) is bounded, we 
have 
lim [Tu, t Cu,] =J: 
n-03 
Thus f E (T t C)(D(T) n B,(O) = (T + C)(D(T) n B(O)). This completes 
the proof of the theorem. 
The following corollary provides conditions on T, C so that (iii) is 
satisfied in the above theorem. 
COROLLARY 1. Suppose that all the hypotheses of Theorem 1 are 
satisfied except (iii). Assume further that any one of the following conditions 
is true: 
(a) T + C is a @expansive and closed operator on D(T)ng,(O); 
(b) T is a #-expansive and closed operator on D(T) n B,(O); 
(c) T is demicontinuous and strongly accretive on the closed set 
D(T) n B,(O). 
Then the conclusion of Theorem 1 holds. 
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Proof: To show that (a) implies the conclusion, let 4’ E (T + C)(B), 
where B = D(T) f’ B(O). Then there exists a sequence (x,}, n = 1, 2,..., such 
that x,, E B and 
(T+C)x,+y as n-03. (8) 
Then we have 
IW+ C)x, - v+ C)X,// z 4(llxm -x-,ll) 
for all m, n = 1, 2 ,..., which, by virtue of (8) and the definition of 4, implies 
that x, -x, + 0 as m, n + co. Since X is complete, there exists x E X such 
that x, + x as n + co. Since T + C is closed, it follows that x E D(T + C) = 
D(T) and TX + Cx = y. Consequently, y E (T + C) B and (T + C)(B) is 
closed. 
Now assume that (b) holds and that ~1 and (x,} are as above. Then since 
C is compact and {x, ) is bounded, there exists a subsequence (XL) of {x, ) 
such that Cx; + 7 E X. Then (8) implies that TX; + y - JE X, and the & 
expansiveness of T implies as above that XL + x. Since T is closed on B, we 
have that TX; --* TX. The continuity of C implies now that TX; + Cxi --+ 
TX + Cx = y, and this completes the proof of this part. 
Let (c) hold and let y, {x,}, (XL), J be as above. Then the strong 
accretiveness of T implies that T is #-expansive on the set B with d(u) = CIU. 
UER,, where a is a positive constant. Thus, TX; + 4’ - V as n + co implies 
that xk + x E X as n--$ co. Since B is closed, x E B. Since T is demicon- 
tinuous, Txl, + TX. This fact and the continuity of C imply that 
TX + Cx = ~1. This completes the proof. 
In the following theorem we do not need the homogeneity condition on T. 
However, we impose Assumption (i,) below, corresponding to (i) of 
Theorem 1, for X* strictly convex. 
THEOREM 2. Let the assumptions of Theorem 1 be satisfied with Xx 
strictly convex and (i), (ii) replaced by the following: 
(i,) there exists r > 0 such that D(T)f’B,.(O) # 0 and for every, 
x E aB,(O) with Ax E D(T) for some A. > 1 we have 
Re( Wx), J(x)) > 0, Re( T(Ax) + Cx - f, J(x)) > 0. 
Then the equation (T + C) x = f has a solution x E D(T) n B,(O). 
Proof: We proceed as in Theorem 1, but now (4), (5) are replaced by 
+ Re(Cti-f,J(z?)) < 0, (9) 
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Re -T ?-U J(U) + Re(-Cz?+f,J(ti)) < 0. 
( L I3 ) 
(10) 
Adding (9) (10) we obtain the desired contradiction. 
It can be easily seen that (i,) is satisfied if T is “positive,” i.e., 
Re(Tx,J(x)) > 0 for every XE D(T), and Re(Cx -AZ(x)) > 0 for 
x E D(T) n B,(O). In fact, it suffices to observe that in this case 
Re( T(Ax), J(Ax)) = /1 Re( T(Ax), J(x)) > 0 
for 2 > 1, x E B,(O) with Lx E D(T). 
In the following result it is shown that if T is m-accretive and C is “small” 
for large 1(x(1, then the Schauder-Tychonov theorem may be applied to solve 
(G,), because now a ball is mapped into itself by the operator in the second 
member of (G,): 
LEMMA 1. Let T: D(T) + X be m-accretive with 0 E D(T) and T(0) = 0. 
Let C: X+ X be compact. Furthermore, assume that 
lim inf( i-;“p, (l/m) 11 Cxll } = 0. 
m+x , 
Then the equation 
Tx+Cx+(l/n)x=f 
has a solution x, for each n = 1, 2,... . 
Proof. Fix n and consider the equation 
u = (T+ (I/n)Z)-’ (f- Cu), u E x. 
Now let x E X be given. Then for FE J(x) we have 
Re((T+(l/n)Z)x,F)=Re(Tx,F)+(l/n)Re(x,F) 
> (l/n> llxll*~ 
which implies 
ll(T+ (lln)T’ x/I < n lI4L x E x. 
(En) 
(GA 
(11) 
(12) 
Now assume that the operator U defined by 
Ux = (T + (l/n) Z))’ (f - Cx), XEX 
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does not map a closed ball of X into itself. Then for each m = 1, 2,... there 
exists x, such that ]]x,/] < m and ]] Ux,]] > m. Thus, 
m < II QA = (IV+ (l/n)V’ (f- Cx>ll GWI + IIW, 
and 
1 < b/m> llfll + (44 /I W 
which contradicts our assumption on the growth of C. Consequently, U 
maps a closed ball of X into itself, and has a fixed point by the 
Schauder-Tychonov theorem. This completes the proof. 
The assumption on the growth of C in the above result is of course 
satisfied if (]Cx]l < l]x]IO, x E X, where /I is a constant with 0 G/3 < 1. 
Since the solutions xn, whose existence is ensured by Lemma 1, are not 
necessarily in the same ball of X, we need further assumptions on T, C in 
order to guarantee their boundedness and then the existence of solutions to 
(E). This is the content of the following theorem. 
THEOREM 3. Let the assumptions of Lemma 1 be satisfied and assume 
further the existence of a constant r > 0 such that 
II W>ll < r < li$+&fll TX + Cxll. (13) 
XCD(T) 
Assume in addition that there exists r, > 0 such thatfor every x E D(T) with 
llxll > r, there exists FE J(x) such that 
Re(Tx + Cx - C(O), F) > 0. (14) 
Then if (T + C)(D(T)) is closed in X, the equation (T + C)x = f has at 
least one solution iff E B,(O), where ,u = (r - II C(O)ll)/2. 
Proof: We give the full proof of the boundedness of {x, }, n = 1, 2,.... 
although it follows as in the author’s paper [4]. To this end, we have 
Re(Tx, + Cx, - C(O), F) + Re(C(O), F) + (l/n) IIxJ2 = (f, F), 
n = 1, 2,..., 
where F is any element of J(x,) and f E B,(O). Now assume that for some 
subsequence of (x,}, which we also denote by {x,}, we have 
lim /Ix,]/ = +co. 
n-m 
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Then, given E > 0, there exists N(E) > 0 such that llxnil > r,, 11 TX, + Cx,ll > 
r - a, n > N(E). For such xi s (15) implies 
(l/n> II% II G II C(O)ll + IlflL n = 1, 2,..., (16) 
which in turn yields 
r- llfll -E < IP+ C)x,I/ - llfll G lIV+ C) x, -fll 
= (l/n> llXnll < II C(O)ll + llfll. 
It follows that 
II C(O)ll Z r - 2 llfll > r - 34 
a contradiction. Thus JIx, )I < K, n = 1, 2,..., where K is a positive constant. 
This fact along with TX, + Cx, + f as n -+ co implies that f belongs to the 
closure of (T + C)(D(T)) which equals (T + C)(D(T)). 
Naturally, the above theorem can be combined with Corollary 1 to obtain 
conditions for the closedness of the set (T + C)(D(T)). 
Now we examine the problem of a perturbation C which is only defined 
on D(T). We show below that the equation (E) is solvable for certain 
operators C of this type, m-accretive T and functions f with llfll related to 
the relative growth of T with respect to C. 
THEOREM 4. Let X* be uniformly convex and let T: D(T) + X, 
C: D(T) -+ X be two operators with T m-accretive and C compact. 
Furthermore, let 0 E D(T), T(0) = 0 and assume that Condition (i,) of 
Theorem 2 is satisfied with C replaced by CT,,, where 
T,, = (I + (l/n) T))‘, n = 1, 2,... . 
Then if T is o-expansive on D(T) n B,(O), (T + C) x = f has at least one 
solution in D(T) n B,(O). 
Proof We consider the equations 
Tu + CT,u + (I/n) u =fi n = 1, 2,..., (17) 
which are equivalent to 
u=(T+(l/n)Z)-‘(f-CT,u), n = 1, 2,..., (18) 
respectively. Since C is compact and 11 T,,ull < lIu(I, u E X, it follows that 
CT,, is compact on X and that the second member of (18) defines also a 
compact operator on X. Theorem 2 implies now the existence of solutions 
(u,), n = 1, 2,... of (17) such that )I u,II < r for n = 1, 2,... . Since C is 
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compact and I] T,,u ]I < /] u]], there exists a subsequence (u,,,) = ( Tn,un,} of 
( Tnu,} such that Cv,. + y E X as n + co. Then we obtain from (17) that 
Tu,, + f - J as n’ + co, and the #-expansiveness and closedness of T imply 
that u,,, + u0 E D(T) and Tu,,, + Tu, = f - J’. Then we have 
II Tn,u,, - d G II T,,,un - T,,,uoll + II Tn,u, - uoll 
<l/Un, - uoll + I/ WI, - 4. (19) 
Since I/ Tu,. - UJ + 0 as n’ -+ co (cf. Kato ]5, Lemma 2.4]), we obtain that 
Tu,,. + CT,.u., -+ Tu, + Cu, = f as n’ + co, and this completes the proof of 
the theorem. 
This theorem has an analog corresponding to Theorem 1 with the 
homogeneity of J replaced by the homogeneity of T. We quote it without 
proof, because its proof follows as in Theorem 1 and Theorem 4. 
THEOREM 5. Assume that T: D(T) + X is m-accretive with 0 E D(T) and 
T(0) = 0, and that C: D(T)+ X is compact. Assume further that the 
hypotheses (i), (ii) of Theorem 1 hold for C replaced by CT,, n = I, 2,... . 
Then if T is o-expansive on D(T) n B,(O), there exists at least one solution to 
the equation (T + C) x = f in D(T) n B,(O). 
In order that (i) of Theorem 1 holds for C replaced by CT,, we may 
assume that for u E D(T) n aB,(O) we have (for X* strictly convex) 
Re(Tu, Ju) > k 
and, for u E D(T), I] Cu /] <p /I u ]14, where k, P, /I are positive constants. Then 
(i) holds if r I/f )I < k -,ur”+‘, where we have assumed that k > ,u@+ ‘. In 
fact, if these assumptions hold, let u E D(T) n aS,(O). Then 
Re(Tu + CT,& J(u)) = Re(Tu, J(u)) + Re(CT,u, J(u)) 
2k-IICTn4 II4 
3 k-p II TnullD II4 
>k-.A4 b+l =k-p,.“+’ 
> r llf II 2 R4.L J(u)). 
Similarly for general X*. Here we have used the fact that T,,(O) = 0 and 
IITn4l~ll~lI~ uEx 
In the following result we follow the method of Brezis and Nirenberg [ I] 
to obtain solutions. It is our opinion that our result is new even in the case of 
a linear operator T. 
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THEOREM 6. Let X* be strictly convex. Assume further that T: D(T) - X 
is m-accretive and that C: X+ X is compact. In addition, assume the 
existence of positive constants /I, y, r and 6 > 0 such that for eveg 
u E D(T) f7 3B,(O) we have 
Re(Tu, J(u)) > 4 l/P> /I Tu II, (20) 
WCw J(u)) > (l/y) 11 Cu /I*, (21) 
q(p”2yp ‘I2 11 Cull - 11 Cu I/“’ - r”‘) > 6 (22) 
where q = (1 + /3”2r”2)- ‘. 
Then iflifli < 6* and the set (T + C)(D(T) n B,(O)) is closed, the equation 
(T + C) x = f has a solution x E D(T) n g,.(O). 
ProoJ: Proceeding as previously, let u E aB,.(O) be such that 
TfJm)+Cu+@/n)u=f, (23) 
where n is fixed and ,D > 1. Then from (23) we obtain 
Re(TCuu>, JcUu)) + (l/n) IIP//~ + Re(Cu, JcUu)) = Re(J JC,uu)), 
or 
-(l/P) II TcUu>ll + PU(VY) II Cu II* < P llfll II ull =iur llfll. 
This implies 
(24) 
PO/Y) II Cu II2 < U/P> llf- Cu - Cul4 4 + w Il./II (25) 
and 
P”*WY”~) I/Cull < U/P”‘NlflI + II Cull + Cul4 II W’ 
+ @r)‘/2 lIf/I”2. (26) 
Here we have used the fact that (a + b)“’ < a”* + b”* for a, b > 0. After 
some calculations, (26) yields 
~@Py- L/z /I Cu I/ - 11 Cu /I ‘I2 - r’j2) < llfl/‘~2, (27) 
a contradiction to (22). Thus (E,) has a solution U, E D(T) n B(O) for 
every n = 1, 2,..., and since 
lim Tu, + Cu, = f 
n-m 
and (T + C)(D(T) f’ B,(O)) is closed, the conclusion follows. 
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A variation of the above theorem is contained in the following result, 
where it is assumed that (20) and (21) actually hold for all u ED(T). 
THEOREM 7. Let X* be strictly convex. Assume further that T: D(T) + X 
is m-accretive and that C: X+X is compact. In addition, let (20) (21) hold 
for all .Y E D(T) and 
If~~~f~‘~2Y~“2~lCUJ~--JjCull”2)/11UII > 0. 
Then (E,) has a solution u, for all n = 1, 2,... . If, moreover, 11 u, I/ < K for all 
n = 1, 2,..., where K is a positive constant, and (T + C)(D(T)) is closed in X, 
then (T + C) x = f has a solution for any f E X, i.e., T + C is an onto 
operator. 
Proof: Fix n and consider the problem 
M,=(T+(l/n)Z))‘(f -Cu). 
We are going to show that all possible solutions of 
(I - puM,) u = 0, PE 103 11 (28) 
are in a fixed ball of X whose radius is independent of ,D E [0, 11. To this 
end, assume the contrary, and let ,u,,, E (0, 11, m = 1, 2 ,..., be such that 
(1 -P,~,) u, = 0 
with ilu,J -+ co as m -+ co. Then from 
Tfji, u,) + Cu, + t&,/n) u, = .L 
where &, = l/p,, we obtain, as in Theorem 6, 
,iim(l/y) IIC24,112 < (l/P) llf - a.4 - C&/n) urn/I +& Il~,Il llf Il. 
This inequality implies 
p”2y-“2 IJCu,I~ - I/ cu,l/1’2 < (1 +p”2 llz4mI11’2) IIf II”2 + IIu,I/“*, 
which in turn yields 
lim inf VT “2 II %I II - II %I II”2 < o 
lml-‘x ll%II ’ 
a contradiction. Consequently, all possible solutions of (28) belong to some 
ball B,.(O) with r independent of p E [O, 11. If we choose now an arbitrary, 
but fixed, r, > r, then we know that no solution of (28) exists with norm 
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equal to rI for any p E [0, 11. Thus, we can now repeat the argument of the 
proof of Theorem 1 to conclude that (E,) has at least one solution for any 
n > 1. The rest of the proof follows as before and is therefore omitted. 
The following result extends Theorem 13.21 of Browder 121. Browder 
considered in this theorem operators T + C with T at least continuous and 
accretive and C compact. We are able to remove the continuity assumption 
on T by letting C to be completely continuous and d-accretive in some rather 
weak sense, and assuming some other extra conditions on T, C. 
THEOREM 8. Let X, X* be uniformly convex and let T: D(T) -+X be m- 
accretive and such that D(T) 2 B,.(O) f or some r > 0. Let C: B,(O) + X be 
completely continuous and such that for every x, y E B,(O) 
II cx - CY II > #(I /Xlla - /I Yll” I>3 (29) 
where I$: R, + R, is strictly increasing, continuous and such that o(0) = 0, 
and a is a fixed positive constant. Assume in addition that for every 
n = 1, 2,..., and every x E aLI, we have 
((TT,)x+Cx+(l/n)x-f,J(x))~O, (30) 
where T,, are the Yosida approximants of T. Then the equation TX + Cx = f 
has at least one solution x E D(T) f’ B(O). 
Proof: We first look at the equations 
TT,x+Cx+(l/n)x=f, n = 1, 2,... . (31) 
Let n be fixed. Kato showed in [ 5 ) that TT,, is accretive on X and Lipschitz 
continuous with Lipschitz constant 2n. Thus TT,, + (I/n) Z is continuous and 
strongly accretive on the whole of X. Thus we may apply Theorem 13.21 of 
Browder [2] to obtain a solution x, E g,.(O) of (31) for every n = 1,2,.... 
Since (x,} is bounded and X is reflexive, we may assume that 
x, 2 x0 E B,(O) as n + co. Since C is completely continuous, Cx, + Cx, as 
n + co. Consequently, using (29), we have 
II% - Cxll z $4 IlxJ - IIXOllalh 
which implies that I/ x, II + II x0 II as n + co. Since X is uniformly convex, it 
follows that x,+x0 as n -+ co (cf. Petryshyn [8, p. 3 18 1). From our 
hypothesis on D(T), we have that x0 E D(T). Thus, T,x, -+ x,, as n -+ co 
(Kato [5]), and, as in the proof of Theorem 4, T,,xn + x0. Since 
TT,,x, + f - Cx, as n + co, Lemma 2.5 of Kato [S] implies that x,, E D(T) 
and TT,,x, - TX,. This, however, says that TX, + Cx, = f, and the proof is 
complete. 
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The conclusion of the above theorem remains true if instead of the 
complete continuity of C and (29) we assume that C is compact and #- 
expansive on B(O). Since TT, is accretive on X, inequality (30) holds if 
T(0) = 0 and Re(Cx -f, J(x) > 0 for every x E %,.(O). 
The following result might be of limited applicability because it involves 
some knowledge of the values of C, Ton T,,X simultaneously. This situation 
could be made somewhat easier by the fact that in a variety of situations we 
actually know the operator T,, = (I + (l/n) T)- ‘, especially when T is linear. 
THEOREM 9. Let X, X* be uniformly convex. Let T: D(T)+X be m- 
accretice, 0 E D(T), and T(0) = 0. Furthermore, assume that C: COD(T) f’ 
B,.(O) + X for some r > 0, where co A is the closed convex hull of A, and that 
C is completely continuous on zD(T) n B(O) and (29) holds there. Finally, 
let T, C sati& (30) with C replaced by CT,,, n = 1, 2,... . Then TX + Cx =f 
has at least one solution x E D(T) n B,(O). 
ProoJ The equation 
TT,x+ CT,x+ (l/n)x=f, n = 1, 2,... (31) 
has a solution x, E B,(O) for each n. This follows exactly as in the proof of 
Theorem 8 because CT, is a compact mapping on B,(O). Thus, 
lim (TT,x, + CT,x,) = f: 
n-cc 
Since x, E B,(O) and T,(O) = 0, it follows that // Tnxnll < I/x,1/ < r, 
n = 1, 2,... . Consequently, T, ,x, I - x0 E B,(O) n zD( T) for some subse- 
quence T,,x,,, . Using the complete continuity of C, we obtain that 
CT,,x,, , + Cx,, as n + co. We also have 
// CT,,,x,, - %I1 2 #(I I Tn~n4” - llxoll”l)~ n = 1, 2,..., 
which implies that Tn,x,, , -+ x0 as n’ + co. Since TT,,,x,, -+ f - Cx, as 
n’ + 00, Lemma 2.5 of Kato [5] ensures that x,, E D(T) and TT,,,x,, + TX,. 
It follows that TX, + Cx, =f, and the proof is complete. 
As in the case of Theorem 8, the complete continuity of C and (29) can be 
replaced by the compactness of C on D(T) f7 B,(O) and its $-expansiveness 
there. In this case GD(T)nB,(O) must be replaced by D(T)nB,(O) 
everywhere in Theorem 9. To see this, let x, E B,(O) be as in the proof of 
Theorem 9. Then CT, ,x, I + y E X and T,, , x, I -+ x0 E D(T) n E,.(O) for some 
subsequence (T,,,x~,} of (T”x,}. Thus, x,E D(T) and TT,,,x,,-+ TX,. It 
follows that CT,.x,, + Cx, nd TX, + CT, = 1: 
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4. COMPACT RESOLVENTS 
Let T: D(T) +X, C: D(C) + X be two operators, c a positive constant, and 
f E X fixed. Furthermore, assume that D(T) r‘l D(C) # 0, 
R(T+cZ)If-R(C) 
and that (T+ cl))’ exists on f-R(C). Then the problem of finding a 
solution of (E) is equivalent to finding a solution to the problem 
u=(T+cZ)-‘(f-Cufcu). (32) 
Thus, if (T + cl)) ’ is compact on its domain and C maps bounded subsets 
of D(C) into bounded sets in X, the second member of (32) defines a 
compact operator on D(T) n D(C) and several results of the previous section 
that employ (G,) can be extended to cover the present setting. Actually, 
somewhat stronger results must be expected now because the equation (E,) 
does not enter the study of (E) at all. Instead of quoting all these extensions, 
which can be easily deduced from the corresponding results of Section 3, we 
give a new result based on the above remarks and extending Theorem 4 to 
noncompact perturbations C defined on D(T). 
THEOREM 10. Let X* be strictly convex. Let T: D(T) + X be m-accretive 
with 0 E D(T) and T(0) = 0. Let C: D(T) + X be continuous, map bounded 
subsets of D(T) into bounded sets and be such that 
Re( T(k) + CT,,x - J J(x)) > 0 
for every x E all,.(O) with Ax E D(T), 
A>1 
(33) 
and every n = 1, 2,.... Here r is a positive constant and T,, is the Yosida 
approximant. Assume further that (T + cl)- ’ is compact for some c > 0. 
Then the equation TX + Cx = f has at least one solution x E D(T) fl g,.(O). 
Proof: We consider the equation 
u=(T+cZ)-‘(f -CT,u+cu) (34) 
for a fixed n. Since the operator defined by the second member of (34) is 
compact on X, in order to solve (34), it suffices to show that the equation 
u=p(T+cZ)-‘(f-CT,u+cu) (35) 
has no solution on aB,(O) for any ,B E [0, 1). In fact, if this is done, then 
either (34) has a solution on aB,.(O), in which case we are done, or it has no 
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solution on as,(O). If this last fact is true, then (34) has at least one solution 
in R,.(O) by the argument of the proof of Theorem 2. 
Now assume that (35) has a solution u,, E as,(O) for some ,u, E [O, 1). 
Then ,u,, # 0, and (35) reduces to 
T@--0) + c/-ii, + CT,u, =f+ cu,, 
Thus we have 
i= (l/PO). (36) 
Re(T@uo), .@uo)> + Re(c@- 1) no, J@u,)) 
+ Re(CT, u. -J J@u,)) = 0. 
Taking into consideration the homogeneity of J, we obtain 
(37) 
WT@o>, J(u,)) + c@ - 1) Re(u,, 4~~)) 
+ Re(CT,,u, -A J(u,)) = 0. (38) 
In view of (33) Eq. (38) implies that CG - 1) 1Iu,,ll* < 0, a contradiction. 
Thus, (34) has a solution x, E D(T) n B,(O) for every n = 1, 2,... . Since (x,) 
is bounded and L, = (T + cl)) ’ is compact, there exists a subsequence {x, ,) 
of (x,) such that L,x,, + y E D(T) as n’ -+ co. However, x,, satisfies (34) 
with u = x,, . Consequently, x,, + x0 E D(T) n B,(O). Now we employ again 
Lemma 2.4 of Kato [5], according to which T,,x, + x0 as n’ + co. Then we 
obtain, as in the proof of Theorem 4, T,,,x,,, + x0 as n’ + co, which implies 
that 
x0 = (T + CI) - l (f - cx, + cxo) 
and TX, + Cx, = J 
This theorem as well as Theorems 3 and 4 are related to and extend 
Theorem 1 of Ward [IO]. Ward considered linear operators T and bounded 
C from a Banach space X into a Banach space Z with Xc Z* c S c Z, 
where the triple Z, S, Z* is in normal position. Here S is a Hilbert space. 
5. DISCUSSION 
Several results of this paper, in particular Theorems 1, 2 can actually be 
extended to operators T, C mapping subsets D(T), D(C) of a Banach space 
X into a Banach space Y. The equation (E,) can then be replaced by 
TX+ Cxs (l/n)Dx=f, 
where D is a bounded, continuous and homogeneous map on X such that 
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(T + (l/n) D)- ’ exists and is continuous on a suitable subset of the space Y. 
The duality map J should be replaced by a suitable map mapping X into Y*, 
in which case “accretiveness” and “positiveness” can be defined accordingly. 
The reader is again referred to a result of Petryshyn [7], where a setting like 
the above has been studied for certain operators T defined on all of X, but 
for C = 0. 
In some results of this paper it has been implicitly ensured that for each 
c E B,.(O), for some r > 0, there exists at least one solution x, E B(O) of 
Tx+Cu+(l/n)x=f (En) 
where n = 1, 2,... is fixed, T is m-accretive and C is compact on X with 
B,(O) nD(T) # 0. Then the equation (E,) has a solution x, E B,(O), 
because the operator T, : L: + T, U, with T, = (T + (l/n) I)-’ (f -- C), is 
compact and maps B,(O) into itself. This fact, along with the closedness of 
(T + C) (D(T) n B,.(O)) implies the existence of a solution to TX + Cx = f: 
It would be interesting to study the interrelationship between the present 
results and the results of approximate solvability of Petryshyn [6. 71 and 
Petryshyn and Tucker [9]. 
Interesting applications of the results in this paper include boundary value 
problems of the trype: 
x’ + A(t) x = F(t, x), (39) 
Mx(O)+ Nx(T)=O, (40) 
where A(t): D c X-t X is linear closed and densely defined for every t E R + 
and generates an evolution operator I+‘(& s), F: R + x X + X is continuous 
and bounded, and M, N are nonlinear opertors. It can be assumed that 
W’(t, S) is compact on X for each t > S, M is accretive and N is continuous 
and bounded. If x(t, 0, x,,), (t, x0) E R + X X denotes the unique solution of 
(39) (which is equivalent to a variation of constant formula for F satisfying 
a suitable Holder condition) with x(0) = x0, then (39), (40) are equivalent to 
I = W(T,s)F(s,x(s,O,x,))ds = 0; 0 I 
i.e., an equation in x,. 
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