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Abstract
We give sufficient conditions which guarantee that the finite q-Hankel transforms have only real zeros
which satisfy some asymptotic relations. The study is carried out using two different techniques. The first is
by a use of Rouché’s theorem and the other is by applying a theorem of Hurwitz and Biehler. In every study
further restrictions are imposed on q ∈ (0, 1). We compare the results via some interesting applications
involving second and third q-Bessel functions as well as q-trigonometric functions.
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1. Introduction and preliminaries
Throughout this paper q is a positive number in the interval (0, 1), and  > −1. By N0 we
mean the set
{
0, 1, 2, . . .
}
, and by N we mean the set N0 − {0}. Let J (k) (z; q), k = 2, 3 be the
q-Bessel functions
J (2) (z; q) :=
(q+1; q)∞
(q; q)∞
( z
2
) ∞∑
n=0
(−1)n q
n(+n)
(q; q)n(q+1; q)n
( z
2
)2n
, (1.1)
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J (3) (z; q) :=
(q+1; q)∞
(q; q)∞ z

∞∑
n=0
(−1)n q
n(n+1)/2
(q; q)n(q+1; q)n z
2n, z ∈ C (1.2)
of the second and third kind, respectively. Here (a; q)n, a ∈ C, n ∈ N0 is the q-shifted factorial
(a; q)n :=
⎧⎪⎨
⎪⎩
1, n = 0,
n−1∏
i=0
(1 − aqi ), n = 1, 2, . . .
and (a; q)∞ := lim
n→∞(a; q)n (see [9,10]). There are several studies on zeros of J
(k)
 (z; q), k = 2, 3,
and the associated finite q-Hankel transforms
H(k), f (z; q) := z−
∫ 1
0
t− f (t)J (k) (t z; q2) dqt, z ∈ C, k = 2, 3. (1.3)
The integral in (1.3) is the Jackson q-integral (see [3]), defined by
∫ a
0
f (t) dqt := a(1 − q)
∞∑
n=0
qn f (aqn), a ∈ C (1.4)
provided that the series converges. Normally the function f in (1.4) is assumed to be an
L1q (0, 1)-function, i.e.
‖ f ‖ :=
∫ 1
0
| f (t)| dqt < ∞.
The zeros of J (k) (z; q),H(k), f (z; q) as well as their asymptotic relations have been studied using
different techniques. In the following we give a brief account about these methods and results.
Before doing this, we would like to mention that Ismail [9] proved that the infinitely many
zeros of J (2) (z; q) are real and simple and interlace with those of J (2)+1(z; q) by analyzing certain
orthogonal polynomials. The same is proved by Koelink and Swarttouw [13] for J (3) (z; q) by using
q-difference equations. We would also like to introduce the following notations. Let f ∈ L1q (0, 1)
and n( f ) denote the q-moments of f, i.e.
n( f ) :=
∫ 1
0
tn f (t) dqt, n ∈ N0. (1.5)
Let n,,m, f ,M, f denote the numbers
n,( f ) :=
2n+2( f )
2n( f )(1 − q2n+2+2)(1 − q2n+2)
, (1.6)
m, f := inf
n∈N0
n,( f ), (1.7)
M, f := sup
n∈N0
n,( f ). (1.8)
Annaby and Mansour in [2] proved the existence of m, f ,M, f . In the following we outline
some of the basic known techniques to investigate the reality and asymptotic relations of zeros of
J (k) (z; q),H(k), f (z; q).
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1.1. The Rouché and Hurwitz theorems approach
In this approach Annaby and Mansour [2] used Rouché’s theorem and the following Hurwitz-
type theorem, cf. e.g. [6] to investigate zeros ofH(3), f (z; q).
Theorem A. Let {gn(z)}n∈N be a sequence of entire functions which have real zeros only. If
lim
n→∞ gn(z) = g(z),
uniformly in any finite domain, the entire function g(z) can have only real zeros.
Under the condition
q−1(1 − q) m, fM, f > 1, (1.9)
it is proved in [2] that the function H(3), f (z; q) has infinitely many zeros, all of which are real,
simple zeros and lie in the intervals(
q−r+1/2√M, f ,
q−r−1/2√M, f
)
, r = 1, 2, 3, . . . ,
one zero in each interval, and it has no zeros in the interval [0, q−1/2/√M, f ).
Using this technique the authors considered H(3), f (z; q) as a limit of the sequence of partial
sums and applied Theorem A as well as Rouché’s theorem.
1.2. The -function approach
This approach is concerned with the -function
(z; q) :=
∞∑
n=−∞
qn
2
zn, z ∈ C− {0}. (1.10)
The function (z; q) has only real and simple zeros at {−q−2n−1, n ∈ Z} (cf. [4]). Bergweiler
and Hayman [5] studied the asymptotic behavior of this function. Using Bergweiler–Hayman’s
results, Annaby and Mansour proved in [4] (see also [3]), thatH(k), f (z; q), k = 2, 3 have at most a
finite number of non-real zeros, and have an infinite number of real and simple zeros. If
{
n,
}∞
n=1
and
{
n,
}∞
n=1 denote the sequence of positive zeros of H
(2)
, f (z; q) and H(3), f (z; q), respectively,
then (cf. [4,3]), for sufficiently large n
n, = 2 q−2n q−+1(1 + O(q2n)), n, = q−n(1 + O(qn)). (1.11)
1.3. The Hurwitz–Biehler approach
Hurwitz–Biehler’s result states that if F(z) = ∑∞k=0 ak zk is an entire function of order zero and
F(z) = P(z) + i Q(z), where P(z) and Q(z) are entire functions with real coefficients, then all
roots of F(z) lie in the upper half plane if and only if P(z) and Q(z) have simple real interlacing
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zeros. cf. e.g. [10, Chapter 7]. Based on this result, Katkova and Vishnyakova in [12] proved that
if
akak+1x0ak−1ak+2, k ∈ N, (1.12)
where x0 is the unique positive root of x3 − x2 − 2x − 1, i.e. x0 ≈ 2.1479, then all the zeros of
F(z) lie in the lower half plane, and hence the zeros of P(z) and Q(z) are real, simple, interlacing
zeros. Annaby and Mansour in [4] use the previous results to prove that under the condition
x0q−2
kk+1
k−1k+2
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1 − q2m+2
1 − q2m , k = 2m,
1 − q2(+m+2)
1 − q2(+m+1) , k = 2m + 1,
(1.13)
the functionsH(2), f (z; q) andH(2)+1,t f (t)(z; q) have real, simple, and interlacing zeros. Annaby and
Mansour have not applied the technique to the case of H(3), f (z; q).
1.4. The direct approach
In this approach the authors Abreu et al. in [1], and Bustoz and Cardoso in [7], used a connection
between J (3) (z; q) and the 11-function and a spacial transformation to study the asymptotics of
J (3) (z; q). In other words, define the function
11
(
a
b |q, z
)
:=
∞∑
n=0
(−1)nqn(n−1)/2(a; q)n
(q; q)n(b; q)n z
n, z ∈ C.
Hence, from (1.2) we obtain
J (3) (z; q) =
(q+1; q)∞
(q; q)∞ z

11
(
0
q+1 |q, qz
2
)
.
Using the transformation,
(c; q)∞11
(
0
c
|q, z
)
= (z; q)∞11
(
0
z
|q, c
)
(1.14)
(cf. [14]), we get,
J (3) (z; q) =
(qz2; q)∞
(q; q)∞ z

11
(
0
qz2 |q, z
)
.
Abreu et al. in [1], and Bustoz and Cardoso in [7], proved that if
q+1 < (1 − q)2, (1.15)
and if w()k (q) are the positive roots of J (3) (z; q) ordered in an increasing order, then
w
()
k (q) = q−k/2+
()
k , 0 < ()k < 	
()
k and 	
()
k =
log 1 − q
k+
1 − qk
log q
, k ∈ N. (1.16)
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The aims of this paper are the following.
• We first give sufficient conditions that guarantee that all zeros ofH(2), f (z; q) are real and simple.
The study is carried out using two different techniques. First, we apply the method of [2] using
Rouché’s theorem and Theorem A. Second, we use Hurwitz–Biehler theorem. We end with
two different conditions, and we make a comparison of both results at the end of the paper. We
also apply the Hurwitz–Biehler approach to the case ofH(3), f (z; q). These results are stated and
proved in the next section.
• We give some applications of the results of Section 2 concerning the zeros ofH(2), f (z; q). This
includes conditions for the realness of zeros of J (2) (z; q) and the associated trigonometric
functions Cosq z and Sinq z. (Definitions are given below.) Another application is a q-analog of
a theorem of Pólya concerning zeros of q-trigonometric transforms whose kernels are Cosq z
and Sinq z. We mention here that similar results concerning J (3) (z; q), cos(z; q) and sin(z; q)
are obtained in [2]. Our new applications are placed in Section 3.
• Section 4 will include some comparisons between the results obtained by different techniques.
Notice that condition (1.13) is an infinite set of algebraic equations, while condition (1.9) and
(1.15) are just one algebraic equation. However, as is seen below, this does not mean that
condition (1.13) is more restrictive than the others. Also condition (1.13) can be replaced by
a more restrictive one that includes only one algebraic equation. We give concrete examples
in our comparison study. We also mention in this section some of the remaining gaps in these
studies so that it can be accomplished in future works.
2. Zeros ofH(k)m, f (z; q)
In this section we use Rouché and Hurwitz theorems’ approach to study the zeros ofH(2), f (z; q).
We investigate the analytic nature ofH(k), f (z; q) in the following lemma.
Lemma 2.1. For f ∈ L1q (0, 1) which is positive on {0, qn, n ∈ N0},H(2), f (z; q) is entire of order
zero.
Proof. The functionH(2), f (z; q) can be expanded to be
H(2), f (z; q) = z−
∫ 1
0
t− f (t)J (2) (t z; q2) dqt
= 2− (q
2+2; q2)∞
(q2; q2)∞
∞∑
k=0
(−1)kq2k(+k)
( z
2
)2k
(q2+2; q2)k(q2; q2)k
∫ 1
0
t2k f (t) dqt
= 2− (q
2+2; q2)∞
(q2; q2)∞
∞∑
k=0
(−1)kq2k(+k)2k( f )
( z
2
)2k
(q2+2; q2)k(q2; q2)k
=
∞∑
k=0
(−1)kak z2k, ak := (q
2+2; q2)∞
(q2; q2)∞
q2k(+k)2k( f )
(q2+2; q2)k(q2; q2)k2+2k ,
k ∈ N0. (2.1)
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Obviously ak > 0, k ∈ N0. The radius of convergence of (2.1) is
lim
k→∞
ak
ak+1
= 4 lim
k→∞
2k
2k+2
q−2(+2k+1)(1 − q2k+2)(1 − q2+2k+2)
= 4 lim
k→∞
1
q2(+2k+1)k,( f )
= ∞.
Hence H(2), f (z; q) is entire. The order of H(2), f (z; q) is lim sup
k log k
log a−1k
as k −→ ∞ (cf. e.g. [6]).
Using the condition
(q2+2; q2)k
(q2+2; q2)∞ =
1(
q2+2k+2; q2)∞
we obtain
log
1
ak
= log
( (q2; q2)∞(q2; q2)k
(q2+2k+2; q2)∞2k( f )
)
+ ( + 2k) log 2 + 2k( + k) log 1
q
. (2.2)
Since k( f ) is a bounded decreasing sequence then
log
( (q2; q2)∞(q2; q2)k
(q2+2k+2; q2)∞2k( f )
)
−→ log
( (q2; q2)2∞
( f )
)
as k −→ ∞,
where ( f ) := lim
k→∞
k( f ) = (1 − q) f (1). Recalling that 0 < q < 1, (2.2) implies
lim
k→∞
log
1
ak
k log k
= lim
k→∞
( + 2k) log 2 + 2k(k + ) log q−1
k log k
= ∞.
This completes the proof. 
Theorem 2.2. Let f ∈ L1q (0, 1) be as in the previous lemma. If
q−2(1 − q2) m, fM, f > 1, (2.3)
then the zeros ofH(2), f (z; q) are real, simple and infinite. Moreover, the even functionH(2), f (z; q)
has no zeros in [0, 2q−/√M, f ), and its positive zeros lie in the intervals(
2q−2r−+2√M, f ,
2q−2r−√M, f
)
, r = 1, 2, 3, . . . ,
one zero in each interval.
Proof. Let R := 2q− /√M, f and BR(0) denote the set
BR(0) := {z ∈ C : |z|R, z  ± R} .
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We first show thatH(2), f (z; q) has no zeros in BR(0). For k ∈ N0 we have
0 <
ak+1
ak
= q
2(+2k+1)k,( f )
4
⎧⎪⎨
⎪⎩

q2M, f
4
R−2, k = 0,
<
q2M, f
4
R−2 otherwise.
(2.4)
Hence, a0 − R2a10 and ak − R2ak+1 > 0 for all k1. If z ∈ BR(0), then∣∣∣(R2 + z2)H(2), f (z; q)∣∣∣ =
∣∣∣∣∣a0 R2 −
∞∑
k=1
(−1)k z2k(ak−1 − R2ak)
∣∣∣∣∣
 a0 R2 −
∣∣∣∣∣
∞∑
k=1
(−1)k z2k(ak−1 − R2ak)
∣∣∣∣∣ . (2.5)
For non-real z ∈ C we can find  ∈ R,   k
, k ∈ Z, such that z = rei. Then for positive
numbers c0, c1, we have
|c0 + c1z|2 = c20 + 2c0/c1/r cos  + c21r2 < c20 + 2c0c1r + c21r2 = (c0 + c1|z|)2.
Therefore |c0 + c1z| < c0 + c1|z|. If z ∈ BR(0) is non-real, then∣∣∣∣∣
∞∑
k=1
(−1)k z2k(ak−1 − R2ak)
∣∣∣∣∣

∣∣∣z4(a1 − a2 R2) − z6(a2 − a3 R2)∣∣∣+ ∞∑
k=1
k  2,3
|z|2k(ak−1 − R2ak)
< |z4|
(
(a1 − a2 R2) + |z|2(a2 − a3 R2)
)
+
∞∑
k=1
k  2,3
|z|2k(ak−1 − R2ak)
=
∞∑
k=1
|z|2k(ak−1 − R2ak)
∞∑
k=1
(R2kak−1 − R2k+2ak)
= a0 R2 − lim
m→∞ R
2m+2am . (2.6)
Inequality (2.4) implies that
am
a0
=
m−1∏
k=0
ak+1
ak
=
m−1∏
k=0
q2(+2k+1)k,( f )
4

m−1∏
k=0
q2(+2k+1)M, f
4
= q2m(+m)
(M, f
4
)m
.
This leads to
amq2m(+m)
(M, f
4
)m
a0, R2m+2am
4a0
M, f q
2(m2−).
Thus
lim
m→∞ R
2m+2am = 0.
230 M.H. Annaby et al. / Journal of Approximation Theory 160 (2009) 223–242
Using (2.5) and (2.6) together with the last limit, we obtain for non-real z ∈ BR(0), z  ± i R,∣∣∣(R2 + z2)H(2), f (z; q)∣∣∣ > limm→∞ R2m+2am = 0.
In addition if z = ±i R, then we have directly from (2.1)
H(2), f (±i R; q) =
∞∑
k=0
ak R2k > 0.
Thus H(2), f (z; q) > 0 for all non-real z ∈ BR(0). On the other hand, if 0 < |z| < R and z is real,
then ∣∣∣(R2 + z2)H(2), f (z; q)∣∣∣ =
∣∣∣∣∣a0 R2 −
∞∑
k=1
(−1)k z2k(ak−1 − R2ak)
∣∣∣∣∣
 a0 R2 −
∞∑
k=1
|z|2k(ak−1 − R2ak)
> a0 R2 −
∞∑
k=1
R2k(ak−1 − R2ak).
The last inequality results from the fact that if 0 < 	n < n, and
∞∑
n=0
n < ∞, then
∞∑
n=0
	n <
∞∑
n=0
n .
But
a0 R2 −
∞∑
k=1
R2k(ak−1 − R2ak) = a0 R2 −
(
a0 R2 − lim
m→∞ R
2m+2am
)
= 0.
Hence∣∣∣(R2 + z2)H(2), f (z; q)∣∣∣ > 0 for all real z ∈ BR(0).
Furthermore
H(2), f (0; q) =
(q2+2; q2)∞
(q2; q2)∞
0( f )
2
 0,
consequently H(2), f (z; q) has no zeros in BR(0). Since H(2), f (z; q) is even, it suffices to prove
that H(2), f (z; q) has an infinite number of real zeros only using Theorem A. Let n ∈ N0 and
H(2)2n,, f (z; q) be the truncated series
H(2)2n,, f (z; q) :=
(q2+2; q2)∞
(q2; q2)∞
2n∑
k=0
(−1)k q
2k(+k)2k( f )
(q2+2; q2)k(q2; q2)k2+2k z
2k, z ∈ C.
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The sequence of partial sums H(2)2n,, f (z; q) approaches H(2), f (z; q) uniformly as n → ∞ on
compact subsets of C. Let zr , r ∈ N0 denote the sequence
zr := 2q−2r−/
√M, f .
Since H(2)2n,, f (z; q) is even, it suffices to prove that H(2)2n,, f (z; q) has a zero in the interval
(zr−1, zr ), r = 1, 2, . . . , 2n. Indeed,
H(2)2n,, f (zr ; q) =
2n∑
k=0
(−1)k	k(r ),
where 	k(r ) is the positive sequence
	k(r ) := (q
2+2; q2)∞
(q2; q2)∞
q2k(k−2r )2−
Mk, f (q2; q2)k(q2+2; q2)k
2k( f ), k ∈ N0.
Condition (2.3) implies for 0kr − 1 that
	k+1(r )
	k(r )
= q2(2k−2r+1) k,( f )M, f 
m, f
M, f q
−2 > (1 − q2)−1 > 1 (2.7)
and
	k+1(r )
	k(r )
q2 < 1 if kr. (2.8)
From (2.7), and (2.8), we obtain for r1
	r+1(r )
	r (r )
+ 	r−1(r )
	r (r )
< q2 + (1 − q2) = 1. (2.9)
Therefore, we have the following inequality:
	r+1(r ) < 	r (r ) − 	r−1(r ), r ∈ N. (2.10)
Now we prove that
sgnH(2)2n,, f (zr ; q) = (−1)r , r = 0, 1, . . . , 2n.
If r = 0, then from (2.8) 	k+1(0)
	k(0)
< 1 for all k ∈ N0. Consequently
H(2)2n,, f (z0; q) =
n−1∑
j=0
(
	2 j (0) − 	2 j+1(0)
)+ 	2n(0) > 0.
Take r = 2m, 1mn. Then
H(2)2n,, f (zr ; q) =
m−1∑
k=1
(	2k(r ) − 	2k−1(r )) +
n−1∑
k=m+1
(	2k(r ) − 	2k+1(r ))
+	0(r ) + 	2n(r ) + (	r (r ) − 	r−1(r )) − 	r+1(r ).
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Hence from (2.7), (2.8), and (2.10),
H(2)2n,, f (zr ; q) (	r (r ) − 	r−1(r )) − 	r+1(r ) > 0.
Similarly if r = 2m − 1, 1mn, we have
H(2)2n,, f (zr ; q) = −
m−2∑
k=0
(	2k+1(r ) − 	2k(r )) −
n∑
k=m+1
(	2k−1(r ) − 	2k(r ))
− (	r (r ) − 	r−1(r )) + 	r+1(r ) < 0.
Thus,H(2)2n,, f (z; q) has at least one zero in each of the intervals (zr−1, zr ), r = 1, 2, . . . , 2n, i.e. it
has at least 2n positive zeros. SinceH(2)2n,, f (z; q) is an even polynomial of degree 4n, then it also
has 2n negative zeros. Therefore, the 4n zeros of the polynomial H(2)2n,, f (z; q) are all real and
simple. Consequently, from Theorem A,H(2), f (z; q) has only real zeros. Since 	k(r ) is independent
of n, the same argument (with n replaced by ∞), and noting that all the series converge absolutely,
shows that
sgnH(2), f (zr ; q) = (−1)r , r ∈ N0
proving thatH(2), f (z; q) has an infinite number of real zeros ±r,, r, ∈ (zr−1, zr ), r ∈ N.
Finally we prove that the zeros of H(2), f (z; q) are simple. Consider the annulus Dr , which is
defined for r ∈ N by
Dr := {z ∈ C : zr−1 |z| zr } .
Since H(2), f (z; q) has no zeros on the boundary Dr of Dr , then there exists  > 0 such that
|H(2), f (z; q)| >  on Dr . For this  we can find N0 ∈ N, N0 > r such that
|H(2)2m,, f (z; q) −H(2), f (z; q)|, mN0, z ∈ Dr .
Hence,
|H(2)2m,, f (z; q) −H(2), f (z; q)| < |H(2), f (z; q)|, mN0, z ∈ Dr .
Applying Rouché’s theorem, we conclude that H(2), f (z; q) and H(2)2m,, f (z; q), mN0, have the
same numbers of zeros inside Dr . Since for all mN0, H(2)2m,, f (z; q) has exactly two sym-
metric simple real zeros inside Dr , then so does H(2), f (z; q). This completes the proof of the
theorem. 
Example 2.3. Let f be a function defined on [0, 1] as
f (t) :=
{
1, t = q,
0 otherwise.
Now,
k( f ) =
∫ 1
0
tk f (t)dqt = qk+1(1 − q), k ∈ N,
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and from (1.6),
k,( f ) =
2k+2( f )
2k( f )(1 − q2k+2+2)(1 − q2k+2)
= q
2
(1 − q2k+2+2)(1 − q2k+2) .
Since
{
k,( f )
}
k∈N0 is a decreasing sequence,
M, f = 0,( f ) =
q2
(1 − q2+2)(1 − q2)
and,
m, f = lim
k→∞
k,( f ) = q2.
If q−2(1 − q2)2(1 − q2+2) > 1, then the zeros {r,}∞r=1 of the q-function
H(2), f (z; q) := z−
∫ 1
0
t− f (t)J (2) (t z; q2) dqt = (1 − q)z−q1− J (2) (qz; q2)
are real, infinite and simple and
r, ∈
(
2 q−2r−+1
√
(1 − q2+2)(1 − q2), 2 q−2r−−1
√
(1 − q2+2)(1 − q2)
)
,
r = 0, 1, 2, . . . .
Corollary 2.4. Let f ∈ L1q (0, 1) be positive and decreasing on {0, qn, n ∈ N0}. If
q−2(1 − q)(1 − q2)2(1 − q2+2) f
2(1)
f 2(0) > 1, (2.11)
then the zeros of H(2), f (z) are real, simple and infinite. Moreover, the positive zeros lie in the
intervals⎛
⎝2q−2r−+2
√
(1 − q2)(1 − q2+2) f (1)
f (0) , 2q
−2r−
√
(1 − q2)(1 − q2+2) f (1)
f (0)
⎞
⎠ ,
r = 1, 2, . . . , one zero in each interval.
Proof. Let l, f and L, f denote any lower and upper bounds of the sequence
{
k,( f )
}∞
k=0,
respectively. If
q−2(1 − q2) l, f
L, f
> 1, (2.12)
then (2.3) is satisfied and the results of Theorem 2.2 hold. If f is decreasing and positive on
{0, qn, n ∈ N0}, then by (1.5)
f (1)(1 − q)
(1 − q2k+1) 2k( f )
f (0)(1 − q)
(1 − q2k+1) , k ∈ N0. (2.13)
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Hence
f (1)(1 − q2k+1)
f (0)(1 − q2k+3)
2k+2( f )
2k( f )

f (0)(1 − q2k+1)
f (1)(1 − q2k+3) , k ∈ N0.
The sequence
{(1 − q2k+1)/ ((1 − q2k+2)(1 − q2k+3)(1 − q2k+2+2))}∞k=0 is bounded above by
1/
((1 − q2)(1 − q2+2)), and it is bounded below by (1 − q). Choose l, f and L, f to be the
bounds
l, f = f (1)(1 − q)f (0) , L, f =
f (0)
f (1)(1 − q2)(1 − q2+2) . (2.14)
From (1.6), l, f and L, f are lower and upper bounds of k,( f ), respectively. A direct substitution
with l, f and L, f of (2.14) in (2.12) yields (2.11). 
Corollary 2.5. If f ∈ L1q (0, 1) is increasing and positive on {0, qn, n ∈ N0} and
q−2(1 − q)(1 − q2)2(1 − q2+2) f
2(0)
f 2(1) > 1,
then the zeros of H(2), f (z) are real, simple and infinite. Moreover, the positive zeros lie in the
intervals⎛
⎝2q−2r−+2
√
(1 − q2)(1 − q2+2) f (0)
f (1) , 2q
−2r−
√
(1 − q2)(1 − q2+2) f (0)
f (1)
⎞
⎠ ,
r = 1, 2, . . . , one zero in each interval.
Proof. The proof is similar to that of Corollary 2.4. The present result follows by taking l, f and
L, f to be
l, f = f (0)(1 − q)f (1) , L, f =
f (1)
f (0)(1 − q2)(1 − q2+2) ,
provided that f is increasing on {0, qn, n ∈ N0} . 
Now we derive another method to study the reality of zeros ofH(3), f (z; q) using Huwitz–Biehler
approach taking into account that the case of H(2), f (z; q) is studied in [7]. The result depends on
the following theorem of Katkova and Vishnyakova. (cf. [11]).
Theorem B. If the zeros of F(z) =
∞∑
k=0
ak z
k are positive and satisfy the inequalities
akak+1x0ak−1ak+2, k ∈ N,
then all zeros of f (z) have negative real part.
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Theorem 2.6. Let f ∈ L1q (0, 1) be a positive function on {0, qn, n ∈ N0} . If q-satisfies the
condition
x0q−1
kk+1
k−1k+2
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(1 − q2m+2)
1 − q2m , k = 2m,
1 − q2(+m+2)
1 − q2(+m+1) , k = 2m + 1
(2.15)
for k = 1, 2, . . . , then the zeros of H(3), f (z; q) and H(3),t f (t)(
√qz; q) are real simple interlacing
zeros.
Proof. Set F(z) = H(3), f (z; q) + i zH(3),t f (t)(
√qz; q). Then
F(z) :=
∞∑
k=0
ak z
k, ak :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
qm(m+1)(q2(+m+1); q2)∞
(q2; q2)m(q2; q2)∞ 2m( f ), k = 2m,
qm(m+2)(q2(+m+2); q2)∞
(q2; q2)m(q2; q2)∞ 2m+1( f ), k = 2m + 1.
Then
akak+1
ak−1ak+2
= q−1 kk+1
k−1k+2
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(1 − q2m+2)
1 − q2m , k = 2m,
1 − q2(+m+2)
1 − q2(+m+1) , k = 2m + 1.
The theorem follows directly from the Hurwitz–Biehler theorem and Theorem B. 
The following two corollaries give concrete bounds for q provided that k( f ) ≡ 1 for all
k ∈ N0, which is satisfied for some important cases as is seen below.
Corollary 2.7. Let f ∈ L1q (0, 1) be positive on {0, qn, n ∈ N0} , such that k( f ) ≡ 1 for all
k ∈ N0. If
0 < q <
1
x0
≈ 0.46557102,
then the zeros ofH(3), f (z; q) andH(3),t f (t)(
√qz; q) are real simple interlacing zeros.
Proof. Clearly if k = 2m, m1, then condition (2.15) becomes
x0q(1 − q2m) (1 − q2m+2), m ∈ N,
which holds if and only if x0q1.
Similarly if k = 2m + 1, m1, then condition (2.15) becomes
x0q
(1 − q2m+2+4)
(1 − q2m+2+2) , m ∈ N,
which holds if and only if x0q1, then we are done. 
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Corollary 2.8. Let f ∈ L1q (0, 1) be positive on {0, qn, n ∈ N0} , such that k( f ) ≡ 1 for all
k ∈ N0. If
0 < q <
1√
x0
≈ 0.68232765,
then the zeros ofH(2), f (z; q) andH(2),t f (t)(z; q) are real simple interlacing zeros.
Proof. The proof is similar to that of the previous corollary. 
3. Applications
In this section we introduce some applications of the previous results. First, we investigate the
zeros of J (2) (z; q2) and the q-trigonometric functions. Second, we derive another q-version of a
theorem of Pólya with respect to the q-trigonometric functions Cosq z and Sinq z. A q-analog of
Pólya’s theorem with respect to the q-trigonometric functions cos(z; q) and sin(z; q) is given in
[5]. (See also [9].) The q-trigonometric functions Cosq z and Sinq z are defined on C by
Cosq z :=
∞∑
n=0
(−1)n q
n(2n−1)z2n
(q; q)2n =
(q2; q2)∞
(q; q2)∞ z
1/2 J (2)−1/2(2z; q2), (3.1)
Sinq z :=
∞∑
n=0
(−1)n q
n(2n+1)z2n+1
(q; q)2n+1 =
(q2; q2)∞
(q; q2)∞ z
1/2 J (2)1/2(2z; q2). (3.2)
Lemma 3.1. Let q ∈ (0, 1) satisfy the inequality
q−2(1 − q2)2(1 − q2+2) > 1. (3.3)
Then the zeros of J (2) (·; q2) are real, infinite and simple. Moreover, J (2) (·; q2) has a zero at z = 0
if and only if  > 0. The positive zeros of J (2) (·; q2) are situated in the intervals(
2q−2r−+2
√
(1 − q2+2)(1 − q2), 2q−2r−
√
(1 − q2+2)(1 − q2)
)
,
r = 1, 2, . . . , one zero in each interval.
Proof. Applying Theorem 2.2 with
f (t) :=
{ (1 − q)−1, t = 1,
0 otherwise,
we obtainH(2), f (z; q) = z− J (2) (z; q2). For k ∈ N, we have
k( f ) ≡ 1, M, f =
1
(1 − q2)(1 − q2+2) , c, f = 1.
Therefore condition (2.3) is nothing but (3.3), and the lemma is proved. 
Using relationships (3.1) and (3.2) we arrive at the following corollary concerning the realness
and asymptotics of zeros of Cosq z and Sinq z.
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Corollary 3.2. (i) If 0 < q < 0, where 0 ≈ 0.58634325 is the root of
(1 − q2)2(1 − q3) − q2
in 0 < q < 1, then the zeros of Sinq z are real, infinite and simple, and the positive zeros are
situated in the intervals(
q−2r+3/2
√
(1 − q2)(1 − q3), q−2r−1/2
√
(1 − q2)(1 − q3)
)
, (3.4)
r = 1, 2, . . . , one zero in each interval.
(ii) If 0 < q < 0, where 0 ≈ 0.51353491 is the zero of
(1 − q)3(1 + q)2 − q2
in 0 < q < 1, then the zeros of Cosq z are real, infinite and simple, and the positive zeros are
situated in the intervals(
q−2r+5/2(1 − q)
√
1 + q, q−2r+1/2(1 − q)
√
1 + q
)
, r = 1, 2, . . . ,
one zero in each interval.
Proof. First we prove (i), since Sinq z has representation (3.2). Then applying Lemma 3.1 with
 = 12 , we find that condition (3.3) is
q−2(1 − q2)2(1 − q3) > 1.
So if 0 < q < 0, then the zeros of Sinq z are real, infinite and simple, and they lie in intervals
(3.4). The proof of (ii) follows similarly by considering  = − 12 . 
Now we introduce a q-analog to the following theorem of Pólya. (cf. [16]).
Theorem C. If the function f ∈ L1(0, 1) is positive and increasing, then
1. the zeros of the entire functions of exponential type
U (z) =
∫ 1
0
f (t) cos zt dt, V (z) =
∫ 1
0
f (t) sin zt dt
are real, infinite and simple.
2. U (z) is an even function having no zeros in [0, 
2 ), and its positive zeros are situated in the
intervals (
k − 
/2, 
k + 
/2), 1k < ∞, one in each. The odd function V (z) has only
one zero z = 0 in [0, 
), and its positive zeros are situated in the intervals (
k, 
(k + 1)),
1k < ∞, one zero in each interval.
Theorem 3.3. Let f ∈ L1q (0, 1) be positive on {0, qn, n ∈ N0}. If
q−2(1 − q2) m−1/2, fM−1/2, f > 1, (3.5)
then the zeros of the entire function of order zero
U (2)f (z) :=
∫ 1
0
f (t)Cosq t z dq t, z ∈ C (3.6)
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are real, simple and infinite. Moreover, U (2)f (z) is an even function with no zeros in the interval[
0, q1/2/
√M−1/2, f ), and its positive zeros lie in the intervals(
q−2r+5/2√M−1/2, f ,
q−2r+1/2√M−1/2, f
)
, r = 1, 2, . . . ,
one zero in each interval.
Proof. From (3.1) we conclude that
U (2)f (z) =
(q2; q2)∞√
2 (q; q2)∞
H(2)−1/2, f (2z; q).
Applying Theorem 2.2 toH(2)−1/2, f (2z; q) where q-satisfies (3.5), we prove the theorem. 
Similarly, we have the following theorem for the q-sine transform.
Theorem 3.4. Let f ∈ L1q (0, 1) be positive on {0, qn, n ∈ N0} and let g(t) = t f (t), 0 t1. If
q−2(1 − q2) m1/2,gM1/2,g > 1,
then the zeros of the entire function of order zero
V (2)f (z) :=
∫ 1
0
f (t)Sinq t z dq t, z ∈ C
are real, simple and infinite. Moreover, the odd function V (2)f (z) has only the zero z = 0 in
[0, q−1/2/√M1/2,g), and its positive zeros are located in the intervals(
q−2r+3/2√M1/2,g ,
q−2r−1/2√M1/2,g
)
, r = 1, 2, . . . ,
one zero in each interval.
Proof. From (3.2) we conclude that
V (2)f (z) =
√
2 (q2; q2)∞
(q; q2)∞ zH
(2)
1/2,g(2z; q).
Applying Theorem 2.2 toH(2)1/2,g(2z; q) where q satisfies (3.5) yields the theorem. 
Example 3.5. Let f be a function defined by f (t) = 1− t, t ∈ [0, 1]. Substituting f in (3.6) yields
U (2)f (z) :=
∫ 1
0
(1 − t)Cosq t z dq t = (1 − q)
2
qz2
{
1 − Cosqq−2z
}
.
Now,
k( f ) =
∫ 1
0
tk(1 − t)dqt = q
k+1(1 − q)2
(1 − qk+1)(1 − qk+2) , k ∈ N0
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and from (1.6)
k,−1/2( f ) =
2k+2( f )
2k( f )(1 − q2k+1)(1 − q2k+2)
= q
2
(1 − q2k+3)(1 − q2k+4) , k ∈ N0.
Since
{
k,−1/2( f )
}∞
k=0 is a decreasing sequence, the
M−1/2, f = 0,−1/2( f ) =
q2
(1 − q3)(1 − q4) , m−1/2, f = limk→∞ k,−1/2( f ) = q
2.
Condition (3.5) reduces to
q−2(1 − q2)(1 − q3)(1 − q4) > 1,
that is, 0 < q < 0, where 0 ≈ 0.62490164 is the root of
(1 − q2)(1 − q3)(1 − q4) − q2, q ∈ (0, 1)
and the zeros {±ur }∞r=0 of the q-function U (2)f (z) are real, infinite and simple. Moreover,
ur ∈
(
q−2r+3/2
√
(1 − q3)(1 − q4), q−2r−1/2
√
(1 − q3)(1 − q4)
)
, r ∈ N.
4. Comparisons and open questions
In this section we make some numerical comparisons between the obtained results using dif-
ferent techniques. We also mention some open questions in these studies.
• Zeros of J (3) (z; q2): The conditions on q that guarantee the derivation of asymptotics of real
zeros of J (3) (z; q2) are
q−1(1 − q)(1 − q2)(1 − q2+2) > 1 (4.1)
according to the Rouché–Hurwitz method,
0 < q <
1
x0
(4.2)
according to the Hurwitz–Biehler method, and
q2(+1) < (1 − q2)2 (4.3)
according to the direct method. Now, we show that the condition of the direct method is better
than the one of the Rouché–Hurwitz method and for this we need to show that if q satisfies
(4.1), then (4.3) holds. Indeed if
q−1(1 − q)(1 − q2)(1 − q2+2) > 1,
then
q2+2 < 1 − q(1 − q)−1(1 − q2)−1.
Hence the proof is done if we prove that 1 − q(1 − q)−1(1 − q2)−1 < (1 − q2)2. But
1 − q(1 − q)−1(1 − q2)−1 < (1 − q2)2 (4.4)
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Table 1
Domains of q ∈ (0, 1) for which zeros of J (3)−1 (z; q2), cos(z; q) and sin(z; q) are real and simple with the given asymptotic
relations.
Rouché–Huwitz method Hurwitz–Biehler method Direct method
J (3)−1 (z; q2) q ∈ (0,
(3)
−1) where 
(3)
−1 ≈
0.43777875 is the root of (1 −
q)(1 − q2)(1 − q4) − q
q ∈ (0, 1/x0) where 1/x0 ≈
0.46557102
q ∈ (0,(3)−1) where (3)−1 ≈
0.70710678 is the root of q4 <
(1 − q2)2
cos(z; q) q ∈ (0,(3)−1/2) where(3)−1/2 ≈
0.35855491 is the root of (1 −
q)2(1 − q2) − q
q ∈ (0, 1/x0) q ∈ (0,(3)−1/2) where (3)−1/2
≈ 0.52488859 is the root of
(1 − q2)2 − q
sin(z; q) q ∈ (0,(3)1/2) where (3)1/2 ≈
0.42905167 is the root of (1 −
q)(1 − q2)(1 − q3) − q
q ∈ (0, 1/x0) q ∈ (0,(3)1/2) where (3)1/2 ≈
0.67104360 is the root of (1 −
q2)2 − q3
is equivalent to 0 < q − 2q2 + 2q3 + 3q4 − 3q5 − q6 + q7. By noting that
q − 2q2 + 2q3 + 3q4 − 3q5 − q6 + q7
= q(1 − q)2 + q3(1 − q2) + 3q4(1 − q) + q7 > 0
for all q ∈ (0, 1), we obtain (4.4), and the claim is proved. This will be also be verified by
concrete examples as Table 1 shows. It is worth mentioning here that the Rouché–Hurwitz
approach is applied to a more general setting.
Table 1 contains the ranges of q for which we guarantee the realness of the zeros in the cases  = 1,
 = − 12 and  = 12 with the prescribed asymptotic relations according to the three methods. Thus
we investigate the zeros of the q-functions J (3)−1(z; q2), cos(z; q), and sin(z; q). We recall that the
functions cos(z; q), and sin(z; q) are defined for z ∈ C by
cos(z; q) :=
∞∑
n=0
(−1)n q
n2 (z(1 − q))2n
(q; q)2n
= (q
2; q2)∞
(q; q2)∞ (zq
−1/2(1 − q))1/2 J (3)−1/2
(
z(1 − q)/√q ; q2
)
,
sin(z; q) :=
∞∑
n=0
(−1)n q
n(n+1)(z(1 − q))2n+1
(q; q)2n+1
= (q
2; q2)∞
(q; q2)∞ (z(1 − q))
1/2 J (3)1/2
(
z(1 − q); q2
)
.
• Zeros of J (2) (z; q2): The conditions on q that guarantee the derivation of asymptotics of real
zeros of J (2) (z; q2) are
q−2(1 − q2)2(1 − q2+2) > 1, (4.5)
according to the present paper’s method, and
0 < q <
1√
x0
,
1√
x0
≈ 0.68232765, (4.6)
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Table 2
Domains of q ∈ (0, 1) for which zeros of J (2) (z; q2), Cosq z and Sinq z are real and simple with the given asymptotic
relations.
Rouché–Hurwiz Hurwiz–Beihler
J (2) (z; q2) q ∈ (0, 0) where 0 ≈ 0.56362416 is the root of 1 − 4q2 + 3q4 − q6 q ∈ (0, 1/
√
x0)
Cosq z q ∈ (0,0) where 0 ≈ 0.51353491 is the root of (1 − q)3(1 + q)2 − q2 q ∈ (0, 1/
√
x0)
Sinq z q ∈ (0, 0) where 0 ≈ 0.58634325 is the root of (1 − q2)2(1 − q3) − q2 q ∈ (0, 1/x0)
according to the Hurwitz–Biehler method.
Now we show that the Hurwitz–Biehler method gives better condition than the Rouché–Hurwitz
method. For this we need to show that if
q−2(1 − q2)2(1 − q2+2) > 1, (4.7)
then
0 < q <
1√
x0
.
But if q2 + q − 1 > 0, then q < 0, where 0 ≈ 0.61803398 < 1/√x0 is the root of
(1 − q2)2 − q2, q ∈ (0, 1).
If  = 0, then condition (4.5) is q−2(1 − q2)3 > 1, i.e. q < 0, where 0 ≈ 0.56362416 is the
root of (1 − q2)3 − q2, and condition (4.6) is 0 < q < 1√
x0
,
1√
x0
≈ 0.68232765.
Table 2 indicates that the Hurwitz–Biehler method gives better conditions than those of the
Rouché–Hurwitz method.
In the following we state some of the remanning unanswered questions of the previous subject.
• What is the biggest bound on q ∈ (0, 1) for which the zeros of H(k), f (z; q), k = 2, 3 are real
and simple, and what is the asymptotic behavior of the zeros in this case? Concrete examples
proving that the desired bounds are the best possible must be provided.
• Is it possible to study the zeros of H(k), f (z; q), k = 2, 3 using a direct approach as is done by
Abreu et al. [12], and Bustoz–Cardoso for q-sine functions [13]. A challenging problem in this
direction is to find a transformation like (1.14) to tackle this difficulty. This problem is also
interesting even if it is solved for J (2) (z; q).
• For all f ∈ L1q (0, 1), what is the best method among the four techniques to guarantee that all
zeros of H(k), f (z; q), k = 2, 3 are real and simple and to derive their asymptotics? We notice
from the previous comparisons that there will not be superiority for a particular method in all
cases.
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