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Analytical and numerical results are given for determining the location of the 
mode of a class of bivariate gamma densities as a function of the parameters. The 
model location for a class of bivariate gammas as considered by Kibble (1941, 
Sankhya A 5 137-150) is shown to satisfy a nonlinear differential equation in p. the 
correlation coefficient for fixed shape parameter. Qualitative and asymptotic 
properties of the modal location are also given. Whenever the shape parameters are 
unequal, analytical and numerical results are used to provide a conjecture for the 
modal location in the general case. :(’ 1987 Academic Press. Inc. 
1. INTRODUCTION 
Kibble [4] derived expressions for the bivariate gamma distribution 
which allowed for both unequal shape and scale parameters and a depen- 
dency parameter. The literature contains many papers which have con- 
sidered higher dimensional gamma distributed variates. For example, Bose 
[2 3 first considered the bivariate Chi distribution which is a special case of 
the bivariate gamma distribution considered by Kibble [4]. Krishnaiah, 
Hagis, and Steinberg [6] extended the results of Bose and considered its 
application to problems related to noise in radar systems. Krishnaiah and 
Rao [S] considered the uniqueness problem of having a “natural” for- 
mulation of a multivariate gamma distribution. Gupta [3] presented a 
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method for deriving a canonical expansion for the bivariate gamma dis- 
tribution. Recently, Smith, Adelfang, and Tubbs [S] considered the 
problem of finding the modal location of the bivariate gamma densities as 
a function of the parameter space. The purpose of this paper is to consider 
this problem in greater detail. The particular density function is given by 
where ak = (qt,) ‘I2 f(y2 - y, + k)/tl;12k!, t, = ~,.I-, t, = /12y. 8,) ji2 are 
known scale parameters, y2 > y, > 1 are shape parameters, and 0 -CV < 1 is 
a dependency parameter satisfying 9 = p(~~/y,)~” for p the correlation coef- 
ficient between the random variables x and I’. I,.(z) denotes the modified 
Bessel function with index v. Whenever, the shape parameters are equal, 
Eq. ( 1.1) can be written as 
‘“‘exp -{(t,+t2)/(1-q)} 
(1.2) 
Equation (1.2) is identical to the results given by Kibble [4, Eq. (12), 
p. 1411, where Kibble’s p satisfies p2 = q. 
Smith and Adelfang [7] used the above class of density functions in 
modeling wind gust data for the ascent flight of NASA Space Shuttle. 
Smith et al. [8] discuss many properties for this class of density functions 
and their applications in modeling the wind gusts. Several different classes 
of bivariate functions were considered for application in the wind gust data, 
however, the densities given by (1.1) were the most satisfactory. Since, a 
parametric model was selected, it enabled one to efficiently model the effect 
of wind gusts, thus establishing realistic engineering constraints for the 
shuttle payload system. Tubbs and Brewer [9] obtained preliminary results 
for the location of the mode as a function of the shape and dependency 
parameters in both Eqs. (1.1) and (1.2). This modal location was a useful 
parameter when considering equiprobable regions. The purpose of this 
paper is to expand the preliminary results given in Tubbs and Brewer [9]. 
The authors were not aware of any other results, either analytical or 
numerical, for the modal location of non-Gaussian bivariate distributions. 
In Section 2 some qualitative results are derived for the behavior of the 
modal location of (1.2) as a function of (7, n). Section 3 presents analogous 
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results for another borderline case y, = 1, y2 > 2 of (1.1). Section 4 contains 
some numerical procedures based on the theoretical investigation of the 
previous sections. The general case yz > y, > 1 is considered briefly in 
Section 5. 
2. EQUAL SHAPE PARAMETERS-ANALYTICAL METHODS 
LEMMA 1. The function f(t,, t,;y, q) defined by (1.2) attains its 
maximum in the region R: = {(t,, t,): t, 20, t2>0} on the fine t, = t2. 
ProoJ: Choose any constant c > 0. Let h(t) =f(t, c - t; y, q), 0 < t < c. 
Then the lemma is a consequence of the fact that h is increasing in t on 
(0, c/2) and decreasing in t on (c/2, c). This may be shown by differen- 
tiating ( 1.2 ). 
Define g(t; y, q) =f(t, t; y, q). Then by Lemma 1 it is sufficient to find the 
point on t > 0 at which g attains its maximum value. Using (1.2) one can 
show that 
g(t; y, q) = c(y, q) ep2’!” ‘l’h(t), (2.1) 
where c(y, q)= [(l -v)(&)~~~’ f(~)]~‘, h(t)=t’ ‘I;.~,{tp(q)}, and 
Pw=2& -VI. 
Using Abramowitz and Stegun [ 1, Eq. 9-6-281 it is not difficult to show 
that h’(t)=p(v]) t’P’l,-,(tp(~)). Thereforef(z, t; y, ‘I) is the mode of the 
bivariate gamma distribution given by (1.2) if and only if h’(r) = 
2h(r)l(l -II) or 
JIL *CrP(?)J=z;.~,CTP(rl)~. 
With the aid of (2.1), we may prove the following theorem. 
(2.2) 
THEOREM 1. For fixed y > 1, let r(q) denote the value at which f(s(q), 
s(q); y, q) is a maximum. Then z is continuously differentiable for 0 6 q < 1 
and satisfies the initial value problem 
t’(~)=(~/2~)[(2t-2y+3)~‘-(1 +~/)(l -?)-‘I 
s(0) = y - 1. 
(2.3) 
Proof. It is easy to show directly from (2.1) that g attains its maximum 
at t = y - 1 when q = 0, so that z(O) = y - 1. Furthermore ag/& is con- 
tinuously differentiable for 0 <ye < 1 and computation shows that 
a2g/at2 # 0 at t = y - 1 and q = 0. Therefore, T(V) is continuously differen- 
tiable in a neighborhood of 9 =0 by the implicit function theorem. The 
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proof will be completed by differentiating both sides of (2.2) with respect to 
4. After some simplification and solving for r'(q) this yields 
T’(rl)=(l -rl)I,. z{V(Vl))/(‘bq(V))-(1 +II)+l(1-?h (2.4) 
where q(‘1)=1:.~,j.rp(~)}-,:;II: -2{~~(rl)}. 
By Abramowitz and Stegun [ 1, Eq. 9-2-261, 
I:, ,(V)(V)) = 1;. z(V(n)) - (I’- 1 ) I,.- ,(TP(q))/(V(V)) 
4 2(v(sf)= I;- I(V(llf)S (Y -2) I,. ~*(~~(~))/(~~(~)); 
substituting these expressions into q(yI) and using (2.2) yields after some 
simplification 
dvl) = (1 - “I)(27 - 21; + 3) 1, z(~p(q))/2r. 
Substituting this expression into (2.4) completes the proof of Theorem 1. 
The nonlinear differential equation (2.3) cannot be solved in general in 
closed form. Some numerical solutions are given in Section 4. However, 
(2.3) does give information regarding the qualitative and limiting behavior 
of s(q) for 1’ > 1. In the special case y = 5, (2.3) reduces to a linear differen- 
tial equation which can be solved directly by standard methods. 
COROLLARY 1. ! fy =$ zherz 
t(tr)=- levl ln((l +&)/Cl --&I}. 
G 
This result can also be obtained from (2.2) using the fact that I,,(,-) can be 
expressed in terms of hyperbolic functions when ,U = +4. 
Since the differential equation (2.3) is singular at q =O, its numerical 
solution requires some additional knowledge of the behavior of t(q) near 
9 = 0. This is provided by Coroliary 2 which is a consequence of (2.3) and 
the mean value theorem. 
COROLLARY 2. The function z(q) is continuously differentiable at ye = 0 
and satisfies 
t’(O)= -(y-1)/y, y> 1. (2.5) 
Proof. The continuous differentiability of t at q = 0 was considered in 
the proof of Theorem 1. Choose q > 0, then by the mean value theorem 
there is a number i E (0, q) such that 
T(V) = T(0) + VT’({) = y - 1 + VT’(t). 
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Substituting this expression into (2.3) and simplifying yields 
T,(rl)= (Y - 1 + v’(O)(l + (1 + ?I T’(O) 
(1 -rlNl+2v’(Lt)) 
Letting g + 0 and using the continuity of z’(q) we have 
T’(0) = - (y - 1 )( 1 + 5’(O)). 
Solving this equation for r’(O) yields Eq. (2.5). 
We will write z(g, y) when we wish to emphasize the dependence of the 
modal location on y. Theorem I and Corollary 2 may be used to obtain 
several of the qualitative and asymptotic properties of the function r(v], y) 
in the region 0 < u < 1, 1’ > 1. These are summarized in 
THEOREM 2. The modal location function s(q, y) has the ,following 
properties: 
(i) s(q, y) is a decreasing function of ye for fixed y > 1; 
(ii) lim, _ , T(q,y)=maxjy-3/2,0] for y>l; 
(iii) ~(7, y) - (y - 3/2) is a decreasing ,function in y ji7r ,fixed 
~E(O, 1) andy> I; 
(iv) lim,, j T .~~(~,~~)-(~-3/2)1=(1-~)/(2(1+~))forodv161. 
Proof: We will show that t’(q) < 0 for 0 d V) < 1. Suppose not, then 
since T’(O) < 0 by Corollary 2, there is a point [ > 0 such that z'(t) = 0 
and t’(q)<0 for O<q<& Let w(q)=r(q)- (y-3/2) and Z(V)= 
(1 - ~)/2( 1 + q), then from (2.3) it is easy to see that 
so r'(t) =0 if and only if #J(C) =z(<). Let h = M’-Z. Note that Z’(V) = 
- (1 + u) P2 so that h’(0) = K)‘(O) -Z’(O) = r’(0) + 1 > 0 and h(0) = w(O) - 
z(O)=O. Therefore since h(t)=0 and h(q)>0 for O<q< 5 we must 
have h’(r)<O. However, h’(<)=w’(<)-Y({)=T’(~)--z’(t)= -z’(r)= 
(1 + oP2 > 0. This contradiction proves (i). Furthermore, we have that 
w(q)>z(q) for O<q< 1. 
We will now consider the proof of (iii). Fix y , > y2 > 1 and let f(q) = 
u(q, y,) - M(Q y2) where as before M(V, y) = T(Y], y) - (y - 3/2). We wish to 
show that f(q)<0 for O<q < 1. Clearly f(O)=0 and by (2.5) f’(O)= 
(7,)-l - (y2)-’ < 0. Assume to obtain a contradiction that there is a point 
5 E (0, 1) such that f(t) = 0. If, in addition, we assume that t: is the first 
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such point, thenf(r]) < 0 for 0 < q < r so f’( 5) b 0. However, using (2.6) at 
both y, and yZ and the fact that MI(~, y, ) = w(C, 11~) it is not difficult to show 
that 
,f’(() = (VI - YJ -q-- cMt)-’ -z(5) -‘I. 
Since yr > yr and ~(5) > z(t), it follows that f’(t) < 0. This contradiction 
completes the proof of (iii). 
Now we turn to the proof of (ii). First consider the case 1 < y d 2. Since t 
is decreasing in q and is positive for 0~ 9 < 1 we know that 
5* = lim ‘I-, r(q) exists, where the limits at 1 are always from the left. 
Assume to obtain a contradiction that r* > 0. Then it is not difficult to 
show using (2.3) that 
r’(V)<(4V))-(r*(t +V))/(2r1(1-‘1)). 
Therefore, for l/2 6 q < 1 we have 
T’(q)<+-T*/(2(t -q)). 
Integrating both sides of this inequality from $ to q yields 
for 4 < q < 1. However, this implies that t(q) -+ - ;x, as q -+ 1, a contradic- 
tion. 
The case ‘J > 1 follows easily from (iii) and the proof of (i) because for 
3 1’ 3 2, 
--(rl)~~(~)-(j,--/2)~7(~, 3/2) 
and both z(q) and z(q, 3/2) approach zero as q 4 1. 
Finally, we consider the proof of (iv). Let u(q, y) = w(q, y) - Z(V) for 
0 < q 6 I and 7 3 $. From the proof of (i) we know that u(q, y) 2 0. From 
(2.6) we obtain 
so that 
Therefore 
u~‘(v, Y) d -(Y - 3/2) 4f~ Y). 
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From this inequality we obtain 
Therefore 
This implies that u(q, y) -+ 0 as y + co and completes the proof of 
Theorem 2. This inequality also supplies information on the rate at which 
this limit is approached. 
3. UNEQUAL SHAPE PARAMETERS-THE CASE yI = I 
In this section we consider another “borderline” case of the general 
bivariate gamma distribution, the case y, = 1. For technical reasons we will 
limit our discussion to the range y2> 2 and for brevity let Y?=Y. Then the 
function given by (1.1) reduces to 
where 
x T(y+k- 1) 
C~=*~OS~+kk! T(y+j+k)’ 




Lemma 2 allows us to restrict our attention to the line r1 =O. The proof 
of this lemma is obtained by showing that for any fixed t, 2 0, the function 
defined by (3.1) is a decreasing function of t, . 
LEMMA 2. The function f( t , , t2 ; 1, y, q) given by (3.1) for y > 2, takes on 
its maximum in the region t, > 0, t, > 0 on the line t, = 0. 
According to this lemma, the mode of the bivariate gamma distribution 
in this case is the point (0, CL), where p is the point on t 9 0 where the 
following function is a maximum: 
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where 
h(f)= i L 
i I 
k1‘(1’+k-l) C ‘It k 1 
k=O 1-v k! f(y+k) =k=O I -rj XL I k! (y+k- 1)’ 
By differentiating this power series one can show that 
so that the function we wish to maximize is 
i‘ 
I 
g(f)=e I:(1 v) s~-?ew/(l-‘l)& (3.3) 
0 
By considering the first and second derivatives of g with respect to t, we 
obtain 
LEMMA 4. Let p(q), or when necessary p(q, y), denote the value for which 
f’(0, p( q, 7); 1, y, u ) is a maximum where f is defined by (3.1) and (3.2). Then 
p(O)=)!- 1, ,a(q)>Y-2,for O<q< 1, andsatkfies 
g(p)= (1 -ty)p? 2e I’, O<q<l, (3.4) 
where g is defined by (3.3 ). 
With the aid of these preliminaries we may prove the following theorem 
in the spirit of Theorem 1. 
THEOREM 3. For fixed y 3 2, let p(q) denote the value at whichf(0, p(q); 
1, y, ye) is a maximum. Then p is continuously differentiable on 0 < q < 1, 
p’(O) = - 1 + (lpt), and on 0 < 11 < 1, p satisfies the initial value problem 
P’ol) = - 
P[P-(Y--1)+vl 
?(l -?)L-(cl-(Y-211 (3.5) 
p(O)=y- 1 
Proof. As in the proof of Theorem 1 the continuous differentiability of 
,u in a neighborhood of q =0 may be proved by applying the implicit 
function theorem to (3.4). This differentiability will be extended to all of 
[0, 1) by proving that (3.5) holds. Let g(r, q) denote the function defined 
by (3.3) and let g, and g, denote its partial derivatives with respect to t and 
v], respectively. Then differentiating both sides of (3.4) with respect to n we 
obtain 
g,(~,q)~‘+g,(~,rl)=(l-q)e “~‘;‘~3(y-2-~L)‘--e-~LY~2. (3.6) 
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By definition g,(p, q) = 0 and direct differentiation of (3.3) and integration 
by parts yields after some simplification that 
t 1 
gv(t, VI)= -(I -g),g(‘? v)+II(l --4) 
p- I,-1 (Y- 1) 
--dt, r), 
v(l -?I) 
for O<q< 1. 
Therefore, using (3.4) we may obtain 
g&L, yl)=p’-%-, P-((Y-1) 
v . 
Substituting this expression into (3.6) and simplifying yields (3.5). For 
q = 0, an easy calculation shows that 
1 
g&t, 0) = -~ ))(Y - 1) e ‘[; 
from which substitution into (3.6) with yl = 0 and p= y - 1 shows that 
p’(O) = - 1 + l/y. This completes the proof of Theorem 3. 
The following corollary exploits the fact that (3.5) reduces to a linear dif- 
ferential equation when y = 2. 
COROLLARY 3. Ify=2, then 
1-v Av)=---ln 
1 
[ I iq’ 
O<rf<l. 
YI 
This result is also easily derived directly from (3.4). 
It is interesting to note that the translated modal location function 
u(q) = p(q) - (y - 2) satisfies the differential equation given by 
u’(v) = 
Qv)+Y-2 
VI Cdrl)-‘-(l -VI- ‘1 
u(0) = 1, u’(0) = - 1 + l/y, 
whereas the translated modal location function w(q) = t(q) - (y 
Section 2 satisfies the analogous differential equation 
w’(v) = 
4~) + Y - 312 
41 
Cwo7)-‘-2(1 +‘I)/(1 -VII 
312) of 
w(0) = 4, w’(0) = - 1 + l/y. 
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For this reason p behaves in a manner similar to r. Its properties are stated 
in Theorem 4. Since the proof of this theorem is entirely analogous to the 
proof of Theorem 2, it is omitted. 
THEOREM 4. The modal location function ,u(q, y) has the following 
properties: 
(i) p(r, y) is a decreasing,function of v for fixed y > 2; 
(ii) lim, _ , p(q,y)=y-2.for y>2; 
(iii) p(q, y) - (y - 2) is a decreasing function of y for y > 2 and fixed 
q E (0, 1 k 
(iv) lim,. _ 1 [~(~,y)-(l'-2)]=1-?for0~~61. 
4. NUMERICAL RESULTS 
In this section we present some quantitative results based on the results 
of the previous sections. Figure 1 illustrates the behavior of the translated 
modal location function for equal shape parameters W(V, y) for various 
values of ‘1 and y. This figure supports the qualitative behavior of this 
function derived in Theorem 2. The limiting values of q = 1 and y = cc are 
taken from Theorem 2. 
The values used in Fig. 1 were computed using Theorem 1. Specifically, a 
fourth-order Runge-Kutta algorithm was used to compute an approximate 
Y= ---I ,  -e :3 t  I5 ---> -2 
-(t- 3 - . -  10 ~ -m 
FIG. 1. Modal location for the function w(q, y). 
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solution of the differential equation (2.3) on the interval 0 Q q < 1 for each 
specified value of y. Since Eq. (2.3) is singular at q = 0, Corollary 2 was 
used to replace the initial condition t(O) = y - 1 by the approximate initial 
condition 
z(h) = y - 1 - C(Y - 1 )/??I h, 
where h is the step size of the numerical method. 
Figure 2 shows the corresponding results for the translated modal 
location function U(Q y) =P(Q y) - (y - 2) for the case y1 = 1 and y2 =Y. 
This figure was derived by the same methods used in Fig. 1 except employ- 
ing the results of Section 3. Again, this figure supports the qualitative 
behavior established in Theorem 4. 
Note that the differential equations (2.3) and (3.5) allow the modal 
location to be computed recursively in q for fixed 1’ as a dynamic process in 
a time scale measured by the modified correlation coefficient q. Error in the 
computation is introduced through the discretization of this continuous 
evolutionary process. A more conventional computation of the modal 
location would require an independent calculation for each value of q with 
error introduced through the truncation of the series representation (1.2) of 
the distribution function. Since the series converges slowly for values of q 
near 1 the truncation method yields misleading results as q--, 1, whereas 
the differential equation method introduced here remains accurate for 
values of the correlation coeffkient in this range. 
y=+-2 ----+- 3 - 10 ~~ m 
FIG. 2. Modal location for the function u(q, 11). 
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TABLE 1 
Location of the Mode in the General Case for y2 = 3 
Vi:', I 1.5 2.0 2.5 3.0 
0.00 (0, 2.00) (0.50, 2.00) (1.00, 2.00) ( 1.50, 2.00) (2.00, 2.00) 
0.25 (0, 1.82) (0.46, 1.82) (0.92, 1.84) (1.38, 1.83) (1.84, 1.84) 
0.50 (0. 1.59) (0.42, 1.62) (0.84, 1.64) (1.26, 1.66) (1.69, 1.69) 
0.75 (0. 1.31) (0.40, 1.38) (0.80, 1.44) (1.19, 1.51) (1.58, 1.58) 
(0.39, 1.37)* (0.70, 1.44)* (1.18, 1.51): 
0.85 (0. 1.18) (0.41, 1.26) (0.80, 1.36) (1.17, 1.45) ( 1.54, 1.54) 
(0.39, 1.27)* (0.77. 1.36)* (1.16. 1.45)* 
Note. Approximate values computed using (5.3) and (5.4) are denotted by *. When these 
values are equal to two decimal places only one value is given. 
5. UNEQUAL SHAPE PARAMETERS 
In this section we briefly consider the mode of the general bivariate 
gamma distribution given by ( 1.1). By setting the partial derivatives of 
f(t,, r,; y,, y2, q) with respect to t, and t, equal to zero, one finds that f 
attains its maximum at the point (ti, t2) whose coordinates satisfy 
(5.1) 
and 
t =1-q x- Ic 





S= 1 C aik and 
‘1’+wY2 - Y I + k)(t, t21’ 6 
,=O k=O 
a,=(1-IJ)2j+k 
f(y2 +j+ k)j! k!’ 
Table I shows selected values of the modal location for the case y2 = 3. 
They were computed by truncating each of the series in (5.1) and (5.2) to 
about fifty terms and simultaneously iterating on these equations until an 
approximate solution is obtained. These computations become unreliable 
as YI + 1 and the truncation error becomes unacceptable. 
Figure 3 gives a graphical representation of the change in modal location 
with r] and y, for fixed yz = 3. It is interesting to note for a fixed r] the 
extent to which the modal location may be approximated by linear inter- 
polation between the borderline cases, namely y, = yr = 3 and yi = 1, y2 = 3, 
discussed in Sections 2 and 3. 
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y,= xxx1 ****5 c1002 i+25 .  ..3 
FIG. 3. Modal location for the general case. 
More specifically, we have the empirical approximations 




where T and p are as defined in Sections 2 and 3, respectively. This 
empirical relationship is a subject for further investigation. 
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