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Es ist das Ziel der vorliegenden Arbeit, im ZahlkGrper verschiedene S&e 
iiber die Verteihmg der Nullstellen der m-ten Ableitung der Dedekindschen 
Zetafunktion zu beweisen. 
1 
Erste Resultate iiber die Verteilung der Nullstellen der m-ten Ableitung 
der Riemannschen Zetafunktion c(“)(s) wurden von Spira in [8,9] angegeben. 
Es existiert b, (= 2 + (7/4) m), so daD [tm)(a + it) # 0 fur (T 3 b,,, gilt. 
Ferner gibt es eine Zahl a, < 0, so daD [(m)(u + it) fur u < a, nur reelle 
Nullstellen besitzt. In jedem offenen Interval1 der Form (- 1 - 2k, 1 - 2k), 
1 - 2k < a, , liegt genau eine reelle einfache Nullstelle. 
Im Jahre 1970 bewies Berndt in [l] eine Asymptotik fur die Anzahl N,(T) 
der Nullstellen von [(“)(a + it) im Horizontalstreifen 0 < t < T. Man 
erhalt fur m > 1: 
N,(T) = $ log T - 
1 + log4?T 
2~ T + Kdlog 0. (l-1) 
Eine umfassende Arbeit i.iber die Nullstellen der m-ten Ableitung der 
Riemannschen Zetafunktion wurde 1974 von Levinson und Montgomery 
[S] veriiffentlicht. Insbesondere bewiesen sie fiir 0 < U < T: 
2%-. C 
T<y”“‘<T+U 
(/W - 4) = mU * log log & + U($ log 2 - in * log log 2) 
+ O,(U’%Tlog T>>  + Qn(log 0. (1.2) 
Es wird tiber alle Nullstellen pcrn) = /!P) + iyfrn) von [(““)(s) mit T < ycrn) < 
T $ U summiert. 
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Ferner besitzt Qm)(u + it) fur m 3 1 unter Annahme der Riemannschen 
Vermutung fur c(s) hochstens endlich viele komplexe Nullstellen im Bereich 
(5 < g, t # 0. 
SchlieBlich erhalt man fur 6 > 0: 
N,+(& + 8, T) + A’,,-($ - 6, T) grn 6-l * T . log log T. (1.3) 
Dabei bezeichnet N,+(aO, T) bzw. N,-(a0 , T) die Anzahl der komplexen 
Nullstellen von [(m)(~ + it) im Bereich u > q, , 0 < t < T bzw. u < q, , 
O<t<T. 
Hiermit sind nur einige SBtze aus [5] zitiert. 
Es ist das Ziel der vorliegenden Arbeit, die angegebenen Resultate auf 
algebraische ZahlkSrper zu verallgemeinern. 
Im folgenden sei K ein algebraischer Zahlkorper vom Grade II und der 
Diskriminante d iiber dem K&per der rationalen Zahlen. Fur ein ganzes 
Ideal a aus K bedeute Na seine Norm. Die Dedekindsche Zetafunktion 
&(s) ist definiert fur u = Re s > 1 durch 
wobei liber alle ganzen Ideale a # (0) aus K summiert wird. Die Zahlen rl 
und r, seien in der i.iblichen Weise erkllrt, insbesondere ist also 12 = rl + 2r, . 
<p’(s) bezeichne die m-te Ableitung von C&T). 
2 
Es werden zunachst Untersuchungen iiber nullstellenfreie Bereiche der 
Funktion [I) durchgeflihrt. 
Fur m > 1 und u > 1 gilt: 
&+(s) = (-1)” c (log Na)m(Nll-“. 
Na>2 
SeiNa& 1 >Ound,JM 1 =Ofurj=2,...,M-1;dannfolgt: 
{p’(s) = (-I)” 2 (log Na)“(Na)-“. 
KATZ 2.1. Es sei m eine natiirliche Zahl; dann gilt: 
(2-l) 
[k)(s) # 0 fUr (T 3 n + M”(m + 1). 
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Beweis. Zunachst erhglt man: 
Nun gilt fur CJ 3 n + (m/log M) mit D(k) = C 1: 
j/k 
,.,z,,, ‘lTN$?m ’ j+, D(k)n-1 (log W’ ko 
< f (log 4” < m (log xl” dx ’ k=M+l /y-n+1 I M w . 
Es sei jetzt u 3 n + M”(m + 1); dann folgt wegen 
s m (log x)” m (log M)j . (u - n)j M p-n+1 dx = m!  (o Y;i+1 To j !  
die Abschatzung: 
1 gqs)l > (*okgyP _ m! ( 
c? 
yimtl F (‘of3 w, - nY 
5=0 
> (lo!3 W” _ (m + 1) M”-“(‘og Mp 
M” U--n 
= (log 44)” iW-0 C? - II 
a-n i 
- - (m + l)/ > 0. M” 
Im folgenden wird eine entsprechende Aussage tiber einen nullstellenfreien 
Bereich der Funktion <p)(s) in der Halbebene u < 0 bewiesen. Man benijtigt 
einige Lemmata. 
LEMMA 2.1. Fiir k > 0 gilt: 
(4 
(‘9 
cos ?T(l - s) r1+r2 sin ?T(l - s) rz (*) 
2 ) ( 2 H 
= i. cfk(K) (cos T(l 1 ‘) )j(sin 7T(1 1 ‘) )“+, 
{(cos(77(1 - s)/2))r’+‘z(sin(7r(l - ~)/2))‘“}‘~’ 
(cos(7r(l - s)/2)px+r*(sin(7r(l - s)/2))‘8 
= go cjk(K) (tan a(1 2p ‘) )r1+r2-‘. 
Die Koefizienten qL(K) sind vom K&per K abhhgige Konstanten. 
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LEMMA 2.2. Sei Re s > 0 und j > 1; dam gilt: 
Beweis. [7; (6)]. 
Es bezeichne T(s) die Gammafunktion. Nach [2] folgt: 
r@) = (24112 e-s . S~-(1/2)e(1/12s)-R(s), (2.2) 
wobei 
R(s) = 4 . /a (s + x)-” . B,(x - [xl) dx, 
0 
B,(x - [xl) = TT--~ * - cos(2krx). 
LEMMA 2.3. Man erhiilt ftir k 3 1 
{P(l - S))(k) = (-l)‘P(l - S) 
1 
k-l 
x nk bg"(l - s) + c Pjk(l - s) k&(1 - s) , 
j=O 1 
(2.3) 
wobei Pjk( 1 - s) ein Poiynom (ohne absolutem Glied) in (1 - s)-l und den 
ersten k Ableitungen von R( 1 - s) ist. Ferner gilt ftir Re(1 - s) > 0 und 
/ 1 --s/ > 1: 
P,,(l - s) = &( 1 1 - s I-l), j = O,..., k - 1. (2.4) 
Beweis. Zungchst ergibt sich fiir k = 1: 
{Pyl - s)}(l) 
= -P(1 - s) [n log(1 - S) + 5 (1 - s)-l - s (1 - s)-~ - nR’(1 - s)/. 
Die Behauptung (2.3) folgt dann durch vollstandige Induktion nach k: 
(Pyl - s))(k-+I) 
= (-1)“fl P(1 - s) 1 nh+l logk+l(l - s) + nkPo,(l - s) lOg”(1 - S) 
f )Fl npf-l,k(l - s> l”gi(l - ‘> 
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k-l 
+ c I’,,,(1 - s) Pjk(l - s) lo&(1 - s) + k . nk 
log”-l(l - s) 
5=0 1 --s 
k-l k-l 
+ c Pi,(l - s) logy1 - s) + c jPjk(l - s) logj;‘(1; s> 
j=O j=l 
= (-l)kflP(l - ) s 
1 
nk+’ logk+‘(l - s) + i Pj&+l(l - s) logj(l - 3) . 
j=O 1 
Nach Lemma 2.2 gilt fti Re(1 - s) >, 0: 
(R( 1 - ,)j(j) = 0( 1 1 - s j-j-y, 
Somit erhalt man fiir 1 1 - s 1 > 1: 
j = 1, 2,.. . . 
p,ktl - s) = &(I 1 - s I-‘), j = O,..., k - 1. 
LEMMA 2.4. Es seien u. > 0, to > 0 beliebige reeife Zahlen.Dann gibt 
es eine Konstante c(m, a,, to, K) > 0, so daJgilt: 
Beweis. Nach [4] lautet die Funktionalgleichung fiir die Dedekindsche 
Zetafunktion: 
&(s) = 294(8-lh ) d )(1/2)-s (,,, 71(1; '1 )"+" 
2 ) P(l - s) &(I - s). 
Durch Anwendung der Leibnizschen Regel folgt: 
,$‘$) = 2” t (7) {JX(l - s)}~z) ~(2,+.3-1h 1 d l(W)-9 (co, “d 2 ‘) )“+” 
E=O 
X sin ~r(l - ‘> ” 
2 
) * &(l - s)/Cm-z) 
= 2n(2,#84n ) d 1(1/2)-s 
( 
,-os ,(12- $1 )-+" 
m-1 X &(l -s){lyl -s)}(“) + 2* c (Pyl -s)}(Z) 
z=o 
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x Tng;k (;‘)(“, ‘)(” -.f - “) (-l)j<t)(l -~){(~7T)~8-ll~~~~~1/21-s}~m--l--k-i~ 
Nun gilt: 
mzk (;‘)(“‘, 3(” -( - “) (-l)j ,YY'(~ _ s){(2,.4-lh , d,(ll2)-s)(m-2-k-i) 
m-l-k 
= (27T)‘s-“n I d [(lj2)-’ ’ ho Ujkl,(K) 5~‘(1 - S), 
wobei die Koeffizienten ajk,,(K) vom Kiirper K abhangige Konstanten sind. 
Man setze 
fm(s) := j&(1 - S) (~0, T(l z ‘) )T’+r2 . (sin n(l 1’) )” (P(l - S)jtm), 
W) 
X 
I( 
cos T(1 - S) Q+% sin 
2 1 ( , 
wobei 
m-l-k 
&n(S) = c aj,zm(K) (!‘(I - S). 
j=o 
Dann erhiilt man: 
l:“‘(s) = 2n(27r)‘s-1)n j d j (1/2)-s * Kh> + &n(sN. (2.6) 
Nun gilt ) I;~)(s)[ > 0, falls If&)l > I g,&)I ist oder mit Lemma 2.1 
und (2.3): 
m-1 
nm - log ( 1 - S ( > A(s) := 1 1 P&l - s)l (log 1 1 - s Iy-m+l 
j=O 
+ ;c; j C;;‘(l - S)l (n”(log I 1 - S I)“-“” 
(2.7) 
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l- 2 < i tan 4 2- s, e=% + 1 j < 1 + 
2 
@r’l@ - 1 ’ 
52;‘(1 - s> = O,,(l), 
<$‘(l - S) = Oj,,,(l), j = 0, 1, 2,..* . 
Somit ergibt sich unter Beriicksichtigung von (2.4): 
4s) G.to.ao 1. 
Nach diesen Vorbereitungen kann jetzt der folgende Satz bewiesen werden. 
SATZ 2.2. Es sei 0 -C E < 4 eine reelle Zahl. Dann existiert eine Konstante 
a(m, l , K) < 0, so da! I$“(s) in der Halbebene u < a(m, E, K) nur reelle 
Nullstellen besitzt. In jedem Interval1 der Form (-2k - 1 - C, -2k - 1 + l ) 
bzw. (-2k - E, -2k + e), -2k + l < a(m, E, K), liegen genau r2 bzw. 
r, + rg reelfe NuIistellen von [km)(s). Ferner gilt <km’(s) # 0 fdr -2k - i + 
E < s = ct < -2k - E. Hierbei ist jede Nullstelle so oft zu ziihlen, wie ihre 
Vielfachheit angibt. 
Beweis. Nach Lemma 2.4 gibt es eine Konstante a,(m, K) < 0, so da13 
fiir 1 = l,..., m gilt: 
5%) # 0 fiir 0 < a,(m, K), ItI > 1. 
Man betrachte die Rechtecke 
R, : -2k-l-e+& -2k-l-e-i, -2k-1 +t-i, -2k-1 -/-E+i, 
R *: -2k-1 fe +i, -2k-1 fe-i, -2k-e-i, -2k - l -/- i, 
R, : -2k-• + i, -2k-e-i, -2k + e - i, -2k + E + i. 
aR bezeichne den Rand eines Rechtecks R. 
Die Funktionenfi(s) und gr(s) aus (2.5) sind fiir I = l,..., m in Rj U 3Rj, 
j = 1,2, 3, holomorph. Es sei -2k + E < a2(m, K> < 0; dann folgt nach 
Lemma 2.3: 
m> f 0 fir SEaRi, 1 = l,..., m; j = 1, 2, 3. 
Weiter gilt mit (2.7) ftir u < a3(m, E, K) < 0: 
Ifz(s>l > I gds)l, s f a& ; I = l,..., m; j = 1, 2, 3. 
Alfe Funktionenfi(s), I = I,..., m, haben im Rechteck R, eine einzige Nuli- 
stelle der Ordnung rz bei s = -2k - 1. Im Rechteck R, liegt nur bei s = -2k 
eine (rl + r,)-fache Nullstelle von fi(s), 1 = l,..., m. 
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Ferner gilt: j&r) # 0 fiir s E Rz , I = l,..., m. 
Nach dem Satz von RouchC stimmt die Anzahl der Nullstellen von fi(s) 
und fE@) + g&X 1 = I,..., m in Ri , j = 1,2, 3, iiberein. 
(2.8) Somit besitzt <g’(s) fur I = I,..., m nach (2.6) im Rechteck R, 
genau r2 , im Rechteck R, keine und im Rechteck R, genau r1 + r2 Nullstellen. 
g(s), 1 = I,..., m, ist auf der reellen Achse reellwertig. Die Dedekindsche 
Zetafunktion &&) hat nach [4] in den negativen geraden Zahlen eine Null- 
stelle (rr + r,)-ter Ordnung und in den negativen ungeraden Zahlen eine 
Nullstelle r,-ter Ordnung. Man zHhle jetzt jede Nullstelle so oft, wie ihre 
Vielfachheit angibt. Dann liegen in R, mindestens r2 - 1 und in R, mindestens 
rl + r2 - 1 reelle Nullstellen von &‘(s). Wegen lK’(o - it) = &‘(cJ + it) 
sind nach (2.8) alle r, bzw. rl + r, Nullstellen von &‘(s) in R, bzw. R3 
reell. Nach dem Satz von Rolle besitzt C:‘(s) in R, mindestens r2 - 1 und 
in R, mindestens rl + r2 - 1 reelle Nullstellen. Den obigen Ausftihrungen 
analoge Uberlegungen ergeben schliel3lich die Behauptung von Satz 2.2. 
3 
In diesem Paragraphen sol1 die Asymptotik (1.1) auf algebraische Zahl- 
kSrper verallgemeinert werden. Man kann dazu die iibliche von Berndt 
in [l] ebenfalls verwendete Beweismethode benutzen. Wir folgen hier jedoch 
den allgemeineren Untersuchungen von Levinson und Montgomery, mit 
denen sie (1.2) beweisen. Insbesondere ergibt sich die gesuchte Verall- 
gemeinerung von (1.1). 
Man setze 
l&&(s) := (- 1)” M”F1(M)(log M)-” t;ju”‘(s), F(M) = c 1. 
Na=M 
(3.1) 
Es existieren nach Sektion 2 Konstanten a, = a,(K) < 0 und b, = 
b,(K) > 0, so da13 alle nicht-reellen Nullstellen p = /3 + iy von &(s) 
im Bereich am < u < b, liegen. 
SATZ 3.1. Esgiltjitir m 2 1: 
= n(& - a,,,)T . log T ‘iJ’/’ + mTlog log T ‘t:“” 
- T*{n(&--aa,)-aa,~logM+mloglogM+logF(M)-mlogn} 
29rm 
s 
Tldl”“/PfI & 
-___ 
IW” 2 
log + 6n(log T>. 
NULLSTELLEN VON am’ 543 
Dabei wird fiber alle Nullstellen p = /3 + iy von I$‘)(s) mit 0 < y < T 
summiert. 
Beweis. Man bestimme eine Zahl t,, = t,(m, K) > 0 so, da13 keine 
Ordinate einer Nullstelle von [I’ im Streifen 0 < I < to liegt. Ferner 
gebe es keine Nullstelle von [p’(s) auf der Geraden 0 + iT, a, \( u < b, . 
Nach einem Satz von Littlewood [6] gilt: 
I ‘{log I Ma, + itI1 - log I &&, + it)l> dt to 
+ jbm kg 5,(u + iT) - arg &,~cJ + it,,)} du 
%I 
= 277 ,<T<, (B - Gn). 
Zunachst folgt: 
I 
bm 
arg &(a + it,,) du = O,(l). 
%n 
(3.2) 
Ferner ergibt sich unter Beriicksichtigung von [4; Satz 1691 mit den selben 
Uberlegungen wie im rationalen Fall: 
f 
bm 
arg [,(a + iT) da = O,(log T). 
%a 
Man wahle b, so grol3, da13 gilt: 
c (log Na)” M ( 1 Na>M F(M)(log M)” Na 
b~‘2 < 1 
’ 2 * 
Dann folgt fiir u > b, , t, < t < T mit (2.1): 
Somit ist log[&s) fiir u 2 b, holomorph, und mit dem Cauchyschen 
Integralsatz ergibt sich: 
s ‘log I 4dbm + it>1 dtto 
= s a) log I &,z(u + WI du - j-m bm log I &(u + iT)I da = O,(l). bn 
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Man erhiiit also nach (3.2): 
27r ,<F<:,, (B - 4 = 1; 1% I L’,(~m + a dt + @dog n. (3.3) 
Im folgenden sol1 eine asymptotische Abschatzung ftir das obige Integral 
angegeben werden. 
ZunHchst gilt: 
wobei 
la) = f-w . Ml - 4, 
ff@) = ‘324@-1)” / d j(V)-8 
. 
( 
cos n(1 - S) rl+Tg . a(1 - S) T* 
2 ) ( 
sin 
2 ) 
. P(1 - S). 
Es sei Re(1 - s) 3 0; dann folgt nach (2.2) und Lemma 2.2 
log T(l - s) = 4 log 2~ + s - 1 + (4 - S) log(1 - S) + &(I - s), wobei 
(R,(l - S)}(C) = O,{l 1 - S j-l-l}, 1 = 0, 1, 2 ).... 
Ferner erhalt man wegen 
cos 4 - d = 1 ei(7r/2)(1-s) 
2 2 
. {l + e-in(l-s)}, 
sin 4l - ‘) = L ei(7?/2)(1-8) 
2 2i 
. (1 _ e-inu-s)), 
die Darstellung 
= (i)” . p,‘” ei(nlzhw{l + ,-incl-s,}r,+r,{l _ e-irr(l-n)}rps 
Es ergibt sich somit ftir Re(1 - s) 3 0, to < t < T: 
H(s) = exp{r, * (n/4) i - n + h(s)}, wobei 
h(s) = n (; - s) log 
(1 - S) I d 11/D 
2r + n (; - s) -g i + ns + nR,(l - S) 
+ (rl + r2) log{1 + e-ifl(l-s)} + r2 * log{1 - e-in(l-s)} (3.4) 
= n (; - s) log (l - 2; d ‘l/n f n (; - S) 3 i + ns + 0, (f). 
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Weiter folgt: 
h’(s) = --n log (1 - s) . I d I1ln _ n z i + o 
1 
27r 2 112 t7 ( 1 
/v’(s) = Ol,&l+l), I 3 2. 
Nun gilt fiir I > 2: 
(3.5) 
fws) = W(~) mN(“-” = H(s){h’(s)jt 1 I + oz., (+&)I. 
Man erhglt damit fiir u < -1, t, < t < T: 
(p(s) = F. (- 1)’ (7) H(m-z)(s) &f’( 1 - s) 
= Pys) 5x(1 - s) 1 + t (-1y (7) H;;;;$!!;l~s;)) 
I Z=l 
wobei 
H,(s) = f (-1y (‘;) {h’(s)}-2 $; 1;; . 
I=0 
Nach (3.1) folgt fiir r, < t < T: 
loi3 I Mam + jOI = a,logM-logF(M)-mloglogM--n 
+ Re h(a, + it) + m log I h’(a, + it)1 
+ log I L(1 - a, - itI + log I H,(a, + WI 
(3.7) 
Es gilt mit (3.4) wegen 
Iog(l - s) = log t - (+ - +, i + OJt-2) 
[4; Satz 1591: 
Reh(a,+it)= Re n 
l ( 
f-a-- it) log (1 - a, ;T@ I d VI 
+na,,+nt$+O,(+) 
=n(i-a,)logw+n+O,(f). 
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Ebenso ergibt sich mit (3.5): 
log 1 h’(um + it)] = log 12 + log log t . K’l” + 0, (&). 
SchlieDlich folgt: 
ft: log I &(l - a, - it)1 dt = Re s,: log cK( 1 - a, - it) dt 
dt = O,(l). 
Man erhalt also nach (3.3) und (3.7): 
23r ,<~<:,, (/3 - a,) = T(a, log M - log F(A4) - m log log A4 + m log n} 
+n(;-aw),,blogwdt 
s T +m- to loglogvdt 
i- St1 log I K&, + it>1 dt + Odlog T) 
= n (k - ~2~) Tlog T’fdl’fl + mT*loglog T’:J1’n 
- T. !n($z~) - ,u, log A4 + logF(M) 
+mloglogM-mlogn 
I 
+ j-,‘I% I &(a, + it>1 dt + O,(log T). 
Nun gilt fiir cr < -2 und I 2 1: 
Nach (3.6) und (3.5) folgt fiir u < a, < -2, to < t < T: 
H&a + it) = 1 + O,(M”). 
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Mit dem Cauchyschen Integralsatz ergibt sich 
I’ log H,(am + it) dr = 1” log &(a + iT) du - s”” log H,(o + it,,) da 
to --m --m 
und daher 
I ‘log 1 H&z, + it)[ dt = O,(l). to 
Aus Satz 3.1 folgt unmittelbar die Verallgemeinerung von (1 .l) auf 
algebraische ZahlkGrper. 
Es bezeichne N,(T) fur m > 0 die Anzahl der Nullstellen p = /3 + iy 
von <p’(s) im Bereich 0 < y < T. 
SATZ 3.2. Fiir m > 1 gilt die Abschiitzung: 
N,(T)=$T*logT+ 
logld] -n-nlog2rr-1ogM .T 
2rr 
+ O,(log T). 
Beweis. Man ersetze im Satz 3.1 a, durch a, + 1 und subtrahiere beide 
Ausdriicke. 
Es Iassen sich verschiedene Folgerungen aus Satz 3.2 angeben. 
KOROLLAR 3.1. Die Funktion ~F)(cJ + it) besitzt im Streifen a, < a < b, 
unendlich vieie Nulisteilen. 
KOROLLAR 3.2. N,(T) = N,(T) + (log M/277) * T + O,(log T), m 3 1. 
KOROLLAR 3.3. Es sei T, > 0 eine beliebige reelle Zahl. Dann gilt: 
Nm(T + 7-o) - NnG‘? = %,(To * lo&To + TN. 
Insbesondere ist die Vielfachheit einer Nullstelle von 51,?“(s) im betrachteten 
Bereich hiichstens O&log T). 
Man ordne die Nullstellen p = /3 + iy von <p)(s) mit y > 0 nach der 
GrijRe ihrer Ordinaten, d.h. pj + iyj komme vor pk = pk + iyrc , falls 
yi < yk ist. Nullstellen mit gleicher Ordinate ordne man beliebig, aber 
fest an. Es ergibt sich auf diese Weise die Folge der Nullstellen 
PZ = A + ir2 , 0 < Yz < Y&i-I ? E = 1, 2,.... 
KOROLLAR 3.4. 
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Beweis. Mit Satz 3.2 erhiiit man: 
G * Kn(Yl f 1) - (Yl III 1) hgy, f 1) - y1 . log y1 . 
Ferner gilt: N&l - 1) < 1 < N?&oJl + 1). 
Wegen log ye - log I und ,k$ = O,(l) folgt die Behauptung. 
KOROLLAR 3.5. Es durchlaufe p # 0 alle Nullstellen von I;kmm,(s) im 
Streifen a, < CT < b,,, in beliebiger Reihenfoige. Dam konvergiert die unend- 
lithe Reihe 
CL p I p I1+E 
ftir jedes E > 0. 
Die iiber alle Nullstellen p = /3 + iy mit y2 0 erstreckte Surnme 
c-I_ 
D lPl 
divergiert. 
KOROLLAR 3.6. Es sei E > 0 eine beliebige reelle Zahl und Z%(E, T) 
die Anzahider Nullstellen volt I$‘(s) im Bereich -C -C a -C 1 + E, 0 < t < T. 
Dann gilt: 
&SE, T> 
k N,(T) = ** 
Beweis. Zuniichst folgt nach Lemma 2.4: 
5P’(s> # 0 fiir o<-c, I t I 3 qm, E, K). 
Man setze &&) = ( - 1)" APP1(A4)(log M)-” <p’(s); dann gilt nach (3.2) 
wetten Sk& arts &(a + iT) da a., 1: 
da= t, 1 g t, I +f+ir)l-log)~~(b,fit)lldt !‘I O I t 
kg (,(a + iT) - arg S&a $ ito)} AT 
= jFlog ) 5, (1 + f + it)1 dt + O,,,(l) k., T. 
to 
Man erhglt somit 
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und schlieBlich mit Satz 3.2: 
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N,(T)- c 1- c 1 = 1. 
0>1+c Q-6 
O<v<T O<Y<$ 
Ebenso wie fur die Riemannsche Zetafunktion c(s) in [lo; IX] lassen sich 
weitere Satze iiber die Verteilung der Nullstellen von ~~‘(“‘(s) beweisen. Man 
erhalt z.B. 
SATZ 3.3. Es sei T 3 T,(m, K) > 0. Dunn besitzt die Funktion CT’(s) 
eine Nullstelle p = /3 f iy, ftir die gilt: 
Jy- TJ < c(m,K) 
log log log T ’ 
Beweis. Man betrachte statt (p,“‘(s) die Funktion 
4,(s) = (- 1)” eiTlosM&?(s). 
Fiir 0 3 0, > 2 folgt wegen Re y&&a + iT) > 0: 
I log h(u + iT)I -G 1. 
Ferner gilt nach (2.6) und (2.7) fur u < -1, t > t,(m, K): 
, &d(,)l > 2~(&.#7-1h , d/h/h= 
/ {Ihl(s)I - I &n(s)l: 
> 2n-1(27r)(u-1)n ] d )(1/z)-U I.f,(s)j. 
Es ergibt sich mit Lemma 2.3 fiir q < u < -1, t > tl(m, K) unter Beriick- 
sichtigung von [4; Satz 166j: 
/ l$‘(s)l > cI(m, K) log” 1 1 - s j 1 2n(2~)(S-1’n 1 d 1(1’2’-S 
x cos 
( 
7r(l - s) Q+“* 
2 ) ( 
si* ~(l - ‘) 
2 
)” P(1 - s) ) 
Der Beweis velluft jetzt wie in [ 10; Theorem 9.121. 
Aus Satz 3.1 und Satz 3.2 folgt unmittelbar 
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SATZ 3.4. Esgiltfiir m 3 1: 
=mT.]oglog Ti;/lin -&?!!!-.I Tl~Sj”~/2n du 
I d Pm 2 log u 
+ T ;logM-mloglogM-logF(M)+mlogn/ 
+ O,(log T). 
Beweis. Die Behauptung folgt wegen 
27.r ,,F;, (B - 41 = 277. ,<;<;,,03 - %> - 244 - %> Ntm 
SATZ 3.5. Es sei 0 -c U < T; dann gilt: 
2r 1 
T<v<T+U 
(j3 - $ = mUlog log T ‘tJ1’n 
-k UcilogM-logF(M)-mloglogM+mlogn) 1x2 
+ 0,(U2/(Tlog TN + en(log T). 
Beweis. Das Resultat ergibt sich aus Satz 3.4 unter 
[5] bewiesenen Beziehungen: 
Benutzung der in 
log log CT + U) I d illn _ log log T I d Vn 
27r 271. 
U 
= T . lo&T 1 d I’/“/274 
(T+U)ldl”“/Brr & 
s 
Tl~ll”~/Zn du 
-- 
1% u 2 log u 
U/d/‘/” 
= 2n- log(T J d 19274 + ’ 
u2 
T . log2 T . 
Es folgt ngmlich: 
2?7 c (B - ;j 
T<v<T+U 
= tn .(T+ U)loglog 
(T + U) I d Vn - 
2?7 
mTloglog T’2d_l’l^  
(T+U)/dl”n/2rr du 27rm 
1 
Tld11'n/2, du --. 
--y2pc2 log 7.4 log u 
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+ U&ogM- mlog log N - log F(M) + m log n) + O,(log T) 
= nz u log log (T + U) 1 d vn 
2lr 
+ u (; log M - m log log M 
-logF(M)+n~logn)+O,( .,y;,j + %U% T> 
= muloglog T’;J1” + u ZlogM-mloglogM-logF(M) (’ 
+ m log n 1 + 0,(U2/(Tlog T)) + O,(log T). 
Der Satz 3.5 liefert die gesuchte Verallgemeinerung von (1.2) auf 
algebraische Zahlkorper. 
Ebenso wie im rationalen Fall in [5] beweist man die folgende Aussage. 
SATZ 3.6. Die Nuifsteffen von &‘(s) werden hier mit p(l) = B(1) f iy(l) 
und die Nullstellen von I&(S) mit p(O) = /3(O) + iyfo) bezeichnet. Es gilt fiir 
u > 0: 
p(*lz,2 (; - P) = c 
P’<112 
(; - PO)) 
T<y(l’<T+U T<y’O’<T+U 
+*( 
u - 1ogy7- + U) + 
log’/2 T 
Beweis. ZuGchst folgt: I&(S) = (h(1 - s)/h(s)) &(l - s), wobei 
h(s) = {2-Q,.-(‘4 I d 11’2}s . (r ($))” (r(s))72. 
. . 
Fur [ c / < u. , I t 1 > t, erhiilt man wegen r’(s)/f(s) = log s - (1/2s) + 
O(\ s I-“): 
h’(s) I h’(1 - s) 
h(s) h(1 - s) 
=n.logLl!t$++). 
t 
Die Behauptung ergibt sich jetzt mit den gleichen ‘Uberlegungen wie in [5; 41. 
KOROLLAR 3.7. Sei log T ,( U < r; dunn gilt: 
(4 - p) = c G - B’“‘, + O(U). 
8”’ <l/2 
T<y”)<T+U 
p <l/2 
T<Y(~‘<:T+U 
64119/4-I= 
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KOROLLAR 3.8. Sei log T < U < T; dann gilt: 
c (8’” - ;) = 1 
p>1/2 B’O’>1/2 
(/z?(O) - ;) + ; log log T + O(U). 
T<y(“<T+U T<y’OkT+U 
Beweis. Nach Satz 3.5 und Korollar 3.7 folgt: 
c 
8”‘>1/2 
(P - ;, = 
T<y”‘<T+U 
(S(l) - ;, + e,o;,,2 (; - B(D)) 
T<y’l)<T+U T<yco’<T+U 
+ WJ) 
= $oglog T+ 
8'@'>1/2 
(PO’ - ;) 
T<y”)<T+U 
+ owl). 
4 
In diesem Abschnitt sollen Resultate iiber die Nullstellen von {p)(s) 
unter Annahme der Riemannschen Vermutung fur &(,s) bewiesen werden. 
Die entsprechenden Aussagen fur c(“)(s) findet man in [5]. 
SATZ 4.1. Es sei I > 0 eine ganze Zahl. {g’(s) besitze im Bereich u < Q, 
t # 0 nur endlich viele komplexe Nullstellen. Dann hat [p”‘(s), j 3 1, eben- 
falls nur endlich viele Ntdlstellen p = ,0 -+ iy mit p < Q und y # 0. 
Beweis. Der Satz wird fur j = 1 bewiesen. Fiir j > 1 folgt er durch 
vollstlndige Induktion. 
Nach Satz 2.2 existiert eine Konstante uo(/, K) > 0, so da13 die Funktion 
@(s) im Bereich 1 u / 3 o,(l, K) nur reelle Nullstellen besitzt. Man bezeichne 
die reellen Nullstellen von (g)(s) mit --Q _ Sie seien nach ihrer Gri%e 
angeordnet. Dann gilt mit Satz 2.2 (E = 4): 
%c = 2kln + o,(l), k = 1, 2,.... (4.1) 
Die komplexen Nullstellen von [g”‘(s) werden mit p = /3 f iy, y > 0, 
bezeichnet. Nach [6; A.581 erhtilt man: 
(s _ ])Zfl [jr”‘(s) = S~ze%~+~l . fl (1 - f) es/O. 
Q#ll 
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Dabei durchliiuft p # 0 in beliebiger Anordnung alle Nullstellen von 
<p’(s); h, ist die Vielfachheit der Nullstelle s = 0, und u1 , q sind Konstanten. 
Durch logarithmische Differentiation ergibt sich: 
Es folgt: 
Nun gilt fiir u < 4: 
Ferner sind die nach Voraussetzung endlichen Summen 
fir 1 t 1 > t,(l, K) beschrgnkt. 
Es ergibt sich somit ftir u < +, 1 t 1 3 tI(l, K) die Abschltzung: 
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Weiter folgt fiir --o,(/, K) < (T < 4, 1 I 1 > t,(Z, K) mit (4.1): 
$,0,(l). 
Insgesamt erhBlt man 
Re e ,( - % log+ ! s 1) + O,(I) 
2’ s 
und somit 
i$j+l’(s) # 0 fiir u < Q, ! t I 3 tz(l, K). 
K~R~LLAR 4.1. Unter Annahme der Riemannschen Vermutung fiir die 
Dedekindsche Zetafunktion besitzt (km’(s) h&&tens endlich viele komplexe 
Nullstellen im Bereich (z < $, t f 0, 
SATZ 4.2. Unter Annahme der Riemannschen Vermutung fiir die 
Dedekindsche Zetafunktion gilt fiir m b I: 
Ti 
= in?- log log 
, , d (l/” 2m1 
s 
T1dl”n/Zn du 
- - 
- 
2a 
1 d jlln 2 log U 
+ T(i*logM--mlogl0gM--logF(M)+mlogn) 
+ O,(log I-). 
Der Beweis folgt unmittelbar aus Satz 3.4 und Korollar 4. I. 
5 
Im folgenden sei K ein quadratischer Zahlkiirper mit der Diskriminante d 
iiber dem K&per der rationalen Zahlen. Man bezeichne mit N&o,, T) 
die Anzahl der kompiexen Nullstellen p = /I -I- iy von [k!)(s) im Bereich 
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(T < uO, 0 < t < T und mit N,*+(a, , T) die Anzahl der Nullstellen im 
Bereich CT 3 o0 , 0 < t < T. Das Ziel der folgenden uberlegungen ist es, 
die Beziehung (1.3) in K zu beweisen. 
LEMMA 5.1. EsgiltjG w 3 0: 
I 1r 1 i$‘(f + it)/’ dt = O,{T . (log T)4m+2>. 
Beweis. Nach [3] erhalt man als approximative Funktionalgleichung 
fiir die Dedekindsche Zetafunktion: 
&(s) = C (Na)-” + B2s--1 “(l(s ‘) ,g, (Na)*-1 + O(X(~‘~)-” . log x), 
Nil@ 
(5.1) 
Dabei gilt: 
x . y = \ d ) (1 t \/27r)2, 
x>H>O, y>H>O, Cl < 2 < c-2 )
Y 
B = 2’~~ ] d )--(1’2), d(s) = r” (G) P(s). 
Es sei s,, = 8 + it, t > t, und q, = l/log t; dann folgt nach der Cauchyschen 
Integralformel mit (5.1): 
c (Na)z-l 
0 ‘0 Na<ld11~‘~(IIIIr/2n) 
dZ 
* (z - Sgp+l 
0 ](, d 11/2 .~)"'2'-Rez 
(5.2) 
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ZuxCichst ergibt sich: 
m. I 
I1 = zz IZ--S”/=Eg Na<ld/q2 (f, ) j I c (W-” . .* I (z dd;o)m+l 
+ 0, {Ior t * (I d v2 +-) 
-(l/2)+60 
1 
= 
c 
(- l)“(log xl)” 
(~~)u/z)+it + O,{t-(l/2) logm t}. 
Na<‘dlf~**(f/2n) 
(5.3) 
Ebenso erhiilt man wegen I A(1 - s)/d(s)l - c . / t /1-20 [3]: 
z2= c I B28-1 w-&) (&)8-1\~~ + O&“/2’ * lop t). 
NO< ldiv*(f/29r) ” 
Nun gilt: 
I B2s-1 . 
Wegen I’(S) * r( 1 - s) = n/sin(ns) und T{s/2)/T((l - s)/2) = &l/2’ x 
cos(?Ts/2) l-(s) 21-s folgt: 
41 - $1 = 
4s) 
7T-1.pR+T eT2(1 - s) (sin yfl+“(cos y)“. 
Mit Lemma 2.1 und Lemma 2.3 ergibt sich nach [4]: 
gh i. ent 1 T2($ - it)1 . 1 log(+ - it)lj 
<h logh 1. 
Somit erhBlt man 
I, -g,,L log” t 5 / c 
z=o ’ Na<ldl’P(t/Za) 
('og NaY / + t-"/2, .log" t. 
(~a)'l/2)-it , 
(5.4) 
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SchlieBiich gilt: 
13 -& (log t)rn+‘. 
Aus (5.3), (5.4) und (5.5) folgt nach (5.2): 
557 
(5.5) 
+ T * (log 7’)2m+2. 
Die Integrale auf der rechten Seite lassen sich mit einem in [3] angegebenen 
Beweisverfahren abschatzen. Es sei F(k) = &(I=) 1 und 0 < I < m; dann 
ergibt sich mit [3; Theorem 3, Lemma 1 I]: 
c (log Na)z (2 dt Na<,d,‘,e.(l,*n) (Na)(1’2’-it  
+lT c F(j) F(k)(logj)ylog k)l j it 
t1 1<j#k<Id11/2*(r/2n) (j * k)1/2 ( ) 
k dt 
<z T * (log T)2z C F2W 
k<ldl'/2.(T/2n) 
k 
-& T . (log T)2nz+2. 
LEMMA 5.2. Es gilt: 
1 <B - 8 = &n(T - log log 0. 
8>1/2 
O<v<T 
Beweis. Man setze &,(s) = (- 1)” WF-‘(M)(log IV)--” [p)(s). Dann 
folgt mit dem Satz von Littlewood nach (3.2): 
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<m j-’ log I &n;n(t + it>1 dt + log T. 
1 
Nun gilt mit Lemma 5.1: 
.F 
T 
log i 6& + it>1 dt 
1 
- s 
T  
-4 
-1 
1% I &n(i + it)? dt 
= $(T - 1) log MF2(A4)(log A#)-‘” -& I’ 1 &‘(B + it)j2dt/ 
I 
<m T log log T. 
SATZ 5.1. Es sei 6 > 0; dam gilt: 
SN,+($ + 6, T) = O,(T * log log T). 
Beweis. Mit Lemma 5.2 ergibt sich: 
6 . N,+(Q + 6, T) = 6 c 1 < 1 (/3 - +) 
8#1/2)+6 
O<v<T 
""d:l"WT'" 
< R>;,2 (P - 9 <m T  * log log T. 
O<v<T 
SATZ 5.2. Es sei 6 > 0; dann gilt: 
6 . Nm-(Q - S, T) = O,(Tlog log T). 
Beweis. Zunlchst folgt mit Satz 3.1 und Lemma 5.2: 
X2 (B - 4 + ,!I2 (8 - a,) 
O<v<T O&<T 
= ,z<, (P - am) - I2 (B - 3 , 
O<v<T 
= (1/7~)(& - a,)T . log T + O&T. log log T). 
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Somit erhglt man fiir 6 > 0: 
<a - am) N,(T) - 6 - N,-(4 - 6, T) 
= (4 - a, - 6) N,-(+ - 6, T) + (i - %JW?n(T) - Nn-(B - 6, T> > 
= (+ - a, - 6) c 1 -Jr (g -a,) * c 1 
“d&p a>c1/2,-8 
O<v<T 
= ,;,2 @ - %> + c (6 - 4 + 
S>l/Z 
O<v<T O<v<T O<v<T 
>, (l/~)(+ - u,)T . log T + O,(T . log log T). 
Die Behauptung von Satz 5.2 ergibt sich hieraus mit Satz 3.2. 
KOROLLAR 5.1. IV,+@ + 6, T) + N,-($ - 6, T) grn 6-l * T . log log T. 
KOROLLAR 5.2. N,+(Q + S, T) + N,-(4 - 6, T) <,JN&T) . log log T/ 
6 . log T). 
SATZ 5.3. Z,*(S, T) bezeichne die Anzahl der Nullstellen von [p)(s) 
im Bereich &-8<u<<++,O<t<T. 
Dann gilt: 
Beweis. 
Zm*(s, T) 
i!+f N,(T) 
= lim N,(T) - (N,+((‘/‘) + 6, T> + N,-~(‘/‘) - 6, T)) = 1 
TX0 KnV> 
KOROLLAR 5.3. Es sei 4(x) eine Funktion mit &x) >, 0 und 4(x) -+ co 
ftir x -+ co. Z,,,(T) bezeichne die Anzahl der Nullstellen von <km’(s) im Bereich 
+(T) . log log T 
log T ’ 
O<t<T. 
Dann gilt: 
641/9/4-12 
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