Non-parametric classification is concerned with the classification of populations of objects when the underlying statistical model is the unknown parameter. The analysis of formal models of non-parametric classification involves the quantification of the stability of individual classes. This problem has not been solved in general. The problem of stability is discussed and a method for computing expectations of certain generalized distance functions is presented. These quantities, while of technical interest to the question of stability, are frequently encountered in general in probabilistic computations in non-parametric classification. A set of techniques is described for reducing generalized distance functions to normal form in which no further variables may be removed algebraically. The techniques involve symbolic methods, linear substitution and gcd reduction. Additional reductions are obtained by fast Fourier transform and determination of appropriate confidence intervals. Finally, it is shown that many of the frequently used distance functions are reducible to the same normal form and that this form involves only one variable.
Introduction
The purpose of non-parametric classification theory is to provide reliable means of extracting general information about groups of objects from data about individuals when the underlying statistical distribution is the unknown 'parameter'. Of equal importance is their rôle in the construction of hypotheses about the data, which may then be tested independently. Such hypotheses, for example, may take the form of an assertion than an object may be adequately recognized by making observations on only a specific subset of the attributes. Such methods (Cormack, 1971; Nagy, 1968 ) form a natural complement to the established techniques of classical statistics which are concerned with revealing relatively straightforward information about prescribed stochastic models (Dempster, 1969) . The relevance of one set of methods as opposed to the other rests solely with the character of the data and the model which is built for it.
The objects of the population are characterized by measurements made on a prescribed set of attributes. The attribute values may be taken from a normalized continuous range, or may be discrete states. In general the set of attributes will include both continuous and discrete attributes. The generalized distance between each pair of objects is determined by means of a generalized distance function, and corresponds to the dissimilarity of the objects. The assemblage of points and pairwise distances may be represented as a graph in which the objects are nodes and the distances are weights. Such a representation is suggestive of graph-theoretic methods. Stated as a graphtheoretic problem, the non-parametric problem may be rather hybrid in character. Nevertheless it is anticipated that results concerning substructure enumeration and counting are of considerable relevance. Indeed, results concering random graphs (Erdős and Renyi, 1960, 1961; Erdős, 1959) are of use in determining the significance of groupings in certain classification models in which the sampling distributions of the grouping statistics can be computed. However, structures as restrictive as maximally complete subgraphs (Augustson and Minker, 1970; Mulligan and Corneil, 1972) are too artifical to be of particular value if used directly.
A number of non-parametric methods involve minimization of certain quantities over aggregates of elements, where the latter may be structurally organized sets of objects, or objects themselves. The minimization may take place globally, or may be local with a characterization of neighbourhood appropriate for a discrete problem.
A programme of current importance in non-parametric classification is the formal examination of models of classifiction to determine whether a set of necessary conditions is satisfied. Those conditions ensure the adequacy of the methods which satisfy them in constructing classifications. Nominal scale invariance, and preservation of the partial ordering induced by a generalized distance function are examples of necessary conditions. A third example, which is the concern of this paper, is the stability of classifications with respect to the following error model:
M : errors in the discrete attributes occur independently according to prescribed state transition probability matrices, one for each type of attribute.
The stability restriction is imposed since instability must be attributable, in the first instance, to inadequate characterization of the objects of the population. The purpose of this paper is to describe a typical problem which occurs in non-parametric classification and to present a solution to a particular part of it. The problem, given below as Problem 1, concerns the stability of classification algorithms with respect to the prescribed error model, M. The portion of the problem which has been solved is given below as Problem 2, and concerns the determination of the expectations of the generalized distance between pairs of objects in the presence of errors consistent with M. The problem is stated more fully in Section 2, while Section 3 contains an analysis of the problem. A number of techniques are given for reducing generalized distance functions to normal form. A distance function is in normal form if no variables may be eliminated from it algebraically. The methods for reduction to normal form are given in Section 4. The computational order of the problem decreases with the elimination of variables.
Problem 1: The stability of a class According to the model M, the given data is an element from a sample space. Let C be a particular class in the classification constructed from the given data. C is stable if the classification of the majority of elements in the sample space include a class C differing only marginally from C in its extension. An elementary, although not unique, way to measure this is:
While this captures the notion of stability, it is computationally intractable since it entails classifying all elements of the sample space. For particular models results have been obtained using other approaches. To the authors' knowledge, the problem has not been solved in general.
Problem 2 What is the value of E M (f (x)) where x ∈ U × U , f is the generalized distance function and U is the population of objects?
Remark 2 The solution of Problem 2 is of technical interest in Problem 1. However, the solution of Problem 2 is also of value in a variety of probabilistic computations arising in non-parametric classification, where the speed of computation is a crucial factor (Jackson and White, 1971, 1972 ).
Statement and notation
a and a are sequences (a 1 , . . . , a N ) and (a 1 , . . . , a N ) of length N from an alphabet A of order K, and are the recorded attributes of two objects in the population. A and A are corresponding sequences (A 1 , . . . , A N ) and (A 1 , . . . , A N ) of random variables with range A, and are the errorfree attributes of the two objects. P is a K × K stochastic matrix giving the error transition probabilities. The error model M may be stated as follows:
2. The distribution of A n , n ≤ N depends only on a n .
In particular, if a n is the r-th letter in A (r ≤ M j (a, a ) = Σ N n=1 m j (a n , a n ).
Let the range of m j be the integers in [0, b j ], and suppose that d can be expressed in the form: 
Analysis
Definition 1: For any sequence V (= (V 1 , V 2 , . . . , V j )) of positive integer valued random variables, the joint probability generating function P V of V is given by:
. P V is a polynomial in variables x 1 , x 2 , . . . , x j the set of whose coefficients is the joint distribution of V.
If for any sequences U, V and W of random variables, if V = U + W (i.e., V i = U i + W i for each i) and U and W are independent then (A, A ) ), to determine the distribution of D it is sufficient to determine the distribution of M(A, A ). By definition M(A, A ) = Σ N n=1 m(A n , A n ) = Σ {r,r }⊆A Σ {an,a n }={r,r } m(A n , A n ) By assumption 1, P M (x) = Π {r,r }⊆A Π {an,a n }={r,r } P m (A n , A n ).
Suppose now that {a n , a n } = {r, r } so either a n = r and a n = r , or a n = r and a n = r. If the first case holds, then by assumption 2 the distribution of A n is pr[A n = s] = p rs . Similarly we know the distribution of A n and since they are independent, for any s and s in t, then
Thus:
If a n = r and a n = r the same result is obtained so the above equation holds for {a n , a n } = {r, r }. This gives: P M = Π {r,r }⊆A Σ {an,a n }={r,r } P m (a n , a n ) = Π {r,r }⊆A Π {an,a n }={r,r } Σ {s,s }∈A×A x m(s,s ) p rs · p r s
where N {r,r } (a, a ) is the number of n for which {a n , a n } = {r, r }.
For any a and a , P M(A,A ) is a product of K(K + 1)/2 exponentiated factors, each being a polynomial with at most K(K + 1)/2 terms. If we count exponentiation as a single operation, each evaluation of P M(A,A ) requires approximately K 4 operations. This is independent of N , and K is generally small. The degree of P Mj may be large: in each x j it is of degree N b i and so there are Π j (N b j + 1) coefficients of which some may be zero.
The coefficients of a polynomial, given a convenient way of evaluating it, are determined by the J-dimensional Fourier transformation. This can be done in order
operations.
Reduction to normal form
In this section we consider methods for improving the result of the last section by reducing the number of M 's involved. It is shown that in certain cases there exists a J < J and a sequence of matching functions M (= (M 1 , M 2 , . . . , M j )) such that the computation of the distribution and/or the expectation of g(m) can be reduced to the computation of that of f (M ). Many of the standard functions (Cormack, op. cit.) can be reduced to the form a/M 1 .
Differentiation
Suppose that g(M) = h1(M) h2(M) and that h 1 is a polynomial in M (e.g., M 2 1 + 2M 2 M 3 ). Let the operator δ t be x i ∂ ∂xi . Then set P * = h i (δ)P M . h 1 (δ)P M can be computed as a special case of a symbolic method (Jackson, 1972) . Then since
If we proceed to compute the expectation of 1 h1(M ) using P * insted of P M the result will be
A saving will occur if any of the M 's in
h2(M) occur only in h 1 (M). Should h 2 be a constant function so that g is itself a polynomial, differentiation will allow E(g(M)) to be computed in time independent of N .
Linear substitution
The number of variables may be reduced if linear combinations of the M 's are replaced by new variables. Linear combinations occur frequently in practice in generalized distance functions.
We may assume, by reordering if necessary, that the linear combination is of the form:
where j ≤ i if some of the variables in the linear combination appear elsewhere in g.
and introduce a new variable z. Then:
The number of variables has been reduced from k to k − j + 2. If B i is the upper bound on M i , then the number of terms in P M is (B i + 1)(B 2 + 1) · · · (B J + 1), and the number in
Thus the determination of the coefficients of the latter will be faster if:
Now suppose that some of the α's are negative. Any such linear combination can be expressed as the difference of two positive integer linear combinations so that it is sufficient to consider only the case
We then proceed as before. If the g's are rationals, they may be brought to a common denominator and we again proceed as before. If, however, the resulting integers are large this is impractical.
Greatest common divisor reduction
We have assigned to
The most obvious case is when the α i 's have a common factor d. In this case we rewrite L as
and make the substitution
L has the range [0,
Even if the α i 's are relatively prime, and the M i 's take on all values in their respective ranges; L will still not take on all values in its range since some integers are not representable as a linear combination in these variables. For example, in the two variable case L = α 1 M 1 +α 2 M 2 , it may be shown that only half the integers below α 1 α 2 −α 1 −α 2 are representable. These occur, however, at irregular intervals while all integers above α 1 α 2 − α 1 − α 2 are representable (Mendelsohn, 1970 ). There appears to be no direct way of taking advantage of the sparseness of the representable integers.
Situations arise in practice where the constants α i are only approximations, and small adjustments in their values may be tolerated experimentally. We may take advantage of this situation by making these adjustments so that the gcd is increased. For example, consider the expression
Bringing to a common denominator, we have the substitution to obtain a speed up computation by a factor of 8.
Use of approximations
The order of the preceding computations can in many cases be reduced significantly if we require only approximations to the distributions. For instance, in Example 1 of Section 2 in which A = {0, 1} and g(M ) = M 3 /N (Jacard function), the random variable M 3 is the sum Σ {an,a n }={0} M 3 (A n , A n ) + Σ {an,a n }={0,1} M 3 (A n , A n ) + Σ {an,a n }={1} M 3 (A n , A n ) of three binomially distributed random variables. This generalizes to the multivariate case. There exist good bounds on the 'tails' of binomial distributions (see Johnson and Kotz, 1969) ; in general the number of significant coefficients is proportional to √ B, the range of the variable being [0, B]. Using these methods to obtain confidence intervals for each of the three summands, we obtain a confidence interval for M 3 . This means the number of significant coefficients of P M 3 is proportional to √ N . It is possible to take advantage of this fact when using the Fourier transform so that the amount of computation necessary to obtain approximations of known accuracy to these coefficients is proportional to √ N log N .
