INTRODUCTION
Over the last decade, WLAN networks have experienced an incredible evolution with the emergence of new technologies and services which mainly enhance user experience and improve quality of service. Nevertheless, today's WLAN networks are unable to rapidly adapt to such evolution due to their rigid architectural design. In fact, this typically requires time-consuming and costly upgrades of existing infrastructures generally composed of proprietary hardware appliances. Consequently, the issue of implementing flexible architecture while boosting innovation and reducing the cost of network upgrades becomes a major concern to support evolving contexts and service needs.
A new industry trend, Network Function Virtualization (NFV) [1] , has gained a lot of attention over the past few years. Through its basic idea, decoupling software from hardware, it promises cost efficient realization of network functions in software deployed over commodity hardware. Moreover, it encourages openness and innovation to quickly bring new services and new revenue streams at much lower risk.
Leveraging the same concepts, we introduce a Cloudletbased WLAN architecture in order to obtain similar benefits in WLANs. More specifically, the Cloudlet is a server located in the end user premises that not only consolidates network functions but also some MAC functions and valueadded services.
Using software-based functions on the three levels (i.e., MAC, network, and service levels) brings more flexibility and adaptability to the whole system. Thus, it allows for reducing the complexity and cost of introducing new functionalities and services in the different levels.
Moreover, the WLAN Cloudlet introduces proximate virtualization infrastructure in WLAN architecture which provides two major benefits. First, this plays a crucial role in reducing i) Access Point (AP) costs by offloading MAC layer processing to virtual machines provided by the Cloudlet and ii) other network equipment costs through consolidating multiple instances of network functions in the same hardware. Secondly, it decreases access latency by placing network functions and certain services close to endusers.
The remainder of the paper is structured as follows. Section 2 discusses the evolution of WLAN architectures while highlighting the major advantages and drawbacks of each one. In section 3, we describe our proposed Cloudletbased WLAN architecture. Benefits and possible applications of this architecture are presented in section 4. Section 5 describes feasibility and implementation aspects and provides performance evaluation results. Finally, we respectively present deployment challenges and conclude this paper in section 6 and 7.
II. EVOLUTION OF WLAN ARCHITECTURE
In the first generation of WLAN, access points (APs) were individually managed and independent. Moreover, they contained all the intelligence to manage Wi-Fi traffic [2, 3] . As a result, duplicating this intelligence induces high cost especially for medium and large sized networks. In addition, this solution has limited capacities and is relatively static.
As the need for centralized monitoring and dynamic configurability grew, vendors introduced controller-based systems with "thin" low cost APs. In this architecture, the controller is responsible for controlling, configuring, and managing the entire WLAN access network. Furthermore, all the traffic is routed from the APs to the controller [4] . According to RFC 4118 [2] , centralized WLAN architectures are categorized into three main variants: i) the Local MAC in which the MAC functions stay intact and local to APs, ii) the Remote MAC in which the MAC has moved away from the AP to a remote Access Controller (AC) in the network, and iii) the Split MAC in which the MAC is split between the APs and ACs.
The centralized WLAN architecture is characterized by the ease of deployment especially for wide networks and it provides more security and control. However, it has two major drawbacks. Firstly, the WLAN controller is a single point of failure. Secondly, since all transmissions require passing through the controller, the latter became a major bottleneck eroding network performance.
To resolve these issues, the third generation of WLAN, called distributed WLAN architecture, introduced distributed data forwarding [5] . A controller still provides a central point of control for APs; however, all traffic is no longer backhauled to the controller. This solution eliminates network bottleneck but it is more much expensive than the other solutions.
Recently, a new trend has emerged in the world of WLAN by introducing virtualized WLAN architecture which has rapidly been gaining the attention of industry and academia. Some vendors offer the controller as a virtual appliance and even as a cloud-based hosted service [6] [7] [8] . The cloud-based controller centrally manages and monitors APs and the user data is not going through the controller. This solution has several advantages in terms of ease of deployment and availability but it exhibits a number of shortcomings. Note that even if this solution eliminates the need of deploying on premise hardware WLAN controllers, it does not involve cost reduction. In fact, controller functionality is distributed between the APs and the cloud. Thus, the cost of the controller is integrated into the price of the APs and the Cloud controller subscription that must be continuously renewed. Over the long haul, this solution is much more expensive than simply purchasing a WLAN controller from the start. Moreover, for security reasons, many organizations still require on premise WLAN controller to easily manage network traffic and there may be regulatory needs to tunnel traffic to the controller. Finally, this solution is only suitable for low-to medium-density locations as APs are not designed to support high-scale tunnel traffic. In contrast, centralized controllers have dedicated hardware that makes them extremely efficient at moving traffic through the network.
It's worth pointing out that virtualization did not only target WLAN controller but also access points. CloudMAC [9] attempts to partially offload the MAC layer processing to virtual machines in the cloud acting as virtual APs. This allows for reducing the software complexity of physical APs. Furthermore, adding support for new functionalities related to MAC processing requires updates only to the virtual APs. The deficiency of this solution is the additional latencies introduced due to the distant MAC frames processing.
To summarize, among the aforementioned WLAN architectures, there is no optimal and efficient solution in terms of cost, QoS (e.g., latency), flexibility by enabling dynamic configurability and adaptability, and simple deployment of new services.
III. CLOUDLET-BASED WLAN ARCHITECTURE
Cloudlet is not a new concept. It was first introduced by Satyanarayanan et al. [10] in the context of Mobile Computing to enable mobile users to rapidly instantiate customized service software on a nearby cloudlet and then use that service over a wireless LAN. This allows the resource-constrained mobile device to function as a thin client and to exploit virtual machine technology while avoiding long WAN latencies of Cloud Computing. It was proposed to integrate Cloudlet with access points [10] , with wireless mesh networks [11] , and with base stations [12] . Most of works related to Cloudlet concept focused on Mobile Computing for resource-demanding and delaysensitive applications.
In our work, we extend this approach to not only support application-level services but also network services and some specific-802.11 functions. More specifically, we propose a novel carrier grade WLAN architecture that leverages network virtualization and cloud computing free of WAN delays, jitter, congestion, and failures. This allows greater flexibility, ease of management, and rapid creation and deployment of new services (L2-L7). Fig. 1 depicts the Cloudlet-based WLAN architecture composed of WLAN Cloudlet, Wireless Termination Points (WTPs), and a centralized Cloud-based platform.
A. WLAN Cloudlet
WLAN Cloudlet is located in the end-user premises and consolidates some MAC layer functions, network functions, and value-added services provisioned by software that run on an industry standard server hardware. In practice, these functions are bundled in virtual machines installed over hypervisors. As described in Fig. 2 
B. Wireless Termination Points
Wireless Termination Points (WTPs) are the physical entities that contain an RF antenna and implements 802.11 physical layer functions to transmit and receive station traffic over the air. They operate as a pass-through, forwarding MAC management frames between the WLAN clients and the SoftAP within the WLAN Cloudlet. The WTPs also implement the medium access using the Distributed Coordination Function [13] . In addition, WTPs process MAC services with real-time constraints such as synchronization, retransmissions, generating Control frames (e.g., RTS, CTS and ACK), and beacon and probe response frames.
C. Cloud-based platform
Cloud-based platform includes functions that need to be executed in a centralized way (e.g., OSS/BSS, AAA) or requires a lot of resources (e.g., analytics). Thus, the WLAN Cloudlet provides interfaces to access these functions.
Furthermore, this Cloud platform can offer more scalability to our system. Indeed, processing capabilities of the WLAN cloudlet server can be extended by cloud resources especially for non-real-time functionalities and the virtualized function can be scaled by creating additional instances of the function in the Cloud platform. This ability of WLAN cloudlet to scale dynamically leads to support a very large number of flows.
IV. CLOUDLET-BASED WLAN BENEFITS AND POSSIBLE APPLICATIONS

A. Benefits
Cloudlet-based WLAN brings many benefits to the network operator and potentially to end-users. These benefits include:  Encouraging openness and more innovation to bring new services and new revenue streams quickly at much lower risk.
B. Possible application scenarios
Cloudlet-based WLAN enables a range of applications and use cases. In this section, we present some examples.
 Simple upgrade to new technologies such as Hotspot 2.0 [14] . Actually, to adopt this technology, this requires a time-consuming and costly upgrade of existing infrastructure or even change of legacy equipment (i.e., AP and controllers). With our proposed solution, the deployment of this new feature will be rapid and cost-effective as it only requires a software upgrade of MAC functions to support this standard which can be performed centrally and there is no need to upgrade WTPs.
 Providing network gateway functions in an ondemand and customized fashion. Particularly, this enables customers to insert new network gateway functions as security measures according to their requirements and in order to face new security threats. For example, a virtual firewall could be implemented for each group of users with specific security policies.  Introducing new services which enable to improve quality of service and network throughput. As an example of these services, we mention interference management service [15, 16] which allocates the optimum frequency channel to each WTP based on information related to the radio environment gathered from WTPs.
 Simple integration of venue based services (e.g., indoor mapping, special offers) that could leverage Wi-Fi Location Based Services. This could enhance user experience and offer monetization opportunities to Wi-Fi operators.
V. FEASIBILITY AND IMPLEMENTATION
This section explores the feasibility of the Cloudlet-based WLAN architecture through a practical use case. Based on this reference case, we have built a proof-of-concept prototype and evaluated its performance.
A. Case Study
We assume the following basic scenario: a user desires to associate to a Wi-Fi network through his device to watch a video available on a video server. To describe the functional aspect of this scenario, we define a service chaining graph. To do this, we use the Virtual Network Function Forwarding Graph (VNF FG) [17] , which is defined by the ETSI as one of the NFV components. This graph defines the sequence of network functions that packets go through and provides the logical connectivity between virtual appliances. A VNF FG can also include physical network functions to provide an end-to-end network service. As illustrated in Fig. 3 , in our scenario, the VNF FG is composed of the WTP, a set of virtual functions (SoftAP, DHCP, DNS, firewall and NAT), a gateway, and a video server.
B. Implementation aspects
In our testbed for the proof-of-concept, the WTP is implemented using a machine equipped with Intel Pentium dual CPU 2.00 GHz processor with 2GB of RAM, Linux Ubuntu OS (release 14.04.2 LTS) and a TL-WN722N wireless card using Atheros 9271 chipset which uses ATH9K_HTC as a driver. This card supports the monitor mode, which allows for receiving and transmitting raw MAC frames.
The WLAN Cloudlet is a machine equipped with an Intel Core i5-3337U 1.8 GHz processor with 4GB of RAM. It is connected to the WTP through a Gigabit Ethernet switch and it uses VMware Player that runs two VMs.
The first VM is the Software AP which uses Xubuntu OS and communicates with the WTP using OpenCAPWAP protocol [18] [19] [20] , an open source version of CAPWAP (RFC 5416) [21] . This protocol supports the Split MAC approach in which only the real-time IEEE 802.11 services, such as the beacon and probe response frames, are handled on the WTP and all remaining MAC management frames and distribution and integration services reside on the SoftAP. We have chosen this approach to make the WTP as light as possible while satisfying 802.11 timing constraints. Moreover, most of the MAC services can be updated centrally.
The second VM is a FreeBSD guest machine running pfSense [22] , an open source firewall which is able to run a set of services such as DHCP, DNS, routing and NAT.
C. Performance evaluation
In this section, we report experimental results concerning the performance of our Cloudlet-based WLAN prototype implementation. Using the testbed described above, we have measured the delay and throughput metrics between different elements in our architecture. We describe below the different sets of measurement as well as the obtained results for each metric.
1) Delay
To evaluate delay performance, we measure the Round Trip Time (RTT) metric given by the ping tests. In these tests, we compare our proposal to a reference architecture which includes a standalone AP based on Hostapd [23] (using the same hardware as the WTP) and is connected to the virtual firewall.
The delay measurements are performed in three different segments of the network referred to in the following as case 'a', case 'b' and case 'c'.
 Case 'a': We consider the delay between the user device and the video server.  Case 'c': We focus on the delay between the WTP (Hostapd AP in the reference architecture) and the gateway, thus excluding the radio link delay. Fig. 4 shows the RTT values measured each second during two minutes for the three cases. The minimum, average, maximum and standard deviation values of RTT are presented in Table 1 . In case 'a' and 'c', the curves for both architectures are almost indistinguishable and RTT values are very close. However, in case 'b', the results reveal more visibly that the delay in our architecture is slightly higher than the reference architecture. This is mainly due to the presence of separate physical and software access points in our architecture, while, in the reference architecture, we have only a standalone access point. Thus, user traffic is passing through one more hop in the proposed architecture than the reference one. Moreover, this delay is also due to the virtualization layer.
The results, in general, show that WLAN Cloudlet solution achieves delay performance metrics comparable to the reference architecture.
2) Throughput
In the second set of experiments, we evaluate the throughput performance in the proposed WLAN Cloudlet architecture between the user device and the SoftAP (Fig.  5(a) ), on the one hand, and between the WTP and the SoftAP (Fig. 5(b) ), on the other hand. To do this, we use Iperf tool which enables to measure the maximum TCP bandwidth. We perform tests during 10 minutes when results are reported every two seconds in the first experiment and during 5 Table 2 for both segments of network mentioned above.
We notice that the maximum reached TCP throughput value between the client and the SoftAP is 11 Mbps and the average value is 4.45 Mbps. These values are justified because the used WLAN standard in the tests is 802.11b which has as maximum theoretical throughput 11 Mbps. We also have to mention that experiments are performed in an operational wlan network where interferences with other networks cannot be avoided.
In order to eliminate the radio link effect and evaluate the maximum bandwidth of our internal system, we measure the throughput between the WTP and the SoftAP. Fig. 5(b) and Table 2 show that the maximum throughput is 695 Mbps and the average value is 656.64 Mbps. Consequently, in this current testbed, the SoftAP can handle about 130 users with a maximum of 5 Mbps for each one. According to the aforementioned results, WLAN Cloudlet solution does not affect network performance metrics and, at the same time, provides many advantages in terms of cost, flexibility and agility.
VI. CHALLENGES
In order to realize the concept of Cloudlet-based WLAN, several challenges need to be addressed. This section summarizes the main challenges.
 Service description. The characteristics of each virtualized service component should be accurately described in an information model. Service description needs to cover the required resources such as compute, memory, storage, and bandwidth.
 Management and orchestration. The Cloudlet-based WLAN framework should incorporate mechanisms for the automated management and the dynamic orchestration of virtualized functions and services to enhance availability, flexibility, elasticity and to meet targeted performance constraints.
As particular management mechanisms, we highlight below monitoring and optimization functionalities and VM placement.
 Monitoring and optimization. Adaptive monitoring and optimization approaches are needed to constantly monitor networking and computing/storage assets and optimize resources between multiple service instances relative to usage and policy constraints under dynamic conditions.  VM placement. As a major optimization mechanism, a resource mapping function tailored for Cloudletbased WLAN deployment is needed to determine where to place the VM of each service, either in the WLAN Cloudlet or in the Cloud. This function requires a prior knowledge of physical machines' capacity and VM requirements. Additionally, it may be subject to different objectives such as optimizing system utilization and performance and reducing backbone network workload with respect to a set of criteria. The latter could be related to several requirements such as QoS (e.g., response time), location constraints (as some services may require to be in the proximity of end-users), and security aspects.
 Elasticity and scalability. Automatic scaling mechanisms should be supported to satisfy service level agreements and resolve eventual bottlenecks in the WLAN Cloudlet. For example, virtualized functions could be scaled by creating additional instances of the function in the Cloud platform or by migrating the VM to the Cloud. Operating large-scale WLAN deployments with heterogeneous hardware and software components, especially when technology and services innovation accelerates, is becoming very challenging for network operators. In this paper, we have presented a Cloudlet-based WLAN architecture in which functions on the MAC, network and service layers are virtualized onto an industry standard server located in the end user premises. Such architecture provides many benefits to network operators by reducing time and cost to integrate new services and afford flexibility and adaptability that would enhance user experience in next generation networks. It should be mentioned that the described solution is still the object of further research studies, especially related to the management and orchestration of virtualized functions.
