Abstract. For a stationary Markov process the detailed balance condition is equivalent to the timereversibility of the process. For stochastic differential equations (SDE's), the time discretization of numerical schemes usually destroys the time-reversibility property. Despite an extensive literature on the numerical analysis for SDE's, their stability properties, strong and/or weak error estimates, large deviations and infinite-time estimates, no quantitative results are known on the lack of reversibility of discrete-time approximation processes. In this paper we provide such quantitative estimates by using the concept of entropy production rate, inspired by ideas from non-equilibrium statistical mechanics. The entropy production rate for a stochastic process is defined as the relative entropy (per unit time) of the path measure of the process with respect to the path measure of the time-reversed process. By construction the entropy production rate is nonnegative and it vanishes if and only if the process is reversible. Crucially, from a numerical point of view, the entropy production rate is an a posteriori quantity, hence it can be computed in the course of a simulation as the ergodic average of a certain functional of the process (the so-called Gallavotti-Cohen (GC) action functional). We compute the entropy production for various numerical schemes such as explicit Euler-Maruyama and explicit Milstein's for reversible SDEs with additive or multiplicative noise. In addition we analyze the entropy production for the BBK integrator for the Langevin equation. The order (in the time-discretization step ∆t) of the entropy production rate provides a tool to classify numerical schemes in terms of their (discretization-induced) irreversibility. Our results show that the type of the noise critically affects the behavior of the entropy production rate. As an example of our results we show that the Euler scheme for multiplicative noise is not an adequate scheme from a reversibility point of view. Résumé. Pour un processus de Markov la condition de balance détaillée estéquivalenteà la reversibilité du processus par rapport au renversement du temps. Pour deséquations différentielles stochastiques, les schémas de discrétisation détruisent en général cette proprieté de reversibilité. En dépit d'une vaste littérature sur l'analyse numérique deséquations differentielles stochastiques, leur proprieté de stabilité, les erreurs fortes et/ou faibles, les proprietés de grandes déviations età long temps, il n'y a pas eu jusqu'à maintenant de résultats quantitatifs sur l'irréversibilité introduite par les approximation numériques. Dans cet article nous fournissons de telles estimations, en nous basant sur le taux de production d'entropie, inspirés par des idées de mécanique statistique hors-équilibre. Le taux de production d'entropie est, par définition, l'entropie relative (par unité de temps) du processus par rapport au processus renversé en temps. Par construction, le taux de production d'entropie est non-négatif et il est zéro si et seulement si le procesus est réversible. Crucialement, d'un point de vue numérique, le taux de production d'entropie peutêtre evalué directement comme la moyenne ergodique d'une certaine fonctionnelle du processus (la fonctionelle de Gallavotti-Cohen), sous des conditions d'ergodicité adéquates. Nous calculons la production d'entropie pour le schéma explicite d'Euler-Maruyama et le schéma explicite de Milstein pour des equations différentielles stochastiques reversibles avec des bruit additifs ou multiplicatifs. Nos résultats démontrent que le type de bruit change le comportement la production d'entropie de manière critique. Finalement nous analysons la production d'entropie pour le schéma BBK pour l'équation de Langevin.
between the path measure of the process and the path measure of the reversed process. A key observation 48 of this paper is that GC action functional is an a posteriori quantity, hence, it is easily computable during 49 the simulation making the numerical computation of entropy production rate tractable. We show that entropy 50 production is a computable observable that distinguishes between different numerical schemes in terms of their 51 discretization-induced irreversibility and as such could allow us to adjust the discretization in the course of the 52 simulation.
53
We use entropy production to assess the irreversibility of various numerical schemes for reversible continuous-54 time processes. A simple class of reversible processes, yet of great interest, is the overdamped Langevin process 55 with gradient-type drift [6, 7, 12] . The discretization of the process is performed using the explicit Euler-56 Maruyama (EM) scheme and we distinguish between two different cases depending on the kind of the noise.
57
In the case of additive noise, under the assumption of ergodicity of the approximation process [2, 3, 14, 15] we 58 prove that the entropy production rate is of order O(∆t 2 ) where ∆t is the time step of the numerical scheme.
The paper is organized in four sections. In Section 1 we recall some basic facts about reversible processes
for suitable smooth test functions f, g.
91
A Markov process X t is said to be time-reversible if for any n and sequence of times t 1 < · · · < t n the finite 92 dimensional distributions of (X t1 , ..., X tn ) and of (X tn , ..., X t1 ) are identical. More formally, let P 
97
The condition of reversibility can be also expressed in terms of relative entropy as follows. Recall that for 98 two probability measure π 1 , π 2 on some measurable space, the relative entropy of π 1 with respect to π 2 is given 99 by R(π 1 |π 2 ) ≡ dπ 1 log dπ1 dπ2 if π 1 is absolutely continuous with respect to π 2 and +∞ otherwise. The relative 100 entropy is nonnegative, R(π 1 |π 2 ) ≥ 0 and R(π 1 |π 2 ) = 0 if and only if π 1 = π 2 . The entropy production rate of and so the entropy rate vanishes in this case in the large time limit (under suitable ergodicity assumptions).
105
Conversely when EP cont = 0 the process is truly irreversible. The entropy production rate for Markov processes 106 and stochastic differential equations is discussed in more detail in [11, 13] .
107
Let us consider a numerical integration scheme for the SDE (1) which has the general form 108 x i+1 = F (x i , ∆t, ∆W i ) i = 1, 2, ...
Here x i ∈ R d is a discrete-time continuous state-space Markov process, ∆t is the time-step and ∆W i ∈ R m , i = Let us assume that the process starts from some distribution ρ(x)dx, then the finite dimensional distribution 119 on the time window [0, t] where t = n∆t is given by
For the time reversed path Θ(x 0 , · · · x n ) = (x n , · · · , x 0 ) we have then
121P
[0,t] • Θ(dx 0 , ..., dx n ) = ρ(x n )Π(x n , x n−1 ) · · · Π(x 1 , x 0 )dx 0 · · · dx n (8) and the Radon-Nikodym derivative takes the form 122 dP [0,t] dP [0,t] • Θ = exp(W (t)) ρ(x 0 ) ρ(x n ) (9) where W (t) is the Gallavotti-Cohen (GC) action functional given by 123 W (t) = W (n; ∆t) :=
Note that W (t) is an additive functional of the paths and thus if x i is ergodic, by the ergodic theorem the 
We call the quantity EP (∆t) the entropy production rate associated to the numerical scheme. Note that we 
and for concrete numerical schemes we will compute fairly explicitly the entropy production in the next sec-
128
tions. Since we are interested in the ergodic average we will systematically omit boundary terms which do not 129 contribute to ergodic averages and we will use the notation
Note also that using (11) and (10), entropy production rate is tractable numerically and it can be easily 132 calculated "on-the-fly" once the transition probability density function Π(·, ·) is provided.
133
In the following sections we investigate the behavior of the entropy production rate for different discretization probabilities.
144
• Both the continuous-time process X t and discrete-time process x i are ergodic with unique invariant 145 measures µ andμ, respectively. Furthermore for sufficiently small ∆t we have
for functions f which are C ∞ with at most polynomial growth at infinity.
147
Notice that inequality (15) is an error estimate for the invariant measures of the processes X t and x i . The showed ergodicity for SDE-driven processes restricted on a torus as well their discretizations utilizing only the 157 assumptions of ellipticity or hypoellipticity and the assumption of local Lipschitz continuity for both drift and 158 diffusion terms. 
Entropy Production for Overdamped Langevin Processes

160
The overdamped Langevin process, X t ∈ R d , is the solution of the following system of SDE's
where
is the covariance matrix and B t is a standard m-dimensional Brownian motion. We assume from now on that
163
Σ(x) is invertible for any x so that the process is elliptic. It is straightforward to show that the generator of 164 the process X t satisfies the DB condition (3) with invariant measure
where Z = R d exp(−V (x))dx is the normalization constant and thus if X 0 ∼ µ then the Markov process X t is 166 reversible.
167
The explicit Euler-Maruyama (EM) scheme for numerical integration of (16) is given by
with ∆W i ∼ N (0, ∆tI m ), i = 1, 2, ... are m-dimensional iid Gaussian random variables. The process x i is a 169 discrete-time Markov process with transition probability density given by
is the normalization constant for the multidimensional
171
Gaussian distribution. The following lemma provides the GC action functional for the explicit EM time-172 discretization scheme of the overdamped Langevin process.
173
Lemma 2.1. Assume that det Σ(x) = 0 ∀x ∈ R d . Then the GC action functional of the process
where= means equality up to boundary terms, as defined in (13).
Proof. The assumption for non-zero determinant is imposed so that the transition probabilities and hence the GC action functional are non-singular. The proof is then a straightforward computation using (19) and (10) .
where all the terms of the general form G(x i )−G(x i+1 ) in the sums were cancelled out since they form telescopic 177 sums which become boundary terms.
178
Three important remarks can readily be made from the above computation.
179
Remark 2.2. The numerical computation of entropy production rate as the time-average of the GC action 180 functional on the path space (i.e., based on (9)) at first sight seems computationally intractable due to the large 181 dimension of the path space. However, due to ergodicity, the numerical computation of the entropy production 182 can be performed as a time-average based on (11) and (20) for large n. Additionally, this computation can 183 be done for free and "on-the-fly" since the quantities involved are already computed in the simulation of the 184 process. The numerical entropy production rate shown in the following figures is computed using this approach.
185
Remark 2.3. It was shown in [13] that the GC action functional of the continuous-time process driven by (16) 186 equals the Stratonovich integral
which reduces to a boundary term as expected. This functional has the discretization
and this is exactly the first term in the GC action functional W (n; ∆t) for the explicit EM approximation process (see (20) process is irreversible and its GC action functional is not anymore a boundary term and is given by [13] 201
On the other hand, due to the separation property of the explicit EM scheme, the GC action functional of the 202 discrete-time approximation process W (n; ∆t) has the additional term
Evidently, the discretization of W cont (t) equals the additional term of the GC functional W (n; ∆t). Thus, GC 204 action functional W (n; ∆t) is decomposed into two components, one stemming from the irreversibility of the 205 continuous-time process and another one stemming from the irreversibility of the discretization procedure. An important special case of (16) is the case of additive noise, i.e., when the covariance matrix does not 208 depend in the process, Σ(x) ≡ Σ. In this case, the SDE system becomes
and the GC action functional is simply given by
In this section we prove an upper bound for the entropy production of the explicit EM scheme. The proof 211 uses several lemmas stated and proved in Appendix A.
212
Theorem 2.5. Let Assumption 1.1 hold. Assume also that the potential function V has bounded fifth-order 213 derivative and that the covariance matrix Σ is invertible. Then, for sufficiently small ∆t, there exists C =
Proof. Utilizing the generalized trapezoidal rule (84) for k = 3, the GC action function is rewritten as
Applying, once again, Taylor series expansion to
Then, the GC action functional becomes 220 W (n; ∆t)=2
From (11), the entropy production rate is the time-averaged GC action functional as n → ∞. Thus,
The ergodicity of x i as well the Gaussianity of ∆W i guarantees that the first two limits in the entropy production 222 formula exist. Additionally, the residual terms,R β α (x i , x i+1 ), are bounded due to the assumption on bounded 223 fifth-order derivative of V , hence, the third limit also exists. Note here that this assumption could be changed by 224 assuming boundedness of a higher order derivative and performing a higher-order Taylor expansion. Appendix A
225
gives rigorous proofs of these ergodicity statements. Hence,
whereμ is the equilibrium measure for x i while ρ is the Gaussian measure of ∆W i . Using the Isserlis-Wick 227 formula we can compute the higher moments of multivariate Gaussian random variable from the second-order 228 moments. Indeed, we have
where means summing over all distinct ways of partitioning z 1 , ..., z |ν| into pairs. Moreover,
Σ ij ∆t, hence, applying (34) into (33) and changing the multi-index notation to the usual notation, the entropy 231 production rate becomes
Using that (−
, entropy production is rewritten as
By a simple integration by parts, we observe that for any combination
where the expectation is taken with respect of µ which is the invariant measure of the continuous-time process.
235
However, in (36) the expectation is w.r.t. the invariant measure of the discrete-time process (i.e.,μ instead of 236 µ). Nevertheless, Assumption 1.1 guarantees that the alternation of the measure from µ toμ costs an error of 237 order O(∆t). Hence, for any coefficient in (36), we obtain that
since the potential V as well its derivatives are sufficiently smooth. Hence, we overall showed that
which completes the proof.
240
Remark 2.6. Depending on the potential function the entropy production could be even smaller. For instance,
241
when the potential V is a quadratic function (i.e. the continuous-time process is an Ornstein-Uhlenbeck process), 242 then, it is easily checked by a trivial calculation of (26) that the GC action function is a boundary term, thus, 243 the entropy production of the explicit EM scheme is zero. However, for a generic potential V we expect that 244 the entropy production rate decays quadratically as a function of ∆t but not faster. 
where β is a positive real number which in statistical mechanics has the meaning of the inverse temperature.
249
The diffusion matrix is set to σ = 2β restricted to a torus, the potential is locally Lipschitz continuous and the covariance matrix is elliptic. Figure 1 is the cumulative sum of the GC functional converges due to the law of large numbers to a (positive) value 255 after relatively long time. Additionally, due to the ergodicity assumption, it converges to the correct value.
256 Figure 2 shows the loglog plot of the numerical entropy production rate as a function of ∆t for β = 20, 40, 60. In this section we consider the EM scheme for overdamped Langevin processes with multiplicative noise. For 267 simplicity we restrict our discussion to the one dimensional case, but our results extend immediately to higher 268 dimension if the the diffusion matrix σ(x) is diagonal. We rewrite the GC action function given in Lemma 2.1,
=: W 1 (n; ∆t) + W 2 (n; ∆t) + W 3 (n; ∆t) .
The first term W 1 (n; ∆t) has been computed in the previous section and after an interesting and rather unex-270 pected cancellation it was proved to be of order O(∆t 2 ). For the multiplicative case, a cancellation also occurs
271
(see (45) and (46) below) but it does not fully eliminate the lower order term; in the end W 1 (n; ∆t) contributes 272 to the entropy production an O(∆t) term. Additionally, W 2 (n; ∆t) turns out to be the sum of gradient terms
Thus, assuming a suitable condition on Σ(x), the same computation as for Figure 2. Entropy production rate as a function of time step ∆t for additive noise. The entropy production rate is of order O(∆t 2 ) for small ∆t while it decreases linearly as a function of inverse temperature β. W 1 (n; ∆t) applies and the entropy production rate stemming from W 2 (n; ∆t) is also of order O(∆t). However,
275
W 3 (n; ∆t) contributes to the entropy production a nonzero, positive term which is of order O(1). The following 276 theorem summarizes the behavior of entropy production rate for the explicit EM scheme for multiplicative noise. 
284
Proof. The assumption that Σ(x) > M −1 ∀x, which is the ellipticity condition in one space dimension, is necessary because it implies that Σ −1 (x) as well its derivatives are bounded around 0. Additionally, as discussed earlier both W 1 (n; ∆t) and W 2 (n; ∆t) contribute to the entropy production by a O(∆t) amount. Therefore we can concentrate on the term W 3 (n; ∆t); after a Taylor series expansion we have,
As in Theorem 2.5, applying the ergodic lemmas of the appendix, the entropy production rate stemming from 285 W 3 (n; ∆t) equals to
On the other hand,
Using (15) in Assumption 1.1 we obtain, as in the additive case, that
which concludes the proof of (a). Part (b) is a direct consequence of (a). 
The choice of the diffusion term is justified by the fact that we can control its variation in terms of x, while 292 sending ǫ to zero, the additive noise case is recovered. The invariant measure of this process is the Gaussian Figure 3. Entropy production rate as a function of time step ∆t for multiplicative noise and the explicit EM scheme. As Theorem 2.7 asserts, entropy production does not decrease as ∆t is decreased. This results in a permanent loss of reversibility which cannot be fixed by reducing the time step. Star symbols denote the theoretical value of the lower bound as it is given by the Theorem (i.e., c
The agreement between the theoretical and the numerical values is excellent.
Entropy Production for the Multiplicative Noise Case: Milstein scheme
302
Since the EM scheme has entropy production rate which does not decrease as ∆t decreases, we turn our 303 attention to the Milstein's scheme which is the next higher-order scheme [10, 17] :
which can be rewritten as
where a(
Since ∆W i is a zero-mean Gaussian random variable with variance 306 ∆t, the transition probability for Milstein's scheme is W (n; ∆t) = − 1 2 Proof. In order to compute the detailed asymptotics for W 1 (n; ∆t) and W 2 (n; ∆t) we write the partition function
Similarly we have
and thus
is obtained. Moreover, in what follows and by slight abuse of O(·) notation, we repeatedly use the relation
which holds for any i, k = 0, 1, ... and any smooth functions f and g and it is easily derived by suitable Taylor expansions of the functions. We obtain for W 1 (n; ∆t)
(58) The second term of the GC action functional is rewritten as 328 W 2 (n; ∆t) = 2 ∆t
where a Taylor series expansion to the square root function was applied. Expanding the squares and keeping 329 only the terms that have order in terms of ∆x i less than 5 we obtain that 330 W 2 (n; ∆t) = 2 ∆t
(60) After few more Taylor expansions in the first sum, the terms of order ∆x 3 i are cancelled out while the forth 331 order terms consists of differences of the form (57) thus they become fifth order. Moreover, the second sum can 332 be handled exactly as the terms W 1 and W 2 in EM scheme using (84) and the leading term is of order O(∆x O(∆x
Here we used the fact that lim n→∞ We compute numerically the entropy production as the time-average of the GC action functional. shows the numerically computed entropy production for the same example shown in Figure 3 . Evidently, entropy 342 production rate decreases at least linearly as time step ∆t is decreasing as Theorem 2.8 asserts.
343
Remark 2.9. We note that the rigorous asymptotics for the entropy production quickly become quite involved Figure 4. Entropy production rate as a function of time step ∆t for the explicit Milstein's scheme. The decrease of the entropy production rate for this numerical scheme is linear.
Entropy Production for Langevin Processes
Let us consider another important class of reversible processes, namely the processes driven by the Langevin
where q t ∈ R dN is the position vector of the N particles, p t ∈ R dN is the momentum vector of the particles,
350
M is the mass matrix, V is the potential energy, γ is the friction factor (matrix), σ is the diffusion factor temperature β ∈ R of the system by
The Langevin system is reversible (modulo momenta flip, see (67)) with invariant measure 356 µ(dq, dp) = 1
where H(q, p) is the Hamiltonian of the system given by
Indeed if L denotes the generator of (63), it is straightforward to verify the following modified DB condition
for any test functions f and g which are bounded, twice differentiable with bounded derivatives. This shows
359
that the Langevin process is reversible modulo flipping the momenta of all particles.
360
The BBK integrator [4, 12] which utilizes a Strang splitting is applied for the discretization of (63). It is 361 written as
with ∆W i , ∆W i+ 
and thus the transition probabilities of the discrete-time approximation process are given by the product
where P (q i+1 |q i , p i ) is the propagator of the positions given by
where ∆q i = q i+1 − q i while P (p i+1 |q i+1 , q i , p i ) is the propagator of the momenta given by
Finally, since the Langevin process is reversible modulo flip of the momenta, the GC action functional takes the
Langevin Process with Additive Noise
373
In the following we assume for simplicity that particles have equal masses (i.e. M = mI) and that σ = σI, 374 γ = γI. In the next lemma we compute the GC action functional.
375
Lemma 3.1. The GC action functional of the BBK integrator equals to 376 W (n; ∆t)= β ∆t
377
Proof. Firstly, (71) and (72) are rewritten as
and
respectively. Then, as in the overdamped Langevin case, the computation of the GC action functional is straightforward,
Thus we have,
which is equal with (74). to the GC functional for the additive Langevin process with constant temperature, which is given, [13] , by
and is a boundary term in continuous time. Comparing the GC functionals, it is evident that the discrete 383 version of W cont (t) is contained in the functional W (n; ∆t) given by (74). This is similar to the overdamped
384
Langevin case when discretized utilizing the explicit EM scheme. In addition the remaining term in the GC 385 action functional W (n; ∆t) stems from the Strang splitting of the numerical scheme. Moreover, this additional 386 term critically affects the irreversibility of the discrete-time approximation process since it is the leading order 387 term in the entropy production rate, as shown in the following theorem. Proof. Solving (69a) for p i and multiplying with the transpose of p i , the square of the absolute of the momenta 392 equal to
and similarly for p i+1 in (69b)
Taking the difference between the above two equations for the momenta, we obtain
hence, the GC action functional is rewritten as 396 W (n; ∆t)= β ∆t
Using the fact that p i and ∆W i are independent while p i+1 and ∆W i+ 
which completes the proof. is also the invariant measure of the process. Thus, the simulation is performed at the equilibrium regime.
409
Evidently, the entropy production rate is of order O(∆t) as it is expected. Additionally, we plot (stars in the In this paper we use the entropy production rate as a novel tool to assess quantitatively the (lack of) re- under an ergodicity assumption, the entropy production rate can be computed numerically on-the-fly utilizing 421 the GC action functional. This is another attractive feature of the entropy production rate.
422
We computed the entropy production rate for overdamped Langevin processes both analytically and numer- Figure 5. Entropy production rate as a function of time step, ∆t, for various friction factors γ. The decrease of the entropy production rate is linear as Theorem 3.3 asserts. Additionally, the theoretically-computed entropy production rate (star points) perfectly matches the numericallycomputed entropy rate. This paper offers a new conceptual tool for the evaluation of discretization schemes of SDE systems simulated 434 at the equilibrium regime. We consider only the simplest schemes here and we will analyze in future work the 435 behavior of the entropy production for other numerical schemes such as fully implicit EM, drift-implicit EM, 
and around x i+1
Adding the two equations we obtain the symmetrized Taylor series expansion for V given by 502 V (x i+1 ) − V (x i ) = 1 2 k |α|=1,3,...
|α|=2,4,...
Moreover, generalized trapezoidal formula (84) for D α V with |α| even is 
is obtained after rearrangements of the sums. Equating the same powers of (91) and (84), the coefficients C α 505 and B β are obtained.
506
Thus far, we presented how to compute the coefficients of the generalized trapezoidal formula. A rigorous 507 proof of the lemma is then easily derived by induction on the order, k, of (84) and proceeding on the reverse 508 direction of the above formulae. 
(ii) For sufficiently smooth functions f and g we have 
where ρ is the Gaussian measure. f (x i , ∆W i )g(∆W i ) −fḡ
since f is bounded (i.e., |f | ≤ M ). Hence, sending n → ∞, (iii) is proved.
