Abstract. We prove existence and uniqueness of a weak solution to the incompressible 2D Euler equations in the exterior of a bounded smooth obstacle when the initial data is a bounded divergence-free velocity field having bounded scalar curl. This work completes and extends the ideas outlined by P. Serfati for the same problem in the whole-plane case. With non-decaying vorticity, the Biot-Savart integral does not converge, and thus velocity cannot be reconstructed from vorticity in a straightforward way. The key to circumventing this difficulty is the use of the Serfati identity, which is based on the Biot-Savart integral, but holds in more general settings.
Introduction
The incompressible Euler equations describe the velocity field, u, and pressure, p, of a constant-density, inviscid fluid. The equations (without forcing) can be written in strong form as        ∂ t u + u · ∇u + ∇p = 0 in Ω, div u = 0 in Ω, u · n = 0 on ∂Ω, u(0) = u 0 in Ω.
(1.1)
Here, Ω is a domain with boundary (empty, if Ω = R 2 ) and n is the outward unit normal to the boundary. The initial velocity, u 0 , and the solution, (u, p), are assumed to lie in appropriate function spaces. If Ω is unbounded, some condition at infinity must be imposed.
In two dimensions, the classical well-posedness result for finite-energy weak solutions with bounded initial vorticity (the scalar curl of the velocity) is that established by Yudovich in [28] (and extended by him in [29] to allow slightly unbounded vorticities). Yudovich's results are for a bounded domain, but his ideas were adapted to the full plane case, see [18] . Vishik, in [27] , working in the full plane, established a slightly larger uniqueness class of unbounded vorticities. Each of these full-plane results, however, requires the initial vorticity to have some decay at infinity. This assumption is not natural from the physical point of view, as full plane flow is an approximate model for flow far from boundaries, where no decay of distant vorticity should be expected.
In 1995, Ph. Serfati stated and outlined proofs of existence and uniqueness of solutions for the incompressible 2D Euler equations in the full plane with each of the initial velocity and initial vorticity bounded [21] . We call such velocity fields, Serfati velocity fields. Once no decay of vorticity is assumed, uniform boundedness of vorticity no longer implies boundedness of velocity, so it makes sense to add this condition as an hypothesis. Our purpose in the present paper is to present a complete proof of Serfati's original result, in the full plane, and extend this argument to exterior domains. Until Serfati's 1995 paper, all existence results in an unbounded domain, including
Convergence of the Biot-Savart integral requires, however, membership of ω in an appropriate space; for instance, ω ∈ L 1 ∩ L ∞ would be sufficient. For ω only in L ∞ , the Biot-Savart integral fails to converge. This is the heart of the difficulty in working with Serfati solutions.
Serfati's key insight, which we adopt, is to use, in place of the Biot-Savart law, the identity, Here, a is any radially symmetric, smooth, compactly supported cutoff function with a = 1 in a neighborhood of the origin. We call (1.4) the Serfati identity. (Actually, Serfati never derives or even states this identity, but rather states inequalities that follow from it.) To motivate our approach and understand how the Serfati identity enters the analysis, let us describe formally how one obtains a bound on the L ∞ -norm of the velocity at time t > 0 given that both the initial velocity and the initial vorticity are in L ∞ . Assume that u is a solution to the Euler equations (without forcing). Then the vorticity is transported by the velocity with ∂ t ω = −u · ∇ω. (This always holds formally for solutions of the 2D Euler equations.)
If Ω were a bounded and simply connected domain, then applying the Biot-Savart law gives
, since vorticity is transported by the velocity.
When working with an unbounded domain, exterior to a single obstacle, however,
(Ω), so C 1 is infinite, and this simple estimate fails. One can obtain a more refined estimate, however, by using ∂ t ω = −u · ∇ω and integrating by parts to obtain
Ω (x, y) · u(s, y) dy ds (1.6) for j = 1, 2. Unfortunately, this only leads to
where C 2 = ∇∇K Ω (x, ·) L 1 (Ω) . More important, C 2 is also infinite because although ∇∇K Ω (x, ·) decays fast enough to be integrable near infinity, it has a singularity like |y − x| −3 at y = x. Serfati realized that one can reach a balance between the expressions in (1.5, 1.6) by splitting the Biot-Savart law into near-field and far-field (with respect to x) parts. He did this specifically for the full plane, where K Ω (x, y) = K(x − y), with
This leads to (3.4) (see Section 3.1). From (3.4) , with a ε (·) = a(·/ε) in place of a, he obtains, in effect, , one obtains a bound on the L ∞ -norm of u(t),
as we do in Section 3. Of course, this gives only a formal, a priori bound on the L ∞ -norm of the velocity, but this bound is the key to the proof of existence. Serfati's identity is also key to the proof of uniqueness, where, however, only one fixed value of ε > 0 is needed.
If one tries to directly extend Serfati's approach to an exterior domain, a number of technical difficulties arise, but the key problem is that the estimates in (1.8) no longer hold. Let us consider explicitly the case where Ω = B C is the exterior of the closed unit disk. With K as in (1.7), the Biot-Savart kernel for all of R 2 , it is classical that
where y * = y/ |y| 2 . The best that can be obtained is C 1 (ε) ≤ C(ε + ε 2 ) and C 2 (ε) ≤ C(1 + ε −1 ). This is sufficient for uniqueness but not for existence. (With a slight variation on the estimate of C 2 , local-in-time existence can be established, however.) The reason for the failure of the estimate in (1.8) boils down to the failure of K B C (x, y) to decay as |y| → ∞. To remedy this, we add the function, K(x), to (1.10), giving the modified Biot-Savart kernel,
J B
C (x, y) = K B C (x, y) + K(x), which decays as |y| → ∞.
More generally, for the exterior of a bounded, connected and simply connected obstacle, we define J Ω (x, y) = K Ω (x, y) + K Ω (x), (1.11) where K Ω is the unique divergence-free vector field tangential to ∂Ω having circulation one and decaying at infinity. An explicit form for K Ω is given in (6.26) (from which we can see that K B C = K on B C ).
If one uses J Ω in place of K Ω in the Biot-Savart law (1.2), one obtains a different solution operator for the system    div u = 0, in Ω, curl u = ω, in Ω, u · n = 0, on ∂Ω.
(1.12)
In fact the modified Biot-Savart law, with J Ω in place of K Ω , gives the unique solution to the system (1.12) which has vanishing circulation around ∂Ω. This modified BiotSavart law was first introduced by C. C. Lin in [15] , as the perpendicular gradient of the hydrodynamic Green's function. For more details on the hydrodynamic Biot-Savart law, see [16] . Unlike K Ω (x, ·), the kernel J Ω (x, ·) no longer vanishes on the boundary; nonetheless, it turns out that using J Ω in place of K Ω only disrupts the Serfati identity slightly, leading to (4.1) below.
The equivalent of (1.8) for J Ω in place of K Ω holds (or holds almost; see Proposition 6.1 below), and we use these bounds in the same manner as Serfati to obtain (1.9). Now, however, we must also account for a boundary integral in (4.1), and this we cannot do simply by bounding the size of the Biot-Savart kernel. It is dealt with easily enough, however, by a simple estimate (see Proposition 4.3) . This paper is organized as follows: We state our results in Section 2. We give the proof of existence separately for the full plane in Section 3 and for an exterior domain in Section 4. In each of these sections, we start by deriving the Serfati identity for the given type of domain then give the existence proofs. We rely on estimates on the Biot-Savart kernel developed later in Section 6. We also rely on these estimates in Section 5, where we prove uniqueness in Section 5.1, extending the argument to give a type of continuous dependence on initial data in Section 5.2.
The Biot-Savart kernel estimates of Section 6 are developed first for the full plane in Section 6.1, then for the exterior to the unit disk in Section 6.2, and finally for the exterior to a single obstacle in Section 6.3, each section building on the previous.
Examples of Serfati velocities are given in Section 7.
There are other proofs of existence and uniqueness in the full plane for Serfati initial velocity, most notably those of [24, 25] . The proofs, however, employ Littlewood-Paley decompositions for existence and paradifferential calculus for uniqueness, and so are not easily extended to other domains. We discuss these issues at some depth in Section 8.
In Appendix A, we show how to prepare a sequence of initial velocities that are smooth with compactly supported vorticity and that converge in an appropriate sense to a given bounded initial velocity having bounded vorticity. (This approximate sequence is employed in Sections 3.2 and 4.2 to obtain existence of solutions.)
Statement of results
The purpose of this section is to give precise statements of the main results in this work: existence, uniqueness, and a mild form of continuous dependence of solutions on initial data. We will treat two very different fluid domains-the full plane and domains exterior to a single obstacle. To be more precise, we will denote the fluid domain by Ω, be it all of R 2 or the exterior of a single connected and simply connected bounded domain with a C ∞ boundary. In the latter case let n denote the unit exterior normal to Ω at the finite boundary Γ. (For notational convenience we set Γ = ∅ when considering full plane flow.) We let τ denote the unit tangent vector, oriented so that τ = −n ⊥ := −(−n 2 , n 1 ) = (n 2 , −n 1 ).
We begin with basic definitions concerning the type of velocity field we are interested in and the notion of weak solution of the Euler equations we will consider.
If u is a vector field on Ω, we write
for the scalar curl (vorticity) of u. Following a common convention, we sometimes write ω for ω(u) when u is understood; that is, we use ω both as a function on vector fields and as the value of that function. It is classical that, by taking the scalar curl of the two dimensional incompressible Euler equations (1.1), we obtain the vorticity equation, or the vorticity formulation of the Euler equations:
Definition 2.1. We say that a divergence-free vector field u ∈ L ∞ (Ω) with u · n = 0 on Γ and ω(u) ∈ L ∞ (Ω) is a Serfati velocity. We denote by S = S(Ω) the Banach space of all Serfati velocity fields with the norm,
loc and u is divergence-free, the trace of its normal component, u · n, is well-defined and belongs to H −1/2 (Γ) (see, for instance, Theorem I.1.2 of [26] ).
× Ω) and let ω = ω(u). We say that u is a Serfati solution to the Euler equations without forcing and with initial velocity u 0 = u| t=0 in S if the following conditions hold: When Ω is the exterior of a single obstacle, we require, in addition, that the circulation of the velocity about the boundary be conserved over time. 
. Indeed, such u has a log-Lipschitz modulus of continuity, µ, in space, uniformly over (0, T ); see Lemma A.3. It follows that there exists a unique measure-preserving classical flow map, X : (0, T ) × Ω → Ω, for u.
Our main results are Theorems 2.5 and 2.7, in which we establish the existence, uniqueness, and a limited form of continuous dependence on initial data for Serfati solutions. We begin with the statement of existence and uniqueness.
Theorem 2.5. Let T > 0. Assume that u 0 ∈ S. Then there exists a unique, Serfati solution u to the Euler equations as in Definition 2.3. Moreover, there exists a unique flow map X = X(t, ·) for u; that is, X : [0, T ] × Ω → Ω and
The flow map is measure-preserving and X(t, ·) ∈ C β(t) , where β(t) = e −α|t| and α = C u L ∞ (0,T ;S) . Remark 2.6. It is shown in [13] that the solutions constructed in Theorem 2.5 are also distributional solutions of the velocity formulation of the Euler equations (1.1). Moreover, there exists an associated pressure whose asymptotic behavior is O(log |x|) for large |x| and whose gradient is bounded (this is done in [13] both for the full plane and an exterior domain).
The following is a statement that Serfati solutions depend continuously, in L ∞ -norm, on the (Serfati) initial data. We will need additional notation to state the result.
For
is the uniformly local L p space; that is, the space of all measurable functions whose norm,
is finite, where C 0 is an arbitrary fixed positive constant and |U| is the Lebesgue measure of U. For any p ∈ [2, ∞], let
. (We require p ≥ 2 so that u · n is well-defined, as in Remark 2.2.) Theorem 2.7. Let u 1 , u 2 be Serfati solutions to the Euler equations for a fixed T > 0 and let p ∈ (2, ∞]. Let u 
for all t in [0, T ], where C depends on T and p.
Remark 2.8. The last term in (2.3) goes to zero as s 0 → 0 + since lim r→0 + r α log r = 0 for any α > 0. Theorem 2.7 is not a statement that Serfati solutions depend continuously on initial data since we establish only that the velocities, at future time, are close in L ∞ if they are close at time zero in S p , but we provide no information on the S norm of their difference in terms of their initial S norm.
In fact, we should not expect continuous dependence in the L ∞ norm of the vorticity, and hence not in S. For instance, a small initial perturbation of a vortex patch will displace the contour and result in a large discrepancy between perturbed and unperturbed solutions, relative to the L ∞ -norm of vorticity, for any positive time.
Existence in the full plane
Existence of weak solutions for the incompressible 2D Euler equations has been established under many different kinds of regularity assumptions. The proofs follow a standard strategy consisting in first generating a sequence of approximations, then establishing enough a priori estimates to show that the sequence is compact in an appropriate function space and, finally, passing to the limit in the weak form of the Euler equations. To obtain compactness, a priori estimates are needed for both velocity and vorticity. Whenever the function space is based on a rearrangement invariant space, the vorticity estimates are immediate, as future vorticity is simply a rearrangement of its initial values. One then establishes velocity estimates by integrating vorticity estimates using the Biot-Savart law, which relates vorticity to velocity through a Biot-Savart kernel (see [17] for details). For an unbounded fluid domain, this kernel has very mild decay at infinity. Hence, in order to ensure that the Biot-Savart law is well-defined it is necessary to impose decay of vorticity at infinity. It turns out that this is the only reason to impose decay of vorticity at infinity. In his pioneering work, [21] , Ph. Serfati got around the lack of decay of the BiotSavart kernel, and managed to establish existence and uniqueness for 2D Euler, in the full plane, for bounded velocity fields whose vorticity is merely bounded and does not obey any decay assumptions at infinity. To do so, it was necessary to introduce an alternative to the Biot-Savart law, which we refer to as the Serfati identity. One of the main uses of the Serfati identity is to play the role of the Biot-Savart law in obtaining a priori estimates for the velocity given estimates on vorticity. Serfati's proofs were terse and incomplete, but brilliant.
The existence of weak solutions to the 2D Euler equations in the full plane with Serfati initial data is included in the work of Taniuchi [24] . His proof, however, makes extensive use of the group structure of R 2 , through the use of Littlewood-Paley theory, and thus does not extend to domains with boundary.
In this section we present a complete proof of existence of Serfati solutions in the case of the full plane, inspired by Serfati's work. We will see that, in contrast to Taniuchi's proof, Serfati's ideas extend naturally to other unbounded fluid domains.
3.1. The Serfati identity in the full plane. As mentioned, the Serfati identity is an alternative to the Biot-Savart law in that it provides a priori estimates on the velocity.
Let us begin by recalling the Biot-Savart law in the full plane. Let ω ∈ C ∞ c (R 2 ), where the subscript c in C ∞ c means functions in C ∞ with compact support. The Biot-Savart law relating a divergence-free velocity field u to its vorticity ω is given by
is the Biot-Savart kernel and where, for x = (x 1 , x 2 ),
In view of the mild decay of the kernel K at infinity, together with the singularity at the origin, it is easy to check that
Hence, to ensure that the integral in the Biot-Savart law is finite it is necessary to have
This is precisely the kind of hypothesis which is avoided by using the Serfati identity.
It is useful to introduce the notation * · defined below:
where * denotes convolution. We have adopted the convention that repeated indices are implicitly summed. Let f be a scalar field and v a vector field. Then, using the notation introduced above, we have
and
Proposition 3.1. Let u be a C ∞ classical solution to the Euler equations with initial vorticity, ω 0 , compactly supported. Then, for any radially symmetric function a ∈ C ∞ c (R 2 ) such that a = 1 in a neighborhood of the origin, the following identity holds true:
It is easy to check that (3.4) corresponds exactly to the Serfati identity (1.4) when Ω = R 2 .
Proof. For classical solutions, the vorticity is transported by the flow, so since it is initially compactly supported it remains so for all time. This fact and the smoothness of the solution justify the calculations that follow. For j = 1, 2, we have,
We integrate in time to get
We now treat the final integrand. We have:
where we used the vorticity equation ∂ s ω+u·∇ω = 0, the identity u·∇ω = curl(u·∇u), and (3.2, 3.3). Substituting this back into (3.5) yields (3.4).
The main advantage of the Serfati identity is that the localized kernel aK is integrable, while ∇∇ ⊥ ((1 − a)K) is smooth and has behavior asymptotic to |x| −3 for large x, which is also integrable in R 2 . Hence, if both u ∈ L ∞ and ω ∈ L ∞ , uniformly in time, then both terms on the right-hand-side of (3.4) converge. In other words, the Serfati identity is well-defined for velocity fields u ∈ L ∞ (S). 
where a R = a R (z) ≡ a(z/R) and a is as in property (2) of Definition 2.3. This identity is also well-defined for Serfati velocities, and it is easy to see that all Serfati solutions satisfy (3.6). In fact, as is shown in [13] , for the full plane, (3.6) is interchangeable with (1.4) in property (2) of Definition 2.3.
3.2.
Proof of existence in the full plane. The proof of existence proceeds in several steps. One begins by producing a sequence of smooth approximations and by establishing a priori estimates, in S, for this sequence. It is easy to show that the approximate vorticities are uniformly bounded in L ∞ , but the uniform estimate on the L ∞ -norm of the approximate velocities relies completely on the Serfati identity (3.4). This is the heart of the proof of existence. The subsequent steps are, by now, nearly standard, as set forth in Chapter 8 of [19] : we show that the velocities are uniformly log-Lipschitz, from which compactness of the flow maps follows; we choose a fixed converging subsequence of the approximate flow maps. Next, we define a candidate limit vorticity and show that, along this subsequence, the approximate vorticities converge to the candidate limit vorticity, uniformly in time, in L p loc (R 2 ) for all 1 ≤ p < ∞. We then use the Serfati identity (3.4) again to show that, along the same subsequence, the corresponding approximate velocities converge uniformly to a continuous velocity field. Next we show that the limit velocity and its associated vorticity are solutions, in the sense of distributions, of the incompressible 2D Euler equations and, finally, that they satisfy the Serfati identity (3.4). We conclude the proof of existence by establishing additional regularity of the limit velocity-we show it is log-Lipschitz in space, uniformly in time.
Our existence proof contains elements of the proof, given in Theorem 8.1 of [19] , of the existence of solutions to the Euler equations with classical Yudovich initial vorticity (L 1 ∩ L ∞ ), and of Serfati's proof of existence of (Serfati) solutions found in [21] . We depart from both, however, in that we use the Serfati identity to show that our approximating sequence of velocities is Cauchy rather than establishing some time continuity of the velocities. (Serfati uses properties of the pressure to show the continuity, in time, of the approximate velocities.)
Proof of existence in Theorem 2.5 for the full plane. Let u 0 ∈ S and assume that u 0 does not vanish identically; otherwise, there is nothing to prove.
Step 1. Construct approximating sequence. We construct the sequence of approximations by generating a smooth sequence of vector fields which approximate the initial data and, afterwards, by exactly solving the Euler equations with the smooth data.
be the approximating sequences to the initial velocity, u 0 , and initial vorticity, ω 0 , given by Proposition A.2. By hypothesis, u 0 is not identically zero, which means that u 0 n does not vanish identically either. Let u n be the classical, smooth solution to the Euler equations with initial velocity u 0 n , and with initial vorticity, ω 0 n . The existence and uniqueness of such solutions follows, for instance, from [20] and references therein. Finally, let ω n = curl u n .
Step
We begin with the a priori estimate,
on the vorticity, which can be deduced from the fact that the smooth vorticity is transported by a smooth, divergence-free vector field. We also have, by construction,
Next, we will use the Serfati identity (3.4) for the fluid domain R 2 , with u n , ω n in place of u, ω.
Let a be any smooth, compactly supported cutoff function that is equal to 1 in a neighborhood of 0 (see item (2) of Definition 2.3). Fix ε > 0, to be specified later. Set
From (3.4), for u n , ω n , it follows that
We will make use of the detailed estimates on the Biot-Savart kernel derived in Section 6.1. Applying Young's convolution inequality, followed by the localized estimates on the Biot-Savart kernel in R 2 contained in Proposition 6.1, we conclude that
where we also used (3.7, 3.8, 6.1, 6.2) in the last inequality.
Observe that we can choose ε > 0 arbitrarily, even allowing it to depend on t, for each fixed t. Let
We obtain
We conclude from Gronwall's lemma that
× Ω) for any T > 0, with a bound that is uniform in n. This, together with (3.7, 3.8), yields
for some C = C(T, u 0 ) > 0 and for all 0 ≤ t ≤ T .
Recall the definition of the space of log-Lipschitz functions LL on a domain U ⊆ R 2 :
where log + (z) = max{− log z, 0}. This is a Banach space under the norm given by
Step 3. Log-Lipschitz bound on modulus of continuity of (u n ) uniform in n. We have u n (t) LL ≤ C u 0 S . This follows immediately from Lemma A.3 together with the a priori estimate (3.12) on u n S .
Step 4. Convergence of flow maps. Associated to each (smooth) u n there is a unique (smooth) forward flow map, X n , that is, a map
As div u n = 0, the flow maps are measure-preserving. Let X −1 n (t, ·) denote the inverse flow map, also known as the back-to-labels map. Let L be a compact subset of [0, T ] × R 2 . The log-Lipschitz modulus of continuity of u n , uniform in n and t, implies the following estimates for the forward and for the inverse flow maps:
We also have [19] . These estimates, uniform in n and 0 ≤ t ≤ T , yield, using the Arzela-Ascoli theorem, a subsequence of the forward flow map converging uniformly on compact subsets of L to a limit forward flow map, X, which is measure-preserving and along which vorticity is transported, just as in Proposition 8.2 of [19] . A simple diagonalization argument gives a subsequence that converges uniformly on any com-
We relabel this subsequence, (X n ). Clearly, the limit flow map X also satisfies the Hölder estimates above.
A similar argument can be used to establish that there also exists a subsequence, which may be taken to be the same, such that X −1 n (t, ·) is uniformly convergent, on compact subsets of R 2 . It is then simple to show that the limit of this subsequence is X −1 (t, ·).
Step 5. Convergence of vorticities:
; to see this we adapt the proof given for bounded initial vorticity on page 316 of [19] 
Because u n is uniformly bounded in n, there exists some
by property (3) of Proposition A.2.
As for the second term, ω
, uniformly in compact subsets of R 2 . Here, we are using the fact that translations are continuous in
. This entire argument can be made uniform
Step 6. Velocities are Cauchy in
We have established convergence of the flow maps (and its inverse maps) to a limiting flow map (and its inverse) and convergence of the vorticities to a limiting vorticity, which is transported by the limiting flow map. As shown in Step 3, we also have equicontinuity of (u n ) in space.
We now show convergence of the velocities, but we will do this in two steps. First, we will use the Serfati identity once more to show that the sequence, (u n ), is Cauchy in
We note, in passing, that at the corresponding point in the proof of Theorem 8.1 of [19] one obtains equicontinuity in time as well, employing potential theory estimates that require the vorticity to decay at infinity. In [21] , Serfati at this same point uses estimates on the pressure (see Remark 2.6) to obtain sufficient regularity on ∂ t u n = −u n · ∇u n − ∇p n . In either case, Arzela-Ascoli gives a convergent subsequence in
where
Fix q in (2, ∞) and let p in (1, 2) be the Hölder exponent conjugate to q. Then from Proposition 6.2 and Young's convolution inequality,
and, similarly,
Here, we used (6.2) and the identity,
with the uniform bound on the sequence,
Thus,
.
For concreteness, we choose p = 3/2, so that q = 3. Taking the supremum over all
. Now, given any δ > 0, let ε = 1/δ. Then choose N large enough that
This shows that the sequence, (u n ), is Cauchy in C([0, T ] × L) (without the need to take a further subsequence).
Step 7. Convergence to a solution:
, and divergence-free for each n, the sequence converges to some divergence-free vector field, u, lying in
and let ((·, ·)) represent the duality pairing between the distributions in D ′ and the test functions in D. To show that
for all ϕ in D. This follows immediately from the convergences pointed out above. That the Serfati identity (3.4) holds for u regardless of the choice of the cutoff function, a, follows from these same convergences and the observation that (u n ) is bounded in L ∞ . Indeed, let a be a cutoff function as in item (2) of Definition 2.3. The terms on the left-hand-side of (3.4), valid for u n , clearly converge to the corresponding terms with u in place of u n . The first term on the right-hand-side of (3.4), (aK j ) * (ω n (t) − ω 0 n ), also converges to the corresponding term with ω instead of ω n , since
. It remains to examine the last term on the right-hand-side of (3.4),
Let M be such that the support of a is in the ball of radius M. We split the integral in the convolution into an integral on {|x − y| ≤ 2M} and an integral on {|x − y| > 2M}. In the bounded set the integrals with u n converge to the corresponding integrals for u simply because
In the unbounded set we note that
. In the course of proving Proposition 6.1 we establish that
This is enough to show that the L 1 -norm of (1−a)∇∇ ⊥ K j on the set {y | |x−y| > 2M} is bounded from above by (2M) −1 . Hence, since u n is bounded in L ∞ , the integral on the unbounded set can be made arbitrarily small. This establishes (3.4) for u.
Step 8. Modulus of continuity of the velocity: The limit velocity u(t) has a log-Lipschitz modulus of continuity; this follows either from Lemma A.3 or directly from the convergence of (u n ) with a uniform bound on the log-Lipschitz modulus of continuity on compact subsets.
Existence in an exterior domain
The proof of existence in an exterior domain closely parallels that for the whole plane; in this section, we report only on the differences between the proofs. The derivation of the Serfati identity requires the majority of the effort, as it now requires us to treat boundary integrals. We give its derivation in Section 4.1. The proof of existence itself requires modifications in only two steps of the whole-plane proof of Section 3.2: in Section 4.2 we supply the details.
The sequence of smooth approximating solutions in an exterior domain that we employ in our proof of existence are those constructed by Kikuchi in [14] .
Throughout this section let Ω denote the domain exterior to a bounded, smooth, connected and simply connected obstacle.
with ω(u 0 ) compactly supported (this is more regularity than Kikuchi requires). There exists a unique classical solution, (u, p), to the Euler equations without forcing, having u 0 as initial velocity, such that the vorticity is transported by the flow map, the circulation of u(t) about ∂Ω is conserved over time, and u(t, x) → 0 as |x| → ∞.
4.1. The Serfati identity in an exterior domain. In this subsection we show that the alternate Serfati identity in (4.1) holds for any radially symmetric, smooth, compactly supported cutoff function a, with a = 1 in a neighborhood of the origin.
Recall the hydrodynamic Biot-Savart kernel J Ω as defined in (1.11), and the divergencefree vector field, tangential to ∂Ω, having circulation one around ∂Ω and decaying at infinity, K Ω as given in (6.26). (2) of Definition 2.3. Then the Serfati identity, (1.4), holds, and we also have
where y = y(σ) is a parameterization by arc length of ∂Ω.
Proof. Denote the circulation of u about ∂Ω by
and the mass of the corresponding vorticity ω = ω(u) by
For smooth solutions of the Euler equations in Ω, both of these quantities are conserved. Because ω 0 is compactly supported and ω(u) is transported by the flow map, ω(u) remains compactly supported for all time. This fact and the smoothness of the solution justify the calculations that follow. Set
and note that both integrals converge, since ω is compactly supported. Observe that
Since u conserves circulation over time, K Ω has unit circulation, and J Ω has zero circulation we have
Hence,
where we have used both the conservation of m(ω) and of circulation. Starting with (4.2) and using the vorticity equation (2.1), we have,
3) j = 1, 2. We rewrite the last term as before as
The boundary integral above vanishes because K Ω (x, ·) = 0 on the boundary. Let V be a vector field on Ω and recall the following identity:
Integrating on Ω, we obtain
the first integral vanishing in integrating by parts since div u = 0 and u · n = 0. Using (4.5) with
, putting the resulting term back into (4.3), and integrating in time yields (1.4) .
To obtain (4.1), we return to (4.2), writing,
Integrating the last term by parts as we did in (4.4), we now have the additional, boundary integral (using J Ω (x, y) = K Ω (x) when y is on ∂Ω):
The first term on the right-hand side we integrate by parts once more, as we did in proving (1.4), the vanishing of u · n on the boundary again being used to eliminate the boundary term. For the second term, which contains the boundary integral, we use the identity,
To make sense of ∂ n , we extended n into a tubular neighborhood of the boundary. Since u · n = 0, the term containing ∂ n then vanished.
Integrating the boundary integral in (4.6) by parts gives
This yields (4.1), since
To control the boundary term in (4.1), we need control not just on the size of the integrands, but cancellation due to the velocity field itself. This is easily obtained from the simple bound in Proposition 4.3. Proposition 4.3. Let ε > 0 and set a ε as in Proposition 6.1. Let u be a continuous vector field on Ω which is tangent to the boundary. Then there exists C > 0 such that
Proof. This follows from the bound,
of Proposition 6.1 and (6.27).
Proof of existence in an exterior domain.
Proof of existence in Theorem 2.5 for an exterior domain. As mentioned previously, Ω denotes the domain exterior to a bounded, smooth, connected and simply connected obstacle. As in our proof of existence for the full plane in Section 3.2, we approximate the initial data employing Proposition A.2 and construct smooth solutions to the Euler equations using Theorem 4.1. The key bounds in (3.7), then, continue to hold on Ω:
The proof proceeds in the identical manner to that of Section 3.2 with the exceptions of two steps in the proof, described below. It is important to observe, though, that the convergences obtained are for compact subsets of Ω and [0, T ] × Ω.
As before, we denote the approximate solutions by u n and ω n .
Bound velocities in
Let a be any cutoff function as in (2) of Definition 2.3. Let a ε be as in Proposition 6.1.
Applying Propositions 6.1 and 4.3 to (4.1), and using (4.7), it follows from Hölder's inequality that, for some constant C > 0, independent of n,
for all ε > C 0 , with C 0 as in Proposition 6.1.
Observe that we can choose ε > C 0 arbitrarily, even allowing it to depend on time. Hence, we can let
The function ε(t) is continuous and non-decreasing, with ε(0) = C 0 + 1. Suppose that there exists a finite time, T * n , at which
with a norm bounded by C(C 0 + 1).
After that time,
L∞ ds > C 0 + 1, and we obtain
× Ω) for any T > 0 with a bound that is uniform in n.
Velocities are Cauchy in
Let L be a compact subset of Ω. The only change to the proof of this step in Section 3.2 is that J Ω is used in place of K in the expressions for I 1 , I 2 , and I 3 in (3.14), which also includes the additional term,
Proposition 4.3 and the uniform bound on the sequence,
The estimates on I 1 , I 2 , and I 3 are unchanged, though now they only hold for ε > C 0 . But this is of no matter, since we take ε to infinity.
Uniqueness and continuous dependence on initial data
Our proof of uniqueness, which assumes that the Serfati identity holds, derives from that of Serfati in [21] (who also assumes, implicitly, that the Serfati identity holds). We present the proof in Section 5.1. The continuous dependence on initial data of Theorem 2.7 is a modification of our uniqueness proof, and is presented in Section 5.2.
In this section, Ω can be either all of R 2 or an exterior domain. In the proofs, we exploit a number of estimates that we derive later in Section 6. The estimates are stated in terms of K (see (1.7) ) for the full plane and in terms of K Ω (see (1.3) ) for an exterior domain. When Ω = R 2 , we have K Ω (x, y) = K(x − y).
5.1.
Uniqueness. Our proof of uniqueness in Theorem 2.5 differs from that of Serfati's proof in [21] in two key respects. First, we bound, in effect, the quantity h(t) defined in (5.4), whereas Serfati bounds the quantity t 0 |h ′ (s)| ds, which is more difficult to deal with rigorously. Second, we also bound the terms involving the Biot-Savart law differently, via Proposition 5.1, to obtain a unified argument that applies both to the full plane and to an exterior domain.
The Serfati identity is used both in the proof of existence and of uniqueness. Following the proof of uniqueness, we compare and contrast the application of the Serfati identity in the two proofs.
Proof of uniqueness in Theorem 2.5. Let u 1 , u 2 be the velocities for two solutions sharing the same initial velocity. Each u j is log-Lipschitz and it can always be arranged so that µ : [0, ∞) → [0, ∞) serves as a common, strictly increasing, bounded modulus of continuity for both u 1 and u 2 with µ(r) = −Cr log r for 0 < r ≤ e −1 , −r log r ≤ µ(r) for r ≥ e −1 .
We will assume that the cutoff function, a, of (1.4) is equal to 0 outside of B e −1 . The choice of e −1 is convenient because of the estimates in Proposition 6.3. We will also assume that the cutoff function is such that C 0 of Proposition 6.1 is less than 1; thus, the estimates in (6.5) through (6.7) hold for ε = 1.
Let X j be the flow map for u j , j = 1, 2. We will establish uniqueness by showing that X 1 = X 2 . Let t lie in [0, T ]. Our approach is to bound the quantity,
We do this by obtaining, through a long series of estimates, the inequality 
it follows that
(5.5)
Hence, X 1 ≡ X 2 so that u 1 ≡ u 2 , and uniqueness holds.
(It is easy to see that h(t) and M(t) are continuous and bounded, because of the boundedness of u 1 and u 2 . Hence the the inequality in (5.3, 5.5) and the inequalities that follow all contain finite quantities.)
We now commence to prove (5.3). We start by obtaining a bound on the quantity, |u 1 (t, X 1 (t, x)) − u 2 (t, X 2 (t, x))|, to obtain a bound on P (t), which we will transform to the bound on M(t) in (5.3).
By the triangle inequality,
We easily bound A 1 by
We obtain a bound for A 2 by subtracting (1.4) for u 2 from (1.4) for u 1 :
Because γ(y) := a(X 1 (t, x) − y) is Lipschitz-continuous and has finite-measure support with Lipschitz constant and measure independent of t and x, we can apply Proposition 5.1 to conclude that
for some constant C depending only upon the cutoff function a. For B 2 , we have simply,
The L 1 -norm in the integrand above is finite and bounded uniformly in x by Proposition 6.1. Using,
Here, we used |u 2 (s,
What we have shown is that
Taking the supremum over all x in R 2 and using (5.2), we conclude that
But h(t) ≤ M(t) by (5.5), and µ is nondecreasing so µ(h(t)) ≤ µ(M(t)) and µ(h(s)) ≤ µ(M(s)). Thus,
Since M is increasing, we can write
For our purposes, it is easier to weaken this inequality slightly to
for all s in (0, t), where
Near r = 0, µ(r) >> r, so that ν is an Osgood modulus of continuity. In integral form, using M(0) = 0, (5.11) becomes
That M ≡ 0 follows from Lemma 5.2, and since h(t) ≤ M(t), h ≡ 0 as well, which proves uniqueness.
As in the proof of existence (see Section 3.2), we used the Serfati identity above, though we used it quite differently in the two proofs.
We bounded the first term in the Serfati identity (B 1 in the proof above) by appealing to Proposition 5.1. As we will see in the proof of Proposition 5.1 below, the bound is obtained by making changes of variables using both flow maps to return the vorticity to the initial time, taking advantage of the transport of vorticity by the flow map. The penalty is that the kernel K Ω is distorted, as is the cutoff function. These distortions, however, can be accommodated using the estimates developed on K Ω in Section 6, and using the smoothness of the cutoff function.
In the proof of existence, we estimated the term corresponding to B 1 directly with no change of variables, though using the estimates developed on K Ω in Section 6.
In both proofs, the estimate on the second term in the Serfati identity (B 2 in the proof above) was done directly. However, at the point in the proof of existence where we first used the Serfati identity, we had not yet established the boundedness of the velocity. Hence, our estimate was necessarily quadratic in the L ∞ -norm of the velocity. But using Serfati's insight, we turned this estimate into a linear one and so obtained an L ∞ -norm on the velocity. .2). Let γ be any Lipschitz function on Ω having finite-measure support. Let h = h(t) be as in (5.4) and set µ to be as in (5.1). For all x in Ω,
The constant, C, depends only on the Lipschitz constant and measure of the support of γ, and C p depends only on p and the measure of the support of γ.
Proof. Assume first that h < e −1 . Since for Serfati solutions, ω j is transported by the flow, X j , associated to u j , j = 1, 2, we have
Alternately making the changes of variable y = X 1 (t, z) and y = X 2 (t, z), this becomes, since X 1 and X 2 are measure-preserving,
We can write this as
we have
where C is the Lipschitz constant for γ. But,
has measure bounded in time, since X 1 and X 2 are measure-preserving, and
by Proposition 6.2 and using |X 2 (t, U)| = |U|. Hence,
Applying Proposition 6.3, we can easily bound I 2 by
noting that we used h < e −1 . For I 3 , we have
, where 1/p ′ + 1/p = 1. In the final inequality, we used Proposition 6.2. Combining the bounds for I 1 , I 2 , and I 3 gives
For h ≥ e −1 , we apply, as above, Proposition 6.2 to conclude that
2 L ∞ , and the proof is complete.
5.2.
Continuous dependence on initial data. In this subsection, we modify slightly the proof of uniqueness in the previous section to obtain the limited continuity on initial data stated in Theorem 2.7.
Proof of Theorem 2.7. We follow the same steps as in the proof of uniqueness in Section 5.1, and use the same definitions made in that proof. Now, however, u 1 and u 2 are the unique solutions for different initial data. This leads to the bound, where A 1 , A 2 , B 1 , and B 2 are the same as in Section 5.1.
We bound A 1 and B 2 exactly as in (5.7, 5.10), for the initial data was not used in their derivations. As in the proof of uniqueness, we bound the term B 1 using Proposition 5.1, but now an additional term,
, appears because the initial vorticities differ.
The net effect is that the bound in (5.11) becomes 
tells us that M(t) ≤ Γ(t), where Γ(t) is defined by Γ(t)
Cs 0 t ds ν(s) = t.
It follows from (5.13) that
so by Gronwall's lemma we conclude that
Since
So, one obtains continuous dependence of the flow maps with respect to initial data.
We can turn this into continuous dependence of velocity, as
Ct + µ(Γ(t)).
(5.14)
To be explicit, for a fixed t and all sufficiently small s 0 , we will have ν(s) = C[−(1 + t)s log s + s]. Calculating, we have
Simplifying yields the following equation:
which leads to log Γ(t) = 1 1 + t + e −Ct(1+t) log(Cs 0 t) − 1 1 + t = C t + e −Ct(1+t) log(Cs 0 t), where
which we note is greater than 0. Thus, Γ(t) = e Ct (Cs 0 t) e −Ct(1+t) .
The following then holds:
= −e Ct (Cs 0 t) e −Ct(1+t) C t + e −Ct(1+t) log(Cs 0 t) .
Hence, from (5.14), 
If a = 0 and µ is an Osgood modulus of continuity, meaning that 
Assume that
It follows from Lemma 5.2 that for all t
In particular,
Since µ > 0 on (0, ∞) and γ ≥ 0 it follows that L(t) ≤ Γ(t).
Estimates for the Biot-Savart kernel
In this section, we derive several delicate estimates on the Biot-Savart kernel and its derivatives, estimates that we used in the proof of existence and uniqueness in Sections 3 through 5. We follow the basic approach of employing a conformal map developed in [10, 11] , but must extend the methods considerably to deal with higher derivatives. Because of the use of a conformal map this approach is specific to 2D
domains. (The exterior of multiply connected domains could be treated as in [11] , at the expense of considerable extra complexity.) In Propositions 6.1 through 6.3 we state the estimates we used in Sections 3 through 5 in a manner that unifies, to the extent possible, the two cases of the full plane and an exterior domain. In the three subsections that follow, we give the proofs of these estimates first for the full plane in Section 6.1, then for the exterior of the unit disk in Section 6.2, and finally for a domain exterior to an obstacle-a general smooth, connected and simply connected, bounded domain with C ∞ boundary-in Section 6.3. The estimates in the full plane are the simplest, as the Biot-Savart kernel, which has an explicit form, has the greatest degree of symmetry. For the exterior of the unit disk, the Biot-Savart kernel can also be written explicitly, but the presence of the boundary induces a type of distortion that complicates the estimates considerably. It is this case that will consume most of our efforts. The exterior of an obstacle can be treated by employing a conformal map provided by the Riemann mapping theorem. Because this conformal map is well-behaved we can transfer all of the key estimates for the exterior of the unit disk to apply to the exterior of the obstacle as well.
In the statement of the propositions that follow, Ω can be either the full plane or the domain exterior to a bounded simply connected domain having C ∞ boundary. We recall the definitions of K in (1.7), K Ω in (1.3), and J Ω in (1.11). When Ω = R 2 , we have K Ω (x, y) = J Ω (x, y) = K(x − y). We state the bounds on K separately because they are used in deriving the more general bounds on K Ω . (Some of the inequalities stated explicitly for K are slightly stronger than those for K Ω specialized to Ω = R 2 .) Proposition 6.1. Let a be a cutoff function as in (2) of Definition 2.3, smooth, radially symmetric, and equal to 1 in a neighborhood of the origin. For ε > 0 set a ε (·) = a(·/ε). There exists C > 0 such that, for all x ∈ Ω and all ε > 0,
Moreover, there exists C 0 > 0 such that for all ε > C 0 ,
Proposition 6.2. Let U ⊆ Ω have measure 2πR 2 for some R < ∞. Then for any p in [1, 2),
(6.8) Proposition 6.3. Let X 1 and X 2 be measure-preserving homeomorphisms of Ω. Let δ = X 1 − X 2 L ∞ and suppose δ < e −1 . Then, for any measurable subset U ⊂ Ω, with finite measure, there exists C > 0, depending only on Ω and the measure of U, such that
( 6.9) 6.1. The Biot-Savart kernel in the full plane. In this subsection we obtain the bounds in Propositions 6.1 through 6.3 that apply specifically to the full plane. As we will see in Section 6.2, the Biot-Savart kernel, K, for the full plane appears in the expressions for the Biot-Savart kernel, K Ω , for the exterior of the unit disk. Not surprisingly, then, the estimates developed in this subsection are fundamental to the estimates in Section 6.2.
Proof of Proposition 6.1 for the full plane. We can easily prove (6.1) by integrating using polar coordinates centered at x:
where C is given in terms of the size of the support of a. For (6.2), we need first to make several estimates. We begin by computing the first and second-order derivatives of 10) and
It is clear, then, that there exists C > 0 such that
We have,
Suppose that a is supported on B c , the ball of radius c > 0 centered at the origin, with a ≡ 1 on B c ′ , the ball centered at the origin with radius c ′ saitisfying 0 < c ′ < c, and let
with each function supported on y in A ε (x). Continuing to estimate the term |∇ y ∇ y ((1 − a ε (x − y))K i (x − y))|, we write
Observe that f j ≥ 0, j = 1, 2, 3; f 1 (x, y) is supported on |x − y| ≥ c ′ ε; f 2 (x, y) and f 3 (x, y) are supported on y ∈ A ε (x). Thus, combining the bounds we obtained we find
The necessary estimates for f 1 , f 2 , f 3 can be easily derived:
Together these bounds yield (6.2), establishing the estimates for the full plane.
Proof of Proposition 6.2 for the full plane. Since |K(x − y)| is a strictly decreasing function of the distance from x, it follows that
is maximized over all subsets U ⊂ R 2 with |U| = 2πR 2 when U = B R (x), the ball of radius R centered at x. Thus,
Lemma 6.4 is used in our proof of Proposition 6.3 for the full plane, below.
Lemma 6.4. For any p, q ≥ 1 with p −1 + q −1 = 1,
Proof. Before we begin, we mention the following identity, which we will use:
for any z 1 and z 2 . This identity may be verified by a direct calculation. Now, let a = |x − y 1 |, b = |x − y 2 |, and let θ be the angle between x − y 1 and x − y 2 . Then
from which the result follows.
Proof of Proposition 6.3 for the full plane. Set
It follows from Lemma 6.4 that, for any p, q > 1, with
. Let R > 0 be such that |U| = 2πR 2 and apply (6.8) 1 of Proposition 6.2 to obtain
, this bound is minimized, relative to p, when p = − log δ, giving
, R}e(− log δ)δ, which is (6.9) 1 . 6.2. The Biot-Savart kernel exterior to the unit disk. In this subsection we assume that the flow domain Ω is the domain exterior to the (closed) unit disk; that is, , y) , where G B C is the Green's function for this domain. With K as in (1.7), the Biot-Savart kernel for all of R 2 , we can write K B C as in (1.10): (6.15) with y * = y/|y| 2 . Our next lemma gives us some limited control over how much K(x−y * ) differs from K(x − y).
for all y ∈ Ω with |x − y| ≥ 1.
Proof. We assume without loss of generality that x = (a, 0) lies along the positive x-axis. Let y ∈ Ω ∩ B R (x) with |y| = r and set θ be the angle between y and x.
Assume that x = y. Then, fixing a and r, let
Direct calculations show that the only solutions to k ′ (θ) = 0 are θ = 0 and θ = π, and that k ′′ (0) > 0 while k ′′ (π) < 0. Thus, k is maximized when θ = π. (The maximum may occur for y on ∂B 1 (0).) We then write
If y lies along the negative real axis, then a and r must be less than R, so that a + r ≤ 2R. Then, since also a + r −1 ≥ 1, we have that k(π) ≤ 4R 2 . If y lies along the positive real axis then r < a, so k(π) < (2a/a) 2 = 4. This gives (6.16). Similarly, letting m(θ) = |x − y * | 2 = a 2 +r −2 −2ar −1 cos θ for fixed a and r, we have m ′ (θ) = 2a sin(θ)/r and m ′′ (θ) = 2a cos(θ)/r. Thus, the minimum of m(θ) occurs at θ = 0, where
since |a| ≥ 1. This is (6.17).
Lemma 6.6. For all R ≥ 2, inf {|x| |y| : x, y ∈ Ω, |x − y| = R} = R − 1.
Proof. Begin by observing that, using Lagrange multipliers,
is attained when either x and y are linearly dependent or when one of x or y is on the boundary ∂Ω. In the latter case, assuming without loss of generality that |y| = 1, we have |x||y| = |x| ≥ |x − y| − |y| = R − 1, as desired. Otherwise, if x and y are linearly dependent then x = βy, β ∈ R and the result follows easily from |x − y| = R.
In the proof of existence we make use of a modified Biot-Savart kernel, the hydrodynamic Biot-Savart kernel (1.11). In the case of the exterior of the unit disk this kernel is given by:
There exists a constant C > 0 such that, for all x, y in B C , we have
Proof. We have,
where s = |x − y|. In the last inequality, we used Lemmas 6.5 and 6.6. Let g(s) = (1 + s)/ max {1, s − 1}. When s ≤ 2, g(s) ≤ 1 + s ≤ 3, and when s > 2,
and |K(x − y)| = C/ |x − y|, so the same inequality applies to J.
Proof of Proposition 6.1 for B C . Due to Lemma 6.7, (6.3) follows directly from (6.1). To establish (6.5), we need only establish it with L of (6.19) in place of J Ω , for then we can add that bound to (6.2).
Clearly, from (6.10, 6.11) we obtain that
Then,
It is only the one, final, term in which L appears in place of K. Thus,
Define A ε as in (6.13). Observe, then, that f 1 is supported on |x − y| ≥ C 1 ε, while f 2 (x, y) and f 3 (x, y) are supported on y ∈ A ε (x). Because of (6.22) 2 , it is natural to decompose f 1 as f 1 = f 1,1 + f 1,2 in such a way that
From (6.14), (6.21), and (6.22) 1 , we obtain
The bound on F 3 is very simple and applies without restriction on ε > 0:
To bound F 1,1 , F 1,2 , and F 2 , fix x in Ω and let
Without loss of generality assume that c ′ = 1 (see (6.13)). With this choice of c ′ , we can set C 0 = 2 (at the end of the proof we will reduce this to C 0 = 1). Our goal now is to show that (6.5) through (6.7) hold for all ε > C 0 .
Assume first that ε > C 0 |x|.
A similar estimate for F 1,2 gives F 1,2 (x) ≤ Cε −2 . To estimate F 2 , first observe that for all y in A ε (x), C 1 ε < ε − |x| < |y| < cε + |x| < C 2 ε, where
(The values of C 1 and C 2 come from our assumption that ε > C 0 |x|.) Then, since f 2 (x, ·) is supported in A ε (x) ⊆ U ε (x), and |x − y * | > α for all y in U ε (x), as we observed above, we have
Together, these bounds give (6.5, 6.6) when ε > C 0 |x|.
Now assume that
|x|, so we can simply estimate,
For F 2 , since A ε (x) is contained in the annulus centered at the origin of inner radius 1 and outer radius cε + |x|, we have
, and these bounds, along with the earlier bound for ε > C 0 |x|, give (6.5, 6.6) for all ε > 0 when |x| > 2.
On the other hand, if 1 < |x| < 2 then the restriction that ε > C 0 |x| is satisfied if ε > 2C 0 . Relabeling 2C 0 to be C 0 , this gives the stated result for all x in Ω when ε > C 0 .
The bounds in (6.4, 6.7) now follow immediately from (6.3, 6.5) and the observations that
since |x| ≥ 1, and
the bound on J Ω (x, y) follows from (6.8) 1 , which we proved in Section 6.1. The bound on K Ω follows from the bound on J Ω combined with (1.11) and the boundedness of
Proof of Proposition 6.3 for B C . We start by using the expression for K Ω in (6.15) to split the left-hand side of (6.9) 2 into two terms using the triangle inequality:
(6.24)
In the last inequality, we bounded the first of the two L 1 norms using (6.9) 1 .
We now bound the the remaining L 1 norm in (6.24). We first observe that for all x, y ∈ Ω,
It also follows from Lemma 6.5 that for all x, y ∈ Ω,
With these two observations, we now proceed as in the proof of Proposition 6.3 for the full plane in Section 6.1, setting
. It follows from Lemma 6.4 that, for any p, q > 1, with
Let R > 0 be such that |U| = 2πR 2 and apply (6.8) 1 of Proposition 6.2 to obtain
, where C depends only on the measure of U. For δ < e −1 , we set p = − log δ, giving
We have now bounded both L 1 -norms in (6.24) by −Cδ log δ. Combining the two bounds gives (6.9) 2 .
6.3. The Biot-Savart kernel exterior to a single obstacle. In this subsection, we assume that Ω is the domain exterior to a bounded simply connected domain having C ∞ boundary. Denote by B the open ball of radius one centered at the origin. We assume without loss of generality that B ⊆ Ω C (else a translation and dilation would make it so). As in [11, 10] , we have a C ∞ -diffeomorphism (biholomorphishm when treated as a map from and to domains in the complex plane or Riemann sphere), T : Ω → R 2 \ B, that extends smoothly to the boundary; see also [1] . By (2.3) of [10] , DT and DT −1 are both bounded above so, as observed in [11] , T is bi-Lipschitz. We then have
Then because T is Lipschitz and K is bounded on Ω,
We will also need an estimate on D 2 T .
Lemma 6.8. For some constant, C 1 ,
Proof. Viewing z as a complex variable, it is established in (2.1, 2.2) of [10] that T (z) = βz + h(z) for some nonzero real constant, β, and bounded function, h, holomorphic on Ω (as a subset of the Riemann sphere) with h ′ (z) = O(z −2 ) as |z| → ∞. It follows that h is analytic at the point at infinity in the Riemann sphere and that h
The results follows, then, since T is C ∞ up to the boundary.
In Section 6.2, we obtained bounds on J Ω and K Ω for Ω the exterior of a unit disk. We now show that these bounds continue to hold for an exterior domain.
Proof of Propositions 6.1 through 6.3 for an exterior domain. Both (6.3) and (6.4) of Proposition 6.1 for an exterior domain follow by making the change of variables, z = T (y), using the boundedness of DT on Ω, and the fact that the estimates in Proposition 6.1 for the unit disk are uniform in x. The proofs of Propositions 6.2 and 6.3 for an exterior domain as well as the bound on the hydrodynamic Biot-Savart kernel, (6.20) of Lemma 6.7, require only the boundedness of DT . Also, (6.7) follows from (6.5) (which we establish below) using the same argument as used for the exterior of the unit disk along with the boundedness of DT .
It remains to prove (6.5) and (6.6). Now,
By virtue of (6.14) and (6.20) we can bound the L 1 norm of Λ 3 as we did for the function, f 3 , in the proof of Proposition 6.1 for
To treat Λ 1 and Λ 2 we first introduce some notation for differentials. Since J Ω is a function of two variables, we will write D 2 to mean the differential with respect to the second variable. (So far we have been following the convention common in fluid mechanics of writing ∇ in place of D, even for a 2-tensor.)
For Λ 1 and Λ 2 , we calculate,
Making the change of variables, z = T (y), the annulus, A ε , of (6.13) becomes B ε := {z ∈ Ω : c ′ ε < |x − T −1 (z)| < cε} . Because T is bi-Lipschitz, it follows easily that B ε is contained in the annulus, A ′ ε , centered at u of inner radius, c ′ / DT L ∞ , and outer radius, c DT −1 L ∞ . Thus, the common support of Λ 2 and Λ 3 is distorted by making the change of variable, z = T (y), and its center is moved, but the bounds in (6.14) still apply. This allows us to conclude that Λ 2 and the term,
are bounded in the L 1 norm by Cε −1 for all ε > C 0 . What remains is to bound the L 1 norm of
Using (6.12) 1 , (6.22) 1 , the bi-Lipschitzness of T , and Lemma 6.8,
for all ε > C 0 . The integral above was finite since Ω does not include the origin.
Making the change of variables, z = T (y), we have
since T is bi-Lipschitz. Note that T (x) lies in B C , and in calculating the L 1 -norm, z is integrated over B C , while the change of variables has unit Jacobian determinant.
Hence, we can bound the L 1 -norm of this term just as we did F 1,1 or F 1,2 in the proof of Proposition 6.1 for B C . This leads to
for all ε > C 0 , so that also,
Combining these bounds, we obtain (6.5, 6.6) for an exterior domain.
Examples of Serfati vorticities
It is natural to ask which bounded vorticities in the plane, or in an exterior domain, are the curl of some bounded velocity, or, in other words, to characterize vorticities which give rise to Serfati velocities; we call these Serfati vorticities. This turns out to be a surprisingly subtle issue, which will be addressed in [2] . We discuss it briefly here for the sake of completeness. Let us start with some observations:
• Any Yudovich velocity (velocity having bounded and integrable vorticity) is Serfati in the whole plane or exterior domain.
• Periodic vorticities, with integral zero on the period, are Serfati vorticities.
• Any linear combination of Serfati velocities is Serfati; that is, S is a vector space. In particular, adding a bounded, compactly supported, function to a periodic vorticity whose integral vanishes on the period gives rise to a Serfati vorticity.
• Take
Then ω(u) = curl(u)(x) = |x| −1 , which is bounded but does not decay fast enough to belong to L p (Ω) for any p ≤ 2. Hence ω does not decay fast enough for the Biot-Savart law (in the exterior of the unit disk) to converge. Nonetheless, u is bounded with bounded vorticity and, hence, Serfati. Treated as a stationary solution to the Euler equations, the corresponding pressure satisfies ∇p = r/r so that p = log r, in accordance with Remark 2.6. This example also gives rise, by composition with a conformal map, to an example in the exterior of a general, smooth, connected domain conformally equivalent to the disk.
• To any vorticity that is the characteristic function of an infinite strip in R 2 there corresponds a Serfati velocity. Note that this vorticity does not decay at infinity.
For example, suppose the strip is {(x 1 , x 2 ) : 0 < x 2 < 1}. Then the velocity u can be chosen to vanish on x 2 ≥ 1, equal (1 − x 2 ) i on the strip, and equal i below the strip. Treated as a stationary solution to the Euler equations, the gradient of the corresponding pressure is zero, so again p is in accordance with Remark 2.6.
• If ω is Serfati in R 2 and is supported away from Ω C , then ω corresponds to a Serfati velocity in Ω. To see this, cut off the stream function for ω so that the resulting velocity field, u, is tangent to ∂Ω; in fact, u vanishes on ∂Ω.
• Consider the strip S = {(x 1 , x 2 ) ∈ R 2 | 2 < x 2 < 3} (of course one can consider an arbitrary strip with arbitrary inclination). Then
(0, 0) if x 2 < 2 is a Serfati velocity in the exterior of the unit disk. Indeed, it is divergence-free, tangent to the boundary of the disk, and its curl is ω = −χ S , hence bounded and non-decaying at infinity. Similar constructions hold for arbitrary Ω as long as the strip is placed at a distance away from Ω C . This gives rise to a family of examples-just vary the size of the strip, the constant flow outside the strip, and the linear interpolation. On the other hand, consider the following very simple solution to the Euler equations:
(This is a special case of an example in [12] .) Then u lies in
. Nonetheless, u is not a weak solution as defined in Definition 2.3. To see this, observe first that u 0 = 0 and the vorticity, ω, of u vanishes on R × R 2 . This leaves only the term,
on the right-hand side of (1.4). Hence, for j = 1, the right-hand side of (1.4) is zero while the left-hand side is t, so the Serfati identity is not satisfied. Hence, requiring that the Serfati identity hold selects certain solutions to the Euler equations whose velocity lies in the Serfati space. We observe also that while ∇p is bounded, p is not sublinear. The pressure does not satisfy property (2.20) of [25] that is imposed to ensure uniqueness of solutions to the Euler equations for Serfati velocities in the whole plane. (This example is discussed further in [13] , where it is shown that sublinear growth of the pressure is equivalent to the Serfati identity and that, specifically in the full plane, these two equivalent conditions reflect the solution being expressed in an inertial reference frame.)
Finally, it is proved in [2] that vorticities that are identically (nonzero) constants are not Serfati, since the associated velocities grow linearly at infinity. Any vortex patch whose support contains disks of arbitrary radius is also not Serfati. The vortex patch consisting of a semi-infinite strip such as, for example, the characteristic function of the set {(0, ∞) × (0, 1}) ⊂ R 2 is not a Serfati vorticity. As it turns out, the Serfati condition, bounded vorticity with bounded velocity, is not particularly natural from a mathematical point-of-view. A result which applies to bounded vorticities, but allows for velocities growing linearly at infinity would be desirable, but our argument does not extend in this way.
Comparison with other approaches in the full plane
Working exclusively in the full plane there are three other existence proofs [21, 24, 4] and two other uniqueness proofs [21, 25] in the literature, and a closely related vanishing viscosity argument [5, 6, 7] . The approach in [21] , which is the closest to our own, we have discussed already, but here we say a few words concerning [24, 25, 5, 6, 7, 4] and some related open problems.
In [24] , Taniuchi establishes existence of solutions for initial velocity in S. Actually, he does so for slightly more general initial velocity in which the vorticity can be "slightly unbounded," a local version, with nondecaying initial data, of Yudovich's space defined in [29] , but we will discuss his argument, and that of [25] , only as it relates to initial data in S. Taniuchi employs a sequence of smooth solutions with velocities in S proven to exist in another 1995 paper of Serfati [22] . Key to Taniuchi's argument is the identity for these smooth solutions from [22] ,
where a lies in C ∞ c (R 2 ) with a = 1 near the origin. Taniuchi uses (8.1) to prove that his smooth solutions are mild solutions to the Euler equations in the sense that
where P is the Helmholtz operator on R 2 , defined in terms of Riesz transforms. Making a Littlewood-Paley decomposition, Taniuchi uses (8.2) in somewhat the same way that we, following Serfati, use (1.4) to obtain a uniform bound on the L ∞ -norm of the approximating velocities. Taniuchi establishes a uniform-in-viscosity bound using the vorticity equation for the Navier-Stokes equations, including the case of zero viscosity, to show that ω(t) remains bounded in L ∞ . (We use the transport of vorticity by the flow map for the approximate solutions to show this.) Using these uniform bounds, he ultimately obtains convergence of a subsequence to a solution of the Euler equations having sublinear growth of the pressure at infinity. This solution, however, is not shown to satisfy the Serfati identity, (1.4) (it is shown in [13] , however, that it does.)
In [25] , the authors establish a type of continuous dependence on initial data (including uniqueness as an important special case) for solutions to the Euler equations lying in S. They start with the solutions to the Euler equations constructed in [24] , first showing that the pressure satisfies
with p lying in BMO, where the R j are Riesz transforms. (That this might be the key to uniqueness is suggested by the result of [8, 12] on uniqueness of unbounded solutions to the Navier-Stokes equations.) This identity, along with the estimates established in [24] , is sufficient for the authors to apply an adaptation of the fundamental uniqueness argument of Vishik in [27] to prove uniqueness (and continuous dependence on initial data) assuming that pressure grows sublinearly at infinity.
Vishik's uniqueness argument, like ours or Serfati's, does not employ an energy argument. Vishik employs in a critical way the B 0 ∞,1 -norm (and ultimately a borderline Besov space norm he defines) of the difference, w, between velocities. We, on the other hand, employ the L ∞ -norm of the flow map associated with w (and so also w itself). Since the B 0 ∞,1 -norm of w is defined in terms of the L ∞ -norms of the Littlewood-Paley operators applied to w, these are perhaps not so far apart in spirit, though the proofs are radically different.
Properties of the flow map are used in [25] only for a smoothed version of the velocity field (suppressing high frequencies using a Littlewood-Paley operator) and no vorticity is assumed to be transported by the flow. This brings up the question of whether it is possible to establish the existence of a flow map for the solutions constructed in [21, 25] . That this is so is proven indirectly in [13] , by showing that the solutions we constructed in Section 3 have sublinear growth of the pressure. Since Taniuchi's uniqueness proof only relies upon this fact, Taniuchi's solutions are the same as our own, which were constructed so that the vorticity is transported by the flow map.
The recent paper [4] also works in larger spaces than S (ones much like those of [24, 25] ) and employs paradifferential calculus. Like [24] , their existence argument uses the smooth non-decaying solutions constructed by Serfati in [22] , though the proof differs from that of [24] . Also like [25] (of which the authors appear unaware) their proof of uniqueness is based on Vishik's uniqueness argument. The statement of uniqueness in [4] is missing, however, a condition, such as sublinear growth of the pressure, that is required for uniqueness to hold. (Vishik's argument suffices in the setting of [27] because the velocity decays at infinity, which enforces sublinear pressure growth.)
There is, in effect, another proof of uniqueness for Serfati initial velocity in [5] , where the short-time vanishing viscosity limit of solutions to the Navier-Stokes equations to a solution to the Euler equations is proved. (The short-time result in [5] is improved to arbitrarily large finite time in [6] , but with the additional assumption that the initial velocity is in L 2 . This last assumption is subsequently dropped in [7] .) The uniqueness of the solutions to the Euler equations then follow since the solutions to the NavierStokes equations in this setting were shown to be unique in [9] . Cozzi's approach departs significantly both from our approach and that of Vishik's as employed in [25] . Letting w be the difference between the Navier-Stokes and Euler solutions, she uses the mild formulation of the solutions to control the low frequencies of w, the boundedness of vorticity to control the high frequencies, and controls the middle frequencies by reducing the problem to proving the vanishing viscosity limit in the homogenous Besov space,Ḃ 0 ∞,∞ It is easier to obtain the vanishing viscosity limit in this space because Calderon-Zygmund operators are bounded onḂ 0 ∞,∞ but not on L ∞ . We stress that none of the approaches to existence or uniqueness in [27, 24, 25, 4, 5, 6, 7] is adaptable to an exterior domain because of their use of Littlewood-Paley theory and paradifferential calculus.
Appendix A. Approximating the initial data
In our proof of existence of weak solutions to the Euler equations in Sections 3 and 4 we employed a sequence of smooth compactly supported initial velocities that converged to a given initial velocity in the Serfati space, S, of Definition 2.1. In this appendix, we detail the construction of that sequence.
In essence, our approach is very simple and entirely standard: apply a cutoff function to the mollified stream function for the velocity and let the support of the cutoff function increase to fill all of Ω. For the full plane, this is, in fact, all that is required.
For the exterior of a single obstacle, however, there are two technical hurdles which require some work to overcome; namely, the low regularity of the space, S, and the presence of a boundary. In the absence of a boundary, one could simply employ convolution to smooth the stream function. Both these issues are dealt with in Lemma A.1, where we construct a sequence of smooth stream functions converging to the stream function for u. We then cut off this sequence in Proposition A.2 to construct our approximate sequence of initial velocities.
Lemma A.1. Let u ∈ S. There exist ψ ∈ C 1 (Ω) and (ψ n )
(Ω) such that the following hold:
(1) u = ∇ ⊥ ψ; (2) ∇ ⊥ ψ n S is uniformly bounded with respect to n; (3) there exists C > 0 such that |ψ n (x)| ≤ C|x| for all n ∈ N; (4) ψ n = 0 on ∂Ω; (5) for any p in [1, ∞), ∆ψ n → ∆ψ in L p loc (Ω) as n → ∞; (6) ∇ψ n → ∇ψ in L ∞ (Ω).
Proof. It follows from Lemma A.3 that u is uniformly continuous (in fact, log-Lipschitz). Because of this, the stream function, ψ, for u, which satisfies u = ∇ ⊥ ψ, ω = −∆ψ, ψ = 0 on Γ, lies in C 1 (Ω). We can explicitly construct this stream function, as follows. Let x ∈ Ω. Let T : Ω → R 2 \ B be the conformal map defined in Section 6. Since div u = 0 it follows that u = ∇ ⊥ ψ. Also, as u is bounded, and we also know that DT −1 is bounded and T grows at most linearly, we find that ψ(x) grows at most linearly.
We now begin the construction of the approximate stream functions, ψ n . First fix x ∈ Γ. Let U be a Möbius transformation that takes the unit circle to the real axis, with the unit disk mapping to the lower half-plane, and with U(x) = (0, 0). Let Φ = U • T . Observe that Φ is a bi-holomorphism of Ω to the upper half-plane that extends smoothly up to the boundary. Now let r = rx > 0 be small enough that Φ(B r (x) ∩ Γ) is an interval around (y 1 , y 2 ) = (0, 0) on the y 1 -axis and Φ(B r (x) ∩ Ω) is an open set contained in y 2 > 0. Let s > 0 be such that B s (0) ⊂ Φ(B r (x)). We introduce φ = φ(y), y ∈ B s (0), as φ(y) = ψ(Φ −1 (y 1 , y 2 )), y 2 ≥ 0, −ψ(Φ −1 (y 1 , −y 2 )), otherwise. (A.2)
Let η ∈ C ∞ c (R 2 ) taking values in [0, 1] have total mass 1 and be supported in the unit ball. Assume that η(y 1 , −y 2 ) = η(y 1 , y 2 ) and set, for each ε > 0, η ε (y) = ε −2 η(ε −1 y). Define φ ε = η ε * φ on B s/2 (0), for ε < s/2; because η ε is supported on B ε (0), this convolution is well-defined. Finally, let ψx ε = ψx ε (x) = φ ε (Φ(x)) for x ∈ Φ −1 (B s/2 (0)). Because Φ is a bi-holomorhpishm, ∆ψx ε = ∆ ((η ε * φ)(Φ(x))) = |Φ ′ (x)| 2 (∆(η ε * φ))(Φ(x)) = |Φ ′ (x)| 2 (η ε * ∆φ)(Φ(x)) = |Φ ′ (x)| 2 (η ε * ( (Φ −1 ) ′ 2 ∆ψ)(Φ(x)).
This construction defines a smooth approximation of ψ locally, near the boundary. Moreover, the approximation vanishes on the portion of the boundary where it is defined, due to the fact that we performed an odd extension followed by even mollification. The next step is to use the compactness of the boundary Γ to introduce approximations everywhere on the boundary. Denote Ux ≡ Φ −1 (B s/2 (0)), and recall that Φ is alsox-dependent. Sincex ∈ Ux it follows that Γ ⊂ ∪x ∈Γ Ux is a cover of Γ by open sets. By compactness of Γ we can find a finite subcover U 1 , U 2 , . . . , U N , ε 0 > 0, and corresponding approximations ψ Let U 0 be such that
Consider a partition of unity ρ i , i = 0, 1, . . . , N, so that
We introduce, finally,
noting that the last convolution is defined for small ε since ρ 0 is supported in U 0 . Consider ε = 1/n, n ∈ N. By construction all the desired properties hold for the corresponding ψ n . In particular, we note that + ∆ρ 0 η n * ψ + ρ 0 η n * ∆ψ + ∇ρ 0 · η n * ∇ψ, in light of (A.3), shows that ∇ ⊥ ψ n is bounded in S, since curl ∇ ⊥ = −∆.
In Proposition A.2, we cut off the sequence of smooth stream functions constructed in Lemma A.1 to construct our approximate sequence of initial velocities.
Proposition A.2. Let u lie in S with ω = curl u. There exists a sequence, (u n ) ∞ n=1 , of approximations to u with the properties that:
(1) u n = K Ω [ω n ] and lies in C ∞ c (Ω), where ω n = curl u n lies in C ∞ c (Ω); (2) u n → u uniformly on any compact subset, L, of Ω; (3) for any p in [1, ∞), ω n → ω in L p (L) for any compact subset, L, of Ω at a rate that depends only on p and L; (4) u n is bounded in S uniformly in n.
Proof. Let ψ and (ψ n ) be as given by Lemma A.1.
Suppose that Ω C ⊆ B a (0), a > 0, and let h be a cutoff function equal to 1 on B a (0) and equal to zero outside of B 2a (0). Define φ n : Ω → [0, 1] for n > 1 by φ n (x) = h(ax/n).
Then, definingḂ n := B n (0) ∩ Ω, φ n is supported onḂ 2n and is equal to 1 onḂ n . Let ψ n = φ n ψ n , u n = ∇ ⊥ ψ n , ω n = curl u n = ∆ψ n and note that ω n , u n ∈ C ∞ c (Ω) with u n = K Ω [ω n ], giving (1). Let L be a compact subset of Ω. Then
For all sufficiently large n, φ n = 1 on L so
because of (6) of Lemma A.1. This gives (2). For (3), we calculate,
by (5) of Lemma A.1. This gives (3). For (4), we have u n L ∞ (Ω)
(A.4)
