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Η παρούσα διπλωµατική εργασία είναι µια λεπτοµερής εισαγωγή και επεξήγηση του 
υπολογισµού µιας κορυφογραµµής. Το πρόβληµα του υπολογισµού αυτού είναι ιδιαίτερο και 
υπάρχουν αρκετοί αλγόριθµοι που εφαρµόζονται για την επίλυση του. Στην προσπάθεια να 
γίνει πιο κατανοητό το πρόβληµα αυτό καθώς και στην ανάδειξη του σε διάφορα πεδία της 
πληροφορικής και όχι µόνο, επιχειρήθηκε η προσέγγιση των αλγορίθµων µε την χρήση 
ψευδοκώδικα. Σε κάθε περίπτωση που χρησιµοποιήθηκε ψευδοκώδικας υπήρξε ανάλυση και 
επεξήγηση του. Για την καλύτερη κατανόηση χρησιµοποιήθηκαν λεπτοµερέστατες εικόνες, 
καθώς και παραδείγµατα ώστε ο αναγνώστης να µην περιοριστεί µόνο σε µια επιφανειακή 
αντίληψη του θέµατος. 
Όσον αφορά την διάρθρωση της ύλης, στο κεφάλαιο 1 παρουσιάζεται γενικά το 
πρόβληµα της αναζήτησης κορυφογραµµής,  χρησιµοποιείται ένα παράδειγµα προς επίδειξη 
και παρουσιάζονται ένα µέρος των προβληµάτων που συσχετίζονται µε την αναζήτηση. Στο 
κεφάλαιο 2, παρουσιάζονται µε λεπτοµέρεια οι βασικοί αλγόριθµοι που χρησιµοποιούνται για 
τον υπολογισµό της κορυφογραµµής. Σε κάθε αλγόριθµο παρουσιάζεται και ένα παράδειγµα. 
Στο κεφάλαιο 3, περιγράφεται ο υπολογισµός της κορυφογραµµής σε ροές δεδοµένων και 
στο κεφάλαιο 4 οι συνεχόµενες αναζητήσεις κορυφογραµµής. Στα κεφάλαια 5 και 6, 
περιγράφεται η εφαρµογή της κορυφογραµµής στα οµότιµα ( p2p ) δίκτυα καθώς και στα 
δίκτυα αισθητήρων αντίστοιχα. Στο κεφάλαιο 6, περιγράφεται και ένα υποτιθέµενο σενάριο 
για την καλύτερη κατανόηση. 
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 Η κορυφογραµµή ενός συνόλου από d-διαστάσεων σηµείων περιέχει τα σηµεία που 
δεν κυριαρχούνται από κανένα άλλο σηµείο σε καµία διάσταση. Ο υπολογισµός της 
κορυφογραµµής έχει αποκτήσει ιδιαίτερο ενδιαφέρον στις βάσεις δεδοµένων, ιδιαίτερα στους 
προοδευτικούς αλγόριθµους που µπορούν να επιστρέψουν το πρώτο σηµείο της 
κορυφογραµµής χωρίς να χρειάζεται να διαβάσουν όλα τα δεδοµένα. Υπάρχουν πολλοί 
αλγόριθµοι που εφαρµόζονται για τον υπολογισµό της κορυφογραµµής καθένας από τους 
οποίους εξυπηρετεί κάποιες λειτουργίες. Στο κεφάλαιο 2 αναφερόµαστε λεπτοµερέστερα 
στους κυριότερους αλγόριθµος και συγκρίνουµε τις επιδόσεις του. 
 
 Το πρόβληµα υπολογισµού  της κορυφογραµµής εντοπίζεται σε πολλά τοµείς της 
πληροφορικής και όχι µόνο. Όπως θα δούµε παρακάτω, το πρόβληµα του υπολογισµού 
εµφανίζεται στις βάσεις δεδοµένων, όταν θα πρέπει να παρθεί κάποια απόφαση µε βάση 
πολλά κριτήρια, στα οµότιµα  ( p2p ) δίκτυα καθώς και στα δίκτυα αισθητήρων.  
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1.2 Παράδειγµα εκτέλεσης αναζήτησης 
Ο χειριστής του υπολογισµού της κορυφογραµµής είναι πολύ σηµαντικός για αρκετές 
εφαρµογές όπου θα πρέπει να λάβουµε υπόψη πολλαπλά κριτήρια για την απάντηση του 
προβλήµατος. ∆εδοµένου ενός συνόλου αντικειµένων p1, p2, ….. , pn, ο χειριστής επιστρέφει 
όλα τα αντικείµενα pi που έχουν την ιδιότητα να µην κυριαρχούνται από κανένα άλλο 
αντικείµενο pj.    
Στην προσπάθεια µας να κάνουµε όσο το δυνατόν πιο κατανοητή την αναζήτηση 
κορυφογραµµής θα χρησιµοποιήσουµε ένα παράδειγµα. Ένα σύνολο δεδοµένων περιέχει 
πληροφορίες για ξενοδοχεία. Τα δεδοµένα που καταγράφονται για κάθε ξενοδοχείο είναι η 
απόσταση του από την παραλία και η τιµή του δωµατίου. Θα θεωρήσουµε ένα δισδιάστατο 
σχήµα όπου η απόσταση θα ανατίθεται στον άξονα Χ και η τιµή του δωµατίου στον άξονα Υ. 





Στόχος της αναζήτησης µας είναι να εντοπιστεί το ξενοδοχείου του οποίου η 
απόσταση από την παραλία και η τιµή του είναι και οι ελάχιστες δυνατές. Φυσικά θα 
µπορούσαµε να χρησιµοποιήσουµε και άλλες συναρτήσεις όπως την max, δηλαδή την 
µεγιστή δυνατή τιµή που µπορούν να πάρουν ταυτόχρονα και οι δυο παράµετροι. Στην 
περίπτωση µας η συνάρτηση που θα χρησιµοποιήσουµε για την συλλογή των επιθυµητών 
αποτελεσµάτων είναι «ελάχιστη τιµή και ελάχιστη απόσταση». Από το σύνολο των 
δεδοµένων που έχουµε στην διάθεση µας δεν είναι απαραίτητο ότι θα προκύψει µόνο ένα 
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σηµείο δεδοµένων που θα ικανοποιεί της απαιτούµενες ιδιότητες. Το αποτέλεσµα της 
αναζήτησης θα είναι η εµφάνιση ενός συνόλου από ικανοποιητικά σηµεία που θα 
ικανοποιούν εν µέρει τους περιορισµούς που θέσαµε. Αν µελετήσουµε προσεκτικά το σχήµα 
θα δούµε ότι το σηµείο a έχει την µικρότερη δυνατή απόσταση από την παραλία και 
σηµειώνεται στο παρακάτω σχήµα. 
 
Εικόνα 1.2 
Το επόµενο ενδιαφέρον σηµείο που παρατηρούµε είναι το k που εµφανίζει την 
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Τέλος, αξιοσηµείωτο θεωρείτε το σηµείο i που δεν έχει ούτε την µικρότερη 
απόσταση αλλά ούτε και την µικρότερη τιµή και σηµειώνεται στο παρακάτω σχήµα. 
 
Εικόνα 1.4 
Από την παραπάνω ανάλυση το ενδιαφέρον σύνολο σηµείων που προκύπτει είναι το 
{a, i, k}. Όπως παρατηρούµε, το σηµείο i έχει µικρότερη απόσταση από το σηµείο k και 
µικρότερη τιµή δωµατίου από το σηµείο a. Εποµένως, µε βάση τους ορισµούς που δώσαµε, 
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Όλα τα υπόλοιπα σηµεία του σχήµατος κυριαρχούνται από το σύνολο των σηµείων 
{a, i, k}, δηλαδή και οι δυο τιµές των παραµέτρων θα είναι µεγαλύτερες από ένα ή 
περισσότερα σηµεία της κορυφογραµµής. Η κορυφογραµµή που προκύπτει από την 
αναζήτηση είναι η παρακάτω. 
 
Εικόνα 1.6 
Οι κορυφογραµµές σχετίζονται άµεσα µε αρκετά άλλα προβλήµατα όπως τα convex 
hulls, top-K queries και την αναζήτηση των πλησιέστερων γειτόνων. Πιο συγκεκριµένα, το 
convex hull περιέχει ένα υποσύνολο σηµείων κορυφογραµµής  που µπορεί να είναι βέλτιστο 
µόνο για γραµµικές εξισώσεις. Οι Bhm και Kriegel [2001] πρότειναν έναν αλγόριθµο για 
convex hulls, που εφαρµόζει την αναζήτηση branch-and-bound σε δεδοµένα που 
καταρτίζονταν σε R-δέντρα.  
Οι top-K αναζητήσεις επιστρέφουν σαν αποτέλεσµα τις καλύτερες Κ επιλογές που 
ελαχιστοποιούν µια συγκεκριµένη συνάρτηση. Για παράδειγµα, θα χρησιµοποιήσουµε την 
συνάρτηση   	  
  , που θα µας επιστρέψει τις 3 καλύτερες επιλογές ( 3-top query ), 
στα δεδοµένα του παραδείγµατος που χρησιµοποιήσαµε παραπάνω. Επιστρέφονται µε την 
σειρά τα εξής αποτελέσµατα: <i,5>, <h,7>,<m,8>, όπου ο αριθµός που συµπεριλαµβάνεται 
σε κάθε γράµµα είναι το αποτέλεσµα της εφαρµογής της συνάρτησης. Οι διαφορά µεταξύ 
των αναζητήσεων κορυφογραµµής είναι το αποτέλεσµα που επιστρέφεται από την 
συνάρτηση, το οποίο διαφέρει ανάλογα µε τη συνάρτηση που χρησιµοποιούµε, και από το 
γεγονός ότι τα σηµεία που επιστρέφονται δεν είναι εγγυηµένα τµήµα της κορυφογραµµής. 
Στο παράδειγµα που χρησιµοποιήσαµε τα σηµεία h και  m που µας επιστράφηκαν 
κυριαρχούνται από το σηµείο i.  
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Οι αναζητήσεις του πλησιέστερου γείτονα ορίζουν ένα σηµείο αναζήτησης q και 
δίνουν ως αποτέλεσµα τα πλησιέστερα σ’ αυτό το σηµείο αντικείµενα σε αύξουσα κατά 
απόσταση σειρά. Αλγόριθµοι που χρησιµοποιούνται σε βάσεις δεδοµένων θεωρούν ότι τα 
αντικείµενα είναι διατεταγµένα σε ένα R-δένδρο και εφαρµόζεται αναζήτηση branch-and-
bound. Πιο συγκεκριµένα, ο αλγόριθµος «κατά βάθος πρώτα» ξεκινάει πρώτα από την ρίζα 
του R-δένδρου  και αναδροµικά επισκέπτεται την πλησιέστερη στο σηµείο αναζήτησης 
εγγραφή. Οι εγγραφές, που είναι µακρύτερα από τον πλησιέστερο γείτονα που εντοπίσαµε, 
αποκόπτονται από το δένδρο. Ο best-first αλγόριθµος εισάγει τις εγγραφές από τους κόµβους 
που έχουµε επισκεφθεί σε έναν σωρό, και αναζητά τον κόµβο που είναι πλησιέστερος σο 
σηµείο αναζήτησης.    
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1.3 Προβλήµατα συσχέτισης µε την αναζήτηση κορυφογραµµής 
1.3.1 Top-K 
 ∆εδοµένου ενός συνόλου αντικειµένων και µιας συνάρτησης, η αναζήτηση top-K 
επιστρέφει τα καλύτερα αντικείµενα. Στην εικόνα 1.7, εάν η συνάρτηση που χρησιµοποιούµε 
είναι η x+y, η αναζήτηση top-3 πρέπει να επιστρέψει τα g, i και l.  
 
Εικόνα 1.7 
Υπάρχουν πολλοί αλγόριθµοι που αναπτύχθηκαν και χρησιµοποιήθηκαν για την επίλυση 







Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 21:21:31 EET - 137.108.70.7





 Εάν η συνάρτηση που χρησιµοποιούµε είναι η συνάρτηση υπολογισµού της 
απόστασης από ένα σηµείο p, τα top-K σηµεία αποκαλούνται επίσης και k-πλησιέστεροι- 
γείτονες του p.  
 Η αναζήτηση των k-πλησιέστερων- γειτόνων είναι ευρέως εφαρµόσιµη. Κάποιες 
δοµές αναπαράστασης δεδοµένων δηµιουργήθηκαν ειδικά για να απαντούν σ’ αυτές τις 
αναζητήσεις.  
 Εφόσον, τα R-δένδρα είναι η πιο σηµαντική µορφή αναπαράστασης, θα δώσουµε 
λεπτοµέρειες για την διαδικασία υπολογισµού των k-πλησιέστερων – γειτόνων όταν 
χρησιµοποιούνται R-δένδρα. Με τη χρήση των R-δένδρων, η αναζήτηση µπορεί να 
πραγµατοποιηθεί χωρίς να είναι απαραίτητη η εξέταση όλων των αντικειµένων. Υπάρχουν 
δύο τρόποι για να διατρέξεις ένα δένδρο, η αναζήτηση κατά βάθος-πρώτα και η καλύτερη-
πρώτη αναζήτηση.  Στην ακόλουθη περιγραφή, η απόσταση των k-πλησιέστερων-γειτόνων 
είναι η απόσταση µεταξύ του k υποψήφιου πλησιέστερου-γείτονα και του σηµείο 
αναζήτησης. 
 Στην αναζήτηση κατά βάθος-πρώτα, ξεκινώντας από την ρίζα του δένδρου, 
επισκέπτεται πρώτα η εγγραφή µε την µικρότερη απόσταση. Η διαδικασία επαναλαµβάνεται 
αναδροµικά µέχρι να φτάσουµε σε ένα κόµβο-φύλλο που θα είναι υποψήφιος πλησιέστερος-
γείτονας. Η απόσταση του k πλησιέστερου γείτονα ενηµερώνεται ώστε να αποµακρυνθούν 
άλλοι κόµβοι καθώς οπισθοχωρούµε στα άλλα κλαδιά του R-δένδρου.  
 Για παράδειγµα, όταν το σηµείο αναζήτησης είναι Q στην εικόνα 1.8 και k = 3, η 
σειρά αναζήτησης µε την αναζήτηση κατά βάθος-πρώτα στο R-δένδρο φαίνεται στην εικόνα 
1.9.  
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 Στην καλύτερη-πρώτη αναζήτηση, µια λίστα από τους κόµβους που πρέπει  να 
επισκεφθούµε διατηρείται στην µνήµη. Οι κόµβοι αυτοί είναι ταξινοµηµένοι κατά αύξουσα 
σειρά µε βάση την απόσταση τους. Επίσης ξεκινώντας από την ρίζα του δένδρου, 
αναδροµικά επισκεπτόµαστε τον κόµβο µε την µικρότερη απόσταση. Ο αλγόριθµος 
τερµατίζει όταν η πρώτη εγγραφή στην λίστα έχει µεγαλύτερη απόσταση από τους 
υποψήφιους k-πλησιέστερους-γείτονες.   
 Αυτό το σχήµα αναζήτησης βελτιστοποιεί το I/O κόστος, αλλά έχει µεγάλο 
κόστος σε µνήµη. Η εικόνα 1.10 παρουσιάζει την εκτέλεση του παραδείγµατος της εικόνας 
1.8. 
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1.3.3 Convex Hull 
 Το convex hull ενός συνόλου σηµείων είναι το µικρότερο κυρτό πολύγωνο που 
περιέχει όλα τα σηµεία. Βλέπουµε ως παράδειγµα την εικόνα 1.11. 
 
εικόνα 1.11 
 Ο υπολογισµός του convex hull είναι ένα παραδοσιακό γεωµετρικό πρόβληµα. Το 
πρόβληµα µελετήθηκε πρώτα σε βάσεις δεδοµένων και δυο αλγόριθµοι αναπτύχθηκαν 
βασιζόµενοι σε δοµές πολλαπλών-κλειδιών όπως τα R-δένδρα.  
 Πριν ξεκινήσουµε την αναζήτηση, 4 ακραία σηµεία απεικονίζονται στην εικόνα 1.11 
(Β). Και οι δυο αλγόριθµοι προσανατολίζονται ώστε να βρουν το τµήµα του convex hull 
ανάµεσα στον min-x-point και το min-y-point, ενώ άλλα τµήµατα µπορούν να βρεθούν µε 
τον ίδιο τρόπο.  
 Ο πρώτος αλγόριθµος Προτεραιότητα Απόστασης βασίζεται στην αναζήτηση 
καλύτερη-πρώτη σε ένα R-δένδρο. Το πρόβληµα είναι πώς θα αποµακρύνουµε τα κλαδιά του 
δένδρου όσο το δυνατόν γρηγορότερα. Ένας σωστός convex hull αλγόριθµος πρέπει να έχει 
πρόσβαση τουλάχιστον στις σελίδες που τοπολογικά δεν περιέχονται εξολοκλήρου στο 
πολύγωνο convex hull, ενώ αυτές που περιέχονται ολόκληρες δεν είναι απαραίτητο να τις 
επισκεφθεί. Η εικόνα 1.12 δείχνει δυο ενδιάµεσα βήµατα κατά την αναζήτηση του convex 
hull. Στην πρώτη εικόνα, η σελίδα p4 µπορεί να αποµακρυνθεί, ενώ στην δεύτερη εικόνα 
µετά την εύρεση δυο σηµείων, η p3 µπορεί επίσης να αποµακρυνθεί. 
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 Στην µνήµη διατηρούνται µια λίστα µε τις εγγραφές του R-δένδρου apl και το 
προσωρινό convex hull tch. Αρχικά, το apl περιέχει την ρίζα του δένδρου και το tch το 
σηµείο min-x-point και το min-y-point. Αναδροµικά, η εγγραφή µε την µεγαλύτερη 
απόσταση από το προσωρινό convex-hull επισκέπτεται. Εάν είναι µια ενδιάµεση σελίδα, τα 
παιδιά της σελίδας αυτής προστίθενται στην apl λίστα. ∆ιαφορετικά, τα παιδία είναι σηµεία 
δεδοµένων, και το convex hull ενηµερώνεται. Σε κάθε επανάληψη, οι εγγραφές του apl  
ελέγχονται για αποµάκρυνση.  
 Ο δεύτερος αλγόριθµος κατά βάθος-πρώτα βασίζεται στην αναζήτηση καλύτερη-
πρώτη. Βασικά, ο αλγόριθµος καθορίζει δύο σχέσεις: «frontpage διάταξη» και 
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 Εάν µια περιοχή p2 είναι ολόκληρη στον τοµέα πιο πάνω και δεξιά από µια άλλη 
περιοχή p1, το p2 αποκλείεται από το p1 ( εικόνα 1.13(α)). Εάν µια περιοχή p2 είναι 
ολόκληρη στα δεξιά του p1 ή κάτω του p1, το p1 είναι frontpage ordered πριν από το p2 ( 
εικόνα 1.13(β)). 
 Στην αναζήτηση κατά βάθος-πρώτα, όταν µια ενδιάµεση σελίδα επισκέπτεται, οι 
σελίδες παιδιά της ελέγχονται ώστε να αποµακρύνουν αυτές που έχουν αποκλειστεί. Οι 
σελίδες που είναι δεξιά επισκέπτονται κατά την frontpage ordering. Ο αλγόριθµος 
παρουσιάζεται παρακάτω.  
  οι δυο αλγόριθµοι είναι και οι δυο βέλτιστοι κατά I/O, αλλά η πολυπλοκότητα του 
κάτω ορίου της CPU είναι διαφορετική. Ο αλγόριθµος Προτεραιότητα Απόστασης τρέχει µε 
, ενώ ο Βάθος-Πρώτα µειώνει την πολυπλοκότητα χειρότερης περίπτωσης σε 
, εάν το σύνολο των δεδοµένων αποθηκεύεται χωρίς επικάλυψη σε ένα πολυδιάστατο 
τρόπο απεικόνισης δεδοµένων.   
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 21:21:31 EET - 137.108.70.7




• An Optimal and Progressive Algorithm for Skyline Queries 
• The skyline operator 
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Το πρόβληµα του υπολογισµού της κορυφογραµµής επιχειρείται να αντιµετωπιστεί 
από αρκετούς αλγόριθµους. Στο κεφάλαιο αυτό παρουσιάζονται αρκετοί αλγόριθµοι που 
χρησιµοποιούνται σ αυτό το πρόβληµα. Για την καλύτερη κατανόηση των αλγορίθµων 
χρησιµοποιείται ψευδοκώδικας αλλά και παραδείγµατα ώστε να µην µείνει ο αναγνώστης σε 
µια επιφανειακή και θεωρητική αντίληψη του θέµατος. Οι αλγόριθµοι που περιγράφονται µε 
την σειρά είναι οι παρακάτω: 
1. ∆ιαίρει και βασίλευε 
2. Block Nested Loop 
3. Bitmap 
4. Index 
5. Nearest Neighbours 
6. Branch and Bound Skyline 
7. Sort First Skyline Algorithm. 
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Ο αλγόριθµος divide-and-conquer χωρίζει τα δεδοµένα σε ορισµένα τµήµατα έτσι 
ώστε κάθε τµήµα να χωράει στην µνήµη.  Ο αλγόριθµος αυτός είναι θεωρητικά ο καλύτερος 
αλγόριθµος για την χειρότερη περίπτωση. Στην χειρότερη περίπτωση, η πολυπλοκότητα του 
αλγόριθµου είναι της τάξης του    
   ; όπου  n είναι ο αριθµός 
των εγγραφών και d ο αριθµός των διαστάσεων. 
Ο βασικός divide-and-conquer αλγόριθµος λειτουργεί ως εξής: 
1. Υπολογίζω το µέσο mp ( ή κάποιο κατά προσέγγιση µέσο ) της εισόδου για 
κάποια διάσταση dp. ∆ιαιρούµε την είσοδο σε δυο µέρη, το P1 και P2. Το P1 
περιλαµβάνει τα σηµεία, οι τιµές των οποίων είναι καλύτερες από την mp. Το 
P2 περιλαµβάνει όλα τα άλλα σηµεία.  
2. Υπολογίζουµε το σηµεία της κορυφογραµµής S1 του P1 και S2 του P2. Αυτό 
επιτυγχάνεται µε την αναδροµική εφαρµογή όλου του αλγόριθµου στο P1 και το 
P2; Το P1 και το P2 διαιρούνται ξανά. Η αναδροµική εκτέλεση σταµατά εάν 
καταλήξει σε ένα τµήµα που περιέχει µόνο ένα σηµείο. 
3. Υπολογίζουµε την συνολική κορυφογραµµή ως το αποτέλεσµα της συγχώνευσης 
του S1 και S2. Εξαλείφουµε τα σηµεία του S2 που κυριαρχούνται από τα 
σηµεία του S1. Κανένα από τα σηµεία του S1 δεν είναι δυνατόν να 
κυριαρχείται από κάποιο σηµείο του S2 γιατί ένα σηµείο του S1 είναι καλύτερο 
σε διάσταση dp από κάθε άλλο σηµείο του S2.      
Το πιο προκλητικό σηµείο του παραπάνω αλγόριθµου είναι το βήµα 3. Το βασικό 
τέχνασµα που χρησιµοποιούµε σ’ αυτό το βήµα φαίνεται στην εικόνα 1. Η βασική ιδέα είναι 
η διαίρεση και του S1 αλλά και του S2 χρησιµοποιώντας ένα µέσο ( κατά προσέγγιση ) mg 
για µια άλλη διάσταση dg, όπου dg≠dp. Η παραπάνω κίνηση έχει ως αποτέλεσµα την 
δηµιουργία τεσσάρων τµηµάτων: S1,1 , S1,2 , S2,1 , S2,2. Το τµήµα S1,i είναι  καλύτερο από 
το S2,i στην διάσταση dp και το Si,1 είναι καλύτερο από το Si,2 στην διάσταση dg ( i = 1,2 ). 
Στην συνέχεια χρειάζεται να συγχωνεύσουµε το S1,1 µε S2,1 , S1,1 µε S2,2 , και S1,2 µε 
S2,2. Το σηµαντικό της υπόθεσης είναι ότι δεν χρειάζεται να συγχωνεύσουµε τα S1,2 και 
S2,1, καθώς οι εγγραφές και των δυο αυτών συνόλων δεν είναι δυνατόν να συγκριθούν. Η 
συγχώνευση των S1,1 και S2,1 πραγµατοποιείται αναδροµικά εφαρµόζοντας την 
συγχώνευση. Το S1,1 και το S2,2 διαιρούνται ξανά. Η αναδροµική συγχώνευση τερµατίζεται 
εάν έχουν ελεγχθεί όλες οι διαστάσεις ή εάν κάποιο τµήµα είναι άδειο ή περιέχει µία 
εγγραφή.  
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Παρακάτω περιγράφω αναλυτικά  σε ψευδοκώδικα τον βασικό αλγόριθµο του Divide-and-
Conquer. 
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2.2.1 Επέκταση του βασικού αλγορίθµου 
Μ-way τµηµατοποίηση  Αν η είσοδος δεν ταιριάζει στην κυρίως µνήµη, ο βασικός 
αλγόριθµος που περιγράψαµε παραπάνω έχει πολύ κακή απόδοση. Ο λόγος στον οποίο 
οφείλεται αυτή η απόδοση είναι το γεγονός ότι τα δεδοµένα που δίνονται ως είσοδο 
διαβάζονται, τµηµατοποιούνται, γράφονται στον δίσκο, διαβάζονται ξανά ώστε να 
τµηµατοποιηθούν ξανά, και η διαδικασία επαναλαµβάνεται έως ότου ένα τµήµα να ταιριάζει 
στην κύρια µνήµη. Κάποιος θα µπορούσε να διαφωνήσει λέγοντας ότι οι κυρίως µνήµες 
επεκτείνονται όλο και περισσότερο κάτι όµως που εµφανίζεται ταυτόχρονα και στις βάσεις 
δεδοµένων. Αυτό έχεις ο αποτέλεσµα να απαιτούνται περισσότερες ταυτόχρονες 
αναζητήσεις, κάτι που περιορίζει την κυρίως µνήµη. Γι ‘ αυτό το λόγο οι σχεδιαστές βάσεων 
δεδοµένων δεν επιθυµούν να υλοποιήσουν έναν αλγόριθµο που στηρίζεται στο γεγονός ότι 
όλα τα δεδοµένα χωράνε στην κυρίως µνήµη. 
 Η I/O συµπεριφορά του αλγορίθµου µπορεί να βελτιωθεί αρκετά εύκολα. Η ιδέα 
είναι να διαιρέσουµε την είσοδο σε m τµήµατα τέτοια ώστε κάθε τµήµα να χωράει στην 
µνήµη. Αντί του µέσου που χρησιµοποιούσαµε για να πραγµατοποιήσουµε την 
τµηµατοποίηση, υπολογίζονται α-σηµεία µε σκοπό να καθορίσουν τα όρια των τµηµάτων. 
Εάν κάποιο τµήµα δεν χωράει στην µνήµη, πρέπει να χωριστεί ξανά.  
 Ο m-way χωρισµός µπορεί να χρησιµοποιηθεί τόσο στο πρώτο αλλά όσο και στο 
τρίτο τµήµα βήµα του βασικού αλγόριθµου. Στο πρώτο βήµα, η m-way τµηµατοποίηση 
χρησιµοποιείται για να δηµιουργήσει m τµήµατα P1,…., Pm τέτοια ώστε κάθε Pi να χωράει 
στην µνήµη και κάθε Si, κορυφογραµµή του Pi, να υπολογίζεται στην µνήµη 
χρησιµοποιώντας τον βασικό αλγόριθµο. Η τελική απάντηση υλοποιείται στο τρίτο βήµα µε 
την συγχώνευση των Si. Με την συνάρτηση συγχώνευσης, εφαρµόζονται και m-way 
τµηµατοποίηση έτσι ώστε όλα τα υπό-τµήµατα να µπορούν να συγχωνευτούν στην κυρίως 
µνήµη. Στην εικόνα 2 φαίνονται πια υπό-τµήµατα χρειάζεται να συγχωνευτούν εάν 
εφαρµόσουµε µια 3-way υπό-τµηµατοποίηση στην συνάρτηση τµηµατοποίησης.  
 
Εικόνα 2 
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Early skyline  Σε περίπτωση που η διαθέσιµη κυρίως µνήµη είναι περιορισµένη, υπάρχει µια 
εύκολη επέκταση του βασικού αλγορίθµου.  Η επέκταση αυτή αναφέρεται στο πρώτο βήµα 
του αλγόριθµου κατά το οποίο τα δεδοµένα χωρίζονται σε m τµήµατα. Τα βήµατα που 
ακολουθούνται είναι τα εξής: 
1. Φορτώνουµε όσες περισσότερες πλειάδες µπορούµε ( block ) από τα δεδοµένα 
εισόδου ώστε να χωράνε στους ενταµιευτές της κυρίως µνήµης. 
2.  Εφαρµόζουµε τον βασικό αλγόριθµο στο block των πλειάδων µε σκοπό να 
εξαλείψουµε τις πλειάδες που κυριαρχούνται από άλλες.  
3. Τµηµατοποιούµε τις υπόλοιπες πλειάδες σε m τµήµατα. 
 
Είναι αρκετά ξεκάθαρο ότι η εφαρµογή της παραπάνω επέκτασης επιφέρει 
µεγαλύτερο CPU κόστος, αλλά σώζει I/O καθώς λιγότερες πλειάδες χρειάζεται να γραφτούν 
και να διαβαστούν ξανά κατά την διάρκεια της τµηµατοποίησης.   
Στην συνέχεια θα παρουσιάσουµε ένα παράδειγµα εκτέλεσης του αλγορίθµου. Όπως 
φαίνεται στην παρακάτω εικόνα, υποθέτουµε ότι στην ορθογώνια περιοχή R, το σηµείο e2 
έχει την ελάχιστη απόσταση στην περιοχή. Στο σηµείο όπου γίνεται ο χωρισµός, το R 
χωρίζεται σε 4 ορθογώνιες περιοχές:   . 
 
Εικόνα 3 
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Όπως φαίνεται στην εικόνα 4, ο αλγόριθµος εφαρµόζει αναδροµικά τα παρακάτω 
βήµατα: 
1. Βρίσκει το σηµείο κορυφογραµµής στην περιοχή R1, και επιστέφει το 
χαµηλότερο σηµείο p1. 
2. Βρίσκει το σηµείο κορυφογραµµής στην περιοχή R2, και επιστρέφει το δεξιά 
πιο σηµαντικό σηµείο p2. 
3. Χρησιµοποιεί τα p1 και p2 για να πάρει το R3’, και βρίσκει το σηµείο 
κορυφογραµµής R3’. 
Αυτή διαδικασία χωρισµού συνεχίζεται µέχρι να συµβεί µια από τις παρακάτω 
περιπτώσεις σε µια υπο-περιοχή: 
1. Περιέχει µόνο µια εγγραφή, η οποία έχει εξεταστεί, όπως και τα παιδιά της. 
2.  Περιέχει µόνο ένα σηµείο δεδοµένων, και το σηµείο αυτό επιστρέφεται ως 
σηµείο κορυφογραµµής. 
3. Είναι άδεια, οπότε και αποµακρύνεται αυτή η περιοχή. 
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Στον παρακάτω πίνακα, φαίνονται οι είσοδοι σε κάθε υπό-περιοχή βήµα προς βήµα. Κάθε 
περιοχή περιέχει την δική της λίστα εισόδου. Το δεύτερο πεδίο σε κάθε είσοδο είναι η τιµή 
της ελάχιστης απόστασης, που υπολογίζεται χρησιµοποιώντας την συνάρτηση  
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2.3 Block Nested Loop  
 Μια απλή προσέγγιση για τον υπολογισµό της κορυφογραµµής είναι να συγκρίνουµε 
κάθε σηµείο p µε όλα τα υπόλοιπα σηµεία, και να αναφέρουµε το p σαν µέρος της 
κορυφογραµµής εάν δεν κυριαρχείται από κάποιο σηµείο. Ο αλγόριθµος Block Nested Loop 
δηµιουργήθηκε πάνω σ’ αυτήν την ιδέα σαρώνοντας τα δεδοµένα και κρατώντας σε µια λίστα 




Αρχικά, η λίστα περιέχει το πρώτο σηµείο, ενώ για κάθε επόµενο σηµείο p, υπάρχουν 
τρεις υποθέσεις: 
1. Εάν το p κυριαρχείται από κάποιο σηµείο στη λίστα, απορρίπτεται καθώς δεν µπορεί 
να είναι µέρος της κορυφογραµµής. Φυσικά, δεν χρειάζεται να συγκριθεί µε τα 
υπόλοιπα σηµεία της λίστας. 
2. Εάν το p κυριαρχεί έναντι κάποιου σηµείου στην λίστα, εισάγεται και όλα τα σηµεία 
που κυριαρχούνται από το p αποµακρύνονται.  
3. Εάν το p δεν κυριαρχείται αλλά ούτε κυριαρχεί έναντι κάποιου σηµείου στη λίστα, 
απλά εισάγεται χωρίς να απαιτείται η αποµάκρυνση κάποιου σηµείου. 
 
Η λίστα οργανώνεται αυτόµατα , καθώς κάθε σηµείο που κυριαρχεί έναντι κάποιων 
άλλων µετακινείται στην κορυφή της λίστας. Η λειτουργία αυτή µειώνει τον αριθµό των 
συγκρίσεων γιατί σηµεία που κυριαρχούν έναντι πολλαπλών σηµείων έχουν µεγαλύτερη 
πιθανότητα να ελεγχθούν πρώτα. Ένα πρόβληµα που εντοπίζεται σ’ αυτόν τον αλγόριθµο 
είναι η περίπτωση η λίστα να γίνει µεγαλύτερη από την διαθέσιµη κυρίως µνήµη. Όταν 
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συµβαίνει η παραπάνω περίπτωση, όλα τα σηµεία που εντάσσονται στη τρίτη περίπτωση του 
αλγορίθµου ( η πρώτη και η δεύτερη περίπτωση δεν οδηγούν σε αύξηση του µεγέθους της 
λίστας ) αποθηκεύονται σε προσωρινό αρχείο. Το γεγονός αυτό απαιτεί πολλαπλά περάσµατα 
του αλγορίθµου. Πιο συγκεκριµένα, µετά την ολοκλήρωση του σαρώµατος των δεδοµένων 
του αρχείου, µόνο τα σηµεία που είχαν εισαχθεί στην λίστα πριν την δηµιουργία του 
προσωρινού αρχείου είναι εγγυηµένα µέρη της κορυφογραµµής. Τα υπόλοιπα σηµεία πρέπει 
να συγκριθούν µε αυτά του προσωρινού αρχείου. Εποµένως, ο BNL πρέπει να εκτελεστεί 
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Στον παρακάτω πίνακα παρουσιάζουµε συνοπτικά αλλά και οργανωµένα όλα τα 




Το πλεονέκτηµα του BNL είναι ευρέως εφαρµόσιµο, από την στιγµή που µπορεί να 
χρησιµοποιηθεί σε οποιαδήποτε διάσταση χωρίς να δεικτοδότηση ή ταξινόµηση των 
δεδοµένων. Τα κυριότερα προβλήµατα του αλγόριθµου είναι η εξάρτηση του από την κυρίως 
µνήµη ( µικρή µνήµη µπορεί να οδηγήσει σε πολλαπλές επαναλήψεις) και η ανεπάρκεια του 
για προοδευτική επεξεργασία ( πρέπει να διαβάσει ολόκληρο το αρχείο δεδοµένων για να 
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 Ο bitmap αλγόριθµος κωδικοποιεί κάθε σηµείο δεδοµένων µε µια χαρτογράφηση 
σύµφωνα µε την θέση της τιµή του σε κάθε διάσταση. Όλες οι χαρτογραφήσεις επιτρέπουν 
στον αλγόριθµο να αποφασίσει αποτελεσµατικά εάν ένα σηµείο είναι σηµείο κορυφογραµµής 
σύµφωνα µε κάποια λειτουργία. Θεωρούµε ένα σηµείο p = (p[1],p[2],…,p[d]), όπου d είναι η 
διάσταση.  Κάθε συντεταγµένη p[i] (1≤i≤d) µετατρέπεται σε ένα διάνυσµα µήκους mi, όπου 
mi είναι ο αριθµός των διακριτών τιµών στην i διάσταση, στην οποία τα ( mi – θέση(pi) + 1) 
πιο σηµαντικά bit είναι 1 και τα υπόλοιπα είναι 0. Μετά την µετατροπή, κάθε σηµείο 
δεδοµένων χαρτογραφείται από ένα m-bit διάνυσµα, όπου   	   ! . Για παράδειγµα, 
στην προηγούµενη εικόνα m1=10 και m2=10. Το σηµείο c(4,6) σηµειώνεται ως 
(1111111000,1111100000). Για να ελέγξουµε ως προς την κυριαρχία τα σηµεία, 
συγκρίνονται οι χαρτογραφηµένες απεικονίσεις τους. 
 
 Η παρακάτω εικόνα δείχνει την χαρτογραφηµένη απεικόνιση του παραπάνω 
διαγράµµατος. Για να ελέγξουµε αν το σηµείο c ανήκει στην κορυφογραµµή, το 7ο και 5ο bit 
από τις απεικονίσεις του επιλέγονται από τον πρώτο και τον δεύτερο άξονα αντίστοιχα, τα 
οποία τονίζονται και στην εικόνα. 
 
Εικόνα 9 
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 Και στις δυο θέσεις αυτές το bit είναι 1. Εάν το σηµείο c κυριαρχείται από κάποιο 
άλλο σηµείο, για παράδειγµα το g, θα πρέπει στις αντίστοιχες θέσεις να υπάρχουν 1. 
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2.5 Index  
 
 Αρχικά, τα d-διαστάσεων σηµεία εκχωρούνται σε d λίστες. Ένα σηµείο p 
κατηγοριοποιείται στην i λίστα αν και µόνο αν η συντεταγµένη του στο i είναι η µικρότερη 
από όλες τις συντεταγµένες του. Στην συνέχεια, οι λίστες ταξινοµούνται µε βάση την 
µικρότερη συντεταγµένη ( minC ) τους σε αύξουσα σειρά και τοποθετούνται σε ένα B-
δένδρο. Για παράδειγµα, οι λίστες που αντιπροσωπεύουν το διάγραµµα που χρησιµοποιήσαµε 





Ο αλγόριθµος ξεκινά από την γραµµή µε την µικρότερη minC σε όλες τις λίστες. Σ’ 
αυτό το παράδειγµα είναι το {α} από την λίστα 1 ή το {m} από την λίστα 2.  Μετά την 
επεξεργασία της γραµµής, τα σηµεία της κορυφογραµµής που περιέχονται σ’ αυτήν 
επιστρέφονται στον χρήστη και εισάγονται στην λίστα της κορυφογραµµής. Στην συνέχεια ο 
αλγόριθµος επιλέγει από τις µη-επεξεργασµένες γραµµές την µικρότερη minC. Η 
επεξεργασία µιας γραµµής περιλαµβάνει δυο βήµατα: 
1. εντοπισµό του σηµείο κορυφογραµµής µέσα στην γραµµή 
2. και συγκρίνουµε τα σηµεία αυτά µε τα σηµεία κορυφογραµµής που έχουµε 
ήδη εντοπίσει.  
Συνεχίζοντας το παράδειγµα, από την στιγµή που το {α} περιέχει µόνο ένα σηµείο, 
και το σύνολο των σηµείων κορυφογραµµής είναι κενό, το α επιστρέφεται στον χρήστη και 
εισάγεται στο σύνολο. Η δεύτερη γραµµή είναι η {m}, µε minC=1. Το m είναι σηµείο της 
κορυφογραµµής. Η επόµενη γραµµή που εξετάζουµε είναι η {g,b}. Από την στιγµή που το b 
κυριαρχείται από το g, απορρίπτεται. Στην συνέχεια το g συγκρίνεται µε το σύνολο των 
σηµείων κορυφογραµµής {α}, και δίνεται ως έξοδο. Ο αλγόριθµος τερµατίζει όταν το τρέχων 
minC είναι µεγαλύτερο από την µέγιστη συντεταγµένη του προηγούµενου σηµείο 
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κορυφογραµµής που εντοπίσαµε. Στο παράδειγµα αυτό, η συνθήκη τερµατισµού είναι 
minC<5.  
 
Οι αλγόριθµοι Bitmap και Index είναι προοδευτική αλγόριθµοι. Ένας αλγόριθµος 
κορυφογραµµής θεωρείται προοδευτικός εάν το πρώτο αποτέλεσµα επιστρέφεται στον 
χρήστη γρήγορα, και όλο και περισσότερα αποτελέσµατα επιστρέφονται όσο µεγαλώνει και ο 
χρόνος εκτέλεσης του. Σε καταστάσεις πραγµατικού χρόνου, οι προοδευτικοί αλγόριθµοι 
επιτρέπουν στους χρήστες να σταµατούν την διαδικασία όποτε εντοπίσουν τα δεδοµένα που 
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2.6 Nearest neighbours 
 
 Ο Kossmann πρότεινε έναν διαίρει-βασίλευε αλγόριθµο ΝΝ που βασίζεται σε 
πολλαπλές κλήσεις του αλγόριθµου αναζήτησης πλησιέστερου γείτονα. Από την στιγµή που 
η αναζήτηση του πλησιέστερου γείτονα µπορεί να εκτελεστεί γρήγορα σε ένα R-δένδρο, ο 
αλγόριθµος αυτός δίνει την δυνατότητα να επιταχυνθεί εξίσου και η διαδικασία αναζήτησης 
των σηµείων κορυφογραµµής.  
 
 Ο αλγόριθµος δηµιουργεί επαναληπτικά ένα σηµείο πλησιέστερου γείτονα στην αρχή 
µιας δεδοµένης περιοχής, και είναι εφαρµόσιµος σε κάθε µονοτονική συνάρτηση 
υπολογισµού απόστασης. Η βασική ιδέα είναι να ενισχύσουµε τα σηµεία πλησιέστερου 




Όπως φαίνεται στην εικόνα 11, το σηµείο g εντοπίστηκε ως ο πλησιέστερος γείτονας, 
και θεωρείται σηµείο της οριζοντιογραµής. Στην συνέχεια, οι περιοχές 1 και 2 προστίθενται 
σε µία λίστα στον αλγόριθµο για περαιτέρω τµηµατοποίηση του χώρου τους. Από την στιγµή 
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που όλα τα σηµεία της περιοχής 3 κυριαρχούνται από το g, η περιοχή µπορεί να απορριφθεί 
από τον αλγόριθµο. Ο αλγόριθµος τερµατίζεται όταν η λίστα είναι κενή. 
 
 
Παρακάτω δίνουµε το R-δένδρο του διαγράµµατος και τις λίστες του αλγόριθµου του 
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 Σ’ αυτό το παράδειγµα, α, g, i και m σχηµατίζουν την κορυφογραµµή. Για να 
ελαττώσουµε τον αποθηκευτικό χώρο στην λίστα, κάθε περιοχή µπορεί εύκολα να 
καταγραφεί από την πάνω-δεξιά γωνία. 
 Τα σηµεία κορυφογραµµής εντοπίζονται προοδευτικά. Όταν η διάσταση είναι 
µεγαλύτερη από 2, το τµήµα στο βήµα διαίρεσης είναι διαφορετικό από το συνηθισµένο. 
Θεωρούµε µια 3-διάστατη περιοχή "# $%&# $'"#$( που διαιρείται από τα σηµεία 
κορυφογραµµής (α, b, c ) όπως φαίνεται στην παρακάτω εικόνα. Οι τρεις υποπεριοχές πρέπει 
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Ένα σηµείο p µπορεί να χρησιµοποιηθεί περισσότερο από µία φορά. Παρακάτω 
παρουσιάζονται τέσσερις µέθοδοι που αντιµετωπίζουν την επανάληψη: 
• laisser - faire O αλγόριθµος πλησιέστερου γείτονα διατηρεί έναν καθολικό πίνακα 
κατακερµατισµού που αποθηκεύει τα σηµεία της κορυφογραµµής που έχουν 
υπολογιστεί µέχρι στιγµής. Όταν ένα σηµείο κορυφογραµµής έχει βρεθεί, ελέγχεται 
αρχικά µε τον πίνακα κατακερµατισµού. Εάν δεν υπάρχει στον πίνακα 
κατακερµατισµού, εισάγεται στον πίνακα. ∆ιαφορετικά αγνοείται ως ήδη 
ανακαλυφθέν. Αυτή η µέθοδος είναι απλή και αποτελεσµατική από πλευράς χρόνου. 
Ωστόσο, δεν αποκλείει την επανάληψη κάποιας αναζήτησης. 
 
• Propagate Από την στιγµή που ένα σηµείο p της οριζοντιογραµής έχει βρεθεί, ο 
αλγόριθµος του πλησιέστερου γείτονα εξετάζει όλες τις περιοχές που πρέπει να 
ελεγχθούν και τµηµατοποιεί ξανά τις περιοχές που περιέχουν το p µε το p µε τον ίδιο 
τρόπο. Αν και αυτή η µέθοδος δεν επιστρέφει το ίδιο σηµείο κορυφογραµµής 
περισσότερες από δυο φορές, απαιτεί πιο ακριβό υπολογισµό καθώς κάθε σηµείο 
κορυφογραµµής που βρίσκεται πρέπει να τµηµατοποιεί ξανά όλες τις περιοχές που 
περιέχουν το p.  
 
• Merge Η βασική ιδέα αυτής της µεθόδου είναι η συγχώνευση κάποιων περιοχών που 
πρέπει να ελεγχθούν έτσι ώστε να ο συνολικός αριθµός των αναζητήσεων του 
πλησιέστερου γείτονα να µειωθεί. Οµοίως µε την αµέσως προηγούµενη µέθοδο, 
απαιτεί υψηλό υπολογιστικό κόστος καθώς είναι ακριβότερο να βρεις «καλές» 
περιοχές για συγχώνευση.  
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• Fine-grained Partitioning Ο βασικός αλγόριθµος του πλησιέστερου γείτονα χωρίζει 
τον χώρο σε d περιοχές όταν εντοπιστεί ένα σηµείο κορυφογραµµής. Με σκοπό να 
εξαλείψει τις επικαλυπτόµενες περιοχές, η µέθοδος αυτή δηµιουργεί + µη-
επικαλυπτόµενες περιοχές κάθε φορά. Ένα παράδειγµα φαίνεται στις παρακάτω 
εικόνες όπου ο χώρος χωρίζεται σε 8 περιοχές. Είναι φανερό ότι οι περιοχές R2-R7 
ανήκουν στο τµήµα 3. Αυτό έχει ως αποτέλεσµα, ο αλγόριθµος του πλησιέστερου 
γείτονα εξετάζει επανειληµµένα αυτές τις περιοχές. Αν και αυτή η µέθοδος 
αποφεύγει όλες τις επαναλήψεις των αναζητήσεων και των αποτελεσµάτων, µπορεί 
να οδηγήσει σε λάθος αποτέλεσµα, γιατί ένα σηµείο κορυφογραµµής που εντοπίζεται 
σε µια περιοχή ( π.χ. στην περιοχή R7) µπορεί να κυριαρχείται από κάποια σηµεία σε 
µία άλλη περιοχή ( π.χ. στην περιοχή R3 ). Εποµένως, όταν ένα σηµείο 
κορυφογραµµής εντοπίζεται, ελέγχεται µε όλα τα σηµεία κορυφογραµµής που έχουν 
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2.7 Branch and Bound Skyline 
 O BBS αλγόριθµος εφαρµόζει και αυτός τεχνικές που βασίζονται στην αναζήτηση 
του πλησιέστερου γείτονα µε βάση R-δένδρα. Υποθέτουµε ότι τα δεδοµένα είναι οργανωµένα 
σε R-δένδρο, ο αλγόριθµος BBS είναι I/O βέλτιστος-δηλαδή ο αριθµός των κόµβων που 
επισκεπτόµαστε ελαχιστοποιείται. Για να βρει το σηµείο κορυφογραµµής, ο αλγόριθµος 
αυτός διατρέχει το R-δένδρο µε τον καλύτερο-πρώτο ( best-first ) τρόπο: αξιολογεί και 
χρησιµοποιεί τον κόµβο που βρίσκεται πλησιέστερα στην περιοχή όπου βρίσκονται όλοι οι 
κόµβοι που δεν έχουµε επισκεφτεί. Για το πετύχει αυτό, ο αλγόριθµος χρησιµοποιεί έναν 
σωρό στον οποίο το κλειδί για κάθε είσοδο είναι η ελάχιστη απόστασή του από την περιοχή. 
Εδώ, η ελάχιστη απόσταση ενός κόµβου του R-δένδρου από την περιοχή είναι η άθροιση των 
συντεταγµένων της κάτω-αριστερά γωνίας. Αρχικά, όλα τα παιδιά είσοδοι του κόµβου-ρίζας 
του R-δένδρου εισάγονται στον σωρό. Σε κάθε επανάληψη, η είσοδος e που βρίσκεται στην 
κορυφή του σωρού αποµακρύνεται και ελέγχεται µε τα σηµεία κορυφογραµµής που έχουν 
υπολογιστεί µέχρι στιγµής. Εάν η e κυριαρχείται από κάποιο σηµείο κορυφογραµµής, 
απορρίπτεται. ∆ιαφορετικά, το e επιστρέφεται ως έξοδος σαν σηµείο κορυφογραµµής ή 
συνεχίζεται η ανάλυση του. Εάν το e είναι κόµβος ενός R-δένδρου, τότε εισάγονται στον 
σωρό όλα τα παιδιά του που δεν κυριαρχούνται από κάποιο σηµείο κορυφογραµµής. Εάν το e 
είναι σηµείο δεδοµένων, τότε είναι σηµείο κορυφογραµµής. Ο αλγόριθµος τερµατίζεται όταν 
ο σωρός είναι άδειος. Για να επιταχύνουµε την εξέταση εάν το e κυριαρχείται από κάποιο 
σηµείο κορυφογραµµής, η τρέχουσα κορυφογραµµή διατηρείται στην µνήµη σε ένα R-
δένδρο. Η παρακάτω εικόνα δείχνει τα περιεχόµενα του σωρού για το παράδειγµα µας, όταν 
εφαρµόζουµε τον αλγόριθµο BBS. Το δεύτερο πεδίο σε κάθε στοιχείο είναι η τιµή της 
ελάχιστης απόστασης όπου για τον υπολογισµό της χρησιµοποιούµε την συνάρτηση 
υπολογισµού απόστασης x+y. 
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Έχει αποδειχθεί ότι ο αλγόριθµος BBS είναι βέλτιστος από πλευράς I/O κόστους. 
Αυτό ισχύει, γιατί µόνο οι απαραίτητοι κόµβοι ενός R-δένδρου επισκέπτονται και 
επισκέπτονται µόνο για µια φορά.  
2.8 Sort First Skyline Algorithm 
 O Sort First Skyline Algorithm είναι µια παραλλαγή του BNL. Με σκοπό να 
βελτιώσει τον BNL, o SFS υπολογίζει την εντροπία E(p) για κάθε σηµείο δεδοµένων p: 





όπου p’ είναι η κανονικοποιηµένη τιµή του p. Είναι φανερό ότι αν έχω δυο σηµεία p και q, το 
p δεν µπορεί να κυριαρχεί έναντι του q εάν E(p) είναι µεγαλύτερη ή ίση µε E(q).  
Βασιζόµενοι στην παραπάνω διαπίστωση, SFS αρχικά ταξινοµεί όλα τα σηµεία δεδοµένων σε  
µη-ελάττωσα σειρά µε βάση την τιµή της εντροπίας. Στην συνέχεια, ο SFS επεξεργάζεται την 
ταξινοµηµένη λίστα όπως και ο BNL.  
 Συγκρινόµενος µε τον BNL, ο SFS έχει τα ακόλουθα πλεονεκτήµατα: 
1. Ο αριθµός των συγκρίσεων ανάµεσα στα σηµεία δεδοµένων µειώνεται. 
Εφόσον πρώτα εκτιµάται το  σηµείο µε την µικρότερη εντροπία, ένα σηµείο 
κορυφογραµµής µπορεί να βρεθεί νωρίτερα. Εποµένως, ο αριθµός των 
συγκρίσεων µεταξύ των σηµείων και των σηµείων που δεν ανήκουν στην 
κορυφογραµµή, που είναι άχρηστες, µειώνεται. 
2. Ο SFS είναι προοδευτικός αλγόριθµος, ενώ ο BNL δεν είναι. Όταν ένα 
σηµείο p εισάγεται στην λίστα, είναι εγγυηµένα σηµείο κορυφογραµµής. 
Αυτό συµβαίνει, γιατί τα µη επεξεργασµένα σηµεία δεν κυριαρχούν έναντι 




Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 21:21:31 EET - 137.108.70.7




• Progressive Skyline Computation in Database Systems 
• An Optimal and Progressive Algorithm for Skyline Queries 




Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 21:21:31 EET - 137.108.70.7
Αναζήτηση κορυφογραµµής  
50 
Παπαβασιλείου Νικόλαος 
Κεφάλαιο 3  
 





3.2 On-line υπολογισµός……………………………………………………… 
3.3 Stabbing Queries………………………………………………………….. 
3.4 Εκτέλεση µιας n-of-N αναζήτησης……………………………………….. 
3.5 Εκτέλεση µιας (n1,n2)-of-N αναζήτησης…………………………………. 
  
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 21:21:31 EET - 137.108.70.7
Αναζήτηση κορυφογραµµής  
51 
Παπαβασιλείου Νικόλαος 
3.1 Εισαγωγή  
 Σε πολλές εφαρµογές, η ροή των δεδοµένων µπορεί να είναι append-only. Αυτό 
σηµαίνει ότι δεν υπάρχει διαγραφή των στοιχείων δεδοµένων που περιλαµβάνονται.  Στην 
συνέχεια, θα αναλύσουµε το πρόβληµα υπολογισµού της κορυφογραµµής σε append-only 
ροές δεδοµένων. Σε µια ροή δεδοµένων, τα στοιχεία τοποθετούνται σύµφωνα µε την σειρά 
εµφάνισης τους και χαρακτηρίζονται από έναν ακέραιο. Να διευκρινίσουµε ότι η θέση k(e) 
σηµαίνει ότι το στοιχείο e έφτασε κ-στο στην ροή των δεδοµένων. 
 Θεωρούµε ότι ο υπολογισµός της κορυφογραµµής απαιτεί κύρια µνήµη. Από την 
άλλα, µπορεί να µην είναι δυνατή η αποθήκευση µιας ολόκληρής ροής δεδοµένων στην κύρια 
µνήµη από την στιγµή που δεν υπάρχει κάποιο όριο που να καθορίζει το µέγεθος µιας ροής 
δεδοµένων. Η αναφορά στο πρόβληµα του υπολογισµού της κορυφογραµµής θα περιοριστεί 
για τα N πιο πρόσφατα στοιχεία, που χωράνε στην κύρια µνήµη. Πιο συγκεκριµένα, θα 
αναφερθούµε στον on-line υπολογισµό της κορυφογραµµής µε βάση τα παρακάτω µοντέλα. 
1.  0  0 12345έ63 Θα αναλύσουµε το πρόβληµα της αποτελεσµατικής 
οργάνωσης των N πιο πρόσφατων στοιχείων που έχουµε εντοπίσει σε µια ροή 
δεδοµένων, έτσι ώστε ο υπολογισµός της κορυφογραµµής των n πιο πρόσφατων 
στοιχείων (n≤N) να µπορεί να πραγµατοποιηθεί αποτελεσµατικά. Το παράθυρο 
ολίσθησης είναι µια ειδική περίπτωση του µοντέλου αυτού όταν n=N.  
2. (  0  0 12345έ63  Είναι µια γενίκευση του παραπάνω µοντέλου. Σ΄ 
αυτήν την περίπτωση θέλουµε να υπολογίσουµε την κορυφογραµµή ανάµεσα 
στα  πιο πρόσφατα στοιχεία και στα  πιο πρόσφατα στοιχεία 
(7ά89 :  : 1 
Το   0  0 12345έ63 επιστρέφει την κορυφογραµµή βασιζόµενο στις πιο 
πρόσφατες πληροφορίες, ενώ το (  0  0 12345έ63 παρέχει πρόσφατες «ιστορικές» 
πληροφορίες. Ο συνδυασµός των δύο µοντέλων µπορεί να επιδείξει µια εναλλαγή από τα   
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3.2 On-line υπολογισµός 
 Θεωρούµε το παράδειγµα της εικόνας 3.2 όπου τα στοιχεία έχουν αφιχθεί µε 
αλφαβητική σειρά. Υποθέτουµε ότι η ροή των δεδοµένων µέχρι στιγµής αποτελείται από 6 
στοιχεία α, b, c, e, f, και g. Η κορυφογραµµή ;< έναντι αυτών των 6 πιο πρόσφατων 
στοιχείων αποτελείται από τα α και c, ενώ η κορυφογραµµή ;= έναντι των 4 πιο πρόσφατων 
στοιχείων ( π.χ. c, e, f και g ) αποτελείται από τα c και g. Στην συνέχεια, όταν φτάνει το 
καινούργιο στοιχείο h, οι οριζοντιογραµµές ;< και ;= ενηµερώνονται και αποτελούνται από 
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Το παράδειγµα αυτό δείχνει ότι η κορυφογραµµή ;> των n πιο πρόσφατων στοιχείων 
του ?>δεν είναι υποσύνολο της κορυφογραµµής ; των N πιο πρόσφατων στοιχείων όταν 
n<N, ωστόσο το ?> είναι υποσύνολο του ?. Εποµένως, το πρόβληµα της αποτελεσµατικής 
επεξεργασίας µιας αναζήτησης  0  0 1@ : 1 είναι πιο προκλητικό από τον 
υπολογισµό της κορυφογραµµής των N πιο πρόσφατων στοιχείων µε δεδοµένο το N. 
Επιπλέον, το ;>; µπορεί να αλλάξει όταν γίνει ενηµέρωση για τα n (Ν) πιο πρόσφατα 
στοιχεία κατά την άφιξη νέων στοιχείων. Αυτό έχει σαν συνέπεια, σε ένα on-line περιβάλλον 
να απαιτούνται αποδοτικές τεχνικές για τον υπολογισµό των ενηµερωµένων 
οριζοντιογραµµών. Επιπρόσθετα, οι τεχνικές αυτές θα πρέπει να αντιµετωπίσουν και την 
περίπτωση της διαγραφής των στοιχείων δεδοµένων. Και αυτό, γιατί η διαγραφή ενός παλιού 
στοιχείου λόγω της λήξης του από τα πιο πρόσφατα N στοιχεία πραγµατοποιείται κάθε φορά 
που έχουµε την άφιξη ενός νέου.  
 Παρακάτω, έχουµε την περιγραφή των on-line τεχνικών για την πραγµατοποίηση 
µιας αναζήτησης  0  0 1  
• Καθορίζουµε την σχέση κυριαρχίας ανάµεσα στα στοιχεία που αποτελούν τα N πιο 
πρόσφατα στοιχεία και τα µοντελοποιούµε σε ένα γράφηµα που ονοµάζεται δάσος. 
Η παραπάνω διαδικασία ελαχιστοποιεί τον αριθµό των στοιχείων που πρέπει να 
κρατιούνται από το ?. 
• Κωδικοποιούµε αυτό το γράφηµα µε ένα σύνολο από διαστήµατα σε µια διάσταση, 
και προσδιορίζω µια αναζήτηση  0  0 1 σε µια stabbing αναζήτηση στα 
διαστήµατα που έχω καθορίσει.  
• Το γράφηµα και το κωδικοποιηµένο σχήµα του διατηρούνται δυναµικά έτσι ώστε να 
ενηµερώνονται σε µια αλλαγή των N πιο πρόσφατων στοιχείων σε µια ροή 
δεδοµένων. 
• Ένας πρωτότυπος αλγόριθµος αναπτύχθηκε για την επεξεργασία µιας συνεχής µιας 
αναζήτησης  0  0 1  
Οι παραπάνω τεχνικές επεκτείνονται επίσης ώστε να καλύψουν  και τις (  0  0
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3.3 Stabbing Queries 
Με δεδοµένο ένα σύνολο από διαστήµατα και ένα stabbing σηµείο p σε ένα 
µονοδιάστατο χώρο, η αναζήτηση stabbing έχει στόχο να βρει τα διαστήµατα που περιέχουν 
το p. Μια stabbing αναζήτηση µπορεί να ολοκληρωθεί σε A 
  όπου l είναι ο 
αριθµός των διαστηµάτων που επιστρέφονται ως αποτέλεσµα. Αποθηκεύοντας ένα διάστηµα 
µόνο στον κόµβο που είναι ο χαµηλότερος κοινός απόγονος των δύο ακραίων σηµείων του 
διαστήµατος, η πολυπλοκότητα του διαστήµατος στο δένδρο του διαστήµατος είναι   
Έχει επίσης αποδειχτεί ότι η χρονική πολυπλοκότητα µιας ενηµέρωσης σε ένα δένδρο του 
διαστήµατος είναι  για κάθε διαγραφή ή εισαγωγή. Τα διαστήµατα µπορεί να είναι 
κλειστά, µισό κλειστά και ανοιχτά.  
 
3.4 Εκτέλεση µιας n-of-N αναζήτησης 
Στην παρακάτω ενότητα παρουσιάζουµε τεχνικές για αποδοτική εκτέλεση µιας n-of-
N αναζήτησης. Αρχικά, ελαχιστοποιούµε τον αριθµό των στοιχείων που πρέπει να κρατάµε 
για να εκτελεστούν όλες οι n-of-N αναζητήσεις. Στην συνέχεια δίνουµε ένα αποδοτικό 
κωδικοποιηµένο σχήµα για τα αποθηκευµένα στοιχεία για να υποστηρίξουν την εκτέλεση µια 
n-of-N αναζήτησης. Τέλος, αναπτύσσεται και τεχνικές για την ενηµέρωση των δοµών 
δεδοµένων που περιλαµβάνονται. 
3.4.1 Ελαχιστοποίηση του αριθµού των στοιχείων 
 Υποθέτουµε ότι στα N πιο πρόσφατα στοιχεία ? υπάρχουν δυο στοιχεία e και e’ 
τέτοια ώστε το e’να κυριαρχεί το e και το e’ φτάνει αργότερα από το e. Όπως 
καταλαβαίνουµε το στοιχείο e δεν µπορεί να είναι σηµείο κορυφογραµµής. Ένα στοιχείο e 
είναι περιττό ανάµεσα στα υπόλοιπα πιο πρόσφατα στοιχεία είτε όταν έχει λήξει είτε όταν 
κυριαρχείται από κάποιο νεότερο στοιχείο ( µετέπειτα άφιξη ) e’.  
Θεώρηµα 3.1: υποθέτουµε ότι το ? είναι το σύνολο µε τα N πιο πρόσφατα στοιχεία 
δεδοµένων. Τότε: 
1. Ένα σηµείο κορυφογραµµής στα n πιο πρόσφατα στοιχεία @ : 1 δεν πρέπει να 
είναι περιττό στοιχείο του υπάρχοντος συνόλου ?. 
2. Κάθε µη περιττό στοιχείο του ? είναι σηµείο κορυφογραµµής στα n  πιο πρόσφατα 
στοιχεία. 
3. Κάποιο περιττό στοιχείο e δεν θα συµπεριληφθεί στην κορυφογραµµή των n πιο 
πρόσφατων στοιχείων µέχρι να γίνει απαραίτητο.      
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Έστω η ροή δεδοµένων της εικόνας 3.2 µε 7 στοιχεία και Ν=6. Τα µη-περιττά 
στοιχεία σηµειώνονται στην εικόνα 3.3 µε µαύρο χρώµα. Το στοιχείο α δεν 




  Έστω το  είναι το σύνολο των µη-περιττών στοιχείων του ?. Σύµφωνα µε το θεώρηµα 
3.1, χρειαζόµαστε µόνο το σύνολο  έναντι του ? για να εκτελέσουµε όλες τις n-of-N 
αναζητήσεις. Έτσι θα αποµακρυνθούν όσα στοιχεία δεν είναι απαραίτητα. Επιπρόσθετα, 
σύµφωνα µε το θεώρηµα, το  µας δίνει τον ελάχιστο αριθµό στοιχείων που πρέπει να 
κρατήσουµε ώστε να επιτύχουµε ακριβείς υπολογισµούς των n-of-N αναζητήσεων.  
 
Θεώρηµα 3.2: σε µια ροή δεδοµένων σε ένα d-διάστατο χώρο, υποθέτουµε ότι η κατανοµή των 
δεδοµένων σε κάθε διάσταση, περιλαµβάνοντας και την σειρά άφιξης, είναι ανεξάρτητη. Τότε, η 
µέση τιµή του  είναι B1 όπου =CC  
Απόδειξη: υποθέτουµε ότι έχουµε Μ στοιχεία. Αναλύω κάθε στοιχείο D 	  E σε 
ένα σηµείο -F 	  EG 0 HD στην (d+1)-διάσταση. 
 Σύµφωνα µε τον ορισµό του , το  αντιστοιχεί στο σύνολο των σηµείων 
οριζοντιογραµής, από την παραπάνω απεικόνιση: του I-FJ D K ?L στην (d+1)-διάσταση. □ 
Σηµείωση: όταν το d είναι µικρό,  είναι αρκετά µικρότερο από το Ν εάν η ροή των 
δεδοµένων ακολουθεί την κατανοµή του θεωρήµατος 3.2. 
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3.4.2 Κωδικοποίηση MN για n-of-N αναζητήσεις 
Σ’ αυτήν την υποενότητα, παρουσιάζουµε ένα αποδοτικό σχήµα κωδικοποίησης του 
 τέτοιο ώστε κάθε n-of-N αναζήτηση να εκτελείται αποδοτικά. 
Ένα στοιχείο e στο  µπορεί να κυριαρχείται από πολλά άλλα στοιχεία του  που 
εµφανίζονται αργότερα από το e. Είναι φανερό ότι ο αριθµός των σχέσεων κυριαρχίας 
ανάµεσα στα στοιχεία του  µπορεί να είναι A . Κάποιος θα µπορούσε να σκεφτεί σαν 
παράδειγµα έναν πλήρως διασυνδεδεµένο γράφο. Εποµένως, η αποθήκευση όλων των 
σχέσεων κυριαρχίας δεν είναι µόνο ακριβή σε αποθηκευτικό χώρο αλλά και ακριβή στην 
διατήρηση της. Το παρακάτω παράδειγµα αποδεικνύει ότι δεν χρειάζεται να κρατάµε όλες τις 
σχέσεις κυριαρχίας. 
Παράδειγµα 3.1:  υποθέτουµε ότι έχουµε 3 στοιχεία δεδοµένων α, b και c που φτάνουν µε 
αλφαβητική σειρά, και το c κυριαρχείται και από το a αλλά και από το b. 
Είναι φανερό σ’ αυτό το παράδειγµα αν η σχέση κυριαρχίας b→c αποδεσµευτεί λόγω 
της λήξης του b, τότε η σχέση κυριαρχίας α→c έχει ήδη αποδεσµευτεί, εφόσον το α έχει 
λήξει νωρίτερα από το b. Εποµένως, χρειάζεται µόνο να κρατήσουµε την σχέση b→c.   
Στο  , η σχέση κυριαρχίας e’→e είναι σηµαντική αν και µόνο αν το e’ είναι το 
νεότερο στοιχείο ( αλλά µεγαλύτερο από το e ) στο , το οποίο κυριαρχεί έναντι του e. 
Έτσι, το κ(e’) µεγιστοποιείται ανάµεσα στα στοιχεία που κυριαρχούν έναντι του e. Ισχύει ότι 
κ(e’) < κ(e) από την στιγµή που το  δεν περιέχει κανένα περιττό στοιχείο στο ?. Στο 
παράδειγµα 3.1, η σχέση b→c είναι σηµαντική. Ο γράφος για το  είναι ένας γράφος 
κυριαρχίας εάν το σύνολο των ακµών από τις κρίσιµες κυριαρχικές σχέσεις; Σηµειώνεται ως 
OPQ . Χρησιµοποιούµε D′ RSD για να υποδηλώσουµε ότι « το e’ κυριαρχεί σηµαντικά του e».  
Πρέπει να σηµειώσουµε ότι ο γράφος κυριαρχίας είναι δάσος καθώς κάθε στοιχείο 
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Παράδειγµα 3.2: υποθέτουµε ότι µια ροή δεδοµένων αποτελείται από τα στοιχεία α, b, c, e, f, g, 
και h που εµφανίζονται µε αλφαβητική σειρά όπως φαίνεται στην εικόνα 3.5(a). Η εικόνα 




Το παρακάτω θεώρηµα είναι θεµελιώδες για την κωδικοποίηση του γράφου 
κυριαρχίας για την εκτέλεση µιας αναζήτησης n-of-N. Μπορεί εύκολα να αποδειχθεί 
σύµφωνα µε τον ορισµό του γράφου κυριαρχίας.  
Θεώρηµα 3.3: για ένα δεδοµένο n ( n≤N ), ένα στοιχείο e K ?> είναι σηµείο κορυφογραµµής 
της n-of-N αναζήτησης αν και µόνο αν είτε  
• e είναι ρίζα του υπάρχοντος γράφου κυριαρχίας OPQ , είε 
• υπάρχει µια ακµή D′ RSD στο OPQ τέτοια ώστε το e’ φτάνει νωρίτερα από το n-οστό 
πιο πρόσφατο στοιχείο των Ν πιο πρόσφατων στοιχείων; Οπότε, κ(e’) < Μ – n + 1 ≤ 
κ(e), όπου Μ είναι ο αριθµός των στοιχείων που έχουµε δει µέχρις στιγµής.  
Το σχήµα κωδικοποίησης στο OPQ  είναι αρκετά σαφές: το OPQ  αποτελείται από τις ακµές 
του. Οπότε: 
1. κάθε ακµή e’→e στο OPQ  αντιπροσωπεύεται από το διάστηµα (κ(e’),κ(e)], 
2. κάθε ρίζα του OPQ  αντιπροσωπεύεται από το διάστηµα (0, κ(e)].  
Σύµφωνα µε το θεώρηµα 3.3 ένα στοιχείο του OPQ  είναι στην απάντηση της n-of-N 
αναζήτησης ( n ≤ N ) εάν και µόνο αν κ(e) είναι το δεξί άκρο του διαστήµατος (α, κ(e)] που 
περιέχει Μ-n+1. Βασισµένοι στο παραπάνω σχήµα κωδικοποίησης, το πρόβληµα του 
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υπολογισµού µιας n-of-N αναζήτησης µετατρέπεται στο πρόβληµα της stabbing αναζήτησης 
µε stabbing σηµείο το M-n+1 που αναπτύχθηκε στην υποενότητα 3.1.3. 
Έστω TPQ υποδηλώνει το ενδιάµεσο δένδρο των διαστηµάτων που καθορίζονται από 
το σχήµα κωδικοποίησης του OPQ . Μπορούµε να πραγµατοποιήσουµε µια n-of-N αναζήτηση 
ως εξής: 
Χωρίζω τα διαστήµατα στο TPQκατά Μ-n+1,και επιστρέφω τα στοιχεία δεδοµένων e 
τέτοια ώστε κ(e) είναι το δεξί άκρο του διαστήµατος που χωρίσαµε.  
Παράδειγµα 3.3: σχετικά µε το παράδειγµα της εικόνας 3.5, α, b, c, e, f, g, και h φτάνουν την 
στιγµή 1, 2, 3, 4, 5, 6, και 7, αντίστοιχα. Ο γράφος κυριαρχίας µπορεί να κωδικοποιηθεί από τα 
ακόλουθα διαστήµατα: (0,3], (0,4], (3,7], (4,5] και (4,6]. Όταν το n = 6, M-n+1 = 2 καθώς 
Μ=7. Είναι φανερό ότι, τα διαστήµατα (0,3] και (0,4] είναι τα αποτελέσµατα της stabbing 
αναζήτησης. Κατά συνέπεια, τα c και e είναι σηµεία κορυφογραµµής για τα 6 πιο πρόσφατα 
στοιχεία ανάµεσα στα 7 στοιχεία που έχουν εµφανιστεί. 
Εφόσον το OPQ  είναι δάσος, προκύπτει άµεσα ο αριθµός των διαστηµάτων στο TPQ 
είναι ACC. Συνεπώς, ο αλγόριθµος της αναζήτησης τρέχει σε  
 U όπου  = 
CC. Οπότε, ο χρόνος της εκτέλεσης της αναζήτησης είναι AVI  1L 
 U, 
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3.4.3 ∆ιατήρηση του MN και το σχήµα κωδικοποίησης 
Μετά την άφιξη ενός νέου στοιχείου D>FW στην ροή δεδοµένων, το D>FW προστίθεται 
στο  και το παλαιότερο στοιχείο DXY στο  πρέπει να αποµακρυνθεί αν έχει λήξει. 
Εποµένως, το  µπορεί να χρειαστεί να ενηµερωθεί, όπως και το εσωτερικό δένδρο ZPQ. Ο 
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Οι γραµµές 3-7 του παραπάνω αλγόριθµου περιγράφουν τις ενηµερώσεις εάν το DXY 
έχει λήξει. Αν και το παλαιότερο στοιχείο ? πάντα λήγει όταν έχουµε την εµφάνιση ενός 
νέου στοιχείου, το παλαιότερο στοιχείο DXY στο  δεν λήγει πάντα. Για παράδειγµα, 
σύµφωνα µε το παράδειγµα της εικόνας 3.5 το παλαιότερο στοιχείο c στο  ( Ν = 6 ) δεν 
πρέπει να λήξει εάν έχουµε την άφιξη ενός νέου στοιχείου. Να σηµειώσουµε ότι το DXY είναι 
πάντα ρίζα του OPQ .  
Οι γραµµές 9-15 περιγράφουν τις ενηµερώσεις του  και των ενδιάµεσων µέσων µε 
την είσοδο του D>FW. Η ενηµέρωση του ενδιάµεσου δένδρου µπορεί να πραγµατοποιηθεί σε 
 χρόνο ανά ενηµέρωση. Το σηµαντικό θέµα είναι ο υπολογισµός του [F\]^ και να 
καθορίσουµε την σχέση κυριαρχίας για το D>FW εάν υπάρχει.  
Είναι γνωστό ότι οι περισσότερες in-memory δοµές δεδοµένων για σηµεία είναι 
δύσκολο να ισοσκελιστούν όταν έχουµε ενηµέρωση των δεδοµένων τους. Παρακάτω θα 
χρησιµοποιηθεί το in-memory δένδρο για να οργανώσουµε το  ώστε να υποστηρίξει τα 
δυο είδη των υπολογισµών που κάνουµε. Η µορφή των δοµών δεδοµένων που υιοθετούµε 
φαίνεται στην εικόνα 3.6. 
 
Εικόνα 3.6 
Το συνόλου {κ(e)} για τα στοιχεία στο  αποθηκεύονται κατά αύξουσα σειρά. 
Χρησιµοποιείται 1-1 αντιστοίχιση για να συνδέσουµε τα στοιχεία που αποθηκεύονται στο R-
tree και στο σύνολο. Οι συνδέσεις ανάµεσα στο σύνολο και το δεξί άκρο των διαστηµάτων 
επίσης διατηρούνται. Το σύνολο και αυτές οι συνδέσεις διατηρούνται συνέχεια για να 
υπολογίσουν την σχέση ανάµεσα στο άκρο ενός διαστήµατος και το αντίστοιχο στοιχείο, 
όπως και για να καθορίσουν εάν το DXY έχει λήξει. 
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Θα χρησιµοποιήσουµε την αναζήτηση κατά βάθος-πρώτα στο R-δένδρο του 
παραπάνω αλγόριθµου. Ένας κόµβος στο R-δένδρο επεκτείνεται περισσότερο εάν το D>FW 
πέσει στην «υποψήφια περιοχή» του bounding box. Για παράδειγµα, σε έναν δισδιάστατο 
χώρο, η σκιαγραφηµένη περιοχή της εικόνας 3.7(a) είναι η υποψήφια περιοχή του bounding 
box. Εάν το D>FW  πέσει στην σκιαγραφηµένη περιοχή, τότε ο κόµβος που αντιστοιχεί στο 
bounding box θα εξεταστεί περισσότερο. ∆ιαφορετικά, το υποδένδρο που βρίσκεται στο 
bounding box θα απορριφθεί κατά την έρευνα µας. Επιπρόσθετα, όλο το υποδένδρο µπορεί 
αν απορριφθεί εάν το D>FW πέσει στην αριστερή γωνία όπως σηµειώνεται στην εικόνα 3.7. Σ’ 
αυτή την περίπτωση όλα τα στοιχεία του υποδένδρου πρέπει να συµπεριληφθούν στο [F\]^.  
Ίδιες περιπτώσεις συναντάµε και χώρο d-διαστάσεων.  
 
Εικόνα 3.7 
Στην αναζήτηση κατά «βάθος – πρώτα», αµέσως αφαιρούµε ένα νέο στοιχείο του  
[F\]^ από το R-δένδρο αλλά δεν επιχειρούµε αµέσως να εξισορροπήσουµε το R-δένδρο για 
κάθε διαγραφή. Το R-δένδρο εξισορροπείται µετά την διαγραφή κάθε στοιχείου του [F\]^. 
Για αποδοτική εξισορρόπηση του R-δένδρου µετά την διαγραφή του [F\]^, υιοθετούµε ένα 
B+-δένδρο. Επιπλέον, για να κάνουµε πιο αποδοτική την αναζήτηση κατά «βάθος - πρώτα», 
τροποποιούµε το Bounding box ενός κόµβου όταν η αναζήτηση επιστρέφει πίσω σ’ αυτόν τον 
κόµβο. Για παράδειγµα, σύµφωνα µε το παράδειγµα της εικόνας 3.5 τροποποιούµε το 
bounding box B1 σε B4 µετά την διαγραφή των υποδένδρων που βρίσκονται στα B5 και B6, 
και επιστρέφουµε στο Β1. Αυτό µας αποτρέπει από το να ερευνήσουµε χωρίς λόγο τα 
υπόλοιπα παιδιά του B1. 
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Θα χρησιµοποιήσουµε την «καλύτερη πρώτη αναζήτηση» στο R-δένδρο του 
αλγορίθµου 3.1 για να καθορίσουµε την σχέση κυριαρχίας στο  D>FW. Για κάθε κόµβο u στο 
R-δένδρο, θα διατηρήσουµε την µέγιστη τιµή _  ανάµεσα σε όλα τα στοιχεία του 
υποδένδρου που έχουν ρίζα το u. Για να επιτύχουµε την αποδοτικότερη αναζήτηση , 
διατηρούµε το max-heap του _ ανάµεσα στους κόµβους που είναι υποψήφιοι ώστε να 
επεκταθούν, και ο heap top node επιλέγεται για να επεκταθεί. Τα κριτήρια επέκτασης του 
κόµβου είναι τα ίδια µε αυτά που αναφέραµε και στην κυριαρχία. Όπως φαίνεται και στην 
εικόνα 3.7(β), επεκτείνουµε το u αν και µόνο αν το D>FW βρίσκεται στην σκιαγραφηµένη 
περιοχή του bounding box; Εάν το D>FW βρίσκεται στην r-corner τότε ο αλγόριθµος 
τερµατίζει και δίνει ως έξοδο το στοιχείο e’ µε k(e’) =  _ στο υποδένδρο µε ρίζα το u. 
Τερµατίζουµε τον αλγόριθµο αν ο σωρός είναι άδειος ή αν ο κόµβος που εξερευνάτε είναι 
ένα στοιχείο e’ που κυριαρχεί του D>FW. Συνεπώς, το (k(e’), k(D>FW)] προστίθεται στο ZPQ 
εάν το e’ υπάρχει. ∆ιαφορετικά (0, k(D>FW)] προστίθεται.   
Χρησιµοποιείται η κλασσική τεχνική εισαγωγής σε R-δένδρα για να εισάγουµε το 
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3.5 Εκτέλεση µιας (n1,n2)-of-N αναζήτησης 
 Σ’ αυτή την ενότητα, θα µελετήσουµε το πρόβληµα της εκτέλεσης µιας (n1,n2)-of-N 
αναζήτησης. Είναι ο υπολογισµός της κορυφογραµµής των στοιχείων που φτάνουν ανάµεσα 
στα -οστά πιο πρόσφατα στοιχεία και στα -οστά πιο πρόσφατα στοιχεία σε µια ροή 
δεδοµένων, όπου  :  : 1 Σε αντίθεση µε την n-of-N αναζήτηση, όλα τα στοιχεία του 
? πρέπει να κρατούνται για την εκτέλεση όλων των (n1,n2)-of-N αναζητήσεων. Ο λόγος 
είναι σαφής: το n1 θα µπορούσε να ισούται µε το n2. Ωστόσο, όµοια µε την εκτέλεση της n-
of-N αναζήτησης, οι δοµές δεδοµένων που πρέπει να διατηρηθούν είναι ένα R-δένδρο για το 
 και δυο ενδιάµεσα δένδρα. Παρακάτω, θα καθορίζουµε τις ιδιότητες που πρέπει να 
διέπουν ένα στοιχείο για να µπορεί να χαρακτηριστεί ως σηµείο κορυφογραµµής για µια 
(n1,n2)-of-N αναζήτηση. 
 Ένα στοιχείο e από τα Ν πιο πρόσφατα στοιχεία του ? µπορεί να κυριαρχείται από 
πολλά άλλα στοιχεία του ?. Χρησιµοποιούµε το F για να σηµειώνουµε το νεότερο στοιχείο 
e’ που κυριαρχεί του e και έχει φτάσει πριν από το e; αυτό είναι,  
  HF 	 `abIHDcJ Dcdeef9g53dDhHDc i HDL 
 Οµοίως, χρησιµοποιούµε το )F για να σηµειώνουµε το παλαιότερο στοιχείο e’ που 
κυριαρχεί του e και φτάνει µετά το e; Αυτό είναι, 
  H)F 	 `jkIHDcJ Dcdeef9g53dDhHDc l HDL 
 Σε περίπτωση που το Fm] δεν υπάρχει, ένα dummy στοιχείο DDn 
χρησιµοποιείται για να αναπαραστήσει το  Fm] µε HD 	 #HDn 	 o  Να 
σηµειώσουµε ότι F S D έχει καθοριστεί ως η κρίσιµη σχέση κυριαρχίας . Θα ονοµάζουµε 
)F S D «οπισθοδροµική κρίσιµη σχέση κυριαρχίας», F κρίσιµο πρόγονο του e, και το )F 
οπισθοδροµικό πρόγονο του e. Αµέσως µπορεί να γίνει αντιληπτό ότι ένα στοιχείο e µπορεί 
να είναι σηµείο κορυφογραµµής µιας (n1,n2)-of-N αναζήτησης αν και µόνο αν ο κρίσιµος 
πρόγονος φτάσει νωρίτερα από το n2-οστό πιο πρόσφατο στοιχείο και ο οπισθοδροµικός 
πρόγονος να φτάσει αργότερα από το n1-οστό πιο πρόσφατο στοιχείο. Το παραπάνω µπορεί 
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Θεώρηµα 3.4: Ένα στοιχείο e του ? είναι στοιχείο κορυφογραµµής για µια (n1,n2)-of-N 
αναζήτηση αν και µόνο αν  
  H i G 0 + 
 / : HD : G 0 / 
 / i H)F,  
όπου M είναι ο αριθµός των στοιχείων που έχουν εµφανιστεί µέχρι στιγµής. 
 Ένα γράφηµα, µε κορυφή το σύνολο ? p ID DnL και σύνολο ακµών που 
αποτελείται από κρίσιµες και οπισθοδροµικές κρίσιµες σχέσεις, καλείται CBC γράφηµα 
κυριαρχίας του ?. Και σηµειώνεται ωςqOrQΕίναι φανερό ότι ο αριθµός των ακµών είναι 
C?C από την στιγµή που κάθε στοιχείο έχει µόνο δυο εισερχόµενα τόξα. 
 Λαµβάνοντας υπόψη την ροή δεδοµένων της εικόνας 3.2, στην εικόνα 3.9 
απεικονίζεται το γράφηµα κυριαρχίας ένα N = 7 αφού έχουµε παραλείψει τις dummy 
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3.5.1 Κωδικοποίηση, Εκτέλεση Αναζήτησης, & ∆ιατήρηση 
 Το θεώρηµα 3.4 είναι θεµελιώδες για τους αλγορίθµους εκτέλεσης µιας (n1,n2)-of-N 
αναζήτησης. Το qOrQ µπορεί να απεικονιστεί από τις ακτές που κωδικοποιούνται σε 
ενδιάµεσα δέντρα.  
 Ένας γράφος qOrQ  κωδικοποιείται ως εξής: για κάθε στοιχείο e του ?, 
χρησιµοποιούµε HsF HDt H)F  για να απεικονίσει τα δυο εισερχόµενα τόξα  F S D 
και )F S D. Στην συνέχεια, κατασκευάζουµε το ενδιάµεσο δένδρο στα διαστήµατα 
IHsF HDt u D K ?L.  Για να εκτελέσουµε µια (n1,n2)-of-N αναζήτηση, εφαρµόζουµε  
τον αλγόριθµο τεµαχισµού χρησιµοποιώντας M - n2 + 1 για την διαίρεση των διαστηµάτων 
ενώ ελέγχουµε την συνθήκη HD : G 0 / 0




 Να σηµειώσουµε ότι στην γραµµή 2 του παραπάνω αλγόριθµου «element e in 
stabbing result» σηµαίνει ότι το διάστηµα HsF HDt έχει διαιρεθεί. Ο αλγόριθµος τρέχει 
σε A1 
  όπου l είναι ο αριθµός των διαστηµάτων που έχουν διαιρεθεί. Θεωρούµε ότι 
µια n-of-N αναζήτηση είναι ειδική περίπτωση µιας (n1,n2)-of-N αναζήτησης. Για να 
πετύχουµε την ίδια χρονική πολυπλοκότητα της εκτέλεσης µιας n-of-N αναζήτησης, 
διαιρούµε το ενδιάµεσο δένδρο του qOr σε δυο ενδιάµεσα δένδρα. Η διαδικασία 
περιγράφεται στην συνέχεια. 
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ZPQ|J vw5x252953v9ygze3445w53f9gw9{4w53f9g3w53? 0 . 
Μπορούµε εύκολα να αποδείξουµε ότι το  ZP αποτελείται από τα διαστήµατα που 
κωδικοποιήθηκαν από τον γράφο κυριαρχίας. Οι δοµές δεδοµένων που χρησιµοποιούνται 
φαίνονται στην εικόνα 3.10. 
 
εικόνα 3.10 
 Είναι φανερό ότι οι οπισθοδροµικές κρίσιµες σχέσεις κυριαρχίας και οι κρίσιµες 
σχέσεις κυριαρχίας µπορούν να καθοριστούν αναδροµικά. Όταν ένα νέο στοιχείο e φτάνει, 
εάν ένα στοιχείο e’ του  κυριαρχείται από το e, τότε το e είναι ο οπισθοδροµικός κρίσιµος 
πρόγονος του e’. Εάν ένα στοιχείο e’’ του  κυριαρχεί του e, τότε το e’’είναι ο κρίσιµος 
πρόγονος του e. Συνεπώς, ο αλγόριθµος διατήρησης του qOr µέσω του  ZP και του  ZPQ| 
είναι όµοιος µε τον αλγόριθµο 3.1. Παρακάτω στον αλγόριθµο 3.3 παρουσιάζεται ο 
αλγόριθµος διατήρησης περιγράφοντας τις οµοιότητες και τις διαφορές του αλγόριθµου 3.1. 
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• Constrained Skyline Computing over Data Streams 
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4.2 Συνεχόµενες n-of-N αναζητήσεις…………………………………………….. 
4.3 Συνεχόµενες (n1,n2)-of-N αναζητήσεις………………………………………. 
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4.1 Εισαγωγή  
 
Στο κεφάλαιο αυτό,  θα απαντήσουµε ικανοποιητικά και αποδοτικά στις αναζητήσεις 
κορυφογραµµής που αφορούν τα N πιο πρόσφατα στοιχεία σε µια ροή δεδοµένων και στις 
τεχνικές που έχουν αναπτυχθεί για αυτό το σκοπό. Σκοπός είναι να παρακολουθήσουµε 
συνεχόµενα τα αποτελέσµατα για αναζητήσεις µεγάλης διάρκειας. Οι τεχνικές που έχουν 
αναπτυχθεί για ad-hoc δίκτυα κρίνονται µη-αποδοτικές ή άχρηστες, καθώς δεν λαµβάνουν 
υπόψη τα συγκεκριµένα χαρακτηριστικά των συνεχόµενων αναζητήσεων κορυφογραµµής.  
Στην συνέχεια, θα παρουσιάσουµε µια αποδοτική παρακολούθηση µιας n-of-N 
αναζήτησης κορυφογραµµής σε µια ροή δεδοµένων.  
Η οργάνωση του κεφαλαίου είναι η εξής: στην ενότητα 4.2 θα παρουσιάσουµε την 
τεχνική για τις συνεχόµενες n-of-N αναζητήσεις κορυφογραµµής. Στην ενότητα 4.3 
παρουσιάζουµε έναν αλγόριθµο για συνεχόµενες (n1,n2)-of-N αναζητήσεις.  
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4.2 συνεχόµενες n-of-N αναζητήσεις  
Οι συνεχόµενες αναζητήσεις τίθενται µια φορά και τρέχουν συνεχόµενα για να 
παράγουν αποτελέσµατα µε τις ενηµερώσεις των υπογραµµισµένων συνόλων δεδοµένων. Με 
την άφιξη ενός στοιχείου, το αποτέλεσµα ; µιας n-of-N αναζήτησης πρέπει να αλλάζουν. 
Ένας απλός τρόπος είναι να τρέξουµε ξανά τον αλγόριθµο αναζήτησης της ενότητας 3.4 για 
την άφιξη ενός νέου στοιχείου. Αυτό απαιτεί 1 
 U για κάθε νέο στοιχείο. Η 
ορθότητα του αλγόριθµου που θα παρουσιάσουµε παρακάτω βασίζεται στην παρακάτω 
πρόταση. 
Πρόταση 4.1: Μόλις ένα νέο στοιχείο D>FW φτάνει, το προσωρινό αποτέλεσµα ; µιας n-of-N 
αναζήτησης µπορεί να υποστεί τις παρακάτω αλλαγές: 
• ∆ιαγραφή: ένα στοιχείο e  K ; αποµακρύνεται εάν το D>FW κυριαρχεί το e ή το e έχει 
λήξει. 
• Εισαγωγή: ένα στοιχείο e K ; προστίθεται στο ; εάν στο ενηµερωµένο OPQ  µετά 
την εφαρµογή του αλγόριθµου 3.1  για την εισαγωγή του D>FW, είτε: 
o e είναι το  D>FW και }D~ τέτοιο ώστε Dc  G 0  
 / D~ RS D>FW, είτε 
o e κυριαρχείται από το e’’ στο;  που µόλις έληξε και το e’’ δεν κυριαρχείται 
από τοD>FW. 
Στον αλγόριθµο που θα δείξουµε αµέσως µετά, το M είναι ο συνολικός αριθµός των 
στοιχείων. Η κορυφή του σωρού που χρησιµοποιούµε περιέχει πάντα την µικρότερη τιµή. 
Στον ψευδοκώδικα, το DX είναι το στοιχείο του ; αντιστοιχεί στην κορυφή του σωρού του 
min-heap. Λήγει από τα n πιο πρόσφατα στοιχεία εάν HDX i G 0  
 / οπότε, κάθε 
φορά χρειάζεται να ελέγξουµε µόνο την κορυφή του σωρού στην προσωρινή λύση. Να 
σηµειώσουµε ότι το [F\]^ είναι το σύνολο των νέων πλεοναζόντων στοιχείων που 
κυριαρχούνται από το D>FW που υπολογίστηκε από τον αλγόριθµο 3.1. Υποθέτουµε ότι η 
διαγραφή του στοιχείου στο [F\]^ στον αλγόριθµο 3.1 θα ειδοποιήσει την εκτέλεση µια 
συνεχόµενης αναζήτησης q. Αυτό µπορεί να επιτευχθεί µε την ένωση ενός στοιχείου e στην 
συνεχόµενη αναζήτηση που χρησιµοποιεί το e σαν µέρος του αποτελέσµατος.  
Στον αλγόριθµο 4.1, η DsD ; αφαιρεί το e από το ; και επίσης αφαιρεί το 
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Εικόνα 4.1: Παράδειγµα 
Παράδειγµα 4.1 Θεωρώντας την ροή του παραδείγµατος όπως φαίνεται στην εικόνα 4.1, 
υποθέτουµε ότι Ν = 5 και n = 4. Τα στοιχεία εµφανίζονται σύµφωνα µε την αλφαβητική τους 
σειρά. Η ροή έχει αρχικά 5 στοιχεία {a, b, c, e, f}. Όταν ένα στοιχείο φτάνει, τα αποτελέσµατα 
της αναζήτησης ενηµερώνονται σύµφωνα µε τον αλγόριθµο 4.1. Το αποτέλεσµα αποτελείται 
από {c, e} για την n-of-N αναζήτηση και παραµένουν αµετάβλητα όταν τα Ν πιο πρόσφατα 
στοιχεία αλλάζουν από {a, b, c, e, f} σε {b, c, e, f, g}. Οι εικόνες 4.1(α) και 4.1(b) δείχνουν τον 
αντίστοιχο γράφο κυριαρχίας. Μόλις το στοιχείο h φτάσει, ο νέος ενηµερωµένος γράφος 
κυριαρχίας φαίνεται στην εικόνα 4.1(c). Από τη στιγµή που k(c) = 3 < 7-4+1, το c λήγει και 
εποµένως το h προστίθεται στην λύση. Συνεπώς, το e και το h σχηµατίζουν την απάντηση µόλις 
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4.3 συνεχόµενες (n1,n2)-of-N αναζητήσεις 
 Μια (n1,n2)-of-N αναζήτηση ταυτίζεται µε την n-of-N αναζήτηση όταν n1 = 1. Θα 
υποθέσουµε ότι n1 ≠ 1. 
 Σε αντίθεση µε την συνεχόµενη n-of-N αναζήτηση, ένα σηµείο της κορυφογραµµής 
για µια (n1,n2)-of-N αναζήτησης µπορεί να µην είναι σηµείο κορυφογραµµής σε 
προηγούµενο αποτέλεσµα, ούτε να κυριαρχείται από κάποιο σηµείο κορυφογραµµής ούτε 
από κάποιο νέο στοιχείο. Για παράδειγµα, θεωρούµε την ροή δεδοµένων της εικόνας 4.2; 
υποθέτουµε ότι Ν = 6, n1 = 2 και n2 = 4 και τα στοιχεία φτάνουν µε την σειρά a,b,….,g. Η 
κορυφογραµµή µιας τέτοιας (n1,n2)-of-N αναζήτησης αποτελείται µόνο από ένα σηµείο το c. 
Μόλις το νέο στοιχείο h φτάσει, το αποτέλεσµα γίνεται e και g όπου το g δεν κυριαρχείται 
από το c.  
 
Εικόνα 4.2 
Υποθέτουµε ότι το ;>> είναι η κορυφογραµµή του προσωρινού αποτελέσµατος της 
(n1,n2)-of-N αναζήτησης. Οπότε: 
;>> = { e : e ικανοποιεί το (3.3) }                            (4.1) 
Έστω q>> 	 ID u F i  0 + 
 / : G 0 / 
 / i HDL   (4.2) 
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Το παρακάτω θεώρηµα αποδεικνύει ότι κάθε στοιχείο του q>> τελικά θα είναι 
σηµείο της κορυφογραµµής της (n1,n2)-of-N αναζήτησης. 
Θεώρηµα 4.1 Υποθέτουµε ότι το e είναι στοιχείο του q>>. Τότε το e  θα είναι σηµείο της 
κορυφογραµµής της (n1,n2)-of-N αναζήτησης όταν k(e) – M + n1 -1 νέα στοιχεία φτάσουν 
όπου Μ είναι ο προσωρινός αριθµός των στοιχείων που βρίσκονται σε µια ροή δεδοµένων. 
Απόδειξη: υποθέτουµε ότι ο F είναι ο κρίσιµος πρόγονος του e. Έστω M’ = M + ( κ(e) – Μ 
+ n1 -1), s~F είναι κρίσιµος πρόγονος του e και )~F ο οπισθοδροµικός κρίσιµος πρόγονος του 
e µόλις τα κ(e) – M + n1 -1 νέα στοιχεία φτάσουν. Είναι φανερό ότι ~F 	sFx~F 	  D. 
Οπότε, cF : HsF i G 0 + 
 / : Gc 0 + 
 /. Να σηµειώσουµε ότι )cF l
D. Οπότε, HD 	 Gc 0 / 
 / i H)cF.  
 Στον αλγόριθµο αυτό, το q>> χρησιµοποιείται ως το υποψήφιο σύνολο που 
διατηρείται και θα ενηµερώνεται συνεχόµενα σε αντίθεση µε το ;>>. Η ορθότητα του 
αλγορίθµου βασίζεται στο παρακάτω θεώρηµα. 
Θεώρηµα 4.2 υποθέτουµε ότι το ;>> και το q>> είναι τα προσωρινό σύνολο 
αποτελεσµάτων και το υποψήφιο σύνολο αντίστοιχα σε σχέση µια ροή δεδοµένων µε M στοιχεία 
που έχουν εµφανιστεί µέχρι τώρα. Επιπρόσθετα, υποθέτουµε ότι το ;~>> και q~>> είναι το 
προσωρινό σύνολο αποτελεσµάτων και το υποψήφιο σύνολο µετά την άφιξη ενός στοιχείου. 
Οπότε, @D K  ;~>> p q~>>είτε  
• D K  ;>> p q>>, είτε 
• Dc K ;>>29HDc 	 G 0 + 
 / µε το e’ να κυριαρχεί του e, είτε 
• D είναι το νέο στοιχείο που πέφτει στο q~>>. Να σηµειώσουµε αν  n1 ≠ 1, το νέο 
στοιχείο δεν µπορεί να πέσει στο ;~>>.  
Ο αλγόριθµος για την συνεχόµενη εκτέλεση µιας (n1,n2)-of-N αναζήτησης είναι 
όµοιος µε την µέθοδο που αναπτύξαµε και στον αλγόριθµο για µια n-of-N αναζήτηση. Ο 
ψευδοκώδικας του αλγορίθµου παρουσιάζεται παρακάτω. 
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• Επεξεργασία ενός νέου στοιχείου e: το Μ αυξάνεται κατά 1. Οι ενηµερώσεις των R 
δένδρων και των ενδιάµεσων δένδρων παρουσιάστηκαν από τον αλγόριθµο 3.3, όπου 
ο κρίσιµος πρόγονος sF του e έχει ήδη παραχθεί.  Εάν F i G 0 + 
 /, τότε το e 
τοποθετείται στο q>> και το F 	 HD στο \\. Πρέπει να ενηµερώσουµε το 
Fc εάν το e’ είναι στο ;>> p q>> και το e’ τώρα κυριαρχείται οπισθοδροµικά 
από το e. 
• Επεξεργασία q>>: µόλις ένα νέο στοιχείο φτάσει, ελέγχουµε η κορυφή του σωρού 
είναι ίση µε Μ – n1 + 1 µετά την αύξηση κατά 1 του Μ. Εάν η κορυφή του σωρού 
ισούται µε Μ – n1 + 1, τότε το αντίστοιχο στοιχείο e’ προστίθεται στο ;>> και 
προσθέτουµε το F  Fc) στο \\ .  
• Επεξεργασία ;>> : να σηµειώσουµε ότι οι δυο µίνι-σωροί    διατηρούνται για 
κάθε στοιχείο D K  ;>>, αντίστοιχα. Μόλις ένα νέο στοιχείο e φτάσει και το Μ θα 
αυξηθεί κατά 1, ελέγχουµε τους δύο σωρούς. Πρώτα ελέγχουµε την κορυφή του 
σωρού . Εάν η κορυφή του σωρού  	  0 / 
 / τότε το αντίστοιχο στοιχείο 
αφαιρείται από το ;>>. Εάν η κορυφή του σωρού  	  0 +, τότε αφαιρούµε το 
αντίστοιχο στοιχείο από το ;>> αλλά και από , και προσθέτουµε τα παιδιά του 
µε βάση τις σχέσεις κυριαρχίας στο ;>>xq>>.  
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• Efficient continuous skyline computation  
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Τα οµότιµα συστήµατα ( p2p ), ως ένα δηµοφιλές µέσω αναζήτησης και 
διαµοιρασµού κατανεµηµένων πληροφοριών, έχει αποκτήσει ιδιαίτερο ενδιαφέρον στον 
τοµέα της πληροφορικής. Για την παροχή αποδοτικής ανταλλαγής πληροφοριών και µεθόδων 
αναζήτησης στους χρήστες των συστηµάτων αυτών, έρευνες έχουν επικεντρωθεί στην ακριβή 
αναζήτηση, την αναζήτηση κατά εύρος και την αναζήτηση µε βάση κάποια λέξη κλειδί. 
Οι αναζητήσεις οριζοντιογραµµης έχουν µελετηθεί στα κεντρικοποιηµένα 
συστήµατα.  Όπως αναφέραµε και στην εισαγωγή, η αναζήτηση κορυφογραµµής επιστρέφει 
ένα σύνολο σηµείων που δεν κυριαρχούνται από κανένα σηµείο σε ένα δοθέν σύνολο 
δεδοµένων.  
Ωστόσο, δεν υπάρχει αρκετή δουλειά που να αφορά στην αποδοτική εκτέλεση 
αναζήτησης κορυφογραµµής σε p2p δίκτυα. Το πρόβληµα που υπάρχει είναι στην υιοθέτηση 
ενός  κεντρικοποιηµένου αλγορίθµου και στην δηµιουργία ενός ευρετηρίου που θα 
υπολογίζει τις οριζοντιογραµµές. Από τις πρώτες προσπάθειες µελέτης για την προοδευτική 
εκτέλεση αναζητήσεων κορυφογραµµής είναι το [1] που αναφέρθηκε σε ένα p2p δίκτυο, το 
CAN [2]. Το µειονέκτηµα ήταν ότι η µελέτη αυτή  επικεντρώθηκε στις περιορισµένες 
αναζητήσεις κορυφογραµµής. 
Παρακάτω, θα παρουσιάσουµε το Skyline Space Partitioning (SSP) σε ένα γνωστό 
p2p δίκτυο που ονοµάζεται BATON για να µπορέσουµε να παρέχουµε µια επαρκή και 
αποτελεσµατική εκτέλεση µιας αναζήτησης κορυφογραµµής που αναζητά σηµεία 
κορυφογραµµής σε όλο το διάστηµα των δεδοµένων. Τα 3 παρακάτω κριτήρια είναι πολύ 
σηµαντικά για να επιτύχουµε µια αποδοτική εκτέλεση: 
1. Μικρός αριθµός εµπλεκόµενων κόµβων 
2. Μικρός αριθµός µηνυµάτων προς αναζήτηση 
3. Ισορροπία στον φόρτο αναζήτησης 
Σε αντίθεση µε τις περιορισµένες αναζητήσεις κορυφογραµµής, οι οποίες πρέπει να έχουν 
πρόσβαση σε οποιοδήποτε µέρος του διαστήµατος των δεδοµένων, η πρόσβαση σε δεδοµένα 
των µη περιορισµένων αναζητήσεων είναι πιο πιθανό τα πέσει στο τµήµα του διαστήµατος 
των δεδοµένων που περιέχουν την κορυφογραµµή.  
 Η παρακάτω αναφορά ικανοποιεί τα παραπάνω κριτήρια σε 3 επίπεδα. Αρχικά, 
οργανώνουµε τις πολυδιάστατες περιοχές δεδοµένων χρησιµοποιώντας ένα ισορροπηµένο 
BATON δένδρο. Αναθέτουµε σε κάθε περιοχή έναν αριθµό περιοχής, στον οποίο κάθε bit 
κωδικοποιεί ένα τµήµα του διαστήµατος δεδοµένων, οι λεπτοµέρειες του οποίου 
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αποθηκεύονται στο ιστορικό του τµήµατος της περιοχής. Μ’ αυτόν τον τρόπο µπορούµε να 
δροµολογήσουµε µια αναζήτηση υπολογίζοντας τον επιθυµητό αριθµό περιοχής βασισµένοι 
στα ιστορικά των τµηµάτων περιοχής. ∆εύτερον, καθορίζουµε το χώρο αναζήτησης της 
κορυφογραµµής ώστε να περιορίσουµε τον αριθµό των εµπλεκόµενων κόµβων και να 
χωρίσουµε το διάστηµα αναζήτησης σε υποδιαστήµατα σε κάθε hop για να 
παραλληλοποιήσουµε την εκτέλεση και να ελέγξουµε τον αριθµό των µηνυµάτων 
αναζήτησης. Τρίτον, ισορροπούµε τον φόρτο αναζήτησης µε την σωστή και ισορροπηµένη 
διαµέριση του διαστήµατος των δεδοµένων κατά την είσοδο ή έξοδο των κόµβων στο δίκτυο. 
 Στην αναφορά προτείνεται µια προσέγγιση που λέγεται SSP η οποία τµηµατοποιεί 
και αριθµεί τα διαστήµατα δεδοµένων ανάµεσα στους κόµβους έτσι ώστε το επιθυµητό 
υποδιάστηµα να µπορεί να υπολογιστεί µε ακρίβεια για να µπορούν να ελεγχθούν µε 
ακρίβεια οι κόµβοι που αποκτούν πρόσβαση αλλά και τα µηνύµατα αναζήτησης κατά την 
εκτέλεση µιας αναζήτησης κορυφογραµµής.    
 Η ισορροπία του φόρτου αναζήτησης ανάµεσα στους κόµβους επιτυγχάνεται µε την 
ισορροπηµένη τµηµατοποίηση του διαστήµατος των δεδοµένων και την δυναµική 
µετακίνηση του φόρτου. Ο µηχανισµός δειγµατοληψίας που χρησιµοποιείται παρακολουθεί 
την ποιότητα της κατανοµής του φόρτου αλλά και την αποδοτική εκτέλεση της 
δειγµατοληψίας µε τον συνδυασµό άµεσης και τυχαίας δειγµατοληψίας.  
  
  
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 21:21:31 EET - 137.108.70.7
Αναζήτηση κορυφογραµµής  
82 
Παπαβασιλείου Νικόλαος 
5.2 Τµηµατοποίηση χώρου  
  Θεωρούµε ότι οι τιµές των δεδοµένων σε κάθε διάσταση ανήκουν στο εύρος [0,1]. 
Όλος ο d-διαστάσεων χώρος δεδοµένων {[0,1],[0,1],…..,[0,1]} είναι κατανεµηµένος σε ένα 
p2p δίκτυο µε N κόµβους, ο καθένας από τους οποίους διατηρεί µια d-διαστάσεων περιοχή 
δεδοµένων και τα σηµεία των δεδοµένων βρίσκονται µέσα σ’ αυτήν την περιοχή. Η περιοχή 
δεδοµένων κατασκευάζεται µε ένα ή περισσότερα πολύ-ορθογώνια, καθένα από τα οποία έχει 
ένα κατώτατο όριο ( αριστερό σηµείο βάσης του ορθογωνίου ) και ένα ανώτατο όριο ( δεξί 
κορυφαίο σηµείο του ορθογωνίου ).  
 Εκτελούµε την αναζήτηση κορυφογραµµής στην SQ = ( q1,q2,…,qd ), όπου το 
 K  IGsGVL ( / : V : GsGV297659e2e59ee35g2w για 
την διάσταση d. Όλα τα παραδείγµατα που θα χρησιµοποιήσουµε βασίζονται στο δίκτυο που 
φαίνεται στην εικόνα 5.1, όπου κάθε κόµβος έχει ως αναγνωριστικό έναν αριθµό περιοχής 
και ένα id που βρίσκεται µέσα σε παρένθεση. Το SQ1 = {Min, Min} χρησιµοποιείται 
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5.3 Πληροφορίες για το BATON 
 Το ΒΑΤΟΝ ( Balanced Tree Overlay Network ) βασίζεται σε ένα δυαδικό 
ισορροπηµένο δένδρο όπου κάθε φύλλο του δένδρου αντιστοιχεί σε έναν κόµβο του p2p 
δικτύου. Η θέση του κάθε κόµβου καθορίζεται από ένα ζεύγος τιµών ( επίπεδο, αριθµός ), 
όπου το επίπεδο ξεκινάει µε το 0 από την ρίζα, και ο αριθµός ξεκινά µε το 1 από τον 
αριστερότερο κόµβο του κάθε επιπέδου. Κάθε κόµβος του δένδρου αποθηκεύει τους 
συνδέσµους µε τους γονείς του, τα παιδία του, τους παρακείµενους κόµβους  αλλά και 
επιλεγµένους κόµβους µε απόσταση που είναι ίση µε δύναµη του 2 από την αριστερή/δεξιά 
πλευρά του ίδιου επιπέδου  στον δεξί/αριστερό πίνακα δροµολόγησης. Το BATON διατηρεί 
ισορροπηµένο το δένδρο αναγκάζοντας κάθε κόµβο να έχει συµπληρώσει και τους δυο 
πίνακες δροµολόγησης ( δεξί και αριστερό ) πριν έχει έναν κόµβο-παιδί, παράµετρος που 
είναι πολύ σηµαντική για την αποτελεσµατική δροµολόγηση. Το κόστος για την είσοδο/έξοδο 
ενός κόµβου και για την αναζήτηση είναι 1  
 
5.4 Μηχανισµός αναζήτησης 
 Χρησιµοποιούµε την z-curve µέθοδο για να αποτυπώσουµε τον πολυδιάστατο χώρο 
δεδοµένων στο µονοδιάστατο BATON. Αριθµούµε µια περιοχή σύµφωνα µε την z-σειρά και 
την θέση της περιοχής στο διαιρεµένο χώρο των δεδοµένων. Ο µηχανισµός αναζήτησης 
βασίζεται στην σχέση µεταξύ των περιοχών και των συναρτήσεων αυτών των περιοχών.  
 Στην εικόνα 5.2 περιγράφεται η αποτύπωση των περιοχών δεδοµένων της εικόνας 
5.1. Κάθε κόµβος του δένδρου διατηρεί µια περιοχή δεδοµένων και οι σύνδεσµοι που 
φαίνονται αντιστοιχούν στην σειρά µε την οποία έγιναν οι επισκέψεις στις περιοχές 
δεδοµένων στην z-σειρά. Όπως φαίνεται στο δεξί µέρος της εικόνας 5.2, κρατάµε την δοµή 
του πίνακα δροµολόγησης του BATON, και προσθέτουµε τους προσκείµενους κόµβους σε 
κάθε εγγραφή του πίνακα δροµολόγησης για να διευκολύνεται ο έλεγχος της συγχώνευσης 
του χώρου δεδοµένων.  
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Κάθε κόµβος διατηρεί τις ακόλουθες πληροφορίες για την περιοχή που του ανήκει: 
1. Αριθµό περιοχής: Έναν 0-1 RNum που χαρακτηρίζει µια περιοχή και είναι 
σύµφωνος µε την z-σειρά της περιοχής, στην οποία η τιµή του bit 0 ή 1 σε µια 
συγκεκριµένη τοποθεσία του bit υποδεικνύει αν η περιοχή είναι στο κατώτατο ή 
ανώτατο τµήµα του διαιρεµένου χώρου δεδοµένων. 
2. Εύρος δεδοµένων: ζεύγη των κατώτατων ορίων LowerBound ( αριστερό σηµείο της 
βάσης ) και ανώτατων ορίων UpperBound ( δεξί κορυφαίο σηµείο ).  
3. Ιστορικό διαίρεσης: µια λίστα εγγραφών µε τις τιµές διαχωρισµού και τις 
διαστάσεις ( SplitPos,SplitDim). 
4. Επόµενη διάσταση τµηµατοποίησης: ένα bit που υποδεικνύει την επόµενη 
διάσταση της διαίρεσης. Στην εικόνα 1δίνεται ένα παράδειγµα για τις πληροφορίες 
της περιοχής του κόµβου 6.  
Να σηµειωθεί δεν αντιπροσωπεύει µόνο ένα τµήµα δεδοµένων που διατηρείται στον κόµβο, 
αλλά αναφέρεται επίσης σε ένα υπερσύνολο περιοχών στο οποίο µπορεί να καταλήξει το 
εύρος ή ο στόχος της αναζήτησης. ∆εδοµένου µια περιοχής m, θέτουµε RNum(m) ως αριθµό 
περιοχής και RNum(m).length ως τον αριθµό των bits του RNum(m). Καθορίζουµε τις 
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Ορισµός 5.1: ( Περιοχή πετυχηµένη, > ) Η περιοχή m πετυχαίνει έναντι της n, ή m > n , εάν 
και µόνο αν RNum(m)[b] = 1, RNum(n)[b] = 0 και RNum(m)[i] = RNum(n)[i] για 1≤ β ≤ 
min(RNum(m).length, RNum(n).length), 1≤ i < b.  
Με τον ίδιο τρόπο εκφράζεται και η σχέση “<”. 
  
Ορισµός 5.2: ( Κάλυψη περιοχής  ) Η περιοχή m καλύπτει την n, ή η m είναι υπερσύνολο της 
n, ή mn, εάν και µόνο αν RNum(m).length≤ RNum(n).length και RNum(m)[i] = RNum(n)[i] 
για 1≤ i ≤Rnum(m).length.  
Με τον ίδιο τρόπο εκφράζεται και η σχέση “”.  
 Για να δροµολογήσουµε µια αναζήτηση, ο κόµβος πρέπει πρώτα να διαχωρίσει την 
περιοχή του ζητούµενου στόχου υπολογίζοντας τον αριθµό περιοχής της βασιζόµενος στην 
ιστορία της διαίρεσης της περιοχής, και στην συνέχεια να περάσει την αναζήτηση σε έναν 
κόµβο η περιοχή του οποίου καλύπτεται ή βρίσκεται πιο κοντά στην διαχωρισµένη περιοχή. 
Ο αλγόριθµος 1 περιγράφει την διαδικασία υπολογισµού του αριθµού περιοχής του στόχου. 
Με την έκφραση «εκτίµηση», εννοούµε ότι µπορούµε µόνο να υπολογίσουµε τον αριθµό 
περιοχής ενός υπερσυνόλου του στόχου περιοχής. Η ακρίβεια βασίζεται στο πόσες φορές το 
ζητούµενο σηµείο p πέφτει στο ίδιο εύρος µε την τοπική περιοχή µετά τον χωρισµού της 
περιοχής δεδοµένων ( γραµµή 3-4 ). Ο υπολογισµός τερµατίζει όταν το p πέσει έξω από το 
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 Υποθέτουµε ότι ο κόµβος 3 θέλει να εντοπίσει ένα σηµείο στον κόµβο 8 όπως 
φαίνεται στην εικόνα 5.2, ο κόµβος 3 πρώτα υπολογίζει τους αριθµούς περιοχής του ως 0, 
όπως είναι στον κατώτερο τµήµα του πρώτου τµήµατος στον άξονα x. Στην συνέχεια, ο 
κόµβος 3 δροµολογεί την αναζήτηση στον κοντινότερο από τα αριστερά κόµβο του, δηλαδή 
τον κόµβο 2, η περιοχή του οποίο διαχωρίζει την περιοχή που καλύπτει η περιοχή στόχος. Η 
ίδια διαδικασία εκτελείται στον κόµβο 2 και στον κόµβο 4 ως συνέπεια της διαδικασίας µέχρι 
η αναζήτηση να φτάσει στον κόµβο 8 όπως φαίνεται στην εικόνα 3. Ο µέγιστος αριθµός των 
hops δροµολόγησης είναι περίπου ο αριθµός των bit στον ακριβή αριθµό περιοχής στου 
στόχου που αναζητούµε. Για τον οµοιόµορφα κατανεµηµένο φόρτο και σε ίσα τµήµατα 
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5.5 Query Load Balanced Partition 
 Χωρίζουµε το φόρτο του δικτύου σε ίσα τµήµατα δεδοµένων και επιλέγουµε 
καλύτερους υποψήφιους για να µοιράζονται τον φόρτο όταν συνδέονται/αποµακρύνονται.  
 Αν εκχωρώ µικρότερο χώρο στις πιο “hot” περιοχές διευκολύνεται η ισορροπία του 
φόρτου του δικτύου. Έτσι, τµηµατοποιούµε την περιοχή δεδοµένων διαιρώντας µια πολύ-
ορθογώνια περιοχή σε δυο ίσες πολύ-ορθογώνιες περιοχές µε τον ίδιο φόρτο. Στην συνέχεια, 
συνδυάζω 2 κοντινές περιοχές ( όπως τις περιοχές 2, 10 στην εικόνα 5.1 ) ή περιοχές 
παρακείµενων κόµβων στο διάστηµα των δεδοµένων. Ένα παράδειγµα τέτοιων 
τµηµατοποιήσεων παρουσιάζεται στην εικόνα 5.1. 
Σύνδεση κόµβου: αναζητούµε καλύτερη ισορροπία φόρτου αναζήτησης κατά την 
σύνδεση ενός κόµβου επιλέγοντας έναν κόµβο µε µεγαλύτερο φόρτο ανάµεσα από κάποιους 
γνωστούς υποψήφιους κόµβους του ίδιου επιπέδου από το να επιλέξουµε άµεσα τον πρώτο 
υποψήφιο κόµβου που δεν έχει αρκετά παιδιά και έχει πλήρη τον πίνακα δροµολόγησης του. 
Οι υποψήφιοι επιλέγονται από τους γείτονες των πινάκων δροµολόγησης.  
Για παράδειγµα, όταν ο κόµβος 4 δέχεται αίτηµα σύνδεσης από τον κόµβο 11 όπως 
φαίνεται από τα βέλη της εικόνας 4, βρίσκει 2 υποψήφιους γείτονες: τον κόµβο 5 και τον 
κόµβο 6. Ας υποθέσουµε ότι ο κόµβος 5 έχει µεγαλύτερο φόρτο από τον φόρτο του κόµβου 6. 
Ο κόµβος 4 πρέπει να αποφασίσει και να περάσει τον νέο κόµβο στον κόµβο 5. Η διαδικασία 
επιλογής του υποψήφιου κόµβου προσθέτει σταθερό κόστος, κατά τέτοιο τρόπο ώστε το 
κόστος διατηρείται στο O(logN).  
 
Εικόνα 5.4. Σύνδεση κόµβου 
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Αποχώρηση κόµβου: όταν ένας κόµβος αποχωρεί, αρχικά ζητά από κάποιο 
παρακείµενο κόµβο να καλύψει την περιοχή του. Εάν η κενή θέση προκλήθηκε από τον 
κόµβο που αποχώρησε δεν επισύρει αλλαγή στην ισορροπία του δένδρου και οι δύο περιοχές 
µπορούν να συνδυαστούν χωρίς να την είσοδο φόρτου, καµία επιπλέον ενέργεια δεν είναι 
απαραίτητη. ∆ιαφορετικά, η διαδικασία εύρεσης του αντικαταστάτη στρέφεται σε έναν από 
τους παρακείµενους κόµβους του χαµηλότερου επιπέδου.  
Για την αντικατάσταση, επιλέγουµε έναν κόµβο µε ελαφρύτερο φόρτο η περιοχή του 
οποίου µπορεί να συνδυαστεί καλύτερα µε την περιοχή κάποιο παρακείµενου κόµβου από 
την λίστα των γειτονικών κόµβων του ίδιου επιπέδου. Σαν παράδειγµα, όταν ο κόµβος 7 
αποχωρεί όπως φαίνεται στην εικόνα 5, πρέπει να βρει αντικαταστάτη από το επίπεδο του 
κόµβου 10. Ανάµεσα στον κόµβο 10 και τους δυο γειτονικούς κόµβους 9 και 8, εάν ο κόµβος 
9 έχει ελαφρύτερο φόρτο, θα είναι ο καλύτερος υποψήφιος για να αντικαταστήσει τον κόµβο, 
εκτός αυτού η περιοχή του µπορεί να συγχωνευτεί µε την περιοχή του παρακείµενου κόµβου 
4. Το κόστος αναζήτησης αντικατάστασης είναι O(logN) µε σταθερό επιπλέον κόστος για την 
επιλογή του υποψήφιου.    
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5.6 Εκτέλεση αναζήτησης κορυφογραµµής: 
 Η αποδοτική αναζήτηση κορυφογραµµής στα p2p δίκτυα απαιτεί γρήγορη απάντηση 
και µικρό αριθµό εµπλεκόµενων κόµβων και µηνυµάτων αναζήτησης. Είναι φανερό ότι απλές 
προσεγγίσεις είτε µε επακόλουθες αναζητήσεις στις περιοχές δεδοµένων είτε µε αναζήτηση 
πληµµύρας µέσω συνδεδεµένων κόµβων είναι ικανοποιητικές. Αποτελεσµατικές στρατηγικές 
απαιτούνται για την αντιµετώπιση 3 σηµαντικών προβληµάτων: 
1. Παράλληλη αναζήτηση. 
2. Αποµάκρυνση άσχετων κόµβων. 
3. Μείωση των ίδιων αναζητήσεων. 
Χρησιµοποιούµε το SSP ( Skyline Search Partitioning ). ∆ιαχωρίζει το διάστηµα της 
αναζήτησης κορυφογραµµής για να λύσει το δεύτερο πρόβληµα, και στην συνέχεια 
τµηµατοποιεί το χώρο αναζήτησης για να λύση το πρώτο και το τρίτο πρόβληµα.  
 
Εικόνα 5.6. ∆ιάστηµα αναζήτησης κορυφογραµµής 
5.6.1 ορισµός του χώρου αναζήτησης κορυφογραµµής:  
Ξεκινάµε την αναζήτηση από τον κόµβο τα τοπικά αποτελέσµατα του οποίου είναι 
εγγυηµένα στην τελική κορυφογραµµή. Σηµειώνουµε αυτόν τον κόµβο ως SQ-Starter. Ο 
κόµβος αυτός µπορεί να εντοπιστεί µε την αναζήτηση του σηµείου που κυριαρχεί όλων των 
υπολοίπων σηµείων στο διάστηµα των δεδοµένων, όπως το σηµείο (0,0) του κόµβου 8 της 
εικόνας 5.1. 
Στην συνέχεια, σχηµατίζουµε τον χώρο αναζήτησης της κορυφογραµµής. Πρακτικά, 
υπολογίζουµε τα τοπικά αποτελέσµατα της κορυφογραµµής στον SQ-Starter και επιλέγουµε 
το πιο κυρίαρχο σηµείο που έχει την µεγαλύτερη περιοχή κυριαρχίας. Θέτουµε αυτό το 
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σηµείο να είναι το -s ss. Για να αποφύγουµε την απώλεια εύρους ζώνης του 
δικτύου, χρησιµοποιούµε µόνο το - για να αποµακρύνουµε τους άσχετους κόµβους και να 
καθαρίσω ουσιαστικά το χώρο αναζήτησης . Έτσι καθορίζουµε το διάστηµα αναζήτησης της 
κορυφογραµµής ως εξής. 
Ορισµός 5.6.1 Ό χώρος αναζήτησης της κορυφογραµµής είναι ένα σύνολο που 
αποτελείται από όλα τα σηµεία που δεν κυριαρχούνται από το -. Είναι η ένωση d πολύ-
ορθογωνίων εύρων αναζήτησης (SR), κάθε όριο του οποίου περιορίζεται µόνο από µια 
συντεταγµένη του - στον έναν άξονα, όπως {[0,1], …, [0, ),…,[0,1]}. 
Για το παράδειγµα αναζήτησης SQ1, το σκιαγραφηµένο µέρος της εικόνας 5.6 
δείχνει τον χώρο αναζήτησης κορυφογραµµής, που αποτελείται από τα SR = { 
[0,s "#/tLκαι SR = {[0,1], [0,s)}. 
Ορισµός 5.6.2 Ένας κόµβος κυριαρχείται και πρέπει να αποµακρυνθεί, εάν και µόνο 
αν το µοναδικό ιδανικό σηµείο µε την καλύτερη τιµή σε κάθε διάσταση, το οποίο σηµειώνεται 
ως -mF, κυριαρχείται από το -.  
Τώρα θα αποδείξουµε πως µπορούµε να βρούµε τις σωστές απαντήσεις µε την 
επίσκεψη µας µόνο στους µη-κυρίαρχους κόµβους που βρίσκονται µέσα στον χώρο 
αναζήτησης κορυφογραµµής.  
Λήµµα 5.6.1 Όλοι οι κόµβοι που βρίσκονται έξω από χώρο αναζήτησης 
κορυφογραµµής είναι κόµβοι που κυριαρχούνται.  
Απόδειξη: Από την στιγµή που το διάστηµα δεδοµένων έξω από τον χώρο 
αναζήτησης της κορυφογραµµής όπως το I /t  /t E     /tL έχει τις χειρότερες 
τιµές σε όλες τις διαστάσεις σε σχέση µε το - και το -mF οποιουδήποτε κόµβου του 
διαστήµατος πρέπει να κυριαρχείται από το -. Εποµένως, κάθε κόµβος σ’ αυτό το 
διάστηµα κυριαρχείται από το -.  
Λήµµα 5.6.2 Κάθε κόµβος που κυριαρχείται δεν µπορεί περιέχει σηµεία 
κορυφογραµµής. 
Απόδειξη: ∆οθέντος ενός κόµβου που κυριαρχείται, κάθε σηµείο δεδοµένων πρέπει 
να έχει τουλάχιστον µια κατώτερη τιµή σε σύγκριση µε το  -mF.  Από την στιγµή που το 
-mF κυριαρχείται από το -, κάθε σηµείο δεδοµένων του κόµβου κυριαρχείται από το 
-, και δεν µπορεί να είναι σηµείο κορυφογραµµής.  
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Λήµµα 5.6.3 Οποιοδήποτε τελικό σηµείο της κορυφογραµµής δεν µπορεί να 
κυριαρχείται από κανένα σηµείο των κόµβων που κυριαρχούνται.  
Απόδειξη: Έστω SQ1  = { Min, Min }. Υποθέτουµε ένα σηµείο κορυφογραµµής 
-U U κυριαρχείται από ένα σηµείο -  ενός συγκεκριµένου κόµβου που 
κυριαρχείται, οπότε έχουµε U   U  . Σύµφωνα µε τον ορισµό 5.6.2, το - 
κυριαρχείται από το -,   s   s, οπότε έχουµε U  s U  s, που σηµαίνει ότι 
το - κυριαρχείται από το - και δεν µπορεί να εµφανίζεται σαν σηµείο της τελικής 
κορυφογραµµής. Αυτό έρχεται σε αντίθεση µε την υπόθεση, εποµένως το -δεν µπορεί να 
κυριαρχείται από το -.  
Θεώρηµα 5.6.1 Οι κόµβοι που δεν κυριαρχούνται στον χώρο δεδοµένων της 
αναζήτησης κορυφογραµµής επιστρέφουν το ολοκληρωµένο σύνολο της κορυφογραµµής και 
µόνο το σύνολο αυτό. 
 
5.6.2 Βελτιστοποίηση χώρου αναζήτησης δεδοµένων 
∆οθέντος ενός χώρου αναζήτησης κορυφογραµµής που κατασκευάστηκε από πολύ-
ορθογώνιες περιοχές αναζήτησης (SR), τον διαιρούµε σε ξεχωριστά υποδιαστήµατα (subSR) 
αναζήτησης για παράλληλη αναζήτηση προώθησης µονοπατιού. Κόµβοι που βρίσκονται 
µέσα σε κάθε subSR προωθούν την αναζήτηση στους κόµβους οι περιοχές των οποίων 
καλύπτονται ή βρίσκονται κοντά στις άλυτες τµήµα του subSR. Εποµένως, ένας κόµβος 
επισκέπτεται ξανά σπάνια εκτός αν χρειαστεί για την δροµολόγηση ενός subSR που δεν 
µπορεί άµεσα να φτάσει έναν καλυµµένο κόµβο.  
Όσο για τον υπολογισµό του αριθµού περιοχής του στόχου αναζήτησης, 
τµηµατοποιούµε ένα SR σε subSRs βασιζόµενοι στα εύρη που βρίσκονται αποθηκευµένα 
στην τοπική ιστορία του τµήµατος. Με την ανάθεση ενός αριθµού περιοχής σε κάθε subSR, 
µπορούµε να συγκρίνουµε την θέση του µε τις περιοχές των συνδεδεµένων κόµβων για να 
αποφασίσουµε για την προώθηση της αναζήτησης.  
  Ο αλγόριθµος 2 δείχνει την διαδικασία τµηµατοποίησης του χώρου αναζήτησης και 
υπολογισµού του αριθµού περιοχής για τα τµηµατοποιηµένα υποδιαστήµατα. Όµοια µε τον 
αλγόριθµο 1, σκανάρουµε την ιστορία της διαίρεσης µε την σειρά ( γραµµή 1 ), υπολογίζουµε 
το επόµενο άγνωστο bit της περιοχής δεδοµένων για το SR ( γραµµή 3 ), και χωρίζω το SR σε 
2 subSRs ( γραµµή 4-8 ). Ο υπολογισµός σταµατά µόλις ο κόµβος δεν µπορεί να χωρίσει 
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περισσότερο το SR. Αυτό συµβαίνει όταν το ενηµερωµένο SR είναι εκτός του εύρους της 
ιστορίας του συγκεκριµένου κόµβου ( γραµµή 10-11 ). 
 
Αλγόριθµος 2 
Όσον αφορά τον χώρο αναζήτησης του SQ1, µετά την αφαίρεση του εύρους του SQ-
Starter όπως φαίνεται στην εικόνα 5.7(a), αφαιρούµε το αριστερό τµήµα SR σε ένα µοναδικό 
SR εκτιµώντας το ως 01, γιατί είναι εκτός του εύρους ιστορίας της περιοχής 8 στο δεύτερο 
χρονικό τµήµα. Το δεξί τµήµα SR χωρίζεται σε 2 τµήµατα στο πρώτο χρονικό τµήµα: το ένα 
επικαλύπτει την περιοχή 1 και στην περιοχή 5 ανατίθεται ένας αριθµός περιοχής 1, και το 
άλλο επικαλύπτει την περιοχή 4 εκτιµάται ως 001.   
Στην συνέχεια, θεωρούµε ένα SR το όριο του οποίου περιορίζεται από την 
συντεταγµένη του - στην διάσταση i. Έστω µ ο αριθµός των bits στην περιοχή δεδοµένων 
που είναι µακρύτερα από το SQ-Starter και επικαλύπτει το SR. Τότε, ο αριθµός των 
εγγραφών για την διάσταση i είναι περίπου |m/d|. Εποµένως, ο αριθµός των τµηµάτων subSR 
είναι |m/d|, και ο γνωστός αριθµός των bits στην περιοχή δεδοµένων του subSR µειώνεται 
κατά d κάθε φορά όταν ένα subSR πέφτει έξω από το εύρος της ιστορίας του SQ-Starter. Από 
την στιγµή που ο µέγιστος αριθµός των hops για να λύσεις ένα subSR είναι ο αριθµός των 
bits της περιοχής της, ο µέγιστος αριθµός των hops για να εκτελέσεις ένα SR είναι η 
αριθµητική πρόοδος του προηγούµενου,  
 + 
 
    και ασυµπτωτικά 
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  . Στην οµοιόµορφη κατανοµή του φόρτου, το εύρος αναζήτησης διαιρείται σε 
µισά, οπότε το κόστος εκτέλεσης ενός subSR πάντα µειώνεται στα µισά. Εφόσον το µέσο 
µήκος µονοπατιού για να εντοπίσουµε τη µακρύτερη περιοχή που το subSR επικαλύπτει είναι 
O(logN), ο µέσος όρος των βηµάτων για την εκτέλεση ενός SR είναι  ¡1 





 1¥, πιο συγκεκριµένα + / 0 ¦   1.  
 
5.6.3 αλγόριθµος αναζήτησης κορυφογραµµής  
Παρακάτω παρουσιάζεται ο αλγόριθµος αναζήτησης που είναι για τοπική εκτέλεση 
σε κάθε hop αφού το SQ-Starter καθορίσει το χώρο αναζήτησης της κορυφογραµµής.  
Κάθε subSR προωθείτε σε έναν κόµβο γείτονα που δεν κυριαρχείται, παιδί ή 
παρακείµενο κόµβο η περιοχή του οποίου καλύπτεται από το subSR ( γραµµή 7-11 του 
αλγόριθµου 3 ). Εάν ένας τέτοιος κόµβος δεν βρεθεί, το subSR προωθείτε στον µακρύτερο 
γείτονα στην περίπτωση που επιτύχει (προηγείται ) τον δεξιότερο ( αριστερότερο ) γείτονα 
(γραµµή 13-14), ή απλά στον παρακείµενο κόµβο ( γραµµή 16 ). Η αναζήτηση 
κορυφογραµµής σε καθένα από τα επόµενα hops ( γραµµή 21 ) εκτελείται παράλληλα. 
Για να απαντήσουµε στο SQ1,  στο πρώτο βήµα (εικόνα 5.7(a)) προωθούµε το subSR 
που έχει αριθµό 001 στον κόµβο 4 που µπορεί πλήρως να τον αναλύσει, περνάµε το subSR 
01 στον δεξί γειτονικό κόµβο 10 (γραµµή 9 ) και επίσης στέλνουµε το subSR 1 στον 
δεξιότερο κόµβο 10 για επιπλέον προώθηση (γραµµή 14 ). Στο δεύτερο βήµα που φαίνεται 
στην εικόνα 5.7(b), ο κόµβος 10 αφαιρεί το subSR 01 από τα τοπικά δεδοµένα ( γραµµή 3 ) 
και το τµήµα ( γραµµή 4 ) του subSR 0100, στην συνέχεια το προωθεί στο αριστερό 
παρακείµενο κόµβο 2 που µπορεί να τον αναλύσει πλήρως, και περνά subSR 1 στον δεξί 
παρακείµενο κόµβο 6 ( γραµµή 16 ). Η εικόνα 5.7(c) επιδεικνύει τον χώρο αναζήτησης της 
κορυφογραµµής  µετά την τοπική εκτέλεση του κόµβου 2.  Το subSR που αποµένει 
προωθείται στην συνέχεια στον γειτονικό κόµβο 5 ( γραµµή 9 ), που λύνει το τµήµα 101 και 
στέλνει το ενηµερωµένο subSR στον αριστερό του παρακείµενο κόµβο 1. Από την εικόνα 
5.7(d), βλέπουµε ότι ο κόµβος 1 είναι το τελευταίο hop για την εκτέλεση του subSR 1. Η 
εικόνα 5.7 και η εικόνα 5.8 επιδεικνύουν την διαδικασία αφαίρεση τµηµάτων από τον χώρο 
αναζήτησης και την προώθηση της αναζήτησης αντίστοιχα.        
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Θεώρηµα 5.6.2 SSP απαντά µια αναζήτηση κορυφογραµµής σε ¡/ 
 + / 0 ¦  § 1 
βήµατα στην οµοιόµορφη κατανοµή φόρτου , A¨   βήµατα στην χειρότερη περίπτωση. 
Απόδειξη: η απόδειξη αυτή είναι γρήγορη δεδοµένου των hops δροµολόγησης για τον 
εντοπισµό του SQ-Starter και την εκτέλεση ενός SR. Ο εντοπισµός του SQ-Starter παίρνει 
O(logN) hops για την οµοιόµορφη κατανοµή φόρτου, O(m) στην χειρότερη περίπτωση. Η 
εκτέλεση κάθε SR απαιτεί O(2(1-1/ ¦1 )logN) βήµατα για την οµοιόµορφη κατανοµή 
φόρτου, Ο(m(1+m/d)/2) βήµατα στην χειρότερη περίπτωση. Αν προσθέσω τα δυο αυτά 
κόστη,  παίρνουµε ¡/ 
 + / 0 ¦  § 1 για την οµοιόµορφη κατανοµή φόρτου και 
/ 
    στην χειρότερη περίπτωση.   
 
 
Εικόνα 5.7. Εκτέλεση επίλυσης αναζήτησης κορυφογραµµής 
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Εικόνα 5.8. Αναζήτηση κορυφογραµµής 
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5.7 Query Load Balancing 
 Για να ισορροπήσουµε τον φόρτο αναζήτησης, τα παρακάτω δυο βήµατα πρέπει να 
παρθούν. Πρώτα, το χώρος δεδοµένων τµηµατοποιείται σύµφωνα µε τον φόρτο αναζήτησης, 
και η σύνδεση/αποχώρηση ενός κόµβου σχεδιάζεται ώστε να υπάρχει ισορροπία στον φόρτο. 
∆εύτερον, χρησιµοποιείται ένας µηχανισµός για δειγµατοληψία και δυναµική ισορροπία 
φόρτου κατά την διάρκεια εκτέλεσης της αναζήτησης. Εφόσον το πρώτο βήµα περιγράφηκε 
στην ενότητα 3.4, θα παρουσιάσουµε µόνο το δεύτερο βήµα, ξεκινώντας από τον ορισµό του 
φόρτου αναζήτησης.  
Ορισµός 5.7: Ο φόρτος αναζήτησης ενός κόµβου είναι το άθροισµα του αριθµού της 
κορυφογραµµής που ανακτούµε από τα τοπικά αρχεία δεδοµένων, και του αριθµού των 
µηνυµάτων που δροµολογούνται από τον κόµβο αλλά δεν οδηγούν σε τοπική αναζήτηση.  
 Η διαδικασία εξισορρόπησης του φόρτου λειτουργεί ως εξής. Πρώτα, κάθε κόµβος 
ελέγχει αν υπάρχει ανισορροπία. Εάν υπάρχει, η διαδικασία µετακίνησης δεδοµένων καλείται 
για να ισορροπήσει τον φόρτο.  
 Ο φόρτος αναζήτησης συγκεντρώνεται περιοδικά είτε από κάθε κόµβο από τους 
γειτονικούς κόµβους του πίνακα δροµολόγησης του και από παρακείµενους κόµβους είτε από 
την ανταλλαγή ειδοποιήσεων από αυτούς τους κόµβους. Η ανισορροπία καθορίζεται από την 
διαφορά δ του τοπικού κόµβου και του δείγµατος του φόρτου αναζήτησης. Εάν το δ είναι 
µεγαλύτερο από ένα προκαθορισµένο όριο σ, µια ανισορροπία εντοπίζεται. Ωστόσο, το 
δείγµα φόρτου από τους διασυνδεδεµένους κόµβους µπορεί να µην αντικατοπτρίζει την 
καθολική κατανοµή του φόρτου. Για να αντισταθµίσουµε την διαφορά, ξεκινάµε τυχαία 
δειγµατοληψία όταν το πρώτο βήµα δεν εντοπίσει ανισορροπία και ακόµη ο τοπικός φόρτος 
είναι µεγαλύτερος από τον µέσο όρο του φόρτου που συγκεντρώσαµε. Ένας αριθµός από 
logN κόµβους που δεν είναι συνδεδεµένοι επιλέγονται µε την αποστολή µηνυµάτων που 
έχουν επικολλήσει έναν µικρό µήκος hops δροµολόγησης και ακολουθούν ένα υπάρχον 
σύνδεσµο τυχαία σε κάθε hop. Το hop στο οποίο τερµατίζεται το µήνυµα στέλνει πίσω το 
φόρτο του και το φόρτο δεδοµένων που έχει συγκεντρώσει. 
 Για να ισορροπήσουµε τον φόρτο αναζήτησης, ένα φύλλο κόµβος βρίσκει ένα 
ελαφρύ από πλευράς φόρτου φύλλο κόµβο και το «αναγκάζει» να γίνει ένα από τα «παιδιά» 
του.   
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• Efficient Skyline Query Processing on Peer-to-Peer Networks 
• W. T. Balke, U. G¨untzer, and J. X. Zheng. Efficient distributed 
 skylining for web information systems. In EDBT, 
pages 256–273, 2004. 
• S. B¨orzs¨onyi, D. Kossmann, and K. Stocker. The skyline 
operator. In ICDE, pages 421–430, 2001. 
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6.1 Εισαγωγή  
 
Τα ασύρµατα δίκτυα αισθητήρων µπορούν να χρησιµοποιηθούν σε πολλά πεδία, π.χ. σε 
στρατιωτικές και αστικές εφαρµογές. Η τεχνική εξοικονόµησης ενέργειας για την 
επιµήκυνση της ζωής των αισθητήρων είναι µία από τις κύριες προκλήσεις για τα δίκτυα 
αισθητήρων µε περιορισµό πόρων. Εποµένως, έχει προταθεί η συνάθροιση δεδοµένων µέσα 
στο δίκτυο (in-network) για την ενεργειακή απόδοση περιβαλλόντων µε περιορισµό πόρων. 
Οι πιο πρόσφατες δουλειές στη συνάθροιση µέσα στο δικτύου υποστηρίζει µόνο 
µονοδιάστατα δεδοµένα (π.χ., MIN και MAX). Για την υποστήριξη πολυδιάστατων 
δεδοµένων χρησιµοποιείται το ερώτηµα κορυφογραµµής. Το ερώτηµα κορυφογραµµής 
επιστρέφει µία οµάδα δεδοµένων που δεν κυριαρχούνται από κανένα άλλο σηµείο σε όλες τις 
διαστάσεις. Η πλειοψηφία των προηγούµενων µεθόδων επεξεργασίας ερωτηµάτων 
κορυφογραµµής (π.χ., BNL και BBS) λειτουργούν µε συγκεντρωτική αποθήκευση. Οι 
µέθοδοι επεξεργασίας συγκεντρωτικών ερωτηµάτων δεν έχουν ουσιαστικά λάθη όσον αφορά 
την ενεργειακή απόδοση σε περιβάλλοντα µε υψηλό βαθµό συχνότητας συµβάντων. 
Παρακάτω θα παρουσιάσουµε έναν νέο αλγόριθµο για την επεξεργασία µέσα στο δίκτυο 
ερωτηµάτων κορυφογραµµής. Ο προτεινόµενος αλγόριθµος µειώνει το κόστος επικοινωνίας 
και κατανέµει ίσα το φορτίο. Τα πειραµατικά αποτελέσµατα δείχνουν τα πλεονεκτήµατα του 
αλγορίθµου µας σε συνάθροιση µέσα στο δίκτυο όσον αφορά την βελτίωση της ενεργειακής 
απόδοσης. 
 
Οι πρόσφατες εξελίξεις στις τεχνολογίες επεξεργαστή, µνήµης, και ασύρµατης 
επικοινωνίας έχουν οδηγήσει στη δηµιουργία πολυ-λειτουργικών κόµβων χαµηλού κόστους 
και χαµηλής ενέργειας, που µπορούν να επικοινωνούν µεταξύ τους σε ασύρµατες 
επικοινωνίες µικρής απόστασης χωρίς να είναι προσδεδεµένοι και έχουν σηµαντική 
ικανότητα υπολογισµού και ανίχνευσης. Στο κοντινό µέλλον, θα αναπτυχθούν εκατοντάδες 
οικονοµικοί κόµβοι για ένα πλήθος σκοπών. Για παράδειγµα, στον στρατιωτικό τοµέα, τα 
δίκτυα αισθητήρων µπορούν να χρησιµοποιηθούν για την παρακολούθηση φιλικών 
δυνάµεων, εξοπλισµού και πυροµαχικών, για την επιβίωση στη µάχη και για πυρηνικές και 
βιολογικές επιθέσεις. Τα δίκτυα αισθητήρων µπορούν επίσης να εφαρµοστούν σε 
περιβαλλοντολογικές εφαρµογές που ανιχνεύουν πυρκαγιές σε δάση ή πληµµύρες και για την 
παρακολούθηση θαλάσσιων, εδαφικών και ατµοσφαιρικών περιεχοµένων. Σε αυτά τα 
παραδείγµατα, κάθε κόµβος αισθητήρα ανιχνεύει ένα ή περισσότερα φαινόµενα τη φορά. Οι 
πιο πολλές αναγνώσεις αισθητήρων που ονοµάζονται από χαρακτηριστικά µπορούν να έχουν 
βαθµωτές τιµές (π.χ., θερµοκρασία, υγρασία, επίπεδο SO2). Τα χαρακτηριστικά αυτά 
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αποθηκεύονται στον εσωτερική τους µνήµη που ονοµάζονται από ενδιάµεση µνήµη και 
µεταδίδονται στο σταθµό βάσης ως µία απάντηση στα ερωτήµατα από το σταθµό βάσης. 
 
Στα δίκτυα αισθητήρων, εξακολουθούν να είναι κρίσιµα προβλήµατα η περιορισµένη 
υπολογιστική ικανότητα, η περιορισµένη µπαταρία και το περιορισµένο εύρος ζώνης δικτύου 
των κόµβων αισθητήρων. Η τεχνική εξοικονόµηση ενέργειας για την επιµήκυνση τη ζωή των 
κόµβων αισθητήρων είναι µία από τις κύριες προκλήσεις για τα δίκτυα αισθητήρων µε 
περιορισµό πόρων. Εποµένως, έχει προταθεί η συνάθροιση δεδοµένων µέσα στο δίκτυο για 
την ενεργειακή απόδοση των περιβαλλόντων µε περιορισµό πόρων. Πολλές µέθοδοι 
συνάθροισης µέσα στο δίκτυο υποστηρίζουν συνάθροιση SQL (π.χ., MIN και MAX). Για 
παράδειγµα, “Πες µου την πιο ζεστή θέση για τις τελευταίες δύο ώρες.” Ωστόσο, όταν 
υπάρχουν πάνω από δύο χαρακτηριστικά, δεν µπορούν να επηρεαστούν τα ενδιαφέροντα του 
χρήστη από την µέθοδο MIN/MAX κάθε χαρακτηριστικού. Το ερώτηµα κορυφογραµµής 
υποκινείται από αυτό το πρόβληµα. Ως Κορυφογραµµή ορίζεται ένα σύνολο από σηµεία που 
δεν κυριαρχούνται από κανένα άλλο σηµείο. Ένα σηµείο κυριαρχεί ένα άλλο σηµείο εάν είναι 
το ίδιο καλό ή καλύτερο σε όλες τις διαστάσεις και καλύτερο τουλάχιστον σε µία διάσταση . 
Για απλότητα, υποθέτουµε ότι η κορυφογραµµή υπολογίζεται όσον αφορά τις συνθήκες 
MAX σε όλες τις διαστάσεις. Ωστόσο, ο προτεινόµενος αλγόριθµος µπορεί να εφαρµοστεί µε 
οποιοδήποτε συνδυασµό συνθηκών µε µία απλή τροποποίηση του αλγορίθµου. Το ερώτηµα 
κορυφογραµµής είναι χρήσιµο για την υποστήριξη πολυκριτήριων αποφάσεων. Ένα 
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 Κατασκευάζεται ένα νέο εργοστάσιο σε ένα προάστιο. Οι ερευνητές αναπτύσσουν 
αισθητήρες που συλλέγουν περιβαλλοντολογικά δεδοµένα, CO και SO2, για να παρακολουθούν 
την µόλυνση του αέρα. Κάθε κόµβος αισθητήρα ανιχνεύει γεγονότα και αποθηκεύει τα 
αποτελέσµατα στην δική του ενδιάµεση µνήµη κάθε 20 δευτερόλεπτα. Οι ερευνητές θα ήθελαν 
να ξέρουν την επίδραση του νέου κατασκευασµένου εργοστασίου. 
 
 
Ερώτηµα. Αναφορά του χειρότερα επηρεασµένου χώρου όσον αφορά την µόλυνση του αέρα. 
 
Στο σενάριο αυτό, καθώς εκτελούνται περιοδικά τα ερωτήµατα κορυφογραµµής (π.χ., 
κάθε 1 λεπτό), οι ερευνητές µπορούν να παρακολουθούν τον χειρότερα επηρεασµένο χώρο 
όσον αφορά την µόλυνση του αέρα. Οι ερευνητές αναζητούν έναν χώρο όπου ένας κόµβος 
αισθητήρα ανιχνεύει υψηλές τιµές CO και SO2. Και οι δύο τιµές CO και SO2 είναι 
σηµαντικοί παράµετροι για τον καθορισµό του επιπέδου της µόλυνσης του αέρα. Μία απλή 
µέθοδος για Ερώτηµα είναι η αποστολή όλων των µετρήσεων των αισθητήρων στο σταθµό 
βάσης. Το ερώτηµα εκτελείται περιοδικά στο σταθµό βάσης. Στην Εικ. 6.1, οι κόµβοι 
αισθητήρων A και B µεταδίδουν τρεις πλειάδες που περιέχουν τιµές CO και SO2 (στην Εικ. 
1, οι µετρήσεις των αισθητήρων είναι κανονικοποιηµένες) αντίστοιχα, στο σταθµό βάσης. 
Καθώς δεν υπάρχει χώρος που να είναι καλύτερος και στις δύο συνθήκες (τιµές CO και SO2), 
δυστυχώς είναι δύσκολος ο καθορισµός του καλύτερου χώρου. Οι πλειάδες A1 και B2 που 
λαµβάνονται την εποχή 1 από τον αισθητήρα A και την εποχή 2 από τον αισθητήρα B 
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(a) Μετρήσεις αισθητήρα σε κάθε κόµβο αισθητήρα (b) Σχέση κυριαρχίας ανάµεσα στις 
µετρήσεις αισθητήρων 
                    Εικ. 6.1 Σενάριο παραδείγµατος. 
Σηµειώστε ότι η A1 κυριαρχεί την B2 όσον αφορά το επίπεδο CO αλλά η B2 
κυριαρχεί της A1 όσον αφορά το επίπεδο SO2. Εποµένως, οι δύο πλειάδες, είναι ασήµαντα 
γεγονότα όσον αφορά τον καθορισµό των τοποθεσιών ενδιαφέροντος. Αυτό φαίνεται στην 
Εικ. 6.1(b). Αυτά τα αποτελέσµατα ερωτηµάτων που ονοµάζονται κορυφογραµµής είναι 
σηµαντικά για την εξακρίβωση της σχέσης ανάµεσα στο καινούριο κατασκευασµένο 
εργοστάσιο και στον περιβάλλοντα χώρο του. Αν και έχουµε αναλογιστεί περιβάλλοντα 
δικτύου χωρίς απώλειες, τα δίκτυα αισθητήρων έχουν προδιάθεση στην απώλεια πακέτων. 
Πιστεύουµε ότι η «περιοδική» εκτέλεση ενός (απλού (ad-hoc) τελεστή κορυφογραµµής 
µπορεί να λύσει αυτό το σενάριο εργοστασιακής παρακολούθησης. Καθώς ο απλός (ad-hoc) 
τελεστής κορυφογραµµής µπορεί να υποστηρίζει την «περιοδική» εκτέλεση απλού (ad-hoc) 
τελεστή κορυφογραµµής, επικεντρωνόµαστε στην αποδοτική εκτέλεση ενός απλού (ad-hoc) 
τελεστή κορυφογραµµής. 
 
Ωστόσο, η παραπάνω απλή µέθοδος περιλαµβάνει το µη απαραίτητο κόστος 
επικοινωνίας που προκαλείται από την µετάδοση µη πιστοποιηµένων πλειάδων (π.χ., A2, A3, 
B1, B3). Στα δίκτυα αισθητήρων, παρατηρείται ότι οι κοντινά τοποθετηµένοι αισθητήρες θα 
παίρνουν παρόµοια σήµατα. Εποµένως, έχουµε την ευκαιρία να εξαλείψουµε µη απαραίτητες 
επικοινωνίες που προκύπτουν από τη µετάδοση µη πιστοποιηµένων αισθητήρων. Σε αυτή τη 
µελέτη, προτείνουµε µεθόδους επεξεργασίας µέσα στο δίκτυο για τα ερωτήµατα 
κορυφογραµµής σε δίκτυα αισθητήρων. Οι προτεινόµενες µέθοδοι µπορούν να µειώσουν το 
κόστος επικοινωνίας. Οι συνεισφορές της µελέτης περιλαµβάνουν τα παρακάτω. 
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• Όσο γνωρίζουµε, πρόκειται για την πρώτη έρευνα για την επεξεργασία ερωτηµάτων 
κορυφογραµµής σε δίκτυα αισθητήρων. 
• Ορίζεται ο ρόλος της κεφαλής συστάδας (cluster) και του µέλους συστάδας για την 
κατανοµή και µείωση των φορτίων. 
• Προτείνονται µέθοδοι φιλτραρίσµατος στη συστάδα της ενεργειακής απόδοσης στη 
συστάδα για την ελάττωση των δεδοµένων που µεταφέρονται από τους αισθητήρες στο 
σταθµό βάσης. 
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6.3 Επεξεργασία Μέσα στο ∆ίκτυο Ερωτηµάτων Κορυφογραµµής σε ∆ίκτυα 
Αισθητήρων 
 
6.3.1 Μοντέλο Συστήµατος 
Σε αυτή την εργασία, θεωρούµαι το ακόλουθο σύστηµα δικτύου αισθητήρων: 
• Θεωρούµαι ότι οι n αισθητήρες S = {S1, S2,..., Sn} είναι τυχαία τοποθετηµένοι σε µία 
ευρεία περιοχή, όπου n είναι το συνολικό πλήθος των κόµβων αισθητήρων και i (1≤i≤n) 
είναι το αναγνωριστικό κόµβου. 
 
• Κάθε κόµβος αισθητήρα διαθέτει το ίδιο κυκλικό ασύρµατο εύρος. Ένας κόµβος 
αισθητήρα µπορεί να ελέγχει το ενεργειακό επίπεδο για τη µετάδοση των δεδοµένων 
σύµφωνα µε την απόσταση ανάµεσα στον αποστολέα και τον δέκτη. ∆ύο κόµβοι 
µπορούν να επικοινωνούν χρησιµοποιώντας το ίδιο ενεργειακό επίπεδο µετάδοσης. Για 
την επικοινωνία ανάµεσα σε έναν κόµβο αισθητήρα και στους άλλους κόµβους 
αισθητήρων που είναι εκτός από το εύρος του, ο αποστολέας χρησιµοποιεί ένα 
παράδειγµα επικοινωνίας πολλαπλών αναπηδήσεων, όπου οι ενδιάµεσοι κόµβοι 
σχετίζουν δεδοµένα για τους γείτονες τους. 
 
 
• Το Si αποθηκεύει ένα σύνολο δεδοµένων που ανιχνεύτηκαν κατά τη διάρκεια της εποχής 
l, Ai = {Ai1, Ai2,..., Ail}, στην ενδιάµεση µνήµη. Η ανίχνευση γεγονότος περιγράφεται ως 
µία πλειάδα από τιµές χαρακτηριστικών Ait = {p1, p2,...,pm}, t (1≤t≤l) που 
αντιπροσωπεύει την εποχή που ανιχνεύεται το γεγονός και κάθε χαρακτηριστικό 
pj(1≤j≤m) αντιπροσωπεύει την ένδειξη ενός αισθητήρα, ή ορισµένες τιµές που 
ανταποκρίνονται στην ανίχνευση. 
 
• Ένα ερώτηµα κορυφογραµµής SQ εκδίδεται από το σταθµό βάσης BS. Κάθε Si µπορεί να 
εκτελεί ένα χειριστή κορυφογραµµής που είναι ένα λογικό πρόγραµµα, και στέλνει πίσω 
το αποτέλεσµα του (π.χ., τα τοπικά αποτελέσµατα κορυφογραµµής LSi) στο BS. Το BS 
συλλέγει LSi και επεξεργάζεται το τελικό ερώτηµα κορυφογραµµής. 
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6.3.2 Περιγραφή Προβλήµατος 
 
Οι µέθοδοι κεντρικοποιηµένης διαδικασίας ερωτήµατος δεν έχουν λάθη σε σχέση µε 
την ενεργειακή απόδοση όταν ανιχνεύονται συχνά γεγονότα. Η συνάθροιση µέσα στο δίκτυο 
µπορεί να απασχοληθεί για τη µείωση των δεδοµένων που µεταφέρονται στο σταθµό βάσης. 
Σύµφωνα µε το δέντρο ρουτίνας, αποφασίζεται ένα χρονοδιάγραµµα. Το χρονικό διάστηµα 
επιλέγεται έτσι ώστε να υπάρχει αρκετός χρόνος για τον γονέα να συνδυάσει τα 
αποτελέσµατα από το παιδί και να εκπέµπει το δικό του αποτέλεσµα στον γονέα του . Το Si 
λαµβάνει όλα τα τοπικά αποτελέσµατα που αποστέλλονται δια µέσω των κόµβων παιδιών 
κατά τη διάρκεια του διαιρεµένου χρονικού διαστήµατος. Το Si πραγµατοποιεί τη 
συνάθροιση των τοπικών αποτελεσµάτων από διαφορετικούς αισθητήρες µαζί µε το LSi, πριν 
την αναφορά του LSi. Το Si µεταδίδει το αποτέλεσµα συνάθροισης ως LSi. 
 
Στην Εικ. 6.2, παρουσιάζεται ένα παράδειγµα από µία συνάθροιση µέσα στο δίκτυο 
για µία ερώτηση κορυφογραµµής. Τα S1 και S2 έχουν LS1{A11, A13} και LS2{A21, A22, 
A23} (στην Εικ. 6.2(a), η σηµείωση  αντιπροσωπεύει το σηµείο τοπικής κορυφογραµµής) 
αντίστοιχα. Το S1 συναθροίζει τα δεδοµένα στα LS1 και LS2. Εφόσον τα {A13} και {A21, 
A23} κυριαρχούνται αντίστοιχα από τα A22 και A11, A13, A21 και A23 κλαδεύονται. Το S1 
δε χρειάζεται να αποστείλει αυτές τις µη πιστοποιηµένες πλειάδες στο σταθµό βάσης. 
Εποµένως, το S1 µειώνει το κόστος επικοινωνίας από τη συνάθροιση µέσα στο δίκτυο. 
 
 (a) Αναγνώσεις αισθητήρων και κόστος επικοινωνίας  (b) Σχέση κυριαρχίας ανάµεσα 
στις αναγνώσεις αισθητήρων  
Εικ. 6.2 Παράδειγµα από συνάθροιση µέσα στο δίκτυο. 
Ωστόσο, είναι ακόµη µη απαραίτητη ροή δεδοµένων (π.χ., το S2 µεταδίδει τα A21 και 
A23 στο S1). Παρατηρούµε ότι οι κοντινά τοποθετηµένοι αισθητήρες τείνουν να λαµβάνουν 
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αναλογικά σήµατα στα δίκτυα αισθητήρων. Η παρατήρηση αυτή δίνει την ευκαιρία για την 
περαιτέρω µείωση του συνόλου δεδοµένων που µεταδίδεται στο BS. Σε αυτό το άκρο, 
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6.3.3 MFT (Πλειάδα Φιλτραρίσµατος Ελάχιστου-Σκορ) 
 
Σε αυτή την ενότητα, προτείνουµε µία µέθοδο φιλτραρίσµατος χρησιµοποιώντας ένα 
MFT για µία αποδοτική διαδικασία ερωτήµατος κορυφογραµµής µέσα στο δίκτυο. Αν και η 
τοπική διαδικασία ερωτήµατος κορυφογραµµής και η συνάθροιση µέσα στο δίκτυο µπορεί να 
µειώσει το πλήθος των δεδοµένων που στέλνονται πίσω στο BS, ο κόµβος αισθητήρα µπορεί 
ακόµη να µεταφέρει πλειάδες που δεν ανήκουν στην τελική κορυφογραµµή. 
 
Στο LSi, µπορεί να υπάρχει ένα Ait που µπορεί ενδεχοµένως να «κλαδέψει» µη-
πιστοποιηµένες πλειάδες για την τελική κορυφογραµµή. Το Ait µπορεί να είναι ικανό να 
αποτρέψει µία ή παραπάνω µη-πιστοποιηµένες πλειάδες στο LSj από το µεταφερθούν τοπικά. 
Είναι γνωστό από προγενέστερες µελέτες ότι η κοντινότερη πλειάδα από το αρχικό σηµείο  
(0,...,0) υπάρχει στην κορυφογραµµή. ∆ανείζουµε αυτή την ενδιαφέρουσα ιδιοκτησία της 
κορυφογραµµής στην επιλογή του MFT. Εάν υιοθετήσουµε τον υπάρχον αλγόριθµο 
κορυφογραµµής SFS για την τοπική  επεξεργασία ερωτήµατος κορυφογραµµής, µπορούµε να 
πάρουµε εύκολα την κοντινότερη πλειάδα από το αρχικό σηµείο. Πριν την επεξεργασία του 
τοπικού ερωτήµατος κορυφογραµµής, αρχικά ένας αισθητήρας ταξινοµεί τις ενδείξεις 
αισθητήρα στην ενδιάµεση µνήµη του σύµφωνα µε την αύξουσα σειρά της τιµές . 
Επιλέγουµε το MFT µε βάση τις ακόλουθες τρεις συνθήκες. 
 
1. Η πρώτη εµφανιζόµενη πλειάδα επιλέγεται ως MFT µετά το τέλος της 
ταξινόµησης σύµφωνα µε την τιµή , π.χ., η πλειάδα που έχει την ελάχιστη τιµή  min(
) ανάµεσα σε πλειάδες του Ai. 
 
1. Εάν υπάρχουν πάνω από δύο πλειάδες που έχουν ελάχιστη τιµή min( ), η 
πλειάδα µε την µέγιστη τιµή max( ) εµφανίζεται ως MFT, π.χ., η πλειάδα που 
έχει τη µέγιστη τιµή max( ) ανάµεσα στις πλειάδες που ικανοποιούν την 
παραπάνω συνθήκη. 
 
2. Εάν υπάρχουν παραπάνω από δύο πλειάδες που ικανοποιούν τις παραπάνω συνθήκες, 
η πρώτη αισθητήρια πλειάδα ανάµεσα τους επιλέγεται ως MFT.  
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Το Si λαµβάνει SQ µε το MFT από τον προσδιορισµένο γονέα routing. Σύµφωνα µε τις 




  (a) Κόστος επικοινωνίας µε MFT  (b) Εφφέ MFT 
Εικ. 6.3 Παράδειγµα MFT. 
το MFTi ανάµεσα σε πλειάδες, όπου το i σηµαίνει τον αναγνωριστή κόµβου. Το MFT 
ανανεώνεται ως µία πλειάδα που ικανοποιεί τις παραπάνω συνθήκες επιλογής ανάµεσα στο 
MFT και στο MFTi. Το Si αναµεταδίδει το SQ µε το MFT. Εποµένως, αυξάνεται η ικανότητα 
«κλαδέµατος» του MFT. 
 
Για παράδειγµα, στην Εικ. 6.3, όταν το S1 λαµβάνει SQ από το BS, το S1 συλλέγει 
MFT1 από τα A1{A11, A12, A13}. Αρχικά, το S1 ταξινοµεί το A1 σε αύξουσα σειρά της τιµής 
 value. Το S1 βρίσκει υποψήφιες πλειάδες του MFT1 σύµφωνα µε την πρώτη 
συνθήκη επιλογής. Τα A11 και A13 έχουν την ελάχιστη τιµή, Τότε το A11 
επιλέγεται ως MFT1 σύµφωνα µε την δεύτερη συνθήκη επιλογής, καθώς το A11 έχει 
 και το A13 έχει . Το S1 αποφασίζει το MFT ως MFT1. Το S1 
διαβιβάζει SQ µε MFT στο S2. Το S2 βρίσκει το LS2 και στη συνέχεια αποστέλλει το S1 στο 
LS2 που φιλτράρονται προς το MFT. Το MFT κυριαρχεί τα A21 και A23 στο LS2. Το S2 
αποστέλλει  LS2{A22} αντί για το LS2{A21, A22, A23} στο S1. Το S2 µπορεί να δώσει 
κέρδος σε απλό έλεγχο κυριαρχίας. 
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6.3.4 MFTAC (MFT-Μέθοδος Εφαρµοσµένης Συνάθροισης µε Βάση τη Συστοιχία 
(Applied Aggregation Method Based on Cluster)) 
 
Η στρατηγική φιλτραρίσµατος αναµένεται να µειώσει δραστικά την µη αναγκαία 
επικοινωνία. Ωστόσο, η στρατηγική φιλτραρίσµατος προσθέτει επιπλέον κόστος 
επικοινωνίας για τη διαβίβαση του MFT. Για την ελαχιστοποίηση του επιπλέον κόστους 
επικοινωνίας για τη διαβίβαση του MFT, εκµισθώνουµε τους αντιπροσώπους που είναι 
υπεύθυνοι για την επιλογή και διαβίβαση του MFT. Η εκλογή του αντιπροσώπου βασίζεται 
στη συσχέτιση ανάµεσα στις τιµές δεδοµένων από κοντινά τοποθετηµένους κόµβους 
αισθητήρων. Εποµένως, εφαρµόζουµε τον αντιπρόσωπο στη µέθοδο συνάθροισης µε 
φιλτράρισµα. Θα ονοµάσουµε αυτή τη µέθοδο MFT-εφαρµοσµένη µέθοδο συνάθροισης µε 
βάση τη συστοιχία (MFTAC). 
 
Για τη διευκόλυνση της διαδικασίας ερωτήµατος κορυφογραµµής και για την 
απλούστευση του προβλήµατος αυτού, υιοθετούµε ένα ευρέως γνωστό σχήµα συστοιχίας που 
ονοµάζεται HEED , που υποκινείται από τη συσχέτιση ανάµεσα στις ενδείξεις αισθητήρα και 
στην τοποθεσία αισθητήρα. Το HEED δηµιουργήθηκε για την εκλογή κεφαλών συστοιχιών 
και για την διατήρηση συστοιχιών. Η κεφαλή συστοιχίας εκλέγεται σύµφωνα µε ένα υβρίδιο 
την υπολειµµατική ενέργεια κόµβου και την εγγύτητα του κόµβου µε τους γείτονες του. Σε 
αυτή την εργασία, δανειζόµαστε τη δηµιουργία συστοιχίας και τη συντήρηση αλγορίθµου 
από την προσέγγιση HEED. 
 
Για την αποδοτική κατανοµή φορτίου και για την ελαχιστοποίηση του επιπλέον κόστους 
για τη διαβίβαση του MFT, ορίζουµε επιπλέον ρόλους µίας κεφαλής συστοιχίας και ενός 
µέλους συστοιχίας .  
Αλγόριθµος 1 Επεξεργασία τοπικού ερωτήµατος στο Chi skyline_cluster_header( ) 
Είσοδος: SQ και MFT 
Έξοδος: LSi και MFTi 
έναρξη 
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01: Αύξουσα ταξινόµηση του Ai  κατά  
02: LSi = Ø; skip = false; 
03: temp = 0; // το temp αποθηκεύει το προσωρινό µέγιστο  
04: για (for) κάθε πλειάδα mtp του Ait που έχει ελάχιστο min  
05:  εάν (if) (temp <   του mtp) 
06:  temp =  
07:  MFTi = mtp; 
08:  
09:  MFTi = MFT; 
10: αποστολή SQ µε MFTi; 
11: για κάθε (for each) πλειάδα tp του Ai 
12:  για κάθε (for each) πλειάδα stp του LSi 
13:   εάν (if) (το tp κυριαρχείται από stp ή MFT) 
14:     skip = true; break; 
15:  εάν (if) {(το skip δεν είναι αληθές) ή (το LSi είναι κενό)} εισαγωγή tp στο LSi; 
16: Συλλογή των τοπικών αποτελεσµάτων από τα µέλη της συστοιχίας και των 
προσδιορισµένων µελών µέχρι τη λήξη του χρονικού ορίου (timeout) 
17: συνάθροιση(συλλεγµένα δεδοµένα και LSi, MFT); 
τέλος (end) 
aggregation( ) 
Είσοδος: συλλεγµένα δεδοµένα και LSi , MFT 
Έξοδος: αποτελέσµατα συνάθροισης RA 
έναρξη (begin) 
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01: T είναι ένα σύνολο από πλειάδες στα συλλεγµένα δεδοµένα και στο LSi ; 
02: RA = Ø; skip = false; 
03: Αύξουσα ταξινόµηση του T κατά  
04: για κάθε (for each) πλειάδα tp του T 
05:  για κάθε (for each)  stp του RA 
06:    εάν (if)(το tp κυριαρχείται από stp ή MFT) 
07:        skip = true; break; 
08:  if {(το skip δεν είναι αληθές) ή (το RA είναι κενό)} εισαγωγή tp στο RA; τέλος (end) 
 
Οι ρόλοι µίας κεφαλής συστάδας και ενός µέλους συστάδας ορίζεται ως εξής. 
• Μία κεφαλή συστάδας CHi ανανεώνει το MFT και αποστέλλει SQ µε ανανεωµένα MFT 
στα µέλη της συστάδας της καταχωρηµένης ανταποκρινόµενης  συστάδας και των 
προσδιορισµένων κεφαλών συστάδας. 
 
• Ένα µέλος συστάδας CMk, k είναι ένας αναγνωριστής κόµβου, τοπική επεξεργασία 
ερωτηµάτων κορυφογραµµής και µεταφορά των φιλτραρισµένων µε MFT LSk  αντί για 
όλα τα LSk σε µία κεφαλή συστάδας της ανταποκρινόµενης συστάδας. 
 
 
• Αφού το CHi λαµβάνει τοπικά αποτελέσµατα από όλα τα µέλη συστάδας της 
ανταποκρινόµενης συστάδας και των προσδιορισµένων κεφαλών συστάδας κατά τη 
διάρκεια της προκαθορισµένης λήξης του χρονικού ορίου1, το CHi  υπολογίζει τη 
συνάθροιση των συλλεγµένων αντικειµένων µαζί µε το LSi. 
 
• Το CHi αποστέλλει αποτελέσµατα πίσω στο BS µαζί µε το µονοπάτι ρουτίνας. 
 
 
                                                          
1 Το σύστημα TinyDB [10] χρησιμοποιεί αυτή την προσέγγιση για όλα τα ερωτήματα (όχι μόνο για ερωτήματα συνάθροισης). 
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Ως αποτέλεσµα, εάν και CHi προσθέτει επιπλέον κόστος για την επιλογή του MFTi, την 
ανανέωση του MFT και τη µεταφορά του SQ µε MFT, το CHi µπορεί να µειώσει το µη 
απαραίτητο κόστος λήψης δεδοµένων. Το CMj µπορεί να µειώσει το κόστος µετάδοσης των 
µη-πιστοποιηµένων πλειάδων και το επιπλέον κόστος για την επιλογή και µετάδοση του 
MFT. 
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6.3.5 Αλγόριθµος Κορυφογραµµής σε ∆ίκτυα Αισθητήρων 
 
Σε αυτή την ενότητα, εξηγούµε το MFTAC µε ένα παράδειγµα. Ο Αλγόριθµος 1 
παρουσιάζει τον ψευδοκώδικα για την απόκτηση ενός τοπικού ερωτήµατος κορυφογραµµής 
στο CH. Ένας αλγόριθµος στο CM παραλείπεται, καθώς το CM πραγµατοποιεί µόνο τα 
βήµατα 1, 11, 12, 13, 14, και 15 στο skyline_cluster_header( ). 
 
Για παράδειγµα, την Εικ. 6.4, αναπτύσσονται µόνο πέντε αισθητήρες. Υπάρχουν δύο 
συστάδες, που εµφανίζονται µε τους διακεκοµµένους κύκλους. Μία συστάδα αποτελείται από 
µία κεφαλή συστάδας, που αντιπροσωπεύεται από έναν µεγάλο συµπαγή κύκλο, και από 
µέλη συστάδας, που αντιπροσωπεύονται ως µικροί συµπαγείς κύκλοι. Όταν το CH εκπέµπει 
SQ κατά µήκος του µονοπατιού ρουτίνας, αποφασίζεται ένα χρονοδιάγραµµα. Το SQ 
εκδίδεται από BS. Αφού λάβει το S1 SQ, το S1 επιλέγει το A13 ως MFT1. Το S1 αποστέλλει 
SQ µαζί µε MFT1 στα S2 και S3. Στη συνέχεια το S1 πραγµατοποιεί τοπική επεξεργασία 
ερωτηµάτων κορυφογραµµής, που είναι τα βήµατα από 11 έως 15 στο 
skyline_cluster_header( ). Το S2 ανανεώνει το MFT2 ως A23. Το SQ µαζί µε MFT2 
αποστέλλεται στα S4 και S5. Τα S4 και S5 πραγµατοποιούν τοπική επεξεργασία ερωτηµάτων 
κορυφογραµµής, που είναι τα βήµατα 1, 11, 12, 13, 14 και 15 in skyline_cluster_header( ). 
Τα S4 και S5 χρειάζεται να στείλουν LS4 είτε LS5 στο S2 µέχρι τη λήξη του χρονικού ορίου, 
καθώς το MFT2 κυριαρχεί σε όλα τα στοιχεία των LS4 και LS5, που είναι συσχετισµένο µε το 
βήµα 16 στο skylinecluster_header( ). Το S2 µεταφέρει LS2{A22, A23} στο S1. Το S3 
αποστέλλει µόνο A32, καθώς ένα άλλο στοιχείο του LS3, το A33, αποκλείεται από το MFT1. 
Το S1 φιλτράρει προς τα έξω τα A12 και A32 µε την µέθοδο συνάθροισης, που είναι το βήµα 
17 στο skyline_cluster_header( ). 
 
Εποµένως, το S1 αποστέλλει στο BS µόνο τα A13, A22, και στη συνέχεια τα A23 αντί 
για όλες τις πλειάδες. 
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