We discuss some examples of measures on lattice systems, which lack the property of being a Gibbs measure in a rather strong sense.
Introduction
In recent years extensive research has been done on the occurrence of states (probability measures) on lattice systems which are not of Gibbsian type. Such measures occur for example in renormalization-group studies 17, 18, 21, 8, 9, 10, 11, 12, 13, 40] , non-equilibrium statistical mechanical models 42, 26, 33, 38] , image analysis 5, 15, 34] , probabilistic cellular automata 25, 33] and random cluster models 19, 39] . The possibility of their occurrence and their properties have been considered by various authors 1, 7, 14, 20, 22, 24, 28, 29, 30, 31, 32, 36, 37, 41, 44] . This non-Gibbsian behaviour has often been considered`pathological' | undesirable |, and there have been various attempts to control the nonGibbsianness.
One approach, advocated by Martinelli and Olivieri 36, 37] , is to study how the non-Gibbsian measures behave under decimation transformations, that is, to consider the restriction of the measure to some su ciently sparse periodic sublattice. Various examples where a once renormalized measure is non-Gibbsian have been shown to result in Gibbs measures again after such mappings, mostly, but not exclusively, in the regime where the original model has no phase transition 36, 37, 31] .
In another approach, developed by Fern andez and P ster 14], one studies the size of the set of`pathological' con gurations and tries to show that it is small, i.e. of measure zero. In this case one says that the non-Gibbsianness is`weak ' 14, 34, 28, 19] .
An even stronger control was recently obtained by Dobrushin in an example rst studied in 41] . In this example one considers the restriction of the plusphase of the two-dimensional Ising model to a one-dimensional sublattice. Here the non-Gibbsian measure can be described as the Gibbs measure for an almost everywhere de ned potential 7] .
In this paper we present some examples in which the non-Gibbsianness is`robust', either in the sense of stable under decimations, or in the sense of being due to a large-measure set. It is known 35] that the two notions are not equivalent; indeed, there are examples of measures which have a large set of pathological con gurations but which become Gibbsian after decimation.
Notation and some standard results
First we will introduce some notation and recall some known facts. For details we refer to 16, 12] . We consider spins placed at the vertices of the lattice Z d . The con guration space is = S Z d , where S is the single spin space. The notation ! for the nite volume projection of ! to S will be used. The con guration space will be endowed with its product Borel -eld F . A product measure will be chosen on ( ; F ) as a reference measure. An interaction is a family of real valued functions on S , indexed by P f (Z d for every nite . We denote the collection of these conditional probabilities by
We will use the following notion of`locality' for conditional probabilities: is called quasilocal if Theorem 2.1 Let be a consistent family of everywhere de ned conditional probabilities (a`speci cation'), and suppose a reference measure is given. The following two statements imply each other:
1. There exists an absolutely summable interaction such that is a family of conditional probabilities corresponding to a Gibbs measure for .
2. is quasilocal, and uniformly nonnull with respect to the reference measure .
Another useful notion, relating di erent Gibbs measures, is the relative entropy density. This is de ned as follows. Suppose two di erent probability measures % 1 ; % 2 are given on ( ; F ). Denote by h % 1 ;% 2 the Radon-Nikodym derivative of % 1 with respect to % 2 , whenever it exists. Suppose moreover that log h % 1 ;% 2 2 L 1 (% 1 ).
The quantity
is called the relative entropy of % 1 with respect to % 2 . Denote by % F the restriction of % to F , the product Borel -eld for S . The limit
de ned in van Hove sense, is called the relative entropy density for % 1 with respect to % 2 . The relative entropy density actually is the rate function describing the (level-3) large deviation behaviour of % 1 with respect to % 2 . However, the limit above need not exist. It is known to exist when % 2 is chosen to be a Gibbs measure, and hence in particular when it is a product measure. Now we turn to considering transformations of Gibbs states. Take a positive integer b, and consider the sublattice bZ d having spacing b. This will be the renormalized lattice. In our notation we will not use rescaled distances.
A renormalization transformation is a probability kernel T de ned by
acting from the original to the image system. In the most studied cases the renormalization transformation is a product of kernels de ned on blocks of internal spins:
where B(x) is a block attached to the site x, andT is blockwise de ned. We will use Ising spin variables S = f?1; +1g, and take a box B(x) Z d , a translate of a d-cube such that its rst vertex is x. The particular examples of renormalization transformations in which we will be interested in the sequel are:
Kadano transformation with parameter p > 0
The decimation transformation is an example of a deterministic renormalization transformation while the Kadano transformation is an example of a stochastic renormalization transformation. Kadano transformations with trivial scaling have important applications in image reconstruction problems 17, 15, 5] . For further discussion on renormalization transformations we refer to 12] and references quoted there. The mean of this Gaussian measure we will take to be zero. The link between the harmonic crystal interaction V and the massless Gaussian covariance is given by the relation is negligible, one can choose for this case any value of the projected Gaussian spin variable.) The projected system is thus a system of Ising spins with a probability measure induced by the sign map.
Let us x a particular Gaussian model which is de ned by its covariance matrix. We denote by the translation invariant (Gaussian) Gibbs measure with mean zero, and denote the induced measure by %. This measure is known to be a non-Gibbsian measure in any dimension 24, 8, 12] . It is known to remain non-Gibbsian under a general class of deterministic transformations 37]. Our new result is that this remains true for stochastic maps like the Kadano transformations. Moreover, we can show that the quasilocality property breaks down for stochastically transformed measures, something which is as yet unknown in the deterministic case. Proof : This follows by a similar argument applied to either of the measures by taking note of the fact that a decimation transformation maps a product measure into another product measure, and it maps a Dirac measure into another Dirac measure. (Actually, this applies to a wider class of deterministic transformations.)
As was shown in 8, 12] , some of these projected Gaussians are scaling limits for majority rule transformations, in particular of relevance in high dimensions. Applying a di erent renormalization-group map to it corresponds in renormalizationgroup language to making a move in a`redundant' direction 46]. Such a`redundant' direction corresponds to taking a coordinate transformation in the (here not existing) space of Hamiltonians. 4 An example of non-quasilocal behaviour on large sets
In this section we show that mixtures of Gibbs measures for di erent interactions are non-Gibbsian in a rather strong sense. These measures can simply be shown to be non-Gibbsian 12]; here we show that the situation is worse in the sense that every con guration is a point at which quasilocality does not hold. Let ( ; F ; ) be a measure space, with = S Z d , for some S. Suppose on this measure space % 1 and % 2 are two Gibbs measures for the same interaction at di erent temperatures 1 and 2 . It is well-known that these two Gibbs measures are singular with respect to each other, or equivalently jj% 1 ? % 2 jj var = 2. For notational simplicity we will assume that the interaction is of nite range.
Consider the convex combination % = 1 2 (% 1 + % 2 ). Denote by ,
resp. (2) the conditional probabilities for respectively %, % 1 and % 2 . Then ( ; !) = (1) ( ; !) for % 1 -almost all ! 2 (4.1) ( ; !) = (2) ( ; !) for % 2 -almost all ! 2 (4.2) holds for all nite subsets 0 . We denote by C 1 the set of con gurations for which (4.1) holds, and by C 2 the set of con gurations for which (4.2) holds. Also, The point here is that the conditional probabilities in 0 are computed at an inverse temperature 1 or 2 , according to what happens outside the larger volume , but not depending on the con guration restricted to the annulus between the boundaries of and 0 . Theorem 4.1 above says that the mixture of two Gibbs measures at di erent temperatures is non-quasilocal at every con guration. This is an example of a measure which fails everywhere to be Gibbsian, thus a case where the`pathology' is extremely severe. Note that Th. 4.1 can actually be generalized in a straightforward way to any convex combination of two Gibbs states for two non-equivalent interactions. As a side remark, we observe that if the two Gibbs measures both remain Gibbsian under decimation, then the strong non-Gibbsianness of their convex combination is preserved under this decimation.
A particular example of a non-Gibbsian measure for which every con guration is a point of non-quasilocality is provided by the following example: Consider the nearest neighbour ferromagnetic Ising interaction on the two-dimensional square lattice in the subcritical regime. Denote by + resp. ? the + phase respectively the ? phase. In 31] it has been shown that the projection to the one-dimensional 
