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Abstract
Hashing plays an important role in information retrieval, due
to its low storage and high speed of processing. Among
the techniques available in the literature, multi-modal hash-
ing, which can encode heterogeneous multi-modal features
into compact hash codes, has received particular atten-
tion. Existing multi-modal hashing methods introduce hyper-
parameters to balance many regularization terms designed to
make the models more robust in the hash learning process.
However, it is time-consuming and labor-intensive to set them
proper values. In this paper, we propose a simple, yet effec-
tive method that is inspired by the Hadamard matrix, which
captures the multi-modal feature information in an adaptive
manner and preserves the discriminative semantic informa-
tion in the hash codes. Our framework is flexible and involves
a very few hyper-parameters. Extensive experimental results
show the method is effective and achieves superior perfor-
mance compared to state-of-the-art algorithms.
Introduction
As an effective technique to deal with the challenges posed
by the explosive growth of mutimedia data, hashing has at-
tracted increasing attention in information retrieval and re-
lated areas (Wang et al. 2014). Existing hashing methods
mainly focus on uni-modal hashing (Gong et al. 2013; Datar
et al. 2004; Shen et al. 2015; Ji et al. 2017; Lin et al. 2018)
and cross-modal hashing (Liu et al. 2016; Wang, Wang, and
Gao 2018; Li, Tang, and Mei 2019; Hu et al. 2019; Yu, Wu,
and Kittler 2019; Zhang, Wu, and Yu 2020).
Different from uni-modal hashing and cross-modal hash-
ing where only one of the multiple modalities is given at the
query stage, multi-modal hashing combines multiple modal-
ities to comprehensively represent query data for multime-
dia retrieval. A simple way to extend uni-modal hashing to
the multi-modal situation is to use a representation concate-
nating multiple uni-modal features forming the input of uni-
modal hashing methods. However, such extension may fail
to exploit the complementarity of the modalities. To handle
this problem, various learning methods (Song et al. 2013;
Liu et al. 2012; Xiaobo et al. 2018; Shen et al. 2015) have
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been developed. Multiple Feature Hashing (MFH) (Song
et al. 2013) explores the local structure of the individual fea-
tures and fuses them in a joint framework. Multiple Kernel
Learning (MKH) (Liu et al. 2012) fuses multiple features by
an optimised linear-combination. Multi-view Latent Hash-
ing (MVLH) (Shen et al. 2015) aims to find a unified ker-
nel feature space where the weights of different modality
are adaptively learned. Multiview discrete hashing (MVDH)
(Xiaobo et al. 2018) jointly performs a matrix factoriza-
tion and spectral clustering to learn compact hash codes.
In MVDH, the weight imposed on each modality is adap-
tively learned to reflect the importance of the modality to the
learning process. Although these approaches have achieved
promising performance in many applications, they have the
following two shortcomings: (1) most of above multi-modal
hashing methods model each modal information by con-
structing a similarity graph, which will cost O(n2). This
high computational complexity is not scalable to large-scale
multimedia retrieval problems. (2) The weighting of dif-
ferent modalities learned in an offline learning stage can
not effectively support dynamic data. Some online adap-
tive hashing methods (Zhu et al. 2020; Lu et al. 2019) at-
tempt to tackle these problems. An example is Online Multi-
modal Hashing with Dynamic Query-adaption (OMH-DQ)
(Lu et al. 2019) where a parameter-free online mode can
adaptively learn the hash codes for the dynamic queries.
Additionally, the use of the semantic labels avoids the high
computational complexity.
However, these approaches usually incorporate additional
regularization terms to enhance the discriminative capabil-
ity. The hyper-parameters introduced to balance the terms to
obtain optimal performance will require disordinate amount
of time to adjust, which makes the methods inapplicable in
practice. Based on this observation, in this paper, we pro-
pose a simple yet very effective multi-modal hashing to
overcome the challenging problem. Inspired by some recent
works (Koutaki, Shirai, and Ambai 2018; Yuan et al. 2020;
Lin et al. 2020) where Hadamard matrix has been proven to
be effective in the hash learning, we introduce a Hadamard
matrix to generate discriminative target codes for the data,
which induces the samples with the same label information
to approach their common target codes in the offline hash
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function learning stage. In the online search stage, we adopt
the adpatively self-weighting scheme to capture the dynamic
information. The advantages of our method are summarized
as follows
• We introduce a Hadamard matrix into the multi-modal re-
trieval process to guide the hash learning. We show that
this enables discriminative semantic information to be
preserved in the hash codes, although our model is rel-
atively simple.
• The method is easy to implement and requires low com-
putational time. It does not involve the setting of hyper-
parameters.
• A comparative evaluation of the proposed method
with state-of-the-art hashing methods on three available
datasets shows that our method boosts the retrieval per-
formance.
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Figure 1: The overview of the proposed method. The pro-
posed framework is divided into two parts: Offline training
and Online search. The multi-modal data is collaboratively
projected into the common Hamming space where samples
of the same category converge to their common hash center
point generated by a Hadamard matrix in the offline training
stage. Based on the learned projection matrices in the offline
training stage, we adopt an adaptive weighing scheme to ob-
tain hash codes for new data in order to reflect the variations
in their dynamics in the online search process.
THE PROPOSED METHOD
Model Formulation
Assume that the training dataset is comprised of n multime-
dia instances represented with M different modalities, and
accompanied by a set of class labels L = {li}ni=1. The
m-th modality is denoted as X(m) = [x(m)1 , ..., x
(m)
n ] ∈
Rdm×n, where dm is the dimensionality of the m-th modal-
ity. Our method aims to learn the discriminative hash code
B ∈ {−1, 1}r×n to represent multimedia instances, where
r is the length of the output codes in Hamming space. We
pre-define a set of points C = {c1, c2, ..., ck} ∈ Rr∗×k
as the hash centers of specific-class respectively, where k
is the number of categories and r∗ indicates the dimension
of hash centers. We encourage data points with the same
class information to be close to a common hash center and
those with different semantic information to be associated
with different hash centers respectively. Intuitively, the pre-
defined hash centers in the Hamming space should conform
to the following requirement: A sufficient mutual distance
between the centers should ensure that samples from differ-
ent classes are separated well in the Hamming space. The
concept of valid hash centers is specified in Definition 1
Definition 1. Hash centers C = {ci}si=1 ⊂ {0, 1}r
∗
in
the r∗-dimensional Hamming space satisfy that the average
pairwise Hamming distance is greater than or equal to r∗/2,
i.e.
1
V
s∑
i 6=j
DH(ci, cj) ≥ r
∗
2
(1)
where V is the number of combinatins of different ci and
cj , s is the size of set C, and DH denotes the Hamming
distance.
Inspired by recent works (Lin et al. 2020; Koutaki, Shirai,
and Ambai 2018) which have been shown to be very promis-
ing in the field of hash learning, we introduce the Hadamard
Maxtrix to guide the hash learning. A Hadamard matrix con-
structed via Sylvester method (Sylvester 1867) has the fol-
lowing properties
• It is an r∗-order (r∗ = 2n, n = 1, 2...) squared matrix
whose elements are either +1 or -1. The coding length r∗
of the generated Hadamard matrix is
r∗ = min{l|l = 2n, l ≥ r, l ≥ k, n = 1, 2, ...} (2)
• Both its rows and columns are pair-wise orthogonal,
which ensures the Hamming distance between any two
column vectors is r∗/2. Thus, each column of Hadamard
matrix can serve as a hash center satisfying Definition 1.
Referring to Eq. (2), there may be cases when the output
code length r does not satisfy: r = r∗. To mitigate this prob-
lem, Local Sensitive Hashing(LSH) is adopted to transform
the hash centers generated by Hadamard matrix to ensure
the dimension of centers is consistent with output codes.
c˜i = sign(W˜
T ci) (3)
where W˜ = {w˜i}ri=1 ∈ Rr
∗×r is sampled from the stan-
dard Gaussian distribution. The transformed Hadamard ma-
trix preserves the main properties of the original Hadamard
matrix and complies with the requirement of minimal Ham-
ming distance between columns. The detailed theory is de-
veloped in (Lin et al. 2020)
Semantic hash centers for multi-label data Hash centers
{c1, c2, ..., ck} corresponding to k categories respectively
have been obtained as described above. For data classifed
into two or more categories, the corresponding hash center
is the centroid of the multiple centers, each of which relates
to a single category.
Offline Training Stage
Through the above process, we obtain the hash cen-
ter representation H∗ ∈ Rr×n for all training data
in the Hamming space. H∗ is also termed as the tar-
get codes for the training data. For the m-th modal-
ity X(m) = [x(m)1 , ..., x
(m)
n ] ∈ Rdm×n of the training
set, we calculate a nonlinearly transformed representation
φ(x
(m)
i ) = [exp(
‖x(m)i −a(m)1 ‖2F
2σ2m
), ..., exp(
‖x(m)i −a(m)p ‖2F
2σ2m
)],
where {a(m)j }pj=1 are p anchors that are randomly selected
from the m-th modality of the training data and σm de-
notes the Gaussian kernel parameter. The φ(X(m)) =
[φ(x
(m)
1 ), ...φ(x
(m)
n )] ∈ Rp×n preserve the intra-modality
correlation among data within single modality. The time
complexity of this preprocessing phase is O(Mnp).
The heterogenous modalities are projected into a common
Hamming space. In this space, data points of the same cat-
egory are encouraged to migrate towards a common hash
center and those of different categories converge to distinct
hash centers. Thus, we have the following
min
W (m)
M∑
m=1
‖H∗ − sign(W (m)φ(X(m)))‖F (4)
where W (m) ∈ Rr×p is the projection matrix of the m-th
modality, each column of H∗ is the target code of the corre-
sponding training sample, and ‖ · ‖F denotes the Frobenius
norm of a matrix.
In multimedia retrieval, there may potentially be discrep-
ancy between the heterogeneous modalities. Accordingly, it
is necessary to gauge the importance of different modalities
so as to learn an effective and discriminative hash function.
To handle the problem, we transform Eq. (4) to its equiva-
lent form (see Proof 1):
min
µ(m),W (m)
M∑
m=1
1
µ(m)
‖H∗ − sign(W (m)φ(X(m)))‖2F
s.t.
M∑
m=1
µ(m) = 1
(5)
As formulated in Eq.(5), 1
µ(m)
can be considered as a func-
tion of weight µ(m). The more discriminative the m-th
modality, the smaller value of ‖H∗−W (m)φ(X(m))‖2F , and
the larger the corresponding 1
µ(m)
, and vice versa.
Proof 1: Eq.(4) is equivalent to Eq.(5).
According to the Cauchy-Schwarz inequality, the folllowing
(6) holds.
M∑
m=1
1
µ(m)
‖H∗ − sign(W (m)φ(X(m)))‖2F
⇔ (
M∑
m=1
1
µ(m)
‖H∗ − sign(W (m)φ(X(m)))‖2F )(
M∑
m=1
µ(m))
≥ (
M∑
m=1
‖H∗ − sign(W (m)φ(X(m)))‖F )2
(6)
Thus, we can obtain
(
M∑
m=1
‖H∗ − sign(W (m)φ(X(m)))‖F )2
= min
µ(m)
M∑
m=1
1
µ(m)
‖H∗ − sign(W (m)φ(X(m)))‖2F
then
min
W (m)
M∑
m=1
‖H∗ − sign(W (m)φ(X(m)))‖F
⇔ min
W (m)
(
M∑
m=1
‖H∗ − sign(W (m)φ(X(m)))‖F )2
⇔ min
µ(m),W (m)
M∑
m=1
1
µ(m)
‖H∗ − sign(W (m)φ(X(m)))‖2F
(7)
To avoid over-fitting, a regularization term is added to (5).
The overall learning framework the becomes
min
µ(m),W (m)
M∑
m=1
1
µ(m)
‖H∗ − sign(W (m)φ(X(m)))‖2F
+ δ
M∑
m=1
‖W (m)‖2F
s.t.
M∑
m=1
µ(m) = 1
(8)
where δ is a penalty parameter. We relax the objective func-
tion to make it tractable computationally, since the sign func-
tion makes it difficult to optimize (8) directly. The relaxed
objective function can be written as:
min
µ(m),W (m)
M∑
m=1
1
µ(m)
‖H∗ −W (m)φ(X(m))‖2F + δ
M∑
m=1
‖W (m)‖2F
s.t.
M∑
m=1
µ(m) = 1
(9)
We adopt the alternating optimization method to solve the
relaxed problem in (9).
• Step 1: Update W (m) with other variables fixed. We set
the derivative of the objective function with respect to
W (m)(m = 1, 2....) to zero and obtain
W (m) =
1
µ(m)
H∗φT (X(m))(
1
µ(m)
φ(X(m))φT (X(m))+δI)−1
(10)
• Step 2: Update µ(m) with other variables fixed. Gathering
the terms relating to µ(m) , we get the subproblem
min
µ(m)≥0
M∑
m=1
(G(m))2
µ(m)
s.t.
M∑
m=1
µ(m) = 1
(11)
where G(m) = ‖H∗ −W (m)φ(X(m))‖F . According to
the Cauchy-Schwarz inequality, the optimal µ(m) can be
obtained as
µ(m) =
G(m)∑M
m=1G
(m)
(12)
Online Search Process with Dynamic Weights
In the online stage, we assume that data appear in the man-
ner of the data stream. Newly arriving data will be hash
coded and archived in the database. Unfortunately, the fixed
weights learned from Eq. (12) can not capture the varia-
tions of dynamic data in the process of hash coding. Thus,
the weights should be adjusted dynamically for each spe-
cific instance content. Motivated by this intuition, we adopt
a selft-weighting scheme based on the projection matrices
W (m)(m = 1, 2, ...) learned in the offline training to ob-
tain more accurate hash codes for newly arriving multimedia
data. The adaptive online hashing learning process is given
as
min
Bq,µ
(m)
q
M∑
m=1
1
µ
(m)
q
‖Bq −W (m)φ(X(m)q )‖2F
s.t.
M∑
m=1
µ(m) = 1, Bq ∈ {−1, 1}r×nq
(13)
where Bq and nq are the hash codes and the number of
the new instances respectively. φ(X(m)q ) is the nonlinearly
transformed representation of the m-th modality of the
newly coming instances.
We solve the problem in Eq. (13) by alternative updating the
following variables iteratively.
Update µ(m)q with fixed Bq . The optimal solution of µ
(m)
q is
obtained as
µ(m)q =
G
(m)
q∑M
m=1G
(m)
q
(14)
where G(m)q = ‖Bq −W (m)φ(X(m)q )‖F .
Update Bq with fixed µ
(m)
q . We can get a closed solution as
Bq = sgn(
M∑
m=1
1
µ
(m)
q
W (m)φ(X(m)q )) (15)
Experiment
In this section, we conduct retrieval experiments on three
widely-used multi-modal datasets to verify the performance
of the proposed method. Our experiments are executed on
a Windows 10 platform based desktop machine with 12GB
memory and 4-core 3.6GHz CPU.
Algorithm 1 Adaptive Online Multi-modal Hashing
Input: Training set X(m) = [x(m)1 , ..., x
(m)
n ] ∈
Rdm×n, (m = 1, ...,M), label matrix L.
Generating output target codes H∗ according to Section
.
Calculate the transformed representation φ(X(m)) =
[φ(x
(m)
1 ), ...φ(x
(m)
n )] ∈ Rp×n
Initialize W (m)(m = 1, ...,M) and µ(m)(m =
1, ...,M)
1: repeat
2: Update W (m)(m = 1, ...,M) according to (10);
3: Update µ(m)(m = 1, ...,M) according to (11);
4: until convergence
Output: W (m)(m = 1, ...,M)
for q =1,...T do
Receive newly arriving Xq
repeat
Update µ(m)(m = 1, ...,M) according to (14);
Update Bq according to (14);
until convergence
Output Bq
end for
Datasets
WiKi (Rasiwasia et al. 2010) is a multi-modal single-label
dataset which consists of 2866 multimedia documents of 10
categories. We directly generate one hash center for each
category. Each image is represented by 128-dimensional
SIFT histogram vector, while text is represented as a 10-
dimensional feature vector generated by latent Dirichlet al-
location. A random subset of 2173 multimedia samples is
used as the offline training set and the retrieval set and the
remaining 963 samples as the query set.
Pascal VOC 2007 (Wei et al. 2017) contains 9963 images
of 20 categories. Each image and associated 399 tags with
the image compose a multimedia sample. In this dataset, We
employ the 4096-dimensional CNN feature to represent the
visual object and the 798 dimensional tag ranking feature is
employed as the text feature. A random subset of 2000 sam-
ples is provided as the offline training set, and the remaining
samples are divided into query set and retrieval set, contain-
ing 963 and 7000 samples respectively.
NUS-WIDE (Chua et al. 2009) is comprised of 269648
multi-modal samples of 81 concepts. In our experiments, we
only keep 186577 samples of the top ten most frequent con-
cepts. The image modality is represented by a 500 dimen-
sional bag- of-visual words and the 1000 dimensional tag oc-
currence vector is employed as text modality feature. A ran-
dom subset of 1866 samples for query set and 184711 sam-
ples for retrieval set. 5000 samples are randomly selected
from the retrieval set for the offline training stage.
Pascal VOC 2007 and NUS-WIDE are two multi-lable
datasets. For those multimedia samples with multiple labels,
we first generate hash centers for single category, then cal-
culate the centroid of the multi-centers as the semantic target
codes of this sample.
Table 1: mAP Comparison of Different Methods for different bits
Methods WiKi Pascal VOC 2007 NUS-WIDE16 32 64 128 16 32 64 128 16 32 64 128
ITQ 0.5122 0.5359 0.5490 0.5532 0.7586 0.7975 0.8053 0.8061 0.3724 0.3751 0.3776 0.3789
LSH 0.4306 0.4712 0.5085 0.5276 0.4402 0.5591 0.6628 0.7262 0.3421 0.3554 0.3544 0.3672
DLLE 0.5234 0.5330 0.5466 0.5506 0.7629 0.8068 0.8131 0.8193 0.3738 0.3782 0.3794 0.3823
HCOH 0.5450 0.5474 0.5494 0.5490 0.2436 0.6050 0.6070 0.6072 0.3232 0.3451 0.3434 0.3645
MFH 0.4630 0.5040 0.5455 0.5569 0.5364 0.6376 0.6941 0.7216 0.3673 0.3752 0.3803 0.3815
MVLH 0.3027 0.3166 0.3000 0.3045 0.5469 0.6324 0.6995 0.7203 0.3363 0.3339 0.3324 0.3284
OMH-DQ 0.4117 0.4393 0.4556 0.4319 0.5673 0.7040 0.8096 0.8542 0.5223 0.5381 0.5823 0.5957
Ours 0.6580 0.6674 0.6677 0.6752 0.7715 0.9001 0.9009 0.9016 0.6190 0.6240 0.6271 0.6385
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Figure 2: Performance variation with respect to δ.
Baselines and Evaluation Scheme
We compare our method with several state-of-the-art hash-
ing methods. These baselines can be divided into two cat-
egories. (1) Multi-modal hashing methods including MFH
(Song et al. 2013), MVLH (Shen et al. 2015), and OMH-
DQ (Lu et al. 2019); (2) Single-modal hashing methods in-
cluding ITQ (Gong et al. 2013), LSH (Datar et al. 2004),
DLLE (Ji et al. 2017), HCOH (Lin et al. 2018). Since the
single-modal methods can not deal with multiple modalities
simultaneously, we concatenate multiple modalities as the
input feature for a fair comparison. We adjust the parame-
ters of each method to take values from the candidate range
given in the original papers and report the best results. The
performance is evaluated by Mean Average Precision (mAP)
(Yi and Yeung 2012; Zhang and Li 2014). For a query q, the
Average Precision (AP) is defined as follows
AP (q) =
1
lq
R∑
m=1
Pq(m)δq(m) (16)
where Pq(m) denotes the accuracy of the top m retrieval
results; δq(m) = 1 if the m-th position is the true neighbour
of the query q, and otherwise δq(m) = 0; lq is the correct
statistics of top R retrieval results. The mAP is defined as
the mean of the average precisions of all the queries.
WiKi Pascal VOC 2007 NUS-WIDE
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Figure 3: The results of the ablation experiments on the
adaptive online stage
Accuracy Comparison
The experimental results on WiKi, Pascal VOC 2007 and
NUS-WIDE are presented in Table 1. We can clearly ob-
serve that our method consistently outperforms all the base-
lines used in the comparison, when the code length varies
from 16 bits to 128 bits. As the code length increases,
the performance of our method improves slightly. This be-
haviour demonstrates that our method is not sensitive to the
code length and can achieve satisfactory performance even
with short codes. Compared with OMH-DQ, our method
achieves an average improvement of 23% , 13% and 7% on
WiKi, Pascal VOC 2007 and NUS-WIDE respectively. This
indicates that our method can generate effective hash codes
in large-scale applications.
Ablation study In our method, the projection matrices are
learned during the offline stage and the hash codes of newly
coming multimedia data are generated in an online mode in
order to capture the variations inherent in the data. In order
to validate the effectiveness of the proposed adaptive online
strategy, we conduct ablation experiments. Let ’fixed’ indi-
cate the weights learned in the offline stage. They are applied
to generate hash codes for newly coming data. As shown in
Fig. 3, our method exhibits a considerable improvement over
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Figure 4: Visualization of modality weights adapted to dynamic data
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Figure 5: Convergence curves on Wiki (a), Pascal VOC 2007 (b) and NUS-WIDE (c).
’fixed’. Fig. 4 shows the dynamic variation of the weight
of each modality for a new data batch. Note that the varia-
tions for Pascal VOC 2007 and NUS-WIDE are larger than
for WiKi. From Fig. 3, it is apparent that the improvement
gained in Precision is correlated with the extent of varia-
tions of the dynamic weight. This implies that the weight
adaptation is very important. It impacts on the performance
beneficially, especially for data with large diversity.
Run Time Comparison
In this subsection, we investigate the training time of the pro-
posed method and compare it with baselines by conducting
experiments on WiKi, Pascal VOC 2007 and NUS-WIDE
datasets respectively. The statistics of the results are reported
in Table 2. We can see that our method requires less train-
ing time than OMH-DQ. LSH is a popular data-independent
method. It is obvious that the computation cost of LSH is
relatively low. HCOH is also a supervised method based on
Hadamard matrix, but its optimization does not involve the
matrix inverse operation. Except for LSH and HCOH, our
method is faster than the other methods compared. Although
the training time of our method is slightly slower than that
of LSH and HCOH, its performance is much better.
Parameter sensitivity and Convergence analysis
There is only one penalty parameter δ to avoid overfitting
in our model. In order to explore its effect on the perfor-
Table 2: Comparison of training time (seconds)
Methods Training time (s)WiKi Pascal VOC 2007 NUS-WIDE
ITQ 0.5033 87.7270 2.5625
LSH 0.0129 2.9982 0.1014
DLLE 139.1312 147.1619 1461.2236
HCOH 0.2302 9.9715 3.1992
MFH 2.7651 25.9216 19.0934
MVLH 184.7249 452.2433 913.1369
OMH-DQ 8.3657 192.0446 70.1140
Ours 0.3724 23.8603 1.6507
mance of our model, we vary its values in the range of
{1e−5, 1e−4, 1e−3, 1e−2, 1e−1}. The performance curves
are plotted in Fig.3. We can see that a degradation com-
mences on WiKi from 1e-3. In contrast, the performance is
relatively stable for a large range of values on Pascal VOC
2007 and NUS-WIDE, which may be because the overfit-
ting is less likely to happen on larger datasets. In conclusion,
our model is insensitive to the parameter and can flexibly be
applied, especially to larger-scale multimedia retrieval prob-
lems.
The optimisation process based on the updating rule (see
Eq.(10 and Eq. (12))) is decreasing the objective function
monotonically, and rapidly converges to the minimum. This
is shown by the results of the experiments on WiKi, Pascal
VOC 2007 and NUS-WIDE using our model with the code
of 128-bit length. The convergence curves obtained on the
three datasets are plotted in Fig. 5. (The convergence trend
for the hash codes of other length is similar.) As shown in
Fig. 5, our model converges within 5 iterations on WiKi,
Pascal VOC 2007 and NUS-WIDE respectively.
Conclusion
In this paper, we proposed a novel multi-modal hashing
method where Hadamard matrix is introduced to generate
a discriminative hash center for each content category. Our
model exhibits strong discriminative capability and is com-
putationally light. As it is not highly sensitive to hyper-
parameters, it can be applied very flexibly. The results of
the experiments conducted on several public multi-modal
datasets demonstrate the superior accuracy and efficiency of
the proposed method, as compared to the state-of-the-art al-
gorithms.
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