Abstract. We study a narrow band type algorithm to solve a discrete formulation of the convex relaxation of energy functionals with total variation regularization and non convex data terms. We prove that this algorithm converges to a local minimum of the original non linear optimization problem. We illustrate the algorithm with experiments for disparity computation in stereo and a multi-label segmentation problem and we check experimentally that the energy of the local minimum is very near to the energy of the global minimum obtained without the narrow band type method.
1. Introduction. The purpose of this paper is to describe a narrow band type method to minimize the convex relaxation of energy functionals with total variation regularization and non convex data terms as proposed in [20, 14] .
While binary labeling problems can be globally minimized using graph cuts [16, 18] , in general, the global optimum of multilabel problems cannot be obtained, although it can be solved approximately [5, 23] . As Ishikawa showed in [17] , in case that the set of labels is linearly ordered and the pairwise interactions between them are convex, then the multilabel problem can be exactly solved. Assuming that the labeling function u is defined on a discrete grid, the main idea was to transform this problem into a binary labeling problem for the characteristic function of the subgraph of u. This idea was reformulated in [20] in order to construct a convex relaxation of the continuous variational formulation of total variation regularized problems with non convex data terms. The applications to image processing are numerous, in particular, to stereo, optical flow computation, or multi-region image segmentation. One of the advantages of the continuous formulation is that it permits to use numerical optimization techniques which can be implemented in parallel architectures such as GPUs [21] .
This set of ideas has been deeply studied and extended in [14] (see also [8] ), where the authors addressed in detail the problem of the computation of minimal partitions, with a regularization term given by the Hausdorff measure of the total interface in the continuous setting, or the Potts model in the discrete case, although the methods apply to other cases, like the disparity computation in stereo. A related approach for depth computation has been proposed in [24] and in [19] .
If the original unknown function is u : {1, . . . , N } 2 → [0, M ], the new variable in [20] is the characteristic function of the subgraph of u, that is w(i, j, z) = χ [0,u(i,j)] (z), (i, j) ∈ {1, . . . , N } for z, for instance {0, . . . , M }, assuming that M is an integer. In [14] the authors represent the function in terms of the characteristic functions of its level sets: u l (i, j) = χ [0,u(i,j)] (l), l = 1, . . . , M and they write the energy in terms of u 1 , . . . , u M which satisfy the constraint 0 ≤ u M ≤ . . . ≤ u 1 ≤ 1. Thus, at the numerical level we always work with a finite set of values.
Since we have gone from 2D data to 3D data, we have increased both the computational complexity and the memory storage required. The first issue may be not dramatic since the task of energy minimization can be very effective using GPUs, although it will be more efficient if we work in a narrow band around the graph of the current solution. Working in a narrow band, the memory storage will be alleviated at equal number of labels. These are the supporting reasons to study a narrow band type method to minimize the convex relaxation of energy functionals with total variation regularization and non convex data terms.
Let us briefly summarize in a continuous framework the relaxation technique proposed in [20] (see also [14] ). Let us consider the variational problem where Ω is a rectangle in IR 2 , Ω |Du| denotes the total variation of u in Ω [4] , and W : Ω × IR → IR + is a potential which is Borel measurable in x and continuous in u, but not necessarily convex. Thus, the functional is nonlinear, and let us assume that is non-convex. The functional can be relaxed to a convex one by considering the subgraph of u as an unknown.
Following [20] , let us write the nonlinearities in (1.1) in a "convex way" by introducing a new auxiliary variable representing the subgraph of u. This will permit to use standard optimization algorithms. The treatment here will be heuristic.
Let
is the Heaviside function and s ∈ IR. Notice that the set of points where u(x) > s (the subgraph of u) is identified as w(x, s) = 1. That is, w(x, s) is an embedding function for the subgraph of u. This permits to consider the problem as a binary labeling problem. The graph of u is a 'cut' in w.
Since D x w(x, s) = δ(u(x)−s)Du(x) and ∂ s w(x, s) = −δ(u(x)−s) we may formally write R(u) as
Notice that
Using the definition of anisotropic total variation [3] we may write the problem (1.1) in terms of w as min w∈A E(w), (1.2) where the boundary conditions w(x, 0) = 1, w(x, M ) = 0 are taken in a variational sense. Although the energy (1.2) is convex in w the problem is non-convex since the minimization is carried on A which is a non-convex set. The proposal in [20] is to relax the variational problem by allowing w to take values in [0, 1] . This leads to the following class of admissible functions
The associated variational problem is written as min w∈Ac E(w).
(1.4)
Let us mention that the solution of problem (1.4) may not be unique, in consistency with the original problem (1.1). On the other hand, the problem is now convex and a solution can be obtained using a proximal point type algorithm [20, 14] 5) where ∆ > 0 and w k is the current solution, which can be solved using the dual [11] or primal-dual numerical schemes [25] . In this way a global minimum of (1.4) is obtained. Formally, the level sets of a solution of (1.4) give solutions of (1.1). This has been observed several times (see [2, 15, 20, 6] and references therein). In the most general setting, this can be proved using the developments in [3, 10] .
Clearly, this relaxation comes at the prize of using an extra dimension (or an ordered set of functions as in [14] ). In order to recover the complexity of a 2D problem, we study a proximal point iterative algorithm formulated in a narrow-band around the graph of the current solution working at the discrete level. At each step, by applying a convenient threshold to the previous solution w k , we obtain a binary function, T (w k ), and we solve 6) where the functions w are defined in a neighborhood of the jump discontinuity of T (w k ) (representing the graph of the solution we are looking for) and are decreasing in the variable s. Then we prove that by choosing the thresholding operations in a convenient way, the solutions w k converge to a local minimum w * (which is the characteristic function of the subgraph of a function) of the discrete version of (1.1). Indeed, the energy of w * is smaller that the energy of functions whose support is in a neighborhood of the graph represented by w * and which represent its perturbations. But in practice we have checked that the energy of the solution obtained is very near to the energy of the solution obtained without using the narrow band method which is a global minimum of (1.4) [20] . We will also show that this provides a more efficient method with lower memory requirements. We have implemented at present the algorithm in CPU and we plan its GPU implementation.
We illustrate our method with some experiments on disparity computation in pairs of stereo images and on the convex relaxation of the piecewise constant discrete version of the Mumford-Shah model, and we compare our results with the ones obtained without the narrow band method [20, 14] . We observe that the local minima obtained are very near to the global minimum computed without the narrow band method Let us finally mention that the relaxation formalism can be extended to more general energy functionals [1, 14] . In particular, in [14] the authors address the problem of convex formulation of multi-label problems with finitely many values including (1.1) and the case of non-convex neighborhood potentials like the Potts model or the truncated total variation. The general framework permits to consider the relaxation in BV (Ω) of functionals of the form
where u ∈ W 1,1 (Ω) and
is a convex function of ξ for any (x, z) ∈ Ω × IR N satisfying some coercivity assumption in ξ. Let f * denote the Legendre-Fenchel conjugate of f with respect to ξ. If
w is smooth and f * (x, s, w
then the lower semicontinuous relaxation of F is
Based on this formula one can use a dual or a primal-dual numerical scheme to minimize F(u) if one knows how to compute the projection onto the convex set K. We refer to [14] for details.
Let us give the plan of the paper. In Section 2 we recall the definition and basic properties of discrete total variation (TV) functionals. In Section 3 we propose an abstract formulation of the narrow band method for discrete TV functionals. In Section 4 we introduce the discrete gradient and divergence required to formulate problems of type (1.5) in a discrete setting. Then in Section 5 we study the equivalence of the discrete formulations of (1.1) and (1.4). In Section 6 we formulate the dual problem of the discrete energy (1.5) and write the associated Euler-Lagrange equation. In Section 7 we adapt the abstract narrow band method to the concrete case of the discrete energy (1.5) and we obtain the convergence of the numerical scheme. We also observe that the discrete analogous of the constraint ∂ s w ≤ 0 can be imposed by penalization when the penalization parameter is larger than a multiple of the number of labels. This is technically relevant in order to fix from the beginning the thresholds at each step of the proximal point. In Section 8 we present some experiments that illustrate the algorithm and we check that the energy of the local minima obtained is very near to the global minimum computed without the narrow band method. The experiments are shown for two problems: disparity computation in stereo problems and multi-label segmentation.
2. Basic properties of discrete total variation functionals. We denote by X the Euclidian space IR m , m ≥ 1, endowed with the Euclidian metric and the scalar product, denoted by · and ·, · , respectively. As in [13] we define a discrete total variation as a convex, nonnegative functional J : X → [0, +∞], not identically +∞, satisfying a coarea formula
As stated in [13] , it is easy to derive the following properties. Proposition 2.1. Let J be a discrete total variation in X. Then (i) J is positively homogeneous, i.e., J(λw) = λJ(w) for any w ∈ X and any λ ≥ 0. (ii) J is invariant by addition of a constant: J(c1 + w) = J(w) for any w ∈ X and any c ∈ IR, where 1 = (1, 1, . . . , 1) is a constant vector. In particular
(v) J is submodular: for any w, w ′ ∈ {0, 1} m ,
This holds also for any w, w ′ ∈ X. Let C be a closed convex subset of X and let us consider the problem
Using (2.1), for any w ∈ X the measure of the set of t ∈ IR for which J( χ {w≥t} ) ≤ J(w) is positive and we always find a value of t ∈ IR such that J( χ {w≥t} ) ≤ J(w). In particular, if w is a minimum of (2.2), then the level sets are also minima of (2.2) as soon as the level sets are also in C.
We assume that C ⊆ {w : w i ∈ [0, 1], ∀i ∈ {1, . . . , m}} satisfies the property:
We also assume that there is some w ∈ C such that J(w) < ∞.
Observe that property (2.3) implies that w ∧ α, w ∨ α ∈ C for any w ∈ C. Let ∆ > 0 and g ∈ X. Let us consider the problem
Since J is convex and J(w) < ∞ for some w ∈ C, problem (2.4) has a unique solution w ∈ C. Moreover, using Proposition 2.1.(iv), we know that min g ≤ w i ≤ max g for all i ∈ {1, . . . , m}. It suffices to check that w ∨ (min g) and w ∧ (max g) are both solutions of (2.4) and must coincide with w (see Proposition 7.2).
Let S(C) := {F ⊆ {1, . . . , m} : χ F ∈ C}. Proposition 2.2. Let w ∈ C be the unique solution of (2.4). Then for any t ∈ IR the set {w > t} := {i : w i > t} is a solution of
Moreover, {w > t} and {w ≥ t} are, respectively, the minimal and maximal solutions of (P ) t . Before proving Proposition 2.2 let us recall the following Lemma. Lemma 2.3. (i) For each t ∈ IR, the problem (P ) t has a solution.
(ii) Let t > t ′ and let Q t , Q t ′ be solutions of (P ) t and (P ) t ′ , respectively. Then
The first assertion is immediate. The second one is a consequence of the submodularity of J and can be found in [2, 12] . The third assertion is also immediate.
Proof. (of Proposition 2.2). Recall that we denote w ∈ C the unique solution of (2.4). Let Q t ∈ S(C) be a solution of (P ) t , t ∈ IR. Let us define
The function w i is well defined, w ∈ X, and {w > t} = Q t a.e. in t. Since w has finitely many values, this implies that all (different) level sets are in C. Hence w ∈ C by our assumption (2.3). Notice also that, by Lemma 2.3, a ≤ w i ≤ b for any i ∈ {1, . . . , m}. Observe that w is a solution of (2.4). Indeed
Thus w is also a solution of (2.4). By uniqueness w = w. Hence {w > t} = Q t a.e. in t. We deduce that for any t ∈ IR the set {w > t} is a solution of (P ) t . By Lemma 2.3.
(ii) it follows that {w > t} and {w ≥ t} are, respectively, the minimal and maximal solutions of (P ) t .
It may happen that the functional J( χ E ) is not symmetric under complements, i.e., we do not have J( χ {1,...,m}\E ) = J( χ E ). For that reason we define
for any set E such that {1, . . . , m} \ E ∈ S(C). Proposition 2.4. Let w ∈ C be the unique solution of (2.4). Then for any t ∈ IR the set {w < t} := {i : w i < t} is a solution of
where F c := {1, . . . , m} \ F . Moreover, {w < t} and {w ≤ t} are, respectively, the minimal and maximal solutions of (P ) * t . Proof. Let F t := {w < t}, t ∈ IR, F ⊆ {1, . . . , m} such that F c ∈ S(C). Then (F t ) c = {w ≥ t} := E t and we have
3. An abstract formulation of the narrow band method for discrete TV functionals. Let us consider the following iterative scheme. Start with w 0 ∈ C with J(w 0 ) < ∞. For each n, let w n+1 be the solution of
Hence (see [7] ), for each n, w n+1 is a solution of
where I C (w) = 0 if w ∈ C and I C (w) = +∞ otherwise. We write the inclusion symbol ∋ instead of the equality since ∂(J + I C ) may be multivalued [7] . As it is known, the proximal point algorithm is convergent [22, 9] . Let us now consider the following modification of the scheme which is an abstract formulation for the narrow band method. Start with w 0 = w 0 ∈ C with J(w 0 ) < ∞, C 0 = C. For each n, let C n ⊆ X be a closed convex set satisfying (2.3). Assume that for each n we know w n ∈ C n and we solve the problem
Let w n+1 be the unique solution of (3.2). Let us denote T t (w) = χ {w>t} , w ∈ X. Given w n+1 ∈ C n we may find t n+1 such that J(T tn+1 (w n+1 )) ≤ J(w n+1 ) + ǫ n+1 where ∞ n=1 ǫ n < ∞. For simplicity, we write T n+1 instead of T tn+1 . We define
Let C n+1 ⊆ X ∩ {0 ≤ w ≤ 1} be a closed convex set satisfying property (2.3) such that w n+1 ∈ C n+1 . Now problem (3.2) is completely determined for next iteration. We assume that the set C n+1 is determined by w n+1 in a unique way. Let us observe the following estimate. Lemma 3.1. We have
This estimate implies that w n+1 − w n → 0 in X as n → ∞. Proof. For each n, w n+1 is a solution of
where
Now, multiplying (3.4) by w n+1 − w n , taking scalar products, and adding the identities obtained we have
where we used that J(w n ) ≤ J(w n ) + ǫ n in the last inequality. Then (3.3) follows. Theorem 3.2. For n large enough the solution becomes a constant and binary function. Thus the algorithm converges in finitely many steps to a local minimum of J, i.e. a minimum of J in C n .
Proof. Since the set of characteristic functions in a finite grid, though very big, is finite, then there are m, p with m > p such that w m = w p . Then w m+1 = w p+1 . This implies that the sequence w n is periodic. Let k = m − p. Then {w jk+p+1 } j is a constant sequence, sayw. Let m j = jk +p. Notice that C mj does not depend on j, let us denote it by B. Since v mj +1 ∈ ∂J mj (w mj +1 ), by the definition of subdifferential, we have that
and is independent of j, then v mj +1 = 0. Hence w mj = w mj +1 =w and we obtain
In other wordsw is a minimum of (2.2) in B. Moreover the sequence becomes stationary since w mj +1 = T mj +1 (w mj +1 ) = w mj =w. Therefore, the algorithm converges in a finite number of steps to a binary function.
We now focus on determining the threshold value t n+1 for each iteration. Let
Since we know by Lemma 3.1 that w n+1 − w n → 0 in X as n → ∞ and all norms in a finite dimensional space are equivalent, then, given ǫ > 0, for n large enough (n ≥ n ǫ ) we have that
where · ∞ denotes the maximum norm in X. Lemma 3.3. Assume that ǫ ≤ 1 2 and let n be such that (3.6) holds. Then the infimum of {J( χ Et ) : t ∈ [min w n+1 , max w n+1 )} is attained at one of the values J( χ {w n+1 >min w n+1 } ) or J( χ {w n+1 ≥max w n+1 } ).
Proof. By (3.6), if w
In particular:
Since J * ( χ E ) = J( χ {1,...,N }\E ) we have
In that circumstance the infimum of J( χ Et ) for any t ∈ [min w n+1 , max w n+1 ) is attained one of the values J( χ {w n+1 >min w n+1 } ) or J( χ {w n+1 ≥max w n+1 } ).
For some operators we can use the previous scheme starting at iteration n = 0. The proof of the next statement follows the same line as the proof of Lemma 
4. The discrete gradient and divergence for a problem with mixed Neumann and Dirichlet boundary conditions. Let us consider the discrete domain Ω = {1, . . . , N } 2 .
Let Ω * := Ω × {1, . . . , M }. For convenience, let us denoteΩ the extended domain Ω × {0, . . . , M }. We denote by U * , U the Euclidian spaces
Let us denote the Euclidian norm and scalar product in U by · and ·, · , respectively. The Euclidian norm an scalar product in U * will be denoted by w * and ·, · * , respectively. Thus, we write
Let ·, · 0 be the scalar product for the vectors (w i,j,0 ) (i,j)∈Ω . The definition of the discrete gradient will be in consonance with the boundary conditions. Recall that we need to impose the Neumann boundary conditions when i = 1 or i = N and when j = 1, j = N , and Dirichlet boundary conditions when k = 0, k = M . For that reason, although the original domain is Ω * and we are interested in the values of w i,j,k for (i, j, k) ∈ Ω * , to impose the Dirichlet boundary conditions we need to consider vectors w ∈ U with w i,j,0 = 1. For the zero Dirichlet boundary conditions when k = M we do not write explicitly the extension of the domain to k = M + 1.
Let us give the definition of the discrete gradient which considers Dirichlet boundary conditions on the top and bottom ofΩ and Neumann in the lateral boundary of Ω. Given w ∈ U its discrete gradient ∇w will be a vector in
The scalar product and the norm in V are denoted respectively by σ,η V = i,j,k∈Ωσ i,j,k ·η i,j,k and σ 2 V = σ,σ V . Let us define the divergence of a vectorσ ∈ V so that it verifies σ, ∇w V = − divσ, w . By analogy with the continuous setting, we introduce the discrete divergence div xy as the dual operator of ∇ xy (which takes into account the Neumann boundary conditions in Ω), i.e., for every σ ∈ U × U and w ∈ U we have div xy σ, w = − σ, ∇ xy w U ×U .
One can easily check that div xy is given by
Let us compute the dual operator to ∇ s w, w ∈ U . Let σ 3 ∈ U . We have
Writing σ 3 i,j,−1 = 0, we can continue the previous identities as:
We define
5. Formulation of discrete nonlinear TV problems in terms of anisotropic total variation . Let
We denote by | · | p the ℓ p norm of a vector in IR 2 , 1 ≤ p ≤ ∞.
Let us consider the anisotropy φ :
with the convention that the last maximum is infinity when W (i, j, k) = 0. Then for each (i, j, k) ∈Ω we have
(5.4) Let us consider the energy
where I {∇sw≤0} (w) = 0 if ∇ s w ≤ 0, +∞ otherwise. By our definition of the gradient we may write
Proof. Let us first observe that
To simplify the notation, we use the convention u(N +1, j) = u(N, j) and (
where m(u)
Both identities prove (5.7).
Let us prove the coarea formula for E. Theorem 5.2. For any w ∈ U we have
The result is immediate if we write w i,j,M +1 = 0 and use the previous identity. Proof. Clearly there is a minimum of R(u) in U M . Since the anisotropic total variation E is continuous and A is compact in U , we have that there is a minimum of E(w) in U .
Since any function u ∈ U M determines a function w = χ S(u) ∈ A such that ∇ s w ≤ 0, then Now, let w ∈ A be a minimum of E. Let a ∈ [0, 1) be such that χ {w>a} is a minimum of E (this holds for almost any a by the coarea formula). Let E k = {(i, j) ∈ Ω : w i,j,k > a}, k ∈ {0, . . . , M }. Now, since E k1 ⊆ E k2 whenever k 1 < k 2 , then we may define
Then {u ≥ k} = E k for k ∈ {0, . . . , M } and u i,j ∈ {0, . . . , M }, ∀(i, j) ∈ Ω. Thus u ∈ U M . Since S(u) = {w > a}, using Proposition 5.1 we have that
We have proved (5.9).
6. The dual optimization problem for the proximal point method. Let
Let ψ ∈ D, ∆ > 0. Let us consider the problem
Let us study the optimality condition satisfied by the solution of (6.1). We have
we get
Let us justify the previous computations. For that we recall the following version of the minimax theorem Assume that for any y ∈ B, λ ∈ IR, the level sets {x ∈ A : K(x, y) ≤ λ} are compact. Then
If we use
then for anyσ ∈ V, µ ∈ IR, the sets {w ∈ A : K(w,σ) ≤ µ} are compact (or empty). Then the previous computations are justified. Notice that this is true even if V is unbounded.
Introducing w from (6.2) in the above formulas and after some computations we get that
There is a couple (w,σ) such thatσ is a solution of the problem
3)
and w = ψ + ∆divσ, (i, j, k) ∈ Ω * , is a solution of
Moreover we have
Observe that as a consequence of (6.4) we have that
Proof. We just have to show that the problem (6.3) has a solution. It suffices to prove that a minimizing sequence is bounded in V. Letσ n = (σ n , σ 3 n ) be a minimizing sequence of F. Let us write
is bounded. Hence divσ n and (σ 3 n ) + , Q 0 are bounded. Since σ n is bounded, we deduce that ∇ s σ 3 n is bounded. Hence, also ∇ s (σ 3 n ) + is bounded. This together with the boundedness of (σ
n is bounded and the continuity of F proves that (6.3) has a solution.
Finally, observe that the identity (6.4) follows from substitutingσ and w in the identity leading to (*) in the computations at the beginning of this Section.
7. The narrow band method for the convex relaxation of discrete multilabel problems with TV regularization. Let us use the results proved in Section 3. Let us consider the case where X = U (m = N × N × (M + 1)), J(w) = E(w) and
As a consequence of Theorem 5.2 we have: Proposition 7.1. The functional E(w) is a discrete total variation in U . The proof of next Proposition has been sketched in Section 2. We give it for the sake of completeness.
Proof. Let us observe that for any α ∈ IR we have E(w∧α) ≤ E(w) and E(w∨α) ≤ E(w). Since 0 ≤ ψ ≤ 1, we have that ψ − (w ∧ 1) ≤ ψ − w . Hence
and by uniqueness of solutions we deduce that w ∧ 1 = w. Hence w ≤ 1. Similarly, using ψ − (w ∨ 0) ≤ ψ − w we obtain that w ≥ 0. Let
Notice that if w = χ F , F ∈ SG, then w ∈ A and w i,j,k ∈ {0, 1} ∀(i, j, k) ∈Ω. Conversely, if w ∈ A and w i,j,k ∈ {0, 1} ∀(i, j, k) ∈Ω, then F := {(i, j, k) ∈Ω :
Then Theorem 3.2 proves that the narrow band method converge to a local minimum of the problem: min w∈Ã E(w).
(7.1)
In order to have a narrow band method we adapt the data domain at each
Step. Start with
Step we assume that we defined L n , M n ∈ SG, with L n ⊂⊂ M n , that we have w n ∈Ã(L n , M n ) and we solve the problem min w∈Ã(Ln,Mn)
Let w n+1 be the unique solution of (7.2). Let us denote T t (w) = χ {w>t} , w ∈Ã. Given w n+1 we may find t n+1 such that E(T tn+1 w n+1 ) ≤ E(w n+1 ) + ǫ n+1 where ∞ n=1 ǫ n < ∞. The choice of E(T tn+1 w n+1 ) is described with further detail in Lemmas 3.3 and 3.4.
. We can use a construction which at each step gives us unique such sets L n , M n . Now the sequence of problems (7.2) is completely determined.
Theorem 7.4. For n large enough the solution of (7.2) becomes a constant and binary function. Thus the algorithm converges in finitely many steps to a local minimum of E.
We also have Lemma 7.5. Assume that ǫ ≤ 1 2 and let n be such that (3.6) holds. Then the infimum of {E( χ {w n+1 >t} ) : t ∈ [min w n+1 , max w n+1 )} is attained at one of the values E( χ {w n+1 >min w n+1 } ) or E( χ {w n+1 ≥max w n+1 } ).
7.1. Formulation of the energy and constraint in terms of an anisotropic total variation. Let λ > 0. Let us consider the anisotropy
( 7.4) with the convention that the last maximum is infinity when W (i, j, k) = 0. Then for each (i, j, k) ∈Ω we have
Let us consider the energy
By our definition of the gradient we may write
(7.6) Lemma 7.6. We have that κ := max 0≤w≤1 ∂E λ (w) ∞ < ∞.
Let us consider
Then we apply the narrow band strategy to minimize
Again, in order to have a narrow band method we adapt the data domain at each Step. Start with
Step we have defined L n , M n ∈ SG, with L n ⊂⊂ M n , we have w n ∈Ã λ (L n , M n ), and we solve the problem min w∈Ã λ (Ln,Mn)
Let w n+1 be the unique solution of (7.8). Let us denote T t (w) = χ {w>t} , w ∈Ã λ . Given w n+1 we may find t n+1 such that E(T tn+1 w n+1 ) ≤ E(w n+1 ) + ǫ n+1 where
Notice that we may replace {w n+1 > t n+1 } by its connected component A n+1 which contains {(i, j, 0) : (i, j) ∈ Ω}. Indeed E λ ( χ An+1 ) ≤ E λ ( χ {w n >tn} ). We define
. Now the sequence of problems (7.8) is completely determined. Lemma 7.7. Let w λ be a minimum of (7.7). If λ > 4M , then ∇ s w λ ≤ 0.
Observe that if we take λ 0 > 4M , κ = κ(λ 0 ) := ∇ xy + ∇ s ( W ∞ + λ 0 ) and ∆ = 1 κ(λ0) , then Lemmas 3.4 and 7.7 hold. Then we converge to a local minimum of E which is the graph of a solution of R.
Proof. Let w λ be a minimum of (7.7). Then its level sets are also minima of (7.7) and are binary functions. If we prove that ∇ s χ {w λ >t} ≤ 0, then it follows that ∇ s w λ ≤ 0. Thus we may assume that w λ is a binary function, i.e., w λ = χ F where F ∈ SG. If ∇ s w λ ≤ 0 is not true, then there exists (i 0 , j 0 ) ∈ Ω and an interval I := {k 1 + 1, . . . , k 2 − 1} of {0, . . . , M } with k 1 + 1 < k 2 such that (i 0 , j 0 , k 1 ) ∈ F , (i 0 , j 0 , k 2 ) ∈ F and (i 0 , j 0 , k) ∈ F for any k ∈ I. Then we define
On the other hand
This contradiction proves that ∇ s w λ ≤ 0.
Experiments.
We applied the narrow band algorithm to two different multilabel problems: disparity estimation and segmentation.
8.1. Disparity estimation. This first problem consists in finding the disparity between two rectified images, as the ones shown in Figure 8 .1. Denoting I 1 and I 2 the two images with domain Ω = {1, . . . , N } 2 , we aim at seeking the disparity u of image I 1 with respect to image I 2 , which takes its values into the discrete set {l 0 , · · · , l n }.
The problem can be formulated as:
where α > 0, and the cost W for a pixel (i, j) ∈ Ω and a disparity u i,j is defined as:
We applied this process to the disparity estimation of the images shown in Figure  8 .1 with 16 labels and α = 40. In Figure 8 .2, we show the disparities obtained by the process for different sizes of the band. The result without using a narrow band is also given. We can see that for increasing band size, the result gets closer to the one obtained without band. Table 8 .3 gives a quantitative comparison of the obtained results with respect to the ground truth using a threshold of 1 for wrong pixels. We can see from these results that using a narrow band does not deteriorate the estimation, even for small band widths. It even sometimes gives a better solution while not reaching the global minimum of the energy. Indeed, as the disparity problem is not perfectly described by the expression (8.1), reaching the global minimum does not guarantee a better solution.
Let us now discuss these results in terms of energy and speed. In Figure 8 .4, the values of the minimum of the energy of problem (8.1) reached for the different band sizes are drawn. We observe that the values of the energy obtained for any band width are close to the energy obtained without band (the differences of the energies obtained with respect to the result without band, in relative terms, are smaller than a 1% in all cases), and that increasing the band width allows recovering the global minimum reached by the method without band. Concerning the speed analysis, we computed first the global minimum of the problem (8.1) thanks to the method without band and evaluated its energy value E min . Then we applied the process for different sizes of the band (and with no band) until reaching an energy E sufficiently close to the global minimum: ||E − E min || ≤ 0.01E min . In figure 8 .5 we show the time necessary to reach this energy threshold. As it can be observed, the computational time increases with the width of the band until it reaches the time corresponding to the use of the whole domain. Notice also that in the case of the narrow band, some additional computations are required in order to compute the best threshold cut.
Let us finally underline that in our experiments, the unknown u was initialized in a particular way. For each pixel (i, j) we initially choose u i,j so that W ((i, j), u i,j ) is a minimum. This is equivalent to minimize the functional (8.1) without considering the regularization term. Without this "good" initialization, the narrow band process can be stuck into bad local minima, as illustrated in Figure 8 .6.
Segmentation.
In the case of segmentation, as in [14, 8] , we solve the Mumford-Shah functional for piecewise constant functions. Given an image I whose domain is Ω, we look for the optimal image partition Ω k , k = 0, . . . , M , where a cost W 2 ((i, j), k) is defined for each pixel (i, j) ∈ Ω and each label k = 0, . . . , M . Associating a different gray level (or color) c k to each label, such a cost can be defined as:
W 2 (i, j, k) = (I(i, j) − c k ) 2 . The projection of σ into this set is computed as in [14] using Dykstra's algorithm. The methods developed in this paper can be applied to this relaxed convex model. We applied this process to segment the images shown in Figure 8 .7. For a grey level image I, we used α = 10 and 16 labels whose corresponding reference labels c i are uniformly distributed between the minimum and the maximum gray levels.
In Figure 8 .8, we show the segmentation of the first image in Figure 8 .7 obtained with the narrow band algorithm for different sizes of the band. The result obtained without using a narrow band is also given. The segmentations obtained are quite similar. It can nevertheless be noticed that some small structures disappear when the band size is increased. Indeed, when the band size is too small, the process is too local.
As for the disparity estimation problem, we checked numerically in Figure 8 .9 that the energy values reached by the narrow band method converge to the global energy 
