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An attempt is made to use the thermal model to determine statistical parti-
cle number fluctuations in the presence of exact conservation laws. A basis 
is provided, which will be useful to extend the range of applications of the 
thermal modeL with both a large number of conserved charges as well as 
quantum statistics. The central limit theorem and its related expansions 
provide a flexible mathematical tool for calculation of statistical fluctua-
tions, and allows for application of the canonical ensemble to high energy 
particle collision data. A first analysis of the NA49 CC data suggests that 
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1.1 History and Considerations of the Ther-
mal Model 
The thermal model seeks to describe particle production and global thermal 
properties of strongly interacting matter. Since it's invention in the 1950s 
and 60s it ,vas successfully applied to a wide range of physical scenarios from 
elementary particle collisions to neutron stars and still enjoys great popular-
ity, but is generally thought to be on rather weak theoretical foundations. 
Although it is a phenomenological model, not a theory, it shares common 
aspects with quantum chromo dynamics, QCD, the correct theory of the 
strong interaction, which ultimately governs the hadronization process. This 
introduction will first discuss its basic considerations and recent additions, 
followed by an overview of its application to high energy physics. Its main 
ingredients are the hadronic mass spectrum, and its quantum number con-
figuration, and freeze-out conditions. 
The model was originally put forward by Koppe [1] and Fermi [2] around 
1950, and then developed further by Hagedorn [3, 4] in 1965, in an attempt 
to describe hadron abundances in collideI' experiments and cosmic rays. The 
idea of a limiting temperature was used to explain the lack of heavier res-
onances and an almost unchanged mean transverse momentum of observed 
particles when energy and size of colliding systems was increased. 
Their picture was, that of some sort of volume, a fireball or bag, would emit 
hadronic black body radiation at a temperature TH or below, rather than a 
quark gluon plasma, QGP, which was predicted by QCD. The concept of a 
deconfined state of quarks and gluons, was yet to be formulated. This idea 
owns two strong concepts. The first one gives justification to the applictation 











are produced, hence one can hardly talk about a gas of hadrons. But black 
body radiation can be described by thermodynamics even if only very few 
photons are emitted. The second one gave rise to the statistical bootstrap 
or self consistency condition, a corner stone of the thermal model. Hagedorn 
assumed further that fireballs consist of fireballs, which consist of fireballs 
and so on, and are no different to the observed hadrons and resonances them-
selves. Resonances (fireballs or bags) would thus decay successively in a self 
similar fashion into resonances until only 'stable' particles (or bags) would 
exist. The nature of the for the black body radiation required temperature 
bath, which obviously does not exist, is unclear and Hagedorn called it a fic-
tion, but assumed a 'virtual temperature bath operated and controlled by the 
strong interaction.' The thermodynamic partition function can be written as 
z ~ cxp [I p (rn) F (m, T) drn] , (l.1 ) 
where the unknown function p(m)dm gives the number of hadron states be-
tween m and m+dm, while the known function F(m, T) gives the occupation 
probability of some particular energy state. On the other hand 
(l.2) 
where CT(E) is the number of states between E and E+dE. The bootstrap re-
quires both functions, p(x) and CT(X), to asymptotically approach each other 
and leads to an exponentially growing mass spectrum of resonances deter-
mined by a limiting temperature TH ::::::: 160MeV. 
p(m) 
---+ canst 
m->oo m 5/ 2 exp [m/TH] (l.3) 
Furthermore can the defining equation for the density of mass states p( m), 
be solved analytically, leaving us with only two parameters to determine the 
Hagedorn temperature TH . A composition volume, related to the intrinsic 
range of the strong interaction and a mass parameter mo. Hagedorn [3] pro-
posed the pion mass m-rr as the scaling parameter which yields TH ::::::: 150M eV, 
while [5] in the limit mo --+ 0 and taking the range of the strong interaction 
to be about 1fm gives TH ::::::: 200M ev' These findings are remarkable given 
the fact that Hagedorn only had a good table of resonances up to a mass 
of some O.8Ge V, yet his findings, or predictions, are verified by the today 
known resonance spectrum up to a mass of 1.8Ge V. In fact, following the 











including unobserved, but required, resonances, the exponential rise of the 
meson spectrum can be continued up to a mass of just below 2.5GeV. Not 
only has Hagedorn predicted the hadronic resonance spectrum, but he also 
gave the first estimate of the 'boiling temperature' of hadronic matter, above 
which a hadronic partition function can not be defined and all thermody-
namical quantities would diverge. Moreover required the data of transverse 
momentum spectra a temperature between T ~ 120 and 1601\1 eV. He con-
cluded that he had found the highest possible temperature and that the 
domain on the other side of the phase transition of boiling hadronic matter 
will be 'forever inaccessible'. 
1.2 High Energy Collisions 
In modern collider experiments elementary particles or ions are accelerated 
to relativistic energies. In the case of ions they would approach each other as 
highly Lorentz contracted pancakes. On collision some of the available en-
ergy is deposited in a central region by participating nucleons or elementary 
particles. Colliding energy, particle type or ion size, and degree of stopping 
determines the energy density and size of the created system. After some ini-
tial formation time a colorless massive extended object of deconfined quarks 
and gluons, the QGP, may be formed, leaving matter under extreme condi-
tions. Temperature, energy density, and pressure of this kind are believed 
to have existed in the very early universe (rv 10-6 sec). Now hydrodynami-
cal evolutions sets in and the system expands and subsequently cools down. 
Once the energy density drops below a critical value inelastic collision cease 
and hadron abundances are fixed at a temperature Tchem close to and below 
TH . This is commonly referred to as chemical freeze-out. From there on only 
elastic processes drive the evolution until, on thermal freeze-out, finally all 
interactions cease and the system breaks up. Momentum spectra would thus 
show a lower temperature Tther due to elastic scattering and, additionally, 
resonance decay. 
Cooper and Frye [7] provided a Lorentz invariant formula which is now, in 
several approximations and rigorous forms widely used in high energy physics. 
Particles are assumed to be emitted, according to their share of the available 
phase space, from a 4 dimensional freeze-out surface defined by a critical 
value of energy density. One important peculiarity of boost invariant expan-
sion models, e.g. Bjorken expansion [8], is that ratios of fully phase space 
integrated yields, and their higher moments, are equal to ratios of their re-
spective rapidity distributions [9]. This is what the thermal model ultimately 











for calculation of distributions therein. The thermal model assumes that this 
central region can be well described by one set of parameters (temperature 
and chemical potentials) and is in local statistical equilibrium at the point of 
break up. Hence jet production, due to hard scattering of quarks and gluons, 
or in this picture particle emission from a hot spot inside the fireball, is not 
contained in the thermal model. The statistical hadronization model can 
be considered a model for strong bag decay, while the particle production 
mechanism [10] itself is dominated by the available phase space. Hagedorn's 
fictitious temperature bath, which he thought to be controlled and operated 
by the strong interaction, could ultimately have its origin in the vacuum bag 
pressure. Several freely available codes like THERl\IUS [11], SHARE [12] 
implemented single freeze-out models (chemical and thermal at once), either 
as purely statistical models for phase space integrated particle multiplicities 
for static sources, or THERMINATOR [13], which incorporated the Cracow 
single freeze-out model [14] and blast wave model, and allows additionally 
for computation of spectra. 
1.3 The Phase Diagram 
The thermal model itself, a phenomenological model, does not provide rea-
sonable values for its parameters, most importantly fireball temperature and 
chemical potentials. Hence conditions at freeze-out need to be inferred from 
either theory or fits to experimental data. The baryon chemical potential 
takes a special role in heavy ion collisions as it is essentially a measure of 
the excess of quarks over anti-quarks. A systematic evolution of freeze-out 
temperature and baryon chemical potential marks the transition line between 
ordinary hadronic matter and the QGP. 
In thermal model calculation freeze-out conditions, like the average energy 
per particle [15, 16], normalized entropy density [17], or net-baryon density 
[18] replace the critical energy density criterion which is used in QCD calcu-
lations and hydrodynamics. Model fits to experimental data allowed to find a 
JLB(T) [19] parametrization and to map the phase diagram in figure 1.1. The 
remaining chemical potentials (JLs, JLQ) are commonly fixed by requiring the 
central fireball to be strangeness neutral and to have the charge to baryon 
ratio of the incident beam particles. As the colliding energy is increased 
more and more energy becomes available for anti-particle production, and 
thus a further systematic evolution of the baryon chemical potential with 
beam energy VS(JLB) [20] for ion ion collisions gives the thermal even pre-
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to a hadron gas, at low MB and high T, and a 1st order phase transition 
at high MB and low T. Thus somewhere inbetween a chiral critical point 
and a second order phase transition should exist. In particular determines 
the order of phase transition the nature of statistical fluctuations. Excluded 
volume corrections, which account for eigen volume taken up by resonances, 
allow for incorporation of phase transitions [22] into the thermal model and 
have considerable effect on parameter set, yields and fluctuations, but are for 
technical reasons omitted in this thesis. While phase transitions will leave 
a signature in the fluctuations, they are not the only source of a non trivial 
deviation from a Poisson distribution. Exactly enforced conservation laws 
tend to suppress fluctuations [23, 24, 25] while quantum statistics [26] and 
non-equilibrium [9] tend to enhance. The thermal model is well suited for 
this kind of discussion and will allow to distinguish those effects. As phase 
transition are not contained in a standard thermal model, deviations from 
thermal model predictions are expected to be largest in the vicinity of such 
critical points, while being small for a cross over. 
1.4 Motivation and Summary 
There has been a score of publications exploring theoretical foundations and 
several attempts have been made to cast light on the question why should 
the thermal model work and where should it break. Various hadronization 
models [27, 28] have been put forward which could in the language of ther-
modynamics help to distinguish ideas about the nature of the particle pro-
duction mechanism, or at the very least differentiate in general terms global 
properties of the system in the very late stages of the evolution. The nature 
of phase transition is a further question mark in high energy physics. The 
existence of a QGP, where the degrees of freedom are electrically neutral 
gluons and quarks, which carry fractional charges, might lead to a different 
statistical picture [29] than fluctuations of the number of charged hadrons 
with integer charges. It will be the focus of this work to explore some aspects 
of statistical properties of a simple free Hamiltonian with a large number of 
degrees of freedom. A number of phenomenological concepts and experimen-
tal results has allowed us to put strong constraints on the thermal parameters 
in use. The success of the thermal model lies definitely in the small number 
of parameters it uses to describe a complicated physical situation and the 
comparably simple mathematical framework needed to conduct calculations. 
The idea will be to test the thermal model even further and see where it fails 
to reproduce experimental data. The question of its meaning is undoubtfully 











will remain a subject of discussion. This approach thus favors the former of 
the two scenarios proposed in reference [5]: 
• Each collision produces a thermal system and thus corresponds to an 
ensemble of many partitions: nuclear collision produce matter. 
• Each collision is one partition, and only the ensemble over many colli-
sions forms a thermal ensemble: nuclear collisions simulate matter 
Chapter 2 is dedicated to a relativistic particle anti-particle gas. Various 
aspects of grand canonical and canonical ensembles are discussed, in both 
Boltzmann approximation and quantum statistics. Chapter 3 discusses a 
relativistic hadron gas in a canonical ensemble in Boltzmann approximation. 
Special emphasis is given on freeze-out conditions and particle decay. An 
application of the proposed formalism is given with the pre-analysis of NA49 
Carbon Carbon data in chapter 4 and will be a test of the provided code 
(appendix G). Lastly will chapter 5 address some of the constraints of the 
software and show how one can use the central limit theorem and further vol-
ume dependent corrections to produce reasonable approximations to quan-
tum statistical partition functions in basically any ensemble. A conclusion 






















Particle Anti-particle Gas 
The aim of this chapter is to provide a systematic discussion of statistical 
distributions in the context of a hypothetical relativistic particle anti-particle 
gas (pion gas) in Boltzmann approximation which will serve as a basis for 
the following. Its simple mathematical structure allows for analytical solu-
tions and instructive examples. Two statistical ensembles are considered, 
the grand canonical (GC), where both charge and energy fluctuations are 
allowed, and the charge canonical (QC), where electrical charge is conserved 
exactly while energy is only conserved on average. Due to the relativistic 
Hamiltonian with energy eigenvalues E j = jp2 + m; -lLj, the free solutions 
of the Klein Gordon equation with a uniform potential, particle production 
and annihilation are possible and conserved quantities will be quantum num-
bers rather than particle numbers. For the purposes of this thesis chemical 
potentials referring to a particle's quantum numbers (charges) shall be de-
noted by the Greek letter ILj, where the subscript j stands for the particle 
species, while for particle specific chemical potentials referring to the particle 
itself the letter Vj is used. Particle specific chemical potentials are always 
set to zero and are only used for derivatives. It should be stressed that this 
distinction is only for the purpose of mathematical notation and not a phys-
ical distinction. Finite particle specific chemical potentials could be used to 
model some increased (decreased) cross section of some particle production 
channel of hadronic matter in a fireball. Throughout this thesis frequently 
appearing physical constants are set to unity, n = kB = C = 1, which allows 
for more convenient notation. A description of those natural units is given 











2.1 Primordial Expectation Values 
The particle gas will be described by a set of parameters, namely volume, 
temperature and a charge chemical potential and its constituent particles. 
As this is a hypothetical gas of Boltzmann particles, one does not have to 
employ the picture of a in high energy collisions produced hadronic gas, which 
is subject to evolution and some relevant freeze-out conditions. The gas is 
a static one, in terms of its parameters, while, depending on the choice of 
statistical ensemble, Abelian charges, quantum numbers, are either conserved 
on average or exactly. Only one kind of particle, and its anti-particle, is 
contained in the fireball, hence particle decay chains can be omitted and will 
be discussed in the following chapter. 
2.1.1 Grand Canonical Ensemble 
In the simplest case, the Ge, neither charge nor energy are conserved and the 
density of states in momentum space is determined by the Boltzmann factor, 
the particle's degeneracy 9 = 2J + I, i.e. 1 or pions, fireball volume V, and 
for a relativistic gas, e.g. allowing for particle production and annihilation, 
energy eigenvalues E = Jp2 + m 2. 
(2.1) 
The chemical potential fL can have different interpretations as simply a La-
grange multiplier or a physical meaning as an effective potential within which 
the particles are free to move. After integration over momentum space one 
obtains for the expectation value of a particle's multiplicity 
(2.2) 
The grand canonical expectation value for the number of particles is thus 
equal to the single particle partition function z = (N). The number of states 
available to a gas made up of a number P of such particle species, is given 
by the system partition function 
where Hj = i,p2 + m; is the relativistic free particle Hamiltonian and Hj the 











partition function, and equation 2.3, the system partition function, can be 
found in appendices C and B respectively. All physical quantities are directly 
related to the partition function via the Helmholtz potential F = - ~ In Z 
and the Maxwell relations of thermodynamics. The focus will be on the 
experimentally accessible observable multiplicity and its respective higher 
moments. It might be convenient to include the particle specific chemical po-
tential Vj into a vector notation {ij = (JiB, Jis, JiQ, Vj) and Qj = (Bj, Sj, Qj, 1) 
for a canonical resemble in which baryon number, strangeness and charge are 
conserved exactly. Depending on the sign of a particle's effective chemical 
potential ~lj = Qj . fi, either the particle or its anti-particle, which carries 
opposite quantum numbers, will be preferred in the systern. Both definitions 
of the system partition function lead to 
(2.4) 
Recurrent application of the operator (T fJ~j) will give higher moments of the 
corresponding expectation value. 
(Nn) = _1_ (T~)n ZGCI 
J ZGC av. 1.1)=0 
J 
(2.5) 
Or, in the case of n = 2, the important second moment 
(2.6) 
For the variance of a random variable knowledge of the first two moments is 
sufficient 
(2.7) 
where /'\,2 is the second cumulant of the particle's multiplicity distribution. 
Cumulants will be introduced in chapter 5 and have proven a useful tool 
when dealing with multiplicity distributions [30]. For a relativistic grand 
canonical Boltzmann gas /'\,n = (N) for all positive integers n, in particular 
/'\,1 == (N), which is the condition for a Poissonian distribution. The scaled 
variance w [23] has been suggested as a measure for the relative width of a 
multiplicity distribution in high energy physics and is used throughout this 
thesis. For a grand canonical hadronic gas in Boltzmann approximation the 












2.1.2 Canonical Ensemble 
Starting off from a grand canonical description one can get to a QC by 
imposing charge conservation by only counting states which correspond to 
a particular net-charge Q and discarding all others. So reads the system 
partition function with a set Q of d conserved Abelian charges after using 
the Fourier integral representation of the 6 function and inserting a factor 
exp (iQj¢Q) in addition to the particle specific fugacity: 
(2.9) 
Expectation values are done in the same way as before. but the system is 
additionally kept at a fixed total charge state Q. 
(2.10) 
The number of produced particles, unlike in the GC, where the total yield 
scales linearly with the volume, depends now via the ratio of partition func-
tions on the volume leading to further canonical suppression when the number 
of produced particles is small. The second moment is required for fluctua-
tions: 
(2.11) 
As a simple example one can calculate the partition function zg7r for a pure 











one conserved charge is necessary. 
7r 
zg7r = J dt7rQ e-iQ<PQ exp (z+ei¢Q + z_e-i¢Q) 
7r d'" 00 nook 
J ~ L z~ L z~ e,(n-k-Q)<pQ -7r 27r n=U 11. k=O k. (2.12) 
Where z+ = ze vi and z_ = ze vi are the single particle partition functions 
for the positive 7r+ and the negative 7r- pion respectively. Setting the particle 
specific chemical potentials v+ and v_ to zero, and using the condition Q = 
11 - k and the definition of the modified Bessel functions [55] yields 
00 ",n zn-Q 
zg7r = ]; ~! (11 _ Q)! = IQ (2z) . (2.13) 
The first and second moments of the expectation value for the positive pion 
multiplicity thus are 
(N ) = _1_ (T~) Zc, 7r 1 = IQ- 1 (2z) z 
+ zg7r Dv+ Q liFO IQ (2z) (2.14) 
(N 2 ) = _1_ (T~)2 Zc, 7r 1 = IQ-2 (2z) z2 + IQ- 1 (2z) z. 
+ zg7r Dv+ Q lI+=O IQ (2z) IQ (2z) (2.15) 
And hence the scaled variance can be expressed as [23]: 
W = --'-----'--:---'----'-- = 1 + z - -----'-----,----,--(N
2
) - (N)2 (IQ-2 (2z) IQ- 1 (2Z)) 
(N) IQ- 1 (2z) IQ (2z) 
(2.16) 
Even under the thermodynamic limit this will not become a Poissonian dis-
tribution, e.g. w = 1 , but will tend to a value of w = 0.5 for a electrically 
neutral gas. But this does in fact not mean that the well established equiv-
alence of statistical ensembles is violated [24], as under the thermodynamic 
limit probability distributions for the densities, rather than the absolute num-
ber distribution, are the same in a grand canonical and a canonical ensemble, 
r5 functions. In figure 2.1 the asymptotic behavior of the scaled variance in 
a simple Boltzmann pion gas is shown. The solid line is for the positive 
pion, which is affected by charge conservation and for comparison, the neu-
tral pion (dashed line) is included, which exhibits, unconstrained by charge 











~caled varicance (j) in a canonical Boltzmann pion gasl 
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Figure 2.1: Scaled variance in a neutral canonical Boltzmann pion gas 
2.2 Primordial Distributions 
2.2.1 Charge Distribution 
In order to calculate distributions from the thermal model, one needs to 
associate a probability with a certain constellation or charge configuration. 
Thus one interprets the partition function Z8 as statistical weight factor. In 
a QC one counts the number of available states consistent with a particular 
charge state, while in a GC the sum over all possible charge configurations 
has to be taken. The normalization criterion requires that 
00 
L zg = Zfb~, (2.17) 
Q=~oo 
where the subscript (Q) refers to the average charge in the GC with the same 
chemical potential used in both ensembles, such that (Q) is the most likely 
charge state. Therefore is the probability of finding a particular charge state 
realized, due to the presence of a charge bath, the number of states consistent 
with the selected charge configuration divided by all possible states. 
Zc 













In the case of a grand canonical Boltzmann pion gas the analytical solution 
is 
zfq? = exp ( 2z cosh ( i ) ) . (2.19) 
The expectation value for the average number of electrical charges is thus 
given by 
\ 1 ( 8) GC . ( f.LQ ) 
\Q/ = z~? T 8f.LQ 2(Q) = 2zsmh T . (2.20) 
and the inverse of the expectation value of the net-charge therefore is the 
required chemical potential 
f.LQ = sinh-1 ((Q)) 
T' 2z' 
which is now used in the canonical partition function. 
-7r 
J
7r dA-. 00 Z" 00 ."k I'Q 
~ L I L ~ ei(n-k-Q)<pQ e(n-k)T 
-7r 21f n=O n. k=O k. 
Q"Q e T. 
Hence the probability of finding a net-charge Q in a GC is 
p(Q) (Q) = 1Q (2z) ( ()). 
exp 2zcosh y 




In other words, were charge and energy fluctuation allowed, due to the pres-
ence of a charge and heat bath with temperature T and chemical potential 
f.LQ, the charge distribution in a sub-volume V is given by equation 2.23. 
The normalization condition LQ=-oo p(Q) (Q) = 1 can be checked using the 
relation 
00 
L h (x) tk = e~x(t+t). 
k=-oo 
Further using the identities 
exp ( n sinh - 1 (x) ) 















the result of reference [24] is reproduced. 
(2.27) 
The inclusion of chemical potentials into the partition function Z8 effec-
tively shifts its mean away from the origin (Q) = 0, while leaving, probably 
surprisingly, average particle yields in Boltzmann approximation unaffected 
[31]. 
(N+) = _1_ (T~) J7T dcpQ e-iQ¢Q exp (z+/? ei¢Q + z-e-I':) e-i¢Q) I _, 
ZC 8v+ 27T v+-o 
Q -7T 
(2.28) 
where again z+ and z_ are the single particle partition functions for the 
positve and negative pion with particle specific chemical potentials v + and 
v _. Using the results given above this integral yields, 
1 c I'Q 
ZC ZQ_l ze Y 
Q 
I'Q 
I Q - 1 (2z) e(Q-l)y 
I'Q 
IQ (2z) e Qy 
IQ - 1 (2z) 




which is independent of J.-lQ. The inclusion of chemical potentials is for two 
reasons. Firstly there is no contradiction in using them, even if average yields 
in Boltzmann approximation are unaffected, since charge distributions will 
be shifted. And secondly all distributions are sensitive to chemical potentials 
when quantum statistics is employed. 
2.2.2 Grand Canonical Multiplicity Distributions 
The general definition of probability, based on the assumption that all (micro) 
states are equally likely, allows to derive a probability distribution from the 
partition function. 













This is implemented by the Fourier representation of the c5 function. The 
angle ¢+ will be specific to positive pions 71"+ rather than to the particles 
electrical charge, particle number thus will be treated like a quantum number. 
( 
I'Q . '::.!l) I Zoe = exp ze r e'¢+ + ze- T ¢+ =0 = all states 
" 
J d¢+ e- iN¢+ Zoe = all states which have N 71"+ 271" 
-IT 
Thus the ratio gives the probability 
F(N) Zoe 








Hence the GC produces naturally a Poisson distribution who's k-th moment 
can be obtained from the definition, 
(Xl 
(N k ) = L F(n)nk, (2.34) 
n=O 
and gives the same result as a successive application of the derivative oper-
ator. 
2.2.3 Canonical Multiplicity Distributions 
Conserving charges suppresses in particular the moments of higher order 
and will alter the shape of the distribution. Through the implementation of 
a second c5 function, one for the particle number, one for the net-charge, one 
can simultaneously treat both numbers canonically. For the normalization 
one has to count only states that have a net-charge Q. 
all states with N 71"+and net-charge Q 
FQ(N) = 
all states with net-charge Q 













where the angle ¢Q refers to the electrical charge of the pion gas, while the 
angle ¢+ is related to the particle number of the, arbitrarily chosen, positive 
particle. 
(2.36) 
After having solved the integral using the constraining conditions from the 
o functions, one obtains for the canonical multiplicity distribution 
ZN zN-Q 
PQ(N) = N! (N _ Q)! (IQ (2z) )-1 . (2.37) 
Despite the fact that a chemical potential has been included, the result is 
independent of the same. In the special case Q = 0 one gets the result in 
reference [23] for a neutral Boltzmann pion gas. The expectation value (and 
higher moments) can be obtained directly form the definition after a short 
calculation 
(N) = f PQ(k) k = 1Q- 1 (22) Z. 
k=O 1Q (2z) 
(2.38) 
2.2.4 Joint Probability Distribution 
As a further instructive and useful example one can consider the joint prob-
ability of finding a particular charge and multiplicity state realized in a GC. 
P(Q,N) = 
all states with net-charge Q and N 7T+ 
all states 
J





while on the other hand, after having multiplied both denominator and nu-
merator with the charge canonical partition function Z8 
(2.40) 
the joint probability P( Q, N) factorizes into the canonical multiplicity (con-
ditional) distribution and a grand canonical (marginal) charge distribution. 
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2.3 Particle Ratios 
For the discussion of particle ratios it will be important to differentiate be-
tween 
'£':=0 Pj (n) n 
'£~=O Pk (m) m) 
(2.43) 
which is the ratio of average yields of species j and k, e.g. the first moment of 
the respective distributions, and the event-by-event measure used in this the-
sis, which is ultimately dependent on correlations due to exact conservation 
laws contained in the conditional distribution Pj,k(Nj , Nd. 
N. 00 00 n 
(NJ ) = L L Pj,dn,m) m = (R) 
k n=O m=l 
(2.44) 
At least for large systems the expectation values for the event-by-event ratios 
are similar in both ensembles, (R)cc ~ (R)Qc, but their relative width can be 
quite different, which could be a very good test for which statistical ensemble 
to use. As an example we first consider the ratio of positively charged pions 
to the sum of charged and uncharged pions in two statistical ensembles and 
than compare this to the ratio neutral to the sum of all pions. 
Throughout this thesis the measure 
(2.45) 
is used to describe the width of the ratio distribution. 
2.3.1 Grand Canonical Ratios 
For the purpose of this calculation we define the single particle partition 
functions for the charged pions 1T+ and 1T- with chemical potentials given by 
equation 2.20 
J 
d3p E± I'Q I'Q 
z± = gV (21T)3 e--r±y = ze±y, (2.46) 
and include the neutral pion 1T0 as well 
(2.47) 
The energy eigenvalues E = Jp2 + m2 are different due to the different 
masses of the charged pions and the neutral pion. In order to treat the 











e.g. deriving multiplicity distributions, the total partition function has to be 
written as 
(2.48) 
where the angle ¢+ refers only to the 7f+ while all particles (7f+, 7f- and 7f0) 
have an angle ¢N. The definition for the probability reads 
all tltatetl with N + 7f+ and N 7fT 
P(Q)(N+,N) = -----------
all states 
The subscript (Q) denotes the use of a chemical potential and refers to the 
most likely charge state of the system. In terms of the system partition 
function one has to solve the integral 
(2.49) 
2.3.2 Canonical Ratios 
Comparison of the grand canonical result requires that we choose Q = (Q) 
for the charge state of the QC. The single particle partition functions z+, z_ 
and Zo are defined as before and the total partition function becomes, after 
inserting a further angle ¢Q for charge conservation 
(2.50) 
and hence we have to solve a triple integral and divide by the number of all 
states consistent with a net-charge Q, the canonical partition function Z8. 
all states with net-charge Q, N + 1T+, and N 1TT 
all states with net-charge Q 
J
1T d¢+ J1T d¢N J1T d¢Q e-iN+¢+e-iN¢N e-iQ¢Q Z 
21T 21T 21T 
-7r -IT -7T 
Figure 2.3 shows the above ratios in a electrically neutral system. The rather 











(R) = (!fi-) (Q) = 0 Q=O (Q) = 20 Q = 20 
(N+) 33.7147 33.4638 45.1665 44.9362 
(N) 101.506 101.004 104.409 103.949 
(R) 0.332146 0.331303 0.432591 0.433269 
RMS(R) 0.0469821 0.0236724 0.0487226 0.0250319 
Table 2.1: Event-by-event particle ratio (7:-) in a Boltzmann pion gas with 
T = 6fm, T = 0.15GeV, f-LQ=o = 0 and f-LQ=20 = 0.0439GeV respectively 
that the system is rather large and a grand canonical treatment of yields, 
hence its mean value, but not the distribution, is sufficient. The height of 
the curve depends on the number of bins chosen. Fractions of small integers, 
and only integer particle numbers are allowed, lead to discrete probability 
distributions for particle ratios. Nevertheless, both curves are equally well 
fitted by Gaussians with almost same mean, but different width, see table 
2.1. The second histogram 2.4 shows the distribution of for a system with a 
surplus of 20 positive charges what leads to a shift of the mean. Hence for 






























Figure 2.3: The ratio of the number of positive pions to the sum of all pions in a 
grand canonical and a canonical ensemble, with a zero net-charge 
I ratio postive to total number, 0=20 
















Figure 2.4: The ratio of the number of positive pions to the sum of all pions in a 











2.3.3 Example II 
As a further example we consider the ratio of the number of neutral pions 
to the sum of neutral and charged particles in both ensembles. The calcu-
lations are similar to the ones before and only the results are given. Grand 
canonically the individual multiplicity distributions are Poissonian 
(2.52) 
While, when charge conservation is enforced, one cannot have any combina-
tion of N, No, and Q due the conditions Q = N+-N_ and N = N++N_+No. 
N _N-No+Q _N-No-Q 
1 Zo 0 Z 2 Z 2 
PdNo, N) = (e
ZO 
IQ (2z))- N! (N-No+Q), (N-No-Q), ° 2 . 2 . 
(2.53) 
Neither shape nor width of the distributions in figures 2.5 and 2.6 seem to be 
really affected by the choice of ensemble and seem to be rather robust when 
the number of charges in the system is changed. The same parameter set as 
above was used and the results are summarized in table 2.2. 
(R)=(tjJ) (Q) = 0 Q =0 (Q) = 20 Q = 20 
(No) 34.0763 34.0763 34.0763 34.0763 
(N) 101.506 101.004 104.409 103.949 
(R) 0.335709 0.337394 0.326373 0.327653 
RMS(R) 0.0471072 0.0473462 0.0461115 0.0456418 
Table 2.2: Event-by-event particle ratio (~) in a Boltzmann pion gas with 


























Figure 2.5: The ratio of the number of neutral pions to the sum of all pions in a 
grand canonical and a canonical ensemble, with a zero net-charge 














Figure 2.6: The ratio of the number of neutral pions to the sum of all pions in a 











2.4 Systems in Thermal Contact 
One could further assume two, or more, smaller systems embedded into a 
larger, canonical or grand canonical, one and ask what the respective distri-
butions would be. For this let us assume two systems [2' and n which are 
grand canonical in nature, but are subject to joint exact conservation of their 
net-charge, hence charges and heat are allowed to move between [2' and n, 
while the combined system [2, a canonical one, is the sum of the two and 
is placed in a heat bath. Therefore V = V' + V and Q = Q' + Q, where 
\1 denotes the volume and Q the charge state of the respective systems. If 
[2' and n are both grand canonical systems, then the probability of finding 
them in a particular charge state is given by equation 2.23. 
o"Q 
P1;T (Q) = 10 (2zo V) e_ T 
exp (2zo V cosh ('"i) ) 
Where \ve have assumed that both sub-systems share a common temperature 
T and a common chemical potential J.LQ and used z = V Zo. For the system 
[2, if it was further in contact with a even larger heat and charge bath, the 
probability of finding it in a chosen charge state would be 
00 
Pv(Q) = L Pv(Q)Pv-,AQ - Q). (2.54) 
0=-00 
And [2 would be grand canonical and as well described by equation 2.23, 
while when [2 is kept at a fixed charge Q, this would be the statistical weight 
factor for the QC. For a Boltzmann pion gas this is a discrete convolution 
of the two sub-distributions, or essentially the sum over all possible charge 
split-ups between the two domains. Hence the effective charge distribution 
Fv(Q) for the sub-system n is 
- - Pv(Q)Pv-v(Q - Q) 1o(V)1Q_O(V - V) 
PdQ) = Pv(Q) = 1Q(V) , (2.55) 
where the normalization exp (2zo V cosh (f)) and exp ( Qf) canceled out. 
The normalization condition L¢=-oo Fv( Q) = 1 follows from 
00 
1Q(V) = L 10(V)1Q_O(V - V). (2.56) 
0=-00 
Hence, even though [2' and n are in grand canonical contact, their respective 











in this picture the correct description for a small system embedded into a 
bigger one. In the large volume limit the mean values (N) converge rather 
quickly due to the asymptotics of the Bessel functions, yet their correlations 
will not. Therefore only in the thermodynamic limit V, Q ----t 00, ~ = p = 
canst, and when the volume of the system [2 is much larger than that of 
D' (t, « 1), while having the same chemical potential and therefore charge 
density p = p', will the distributions of 0 be grand canonical or un correlated 
with D'. For RHIC experiments this condition could be sufficiently met 
as the mostly analyzed mid rapidity slice contains about 1/8 of the total 
multiplicity, allowing for a grand canonical description of those fluctuations 
[32]. 
2.5 Limited Geometrical Acceptance 
Taking only one system, while assuming only information about a sub-
system, i.e. due to a non-perfect detector, is similar to the concept of two 
systems in ideal thermal contact. Rather than a geometrical acceptance, 
a rapidity subset is chosen which allows to describe the longitudinal, e.g. 
along the beam axis, distribution of particles. This is not a kinematic corre-
lation, for which the micro canonical ensemble would be the correct choice. 
Nevertheless show already the grand canonical and canonical ensembles re-
markable differences. As it was pointed out in reference [23] if one adds some 
uncertainty to the multiplicity distribution, like a probability of detecting a 
particle, due to detector efficiency and geometric coverage of the interaction 
volume, one will, in the limit of a very bad detector with vanishing detection 
probability, recover a Poisson distribution. This section will thus discuss the 
multiplicity distributions for rapidity intervals (or windows) ~y. 
2.5.1 Grand Canonical Multiplicity Distribution 
In a GC, where by definition no correlations are imposed one does not expect 
a deviation from a Poisson distribution. Effectively can the observed sub-
system be considered as embedded in a heat and charge bath. Generally one 
could define any such distribution by 













For the following section this criterion will be a particle's rapidity y. The 
rapidity distribution 2.58 of produced particles is derived in appendix D. 
dN gVT3 l!:. _ rncosh(y) (m2 2m 2) 
dy = (2n)2 e
T 
e T T2 - Tcosh (y) + cosh (y)2 (2.58) 
Hence the partition function ZGC = exp (zp + zm) can be written as the sum 
of particles which fall into a chosen window 6y and the ones which do not 
(R \ 6y), 
(
DC ) dN . dN dNm 
ZGC = exp J dyP dy + j dyP dy + J Tydy . 
!::,.y R\!::"y -DC 
(2.59) 
For the following it will be convenient the use a shorthand notation for the 
integrals 





J dNmdy = dy 
-DC 
where again arbitrarily the positive pion (Np ) was chosen over the negative 
pion (Nm ) for the calculation. The probability to find some number N!::,.y of 
n+ in the rapidity window 6y is therefore 
f7r d</> e-iNt;.y</> exp (z !::,. ei </> + Z - + Z ) 27r p, Y p,!::"y m 
P(N!::,.y) = -7r ( )' 
exp zp,!::,.y + zp,!::,.y + Zm 
(2.60) 
and one recovers a Poisson distribution, regardless of the rapidity subset 
chosen. 
(2.61) 
2.5.2 Charge Distribution 
Following the same arguments as above will the charge distribution of a 











and hence equation 2.23 can be applied. In case the total system is kept at a 
fixed net-charge, but one has only information about the sub-system which 
falls into the rapidity window tJ.y, this wont hold anymore and hence one 
expects correlations due to the finite charge in the system, as any excess in 
one rapidity interval will have to be balanced by the remaining system. The 
normalization will be the canonical partition function 2.22. And therefore 
J7r r!:1:.9.. J7T d¢Qb.y e-iQ¢Qe-iQ6y¢Q6y Z 27r 27r 
P
Q 
(Q!:o.y) = _-7r __ -_7r -=-______ _ 
J7r r!:1:.9..e-iQ¢Q Z 27r 
(2.63) 
-7r 
As before cancel chemical potentials in a Boltzmann QC out. and one can 
drop the indexes p and 1TI, thus particle and anti-particle have identical single 
particle partition functions Zp,!:o.y = Zm,!:o.y = Z!:o.y and zp,!:o.y = zm,!:o.y = z!:o.y' 
(2.64) 
In the limit of a vanishing rapidity interval tJ.y contributions of the second 
Bessel function will be zero, except when Q!:o.y = Q and one gets 1. 
2.5.3 Canonical Multiplicity Distribution 
For canonical multiplicity distribution the total system is again kept at a 
fixed net-charge Q, while we consider a rapidity window D..y and count the 
number of positive and negative pions which fall into it. 
pQ (N N ) = z~~ z~;' IQ- Np + N", (2zEY) 
!:o.y p' m N I N I ( ) 
p' m' IQ 2z!:o.y + 2z!:o.y 
(2.65) 
The probability distribution for only positive particles is therefore obtained 
via summation over a states Nm with a given Np 
Np CX) N m I (2z-) 
pQ (N) = z!:o.y L z!:o.y Q-Np+Nm !:o.y 
!:o.y p Np! Nm=O Nm! IQ (2z!:o.y + 2z!:o.y) 
(2.66) 
The further moments of this distribution can be now obtained from 
CX) 












As only the fraction A of the observed phase space, rather than a particular 
rapidity window, matters one can define 
and Z!':,.y = (1 - A) z. (2.68) 
Under the limit A ---+ 1 equation 2.37 is obtained. Figures 2.7 and 2.8 show 
the scaled variance w for a large system with Z = 6 and a small system 
Z = 2 with charge contents Q = 0 ,±2 as a function of the fraction A of 
observed particles. A scaled variance of less than 0.5 quite possible when the 
number of particles, which are the charges carriers, is of the same magnitude 
as the total system (Np + Nm ), and a very narrow distribution is the result. 
Remarkably the function W(A) falls on straight lines. For quantum statistical 
or micro canonical ensembles this should not hold anymore, as in the case of 
the former equation 2.58 for the rapidity distribution ~ is not valid, while in 
the case of the latter, due to energy and momentum conservation, the choice 
of subset would matter. 
Nevertheless considering the limiting case where only a random subset of 
particles of the system is chosen for detection, e.g. particles are observed 
indepentently this can be parameterized as [23]: 
(2.69) 
where wacc refers to scaled variance of the subset of detected particles, while 
w 47r is its value if all particles were observed. In reality this assumption 
is certainly not valid. Bose and Fermi statistics, exactly enforced energy 
and momentum conservation, particle decay, and collective motion correlates 
particles in momentum space. These effect would certainly by important in 




























Figure 2.7: Scaled variance w as a function of the observed fraction of positive 
pions in a canonical ensemble in Boltzmann approximation for z = 6 and a net-
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Figure 2.8: Scaled variance w as a function of the observed fraction of positive 
pions in a canonical ensemble in Boltzmann approximation for z = 2 and a net-











2.6 Quantum Statistics 
It is known that even in the GC and under the thermodynamic limit fermions 
and bosons are not Poisson distributed and hence their distributions natu-
rally deviate from the Boltzmann case. Further imposing conservation laws 
narrows distributions, while in a correct quantum statistical treatment in the 
presence of a chemical potential again enhances fluctuations in the case of 
bosons and further suppresses them for fermions [31]. This is a fundamen-
tal difference to the Boltzmann approximation, where chemical potentials in 
the GC only shifted the mean while they dropped out altogether in the QC 
and left multiplicity distributions thus unaffected. This section attempts to 
approximate the quantum statistical partition function as well as particle 
multiplicity distributions for finite systems through Taylor expansion of the 
characteristic function. Further will the final state distributions in chapter 
3 be done using the same method, while a more detailed discussion of the 
meaning of the characteristic function is in chapter 5. 
The single particle partition function for a positive particle reads 
(2.70) 
where the upper sign (+) denotes to fermions and the lower sign (-) to 
bosons. Using the identity for I x 1< 1, what constrains the chemical poten-
tial and temperature range at a given mass, 
co xn 
± In (1 ± x) = L (=f1t+1 -, 
n=l n 
(2.71) 
one can re-write equation 2.70 into a sum of integrals of type 2.2 
(2.72) 
The upper sign (now -) still denotes to fermions and the lower one (now 
+) to bosons, while taking only the first term (n = 1) is the Boltzmann 
approximation. Using the shorthand notation (Nn) = .g;m2n2TK2 C~n), 
thus yields a sum over particles with n times the mass and quantum numbers 












And write for the negative particle with opposite sign for the charge, and 
particle specific chemical potential Vm 
The grand canonical partition function thus reads 
ZGC,Q = exp (zp + zm) , 
(2.74) 
(2.75) 
while the substitutions i1Q -> i1Q + iJ.Q and Llp,m -> iJ. will be necessary T T 'I-' T 'l-'p,m " 
for a canonical treatment for the respective quantum numbers. 
2.6.1 Charge Distribution 
Charge distributions generally depend on the chemical potentials as they 
determine the charge expectation value (Q) = K1, and therefore the difference 
between the multiplicities of positive and negative particles. Hence should, 
as particle number distributions are different for the different statistics, the 
charge distributions for fermions, bosons and Boltzmann particles not be the 
same. Again the definition of the probability of finding a net-charge Q in a 
volume which is placed in a heat and charge bath as the ratio of canonical 
to grand canonical partition function 
A analytical solution is unfortunately not known. Therefore the exponential 
of the integrand will be expanded in a complex Taylor series, who's expansion 
terms are the cumulants Kq of order q. 
K -q -
q even (2.76) 
(2.77) 
The characteristic function 1>( cPQ) of this distribution P( Q) can be expressed 












Where the ° - th term of the Taylor expansion exp(K:o) = ZGC,Q is the 
normalization. Thus the probability of finding some charge state realized is 
the Fourier integral with index Q over the characteristic function -1:>( ¢Q) 
(2.79) 
The radius of convergence p of this expansion is given by the ratio of two 
successive elements and taking the limit of order goes to infinity. 
I 
K,q (q + I)! I 
p = lim 
q-+oo q! K,q+l 
(2.80) 
Some special cases are given in appendix E. The radius needs to be compared 
to the decaying part of the generating function, which is given by the first 
few even cumulants, to ensure a reasonable approximation. In Boltzmann 
approximation only n = 1 is used: 
K:q 2(N) cosh (i) q even 
K:q 2(N) sinh (i) q odd 
Therefore is the radius of convergence p = 00. Even if only the first few 
expansion terms are used one finds good agreement with P( Q) equation 
2.23. Generally will the approximation not do a good job for low relative 
temperatures (¥) and strong relative chemical potentials (~). But never 
the less give the first two cumulants information about mean and width of the 
distribution, even if the whole distribution cannot be approximated. Figures 
2.9, 2.10, and 2.11 show the charge distribution for a particle anti-particle 
gas with Fermi-Dirac statistics (red line), Bose-Einstein statistics (green line), 
and in Boltzmann approximation (blue line) for f..L = 0, f..L = ~m, and f..L = im 
respectively. Further parameters are: r = 3.0jm, T = 0.160GeV, m = 0.139, 
while for all cases 9 = 2 was used to allow for better comparison. The first 
10 cumulants were used. For the bosons only in the f..L = ~m case was the 
approximated function not 0 for angles larger the p, thus the oscillations on 
the tail of the Bose distribution in figure 2.11 indicates the break down of 











the radius of convergence for Fermi statistics not be derived yet, but despite 
the fact that their integrand is generally wider, the ratio of two successive 
cumulants seems to be larger than the same ratio for bosons, yet slightly 
more varying, and the approximation seems to be more stable. 
-20 -10 10 20 
Net Charge Q 
Figure 2.9: Charge distribution for a grand canonical particle anti-particle gas, 
R = 31m, T = 0.160GeV, m = 0.139GeV, f.L = 0, Fermi-Dirac statistics (red), 
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Figure 2.10: Charge distribution for a grand canonical particle anti-particle gas, 
R = 3fm, T = O.160GeV, m = O.139GeV, {i = ~m, Fermi-Dirac statistics (red), 
Bose-Einstein statistics (green), and Boltzmann approximation (blue) 
.,'--\ 
I \ 
0.08 / '\" r I I .... 
i i \ \ 
0.06 II \\ §: CL 
1/ \ \ £ -'" 
0.04 co / ,/ \, \ -'" 0 0:: , I \ \ 
/ / \ \ 
0.02 I' I, \ 1/ ' \ \\ 
/ / \ ' 
(I \ -:::/" '\~ 
-10 10 20 30 40 50 
Net Charge Q 
Figure 2.11: Charge distribution for a grand canonical particle anti-particle gas, 
R = 3fm, T = O.160GeV, m = O.139GeV, {i = ~m, Fermi-Dirac statistics (red), 











2.6.2 Grand Canonical Particle Distributions 
For the grand canonical particle distributions one has to take the derivatives 
with respect to the particle specific angles rPp or rPm to obtain the expansion 
terms or cumulants. Each differentiation brings one factor of n down, while 
the rest remains unchanged. 
(2.81) 
As the mass contributions in the summation are decreasing with the index, 
(Nn +1) < (Nn ), one finds multiplicities, (N) = K1, for Fermi-Dirac sup-
pressed with respect to Boltzmann and Bose-Einstein. 
< < 
For Boltzmann approximation only n = 1 is taken, hence for all integers l 
Kl = (N) exp ( 7) , 
and one finds a Poisson distribution in the GC ensemble, and even when 
only a few cumulants are used, good agreement with P(N) in equation 2.33. 
While for the width of the distributions w = (NT;.;;N)2 = ~ at least for low 
chemical potentials 
Figures 2.9, 2.10, and 2.11 show the multiplicity distribution of the positive 
particle with Fermi-Dirac statistics (red line), Bose-Einstein statistics (green 
line), and in Boltzmann approximation (blue line) for /-l = 0, /-l = ~m, and 
/-l = ~m respectively. The same parameter set as for the charge distribution 
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Figure 2.12: Particle number distribution for a grand canonical particle anti-
particle gas, R = 3jm, T = 0.160GeV, m = 0.139GeV, !J = 0, Fermi-Dirac 
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Figure 2.13: Particle number distribution for a grand canonical particle anti-
particle gas, R = 3jm, T = 0.160GeV, m = O.139GeV, !J = ~m, Fermi-Dirac 
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Figure 2.14: Particle number distribution for a grand canonical particle anti-
particle gas, R = 31m, T = O.160GeV, m = O.139GeV, J.L = ~m, Fermi-Dirac 
statistics (red), Bose-Einstein statistics (green), and Boltzmann approximation 
(blue) 
2.6.3 Canonical Multiplicity Distributions 
The off-diagonal cumulants are a measure for the degree of correlation be-
tween two observables. In this case this will be net-charge and the multiplicity 
of the positive particle. Cumulants for Fermi-Dirac and Bose-Einstein statis-
tics grow with their order and the correlation terms, which used to be zero 
in the grand canonical Boltzmann approximation and small in the canoni-
cal Boltzmann approximation, will follow suit. The expansion coefficients of 
order q for the charge and n for the positive particle are: 
( 
. 8 ) q ( . 8 ) k GC 
"'q,k = -~ 8¢Q -~ 8¢p In Z (2.82) 
And as the structure is simple, one has only three cases to deal with. An 
even order in the charge and 0 - th order in the particle number (2.76), an 
odd order in the charge and 0 - th order in the particle number (2.77), and 
finally any non-zero order in the particle number (2.81). The integral to solve 
is the same as 2.39, just the more complicated integrand 
1T 1T 












The characteristic function reads in terms of the Taylor series 
(2.83) 
which can now be be re-written in a product of an oscillating part and a 
decaying part 
(2.84) 
a+l ~a., 2a+l-l I 
( 
00 2a+l 1 (? + 1) ) 
X cos ?; (-1) ~ (2a + 1)! l K2a+l-I,1 CPQ ¢p. 
Boltzmann approximation is in good agreement with exact ?( Q, N) given 
by equation 2.42, even when only a low number of cumulants is used, while 
the approximation in the QC ?Q(N) (equation 2.37) is even better when 
the same order of the expansion is employed. For a quantum statistical 
treatment the characteristic function can diverge for larger values of the 
variables of integration due to the strong correlation terms and the large 
coefficients they have. But it seems to be sufficient to truncate the mass sum 
at an index just below half of the order of the Taylor expansion to prevent 
this from happening. The basic properties, mean and variance are least 
affected by this. The plot 2.15 shows multiplicity distributions for Fermi-
Dirac and Bose-Einstein statistics and Boltzmann approximation 2.37 for 
the parameter set T = 0.170GeV, r = 4.0jm, m = 0.139GeV, and f..L = O. 
Degeneracy is in all three cases 9 = 2 to allow for better comparison. A mass 
order of 11 and cumulant order of 30 was used. The integration was done 
with Gauss-Laguerre method. Results are stable when more or slightly less 
mass terms and cumulants are take into account. For plot 2.16 a chemical 
WFermi WBoltz WBose 
tL ;:::::::: -"4m 0.556 0.603 0.692 
f..L=0 0.469 0.509 0.568 
f..L;::::::::+±m 0.384 0.405 0.441 
Table 2.3: Scaled variance summary table 
potential of f..Lpos = 0.241m = O.0335GeV was used. Apart for the obviously 
different mean values for the multiplicities are the expectation values for the 
net-charge (Q) Fermi = 10.30, (Q) Boltz = 12, and (Q) Bose = 15.17 respectively. 











and still the distribution of positive particles is shown. This is equivalent to 
the distribution of negative particles at positive potential. The expectation 
values for the net-charge are thus the same as before, just with a negative 
sign. 
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Figure 2.15: Particle number distribution for a canonical particle anti-particle 
gas, R = 4fm, T = 0.170GeV, m = 0.139GeV, f-L = 0, Fermi-Dirac statistics 























Particle Number N 
Figure 2.16: Particle number distribution for a canonical particle anti-particle 
gas, R = 4fm, T = O.170GeV, m = O.139GeV, f1 ::::0 1m, Fermi-Dirac statistics 
(red), Bose-Einstein statistics (green), and Boltzmann approximation (blue) 












o L..J.."""",~...L...l.~=-,-'-'-,=,=.J....L..L.L~...L...l.-.t::J=:-I='='-~"""'-..L..J' .lLL.l '-. 
40 45 50 
Particle Number N 
Figure 2.17: Particle number distribution for a canonical particle anti-particle 
gas, R = 4fm, T = O.170GeV, m = O.139GeV, f1::::O -;fm, Fermi-Dirac statistics 











2.7 Conel usion 
Different kinds of correlations and fluctuations have been discussed in the 
context of a hypothetical particle anti-particle gas in two statistical ensem-
bles, in both Boltzmann approximation and quantum statistics. In general 
are values for the scaled variance not as restricted as the use of Boltzmann 
approximation in a GC might suggpst. Further drops the scaled variance 
for QC rather fast with system size in Boltzmann approximation, reaching 
some limiting value already for volumes and temperatures relevant to high 
energy collisions. Correlations, for which the respective off-diagonal moment 
or cumulant tensor elements are a suitable measure, were found to be small 
compared to the expectation values in Boltzmann approximation, which does 
not hold for quantum statical systems. A detailed discussion is presented in 
chapter 5. Therefore are generally particle ratios in large systems rather in-
sensitive to the choice of statistical ensemble, when compared to yields, while 
on the ot.her hand, some particular rat.ios can be sensit.ive, which would be 
an excellent. test for the canonical formalism. The method of Fourier analysis 
has furthermore proven very successful and allows for a systematic discussion 
of various sub-dist.ributions. For inst.ance has a limited detect.or acceptance 
considerable effect on the scaled variance and a linear dependence on the frac-
tion of detected particles was found. In the following chapter t.hese results 
will be generalized to a Bolt.zmann canonical ensemble for a long hadronic 
resonance table as well as furt.her conserved charges and serves t.o prepare 
the pre-analysis in chapt.er 4. Lastly could quant.um st.atistical ensembles 
as well as final st.at.e distributions in chapt.er 3 be approximat.ed by Taylor 





















Hadronic Resonance Gas 
3.1 Introduction and Motivation 
Although the thermal model is extremely successful in describing experimen-
tal data over a wide range of collision energies and colliding systems [33] it 
falls short of an explanation for the experimental results of the NA49 col-
laboration for charged particle fluctuations. The results of recent papers 
dealing with statistical equilibrium distributions of extensive observables in 
canonical and micro canonical ensembles are remarkable in the sense that 
they predict distributions significantly narrower than for the popular grand 
canonical ensemble [25, 26], while experiment finds distributions wider than 
this [34], raising questions on which would be the correct ensemble to apply to 
a particular colliding system, as well as the applicability of the thermal model 
to fluctuations found in high energy collisions itself. When concerned with 
yields, the canonical chemical potentials converge rather fast with the fireball 
radius to the grand canonical ones, allowing for description with the grand 
canonical ensemble (GC) and only at lower energies becomes a canonical 
treatment of conserved charges, in particular strangeness, necessary [35, 36]. 
The same does not hold for relative fluctuations as statistical distributions 
are, even under the thermodynamic limit, ensemble specific. On the ex-
perimental side purely technical constraints like geometric coverage of the 
interaction volume, particle acceptance and identification, momentum reso-
lution as well as the difficulty to detect neutral particles make event-by-event 
data harder to obtain than event averages. Details of experimental set-ups 
determine not only the type of information available, but also the observed 
fraction of the interaction volume and detected particles therein, making the 
choice of thermodynamic ensemble even more important. So might a GC, 











tact with the remainder of the system, be for instance applicable to the data 
of the STAR and PHENIX collaborations [32], where detailed information 
only about a mid rapidity slice is commonly used for thermal model fits 
and hence only a fraction (rv 1/8) of the interaction volume is taken into 
account. For large acceptance detectors, like PHOBOS and NA49, should 
distributions further carry signatures of the exact conservation laws imposed 
by finiteness of the system. In general are fluctuations further not only more 
sensitive to the choice of ensemble but also to the statistics applied. So lead, 
in particular when quantum statistics are assumed, phase space suppression 
(enhancement) factors 'I # 1, e.g. non equilibrium, to enhanced ('I > 1) or 
suppressed b < 1) statistical fluctuations, with strong correlations between 
the freeze-out temperature and the phase space occupancy [9]. A simulta-
neous fit of both yields or ratios and their fluctuations thus will put strong 
constraints on thermal parameters and might be able to verify, or falsify, 
hadronisation models [32, 37]. A canonical approach for particle distribu-
tions is therefore much desirable as it will be a further test for the statistical 
hadronisation model [10]. Due to the structure of the integration routine 
used in the THERMUS package for canonical ensembles only Boltzmann 
statistics are possible at the moment, and only one phase space suppression 
factor 'Is is employed. Unless stated otherwise the ensemble employed in this 
chapter is the baryon strangeness and charge canonical ensemble (BSQC) in 
Boltzmann approximation. 
The main difference to chapter 2 is that in a hadron gas one needs addition-
ally to the long list of hadrons take particle decay into account and further 
become phenomenological freeze-out conditions important as one cannot use 
the Vs (f.LB) [20] and f.LB(T) [19] parameterizations derived for the GC and 
strangeness canonical (SC) ensembles to classify events. 
The focus of this chapter is on the technical aspects of how to conduct cal-
culations and to prepare the pre-analysis in chapter 4 of the charged particle 
fluctuations for the Carbon Carbon at 158AGeV. In chapter 5 it will be 
shown how one can make reasonable approximations to the partition func-












3.2 Canonical Partition Function 
The canonical partition function is obtained by solving a integral over ZGC, 
with the first and foremost problem being of a numerical nature as every 
conserved charge, namely baryon number, strangeness and charge yields an 
additional Fourier integral, with high absolute values of charges resulting in 
a heavily oscillat.ing int.egrand. 
-7r -7r -7r 
(3.1 ) 
Where B is the baryon number of the system, S the strangeness content, 
usually zero, and Q the electrical charge. The sum over the single particle 
partition functions Zj of type 2.2, e.g. Boltzmann approximation, includes 
all strange and light particles and resonances up to 2.6GeV as stated in the 
2002 Particle Data Book [38]. Within the canonical formalism all chemical 
potential are usually set to zero, hence particle and anti-particle partition 
functions are identical IZjl = IZ31, and angles (¢B, ¢s, q)Q) are introduced. 
Taking advantage of the fact that hadrons only come in quantum numbers 
B = ±1,0 one can eliminate the integration over the baryon angle [39], 
leaving us with two. 
o 7r d¢s 7r d¢Q 
ZB.S.Q = z J 27f J 27f cos(S¢s+Q¢Q-Bargw(¢s,¢Q)) 
-7f -1T 
Where the sums are now only taken over a mesons (M) and baryons (B) 
but not their respective anti-particles. The partition function ZO contains 
all particles with Bj = Sj = Qj = 0 which hence have no anti-particle, while 
baryons are represented by the complex variable 
W = L zjei ( Sj¢s+Qj¢Q) . (3.3) 
B 
3.3 Primordial Distributions 
Basically all expectation values and distributions will be calculated from 











these calculations is therefore, apart from a long list of hadrons and a in-
creased number of conserved charges no different form those of chapter 2. 
In high energy collisions, according to Hagedorn's hypothesis, particles are 
produced according to their share of the total phase space determined by 
the Boltzmann factor exp( -f3E). For small or cold systems will the available 
phase space be additionally dominated by exact conservation laws which have 
to be obeyed by particle and anti-particle production and hence a volume 
dependence is added. This concept has been successfully applied to heavy 
ion collisions in an attempt to explain the apparent strangeness enhancement 
when compared to proton proton collisions. Due to the smaller volume, and 
hence the small number of strange particles produced for collisions of small 
ions or at intermediate energies the SC should be applied [35, 36], while 
the data of proton proton collisions favors a complete canonical treatment 
[40]. Yet if the fireball is sufficiently large and hot the canonical volume 
dependence ceases and canonical and grand canonical ensembles will predict 
identical particle densities. Further has the evolution of strangeness phase 
space under-saturation IS with v's and Npart been intensely studied in the 
past [41] and will have to be distinguished from those canonical effects. 
3.3.1 Yields 
The average yield of a particle carrying the label k can be obtained from the 
first derivative with respect to its particle specific chemical potential Vk at the 
origin. The derivative does not change the structure of the integral, one only 
picks up an additional factor exp (iQj¢) which changes the partition function 
index from Q to Q - Qj. The ratio of the partition functions is therefore 




Higher order moments are simply obtained from a successive application of 













Despite the rather fast convergence of zQ-Q_Qj VT-:;-'\ e t the higher chemical z argc 
factors zQ;~QJ < en¥ will always converge to values lower than those ex-
pected from a grand canonical treatment and hence have asymptotics of fluc-
tuations in a statistical ensemble conserving baryon number B) strangeness 
S and electrical charge Q exactly been found to differ from the grand canon-
ical prediction [42]) indicating a inherit deviation from the grand canonical 
treatment which produces naturally a Poisson distribution. 
3.3.2 Distributions 
The canonical distributions are thus narrower than the grand canonical ones. 
Treating the particle number of species j as a conserved quantity and hence 
the interpretation of those correction factors as statistical weight factors al-
lows to derive the distribution. This is done by inserting a further Fourier 
integral for the 'conserved' quantity particle number N j with an associated 
angle CPJ. 
7f 7f d'" -
J d¢j J -'I'Q -iQ¢Q -iNJ¢j ZCC 27f ~e e 
P(N) = -7f -7f J ------~7f~d-¢-----------------
J -'YQ -iQ¢Q ZCC ~e 
-7f 
(3.7) 
By using the condition n = N j the integral over the angle CPj can be solved. 
This yields for the probability 
N j ZQ-NAj 
P(N.) = ~ particle j excl 
J N! Q ) 
J Zall particles 
(3.8) 
removing the single particle partition function Zj from the system partition 
function ZQ-NjQj in the numerator and leaves us with a ratio of partition 
functions of type 3.1 which can be easily integrated. The index NiJj ac-
counts for the quantum charges taken up by the N j particles of species j 
which has quantum number Qj = (Bj) Sj) Qj). Grand canonically the usual 
result is obtained by applying the same formalism to the grand canonical par-











chemical potential is to be included. 
N j ZOC 
P (N) = ~ particle j excl 
J N I ZOC 
j. all particles 
NJ z P(N) = _J_ e- Zj 




Figure 3.1 shows an example distribution of primordialrr+ in a BSQC for the 










Figure 3.1: Primordialrr+ multiplicity distribution for a hadronic resonance gas in 
a BSQC, Q = (4,0,2), T = 0.16377GeV, r = 3.225, "is = 0.6, and 1m = 1.0GeV 
parameter set obtained form the discussion in chapter 4. For comparison a 
Poisson distribution with same mean, red curve, is included. The narrowing 
in the distribution is the consequence of the correlation of the number of 
positive pions, or rather their charges, with the rest of the system which 












As a measure for the correlation for two distributions, e.g. the correlations 
between K+ and 1T'+ particles due to conserved electrical charge, one can use 
the (1,1) element of the cumulant tensor K',;'l,K+ = (N7r+) (NK +) - (N,r+ ·NK +) 
which is 0 for uncorrelated observables. So are for instance the K+ and 1T'+ 
distributions due the absence of a conserved charge linking them in a grand 
canonical or a strangeness canonical ensemble uncorrelated and hence the 
respective cumulant tensor element is zero. As with yields there is a event 
average measure (equation 2.43), free of such correlation terms, which is the 
commonly employed in thermal model calculations 
L~=O PK + (n) n 
L~=o P7r + (m) m' 
and a event-by-event measure (equation 2.44) 
K+ 00 00 n 
(-) = L L PK +.7r+ (n, m) -. 
1T'+ 11=Om=l' k 
To compute a conditional probability distribution P (Nj, Nz) one inserts two 
further Fourier integrals and the corresponding angles CPj and ¢l along with 
the usual normalization ZQ. 
f7r d¢q3 -iQ¢qZGC (2Jr) e 
-7r 
Q-NjQj-NIQI 
Zparticles j and l excl 
ZSl particles 
(3.11) 
The result is analog to the distribution P (Nj ), the two single particle par-
tition functions Zj and Zl, belonging to the particles j and l are to be 
removed from the integral in the numerator and the index is changed to 
Q - N/Jj - N/Jl to account for the quantum content taken up by the two 
particle species. Grand canonically the two particle distribution factorize 
into two Poissonian one particle distributions 
N j NI z· Z P(N· N) = _J_e-Zk . _l_e-Zl 
J' IN.! N! . 
J' l· 
(3.12) 
The event-by-event ratio can be obtain from the distribution P (Nj , Nt) by 












while for the measure for the width of the ratio distribution again 2.45 is 
used. Due to the discrete nature of particle numbers the resulting shape of 
the distribution P (R) will, in particular for small systems, depend on the 
choice of the increment 6R. The values in table 3.1 are compiled from the 
distributions in figure 3.2 and contain GC and SC for comparison. Again the 
(R) = (K:) BSQC SC GC 
( 7l'+) 6.87517 6.99386 6.99622 
(K+) 1.41189 1.41747 1.47648 
(R) 0.236102 0.236604 0.244891 
RMS(R) 0.219625 0.224856 0.235371 
(K+) 0.20536 0.202673 0.21104 (7T+) 
Table 3.1: Primordial event-by-event particle ratio C;:) for a hadronic reso-
nance gas in a BSQC, Q = (4,0,2), T = 0.16377GeV, T = 3.225f171, is = 0.6, 
(E) _ 
and (N) - 1.0GeV 
parameter set from the Carbon Carbon system is used for the primordial dis-
tributions. The GC and SC distributions were obtained by requiring the fire-
ball to have the same baryon, strangeness and charge densities, temperature, 
radius and strangeness suppression factor. The chemical potentials are for 
SC: J-LB = 0.0715GeV, J-LQ = -5.32 1O-5GeV and for GC: J-LB = 0.0709GeV, 
J-Ls = 0.0153GeV, J-LQ = -5.46 1O-5GeV. Therefore are average energy per 
particle, normalized entropy density and net baryon density similar but not 
the same as in the BSQC. The corresponding distributions P (R) for the GC 
and SC are remarkably similar to the BSQC ratio distribution and are only 
mildly wider. A qualitative explanation for this is that correlation terms 
/\'~'l K+ in the BSQC are in Boltzmann approximation still small when com-
pared to cumulants of same order /\,;+ and /\,~+. For a quantum statistical 
treatment this condition might not hold anymore (see chapter 5), and one 
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instance any given number of pions come from any combination of primor-
dial pions and decay pions. In the case of the decay pions one would have to 
consider all different decay channels and their respective distributions. But 
it is rather easy to get the expectation values of final state yields, or more 
precisely the first few final state moments of the distribution. Once one has 
the moments, one can calculate the cumulants (a list of the most important 
relations in given in Appendix I), and approximate the cumulant generat-
ing function which can then be conveniently integrated. One should mention 
that one of the main uncertainties in thermal model implementations are am-
biguities with decay chain in respective codes. Especially heavy resonances 
have not well established decay chains which affect yields of decay products 
[19]. This will have some even stronger influence on particle fluctuations. In 
this context strange particles are assumed to be stable as their live time is 
generaly large when compared to time of flight to the detector. Hence weak 
decay channels are usually omitted. 
The assumptions made in this chapter are certainly only a first approxima-
tion. Particle decay itself is a random process and at the present stage it 
is not clear whether is can be included in a analytical fashion. Moreover 
there is one important simplification which reflects the limitations of the 
code employed. Multi-step decays, i.e. resonance decaying into resonances 
are omitted for the time being. 
3.4.1 One Particle Distributions 
This will be done in this section for both grand canonical and canonical one 
particle distributions in Boltzmann approximation, while the two particle 
(or conditional) distributions are in the next one. The expectation value for 
the multiplicity in a stable final state particle with label i is the sum over 
all primordial parent particle multiplicities Nj 1 taking their branching ratios 
fj-->i into account, and the particle's primordial expectation value itself. 
p p 
(Ni ) = (L~Hj) = 'L(H)) (3.14) 
)=1 j=l 
where the (H)) are feed down corrected grand canonical or canonical Boltz-
mann approximation yields. 
iN-.) = gjV m2TK (mj) f 












,where we have introduced the shorthand notation j;Q-Qj = ZQ-Qj / ZQ. 
When e i for a grand canonical treatment is used, neither two-particle nor 
any charge correlations are present. Only the effective interaction term /lj = 




p p p 
(LN} + LLNj .Nk ) 
j=l j=l k~l 
kopj 
P P p 
L(N}) + L L(Nj . Nk ) (3.16) 
j=l j=l k~l 
kop) 
Grand canonically the higher moments can be calculated using the following 
recipe. The second moment of a parent particle contribution is 
( 3.17) 
while the correlation between the particles of species j and those of species 
k is given by 
(3.18) 
The branching ratio of a stable particle to itself is 1. Considering a simple 
example of a gas consisting of two types of particles. A unstable particle E 
which decays into the other type of particle A, which is chosen to be stable, 
with a given branching ratio f. Both particles could have individual chemical 
potentials, /lA i= /lB, due to different charges the carry. 
(N A)fiual 
(N~)final 
- ~ !:J1. 
(NA) + (NB) = zAe T + zBfe T 
(N~) + (N~) + 2(NA . NB ) 
2~ ~ 2~ !:..ll.- !:.:l. !:..ll.-
zAe T + zAe T + z~f e T + zBfe T + 2zAe T zBfe T 
As expected, the ratio of second to first cumulant is one, producing a Pois-
sonian when one considers higher order corrections. 
In a canonical ensemble correlations are present and will significantly alter 











need to be employed, which do not follow the simple behavior form the GC, 




3.4.2 Two Particle Distributions 
Finally the two particle distributions which are needed for the final state 
particle ratios. For the final state second moment one needs to consider all 
possible contributions of particles which could decay into one of the stable 
particles i and l. 
p p 
(L Hj .;. L Hk .!) 
j=l k=l 
P P 
L L (Hj ,; . Hk,l) (3.21) 
j=l k=l 
where, as before 
- gjV 2 • (mj) (N) = -m.TK 2 - ·r· .. J,' 21[2 J T J~' 
\. .I 
I'j GC eT 
The first and second moment are to be done using the recipe from the pre-
vious section. Correlations from decay channels of the type X --+ K+ + 1[+ 
will be omitted, as they are a) more complicated and b) not the dominant 
contribution, while when charge conservation laws linking two final state par-
ticles or their parent particles are absent, this would be the only source of 
non trivial correlation [32]. As an example for the higher moments we will 
discuss the third moments in appendix H. The results compiled in table 3.2 
are calculated from the distribution in figure 3.4 and their grand canonical 
and strangeness canonical counterparts. The same parameter set as this of 
table 3.1 was used, while feed down was handled using the method described. 
Figure 3.5 shows the final state R = ~: event-by-event ratio distribution for 
the three considered ensembles. Again the curves are remarkably similar, 
while the final state distributions are somewhat narrower than the primor-
dial ones. The lower the value of R is due to the stronger decay contribution 
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Figure 3.5: Final state K+ to 1f+ ratio distribution for a hadronic resonance 
gas in a BSQC, Q = (4,0,2), T = 0.16377GeV, T = 3.255frn, ,s = 0.6, and 
(E) _ 
(N) - 1.0GeV 
3.5 Charged Particle Distributions 
One might be interested in a particular subset, for instance only charged par-
ticles or only positively charged particles, and their respective fluctuations, 
which are measures employed for instance by the PHOBOS [43] and NA49 
[34] collaborations. Essentially one could give any of the particles which 
meet some criteria a angle similar to what was done for the one particle 
distributions and the rapidity window subset in chapter 2. Unfortunately 
this becomes impractical for long hadronic tables. So again the moments are 
employed to approximate the distributions. Primordial this is very simple, 
one has to follow the recipe from the section above and sum over all chosen 
particles. For the final state distributions the list of selected particles has 
to be extended to all the resonances which can decay into a particle which 
then meets the criterion while taking their effective branching rations into 
account. In a grand canonical ensemble all w values are equal to 1, while 
they only deviate slightly from unity in a strangeness canonical ensemble, 
as most charged particles are not carrying the quantum number strangeness, 
what makes them to a good approximation grand canonical (uncorrelated). 
The tables 3.3 and 3.4 show values for the final state scaled variance w for 
the Carbon Carbon system in a BSQC and a SC respectively. In a ensemble 
which is conserving electrical charge one has to obtain a conditional distri-



















Table 3.3: Scaled variance w BSQ for Q = (4,0,2), T = 0.16377GeV, R = 










Table 3.4: Scaled variance w S for S = 0, T = 0.16377GeV, R = 3.225fm, 
/1B = 0.0715GeV, /1Q = -5.32 1O-5GeV IS = 0.6 in a SC 
Nchr = Npos + N neg , while Q = Npos - N neg , into account, what is ultimately 
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Figure 3,6, Primordial charged particle distribllIi0n" Q = (4,1I,~) R - :l_22o!m, 
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The same volume and strangeness suppression ,s was used for all values of 
(B, S, Q), while all were constrained to ~~; = 1.0GeV. The low temperature 
end point is at (B, S, Q) = (14,0,7) and a step size of ,0"Q = (2,0,1) was 
used. The consequence of a higher B is a drop in temperature T. The 
normalized entropy density ~1 changes only very modestly along that curve 
of constant 1m and increasing baryon and charge content. Further one can 
remove the effect of (electrical) charge conservation on the proton by dividing 
its canonical correction factor by the one of the positive pion and thus define 
canonical chemical correction factors 
The equal sign would hold only in the thermodynamic limit. Or the effect 
of strangeness on /-LB by using the pair AI Ko. Further pairs are for the 
strangeness chemical potential /-Ls: Aln for Band K-/rr- for Q and finally 
pairs for the charge chemical potential /-LQ: pin for Band K+ I KO for S. In 
figure 3.9 these normalized canonical chemical correction factors agree well 
with the canonical chemical potentials for the charge (Jr+) and strangeness 
(kO) and baryon number (n), while showing similar behavior to y's(/-LB) 
of the freeze-out curve and most importantly suggesting that constant i~; 
and Ware good freeze-out conditions for (at least) low (quantum) charge 
densities. In a micro canonical ensemble the chemical factors would probably 
separate according to their mass, while in a canonical ensemble the curve 
y's(B) would only be volume dependent (not density dependent as the size 
of colliding nuclei matters as well). Additionally is /-LQ always close to zero 
despite the fact that we have a net-charge of Q = B 12 while the strangeness 
chemical potential /-Ls is low and negative despite the fact that the fireball 
doesn't contain any net strangeness (S = 0). This is a consequence of the 
fact that a positive /-LB produces charged and strange baryons as well, what 
requires negative and anti-strange mesons to be produced in excess of their 
positive and strange counterparts. Again strong interplay between charges 
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Figure 3.8: Temperature evolution of canonical chemical potentials for different 
particles 
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3.7 Freeze-Out Conditions 
The thermal model itself does not provide any reasonable values for its pa-
rameters. It is a phenomenological model and thus depends on input from 
either theory or experiment. The partition thermodynamics of reference [5], 
QCD [21], a linear dependence of primary charged particle on the number 
of participating nucleons [44], thermal model fits to data [15], and probably 
most strikingly Hagedorn's considerations [3, 4], suggest all the existence of 
a highest hadronic temperature as well as a constant value for the average 
energy per particle 
(E) 
(N) ~ IGeV. (3.23) 
Generally provide thermodynamic quantities like the normalized entropy den-
sity ~~, pressure P or net baryon density nb+b some insight into the condi-
tions at breakup. Phenomenological parameterizations, like the connection of 
beam energy to baryon chemical potential VS(ILB) [20], and the phase bound-
ary T(ILB) [19] derived for GC and SC give the thermal model even predictive 
power. In a canonical ensemble are from the previously six free parameters of 
the model, T, V, B, S, Q, IS, three immediately fixed through quantum con-
tent of the fireball Q = (B, S, Q), while the strong dependence of (E) / (N) on 
T and system radius r allows for instance to constrain the pair volume and 
temperature to a particular average energy per particle, leaving us with only 
two, system size and phase space suppression to account for a strange sector 
out of equilibrium. The plots 3.10 and 3.11 show the freeze-out temperature 
for different values of ~~~ in a charge system with (B, S, Q) = (8,0,4) and a 
neutral system with (B, S, Q) = (0,0,0) respectively. While for large radii, 
at fixed quantum content, e.g approaching neutrality, both cases produce a 
rather flat dependence of the freeze-out temperature on the system radius, 
this situation changes for small systems, where the T drops fast for decreas-
ing r for charged systems, while a overall neutral system exhibits a constant 
T for vanishing volumes close to that of Karsch [21] and Fortunato et ai. 
[5]. The second freeze-out condition discussed here is the normalized entropy 
density ~~. Both lattice gauge results [45] as well as thermal model fits to 
data suggest a fixed value 
(3.24) 
From a thermal model point of view this is rather surprising as along the 
freeze-out curve ~~J baryon chemical potential and temperature vary strongly 
from the lowest SPS to the highest RHIC energies, and thus the hadronic 
composition of the fireball changes accordingly and one would naively ex-











production in AA and e+ e- collisions are discussed and similar values of 
the number of degrees of freedom were found for both cases. The entropy 
suppression at lower energies for nucleon nucleon collision is explained with 
a strong interplay of baryon chemical potential and freeze-out temperature. 
Figures 3.12 and 3.13 show the same quantum configurations as before with 
the pair T,T being constrained to a constant value of ~1. Small and neutral 
systems have diverging values of T for constant ~~. In the charged case T 
drops for small radii, while again for growing radius, hence approaching neu-
trality, approaches the values for T of the neutral case from below. Generally 
seems the conditions of a constant average energy per particle of about 1GeV 
to favor a lower freeze-out temperature than the condition of the normalized 
entropy density of about 7. Further should the entropy be rather sensitive to 
phase space suppression factors, in particular strangeness. As ¥± is a density 
and we have still two free parameters, the volume and is, it looks promis-
ing to correlate strangeness suppression to the normalized entropy density 
leaving us with only one free parameter, the system size or power of the 
thermal source. This should allow to describe a canonical ensemble only by 
its conserved quantities (B,S,Q), the fireball volume, the average energy per 
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Figure 3.10: Freeze-out condition (E)/(N), fixing a freeze-out temperature to 
a system of given radius, baryon number, strangeness, electrical charge and 
strangeness suppression factor 
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Figure 3_11: Freeze-out condition (E) / (N), fixing a freeze-out temperature to 
a system of given radius, baryon number, strangeness, electrical charge and 
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Figure 3.12: Freeze-out condition (5) /T 3 , fixing a freeze-out temperature to a sys-
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Figure 3.13: Freeze-out condition (5) /T3, fixing a freeze-out temperature to a sys-













Despite the fact that canonical models without quantum statistics and chem-
ical potentials predict too low fluctuations, should the provided code, a de-
scription of the software package is in the appendix G. at least allow for a 
systematic discussion. In particular the effect of freeze-out conditions aver-
age energy per particle and normalized entropy density can be investigated 
and will be very useful to constrain parameter set and to classify events by 
its thermal conditions at hadronization. The statistical behavior and the 
mathematical aspects of a simple pion gas and a proper hadronic gas are not 
too different, although additional conserved charges, the hadronic resonance 
spectrum and a strong dependence of the hadronic composition on freeze-
out conditions make the latter case far more complex. Additionally was feed 
down well handled with cumulants and moments which allows for a more 
economical calculation of final state distribution than the method of convo-
lution of single particle distributions. Nevertheless one still has to preform 
a numerical integration of the approximated partition functions which puts 
considerable constraints on the range of applications. The results of chapter 
5 and will show how to circumvent this problem and provide a analytical 
approximation method free of numerical integrations. A discussion and ap-














To test the applicability of the canonical formalism to statistical multiplic-
ity fluctuations found in high energy collision, we take the NA49 Carbon on 
Carbon data at 158AGeV taken at the SPS collider at CERN. The idea is to 
discuss fluctuations of observables, in particular particle number, and their 
dependence on thermal parameters and freeze-out conditions in the presence 
of exact conservation laws. Such fluctuations will carry signatures of the 
conditions at break up and the hadronization process itself. Even within one 
(narrow) centrality bin, like the one discussed here, one will find slightly dif-
ferent initial conditions for each event. Subsequent hydrodynamic evolution 
of the system can result in different system sizes, baryon content, freeze-out 
temperatures, average energy per particle, and phase space occupancy. A 
variation of parameters preserves, despite being similar in spirit to a applica-
tion of the GC to a mid rapidity slice, the canonical character of fluctuations 
as well as multiplicities. 
4.1 Model Assumptions 
The assumption made closely reflect the limitations of code. The use of 
Boltzmann statistics, while quantum statistics would lead to stronger fluctu-
ations, is the first and most important shortcoming. The correct Fermi and 
Bose statistics might become especially important at the transition from a 
fermion to a boson dominated hadron gas expected to be realized around 
the lowest SPS energies of about ..;s = 8.2GeV [46], yet still well below the 
center of mass energy at 158AGeV (y'S = 17.3GeV), of thi::; data. A promi-
nent feature of this transition is the 'horn', a pronounced peak in the K+ to 
7f+ ratio [47, 48, 49]. Further are 47f integrated yields assumed, one static 











sumed to be in thermal contact with the unobserved regions of the collision. 
Yet the basic properties are allowed to vary from collision to collision about 
some mean values constrained by global properties like the average energy 
per particle or the normalized entropy density. At some point of the evolu-
tion the charge content of the fireball should be fixed and be followed by a 
single (thermal and chemical) freeze-out. No phase transitions description is 
contained in a standard thermal model, in particular would a 1st or 2nd order 
phase transition from a deconfined QGP phase to a hadron gas, expected at 
lower temperature and higher baryon chemical potential, have enhance fluc-
tuations when compared to a crossover [21]. No excluded volume corrections 
are taken into account, which can have considerable effect on thermal param-
eters and would additionally allow for description of phase transitions [22]. 
The strangeness suppression factor IS is chosen over a canonical volume to 
describe an out of equilibrium strangeness sector. Lastly was a Breit-Wigner 
width for particle masses omitted which would increase sub thresh hold par-
ticle production and would affect heavier resonances more strongly. Strange 
particles are assumed to be stable in the sense of the model as their live 
time is generally larger than the time of flight to the detector. The canon-
ical ensemble can phenomenologically account for a variation in quantum 
content of the fireball or its volume, temperature or degree of equilibration, 
(B, S, Q, R, T, IS), or its freeze-out properties (;;\' ¥1, nb+b) due to impact 
parameter variation, evolution, stopping and correct for particle decay. The 
CC system was chosen as already for the next data point (SiSi) at 158AGeV 
has a too large multiplicity to allow for a similar discussion, while proton pro-
ton collision produce only a few particles which makes approximations more 
difficult. 
4.2 NA49 Carbon on Carbon Data 
The starting or mean values of this discussion come from a combination of 
experimental data and previous thermal model analysis. In reference [34] 
the charged particle fluctuations for pp, CC, SiSi, PbPb collisions are pre-
sented for the data of 158AGeV CERN SPS heavy ion program, providing 
experimental values for the scaled variance for the multiplicity distributions 
of charged, positively and negatively charged particles ( CC: Wch ;::::; 2.1, 
wpos;::::; 1.4, and w neg ;::::; 1.4 ). A very narrow centrality bin was chosen accord-
ing to the energy deposited by spectator nucleons in the forward calorimeter 
(Eveto = O.5TeV). Yet even though the number of participating projectile 
nucleons N:~~{ is fixed, the number of participating target nucleons N;~~f 











domains is observed what leads to charged particle fluctuations on top of 
those expected from a really fixed system size [50]. In reference [51] the 
event centrality was estimated using the information of energy deposited in 
the forward calorimeter or the average event multiplicity. A energy depo-
sition of Eveto ~ 0.5TeV was found to describe the same centrality bin as 
an average charged particle multiplicity of (Nch) ~ 52. On the theoretical 
side was this system, CC at 158AGeV, analyzed with thermal model fits 
[52]. Although the model implementations are slightly different they will 
nevertheless be good starting values for this discussion. The parameter set 
T = 0.16377GeV, T = 3.225jrn, IS = 0.6, and (B, S, Q) = (4,0,2) is in 
agreement \vith the above reference, the freeze-out condition i~\ = 1.0 and 
the experimental value for the charged particle multiplicity (Nch ) ~ 52. In 
addition to the results summarized in table 4.1 are the normalized entropy 
density ~1 ~ 4.67 and baryon anti-baryon density nb+b ~ 0.069jm- 3 . In 
(N) w 
Npos 27.3697 0.652497 
Nneg 25.4223 0.737072 
Nch 52.1413 1.02239 
(R) RMSR 
KT 0.13617 0.0808674 -;+ 
Table 4.1: Summary table for a final state hadronic resonance gas in a BSQC 
, Q = (4,0,2), T = 0.16377GeV, r = 3.225jm, IS = 0.6, and i~\ = 1.0GeV 
the light of the above discussion we obviously fail to reproduce the high 
values of w. Additionally are both values for the normalized entropy den-
sity and total baryon density well below the proposed ones ¥1 ~ 7 [17] and 
nb + nl) ~ 0.12jm-3 [18]. For the former strangeness suppression IS and 
modest T are to blame, while for the latter a low baryon content, radius 
and temperature. For a detailed recent discussion of freeze-out conditions 
see reference [19]. Unfortunately exists no event-by-event measurements of 
the ~: ratio for this particular system and is only available for Pb Pb colli-
sions at this energy [53]. But its mean ratio is consistent with expectations. 
Nevertheless are these values included into the discussion, as particle ratios 
should be less sensitive to dynamical effects and variations of parameters 
making them a better probe than yields. The ~: ratio was chosen as kaons 












4.3.1 Temperature Dependence 
The temperature dependence of statistical multiplicity fluctuations is shown 
for net-charges of (E, S, Q) = (0,0,0) in figure 4.1, (E, S, Q) = (4,0,2) in 
figure 4.2, and (E, S, Q) = (8,0,4) in figure 4.3 respectively. A larger ra-
dius of T = 3.65Jm and complete strangeness equilibration (rs = l.0) was 
chosen to allow for high enough multiplicities to extent the graphs to low 
temperatures. The first finding is that, like in a simple particle anti-particle 
gas, the fluctuations of the preferred particle are suppressed with respect to 
ones disfavored by the net-charge. The similar masses of proton and neutron 
make them nearly degenerate particles, hence they are produced in similar 
numbers, as long as the temperature is high enough to allow for Jr- produc-
tion to balance the charge taken up by protons. Therefore are multiplicities 
of positive particles enhanced while their fluctuations are suppressed with 
respect to negative particles even for electrically neutral systems with low 
baryon content. The gap between w POS and w neg widens in charged systems 
with decreasing temperature, since fewer and fewer negative particles are 
produced, suppressing relative fluctuations of positive particles. 
We next attend to the temperature dependence of various proposed freeze-
out conditions. In figures 4.4, 4.5, and 4.6 the average energy per particle, 
normalized entropy density, and baryon plus anti-baryon density are shown 
for net-baryon numbers E = 0,2,4,6,8,10 and a net-charge of always half the 
baryon number. In order to allow for a systematic discussion of phenomeno-
logical freeze-out conditions should their values be rather stable against the 
assumed variations of the thermal parameters around the mean. Despite a 
strong dependence at low temperatures on the baryon content reach all three 
cases for T ~ 165M e V similar values, reflecting that the system approaches 
charge neutrality, e.g. the number of produced particles is much larger than 
the number of conserved charges. Additionally is the pressure nearly inde-
pendent of E, while ~~~ exhibits the strongest dependence. The normalized 
entropy density and the average energy per particle show a minimum as a 
function of T with its location depending on the baryon density. The baryon 
plus anti-baryon density is rather flat for low temperatures as additional 
(anti)baryon density production is only slowly picking up. Nevertheless sug-
gest these graphs that for temperatures T ~ 0.165 - 0.17GeV the proposed 
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Figure 4.1: Temperature dependence of multiplicity fluctuation for positive, neg-
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Figure 4.2: Temperature dependence of multiplicity fluctuation for positive, neg-
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Figure 4.3: Temperature dependence of multiplicity fluctuation for positive, neg-
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4.3.2 Baryon and Charge Content 
A variation of conserved quantum numbers could arise on either a purely sta-
tistical (thermal) basis by assuming the analyzed part of the system is in, not 
necessarily ideal, thermal and chemical contact with the remainder and sub-
ject to hydrodynamic evolution. Or originate form different initial condition, 
like impact parameter or different collision dynamics, so depends the amount 
of energy and baryons deposited in the central region in a simple picture on 
both the number of participating nucleons NpoT't and the number of binary 
collisions Neoll they suffer. The thermal model cannot distinguish these two 
sources, but we assume that the initial conditions are well fixed by the narrow 
centrality bin and ascribe the variation to thermal and hydro dynamical ef-
fects and assume further that the collision dynamics therefore lead to similar 
quantum charge content and thermal properties before hadronization in all 
selected events. In table 4.2 the results obtained from parameter mix in the 
table below. The values are only slightly above the ones for fixed (B, 5, Q) 
weight (B, 5, Q) T[GeV] 
10% (0,0,0) 0.1647 
20% (2,0,1) 0.1645 
40% (4,0,2) 0.1638 
20% (6,0,3) 0.1625 
10% (8,0,4) 0.1605 
= (4,0,2) at same IS, radius and i~;. A overall only weakly charged system, 
with the freeze-out temperature only changing slowly with the baryon num-




51. 7172 1.06169 
(R) RM5R 
~+ I 0.136487 I 0.0797212 
Table 4.2: Summary table for a final state hadronic resonance gas in a BSQC, 
with variations in Q around Q = (4,0,2), T = 0.16377GeV, T = 3.225fm, 
IS = 0.6, and ~~; = 1.0Ge V 











at (B,S,Q) = (4,0,2) to 0.151GeV for (B,S,Q) = (8,0,4)), while the ratio 
!:f holds baryons at a low relative temperature, hence should the Boltzmann 
approximation do well for baryons (see chapter 5). 
4.3.3 Average Energy per Particle 
Apart from the evidence presented in the previous chapter \vhich suggest a 
highest temperature for hadronic matter as well as a constant energy per 
particle, we assume it is a thermal parameter. The origin of such variation 
of the average energy per particle could be the hadronization process itself, 
e.g. not a single freeze-out model, or due to conditions in the early stages of 
the collision, leading to a different energy density of the fireball. In general 
should the assumption of a constant value not be required. Further is a vari-
ation in the average energy per particle mimicking volume fluctuations for 
high temperatures and low chemical potentials. Due to the strong interplay 
between temperature and fireball radius for weakly charged systems would 
volume fluctuations at constant ~~\ have a weaker temperature dependence. 
See figures 3.10 and 3.11 and discussion in chapter 3. The following super-
position was taken and the results are summarizes in table 4.3. While a 
weight (~)[GeV] T[GeV] 
10% 0.950 0.1584 
20% 0.975 0.1611 
40% 1.000 0.1638 
20% 1.025 0.1664 
10% 1.050 0.1689 
temperature difference of about 10lVi eV is rather large, the bulk of the as-
sumed events comes from a narrow region T = 163±3M eV. This is so far the 
best candidate to explain the high values for the charge fluctuations of the 
CC system at 158AGeV. A quantum statistical treatment of in particular 
light mesons and additional (trivial) volume fluctuations should thus allow 
















52.4535 1. 79993 
(R) RMSR 
~: I 0.136759 I 0.0794136 
Table 4.3: Summary table for a final state hadronic resonance gas in a BSQC, 
with small variations in :~; around Q = (4,0,2). T = 0.16377GeV, T = 
3.225fm, IS = 0.6, and mt = 1.0GeV 
4.3.4 Strangeness Suppression is 
The influence of strangeness suppression IS on freeze-out temperature for 
constant i~) = 1.0 along the 'phase boundary', e.g. growing B, is shown in 
figure 4.7. With an increase in equilibration of the strange sector comes a 
cooling of the system. While the normalized entropy density does not vary 
too much along the 'phase boundary' for fixed IS, it changes almost linearly 
with IS, rising from about 3.5 (no strange particles produced) to over 5 for 
a completely equilibrated strange sector (figure 4.8) with the temperature 
dropping from about 168MeV to 162MeV for a neutral system. Due to the 
strong and simple correlation between ~1 and IS along :~i = canst line acts 
IS as something like an 'entropy thermometer' for weakly charged systems. 
Quite surprisingly neither (R) nor RM S R are affected by this IS variations. 
Despite the fact that individual distributions have different mean values, a 





















Npos 27.3715 0.652896 
N neg 25.4241 0.737497 
Nch 52.1447 1.02327 
(R; RMSR 
~+ I 0.136448 0.0808882 
Table 4.4: Summary table for a final state hadronic resonance gas in a BSQC, 
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Figure 4.7: Phase boundary as described by the line of constant energy per particle 
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A combination of a variation in (either) average energy per particle and/or 
volume and quantum statistics will certainly be able to reproduce a wide 
range of values of statistical fluctuations. A strong correlation of the pa-
rameter pair fireball volume and temperature via the condition of a constant 
energy per particle leads to a weak temperature dependence for volume fluc-
tuations while somewhat stronger for ~~i variations. For this discussion of 
the narrow centrality bin of the NA49 CC data at 1.58 AGeV volume fluctu-
ations were omitted in favor of the latter. The normalized entropy density 
is nearly constant along the freeze-out curve in figure 4.7, hence baryon and 
charge content seem have not too much of an effect on neither fluctuations 
nor the freeze-out condition ~l, as long as the number of produced parti-
cles is sufficiently larger than the number of conseryed charges, while the 
gap between wPOS and w neg slowly widens with growing baryon number. The 
total baryon density nb+b = O.0695jm- 3 is rather stable against similar vari-
ation. Strangeness suppression again wont affect to strongly the fluctuations 
of charged particles, not even the K+ (rr+ ratio, due a almost linear depen-
dence of ~l (the number of states) along the f~~ = canst freeze-out line for 
all assumed baryon and charge contents. As a consequence one can constrain 
the pair (T,7') to the average energy per particle and is with the normal-
ized entropy density. The first indication is that one can understand the 
CC charge particle fluctuation measurement of the NA49 collaboration in 
a canonical ensemble with quantum statistics. Yet better assumptions on 
reasonable values for the parameter mix than the ad hoc choice made for 
this pre-analysis are needed. Chapter 5 will show how to use the central 
limit theorem to make reasonable approximations to distributions for finite 























Probability And Characteristic 
Function 
5.1 Motivation 
The success of the statistical hadronization model in describing data ob-
tained from high energy collisions and a partly puzzling statistical behavior 
of thermal systems make a further investigation of statistical-thermal distri-
butions and their mathematical properties a worthwhile exercise. As com-
monly employed experimental observables are average yields, e.g. the first 
moment, and the use of the CC is often sufficient, comprehensive software 
has been developed for those cases. The THERMUS [11] package for in-
stance allows for calculation of average multiplicities in the BSQC, but only 
in Boltzmann approximation, while SHARE [12] and THERMINATOR [13] 
allow additionally for calculation of fluctuations and spectra and the use of 
quantum statistics, yet only for the CC. But multiplicity distributions have 
been found to differ from simple Poissonians even under the thermodynamic 
limit as soon as one does not assume CC and Boltzmann approximation. 
So show canonical [24], and even stronger micro canonical ensembles (MC) 
[25, 26], for particle anti-particle gases as well as canonical hadronic gases [42] 
suppressed fluctuations. For finite volumes are only for a simple Boltzmann 
particle anti-particle gas [23] analytical solutions possible, while a canonical 
Boltzmann hadron gas even with a reduced number of integrals (see chapter 
3), still requires considerable computation time. For quantum statistics an 
analytical approach might well be out of reach, and one has to use Monte 
Carlo techniques [54]. In this chapter a different approach is presented. It 
is known that if one has good knowledge of the moments of a probability 











through those moments, or rather through its, ultimately better suited, cu-
mulants. For multi variable distributions moments and cumulants will be 
tensors who's off-diagonal components are a measure for the anisotropy, or 
the degree of correlation of their variables, and ultimately the distribution's 
shape. In this chapter the central limit theorem and its associated expansions 
are employed to calculate the scaled variance under the thermodynamic limit 
and in a further step its is shown how one can approximate distributions for 
finite system size. 
5.2 Characteristic Function 
Let us consider a probability distribution of some observable X which can 
take values fx(x) on the real x axis and who's normalization requires that 
00 
J fx(x) = 1. (5.1 ) 
-00 
And hence fx(x) defines the probability of finding a value x for the observable 
X. One can now further define the characteristic function <1\ (iw) to be the 
Fourier back transformation of the probability distribution fx(x) 
00 
<I>x(iw) == ix(x) = J eiwx fx(x) d:r. (5.2) 
-= 
The moments [n(X) can directly be calculated from the characteristic func-
tion from the respective derivatives at the origin. 
00 
J eiwx fx(x)(ixt dx 
-00 
dn<I>x (iw) I 
dwn w=o 
00 
in J fx(x)xndx == in[n(X) (5.3) 
-00 
With the probability distribution fx(x) therefore being the Fourier transform 
of the characteristic function <I>x Ow) 
(5.4) 
-7r 
On the other hand one can, in a thermal model approach, calculate the 











of the partition function Z. 
where the substitution i = i¢j was made to allow for easier notation and 
simple integration, and hence 
1 d" Z(A,·) d" Z'(rr>·) 
i"(N") = ~ '+'J I = "Y'J I . 
J Z d¢j 1>,=0 d¢j' 9)=0 
(5.5) 
The normalized partition function Z' = Z~j) is the characteristic function 
and its probability distribution P(Nj ) can be found by Fourier transformation 
-iT -iT 
Basically the whole problem comes down to the calculation of Fourier inte-
grals of various forms of the partition function Z. As mentioned earlier, this 
is unfortunately not always possible. Analytical solutions, or a analytical 
reduction of the number of integrals, only work in Boltzmann approxima-
tion, while even with a reduced number of integrals numerical calculations 
become increasingly expensive when a large number of conserved charges is 
considered, or simply the product VT3 is large. As mentioned in the intro-
duction to this chapter, it is rather difficult and impractical to construct an 
approximated characteristic function from the knowledge of the moments of 
a distribution and one should rather use cumulants, which are linear combi-
nations of moments. Tables for cumulant and moment relations can be found 
in appendices I and J. 
5.3 Cumulant Tensor 
To introduce the cumulant tensor let us consider a probability distribution 
function of d variables which can be obtained from the Fourier transform of 
its characteristic, or moment generating, function <P (k) 
where \}J (k) = In <P (k) is the cumulant generating function. The cumulant 











are d dimensional tensors 
The indexes ql, q2, ... , qn could be baryon number, strangeness, 
particle multiplicities, or even denote to energy and momentum. 
lant generation function reads in terms of the Taylor expansion 






The n = 0 term in the Taylor expansion, the O-th derivative, is the partition 
function Z itself and is the normalization. In the one-dimensional case d = 1 
the first four cumulants are in terms of the central moments, which are the 
ones used in the thermal model, 
""1 (N) 
""2 (N2 ) - (N) 2 
""3 (N3 ) - 3(N)(N2 ) + 2(N)3 
""4 (N4 ) - 3(N2 )2 - 4(N) (N 3 ) + 12(N)2(N2 ) - 6(N)4 
and are called the mean, variance, skewness and kurtosis or excess and de-
scribe the shape of the distribution. As mentioned earlier, the condition for 
a Poisson distribution is ""n = (N) for all ordersn of cumulants. Generally 
can the l-th cumulant K,/ be expressed in terms of the first l moments in 
closed form via the determinant of an almost lower triangular matrix, with 
ml = (N1). 
m1 1 0 0 0 0 0 
m2 rnl 1 0 0 0 0 
m3 m2 [r1 1 0 0 0 m4 m3 fll m1 1 0 0 1 m2 K,I = (_1)1+1 m5 m4 4 G)ml 1 0 1 m3 2 m2 
ml-1 ml-2 1 











In thermodynamics cumulants are extensive quantities, so they scale linearly 
with the volume 
p p 
Wv (¢) = lnZv (¢) -lnZv (0) = VLzJ (¢) - VLzJ (0). (5.11) 
j=l j=l 
where V zJ is the usual single particle partition function 2.2 or 2.70, and the 
last term is the normalization or the O-th expansion term, and hence 
p P 
WV1 +V2 (¢) = lnZ';Hv2 (10 = (VI + V2 ) LzJ (10 - (Vi + V2 ) LzJ (0), 
j=l )=1 
(5.12) 
if temperature T, chemical potentials ji, and the respective phase space sup-
pression factors , are the same for all considered domains. In case this 
condition is not met, one can define local values for parameters and still take 
the same derivatives with respect to the angles (see appendix B). 
5.4 Central Limit Theorem 
In previous calculations (chapter 2 and 3) we expanded the generating func-
tion in terms of the Taylor coefficients, which had two advantages over the 
exact version. Firstly the integrand was simpler and allowed for approxi-
mation of Bose and Fermi distributions, and secondly it allowed t.o handle 
resonance decays and compute final state distributions. Here we want to 
exploit a further trick, the central limit theorem. Previously the cumulants 
had explicitly a volume dependence, or rather the employed moments car-
ried powers of it. In the central limit theorem we are first going to separate 
off the volume dependence, and in a second step calculate corrections which 
contain decreasing powers of the same. This is a promising approach as the 
scaled variance converges fast as a function of the volume for both a Boltz-
mann pion gas [23] as well as for a Boltzmann BSQC with a full hadronic 
resonance table [42]. 
5.4.1 One Dimensional 
To start off we want to consider a simple gas containing only the positive 
and the negative pion. Both cases, Boltzmann approximation and quantum 
statistics, are identical in this formulation. Only one type of charge is con-
served, so one has either a probability distribution P(Q) or P(N) with no 











divided by the grand canonical one gives the distribution Pv ( Q) 
Pv (Q) = 
-71" 
Pv (Q) = 
71" 
1 J d¢Q e-iQd>Q+V(2~(<PQ)+z~(¢Q)) 
eZ+(O)+z-(O) 27r . (5.13) 
-71" 
The main contribution to the integral comes form the region around the 
origin, so it is a good idea to expand around ¢ = O. The O-th term in the 
Taylor expansion is again the normalization Z = eZ + (0)+2- (0). This yields 
p~.(Q) = j": dcPQ e-iQ</JQ+v('1t i</JQ+;f(i</JQ)2+':ff(i¢Q)3+;t(i¢Q)4+} (5.14) 
27r 
-71" 
Now we substitute w = JV (J" cPQ, where (J" = Vt0. is the variance and ex-
tended the limits of integration to ±oo. The error made is going to be small, 
as the main contribution comes from around the origin and the int.egrand is 
not 27r periodic anymore, but a superposition of a decaying and a oscillat.ing 
part (chapter 2). 
-00 
Introducing the normalized cumulants An = ~~ and a new variable z = Q;;'? 
allows to express the probability as 
(5.16) 
-00 
One can now again expand the second exponential and take terms up to some 
power of the volume int.o account 
Pv (z) ~ (5.17) 
x 
[
1 A3 (iW)3 A4 (iW)4 ~ (A3)2 (iW)6 0 (V-3/2)] 
+ 3! Vl/2 + 4! V + 2! 3! V + , 
which is now a sum of almost identical int.egrals. Noting the definition of the 
Hermite polynomials these integrals can be solved. 
,2 dn z2 












p (z) ~ e=f- [1 + A3 H3 (z) + A4 H4 (z) + ~ (A3) 2 H6 (Z) + 0 (V-3/2)] 
V o-V27rV 3! JV 4! V 2! 3! V 
(5.19) 
The first six Hermite polynomials are: 
HI Z 
H2 Z2 - 1 
H3 z3 - 3z 
H4 Z4 - 6z2 + 3 
H5 Z5 - 10z3 + 15z 
H6 z6 - 15z4 + 45z 2 - 15 
And introducing a further shorthand notation: 
h3 (z) 
h5 (z) = 
One finds for the final line of the calculation a Gaussian distribution with the 
first correction term being of order 0 (V- ~ ). As the volume of the system 
is increased the volume corrections will become less important. 
(5.20) 
The I-dimensional expansion related to the central limit theorem is com-
monly referred to as the Edgeworth expansion. This expansion is, in Boltz-
mann approximation, compared to the analytical solution 2.23 for the charge 
distribution in figures 5.1 to 5.4 for a small and a large volume. But already 
for rather small volumes one finds good agreement. The behavior under the 
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Figure 5.1: Charge distribution in a Boltzmann 1f± gas, approximation including 
terms of order V- 2 , parameters T = O.16GeV, r = 2.1fm, f-1Q = O.05GeV 
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Figure 5.2: Ratio of approximation to analytical solution for the charge dis-
tribution in a Boltzmann 1f± gas, approximation including terms of order V- 2 , 
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Figure 5.3: Charge distribution in a Boltzmann 7f± gas, approximation including 
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Figure 5.4: Ratio of approximation to analytical solution for the charge dis-
tribution in a Boltzmann 7f± gas, approximation including terms of order V- 2 , 











5.4.2 Width of Central Region 
Cumulants which grow with their order will result in pronounced tails in the 
probability distribution which are commonly named 'fat tails'. The existence 
and finiteness of the cumulants will be of practical importance. In the thermal 
model cumulants would diverge, the volume dependence was split off, in Bose-
Einstein statistics near condensation or degenerate Fermi-Dirac gases for low 
'¥ and high;;. Nevertheless we will need some estimate for a region in which 
the approximation is reliable. The central limit theorem begins to break 
down when the first expansion term in 5.19 becomes "-' 0 (1). 
(5.21 ) 
Approximating the Hermite polynomial H 3 "-' Z3, one can get an estimate for 
~ ,,-,' ""1/6 
( 
31 ) 1/3 
""max - .\3 Y (5.22) 
While, when switching back to the definition of z = Q;~l, the width of the 
central region can be estimated 
(5.23) 
Hence the width of the central region scales as 1/2/3, while the width of 
the curve should scale as 1/1/2 and the central limit theorem approximation 
should be quite good. Even though larger volumes work better, they will still 
be sufficiently small enough to allow for calculation of distributions relevant 
for heavy ion collisions. In case a better approximation is needed, one will 
have to go back to equation 5.16 and employ Laplace's method of asymptotic 
expansion. The figures 5.5 and 5.6 show equation 5.21 as a function of the 
charge q. The plots are on the same scales as the figures 5.1, 5.2, 5.3, and 
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Figure 5.5: h3 (z) V- 1/ 2 for a Boltzmann 7f± gas, parameters T 















Figure 5.6: h3 (z) V-l/~ for a Boltzmann 7f± gas, parameters T 















5.4.3 Multi Dimensional 
In principle one can treat any number of conserved quantities this way, with 
each conserved quantum number resulting in an additional integral, in gen-
eral a number d. In a BSQC this would be 3 dimensions to approximate the 
partition function Z, plus another 2 for particle correlations. Although the 
latter might not be necessary at all, since one can again get the moments 
of the distribution from the partition function and these will give by them-
selves information about the degree of correlation. The canonical pion gas 
(P(Q, N)), which is a two dimensional integral will be used for the examples. 
(5.24) 
The function z (¢j) = L~=l z~ (¢j) is a sum of single particle partition func-
tions of the type 2.2 or 2.70 with the volume being split off. Expanding 
equation 5.24 in term of its cumulants yields: 
( 5.25) 
The variance 0" will be a tensor of rank 2, while the variable w will be its 
contraction with ¢ times jV 
( 5.26) 
where 0". 12 = (",1/2) 12. To take the square root of a matrix one needs 
J1 2 11 
first to diagonalize "'2 with the orthogonal transformation matrix Q which 
can be found from the eigenvectors of "'2. Hence K;~/2 = QP}/2QT, where 
( K, 1/2) d.b = kY2 6d ,b is a diagonal matrix with kd being the d eigenvalues of 
"'2. For every considered charge one will pick up an additional dimension and 
hence an additional factor of jV from the determinant of 0". 
(5.27) 
Defining the normalized cumulant tensors: 
(5.28) 













Again expanding the sum in the exponential and making use of the Hermite 
polynomials finally gives a result similar to that for the one dimensional case. 
(5.31) 
With the adjusted shorthand notation previously employed: 
Aj J,]2.]3 
3 (H3 (Z)). . . 3! J1J2J3 
Aj1 .J2,]3,j4 1 A1t ,h,h Aj4 ,js.j6 
4 (H4 (Z)) + - 3 3 (H6 (Z)). . 4! Jl,)2,J3,J4 2! 3! 3! Jl ... ·J6 
h5 (z) 
Aj1 , ... ,j5 Aj1 ,h,j3 AJt ,h,13,j4 
5 (H5 (Z)). + 3 4 (Hd Z)). 5! Jl, .. ,J5 3! 4! Jl,···,J7 
1 AJt ,12,j3 Aj4 ,j5,j6 A17 ,j8,j9 
+ 3! 3 3! 3 3! 3 3! (Hg (Z))jl.. ,j9 
The same arguments for the width of the central region hold as in the one 
dimensional case. Figures 5.7 and 5.8 show the approximated conditional 
distribution P( Q, N) and the ratio of approximation to the analytical so-
lution 2.42 respectively. The approximation converges on an elliptic region 
under the body of the distribution, which features in the plots. The expan-
sion only includes terms up to order V-I. The best agreement is achieved 
for the canonical distribution with Q = (Q) as defined by the chemical po-
tential. The plots 5.9 and 5.10 show the canonical distributions for Q = 20 
at f-LQ = 0.05. The values for the scaled variance are w exact = 0.350 and 


















Figure 5.7: Approximation for the conditional probability distribution P(N, Q) 
for a Boltzmann n± gas, approximation including terms of order V-I, parameters 








Figure 5.8: Ratio of approximation to analytical solution for the conditional 
probability distribution P(N, Q) for a Boltzmann n± gas, approximation including 
terms of order V-I, parameters T = 0.16GeV, T = 4.33fm, f.LQ = 0.05GeV, 
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Figure 5,9: Approximation for the canonical probability distribution PQ (N) for 
a Boltzmann 1T± gas, approximation including terms of order V-I, parameters 
T = 0.16GeV, 'r = 4.33fm, f-LQ = O.05GeV, Q = 20 
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Figure 5.10: Ratio of approximation to analytical solution for the canonical prob-
ability distribution PQ(N) for a Boltzmann 1T± gas, approximation including terms 











5.5 Micro Canonical Ensemble 
5.5.1 Massless Gas 
To present an applictation of the central limit theorem we want to calculate 
distributions for a Me. The simplest choice is a neutral ultra relativistic gas 
made up of one kind of massless particles. The only conserved quantities then 
are the total energy E and the three momentum jJ. Particles have energy 
E =1 P 1= jp~ + P~ + p~. The thermodynamic partition function can be 
written as 
(5.33) 
where f(j5) is the probability of having a particular state occupied, f(P) = 
exp (-(3E) in the Boltzmann approximation, or in the correct quantum 
statistics treatment f (j5) = In (1 ± exp ( -,GE)) ±1, where the upper sign de-
notes fermions, while the lower sign stands for the bosons. The probability 
for one of the micro canonical states is 
7T 00 00-
P (N (3E (3pn'I = ; d¢N ; d¢E; d¢p e~iN¢N e~i{3E¢Ee~i{3p¢piP (,-/, ,-/, i) 
, , J) 27T 27T (27T)3 'f'N, 'f'E, 'f'p , 
-7r -00 -00 
(5.34) 
where we use (3E rather than E for the Fourier integrals, since the expo-
nential requires a dimensionless argument. The different integration domain 
for discrete variables (particle number) and continous variables (energy and 
momentum) stems from the fact that for t.he former a Kronecker delta is 
used, while for the latter Dirac's delta function has to be employed. For 
the following consideration this distinction is not important. Using short-
hand Qj = (N, (3E, (3px, (3py, (3pz) and ¢j = (¢N,¢E,¢px,¢py,¢pz) one can 
simplify the notation. 
;
00 d¢j 'Qj-l, (LOO in.. ) __ e~t 'l'j exp V _",Jl ... In,-/,. . 
(2 )5 I n 'f'Jl '" Jn ~OO 7T n=l n. 
( 
zj z) 1 exp --y 
(27TV)5/2 det 1 (J 1 
(5.35) 
And only use the asymptotic solution for large volumes derived earlier in t.his 
section, where zj = (Qk - V",n ((J~1)!V~1/2 and the inverse of the sigma 











with a suitable choice for the complex Lagrange multipliers rPE and ir, 
(5.36) 
The cumulants needed are now given by the respective derivatives at the 
origin. The expectation values for the Boltzmann approximation are: 
/\,N 
1 
1 ( . 0) I 9 J 3 ~.GE - -z-- In Z ¢ -0= - d pe 
V OrPN N- 27T 
1 ( . 0 ) I zig J d3 ~rJEE V -z OrPE n ¢E=O= 27T . pe . 
1 ( . 0) I 9 J 3 ~f3E V -2 OrPpx In Z ¢px=O= 27T d pe Px = 0 
In case Fermi-Dirac or Bose-Einstein statistics are used one will employ the 
same set of derivative operators, which result in the usual, yet slightly more 






1 . 0 9 3 ~{3E 
- -2-- lnZ I¢ -0= -Jd pe 
V OrPN N- 27T 
( )
2 
1 .0 9 3 ~E2 - -z-- In Z I¢ -0= - J d pe {3 E 
V OrPE E~ 27T 
( )
2 
1 . 0 9 3 ~f3E 2 1 E 
V 
-z-o InZ I¢. =0= - Jd pe Px = -/\'2 
,+. p, 27T 3 'f'px 
1 ( . 0 ) ( . 0) I _ 9 J 3 ~f3E _.E V -z OrPE -z OrPN In Z <PE=¢N=O- 27T d pe E - ''''1 
Generally give the diagonal terms of the second cumulant tensor the fluc-
tuations in a Ge, i.e. with no further conserved charge, while most of the 
off-diagonal elements are zero due to the antisymmetric nature of the first 
momentum integral. 












87rT3 247rT4 0 0 0 
247rT3 967rT5 0 0 0 
g 
0 0 327rT5 0 0 K, ---
2 - (27r)3 
0 0 0 327rT5 0 
0 0 0 0 327rT5 
Fermi Bose 
Kl 67r((3)T3 87r((3)T3 
K,E .l1f5T 4 <L7r 5T4 1 30 15 
KN 'l:.7r3T3 17r3T3 
2 3 3 
K,fN 247rT4 187r((3)T4 247r((3)T4 
K,E 
2 967rT
5 B 7r 5T 5 15 lfi 7r
5T 5 
15 
K,Px 1 E 
2 :3 K,2 
Table 5.1: Selected elements of the cumulant tensor for a massless gas in 
Fermi-Dirac, Bose-Einstein statistics and Boltzmann approximation 
The remaining relevant integrals for Fermi and Bose statistics are summa-
rized in table 5.1. The Riemann Zeta function is ((3) ~ 1.202. After having 
found the eigenvectors and eigenvalues of K,2 one can calculate P (Zj ). The 
distribution P (N, V K,f, 0, 0, 0) = P(3E,O (N) is the micro canonical equilib-
rium particle number distribution for fixed total energy E for a gas at rest 
with p = O. Independent of the temperature one finds for the large volume 
limit, or more precisely for large VT 3 ) the following asymptotic values for 
the scaled variance w which are in agreements with [26] in table 5.2: 
Boltzmann Bose 
Wmicro 0.25 0.535462 
Table 5.2: Asymptotics of the scaled variance in a Me for a neutral massless 
gas 
For volume corrections one will need to go back a few pages and calculate 
the higher order cumulants and contract them with the sigma tensor to get 











5.5. 2 Neutral Gas of Massive Neutral Particles 
For a more general system, a gas of massive neutral particles, which carry 
no charge and hence have no anti-particles, the width of the distributions 
depends on the ratio of the particle mass to the temperature '¥. Again we 
reproduce the results of reference [26] with having found the third order cor-
rection to the distribution converging to 0 for large volumes. The energy 
of a relativistic, rather than ultra relativistic, particle is E = Vp2 + m 2, 
which requires the integrals to be solved numerically and leads to ""Px # !""E. 
\Ve further find low temperature agreements in all three statistics, while the 
high temperature domain, e.g. low '¥, the different particle species (fermions, 
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Figure 5,11: Asymptotic scaled variance w as a function of T for a gas of neutral 











5.5.3 Neutral Gas of Massive Charged Particles 
In a next step we want to include anti-particles which now requires particles 
to carry Abelian charges, e.g. electrical charge, angular momentum or a 
spin. Hence one further conserved charge in the partition function Z. The 
restriction of a conserved quantity links particle to anti-particle production 
and leads to, in combination with energy and momentum conservation to 
further reduction of w by a factor of one half. Due to the overall neutrality 
of the system the same number of particles and anti-particles are produced, 
in which case low as well as high temperature behavior for both, the particles 
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Figure 5.12: Asymptotic scaled variance was a function of iT for a neutral gas of 











5.5.4 Charged Gas of Massive Charged Particles 
Lastly we want to give the gas a finite and conserved net-charge density, and 
hence we need a chemical potential. In a first step we take a small chemical 
potential of fL = ~ and for comparison include fL = 0 into the calculation. 
The particle carrying a charge with a likewise sign as the chemical potential 
has a suppressed multiplicity, while its scaled variance is enhanced. The par-
ticle with opposite charge sign has its multiplicity enhanced, while its scaled 
variance is suppressed. In a simple canonical Boltzmann ensemble for a par-
ticle anti-particle system this effect is less strong and the sum of w+ and w-, 
the scaled variances of the positve and the negative charge carrier, is always 
very close and above I, while small systems with particle numbers 0 (I), 
hence limz--->o (w+ + w-) = 2, are the exception. (In the Boltzmann canonical 
ensemble the chemical potentials p dropped out and the distributions are 
given by equation 2.37). Due to a restricted total energy one cannot produce 
an ever larger number of particles like in the canonical ensemble. The high 
multiplicity of one of the particles takes up most of the energy while charge 
conservation requires some amount of the energy being spent on its anti-
particles. As there are only two multiplicity distributions with a conserved 
charge linking them, one will have to be narrow with high multiplicity and 
one will have to be wide with low multiplicity. An additional feature is a 
turning point at low temperature for the low multiplicity particle. In general 
is the scaled variance, once chemical potentials are around, not a monotonic 
function anymore. But we still have the low temperature agreements of the 
different statistics. The figures 5.13 and 5.14 show the scaled variance as 
a function of ~ with either a positive or a negative chemical potential of 
p = ±tm. Figures 5.15, 5.16 and 5.17 compare essentially the particle and 
anti-particle distributions at fixed chemical potential for the three statistics. 
Generally one finds wEE> wBoltz > wFD (no condensation for Bose and non 
degenerate Fermi gases). The central limit theorem does not do that well for 
low temperature systems due to the fact that a small product of VT 3 leads 
to a less sharply peaked integrand. At the same time pose strong chemical 
potential a problem of the same kind as they affect higher order cumulant 
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Figure 5.13: Asymptotic scaled variance w as a function of -T for a negatively 
charged gas of charged particles with p., = -¥!', for different statistics 
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Figure 5.14: Asymptotic scaled variance w as a function of :r for a positively 
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Figure 5.15: Asymptotic scaled variance w as a function of if for a gas of charged 
Boltzmann particles, f.L = ±~,O 
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Figure 5.16: Asymptotic scaled variance was a function of if for a gas of charged 






























Figure 5.17: Asymptotic scaled variance w as a function of T for a gas of charged 
Bose particles, p = ±1:',O 
5.5.5 Strong Chemical Potentials 
For stronger chemical potentials we now observe a strong rise in the scaled 
variance for the suppressed particle. So should for instance in a Me for a 
hadron gas in the low temperature and high baryon chemical potential region 
anti-baryon fluctuations be strongly enhanced to baryon fluctuations. This 
is so far the only mechanism to enhance fluctuations that strongly even with-
out giving up on thermal or chemical equilibrium. Non-equilibrium would 
in this picture be a actual energy, charge or momentum value which does 
not correspond to the expectation value derived form the cumulants. The 
trouble with that is that all distributions (energy, charge, momentum) are 
rather narrow functions of their variables and the approximation becomes 
quickly unreliable as soon as the central region is left. Nevertheless provide 
these considerations a reliable and flexible frame work to discuss statistical 
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Figure 5.18: Asymptotic scaled variance w as a function of '¥ for a negatively 


















Figure 5,19: Asymptotic scaled variance w as a function of if' for a positively 












5.6 Thermodynamic Limit Formulation for 
Hadron Gas 
In this last section a simplified form for calculation of the scaled variance 
of a distribution in the thermodynamic limit is presented in the example of 
a hadron gas with 3 conserved charges. The agruments in this section are 
general and can be extended to other ensmebles and scenarios. Having found 
the finite volume corrections to disappear for sufficiently large volume, gives 
justification to this approach. Under the thermodynamic limit all probability 
distributions become Gaussian. This is in particular true for distributions of 
charges or particle numbers for a hadronic gas in the thermal model. The 
system partition function of such a gas is no exception. The probability for 
any canonical state with a charge vector Qj = (B, S, Q) in a grand canonical 
formulation is therefore the number of states consistent with Qj divided by 
all grand canonical states. The sum over all such canonical states in return 
is the grand canonical version. 
00 00 00 
ZGG = ""' ""' ""' ZG ~ ~ ~ B,5.Q (5.37) 
B=-oo 5=-00 Q=-oo 
and 
(5.38) 






















""2 = (:~; :~: :~~) 
""QB ""QS ""QQ 
The further matrices (J and (J-l are calculated from the eigenvectors and 
eigenvalues of ""2. 
( 5.44) 
The determinant of (J is therefore the product of the square roots of the 
eigenvalues Ai of (J. 
(5.45) 
Assuming thermal equilibrium the system should be in the state Qj = ""J V. 
Thus P(""jV) reads 
(5.46) 
The same arguments hold if one is interested in particle number distribu-
tions. So would the probability in a grand canonical ensemble of having the 
state Qj = (B, S, Q, N), where N denotes the particle number, realized be: 
- -. B S Q N 1 Zq Zq j Z c ( -j - ) 
P(QJ) = zcc' ~ (27fV)4/2 det(j exp --2-
with 
z~ = (Qj - i\;~V) (j;l k V- 1/ 2 
For this distribution the second cumulant is: 
(5.4 7) 
(5.48) 
The canonical distribution pQ (N) is the probability of finding the state 
Qj = (B, S, Q, N) realized in a grand canonical ensemble divided by the 
probability of finding the system in the state Qj = (B, S, Q). The new 
variable of this distribution zj = 0 for j = B, S, Q, due to the assumption 













(27rV)3/2 detO" ( -j - ) 
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detO" ( -j - ) 
~ 
Zq Zq j 
(5.51) ~ 
(27r V) 1/2 detij 
exp ---
2 
Further and finally assuming that this distribution is again a Gaussian under 
the thermodynamic limit, it should of the form: 
(5.52) 
where E is used for the variance to avoid confusion with the previous vari-
ances. and /-l for the mean of this Gaussian. For the scaled variance of a 
Gaussian one can write: 
Therefore: e w=W 
When switching back to our distribution pQ (N): 






Together with (N) = V KN one gets for the scaled variance of the particle 
number distribution: 
e V detij2 detij2 
w- --- - - ------~ 
- (N) - V KN det0"2 - KN det0"2 (5.56) 
In words, this is the ratio of the product of the eigenvalues of the 4 dimen-
sional matrix K,2 and the 3 dimensional matrix K2 divided by the particle 
density of the particle under investigation. 
Comparison with reference [54] 
The following plots will compare this equation to the results of Becattini 
et. al. The markers always denote the results in reference [54], the contin-
uous lines are from formula (5.56). The minor deviations can probably be 
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The central limit theorem provides a mathematical formulation of the ther-
modynamic limit, while the expansion in terms of the cumulants allows for 
application to finite systems. Comparison to the analytic solutions of chap-
ter 2 suggest that one can derive reliable approximations at the very least 
for Boltzmann gases and quantum gases with weak chemical potentials for 
system sizes relevant for heavy ion collisions. Even though multidimensional 
expansions work less well, it wont affect the derived canonical equilibrium 
multiplicity distributions that strongly. In particular would, due to the large 
number of degrees of freedom and their respective conserved charges, in a 
hadron gas charge correlations be 'washed out'. A important feature of IVIC 
is that energy is conserved and on short supply as far as fluctuations are 
concerned. Extreme or rare events will therefore naturally be suppressed. 
The situation gets even more interesting when chemical potentials break the 
particle anti-particle symmetry, where the requirement of charge conserva-
tion force the system to spend some of the available energy on anti-particle 
production. The influence of momentum conservation was thus far omitted. 
Assigning a fixed energy and a net-momentum, for instance PT, to a fireball 
in a not comoving frame will require particles to have high momenta and will 
yet again affect the systems ability to produce (cold) anti-particles to balance 
the net-charge. In general is the scaled variance not a monotonic function 
anymore and exhibits turning points and extrema. As far as non-equilibrium 
distributions are concerned is the linear phase space suppression factor "I 
probably a unsatisfying choice, as the resulting distributions effectively will 
equilibrium distributions where the most likely state (the mean) is where 
the peak of the distributions is. In a different picture would the expectation 
value sit far of the center of body (bell) of the distribution, and should have 
a quite different canonical normalization. The phase space structure is thus 






















Conclusion and Outlook 
The recent publications on the statistical properties of static thermal sources 
have shown a number of effects which could in principle provide a further 
deeper test of the thermal model idea. In this work the focus was put on 
an attempt to make careful enough approximations which would allow for 
a simplified mathematical way to derive final state probability dist.ributions 
for particle production, their correlat.ions, and the system part.ition function 
itself from which all physical (thermodynamic) quant.ities can be obtained 
through the Helmholtz potential and the corresponding Maxwell relations. 
The language of statistical mat.hematics was used in a very pragmatic way, 
more justified by its ability t.o reproduce known results than a strict math-
ematical treat.ment. In chapter 2 the method of Fourier analysis provided a 
consistent and flexible mathematical language to derive statistical distribu-
tions of various observables. This frame work has proven its worth in the 
pre-analysis in chapters 3 and 4 of the NA49 Carbon Carbon data, and sug-
gests that it should be possible to understand multiplicity fluctuations within 
a statistical hadronization approach. Classifying events in terms of its condi-
tions at freeze-out gives this approach even predictive qualities. The results 
of chapter 5 finally allow for an applictation of quantum statistical canonical 
or even micro canonical ensembles to high energy collision data, in particular 
the data set of the NA49 collaboration for charged particle fluctuations. A 
further exploration of the properties of the expansion will ult.imately provide 
further insight and give more certainty to numerical results. One the other 
side will a micro canonical ensemble in quantum statistics be home to many 
effects which would be less pronounced in less rigid ensembles, even under 
large volume limits, which might be visible in data. Lastly there are striking 
similarities of this approach to 0+0 dimensional thermal field theory. After 
all the Hamiltonian assumed is the Klein Gordon equation with a uniform po-











further clues on how to get better results for quantum statistical ensembles 













Throughout this thesis a system of variables is employed known as kinematic 
variables, which has emerged from the need to use a suitable set to take 
advantage of symmetries characteristic to high energy collisions. In addition 
a simplifying set of units is used in which quantities appear in their natural 
units. Temperature, momentum and mass are given in electron Volts leV]' 
length and time in femto meter [j m]. In such a system important physical 
constants are dimensionless. 
n = kB = C = 1 (A.l) 
Physical quantities are easiest described with respect to a prefered direction 
defined by the beam axis. The azimuthal angel ¢, the rapidity y and the 
transverse mass mT form the kinematic variables. Their connection to the 
conventional variables three momentum Po mass m and energy E is given by 
the following relations 
E = mT cosh(y) 
pz = mT sinh(y). 
With transverse mass mT and rapidity y being 
y = ~ In (E + Pz) = tanh-1 (pz) . 
2 E - pz E 



























System Partition Function 
Equation 2.3 
For a gas composed of different particles with labels i, the system will be 
described by a set of Hamilton operators ili and their energy eigen values E~ 
and particle number operators Hi with the corresponding chemical potentials 
fJi = {i·Qi, defined by the particles charge vector Qi and the effective potential 
{i. The index j denotes to a particular energy level which is occupied by a 
number n{ of particles of hadron species i. The partition function for particle 
species i is thus given by: 
zpc (T, V,ILi) Tr (e- i3(Ii- ll i N)) 
~(l 2 I -i3(Ii-Il,N) I 1 2 ) 
 ~,~, ... e ~,~ .... 
{nD 
II L (n{ le- i3 (Ii- Il,N) Inn 
j n j , 
II L e- i3(E;-Il,)n; 
j n; 
II (1 ± e- i3 (E{-lli)) ±l 
J 
(B.1) 
Where f3 = ~. For the Fermions, due to the Pauli principle, one has occupa-
tion numbers zero and one, while for Bosons any number of particles can be 
in a particular energy state 
1 












Taking the logarithm of the partition function then yields 
In zfc (T, V, {Li) = LIn (1 ± e- i3 ( E; -fL,)) ±l 
J 
(B.3) 
For a large and homogeneous system, the sum over the number of states 
can be turned into a integral over the spacial and momentum parts Lj ---t 
(~~~3 J d3p and using, now continuous, energy values Ei = Vp2 + m; : 
J d3p ±l In ZOC (T V II) = gV --In (1 ± e-G(E,-~t,)) 1 " t-'" , (2'if ) 3 ' (B.4) 
where gi is the particles degeneracy. For a gas composed of different particles 
the sum over all hadronic species has to be taken 
ln ZOC (T, V, fi) = L gi V I d3P
3 
ln (1 ± e-;3(Ei-Q,iZ)) ±l , (B.5) 
species i ( 2 'if ) 
which is the cumulant generating function used in this thesis. In Boltzmann 
approximation this expression simplifies to: 
lnZoc (T, V,fi) = L giV I d3P3e-;3(Ei-QiP). (B.6) 












Single Particle Partition 
Function Equation 2.2 
Starting off from the Boltzmann factor the expectation value for the yield 
can be calculated by integration over the available phase space. Assuming 
spherical symmetry and Boltzmann statistics this reads 
dN E 
d3p=gVe-
Y . (C.1) 
The factor 9 is the particle's degeneracy and V is the spacial volume, essen-
tially equation B.4 in Boltzmann approximation, 
! 
d3p E 
Z = gV (2n)3 e- Y . (C.2) 
After integration over the angular part of the momentum space: 
00 




Using the trigonometric relation cosh (y)2 - sinh (y)2 = 1, where y is not the 
rapidity defined earlier 
E2 = p2 + m 2 
E = mcoshy 
p = m sinh y. 
Hence the variable of integration changes to dp = m cosh y dy. 
00 














After integration by parts: 
00 
Z= ~~ m 2T J dy(sinh2(y)+cosh2(y))e~¥cosh(Y). (G5) 
o 
Lastly using another trigonometric relation sinh2 (y) + cosh2 (y) = cosh (2y) 
and the definition of the modified Bessel Functions. the l\IacDonald Functions 
[55], yields 
f{2(:r) = lX! dycosh(2y)e--Xcosh(y) (G6) 













Rapidity Distribution Equation 
2.58 





N = ~ E e-/f+!f. 
dp3 mTdmTdyd¢ (27f)3 
(D.1) 
Thus the rapidity distribution of produced particles is 
21T 00 
dN gV J!:. J J mTcosh(y) - = --3 e T d¢ mTdmTmT cosh(y) e- T . 
dy (27f) 0 111 
(D.2) 
Integrating over the angular yields 
00 
dN gV J!:. J 2 _ mTcosh(y) 
- = --2 e T dmTmTcosh(y) e T . 
dy (27f) m 
(D.3) 
Substituting y = a will allow to integrate the transverse mass part 
3 00 
dN gVT J!:. h() J d 2 -acosh(y) - = --2 e T cos y a a e . 
dy (27f) m 
(D.4) 
T 
This integral can be integrated by parts or is simply of the type: 
J 2 aXd ax (x2 2x 2 ) xe x=e ---+-a a2 a3 (D.5) 
What gives the final line for the rapidity distribution 
dN gVT3 J!:. _ mcosh(y) (m2 2m 2) 
dy = (27f)2 e
T 






















Radius of Convergence 
Bosonic Gas 
• In a 
The grand canonical partition function for a bosonic gas reads 
9 V E "Q -1 E I' Q -1 
( [= = ]) Z = exp 27T 2 ! p2dpln (1 - e- Y +T ) +! p2dpln (1 - e- Y - T ) . 
(E.1) 
The radius of convergence is: 
p = lim P" = lim 
n~CX) n-tOCl 
1 /"\:~ (n+ I)! I. 
n. /"\:,,+1 
(E.2) 
E.l Radius of convergence for P(N) and P(Q) 
when f.LQ = 0 
The particle number distribution for a neutral system is determent through 
the cumulants /"\:" 
= gVTm2 [~K (km) k"-2] 
/"\:" 2 2 ~ 2 T 
7T k=l 
(E.3) 
For large order cumulants one can replace the summation with an integral 












Using some rules for Gamma functions one finds for the radius of convergence 
p = lim 
n->oo 
(E.5) 
For the charge distribution of a neutral gas (PQ = 0). one needs to consider 
only even order cumulants 
(E.6) 
And hence one obtains the same radius of convergence as for the particle 
number distribution. Generally one finds the larger the product VT 3 , e.g. 
system size, the more sharply peaked is integrand itself. 
E.2 Radius of convergence for P(N) and P(Q) 
when fLQ =I- 0 
The cumulants for P(N) now have a I1Q dependence and read 
gVTm2 [00 (km) (k/-lQ) n-2] ""n = 27T 2 E K2 T exp T k . (E.7) 
For large orders for cumulants one can again take the sum from k = 0 and 
convert into a integral 
gVTm2 (m) 1-n 
lim ""n 2n - 3 -
n->oo 27T 2 T 
r(~+~)r(~-~)F(~-~ ~+~.~.ILb) 
2 2 2 2 2 2' 2 2' 2' m 2 
+ : r (~ + 1) r (~ - 1) F (~ + 1, ~ - 1; ~; :~ ) ] (E.8) 
The definition of the hypergeometric functions F(a, b; c; z) [55] is 
F( b· .)= r(c) ~r(a+n)r(b+n)zn (E.g) 
a, ,c,z r(a)r(b)~ r(c+n) n!' 
This yields for the radius of convergence for the particle number distribution 
. Jm I1Q p = hm Pn = - - -. 











For the charge distribution one has expansion terms 
fCq g~:;n2 [2 ~ K2 (k;) cosh (k~Q ) kq- 2] q odd (E.ll) 




gVTm2 2n-2 (m) I-n r (~ ~) r (~ _ ~) F (~ _ ~ ~ ~. ~. fL~) 
q-t!XJ 21f2 T 2 + 2 2 2 2 2' 2 + 2' 2' m2 
Jl~fCq = g~:;n2 2n-l(;)-nlir(%+1)r(%-1)F(%+1,%-1;~;:~) 
But remarkably for both, even and odd, orders of q the radius of convergence 
is again 
. Jm fLQ P = 11m pn = - - -. 

























Now we have for the Boltzmann pion gas two descriptions for the charge 
distribution P(Q). One analytic one in the form of equation 2.23 and the 
approximation 5.20. Under the thermodynamic limit both should agree. Let 
us start with the analytic solution from chapter 2. 
p(Q)(Q)=IQ (2z) {2 h(/lQ)} 




Using the identities 2.25 and 2.26 together with the chemical potential J-LQ in 
equation 2.21, one can re-express the probability in terms of the expectation 
value of the charge (Q) and the value of the single particle partition function 
Z. 
Separating now the volume dependence from the temperature dependence, 








p(Q) (Q) = IQ (2z) e Y Y (F.2) 
We next attend to the Bessel function. Under the thermodynamic limit both 
the expectation value of the charge (Q) and the single particle partition 











fixed values. We use the expansion for large orders and large arguments [55] 
1 eQT/ ( 00 Uk (t) ) 




t = --=== VI +x2 
and 
T)=~+ln( ~) 
1 + 1 + x 2 
Putting the pieces together yields 
(F.4) 
The exponential will tend to 0 for similar but different values of x and y and 
large values of the absolute charge Q, that is when p ~ (p) and V -+ 00 and 
will be 1 for p = (p). The Uk (t) are polynomials in t of order 3k. The charge 
density in a pion gas can never be larger than the particle density, 
( ~)-1 1 1 t = V 1 + x 2 = 2 < - < 1 
/1+(~) J5 
(F.5) 
which ensures that the summation over the Uk converges. Further will the 
value of the bracket be 0 (1) for large values of Q. The first three polynomials 
are [55]: 
U3(t) = (30375t3 - 369603t5 + 765765t' - 425425t9 )/414720 
Hence for large volumes the central region of the distribution, or rather its 












y'21rV (p2 + (2zo)2) i 
1 1 
v'21fV ( ()2 )i A sinh ILl + 1 
1 1 




where we have made use of the fact that p ~ (p) = 2zo sinh (If) and used 
(p2) = 2zo cosh (If). This is the same asymptotic behavior as 5.20. The 
probability distribution for the density will be, dQ = V dp 
v'V 
p(p) (p) = y'21ra' (F.7) 
and will under the limit V ---+ 00 and p = canst tend to a c5 function [24]. 
The central limit theorem thus provides a useful mathematical basis to cal-
culate quantities even for finite systems and can be used as a mathematical 























This is a description of the software which was written for incorporation into 
the THERMUS package. The code uses core THERMUS classes as a basis 
and requires some degree of familiarity with it. A user guide can be found 
online under http)/hep.phy.uct.ac.za/THERMUSj. 
The provided classes basically fall into a few groups. Thermal model par-
tition functions (TTMPartitionFunctionX), who's purpose is to calculate 
values In Z for one of the three available ensembles. Both the classes for 
calculation of thermal distributions (TTMThermalDistributionX) and cumu-
lants (TTMCumulantX) are derived classes from the partition function classes 
and are for calculation of particle multiplicity distributions or their expansion 
terms respectively. Cumulants are stored in container classes (TTMCumulantOb j) 
and allow to approximate distributions (TTMApproximatedDistribution) 
for both primordial and final state distributions. Event- by-event particle 
ratio distributions (TTMRatioInfoObj) can be obtain from the 2 dimensional 
conditional probability distributions calculated from the above classes. Fi-
nally is a set of constraining functions included into the basic THERMUS 
class TTMThermalModelCanBSQ which allows for fixing the parameter pair 
temperature and system radius to a particular value of the average energy 
per particle ~~~ or the normalized entropy density s;J. 
G.1 Partition Functions 
Two partition function classes, TTMParti tionFunctionCanS for the SC and 
TTMParti tionFunctionCanBSQ for the BSQC, provide the basis for the in-
tegration of canonical thermal model partition functions. Values for the GC 
partition function can be obtained from either class which use them for nor-











conserved in the partition function, will have to be in the Boltzmann ap-
proximation, unconstrained charges can be done in quantum statistics. The 
input is always a pointer to a TTMThermalModelBSQ, which contains all the in-
formation about the TTMParameterSetBSQ and the TTMParticleSet. While 
the TTMParti tionFunctionCanS can handle non zero chemical potentials 
(/-lB, /-ls, /-lQ), one has to, due to the structure of the integration routine, use 
zero chemical potentials for the TTMPartitionFunctionCanBSQ. Both classes 
can nevertheless handle a Breit-Wigner type width, which will have to be 
specified in the TTMThermalModelBSQ. A set of conserved quantum numbers 
can be specified and a value In(Z) is returned. For the BSQC the integration 
is done with the Gauss-Laguerre method, while the SC can be done by sum-
mation [35]. For both ensembles plotting functions are provided which return 
histograms showing the integrand of the respective partition function. One 
dimensional in case only strangeness is conserved, \vhile in the BSQC, baryon 
angle was solved analytically [39], a two dimensional histogram is returned. 
Further can one specify the order of the polynomial and the number of inter-
vals as well as restrict the integration to the relevant region around the origin 
to save run time. For the following macro, the temperature was constrained 
to fit r = 3.225fm, (B, S, Q) = (4,0,2), IS = 0.6, and i~~ = 1GeV. 
root [OJ TTMParticleSet set("-/THERMUS/particles/PartList_PPB2002.txt") 
root [1J set.InputDecays("-/THERMUS/particles"); 
root [2J TTMParameterSetBSQ par; 
root [3J par.SetT(O.16377); 
root [4J par.SetMuB(O.O); 
root [5J par.SetMuQ(O.O); 
root [6J par.SetMuS(O.O); 
root [7J par.SetGammas(0.6); 
root [8J par.SetRadius(3.225); 
root [9J TTMThermalModelBSQ mod(&set,&par); 
root [10J mod.SetWidth(O); 
root [11] mod.SetQStats(O); 
root [12J mod.GenerateParticleDens(); 
The partition function classes take a pointer to a TTMThermalModelBSQ, and 
return the value of In Z for a chosen (B, S, Q), or (S) respectively. 
root [13J TTMPartitionFunctionCanBSQ pf(&mod); 












G.2 Thermal Distributions 
The provided classes are for the GC TTMThermalDistributionGCan, for the 
SC TTMThermalDistributionCanS, and TTMThermalDistributionCanBSQ for 
the BSQC respectively. Only Boltzmann approximation is considered, while 
the main purpose the GC, which will always produce Poisson distributions, is 
to have something to compare the other two ensembles to. Due to the struc-
ture of the integration routine of the BSQC, where particle and anti-particle 
appear together and cannot be separated, a sum over the anti-particle dis-
tribution will have be taken. 
Nj 00 n ZQ-(Nj-n)Qj _ 
P(N
j
) = Zj , L Zj, particles j and j excl 
Nj . n=O n. ZQ 
all particles 
(G.1) 
For two particle distributions a double summation is necessary. 
Nj Nt 00 00 ."n m ZQ-(NJ -n)9J -(N, ___ m)Qt 
P(N N
1
) = ~~ " " ""'j ~ particles j, j, t. and I excl (G.2) 
J' N' N' L. L. n'm' ZB.S,Q 
J . I· n=O m=O .. all particles 
A three dimensional histogram is used for storage of only the required values 
of the partition function to avoid multiple calculation of the same quantum 
numbers. In the SC case a one dimensional histogram takes the same job. 
A short example macro shows how to generate a histogram for primordial 
distributions. The line number root [13J indicates were to continue form 
former. 
root [13J TTMThermalDistributionCanBSQ dist(4,O,2,&mod); 
root [14J dist.GenerateDistribution(211)->Draw(); 
The output is in figure 3.1, without the reel curve, while the next one is the 
primordial1T+ versus J(+ distribution in figure 3.2. 
root [13J TTMThermalDistributionCanBSQ dist(4,O,2,&mod); 
root [14J dist. GenerateCondDistribution (211,321) ->Draw ("COLZ") ; 
G.3 Cumulants 
Three classes calculate cumulants for the various ensembles, implemented 
by TTMCumulantGCan, TTMCumulantCanS, and TTMCumulantCanBSQ for the 
GC, SC and the BSQC and take pointers to TTMThermalModelBSQ as info 











function used, a pointer to either of the two cumulant container. Two types 
of distributions, hence a TTMCumulantObj and a TTMCumulantObjTwo for 
the one and two dimensional distributions respectively. The container it-
self is given a list of central moments which then are used together with 
the relations in Appendix J to populate a list of cumulants. For the pri-
mordial distributions the results can be compared to the calculations done 
above. The main advantage of this method is the final state distribution 
can be estimated this way as well. Particles are selected either via par-
ticle id, as stated in the THERMUS user-guide, while a particular set of 
particles can be specified via a TString. Available at the moment are pI, 
p2, ml, m2 and zero, for charged particles with Q = ±1, ±2 and neutral 
ones carrying no electrical charge. A set of functions is provided to cal-
culate the cumulants for primordial (GenerateCumulants (xxx)) and final 
state (GenerateFinalCumulants (xxx)) distributions. Up to order 6 in the 
expansion is taken into account for one dimensional primordial distributions, 
up to order 5 for the two dimensional primordial distributions, up to order 
4 for the final one dimensional, and finally up to order 3 for final two di-
mensional. When the selection went via a TString the first 4 cumulants are 
used for both primordial and final distributions. For instance the primordial 
positively charged particle distribution in figure 3.6: 
root [13J TTMCumulantCanBSQ cum(4,O,2,&mod); 
root [14J TTMCumulantObj *co = new TTMCumulantObj; 
root [15J co = cum. GenerateCumulants ("pi") ; 
This was used for final state J(+ to rr+ distribution in figure 3.4. 
root [13J TTMCumulantCanBSQ cum(4,O,2,&mod); 
root [14J TTMCumulantObjTwo *cot = new TTMCumulantObj; 
root [15J cot = cum.GenerateFinalCumulants(211,321); 
G.4 Approximated Distributions 
The TTMApproximatedDistribution then takes pointers to either of the cu-
mulant container classes. Based on the type of the container received, the 
class will integrate either the one dimensional or the two dimensional char-
acteristic function, where again the Gauss-Laguerre method is used. The 
larger the difference between the expectation value and the actual value for 
the particle number, the more oscillations will the integrand show. So is 
for instance in the region around to expectation value (N) the integrand 











polynomial and the number of intervals on the area of integration. In both 
cases a histogram is returned. The type of distribution is specified in the 
TTMCumulantX classes, both the container and the integration classes merely 
hold the data and do the integration. From the pointers to TTMCumulantObj 
(*co) and TTMCumulantObjTwo (*cot) objects created earlier one can get the 
approximated distributions. 
root [16J TTMApproximatedOistribution ad(O); 
root [17J TH10 *h = GenerateOistHisto(co); 
For the I-dim case, while for conditional distributions a TH2D pointer is 
returned. 
root [16J TTMApproximatedOistribution ad(O); 
root [17J TH20 *h2 = GenerateOistCondHisto(cot); 
G.5 Particle Ratios 
TTMRatiolnfoObj class serves to extract ratios from TH2D histograms. The 
expectation values are calculated from the histogram and not the moments 
or the cumulants of the distribution. In the following lines a histogram 
containing the distribution of primordial1f+ (211) and K+ (321) is passed 
to a TTMRatiolnfoObj class and an overview is put on the screen. 
root [14J TH20 *hdist = dist.GenerateCondOistribution(211,321); 
root [15J TTMRatiolnfoObj rio(hdist); 
root [16J rio.GenerateRatioHisto(); 
root [17J rio.List(); 
**** Info sheet for particle ratios **** 
****** 0000000211 vs 0000000321 ****** 










root [18J TH10 *hratio = rio.GetRatioHisto(); 











G.6 Constraining Functions 
For the BSQC one can get constrained parameters form an updated ver-
sion of the TTMThermalModelCanBSQ. The new constraining functions are 
ConstrainREoverN, ConstrainTEoverN, ConstrainRSoverT3, and lastly 
ConstrainTSoverT3. To give a particular value of ~, or W, a parameter 
set (B, S, Q, V, T, ,s) is specified, while either T or r are constrained. 
root [OJ TTMParticleSet set(I-/THERMUS/particles/PartList_PPB2002.txt") 
root [1J TTMParameterSetCanBSQ par; 
root [2J par.SetT(0.16); 
root [3J par.SetB(4); 
root [4J par.SetS(O); 
root [5J par.SetQ(2); 
root [6J par.SetGammas(.6); 
root [7J par.SetRadius(3.225); 
root [8J TTMThermalModelCanBSQ mod(&set,&par); 
root [9J mod.SetWidth(O); 
root [10J mod.ConstrainTEoverN(1.0); 
root [l1J par .ListO; 
***************************** Thermal Parameters ******************** 
T 0.16377 (*CONSTRAINED*) 
B 4 (FIXED) 
S 0 (FIXED) 
Q 2 (FIXED) 
gammas 0.6 (FIXED) 
radius 3.225 (FIXED) 













Higher Order Moments 
As an example for higher order final state moments the third moment is 
discussed. Only effective branching ratios are considered. In general one can 
write: 
p p p 
(2::: Na,k' 2::: [h,i' 2::: Nc,m) 
a=l b=l c=l 
P P P 
2::: 2::: 2:::(Na,k' Nb,l .IVc,m) (H.I) 
a=l b=l c=l 
Where k, l, and m denote to the respective final state particle species, while 
a, b, and c stand for the parent particles. As we only have either one or two 
particle distributions we have to consider only a few combinations. 
In the case where k = l = m, or effectively a one particle moment, one has 
to distinguish three further cases. The first one is a = b = c, in words, only 
one parent particle type and one product particle type is considered. 
When again only one kind of daughter particle is considered. which is k = l = 
m, but now we have correlations between two different production channels, 
a = b i= c, 
(N- 2 N- ) - (r )2 (." r ) Z-Q-2Q"-Qc + ('" r ) (." r ) Z-Q-Qa-Qc a.k· c,k - Za a~k "'c c-+k ""a a-+k '-c c-+k . 
(H.3) 
And the case with three different production channels, a i= b i= c. reads 
(N- N- N-) - (z r ) ('" r ) (z r ) z-Q-Qa-Qb-Qc a.k· b,k' c,k - a a-.k "'b b-.k c c-.k , (H.4) 
which requires the full triple summation. As we are omitting correlations 











more cases. Firstly on the daughter particle side, two particles of the same 
type and one different to the former, k = l =I m. One only has to distinguish 
a = b =I c, which is 
and k = I =I m, while a =I b =I c, thus 
The canonical correction factors iQ-Qa-Qb-Qc, which would be equal to 1 in 
zQ-Qa-Qb- Qc 












Table of Moments 
The moment of order n for particle species i is defined through 
(1.1 ) 
Using some shorthand notation, where Q = (B, S, Q) 
(1.2) 






iQ~5Qi Z5 + lOiQ~4Q, Z4 + 25iQ~3Q, z3 , , , 
+15iQ~2Qiz; + iQ-QiZi (1.7) 
i Q- 6Qi z6 + 15iQ~5Q, z5 + 65iQ~4Q, Z4 , , , 











Correlations between two particles are given by: 
Employing the same shorthand notation 
ZQ-3Qi-Qj zl Zj + 3ZQ-2Qi-Qj Z;Zj 
+ i Q- Qi -Qj ZiZj 
ZQ-4Q, -QJ z; Zj + 6ZQ- 3Q ,-QJ zr Zj 


















Table of Cumulants 
The cumulants can be calculated from the determinant in section 5.3 from 
the central moments 
00 
(Nk) = L P (n) nk. (J.1 ) 




",5 (N;5) - 5(N;4) (Ni ) - 10(Nl)(Nn + 20(N?)(N;)2 
+30(N;)2(N;/ - 60(N;/3(N;; + 24(Ni;5 (J.6) 
",6 (N;6;_ 6(Ni
5
) (N;) - 10(N/)2 - 15(N;4) (N?) + 30(Nn 3 
+ 120(Nl) (N;2) (Ni ) + 30(N;4) (Ni )2 - 270(Nn 2 (Ni )2 











For a random distribution with two random variables Ni and Nj the central 




0 NJ) = L L P (n, m) nkml (J08) 
n=Om=O 
From the same determinant one finds for the cumulants 
;,; 1,1 = (Ni 0 Nj ) - (Ni)(Nj ) (Jog) 
;,;2,1 = (Nlo Nj ) - 2(Ni 0 Nj)(Ni) - (Ni2) (Nj ) + 2(Ni)2(Nj ) (Jo10) 
;,;3,1 (Nl 0 Nj ) - 3 (Nl) (Ni 0 N j ) - 3 (N? 0 Nj ) (Ni) 
-(Nl) (Nj ) + 6(Ni 0 N j )(Ni2) + 6(N/) (Ni) (Nj ) 
-6(NY(Nj) (Joll) 
;,;2,2 = (Nlo NJ) - 2(Ni 0 N j )2 - (Nn(NJ) - 2(Ni 0 NJ)(Ni) 
-2(Ni
2 0 Nj)(Nj ) + 2(NY(NJ) + 2(N/)(Nj )2 
+8(Ni 0 Nj ) (Ni) (Nj ) - 6(Ni )2(Nj )2 (Jo12) 
;,;4,1 (Ni
4 0 Nj ) - 4 (Ni 0 N j ) (N?) - 6 (Nl) (Nl 0 Nj) 
-4(Nlo Nj ) (Ni) - (Ni4) (Nj) + 6(Nj ) (Nl)2 
+24(Ni) (Nn (Ni 0 N j ) + 12(Nlo Nj )(Ni)2 
+8(Nl) (Ni) (Nj ) - 24(Ni 0 Nj )(Ni)3 
-36(Ni
2) (Ni)2(Nj ) + 24(Ni)4(Nj ) (Jo13) 
;,;3,2 (Nl 0 NJ) - (Nl) (NJ) - 6(N,2 0 N]) (N; 0 NJ 
-3(Nn(Ni 0 N]) - 3(Nlo NJ)(Ni ) - 2(Nlo Nj)(Nj ) 
+ 12 (Ni 0 NJ ) (Nn (Nj ) + 12 (Ni 0 NJ ) 2 (Ni ) + 6 (Ni2) (Ni) (NJ) 
+6(Ni 0 N])(Ni)2 + 12(Nlo Nj)(Ni)(Nj ) + 2(Nn(Nj)2 
-6(Ni)3(NJ) - 36(Ni 0 Nj)(NY(Nj ) - 18(Ni
2) (Ni) (Nj )2 
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