A Bayesian analysis is given for a state space model with errors that arenite mixtures of normals and with coe cients that can assume a nite number of di erent values. A sequence of indicator variables determines which components the errors belong to and the values of the coe cients. The computation is carried out using Markov chain Monte Carlo, with the indicator variables generated without conditioning on the states. Previous approaches use the Gibbs sampler to generate the indicator variables conditional on the states. In many problems, however, there is a strong dependence between the indicator variables and the states causing the Gibbs sampler to converge unacceptably slowly, or even not to converge at all. The new sampler is implemented in O(n) operations, where n is the sample size, permitting an exact Bayesian analysis of problems that previously had no computationally tractable solution. We show empirically that the new sampler can be much more e cient than previous approaches, and illustrate 1 its applicability to robust nonparametric regression with discontinuities and to a time series change point problem.
Introduction
Linear Gaussian state space models are used extensively, with unknown parameters usually estimated by maximum likelihood: Wecker & Ansley (1983) , Harvey (1989) . However, many time series and nonparametric regression applications, such as change point problems, outlier detection and switching regression, require the full generality of the conditionally Gaussian model: Harrison & Stevens (1976) , Shumway & Sto er (1991) , West & Harrison (1989) , Gordon & Smith (1990) . The presence of a large number of indicator variables makes it di cult to estimate conditionally Gaussian models using maximum likelihood, and a Bayesian approach using Markov chain Monte Carlo appears more tractable. We propose a new sampler, which is used to estimate an unknown function nonparametrically when there are jumps in the function and outliers in the observations; it is also applied to a time series change point problem previously discussed by Gordon & Smith (1990) . For the rst example the Gibbs sampler works poorly, and for the second it does not work at all. The conditionally Gaussian model can also be applied to more general error distributions by approximating them by a mixture of normals. For example, Shephard (1994) discusses a changing variance model with observations that have a log chi-squared distribution with one degree of freedom, which he approximates by a mixture of normals.
Section 2 describes the model and the new sampling scheme. Section 3 applies the sampler to robust nonparametric regression with discontinuities and x 4 to a time series change point problem. Section 5 shows how to generate the indicator variables in O(n) operations. The basis for generating the indicator variables from reduced conditionals is a sampling scheme introduced in Appendix 1 which groups variables in a more exible way than the Gibbs sampler and is useful for general Bayesian analysis. Appendix 2 shows that the new sampler converges to the correct posterior distribution.
Model, prior assumptions and sampling schemes
The model is y i = h 0 i x i + i e i ; x i = F i x i?1 + ? i u i ; (2.1) the observations y i are scalar and the state vector x i is m 1. The errors e i are independent N(0; 2 ) and the errors u i are independent N(0; 2 I m 0 ). The coe cients h i , i , F i and ? i are determined by the discrete variable K i . To de ne m 0 uniquely, we assume that ? i has full column rank for at least one value of K i .
The following notation is used: Y := (y 1 ; : : :; y n ) 0 is the vector of observations, X := (x 0 1 ; : : :; x 0 n ) 0 is the total state vector, and K := (K 1 ; : : :; K n ). Let p(K) be the distribution of K and K := fK : p(K) > 0g the state space of K. We make the following three assumptions.
Assumption 1 Apriori, 2 ; 2 and K are independent, with the priors for 2 and 2 inverse gamma. The prior distribution for K is a Markov chain with known transition probabilities.
Assumption 2 Given K 1 and 2 , the distribution of x 1 is Gaussian.
In many applications the distribution of x 1 is partially di use. For this case, the sampler and algorithm are similar to those given below, except that the modi ed Kalman lter of Ansley & Kohn (1990) is used to carry out the computation, instead of the Kalman lter.
Assumption 3 The density p(Y jK; 2 ; 2 ) > 0, for all K 2 K; 2 > 0 and 2 > 0.
We propose the following sampler for generating X; K; 2 and 2 . Unlike the Gibbs sampler, described below, the variable K i is generated without conditioning on X. Appendix 1 explains that this is equivalent to generating X and K i as a block, without the necessity actually to generate X. Let g i := h 0 i x i and G := (g 1 ; : : :; g n ) 0 .
Sampling Scheme 2.1 Generate from the conditional distributions: (i) p( 2 jY; G; K; 2 ), which simpli es to p( 2 jG; K); (ii) p(K i jY; K j ; j 6 = i; 2 ; 2 ) for i = 1; : : :; n; (iii) p(XjY; K; 2 ; 2 ); (iv) p( 2 jY; X; K; 2 ), which simpli es to p( 2 jY; G; K). 2
Steps (i) and (iv) are carried out as in Carter & Kohn (1994, x3) , who show that p( 2 jG; K) and p( 2 jY; G; K) are inverse gamma. The total state vector X is generated as a block as in Carter & Kohn (1994) and Fr uhwirth-Schnatter (1994) ; for some models the algorithm in de Jong & Shephard (1995) is more e cient. The variables K i are generated from reduced conditionals as in x 5.
The next lemma gives necessary and su cient conditions for Sampling Scheme 2.1 to converge. To state the convergence conditions we need to de ne the following sampling scheme on K.
Sampling Scheme K Generate from p(K i jK j ; j 6 = i), for i = 1; : : :; n.
Lemma 2.1 Sampling Scheme 2.1 has invariant distribution p(X; K; 2 ; 2 jY ). It is aperiodic if and only if Sampling Scheme K is aperiodic, and is irreducible if and only if Sampling Scheme K is irreducible.
Invariance is shown in Appendix 1, and aperiodicity and irreducibility in Appendix 2. 2.
The block Gibbs sampler for (2.1) is described by the following sampling scheme. Sampling scheme 2.2 (Gibbs sampler) Generate from: (i) p(XjY; K; 2 ; 2 ); (ii) p(KjY; X; 2 ; 2 ); (iii) p( 2 ; 2 jY; X; K), which simpli es to p( 2 jY; X; K)p( 2 jX; K). 2 Carter & Kohn (1994) Remark 2.1 Suppose the K i are a priori independent. Then they are also independent conditionally on the states, which means that generating the K i simultaneously from p(KjY; X; 2 ; 2 ) is equivalent to generating them one at a time using p(K i jY; X; K j6 =i ; 2 ; 2 ). Thus, if the K i are independent, the theoretical results in Liu, Kong & Wong (1994) suggest that Sampling Scheme 2.1 is likely to converge faster than Sampling Schemes 2.2 and 2.3, as the K i are conditioned on less information.
We also note that if the K i are a priori independent then Sampling Scheme 2.1 is irreducible if Sampling Schemes 2.2 and 2.3 are irreducible.
Remark 2.2 Sampling Scheme 2.1 can be extended in a straightforward way to allow the coe cients h i ; i ; F i and ? i to depend on an unknown parameter vector which is also generated.
3 Robust nonparametric regression with discontinuities A robust nonparametric Bayesian approach is now presented for estimating a regression function, assumed smooth except for a small number of discontinuities in either the function or its rst derivative; the points of discontinuity are allowed to be unknown. Our approach has the following properties: (i) it provides a good estimate of the smooth part of the regression function; (ii) it detects the jump points and obtains the posterior probability of a jump at any given point, enabling discrimination between a real and spurious jump at any given point; (iii) it allows for outliers in the observations so as not to confound outliers with jumps in the regression function. Non-Bayesian approaches to nonparametric regression with discontinuities, together with motivating examples, are given by McDonald & Owen (1986) and M uller (1992) . Their approaches satisfy (i), but not (ii) and (iii).
Consider observations generated by the regression model
1i e i ; i = 1; : : :; n ;
where f( ) is the unknown regression function. We take, without loss of generality, 0 = t 0 t 1 t 2 t n , and let i = t i ? t i?1 . The errors e i are assumed independent N(0; 2 ). For ordinary observations K 1i = 1, whereas for outliers K 1i is taken large. Wahba (1978) gives a prior for a smooth regression function; this prior can be expressed in state space form as in Carter & Kohn (1994) The errors in the state transition equation are u i N(0; 2 I 2 ). The variable K 2i = 1 when there is no jump at t i , and K 2i is large if there is a jump. As in Wahba (1978) , a di use prior is placed on the initial conditions, i.e. x 1 = f(t 1 ); f (1) (t 1 ) 0 N(0; cI 2 ), with c ! 1.
Let K i = (K 1i ; K 2i ) with the prior for K i given in Table 1 . The K i are assumed to be independent and, to simplify the computation, we impose the restriction that an outlier and a jump cannot occur simultaneously. To complete the Bayesian speci cation of the model, 2 and 2 have the improper priors p( 2 ) / 1= 2 exp(? = 2 ), with = 10 ?10 , and p( 2 ) / 1= 2 . It is readily checked that all posterior distributions are proper. now empirically compared for data generated from the model y i = f(t i ) + e i , with the e i independent N(0; 0:15 2 ). The regression function f( ) is piecewise constant with f(t) = 0 for 0 t 0:5 and f(t) = 1 for 0:5 < t 1. The sample size is n = 100 and the t i are equally spaced. Three large outliers are added to the data, and are displayed in Figures 1(a) and  2(a) . The results below show that Sampling Scheme 2.1 converges quickly, whereas Sampling Scheme 2.3, and hence also Sampling Scheme 2.2, converges so slowly as to be impractical.
Sampling Schemes 2.1 and 2.3 were run for a variety of starting values for 2 ; X and K; a starting value is not required for 2 as it is the rst variable generated. Figure 1 shows the results for a particular run of Sampling Scheme 2.1 using a warm-up period of 5; 000 iterations followed by a sampling period of 5; 000 iterations. The starting values are 2 = 1, K = ((1; 1) 0 : : :; (1; 1) 0 ) 0 and x i = E(x i jY; K; 2 ; 2 = 1) ; i = 1; : : :; n. Figure 1 shows the function estimates for the sampling period, and the iterates of 2 and 2 , on a log scale, for both the warm-up and the sampling periods. Figure 2 shows the corresponding results for a particular run of Sampling Scheme 2.3. The warm-up and sampling periods, as well as the starting values, are the same as for Figure 1 . Figure 1 represent the whole posterior distribution and not just a local mode. The function estimates in Figures 1 and 2 are quite di erent, showing that Sampling Scheme 2.3 did not converge even after 10,000 iterations. We found that for other arbitrary choices of starting values Sampling Scheme 2.3 did not converge within a reasonable number of iterations.
Remark 3.1 A version of Sampling Scheme 2.3 with t-distributed errors for both the observation and state equations was also run and di culties with convergence similar to those reported above were again encountered.
4 Change point problems in time series 4.1 Introduction Sampling Scheme 2.1 is now applied to a biomedical change point model discussed by Gordon & Smith (1990) . For this model Sampling Schemes 2.2 and 2.3 are reducible. There are many other change point problems to which Sampling Scheme 2.1 applies, including the models discussed by Harrison & Stevens (1976) , Shumway & Sto er (1991) , Hamilton (1989) , and Chapters 11 and 12 in West & Harrison (1989) . Our results can also be extended to handle outliers and level shifts for autoregressive moving-average models. Gordon & Smith (1990) model kidney function in patients who had recently undergone kidney transplant. The level of kidney function is indicated by the rate at which chemical substances are cleared from the blood, and the rate can be inferred indirectly from measurements on weight-adjusted serum creatinine. Gordon & Smith argue on physiological grounds that if kidney function is stable then the response series varies about a constant level; if the kidney function is improving with constant growth then the response series should decay roughly linearly, and the reverse is true if the kidney function decays at a constant rate. About 5% of the observations are subject to error due to mistakes in data transcription, equipment malfunction or blood contamination. The series also experiences jumps in its level due to dialysis treatment. 
Piecewise linear signal with change points
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The following notation is used below. Let i := E(x i jK 1;i ), S i := var(x i jK 1;i ), ijj;k := E(x i jY j;k ; K 1;k ), S ijj;k := var(x i jY j;k ; K 1;k ). To generate K i , it is necessary to evaluate (5.1) for each value of K i . This requires computing p(y i jY 1;i?1 ; K 1;i ); p(Y i+1;n jK), i ; S i ; ij1;i ; S ij1;i ; iji+1;n and S iji+1;n for each value of i. The terms i and S i are obtained from (2.1). The terms p(y i jY 1;i?1 ; K 1;i ); ij1;i and S ij1;i are obtained from i?1j1;i?1 and S i?1j1;i?1 using one step of the Kalman lter, e.g. Anderson & Moore (1979, p. 105) . It is more di cult to obtain e ciently the terms p(Y i+1;n jK); iji+1;n and S iji+1;n . We now outline how these terms may be obtained and what the di culties are. Conditionally on K, the joint distribution of x 1 ; : : :; x n is Gaussian and x i is Markov, so that p(x i jX i+1;n ; K) = p(x i jx i+1 ; K). Thus, conditionally on K, x i =F i+1 x i+1 +ũ i+1 , whereF i+1 = cov(x i ; x i+1 jK) var(x i+1 jK) ?1 , U i+1 = var(ũ i+1 jK) = var(x i jx i+1 ; K) and E(ũ i+1 jK) = i ?F i+1 i+1 , so thatF i+1 ;Ũ i+1 and E(ũ i+1 jK) depend on K 1;i+1 . Thus, for each value of K i , it is necessary in general to run the Kalman lter backwards for j = n; : : :; i to compute p(Y i+1;n jK); iji+1;n and S iji+1;n . This results in an O(n 2 ) algorithm for generating the K i , which is impractical for Markov chain Monte Carlo because the indicator variables are generated many times. Section 5.2 shows how to evaluate (5.1) for all values of K i and i = 1; : : :; n in O(n) operations when the F i matrices are nonsingular. Further details of the algorithm, and a discussion of the case when both the transition matrices and the distribution of x i jY 1;i ; K 1;i are singular, are given in a technical report available from the authors.
Backward state space model and algorithm
To evaluate the right side of (5.1), the terms p(y i jY 1;i?1 ; K 1;i ; ij1;i ) and S ij1;i in (5. and the integral can be evaluated by completing the square in the exponent of the integrand.
The following algorithm generates K 1 ; : : :; K n in O(n) operations.
Algorithm 5.1
Step 1: Run the modi ed Kalman lter backwards for i = n; : : :; 1 and calculate i and i .
Step 2: For i = 1; : : :; n,
Step 2.1: For each value of K i
Step 2.1.1: Run the Kalman lter one step forwards to calculate p(y i jY 1;i?1 ; K 1;i ), ij1;i and S ij1;i from i?1j1;i?1 and S i?1j1;i?1 .
Step 2.1.2: Evaluate (5.1) and (5.3) using the output of
Step 1 and Step 2.1.1.
Step 2.2: Calculate the normalizing constant and generate K i .
Step 2.3: Run the Kalman lter one step forwards to calculate ij1;i and S ij1;i .
• shows the iterates of 2 . Part (c) shows the iterates of 2 .
