The authors should be congratulated on their insightful article proposing forms of residual and paired bootstrap methodologies in the context of simultaneous testing in sparse and high-dimensional linear models. We appreciate the clear exposition of their work, and the effectiveness of the proposed method. The authors advocate for the bootstrap of a complete high-dimensional estimate rather than the linearized part of the test statistic. We appreciate the opportunity to comment on several aspects of this article.
Bootstraps relative efficiency
The problem of forming a confidence set for the many parameters of interests in highdimensional setting differs from a more routine interval estimation problems in lowdimensional setting, in that the estimator itself induces shrinkage and bias at estimation. These difficulties, in turn, prohibit simple and intuitive guidelines for judging the relative efficiency of one bootstrap scheme with respect to the other. Thus it seems interesting to discuss relative efficiencies measured by the width of the confidence intervals (among those that achieve nominal coverage).
We performed a small scale simulation study to investigate a number of scenarios. For that end, we consider Y = Xβ * + ε, where X ∈ R n×p has i.i.d entries generated from N (0, 1) and ε ∈ R n has i.i.d entries across i with ε i = σ ε,i e i . Here e i is independent of σ ε,i and follows one of the four distributions: (1) N (0, 1) (Gaussian), (2) centered exponential random variables with parameter 1 (Exponential), (3) student-t distribution with 6 degrees of freedom normalized to have variance equal to 1 (Student) and (4) mixture of two Gaussian distributions centered at 0.95 and -0.99 such that the mixture distribution has mean zero and variance one (Mixture). The conditional standard deviation σ ε,i is either 1 (homoscedastic) or |X i,2 | (heteroscedastic). We use β * = (1, 1, 0, ..., 0) ∈ R p . The goal is to test
We report coverage probability and width of 95% confidence sets. For the ease of comparison across different sample size, the width times √ n is reported. The results are computed using 2000 random samples. We write Residual bootstrap (RB), multiplier wild bootstrap with Gaussian multipliers (MBG), xyz-paired bootstrap (xyz), Zhang and Cheng (ZC), robust Zhang and Cheng (RZC), multiplier bootstrap with Radmacher multipliers (MBR) and multiplier bootstrap with Mammen multipliers (MBM). For robust Zhang and Cheng, instead of bootstrapping n −1/2 n i=1Θ X i ∞ and multiplying it byσ ε as proposed by [3] , we directly bootstrap n −1/2 n i=1Θ X iεi ∞ ., whereΘ is the nodewise Lasso estimator as defined therein. Table 1 contains results of the simulation study and indicate that the MBG and MBM undercover and that XYZ bootstrap has much larger coverage than the nominal level of 95%. The effects of shrinkage, the nonlinearity it induces and the tuning parameter choices, result in pattern of the bootstrap efficiency that is different from the intuitive one (see [1] , Section 2.1). The MBR and RB perform similarly with coverage of around 95% and the shortest widths among all the methods. In low-dimensional settings, [2] shows that the distribution of the wild bootstrap converges faster than the paired bootstrap; however, we did not observe any indication that this may be true in high-dimensions. The proposed ZC and RZC even in the case of nominal coverage provide much wider confidence intervals suggesting they are less efficient in this example. With the increase in the sample size, the difference in the width shrunk suggesting possible slower convergence rate or RZC and ZC in comparison to MBR and RB. On the other hand, increase in the sample size improved the coverage of XYZ; however, it did not improve the coverage of MBG and MBM. Lastly, all seven methods were robust to the size of the p.
1.2.
Heteroscedasticity. The wild bootstrap has often been interpreted as a procedure that resamples residuals in a manner that captures any heteroscedasticity in the underlying errors. Section 5.2 in [1] gives Monte Carlo evidence supporting the superiority of Table 2 . The Coverage (Cov) of the confidence interval and width at two significances: W90 for 90% and W95 for 95%. Design has Gaussian distribution whereas the distribution of the errors is heteroscedastic and varies from symmetric to non-symmetric to heavy tailed to lastly bimodal. the wild bootstrap for carrying out a t test for the least squares estimator in the heteroskedastic linear model. A central thesis of the article is that the failure of existing multiplier bootstrap schemes, such as the multiplier bootstrap [3] , is due to its neglect of the excess variation resulting from the possible non-gaussianity of the model error or the presence of heteroscedastic errors. As claimed by the authors, ZC method undercovers in all heteroscedastic cases. Our proposed robust version of the ZC, RZC, put the coverage at the correct order; however, it creates confidence intervals which are prominently wide. The XYZ method over covers but interestingly has the width much smaller than the RZC, indicating suboptimality of the RZC method. However, traditional benefits of the wild bootstrap appear lost now as the wild bootstrap is not able to capture the heteroscedasticity; MBG and MBM both under cover significantly below the expected level.
1.3. Non-Gaussian design. In this section we considered a non-gaussian design model and tested the ability of the proposed methods to adapt. We observed that both RB and ZC showcase strong robustness to the distribution of the design; both methods relate to each other in the similar way to Section 1.1. However, here we observed the MBR is not always stable with the non-gaussian design with MBG and MBM failing to cover at the nominal level. XYZ is still over covering. 1.4. Non-gaussian design and heteroscedasticity. The effect of the heteroscedasticity here is more pronounced as the design is non-gaussian. We observe the complete failure of the ZC method with coverage going as low as 70% for the nominal level of 95%. In this case, we observe that RB needs larger sample size to cover the heavy-tailed error distributions; however, most methods underperform substantially. All of the wild multiplier bootstraps fail with MBR slightly performing better for larger n. RZC perhaps has the most consistency in covering, but its width can be massive. The case of the bimodal error seems to be particularly difficult for all of the methods and none of them perform sufficiently well. Interestingly, we have not found a case where XYZ performs much better than the RB or MBR.
Bootstrap inference for high-dimensional and possibly non-sparse models
The interesting and shared part of many of the proposed bootstrap schemes is in the construction of the residuals based on regularized, i.e., Lasso estimator. The most prominent examples, exhibiting excellent performance in a variety of settings, seem robust to the construction of such residuals despite the intricate bias introduced by the regularization. However, when the sparsity of the model increases, we expect that the introduced bootstrap, that is the Lasso within it, will induce a bias term that would be too large and that would affect the finite sample coverage. We explore the possibility of applying the bootstrap methods proposed by the authors to perform inference problems of high-dimensional models that are potentially non-sparse. To the best of our knowledge, the only work in this direction is [4] . We only consider the particular case of G being a singleton, i.e., testing one entry of β. Without loss of generality, consider the problem of testing
The CorrT method proposed in [4] is implemented as follows. We first computê
2 / log n, andθ = arg min
where η β , η θ n −1 log p are tuning parameters chosen as in [4] . Let
Then the test statistic defined therein takes the form
Under the assumptions in [4] , it is proved that under H 0 : β * 1 = β o 1 , T n converges in distribution to N (0, 1), regardless of whether or not β * is sparse. In the following we define a residual bootstrap counterparts of the test statistic above and explore their finite sample properties.
2.1.
CorrT with residual bootstrap (CorrTRB). Define centered estimated residuals withū = (ū 1 , ...,ū n ) withū k =û k − n −1 n i=1û i . Then, consider a random sample u RB = (u RB 1 , ..., u RB n ) computed by drawing with replacement from {ū i } n i=1 . Then, define the new variable X RB 1 = X −1θ + u RB . We then computeθ RB asθ in (1) with X 1 replaced by X RB 1 . The bootstrap test statistic is
CorrT with paired bootstrap (CorrTPB).
For this setting we would like to take advantage of the distributions of pairs of observations. We begin by defininĝ
2 (X jū )ū for j ≥ 2. We now consider a new sample (ε * ,X * 1 ,X * −1 ) whose rows form a random sample with replacement from rows of (ε,X 1 ,X −1 ). We computeθ * asθ in (1) with (X 1 , X −1 ) replaced by (X * 1 ,X * −1 ). The bootstrap test statistic reads
2.3.
CorrT with wild multiplier bootstrap (CorrTMB). Let {ξ i } n i=1 be i.i.d. multipliers drawn independent of the sample. We compute X M B
and the bootstrap test statistic
.
We propose three multiplier bootstrap methods labeled by CorrTMBG, CorrTMBR and CorrTMBM, where the multipliers are drawn from N (0, 1), Radmacher distribution and Mammen distribution, respectively.
Numerical example.
We now compare CorrT and its bootstrap variations. We report the rejection probabilities of these methods for the hypothesis H 0 : The simulation results are collected in Table 5 . We observe that all the methods perform quite well in that they all control the Type I error rate and thus inverting these tests would be a valid way of constructing confidence sets for the parameter under testing. This suggests that the bootstrap methods proposed by the authors can be extended to handle non-sparse high-dimensional linear models via the construction by [4] . In addition to the novel result by the authors who show that bootstrap methods can be successfully applied to high-dimensional sparse linear models, our simulation evidence suggests the possibility that the boundary of bootstrap methods might be further pushed to non-sparse settings although rigorous theoretical justification is left for future research. Another interesting direction would be investigating how to address the problem for |G| > 1 or even very large |G| in non-sparse scenarios.
To observe finite sample differences between all of the methods we calculated Cramervon-Mises (CvM) and Kolmogorov-Smirnov (KS) distances between the empirical null distribution of p-values and the uniform distribution. We see from Table 5 that CorrTMBG has the smallest distance from the uniform distribution in the case of homoscedastic errors. However, with regard to the heteroscedastic errors, all methods are practically indistinguishable with perhaps CorrTPB and CorrTMBM bootstrap performing slightly better. This last case mimics the low-dimensional property of the MBM and its strong robustness to the heteroscedasticity (see [2] ).
