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The formulation of the “caterer” problem from the point of view 
of dynamic programming was given by Bellman in 1957. In this paper 
we give an explicit solution to the problem and generalize the approach 
to arbitrary cost of disposal. 
INTRODUCTION 
The “caterer” problem1 [l] is typical of many decision situations in which 
current decisions affect current behavior as well as all future decisions. The 
problem can be formulated as the transportation problem of linear program- 
ming [2] and solved by any one of several efficient algorithms available [3]. 
Perhaps the only significant objection to the linear programming formula- 
tion is the fact that once the correct values of the various parameters are 
inserted into the model, the analyst is completely detached from the problem. 
Such detachment, which is valuable in many situations, may not be so desirable 
in this or similar problems. The analyst “loses touch” with the problem 
and consequently loses insight into the inner workings of the physical reality. 
The caterer problem was treated from the point of view of multistage 
decisions by Bellman [4] and Bellman and Dreyfus [5] under certain restrict- 
ive assumptions. In this paper we formulate the caterer problem from the 
same point of view. First we obtain an explicit characterization of the optimal 
policy under the restricting assumptions of Bellman and Dreyfus, then we 
remove the assumptions and treat the general case of arbitrary cost of disposal. 
Our approach is inspired by that of Bellman [4]. For the sake of clarity of 
exposition, and in order to avoid losing the reader in a maze of complicated 
1 The caterer problem is a paraphrasing of an airplane engines repair problem 
and is usually stated as follows: a caterer has to provide clean napkins for n consecutive 
days with r, dinners served on day i. He has the choice of buying new napkins, sending 
soiled napkins to a fast laundry service, or to a slow laundry service. The different 
decisions entail different costs. What is his optimal policy ? 
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and lengthy notation, we shall limit our discussion to the case where p, the 
duration of slow service, is three days and 4, the duration of the fast service, 
is one day. Extension of the approach to arbitrary p and 9 is straightforward. 
NOTATION 
Since we assume that no cost of inventory is incurred we can assume that 
all clean napkins are purchased at the beginning of the planning horizon. (We 
shall discuss later the effect on the optimal solution of introducing an inven- 
tory carrying charge.) 
Let S be the total napkins purchased new at a cost of a per napkin. Let 
ri represent the required clean napkins in day i, i = 1, *a*, N. Suppose that aZZ 
soiled napkins are sent to the cleaners, with ui napkins sent to the fast laundry 
and costing c1 per napkin, and zli napkins sent to the slow laundry and costing 
c2 per napkin. We require that 
Yi = ui + vi i = 1, -em, N. (1) 
A graphical representation of the caterer problem is given in Fig. 1 which is 
drawn, as was mentioned before, for p = 3 and q = 1. 
FIG. 1. Flow forp = 3,q = 1 
Let yi represent the totality of clean napkins available at the beginning of 
day i, and let zi represent the quantity of clean napkins left-ovu at the end 
of day i. Obviously 
zi = yi - r< i = 1, **a, N - 1. 
Finally it is clear that for q = 1 




Under the assumption that all soiled napkins are sent to the laundry (either 
fast or slow service), the cost for day i is 
C+i + CzVi . 
204 ELMAGHRABY 
Therefore, the caterer wishes to purchase S new napkins and adopt a policy 
of (uJ and (vi> such that the total cost 
C = aS + cl 2 ui + c2 2 vi 
i=l i=l 
(4) 
is minimized. It is obvious that, for the Nth day, uN = 0; vN = rN . Com- 
bining this with Eq. (1) we can rewrite (4) as 
c = as $ Cl [$ Ti - y vi) + c2 $$ vi + crN 
i=l i=l i=l 
N-l 
= K + as - (Cl - c2) 2 vi 
i=l 
(5) 
where K = cr 2:;’ r1 + cZrN , a constant. We wish to minimize (5) subject 
to the constraints that the number of clean napkins available at the start of 
each day, yi , must be at least enough to satisfy the requirements for that 
day, i.e., 
y1 = S 2 max {ri} 
yi = zi-l + Ui-1 + Vi-3 3 ri i = 2, -*a, N (6) 
where zi is given by (2). Substituting for (1) and (2) recursively in (6) we 
obtain 
Yl = s 3 m= {yi) 
y2 = s - 01 3 r2 
yi = s - vi-2 - vi-1 3 ri i = 3, me*, N. (7) 
To restrictions (7) we must add the restriction, easily obtained from (l), that 
v)i < ri i = 1, **a, N - 1. (8) 
Two important remarks are pertinent at this juncture: 
1. For any given S minimization of C is equivalent to the maximization of 
XL;’ vi . This is intuitively obvious since once we are committed to the 
purchase of a given number of new napkins the only “degree of freedom” 
we have is to send the soiled napkins either to the slow or fast laundry. 
Obviously, we should try to send as much as possible to the slow laundry 
subject to the restrictions of (7) and (8). 
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2. Minimization of the linear function (6) subject to the linear constraints 
(7) and (8) is a valid mathematical model of the original caterar problem if we 
assume that the caterer cannot dispose of soiled napkins but only of clean 
ones. Otherwise, nN , q,,-r , **a, z+,,+,+i are meaningless and their inclusion 
in the functional (5) is erroneous. 
To express the same notion in a different way, the formulation of (5) (7) 
and (8) assumes a cost of disposal equal to ca which is the cost of slow laundry. 
It is well to recognize this assumption explicitly, otherwise the solution 
obtained is nonoptimal. If the real-life problem does not contain such a 
cost of disposal the above formulation is inapplicable. We shall discuss the 
case of general cost of disposal ater in this paper. 
DERIVATION OF THE FUNCTIONAL EQUATION 
We proceed now to solve the problem stated in (5), (7), and (8) (for the 
casep = 3, q = 1). It is obvious from (7) that, for agiven S, if cur , s-e, vii-r are 
specified we are left with the following set of linear restrictions: 
vi < b,+l - TJ’~-~ 
vk + Ok+1 < bk,, k=i;*.,N-2 (9) 
Vk < Yk k=i;..,N-1 (10) 
where b, = S - rk . Restrictions (10) are identical to (7) and (8). Therefore 
let 
N-l 
where Ri is the region defined by (9) with 
xi = bi+l - vieI . 
By the definition of xi in (1 l), we must have 
v1 < x1 = b, = S - r2 . 
In the penultimate day, 
fN-&N-d = p;Tl b-1) 







fN-l(xN-l) = min (xNs yN-d. 
Next, consider the antepenultimate day, 
fN--2&N-2) = FNE2 (ON-2 + fJN-1) 
where R,-, is defined by 
(13) 
vN-2 < xN-2 9 ON-2 < yN-2 
+--2 + vN-l < b, , ON-1 < rN-l . 
Therefore, using the principle of optimal&y of dynamic programming, 
fN-2txN-2) = vN-~~~ bN-2 +~N-I(~N - vN-2)1 
N-S 
where 
In general, it is easy to see that we have the functional equation 
(14) 
where 
* Q = min (xk; r,; bk+2). (15) 
Equations (14) and (15) give a formulation of the optimal policy in a functional 
equation form. For any given S the set {&} is determined from (9), or equiva- 
lently, 
Br = min (bi+l - ai+; ri; bi+2). (16) 
Our problem is, of course, to determine both 3 and {di} in an optimal manner, 
i.e., to minimize (5). 
EXPLICITCHARACTERIZATIONOPTHEFUNCTIONAL RELATIONSHIP 
We wish now to give an explicit characterization of the solution given by the 
functional equation (14). 
As a prelude which we hope will assist in understanding the desired 
characterization, consider for a moment Eq. (14) for k = N - 1 and 
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k = N - 2. From (13) we have 
fN&+J = min [xN-~; rN-J 
and from (14) we have 
fN--2(XN-2) = $3 EVN-2 + fiv-l(bN - %-41 
N-2 
- - “N-y&T&w2 h+- + min (bN - vN-2; r&i)] 
= vN-y;~hwp bin (bN; TN-l + fh-Al 
But, from (15) we know the value of v:...~ , which we substitute to obtain 
fN-2(xN-2) = min [bN; yN-l + min @N-2; ‘~7-2; b~)l 
= min [bN; min (TN-i + +-a; yN-l + yN-2; IN-1 + &)I 
= min [rN-i + x,-a; min (bN; TN-1 + yN-2)1 (17) 
since b, is always < 6, + yNel . 
If one compares (17) to (13), one notices that the two equations are of the 
same fin-m, viz., the minimand contains two terms: one involves xk and the 
other does not involve xk , Moreover, given xNW2 the minimand of (17) can be 
obtained from that of (13). 
This reasoning leads to the following general assertion: fk(xk) can be 
written as 
where 
f&J = %ip (xh + QG E;c) 
k 
81~ = Pk+l 
(18) 
Pk = min [yk + Pkfl; h+, + Pr+~; bk+2 + Qk+J (19) 
and, from (13) 
QN-I = 0 
PN-1 = YN-1. (20) 
The proof of this assertion follows identical lines to the derivation of (17) 
and therefore will be omitted. 
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Equations (18) to (20) completely characterize the optimal policy. In 
particular, successive substitution in (19) yields a functional fr(xr) which 
is of the following form (noting (12)) 
fr(S - ra) = min ri; S - h,; 2S - h,; a..; (N - 2) S - h,-,] (21) 
where 
h, Q 0; 0 < h, < h, **a < hNmz are constants derived from 
the set of requirements {ri}. (22) 
DETERMINATION OFTHE OPTIMAL SAND{~~} 
Substituting from (21) into (5) we obtain 
C = K + aS - (cr - ca) min rf yi; iis - h,)] , j= 1, .a., N- 2. 
i=l 
(23) 
Let the minimum of the expression between the square brackets of Eq. (23) 
be mS - h, . Then 
C = K + [a - m(cl - c2)] S + (cl - cJ h,; (24) 
clearly, if a - m(cl - ca) > 0, C is minimized if S is minimized; if 
a - m(c, - ca) = 0, C = K + (b - c) h, , a constant; and, if a - m(cl - c2) 
< 0, C is minimized if S is maximized. 
Since S is restricted, from (3), to 3 max {ri}, the process of determining 
the optimal S now reduces to substituting for S = max {yi} and determining 
the coefficient m of (24). I f  S is to be minimized our task is finished and 
S = max {yi}. If, on the other hand, S is to be increased, we evaluate the 
range of S in which mS - h, is limiting in (23). This is determined by setting 
(m - 1) S - h,-, = mS - h, 
I.e., 
S = h, - h,-, > 0 (25) 
by condition (22). When S is increased to the upper bound given by Eq. (25), 
the term (m - 1) S - h,-, of (23) “takes over” as the minimum of the 
expression between the square brackets in (23). Repeating the process leads 
to the optimal S. This, in turn, determines the optimal set {&} by successively 
applying Eq. (16). 
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NUMERICAL EXAMPLE 
We illustrate the above theory by a numerical example. Let the set of 
requirements {ri} = (120; 60; 70; 100; 90; 70; IlO}. Let the cost of new 
napkins a = 0.30&, the cost of fast laundry service c1 = 15c, and the cost of 
slow laundry service c2 = 5~. Then, since N = 7 we have, by (20), 
Q6 =O 
P, = 70 
from which we successively obtain, using Eq. (19), 
Q5 = 70 
P5 = min [90 + 70; (S - 110) + 70; (S - IlO)] 
= min [160; S - 1101 
since S - 110 is < S - 40 for all S. Continuing in this fashion, always 
eliminating terms in the minimand which are dominated by other terms, we 
obtain, 
P4 = min [260; S - 10; 2s - 1801 
Qa = P4 
P3 = min [330; S + 60; 2s - 200; 3s - 2701 
Qz = P, 
P, = min [390; S + 120; 2s - 140; 3s - 300; 48 - 3701 
QI = Pz 
PI = min [510; S + 240; 2s - 20; 3s - 270; 4s - 350; 5s - 4401. 
Finally, 
fi( S - 60) = min [(S - 60) + Q1; PI] 
= min [510; S + 240; 2s - 20; 3s - 270; 4s - 350; 5s - 4401. 
Since S > max {ri} = 120, substitution for S = 120 in fi determines 
(3s - 270) as the “controlling” entry (i.e., the minimum). Therefore, 
m of Eq. (24) is equal to 3, and substitution in (24) yields (in this example, 
K = 0.15 x 510 + 0.05 x 110 = $82.00), 
C = 82.00 + [0.3 - 3 (0.15 - O.OS)] S + 0.10 (270) = $109.00, 
a constant independent of S. This is true for 120 f S < 270 - 20 = 250. 
If S is increased to its upper limit the term 2s - 20 will become the minimum 
3 
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in fi and 
C = 82.00 + [0.3 - 2 (0.15 - 0.05)] S + 0.1 (20) 
= 84 + 0.1s for 250 < S < 260 
which is minimized if S is minimum, i.e., S = 250. The cost function in the 
relevant range (120 ,( S < 260) is shown in Fig. 2. 
I .  c I  I  I  I . .  I  *  
120 150 200 250 260 
FIG. 2 
Suppose we take the optimal S = 250. For this value of S, we deduce 
by Wh 
4 = min (250 - 60; 120; 250 - 70) = 120 
4 = min (250 - 70 - 120; 60; 250 - 100) = 60 
and similarly, $ = 70; dd = 90; 4s = 90 and & = 50. The diagrammatic 
representation of this solution is shown in Fig. 3. 
FIG. 3. Optimal solutions s = 250. 
DISCUSSION 
The significance of the assumption concerning the cost of disposal of soiled 
napkins is forcefully illustrated in the above numerical example where the 
optimal cost was obtained to be identically to $109 for 120 < S < 250. In 
Fig. 3 we illustrated the solution for S = 250; let us now consider the other 
extreme of the range, S = 120. One can easily obtain the following set of 
(alternate) optimal ii’s: 
{dj} = (50; 0; 20; 10; 10; O}. 
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The diagramatic representation of this alternate optimal solution is shown in 
Fig. 4. To be sure, the cost of this program is (from Eq. (5)). 
c = 82.00 + 0.30 x 120 - 0.10 x 90 = $109.00. 
FIG. 4. Alternate optimal s = 120. 
However, zf the cost of disposal of soiled napkins is zero and not equal to 
5e as assumed above, the cost of this program would be (by direct substitu- 
tion in Eq. (4)) 
C’ = 0.30 x 120 + 0.15 x 420 + 0.05 x 80 = $103.00 
as compared to 
C” = 0.30 x 250 + 0.15 x 30 + 0.05 x 340 = $96.50 
for the optimal solution of Fig. 3 (with s = 250). 
The optimal solution of Fig. 3 is thus seen to be superior. In fact, it can 
be easily verified that it is superior to any other solution in the range 
120 < S < 250. Hence, the set of alternate optima no longer exists. 
THE CASE OF ARBITRARY COST OF DISPOSAL 
We now present the mathematical formulation of the optimal policy when 
the cost of disposal of soiled napkins is some arbitrary constant d > 0. In 
the majority of situations the cost of disposal will be less than the cost of 
slow laundry service, i.e., 0 < d < cs . Again, we shall limit our discussion 
to the special case of p = 3 and Q = 1. It turns out that with a slight modifica- 
tion to the theory presented above the optimal solution in this case is obtained 
in an identical fashion. 
First, we assume that no disposal takes place prior to the (N - p + 1)st 
day. Since p = 3, we assume that no napkins are disposed of before day 
(N - 2). Presently we shall see that this assumption can be dropped after 
taking certain precautions. 
Let wN+, wNml, and wN be the napkins disposed of in days N - 2, 
N - 1, and N, respectively, From the definition of the problem it is obvious 
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that there is no point in sending anything to the slow laundry beyond day 
N - 3, and that necessarily wr,, = rN . Therefore, 
ri = ui + vi i = 1, -em, N - 3 
and 
+N-2 = +.-2 + wN--2 , UN-2 = 0 
?,N-l = uN-l + wN-l , ON-1 = 0 
rN = WN v, = 0. 
The graphical representation of the last four days is shown in Fig. 5. 
WN-2 WN 
FIG. 5 
From Eq. (7) we obtain the quantity of clean napkins available at the 
beginning of period N - 2, 
YN-2 = s - v/N-3 - VN-4 . (26) 
Considering the two periods (N - 1) and N, we must have 
where 
TN = zN-2 + vN-4 + uN-2 - yN-l + vN-3 + uN-l (27) 
Z’N-2 = YN-2 - r,-,; ZN-1 = 3N.m2 + VN-4 + UN-2 - rN-l , 
and yN-a is given by (26). Substituting in (27) and rearranging we obtain, 
UN-2 + UN-1 = r, + r&l + yN-2 - s. (28) 




Ui + C2 8 vi + d(eu,-, + eu,-1 + wN)’ 
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But (~.+a + zu+i + wN) must equal S, since all 
disposed of, sooner or later. Therefore, 
C = K’ + (u + d - cl) S - (cl 
213 
purchased napkins must be 
N-3 
- 
4 2 vi (29) 
i=l 
when K’ = cr &?, ri . Equation (29) ’ is seen to be of identical form to Eq. (5), 
and therefore we are led to conclude that the minimization of (29) is obtained 
by a similar procedure as discussed above. In particular, we wish to maximize 
CE<3 vi subject to the set of restrictions (9) and (10) over the (N - 2)-period 
planning horizon. This is so because we have restricted vNP3 to satisfy rE;-a 
(through ~+,,-a). 
Once the optimal values ,!? and {a,}, i = 1, -, N - 3 are obtained, it remains 
to determine the optimal GN-a and tihr-r . Slight reflection on the requirements 
in the last two periods immediately reveals that 
uNp2 = min [r&n; max {TN-~ - v&J - zN+; rN - vh-s - vN-4 - zNw2}], 
and 
uNel = min [r&i; rK - ON-3 - zN-l]e 
Substituting for zN-a , zN-i and yN-a from above, we obtain 
UN--2 = min [TN-s; max {rN-a - b&r + UN-3; TN-2 -- bN}] 
(30) 
u N-l - - min [rN-r; max {TM + rN-i - S; min (YN - vNV3; rh,-i))]. 
Naturally, uN-a , uN-i 2 0. If (30) yields uN-i < 0, this indicates that vNm3 
must be reduced and either uNPZ is modified or a disposal activity wNP3 > 0 
is introduced until uNPl = 0. A more general discussion of this question 
of disposal earlier than was assumed above is given below. But first, we 
illustrate the approach with a numerical example. 
NUMERICAL EXAMPLE 
Consider the set of requirements {ri} = {50;,60; 100; 70; 40; 90; 60) and 
the same cost parameters as in Example 1, viz., a = 3Oe, ci = 15e, and 
ca = 5e, and let d = 0, i.e., no cost of disposal. Then, from (29), 
N-3 
c = 70.50 + 0.15s - 0.1 2 vi. 
i=l 
214 ELMAGHRABY 
We maximize the sum xvi over the planning subhorizon comprising only 
the first five periods. The procedure is identical to Example 1 and therefore 
will not be repeated. The resulting functional equation is: 
fr(S - 60) = min (280; S + 50; 2s - 140; 3s - 210) 
and S > 100. For S = 100, the term 2s - 140 is controlling infr and re- 
mains the minimum for the range 100 < S < 190. For this range, 
c = 70.50 + 0.15s - 0.1 (2s - 140) 
= 84.50 - 0.05s 100 < s < 190 
which is minimized when S is maximized, i.e., when S = 190. For S > 190 
the term S + 50 becomes the minimum and continues to be so for the range 
190 < S < 230. For this range, 
c = 70.50 + 0.15s - 0.1 (S + 50) 
= 65.50 + 0.05s 190 < S < 230 
which is minimized when S is minimum, i.e., when S = 190. Therefore, 
the optimal S = 190 and the minimum cost C = $75.00. The form of the 
cost function as S varies in the range of interest is sketched in Fig. 6. 
c = $79.50 
c = $77 
c = $75 
I  I  I  .  . I* I  .  , I  I  I  I  
100 150 200 230 
FIG. 6 
Application of Eq. (16) determines: 
{&} = (50; 40; 80; 70}, 
and now it remains to determine & and 0, from Eq. (30): 
zi, = min [max (40 - (190 - 90) + 70; 40 - (190 - 60)}] = 10 
ti, = min [90; max(60 + 90 - 190; min (60 - 70,90)}] = - 10. 
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us is negative because of the term (yN - r+,,-s) = - 10. This is understand- 
able since wN-a should not be > rN . Therefore we reduce v4 to 60, which 
modifies the optimal values to: 
G,, = 60, ii, = 0; 22, = 0. 
The diagrammatic representation of the optimal policy is shown in Fig. 7. 
FIG. 7. Optimal solution. 
Of course we could have introduced a disposal activity in period 4 of 10 units 
and maintained ua = 10. This would yield an alternate optimal solution. 
DISCUSSION 
Disposal Prior to Period N - 3 
We have assumed above that disposal of soiled napkins is limited to 
periods N - 2, N - 1, and N except in the special case where u+r as 
defined by (30) is < 0. Then a disposal activity, wN-a, may be introduced in 
period N - 3. 
In general this assumption is not restrictive. However, one can synthesize 
examples in which the assumption is restrictive and hence the method outlined 
above does not yield the optimal of the unrestricted problem. We assert 
that if there exists an rk such that 
Ik > 
i=k+l 
then the N-period horizon problem can be reduced to a (k + p)-period 
horizon with possible disposal activities in periods k, k + 1, a.*, N. The 
quantity disposed of in period k is > rk - xLk+r ri . This reduction in 
the planning horizon causes the assumption (of no disposal prior to the 
antepenultimate period) to hold for the reduced horizon, and the solution 
proceeds along the lines outlined before. 
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Verification of Optimality 
Once the optimal is obtained by the method of dynamic programming, 
it is usually desirable to verify that the optimal was arrived at and that no 
numerical or other errors have crept into the answer. Unfortunately, no 
such criterion for optimality is available in the framework of dynamic pro- 
gramming. One must resort to the so-called u, a-method of the dual trans- 
portation problem; see Vajda [Z]. 
The Solution for General p and q 
Our discussion has been carried out for the special case where p = 3 and 
q = 1. This was for reasons of concreteness of exposition. Besides, this 
special case contains all of the elements of the general case of arbitrary 
p > q. For example, for p = 5 and q = 2, the linear restrictions (6) become 
y1 = S 3 max ki + ri+J i = 1, *a., N 
yi = X-1 + Ui-2 + vi-5 3 rf i = 2, --, N (6’) 
where zi is given by (2). Substituting from (1) and (2) recursively into (6’), we 
obtain, 
Yl = s 3 max @I + Ye+&, i = 1, .**, N 
y2 = s - r-1 2 r2 
y3=s-r-2-v 
y4 = s - r, - v: - v 
b y3 
2 b y4 
y5 = s - r4 - VI - 212 - et, b y5 
yi = S - Yi-1 - Vi-4 - Vi-3 - Vi-2 > Ti i = 6, *se, N (7’) 
which is analogous to (7). It is easy to see that the analogue to Eqs. (9)-(15) 
can be derived in a straightforward manner. The rest of the arguments can 
be similarly generalized to arbitrary p and q. 
The Case of Inventory Carrying Costs 
The development presented in the previous sections explicitly assumed 
no inventory carrying charges. This by no means limits the generality of the 
treatment. Inventory carrying costs can be introduced and their main effect 
would be to split S among the periods which are recipient of new napkins. 
The rest of the treatment remains identically the same, with the proviso that 
whenever zi is > 0, the laundry is instructed to deliver the clean napkins on 
the desired day. 
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Critical Evaluation of the Dynamic Programming Approach 
We stated in the Introduction that the dynamic programming approach 
has the advantage of keeping the analyst “in touch” with the physical reality. 
This is important from two points of view. First, the criterion in (5) is, 
more often than not, a simplification of the multitude of objectives desired 
in the real situation. I.e., the criterion of (5) is not a “valid” measure: it is 
usually chosen because of its mathematical tractability. Insight into the man- 
ner by which the optimal has been reached permits the analyst to modify 
the answer in a heuristicfashion to satisfy the other (unstated) criteria. Second, 
such insight is important from a purely pedagogical point of view. 
However, the approach suffers from two serious drawbacks. The first has 
been already mentioned above, viz., the absence of a test of optimal@ of the 
solution obtained. The second, and more serious drawback, is its computa- 
tional infeasibility with only a slight increase in dimensionality. For example, 
if instead of two modes of service, fast and slow laundry, the caterer has the 
choice of three modes of service the above treatment is no more applicable 
and the computational aspects of the problem tend to be insurmountable. 
In contrast, such an increase in dimensionality poses no problem at all to the 
linear programming formulation of the same problem. 
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