Abstract The aim is to determine the derivations of the three series of finite-dimensional Z-graded Lie superalgebras of Cartan-type over a field of characteristic p > 3, called the special odd Hamiltonian superalgebras. To that end we first determine the derivations of negative Z-degree for the restricted and simple special odd Hamiltonian superalgebras by means of weight space decompositions. Then the results are used to determine the derivations of negative Z-degree for the nonrestricted and non-simple special odd Hamiltonian superalgebras. Finally the derivation algebras and the outer derivation algebras of those Lie superalgebras are completely determined.
Introduction
We work over a field F of positive characteristic. Using the divided powers algebras instead of the polynomial algebras one can construct eight families of finite dimensional Z-graded Lie superalgebras of Cartan-type over F, which are analogous to the vectorial Lie superalgebras over C (see [1, 3, 4, 15] , for example). All these Lie superalgebras are subalgebras of the full (super)derivation algebras of the tensor products of the finite dimensional divided algebras and the exterior algebras, which are viewed as associative superalgebras in the obvious fashion. The derivation algebras were sufficiently studied for the modular Lie superalgebras of Cartan-type mentioned above (see [2, 6, 9, 10, 14, 16] ), except the so-called special odd Hamiltonian superalgebras (see [5] ).
The present paper aims to determine the derivation algebras of the special odd Hamiltonian superalgebras, especially, the outer derivation algebras. Our work is heavily depend on the results obtained in [5] and contains certain results obtained in 2005 in the thesis for master-degree by the third-named author [11] . We should mention that we use the method for Lie algebras [12] and benefit much from reading [12, 13] .
Preliminaries
Hereafter F is a field of characteristic p > 3; Z 2 := {0, 1} is the field of two elements. For a vector superspace V = V0 ⊕ V1, we denote by p(a) = θ the parity of a homogeneous element a ∈ Vθ,θ ∈ Z 2 . We assume throughout that the notation p(x) implies that x is a Z 2 -homogeneous element. For u := i 1 , i 2 , . . . , i k ∈ B(m), write |u| := k and x u := x i1 x i2 · · · x i k . Notice that we also denote the index set {i 1 , i 2 , . . . , i k } by u itself. For u, υ ∈ B(m) with u ∩ υ = ∅, define u + υ to be the unique element w ∈ B(m) such that w = u ∪ υ. Similarly, if υ ⊂ u, define u − υ to be the unique element w ∈ B(m) such that w = u \ υ. Write ω = m + 1, . . . , 2m . Note that O(m, m; t) has a standard F-basis
The generalized Witt superalgebra W (m, m; t) is spanned by all f r ∂ r , where f r ∈ O(m, m; t), r ∈ Y. Note that W (m, m; t) is a free O (m, m; t)-module with basis {∂ r | r ∈ Y}. In particular, W (m, m; t) has a so-called standard F-basis {x
This induces naturally a Z-grading structure, also called standard,
Note that T H is odd with respect to the Z 2 -grading and has degree −2 with respect to the Z-grading. The following formula is well known:
and
is a finite-dimensional simple Lie superalgebra, called the odd Hamiltonian superalgebra [4, 8] . Put HO(m, m; t) := HO(m, m; t)0 ⊕ HO(m, m; t)1
We state certain basic results in [10, Proposition 1], which will be used in the following sections: HO(m, m; t) i .
(ii) HO(m, m; t) is a Z-graded ideal of HO(m, m; t).
(iii) ker(T H ) = F · 1.
Let div : W (m, m; t) −→ O(m, m; t) be the divergence, which is a linear mapping such that div(f r ∂ r ) = (−1) p(∂r)p(fr ) ∂ r (f r ) for all r ∈ Y.
Note that div is an even Z-homogeneous superderivation of W (m, m; t) into the module O(m, m; t), that is
we have:
(i) Both S ′ (m, m; t) and S(m, m; t) are Z-graded subalgebras of W (m, m; t):
Here we write down the following symbols which will be frequently used in the future:
In this paper we mainly study the three series of Lie superalgebras: (2) is simple. Further informations for these Lie superalgebras can be found in [4, 5] . Convention 1.1. For short, we usually omit the parameter (m, m; t) and write g for SHO. Sometime we also write g(t) for g(m, m; t) for t ∈ N m .
We close this section by recalling the following general notion and basic facts. Suppose X is a finite dimensional Z-graded Lie superalgebra, X = ⊕ i∈Z X i . By DerX := Der0X ⊕ Der1X denote the derivation algebra of X, which is also a Z-graded Lie superalgebra, DerX = i∈Z Der i X where
As in the usual, write
called the negative and nonnegative parts of the derivation algebra of X, respectively. The element in Der − X is called negative degree derivation and the element in Der + X is called nonnegative degree derivation.
Restrictedness and negative derivations
As mentioned in the introduction our main purpose is to determine the derivations of the special odd Hamiltonian superalgebras. Motivated by the method used in the modular Lie algebra theory [12, Lemma 6.1.3 and Theorem 7.1.2], in this paper we do not compute directly the derivations of the non-restricted and nonsimple special odd Hamiltonian superalgebras but determine firstly the derivations (especially, those of negative degree) of the restricted and simple special odd Hamiltonian superalgebras. From [5] the Lie superalgebra g (2) is simple. Since we need the restrictednees of the Lie superalgebras under considerations in the process of determining derivations, in this section we first show that g (2) (t) is restricted if and only if t = 1. Since a derivation is determined by its action on a generating set, we next give a generating set of the restricted Lie superalgebra g (2) (1). Finally, we determine the derivations of negative Z-degree for g (2) (m, m; 1), since it is enough for determining the derivations in the general case in the subsequent sections.
Let us introduce some symbols for later use:
We also write down some facts in [5] :
Then g is spanned by the elements of the form
For convenience, we call x (α) x u a leader of the element (2.1).
is spanned by the elements of the form
) is restricted if and only if t = 1.
Proof. Suppose t = 1. Note that W (m, m; 1) is the full derivation algebra of the underlying algebra O(m, m; 1). One sees that W (m, m; 1) is a restricted Lie superalgebra with respect to the usual p-power (mapping) and that the p-power fulfills that (x i ∂ i ) p = x i ∂ i for i ∈ Y and vanishes on the other even standard basis elements, as in the Lie algebra case. Thus it is sufficient to show that the even part of g (2) (1) is closed under the p-power. Note that the even part of g (2) (1) is spanned by the elements of the form (2.2)
where |u| is odd. It is sufficient to show that A p ∈ g (2) (1). We shall frequently use the formula below without notice:
and let us show that A p = 0.
, it suffices to show that A p (x j ) = 0 for all j ∈ Y. We consider the following two subcases:
where a, b ∈ F.
where c, d ∈ F. In particular,
The equations (2.3) and (2.
In conclusion, A p ∈ g (2) (1) and hence g (2) (1) is a restricted Lie superalgebra. Suppose conversely that g (2) (t) is a restricted Lie superalgebra. Then for every i ∈ Y 0 , (ad∂ i ) p is an inner derivation and (ad∂ i ) p is of Z-degree ≥ −1. On the other hand we have (ad∂ i ) p ∈ Der −p (g (2) (1)). Consequently, (ad∂ i ) p = 0 for all i ∈ Y 0 which forces t = 1. The proof is complete.
The following lemma is simple but useful, the proof is similar to the one of the Lie algebra [13, Proposition 3.3.5] . 
Obviously, T is Abelian. From the proof of Theorem 2.1 we know (T ij ) p = T ij which shows T ij is a toral. Consequently, T is a torus of g. In particular, T is a torus of the restricted Lie superalgebra of g (2) (1). A direct computation shows that
Proof. This is a direct consequence of Lemma 2.2.
is a graded subalgebra of W (1). Let M denote the subalgebra generated by g (2) (1) −1 ⊕ g (2) (1) 1 . We proceed by induction on m.
Suppose m = 3. Assume that g (2) (3, 3; 1) i ⊂ M for some i ∈ 1, 3p − 6, and let A be an element of g (2) (3, 3; 1) i+1 with a leader
Note that I(α, u) = ∅. It is clear that 4 ≤ |α| + |u| ≤ 3p − 3. Let us show A ∈ M.
We only have to consider the following cases:
Case 1: |u| = 0 and |α| ≥ 4. One may assume without loss of the generality that α 1 ≥ 2. Then
(ii) If α 2 = 0, we have
we obtain α 1 = α 2 = p − 1. Then α 3 < p − 1. Since
Case 2: |u| = 1, |α| ≥ 3. One may assume without loss of generality that u = {1 ′ }.
(i) Suppose α 1 = 0 and α 2 ≥ 2. We have
On the other hand, if
(ii) Suppose α 1 > 0. One can assume that α 2 < p − 1. From Case 2 (i) we have, when
Similarly, we can obtain T H (
Case 3: |u| = 2, |α| ≥ 2. One can assume that u = {1 ′ , 2 ′ }, α 3 < p − 1.
(i) Suppose α 1 = α 2 = 0. Applying case 2 (i) we have
(ii) Suppose α 1 > 0, α 1 < p − 1 or α 2 < p − 1. From Case 2 (ii) and Case 3 (i) we have
where q = 1 or 2 such that α q < p − 1.
(iii) Suppose α 1 = α 2 = p − 1, α 3 < p − 2. Applying Cases 2 and 3 (ii), we obtain
where
Obviously, L ∼ = g (2) (3, 3; 1) and
The induction hypothesis are applied to these algebras yield:
we have
Note that
Applying Lemma 2.4, we have g (2) (1) = M , which is generated by g (2) (
be a Z-graded and centerless Lie superalgebra and
T ⊂ L 0 ∩ L0 be an Abelian subalgebra of L such that adx is semisimple for all x ∈ T . If ϕ ∈ Der F (L) is homogeneous of degree t, there is e ∈ L t such that ϕ − ade T = 0.
Proof. The proof is similar to the one of [13, Proposition 8.4].
Convention 2.7. Hereafter we suppose m > 3 for simplicity.
Proof. Let ϕ be a homogeneous derivation of degree t < 0. From Lemma 2.6 we may assume that ϕ(g (2) (1) −1 + T ) = 0, where
is a torus of g (2) (1) (see Remark 2.3). Since g (2) (1) is generated by g (2) (1) −1 ⊕ g (2) (1) 1 , we may assume that t ∈ {−1, −2}, and only have to show ϕ(g (2) (1) 1 ) = 0.
Applying ϕ to the equation
where i, j, k ∈ Y 0 are distinct, we can obtain a j ′ = a k = 0, then
we obtain a i = a j = a i ′ = a k ′ = 0. Hence ϕ(T H x (3εi) ) = 0. From a direct and simple computation we can obtain that g (2) (1) 1 is generated by
Hence ϕ = 0.
we can obtain c j = c j ′ = c i = c i ′ = 0, hence
For m ≥ 4, we can put k, l ∈ Y 0 satisfying k = l, k, l = i, j. Applying ϕ to the equation
Hence ϕ(g (2) (1) 0 ) = 0. Consequently,
By means of the transitiveness of the simple algebra, we have ϕ g (2) (1) 1 = 0. Hence ϕ = 0. From Lemma 2.6 the conclusion holds.
Derivations
In this section, we will determine derivations of g, g (1) and g (2) . Firstly, we study the derivations of negative Z-degree for g, g (1) and g (2) , by virtue of the same subjects of the restricted Lie superalgebra g (1) (1). Secondly, we discuss the normalizers of g, g (1) and g (2) in W. Finally, we obtain the derivations of g, g (1) and g (2) .
Proof. Observing that under consideration g (2) (k + ε i ) is a simple Z-graded subalgebra of g(s), that is
where n = Σ m j=1 p kj − 4. From Lemma 2.2 we only have to prove that
In order to accomplish this, we observe that:
holds. Assume inductively and without loss of the generality that M contains
where 1 ≤ r ≤ p − 1, i = 1, 2 and
Then, we obtain
Hence the assertion holds.
Theorem 3.2. Let X be a Z-graded subalgebra of g(m, m; t) containing g (∞) and s be any element of N m with t ≤ s. Then
Proof. Let T be the torus of X 0 mentioned in Remark 2.3. Then
decomposes into the direct sum of T -weight spaces. Take d ∈ Der − (X, g(s)) µ for some µ = 0, and t ∈ T with µ(t) = 0. For arbitrary u ∈ X, we obtain
, thus we only have to determine homogeneous derivations d from X to g(s) of degree t < 0 vanishing on given torus T of X 0 . For
. Thus d defines by restriction a derivation of g (2) (1). Applying Theorem 2.8 we obtain that d − i∈Y α i ad∂ i vanishes on g (2) (1) for a suitable choice of α i ∈ F. Thus we may assume that g (2) (1) ⊂ ker d. Take 1 ≤ k ≤ t to be maximal subject to the condition g (2) (k) ⊂ ker d. Then
This means d(E) ∈ j∈Y F∂ j . We may assume that d vanishes on the torus T . Considering eigenvalues we obtain that there exists α ∈ F such that
We now proceed by induction. Thus we may assume that g (2) (t) ⊂ ker d. As above we then conclude d(X) = 0. By virtue of Theorem 3.2, we can determine the negative part of the derivation algebra of g, g (1) and g (2) as follows:
Proposition 3.4. We have
where X = g, g (1) , or g (2) . Now we only have to investigate the nonnegative part of the derivation algebras. To do that, let us first consider the normalizers of g, g (1) , and g (2) .
where X = g, g (1) , or g (2) .
Proof. Let X := g, g (1) , or g (2) . Suppose
We have
Observe that
where i, j ∈ Y. Since [∂ i , ∂ j ] = 0, we obtain the following equation:
Equations (3.1) and (3.2) yield
Noting that g k ∈ O(m, m; t) t+1 , k ∈ Y, we obtain that
The assumption that t > 0 yields
Since p(f i ) = µ(i) + p(E) + 1, it follows that
Hence E ∈ HO. Since
we obtain div[∂ i , E] = 0. By virtue of (1.1) we have E ∈ S.
, or g (2) .
Proof. Let X := g, g (1) , or g (2) . Let E be a Z 2 -homogeneous element of Nor W (X)∩ W 0 . Then
Let a l denote the coefficient of ∂ l in the right side of equation above. Note that
, by virtue of the equality
an elementary computation shows that
Similarly, by virtue of equations
we obtain that
Case 1: If p(E) = 0, it is easy to see from (3.3)-(3.5) that
Note that α ij = 0, whenever µ(i) = µ(j). We conclude from (3.7) and (3.8) that
We may suppose by (3.6) that α ii + α i ′ i ′ = α, for any i ∈ Y 0 . Applying (3.9) we have
Moreover,
Case 2: If p(E) = 1, then α ij = 0 whenever i, j ∈ Y and µ(i) = µ(j). By virtue of (3.4) and (3.5), we have
Observe that (3.10) and (3.11) imply that α kl = (−1)
Now we obtain the desired result.
Note that HO(m, m; t) is an ideal of HO(m, m; t) and S ′ (m, m; t) is an ideal of S(m, m; t). From the definitions we have the following Proposition 3.7. X is an ideal of HO(m, m; t) ∩ S(m, m; t), where X = g(m, m; t), g(m, m; t) (1) , or g(m, m; t) (2) .
In conclusion, we can obtain:
Proof. Suppose X := g, g (1) , or g (2) . Applying Lemmas 3.5 and 3.6 we have
Hence by virtue of Proposition 3.7 we obtain Nor W (X) = HO ∩ S ⊕ F · h 1 .
Remark 3.9. Let X = g, g (1) or g (2) . Suppose h := i∈Y x i ∂ i . We obtain adh is the Z-degree derivation of X, that is for all Z homogeneous element A ∈ X i ,
Finally we characterize the derivations of g, g (1) and g (2) .
Theorem 3.10. Suppose X = g, g (1) , or g (2) , we have
where adh is the degree derivation of X. Moreover,
Proof. Consider ϕ ∈ Der t (X) where t ≥ 0. By virtue of [14, Proposition 2.4] there exists an element E ∈ Nor W (X) ∩ W t such that
Then the first part of the assertion holds from Proposition 3.4 and Remark 3.9. Define
The outer derivation algebras
is an Abelian Lie superalgebra. Moreover (HO ∩ S)/X is an ideal of Der out (X), where X = g, g (1) , or g (2) .
Proof. It is similar to [10, Theorem 18] . Proposition 4.5.
Proof. At first, we assert that for any j ∈ Y 0 ,
It is sufficient to show that S ⊂ S ′ ⊕ FT H (x j x j ′ ). For any A ∈ S, there exists a ∈ F such that div(A) = a. Hence div(A + a 2 T H (x j x j ′ )) = 0 and A ∈ S ′ ⊕ FT H (x j x j ′ ). From [10, Proposition 20], we know that
for any j ∈ Y 0 . Corollary 4.6.
is just the odd part of Der out (g) and
is the even part.
Proof. This is a direct consequence of Theorem 4.3 and Proposition 4.5.
Let A, B be Lie superalgebras. Recall that A ⋉ ϕ B is the semidirect product of A and B with a homomorphism ϕ : A → Der F B. Let id denote a → a, a ∈ A when A is the subalgebra of Der F B.
Put ι := Σ m i=1 t i − m. Let G := G0 ⊕ G1 be a Z 2 -graded vector space over F, and {h −1 , h 0 , h 1 , . . . , h ι } be an F-basis of G0, {g 1 , . . . , g m } be an F-basis of G1. Then G is a (Σ (2) G1 is an Abelain subalgebra of G;
Obviously, ad(C(G) ⊕ Fh 0 ) is a subalgebra of Der(G1). We can obtain
Theorem 4.7. The outer derivation algebra Der out (g) is isomorphic to the Lie superalgebra G.
Proof. By Corollary 4.6 we have
for any j ∈ Y 0 . From Lemma 4.1 we know that both g ⊕ span F x (πiεi) ∂ i ′ | i ∈ Y 0 g and L ⊕ FT H (x j x j ′ ) ⊕ g g are Abelian. A direct computation shows that
Now one can easily establish an isomorphism from Der out (g) to G.
Now we consider the relationship among Der out (g), Der out (g (1) ) and Der out (g (2) ).
Proposition 4.8. The following statements hold:
Der out (g (1) ) ∼ = Der out (g) ⊕ g/g (1) ,
Der out (g (2) ) ∼ = Der out (g (1) ) ⊕ g (1) /g (2) .
