A new estimate of the heat budget for the North Pacific Ocean is presented in this paper. The seasonal net heat flux and heat storage rates were calculated for the North Pacific Ocean from 1950 to 1990 on a spatial resolution of 5Њ ϫ 5Њ. Temperature profiles from the National Ocean Data Center were used to calculate the heat storage rates. Satellite remotely sensed solar irradiance and ship marine weather reports from the Comprehensive Ocean-Atmosphere Data Set were used to calculate the net surface heat flux. Heat storage rates were calculated as the time rate of change of the heat content integrated from the surface down to the isotherm that was 1ЊC less than the coldest locally observed wintertime sea surface temperature, which was defined as the locally observed wintertime ventilation isotherm. The monthly climatology of the 5Њ ϫ 5Њ resolution net heat flux was balanced by the heat storage rate for most regions of the North Pacific. To achieve this balance the net heat flux was calculated using the Liu et al. formulations for latent and sensible heat exchange and a modified version of the Reed cloud correction for solar insolation. The root-mean-square error in the difference between the net heat flux and heat storage rate climatologies was calculated at 40 W m Ϫ2 . When the individual temperature profiles from the northeastern portion of the basin were normalized to the local 300-m mean temperature, thereby removing some of the potential local changes caused by barotropic variability of water motion, the root-meansquare error in this region was further reduced to 20 W m Ϫ2 and the large-scale semiannual periodicity in the difference observed in the subtropics was removed. This normalization process may have removed some of the basin-scale variability in the horizontal heat advection. An estimate of the northward heat transport was calculated by integrating the annual mean net heat flux over the North Pacific. The resulting heat transport values were closer to actual northward heat transport estimates made at 10Њ, 24Њ, 35Њ, and 47ЊN, than previous ocean heat flux estimates. The bias in the data was estimated to be less than 7% by comparing the demeaned seasonal cycle of the net heat flux with that of the heat storage rates. The annual mean net heat flux was then used with the 7% bias and the 20 W m Ϫ2 uncertainty to calculate a more constrained error envelope for the annual mean northward heat transport in the North Pacific.
Introduction
The flux of heat across the ocean-atmosphere interface is an important link between the ocean and atmosphere systems. The current trend of ocean general circulation models (OGCMS) is to use estimates of these fluxes to seasonally force ocean system models (Semtner and Chervin 1992) . A recent comparison of model results from several tropical OGCMS showed that the simulated sea surface temperature (SST) in the western Pacific was too warm in all the models. This consistent overestimation of the SST is believed to result from inaccuracies in the climatological heat flux estimates (Stockdale et al. 1993 ). An improvement in the estimate of these fluxes is needed if we are to accurately model, and thereby understand and potentially predict, the interactions between the ocean and atmosphere systems.
Studies on the ocean-atmosphere heat flux have focused on the climatological variability and annual mean heat flux terms for the North Atlantic (Bunker 1976; Isemer and Hasse 1987) , North Pacific (Wyrtki 1965; Yan et al. 1995) , tropical Atlantic (Hastenrath and Lamb 1977, 1978) , and the global ocean (Esbensen and Kushnir 1981; Hsiung 1985; Oberhuber 1988 ). An early estimate of the annual mean heat flux in the North Pacific Ocean, using data collected from 1947 to 1960, indicates that the North Pacific Ocean transports heat southward across the equator so as to balance the net heat gain of 0.14 petawatts (Wyrtki 1965) . Unlike the Wyrtki (1965) estimate, the results from more recent atlases indicate that the North Pacific Ocean is a basin where heat is transported north across the equator (Esbensen and Kushnir 1981; Hsiung 1985; Oberhuber 1988) . The major difference between these estimates is in the for- VOLUME 
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FIG. 1. Climatologies of the heat storage rates obtained by integrating the temperature profiles down to 300 m (blue) and the isotherm whose temperature is one degree less than the coldest observed SST for that grid region (red). The individual plots are drawn over the 5Њ ϫ 5Њ grid region from where the temperature profile data was obtained.
mulation of the cloud effects on the solar shortwave heat flux and the determination of the bulk transfer coefficients for the latent and sensible heat flux.
There are many methods to estimate the bulk latent and sensible heat transfer rates using surface meteorological observations. Currently, there is no single, universally accepted bulk transfer scheme (Blanc 1985) . Also, estimates of the solar shortwave heat flux vary significantly depending on the method used to parameterize the effect of clouds (Dobson and Smith 1988) . Thus, it has been difficult to choose which cloud correction scheme or which bulk latent and sensible heat flux formula to use in order to estimate the heat fluxes.
Relatively simple models of solar shortwave radiation can give accurate estimates of the heat flux during clear sky conditions. However, much of the ocean is covered by clouds for a significant portion of time, which decrease and even sometimes locally increase the amount of shortwave energy incident upon the ocean surface. In recent years, there has been a large increase in the amount of both remotely sensed data (Liu et al. 1992; Bishop and Rossow 1991; Chertock et al. 1992; Frouin and Chertock 1992) and measured data (Niiler et al. 1997, submitted to J. Geophys. Res.) on the components of the ocean heat budget. This increase in available data is important because such measurements were historically impossible to acquire at synoptic time and space scales. With remotely sensed data, it is now possible to obtain better parameterizations of the net shortwave en-
ergy term, which until recently has been been difficult to estimate. The seasonal variability of the ocean-atmosphere net heat flux is balanced locally by the amount of heat stored in the ocean (Gill and Niiler 1973) . However, because of the large vertical motions associated with the isotherms or thermocline, any measurement of the local heat storage rates must take into account this process (Stevenson and Niiler 1983) . Validation or selection between those heat flux parameterizations that have been proposed in the literature may be possible by using calculated estimates of the local heat storage rates.
The objectives of this paper are to calculate the monthly mean heat storage rates, net heat flux, and annual northward heat transport for the North Pacific Ocean from 1950 to 1990. The choice of which latent and sensible bulk parameterization and shortwave heat flux estimate to use in calculating the heat flux was made by comparing the seasonal cycle of the net heat flux from the various estimates against the calculated seasonal heat storage rates. The resulting annual mean heat flux estimates were then used to estimate the northward heat transport for the North Pacific. The second section presents the methods used to calculate both the net heat flux and heat storage rates for the North Pacific from 1950 to 1990. The sections following the methods present the results of the (i) 40-yr time series estimates at several locations, Ocean Weather Station (OWS) Papa and November; (ii) seasonal cycles; (iii) annual means; (iv) uncertainty analysis; and (v) northward heat transport. The final section presents a discussion of the results.
The results show that by using the calculated monthly mean heat storage rates a choice can be made between the various latent, sensible, and shortwave heat flux estimates. The new estimate of heat flux in the North VOLUME 28 and (c) ͗h͘ to changes in the choice of isotherm (3Њ-6ЊC, by 1Њ increments) down to which the temperature profile (XBT/CTD) data were integrated. The time series presented here used data obtained from the 45Њ-50ЊN, 145Њ-140ЊW region.
Pacific has less than a 7% bias when compared against the heat storage rates. The resulting northward heat transport compares well with several direct estimates from various latitudes.
Heat budget calculation
The upper-ocean heat budget was calculated using the three-dimensional heat conservation equation,
where is the mean density of seawater, c p is the specific heat of seawater, h is the depth of a chosen isotherm across which there is a minimal heat transfer rate and from which the depth-averaged temperature T a and depth-averaged horizontal velocity v a were calculated, ١ is the horizontal gradient operator (١ ϵ ‫,‪x‬ץ/ץ‬ ‫,)‪y‬ץ/ץ‬ and Q net is the net heat flux across the ocean surface. A formal derivation of this equation is presented in the appendix.
Monthly mean values of the heat storage rate and net ocean heat flux were calculated for the global ocean at a spatial resolution of 5Њ ϫ 5Њ and a time period spanning 1950 to 1990. This period was chosen because it brackets the time during which temperature profiles and meteorological data are available and changes in the globally averaged seasonal variability and annual mean of the meteorological observations are minimal. The grid is bounded by the 5Њ latitude by 5Њ longitude lines. The data and methods used to calculate each of these ocean heat balance terms are presented below.
a. Heat storage rate
The heat storage rate (HSR),
p ‫ץ‬t was calculated using monthly averaged data,
p ‫ץ‬t where ͗h͘ and ͗T a ͘ denote the monthly mean values for the depth of the chosen isotherm and the depth-integrated temperature, respectively. The derivatives were calculated using either centered, forward, or backward differencing in time depending upon the availability of monthly mean data. Ocean temperature data were obtained from the NODC's global ocean temperature and salinity profiles dataset, which contains over 1.57 million profiles of salinity and/or temperature from the Pacific Ocean from 1900 to 1990. The time series from 1950 to 1990 of the monthly mean vertically averaged temperature ͗T a ͘ was calculated along with the standard deviation (std dev) and 95% confidence interval (C.I.) by integrating each temperature profile down to a specified isotherm. The time series of the monthly mean integration depth ͗h͘ was also recorded along with its std dev and 95% C.I. Integrating to a specific isotherm rather than to a constant depth removed much of the variance caused by vertical motion of the thermocline due to the passage of mesoscale eddies or Rossby waves (Fig. 1) .
Choosing which isotherm to integrate to was an important consideration for calculating heat storage rates. If the chosen isotherm was too cold, fewer temperature profiles were available to integrate because the profiles did not drop to temperatures equal to or less than the chosen isotherm and therefore were unusable. If the chosen isotherm was too warm, the integration may have missed heat stored below the chosen isotherm.
The sensitivity of ͗h͘, ͗T a ͘, and c p ͗h͘(‫͗ץ‬T a ͘/‫ץ‬t) to changes in the isotherm to which the data were integrated is shown in Fig. 2 . While both ͗h͘ and ͗T a ͘ were sensitive to changes in isotherm choice, the heat storage rate, c p ͗h͘(‫͗ץ‬T a ͘/‫ץ‬t), was much less sensitive. The criterion used to estimate the isotherm was that it was to be the coldest surface temperature observed within the particular 5Њ ϫ 5Њ bin and between the time span of the available data. This temperature minimum can be viewed as the mixed layer temperature during deep winter ventilation of the water column. The assumption made here was that the isotherms, to which the integrations were performed, were well below the region of influence of net heating via solar radiation flux and upper-ocean mixing processes. In practice, however, in order to obtain a smoothly varying isotherm field for calculating the heat storage rates, the isotherms were set to the coldest observed temperature from the Oberhuber (1988) atlas, which contains climatological means of sea surface temperature using data from the Comprehensive Ocean-Atmosphere Data Set (COADS) (Slutz et al. 1985; Woodruff et al. 1987) . Because the Oberhuber atlas contains climatological data, the final chosen integration isotherms were set one degree below the coldest locally observed sea surface temperature. This definition for ventilation mixed layer depth is similar to the one used by Suga and Hanawa (1990) for a mixed layer.
After the available data were used to calculate the time series of both ͗T a ͘ and ͗h͘, all data that contained a 95% C.I. (C.I. ϭ 1.96s/ n) larger than the mean, for ͙ either ͗T a ͘ or ͗h͘ were rejected. The resulting time series of the local heat storage rates, c p ͗h͘(‫͗ץ‬T a ͘/‫ץ‬t), was then calculated using the remaining data.
Observations of the monthly mean temperature profiles show significant seasonal temperature variations below 200 m, some as high as 2ЊC. The temperature profiles at 200 m vary little with depth and show colder temperatures occurring in the summer months, at a time when the sea surface temperature is maximum. Estimates from simple heat diffusion models suggest that these out-of-phase temperature relationships are an order of magnitude too large to be caused by vertical diffusion alone (Kenyon 1983) . However, because the Kuroshio Current System is a region of high shear, simple diffusion models may underestimate the role of vertical diffusion in determining the seasonal cycle of the temperature at depth in the Kuroshio. These deep water changes in the temperature profile can alter the depth of the isotherm to which ͗T a ͘ and ͗h͘ are calculated, thus the temperature profiles from the NODC dataset north of 20ЊN were normalized to the 300-m mean temperature observed within each 5Њ ϫ 5Њ grid before they were integrated to calculate both ͗h͘ and ͗T a ͘ (Fig. 3) .
The temperatures between the upper-ocean mixed layer and 500 m vary equally at all depths. Because of this, it is difficult to distinguish whether the variability is caused by horizontal or vertical advection processes. This variability can also be explained by the theory that the variability in barotropic currents move both the horizontal currents and isotherms horizontally (Gill and Niiler 1973) .
The normalization of the individual temperature profiles removed a significant portion of both the annual and interannual horizontal heat advection signatures from the calculation. Some of this variability was thought to be associated with the annual and interannual displacement of the wall of the Kuroshio Current System, which is often located using the 12ЊC isotherm at 300 m (Mizuno and White 1983) .
b. Net heat flux
The net heat flux (NHF) across the ocean-atmosphere interface can be written as
where Q I is the incoming solar shortwave irradiance, Q l is the upward latent heat flux, Q s is the upward sensible heat flux, and Q b is the net longwave back radiation. A description of the methods used to calculate each of the net heat flux terms follows.
1) INCOMING SOLAR SHORTWAVE RADIATION
Monthly mean net surface solar irradiance was calculated using two methods. The first used data derived from the International Satellite Cloud Climatology Project (ISCCP) (Rossow et al. 1985 ) and a radiative transfer model to create a 2.5Њ ϫ 2.5Њ resolution dataset spanning the period of July 1983 through June 1991, inclusive (Bishop and Rossow 1991) . In the second method, monthly mean cloud data from the COADS were used in conjunction with a wavelength-dependent clear sky solar irradiance model (Bird 1984 ) and a cloud correction algorithm (Reed 1977) to produce an estimate of the surface solar irradiance for the period of January 1950 through December 1992. The monthly mean cloud data were extracted from the ''Monthly Summaries Trimmed Group'' Release 1 and 1a of the COADS. This dataset uses marine weather observations from 1854 to 1992 to calculate monthly averaged data on several FIG. 5. An intercomparison of the climatological latent heat flux estimates obtained from the bulk formulas of Large and Pond (1982) , Liu et al. (1979) , and Isemer and Hasse (1987) .
FIG.
6. An intercomparison of the climatological sensible heat flux estimates obtained from the bulk formulas of Large and Pond (1982) , Liu et al. (1979) , and Isemer and Hasse (1987). ocean/atmosphere values such as sea surface temperature, air temperature, cloud cover, relative humidity, and wind speed at a resolution of 2Њ ϫ 2Њ. Both incident shortwave radiation estimates were linearly interpolated onto the 5Њ ϫ 5Њ grid used in this study. Estimates of the absorbed solar irradiance were obtained using the incident shortwave estimates and were corrected for the surface albedo effect using a mean ocean surface albedo of 0.06 (Payne 1972) .
While a comparison between the climatological means of these two datasets shows a general agreement (Fig. 4a) , a comparison of the climatologies derived from these two datasets (not shown) shows a significant (Ϯϳ20 W m Ϫ2 ) spatial variability between the two estimates.
Therefore, a nonlinear cloud correction algorithm (modified after Reed 1977) was used with the Bird (1984) clear-sky solar radiation model and the COADS cloud data. With this algorithm, the fraction of surface shortwave solar radiation to clear sky radiation can be written as where ␣ is the ocean surface albedo (0.06 for this study), H is the solar altitude in radians, and C is the COADS monthly mean cloud amount in tenths. The four coefficients, a 1 through a 4 , were fit independently to each 5Њ ϫ 5Њ grid bin using the Bishop and Rossow (1991) estimate and the COADS cloud data for July 1983 through June 1991. Each coefficient, a 1 through a 4 , ranged between Ϫ2 and 2. The spatial variability in the coefficients is caused by changes in cloud type and cover. Similar cloud correction algorithms have been obtained using data from OWS Papa and then extrapolated into other ocean regions (Smith and Dobson 1984) . However, given the wide geographic variability in the dominant cloud type (the cumulonimbus clouds in the intertropical convergence zone and the cumulus clouds in the trade wind belt), extrapolating these local cloud correction algorithms to other ocean regions is inappropriate. A comparison of the Bishop and Rossow (1991) data to the model fit (5) is shown in Fig. 4b . The derived coefficients were then used with the full 40 years of COADS cloud data to extrapolate the solar shortwave estimate over the entire 40-yr time span of this study. A potential deficiency of using the model and cloud correction to estimate the full 40 years of solar radiance is that the cloud correction algorithm is unable to account for shifts in cloud type that may have occurred in the years outside of the Bishop and Rossow (1991) dataset.
2) LATENT AND SENSIBLE HEAT FLUX
Both latent, Q l , and sensible, Q s , heat flux estimates were calculated using monthly mean 5Њ ϫ 5Њ resolution COADS data and the formulations
s p H where is the air density, L is the latent heat per unit mass, and C p is the specific heat of air at constant pressure. These terms were calculated with the available COADS data and standard algorithms for thermodynamic atmospheric calculations (Schlatter and Baker 1981). The terms C E and C H are the bulk transfer coefficients for latent and sensible heat, respectively, which were estimated using several bulk transfer schemes. The term {w⌬q} is the monthly mean of the product of the wind speed magnitude and the difference between the surface saturation humidity and air humidity. The term {w⌬T} is the monthly mean of the product of the wind speed magnitude and the difference between the sea surface temperature and the air temperature. The use of monthly mean values or climatology versus synoptic data of atmospheric-ocean data has been investigated by Fissel et al. (1977) and Ledvina et al. (1993) . The COADS dataset reduces the effect of using monthly mean estimates by furnishing the mean of the products of the observations needed to calculate the latent and sensible heat fluxes. A more detailed discussion of this sampling problem is presented in Cayan (1992a) . A comparison of ten different bulk transfer coefficient schemes (Blanc 1985) shows that the differences using the entire historical archive of schemes results in a maximum variation near 45%. When more modern and time proven schemes are utilized, a 10% difference can be obtained. Which modern scheme should be used? A comparison between the latent and sensible heat flux estimates of several different modern schemes (Figs. 5 and 6, respectively) shows that the variability between schemes relative to the observed variability within each scheme is less than 15% for the latent heat flux and much less for the sensible heat flux estimates. The scheme used in this paper is the bulk parameterization method of Liu et al. (1979) . This scheme uses monthly mean values of wind, sea surface temperature, air temperature, and relative humidity from the COADS dataset to obtain the bulk transfer coefficients. Esbensen and Reynolds (1981) show that the use of monthly mean data to estimate latent and sensible heat fluxes gives a relative mean error of near 10%. The Liu et al. (1979) scheme was chosen because 1) the resulting seasonal net heat flux estimates had less bias when compared to the seasonal heat storage rates and 2) it compared favorably against the other schemes tested (e.g., Large and Pond 1982; Isemer and Hasse 1987) for both the latent and sensible heat flux estimates.
3) LONGWAVE BACK RADIATION The net outgoing flux of longwave radiation from the sea surface was calculated using the parameterization of Bunker (1976) . The formulation is written as VOLUME 28
Climatologies of the demeaned net heat flux (blue) and heat storage rates (red) obtained by integrating the temperature profiles down to (a) 300 m, (b) the isotherm whose temperature is one degree less than the coldest observed SST for that grid region. The individual plots are drawn over the 5Њ ϫ 5Њ grid region from where the temperature data was obtained. All temperature profiles within the outlined blue box (b) were normalized to the local 300-m mean temperature. The region outlined by the blue box (b) is also the region compared in Fig. 10 . The black boxes indicate the grid location of OWS Papa and November, whose time series were shown in Figs. 7 and 8, respectively.
where ϭ 0.96 is the emissivity of the surface, is the Stefan-Boltzmann constant, T A is the air temperature, e A is the water vapor pressure in millibars, c is a latitude-dependent cloud correction factor, n is the fraction of total cloud cover, and T S is the sea surface temperature. The air temperature, sea surface temperature, water vapor pressure, and cloud cover data were obtained from the COADS.
40-yr time series: 1950-1990
There is a lack of XBT/CTD and sea surface meteorological data on the World Ocean. Because of this, in the North Pacific only 26% of the 40-yr monthly mean time series had concurrent upper-ocean HSR and NHF estimates. Most of this data, 46%, was obtained after 1970, primarily due to the development and use of the XBT. As an example, the two time series of the NHF and HSR [calculated using data from the 5Њ ϫ 5Њ grids, which contain the data from OWS Papa (Fig. 7) and OWS November (Fig. 8) ] show significant periods during which no data were collected.
There are several processes used in other studies to fill in missing data points and/or filter the time series. Yan et al. (1995) to suppress spikes within the time series. Such data processing does little to enhance the available information within the dataset. Because of this, the time series data were not postprocessed.
It is evident from the time series plots (Figs. 7 and 8) that both the NHF and HSR covary and are dominated by seasonal cycles. Also, the differences between the actual time series and the monthly mean climatologies are small. Further analysis of the heat flux residuals from such a time series has been previously done by Cayan (1992a, b, c) for the latent and sensible heat flux components, calculated with the Large and Pond (1982) scheme. Because this paper focused on the seasonal cycles, the analysis of the residuals from the HSR and NHF data was not done.
Seasonal cycles
A comparison of the difference between two methods to calculate the HSR is shown in Fig. 9 . The seasonal HSR obtained by integrating to a constant depth (Fig.  9a ) was highly variable and was poorly correlated to the NHF. However, the HSR obtained by integrating to a constant isotherm (Fig. 9b) was predominantly seasonally variable and well correlated to the NHF.
The demeaned climatologies of the HSR, calculated using a constant isotherm, covaried with the NHF. Most of the geographic variability in the seasonal climatology was observed in the magnitude of the seasonal cycle. The range of values decreased with latitude, being largest in the north and smallest near the equator. At higher latitudes, the climatologies had a seasonal winter min-
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imum and summer maximum. Near the equator, a semiannual cycle was observed with maximums in the spring and fall and minimums in the summer and winter. Seasonal motion of the sun primarily controlled the north-south variability of the magnitude in the seasonal variability for all regions. An east-west variability was also observed. The seasonal cycle in the western part of the ocean had larger amplitudes because of the seasonal latent and sensible heat flux associated with wintertime enhancement of air-sea interaction over the western boundary currents.
The differences in the NHF and HSR for a large portion of the North Pacific had a semiannual signal (Fig.  10 ). This semiannual variability may be caused by the seasonal fluctuations in the horizontal advection of heat, which cannot be estimated at this time. Ekman heat transport estimates (not shown) did not account for the semiannual signal in the differences. A comparison of the regional (20Њ to 55ЊN, 180Њ to 115ЊW) mean difference between the demeaned NHF and HSR seasonal climatologies obtained before and after normalizing each of the temperature profiles to the local 300-m mean temperature showed that normalization of the temperature profiles reduced the rms of the difference from about 40 to 20 W m Ϫ2 .
Annual mean net heat flux and heat storage rates
Annual means for both the HSR and NHF estimates were calculated by averaging the seasonal climatology from each 5Њ ϫ 5Њ grid region that contained a full 12-month seasonal climatology. The mean of the seasonal climatology was used rather than the mean of the time series in order to remove any seasonal sampling bias in the dataset. Oceanographic data density is generally FIG. 9b. (Continued) larger in the summer months, especially at high latitudes.
The annual mean HSR in the ocean were near zero because the temperature in the ocean did not vary much from year to year when averaged over decadal scales. However, this was not true for the annual NHF (Fig.  11) . In the western region of the North Pacific, more than 100 W m Ϫ2 is lost to the atmosphere. A zero NHF contour line runs from the northern coast of Japan southeast to parallel along the coastline of Mexico. To the north of the zero contour line, heat is gained by the ocean at a rate of about 25 W m Ϫ2 . To the south of the zero contour line, in a wide band, heat is lost to the atmosphere at a rate of about 25 W m Ϫ2 .
Uncertainty analysis
The uncertainty in calculating the seasonal climatology in the heat budget for the North Pacific resulted primarily from the sparse number of temperature profiles in the study's 40-yr time period (1950 to 1990) . Errors associated with the HSR calculations are derived from a number of sources. Spatial averaging can introduce a significant amount of error when observations are sparse. Given the low number of temperature profile observations per 5Њ ϫ 5Њ grid per month, errors can arise from grouping geographically dispersed data into the 5Њ ϫ 5Њ grid and from mesoscale variability. As an example, the variability of the mean temperature profile ͗T a ͘ within a 5Њ ϫ 5Њ grid can be about 5ЊC. Because of this, all ͗T a ͘ estimates with large standard deviations and low numbers of observations were removed from the heat storage rate calculation. Another source of error was the effect of spatial bias in the collection of the XBT data. Ship tracks through any one 5Њ ϫ 5Њ grid over one month can add error to the ͗T a ͘ estimate by traveling through either the northern or southern portion VOLUME 28 (20Њ-55ЊN, 180Њ-115ЊW ) mean difference between the demeaned net heat flux and heat storage rate climatologies obtained by integrating the temperature profiles down to (a) (solid line) the isotherm whose temperature is 1ЊC colder than the coldest observed SST for that specific 5Њ ϫ 5Њ grid region and (b) (dashed line) the same isotherm as in (a) but after normalizing each temperature profile to the local 300-m mean temperature. of a 5Њ ϫ 5Њ grid. Fewer observations increase the potential for error. However, assuming this error is random over each year due to changes in ship tracks, it should be restricted to the monthly mean dataset and should not affect the seasonal climatology. This may not be true in the far northern stations during the winter periods, where seasonal ice cover limits the ship's path to more southerly waters. Other sources of error exist but are not significant. The largest measurement error in the data comes from the XBT probes and is about Ϯ0.05ЊC (Roemmich and Cornuelle 1987) . Average temperatures in the North Pacific are about 10ЊC, which makes the measurement error small (0.5%). Another source of error is caused by the variations in drop speed of the XBT through the water (Rual et al. 1994 ). At 100 m, the average depth of the isotherm to which the temperature profiles were integrated, the error is about 2 m, again a small error (2%).
Errors in the NHF estimates arise from biases in the latent and sensible heat flux bulk coefficient estimates and errors in estimating the mean climate parameters, such as cloud cover, sea surface and air temperature, wind speed, and relative humidity. Errors also arise from the sensitivity of the latent heat flux approximations in the western boundary regions and the equatorial regions (Liu and Niiler 1990) . In addition to this, the intraannual and interannual variability makes the estimates of the uncertainty in the NHF and HSR seasonal climatology even more difficult to obtain.
The total variability within the individual time series is due to errors in estimation and intraannual and interannual variability. Intraannual and interannual variability can only add to the variance caused by the errors in estimation. The maximum error of the estimate (or uncertainty) in the seasonal climatology for the NHF, HSR, and difference between the NHF and HSR was calculated using the differences between the seasonal climatologies and the individual monthly estimates. As an example, the uncertainty estimate for the NHF seasonal climatology, FIG. 12 . Uncertainty estimate for the (a) net heat flux climatology, (b) heat storage rate climatology, and (c) the difference between the demeaned net heat flux and heat storage rate climatologies.
where n is the number of months of data and clim denotes the monthly mean seasonal climatology. The results of using this formulation to estimate the uncertainty of the seasonal climatology in the NHF, HSR, and difference between the NHF and HSR are shown in Fig.   12 . The uncertainty shown corresponds to the 95% C.I. for a normally distributed variable.
The largest uncertainty for the NHF occurs in the northwest region of the North Pacific. For most of the North Pacific the estimated seasonal climatology is within 10 W m Ϫ2 of the true seasonal climatology. The largest uncertainty in the HSR was also in the northwest region of the North Pacific. A region of higher uncer-
13. The annual mean northward heat transport (petawatts) for the North Pacific obtained by integrating the annual mean net heat flux estimates using data from this study (thick solid line), and the previous studies of Talley (1984) , Oberhuber (1988) , Hsiung (1985) , and Esbensen and Kushnir (1981) . The error estimate from this study obtained from an estimated Ϯ20 W m Ϫ2 rms error and a 7% bias on the annual mean is shown with the thin solid line. The latitude-specific estimates of northward heat transport from Macdonald and Wunsch (1996) , Roemmich and McCallister (1989) , Bryden et al. (1991), and Wijffels (1995) are also shown.
tainty occurred in the area parallel to the Kuroshio. This region of higher uncertainty results from the variability in the position of the Kuroshio Front. For both the NHF and HSR, the regions of high uncertainty in the northwest were caused by the high variance in those regions and the low sample numbers. Finally, the uncertainty in the difference between the demeaned NHF and HSR estimates (which is an estimate of how well the seasonal cycle of the NHF and HSR are locally balanced) was similar to that obtained by the HSR uncertainty calculation.
North Pacific net northward heat transport
Over decadal timescales, the annual mean NHF is balanced by the annual mean horizontal advection and diffusion of heat. Restated, this means that the local net heat flux is balanced by the local convergence in the horizontal transport of heat over the vertical extent of the water column. By assuming that the flow of heat through the Bering Strait contributes little to the heat balance in the North Pacific, and the heat flux across the ocean-land boundary is insignificant, the annual mean NHF estimates from the northern part of the North Pacific basin to the equator can be spatially integrated to estimate the northward heat transport (NHT) as a function of latitude. Regions of missing data were assumed to have a zero net heat flux. The results of this calculation for this study and several previous heat flux estimates are shown in Fig. 13 . In conjunction with the estimated northward heat transport curves, the estimated northward heat transport at 47ЊN and 35ЊN from Roemmich and McCallister (1989) and the mean and standard error of the heat transport calculated at 24Њ (Bryden et al. 1991) , 10Њ (Wijffels et al. 1996), and 10ЊN, 24ЊN, and 47ЊN (Macdonald and Wunsch 1996) are also shown. The northward heat transport across the equator was estimated to be about 0.4 petawatts. The estimate agreed well with that measured at 24ЊN by Wijffels et al. (1996) ; but it did not agree as well with that estimated by Bryden et al. (1991) at 24ЊN. Previous comparisons between these estimates have been difficult because the potential systematic errors from these calculations are cumulative and the resulting estimated envelope from the systematic errors is large enough to encompass all of both estimated and measured heat transport curves and latitude-specific estimates (Talley 1984) . However, because the errors associated with annual mean heat flux also affect the seasonal cycle, the difference between the seasonal cycles of the net heat flux and heat storage rates was used as an estimate of the basin-scale systematic error. The assumption here was that the seasonal cycle of the NHF was locally stored and that the effect of the seasonal horizontal heat transport was minimal. A systematic error
14. A comparison of the demeaned net heat flux and net heat storage rate climatologies obtained using the latent and sensible heat flux estimates of (a) Liu et al. (1979) and (b) Large and Pond (1988) , and the cloud correction from (a) this study and (b) Reed (1977) . The angle of the principal component and the variance ellipse (thick curve and solid line) is used to define the amount of bias and error, respectively, between the estimates. The scale of the variance ellipse is shown in the bottom right of the plot. The dashed lines bracket the region encompassing twice the standard deviation of the values about the principal axis.
or bias was not anticipated in the HSR estimates because the estimates were calculated from direct observations, which had small known measurement errors (ϳ2%). Therefore, a systematic error, ⑀, was calculated for the NHF from the differences in the demeaned seasonal cycles of the NHF, NHFЈ, and HSR, HSRЈ as
This basin-scale systematic error could then be used with the annual mean field of the NHF to integrate the systematic error of the northward heat transport estimate over the North Pacific. In practice, the basin-averaged bias ⑀ was estimated using standard principal component analysis techniques (Preisendorfer 1988) with the demeaned climatologies from the NHF and HSR in the North Pacific. Using this technique, a bias of 7% in the annual mean net heat flux was observed (Fig. 14a ). This 7% bias was then used with the annual mean net heat flux and the calculated 20 W m Ϫ2 rms error in the difference between the seasonal net heat flux and heat storage rates to calculate an error envelope for the annual mean northward heat transport in the North Pacific (Fig.  13) . As an example of the decrease in magnitude of the bias with the new NHF estimates, a bias of 33% was observed when the seasonal NHF was estimated using the Large and Pond (1982) latent and sensible heat estimates and the Reed (1977) cloud correction (Fig. 14b) .
Discussion and conclusions
A new estimate of the heat budget for the North Pacific Ocean that used a combination of measured ocean and atmospheric data is presented. This new heat budget differs from previous estimates in several ways. First, by comparing the seasonal climatological estimates of the NHF and HSR using several different bulk transfer coefficient schemes, it was possible to choose the transfer coefficient scheme that contained the least amount of bias and variance between the schemes tested. The changes in bias and variance observed was primarily due to the latent heat flux estimates (Fig. 5) but not the sensible heat flux estimates (Fig. 6) .
Second, the shortwave solar radiation estimate for the 40-yr time series was obtained from a simple shortwave irradiance model (Bird 1984 ) with a spatially dependent cloud correction formulation that was parameterized using remotely sensed solar shortwave estimates from Bishop and Rossow (1991) . All previous heat budget estimates used cloud correction formulations calibrated to locally obtained datasets. These datasets measure local rather than regional mean values. The use of the Bishop and Rossow (1991) shortwave dataset allowed us to calibrate a cloud correction formulation using a synoptically derived dataset.
Third, the HSR estimates were obtained by integrating each of the temperature profiles down to a chosen isotherm. This isotherm was chosen to be one degree less than the coldest locally observed sea surface temperature. The chosen isotherm was regarded as the local winter ventilation isotherm. Other methods employed to estimate the NHF use constant depths (White and Cayan 1997, submitted to J. Geophys. Res.) or a spatially constant isotherm (Yan et al. 1995) to calculate the HSR.
As shown in Fig. 9a , the seasonal climatology of the HSR (obtained by integrating the temperature profiles down to 300 m) compared poorly to the seasonal climatology of the NHF estimates. Integrating to a constant isotherm resulted in seasonal HSR climatologies that were very similar to the seasonal climatologies of the NHF (Fig. 9b) . Also, it is interesting to note that while both the time series of the monthly mean vertically averaged temperature ͗T a ͘ and isotherm depth ͗h͘ were sensitive to the isotherm chosen, the resulting time series of the heat storage rate c p ͗h͘(‫͗ץ‬T a ͘/‫ץ‬t) was not.
The most significant result from this new heat budget was that for most regions in the North Pacific the seasonal climatologies of the NHF and HSR were locally balanced. The greatest difference between the seasonal climatologies of the NHF and HSR occurred in the western boundary current region. This increased difference was primarily attributed to the large meanders associated with the Kuroshio and Kuroshio Extension, which meander into preferential patterns (Mizuno and White 1983) and thus cause error in the estimate of the HSR. The seasonal variability in the horizontal transport of heat may be another potential source of the difference between the seasonal climatologies of the NHF and HSR. This source of error can affect the balance between the NHF and HSR in other regions of the Pacific.
The difference between the seasonal climatology of the NHF and HSR in this region had a distinct semiannual signal. By normalizing the temperature profiles in the northeastern portion of the North Pacific to the local 300-m mean temperature, the rms in the difference between the seasonal climatologies of the NHF and HSR was reduced by half, from 40 to 20 W m Ϫ2 . This semiannual difference may be caused by the seasonal variability in the horizontal advection of heat. However, given the crude parameterizations involved in the NHF estimates, it is difficult to make such a conclusion. Finally, by carefully choosing among the wide variety of available methods for estimating the latent and sensible heat flux and using a new cloud parameterization to calculate the shortwave irradiance, we were able to reduce the bias between the seasonal NHF and HSR estimates from about 33% to 7%.
This estimate of the annual mean northward heat transport agrees with three of the four direct estimates available in the literature. However, only three of those estimates contain error estimates of the calculation; and, in all of those estimates, the error is quite large. Because the comparison between the seasonal cycle of the NHF and HSR estimates demonstrated a bias of only 7%, the confidence in the heat transport estimate is greater since it has a much smaller error envelope than previous error estimates (Talley 1984) . However, because of the lack of data in the equatorial regions of the North Pacific, the estimates of the heat transport in that area may be too high. There are at present no direct estimates of the northward heat transport in this region with which to compare these results. This study used data from the NODC archives to obtain temperature data and the COADS to obtain the climate observations. There are other sources of data available to use in calculating the NHF and HSR. This study only focused on the COADS and NODC data.
Results from this study can now be used in several areas of oceanography. The correct seasonal NHF can be used to force mixed layer models. The new cloud parameterization can be used to estimate the solar irradiance. And, because most of the regions on the North Pacific were shown to be seasonally balanced between the NHF and HSR, the implementation of 1D models to these areas should be appropriate for studying the seasonal cycle of the mixed layer.
