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THE JONES STRONG DISTRIBUTION BANACH SPACES
TEPPER L. GILL
Abstract. In this note, we introduce a new class of separable Banach
spaces, SDp[Rn], 1 6 p 6 ∞, which contain each Lp-space as a dense
continuous and compact embedding. They also contain the nonabso-
lutely integrable functions and the space of test functions D[Rn], as
dense continuous embeddings. These spaces have the remarkable prop-
erty that, for any multi-index α, ‖Dαu‖
SD
= ‖u‖
SD
, where D is the
distributional derivative. We call them Jones strong distribution Banach
spaces because of the crucial role played by two special functions intro-
duced in his book (see [J], page 249). After constructing the spaces, we
discuss their basic properties and their relationship to D[Rn] and D′[Rn].
As an application, we obtain new a priori bounds for the Navier-Stokes
equation.
Introduction
The theory of distributions is based on the action of linear functionals on
a space of test functions. In the original approach of Schwartz [SC], both the
test functions and the linear functionals have a natural topological vector
space structure, which is not normable. For those interested in applications,
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this is an inconvenience, requiring additional study and effort. Thus, in most
applied contexts, the restricted class of Banach spaces due to Sobolev have
proved useful (see Leoni [GL]). In this case, the base space of functions are of
Lebesgue type, which also have some limitations. The study of problems in
the foundations of relativistic quantum theory, path integrals and nonlinear
analysis have led to the need for a Banach space structure for nonabsolutely
integrable functions. Recent research has uncovered a new class of separable
Banach spaces, which are natural for the class of nonabsolutely integrable
functions and have provided the first rigorous foundation for the Feynman
path integral formulation of quantum mechanics (see [GZ]). The purpose
of this note is to introduce a another class of Banach spaces which contain
the nonabsolutely integrable functions, but also contains the Schwartz test
function space as dense and continuous embeddings.
1. The Jones Spaces
We begin with the construction of a special class of functions in C∞c [Rn]
(see Jones, [J] page 249).
1.1. The remarkable Jones functions.
Definition 1.1. For x ∈ R, 0 ≤ y < ∞ and 1 < a < ∞, define the Jone’s
functions g(x, y), h(x) by:
g(x, y) = exp
{−yaeiax} ,
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h(x) =


∫ ∞
0
g(x, y)dy, x ∈ (− pi2a , pi2a)
0, otherwise.
The following properties of g are easy to check:
(1)
∂g(x, y)
∂x
= −iayaeiaxg(x, y),
(2)
∂g(x, y)
∂y
= −aya−1eiaxg(x, y),
so that
(3)
iy
∂g(x, y)
∂y
=
∂g(x, y)
∂x
.
It is also easy to see that h(x) ∈ L1[− pi2a , pi2a ] and,
dh(x)
dx
=
∫ ∞
0
∂g(x, y)
∂x
dy =
∫ ∞
0
iy
∂g(x, y)
∂y
dy.(1.1)
Integration by parts in the last expression in (1.1) shows that h′(x) =
−ih(x), so that h(x) = h(0)e−ix for x ∈ (− pi2a , pi2a). Since h(0) =∫∞
0 exp{−ya}dy, an additional integration by parts shows that h(0) = Γ( 1a+
1). For each k ∈ N let a = ak = 3 × 2k−1, h(x) = hk(x), x ∈ (− pi2ak ,
pi
2ak
)
and set εk =
pi
4ak
.
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Let Q be the set of rational numbers in R and for each xi ∈ Q, define
f ik(x) = fk(x− xi) =


ck exp
{
ε2
k
|x−xi|2−ε2
k
}
,
∣∣x− xi∣∣ < εk,
0,
∣∣x− xi∣∣ > εk,
where ck is the standard normalizing constant. It is clear that the support,
spt(f ik) ⊂ [−εk, εk] = [− pi4ak ,
pi
4ak
] = Iik.
Now set χik(x) = (f
i
k ∗ hk)(x), so that spt(χik) ⊂ [− pi2k+1 , pi2k+1 ]. For x ∈
spt(χik), we can also write χ
i
k(x) = χk(x− xi) as:
χik(x) =
∫
Ii
k
fk
[(
x− xi)− z]hk(z)dz
=
∫
Ii
k
hk
[(
x− xi)− z] fk(z)dz = e−i(x−xi)
∫
Ii
k
eizfk(z)dz.
Thus, if αk,i =
∫
Ii
k
eizf ik(z)dz, we can now define:
ξik(x) = α
−1
k,iχ
i
k(−x) =


1
ne
i(x−xi), x ∈ Iik
0, x /∈ Iik,
so that
∣∣ξik(x)∣∣ < 1n .
1.2. The Construction. To construct our space on Rn, let Qn be the
set of all vectors x in Rn, such that for each j, the component xj is ra-
tional. Since this is a countable dense set in Rn, we can arrange it as
Qn =
{
x1,x2,x3, · · ·}. For each k and i, let Bk(xi) be the closed cube
centered at xi with edge piak and diagonal of length rk =
pi
ak
√
n.
We choose the natural order which maps N× N bijectively to N:
{(1, 1), (2, 1), (1, 2), (1, 3), (2, 2), (3, 1), (3, 2), (2, 3), · · · }
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and let {Bm, m ∈ N} be the set of closed cubes Bk(xi) with (k, i) ∈ N× N
and xi ∈ Qn. For each x ∈ Bm, x = (x1, x2, . . . , xn), we define Ek(x) by :
Ek(x) =
(
ξik(x1), ξ
i
k(x2) . . . ξ
i
k(xn)
)
with
|Ek(x)| < 1, x ∈
∏n
j=1
Iik and Ek(x) = 0, x /∈
∏n
j=1
Iik.
It is easy to see that Ek(x) is in Lp[Rn]n = Lp[Rn] for 1 ≤ p ≤ ∞. Define
Fk( · ) on Lp[Rn] by
Fk(f) =
∫
Rn
Ek(x) · f(x)dλn(x).
It is clear that Fk( · ) is a bounded linear functional on Lp[Rn] for each k
with ‖Fk‖ ≤ 1. Furthermore, if Fk(f) = 0 for all k, f = 0 so that {Fk} is a
fundamental sequence of functionals on Lp[Rn] for 1 ≤ p ≤ ∞.
Set tk =
1
2k
so that
∑∞
k=1 tk = 1 and define a inner product ( · ) on L1[Rn]
by
(f, g) =
∑∞
k=1
tk
[∫
Rn
Ek(x) · f(x)dλn(x)
] [∫
Rn
Ek(y) · g(y)dλn(y)
]
.
The completion of L1[Rn] with the above inner product is a Hilbert space,
which we denote as SD2[Rn].
Theorem 1.2. For each p, 1 6 p 6∞, we have:
(1) The space SD2[Rn] ⊃ Lp[Rn] as a continuous, dense and compact
embedding.
(2) The space SD2[Rn] ⊃M[Rn], the space of finitely additive measures
on Rn, as a continuous dense and compact embedding.
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Proof. Since SD2[Rn] contains L1[Rn] densely, to prove (1), we need only
show that Lq[Rn] ⊂ SD2[Rn] for q 6= 1. Let f ∈ Lq[Rn] and q < ∞. By
construction, for every j, |Ej(x)| < 1√n so that there is a constant C = C(q),
with |Ej(x)|q 6 C|Ej(x)|. It follows that:
‖f‖SD2 =
[∑∞
k=1
tk
∣∣∣∣
∫
Rn
Ek(x)f(x)dλn(x)
∣∣∣∣
2q
q
]1/2
6 C
[∑∞
k=1
tk
(∫
Rn
Ek(x) |f(x)|q dλn(x)
) 2
q
]1/2
6 C sup
k
(∫
Rn
Ek(x) |f(x)|q dλn(x)
) 1
q
6 C ‖f‖q .
Hence, f ∈ SD2[Rn]. For q =∞, first note that vol(Bk)2 ≤
[
1
2
√
n
]2n
, so we
have
‖f‖SD2 =
[∑∞
k=1
tk
∣∣∣∣
∫
Rn
Ek(x)f(x)dλn(x)
∣∣∣∣
2
]1/2
6
[[∑∞
k=1
tk[vol(Bk)]
2
]
[ess sup |f |]2
]1/2
6
[
1
2
√
n
]n
‖f‖∞ .
Thus f ∈ SD2[Rn], and L∞[Rn] ⊂ SD2[Rn]. To prove compactness, suppose
{fn} is any weakly convergent sequence in Lp, 1 ≤ p ≤ ∞ with limit f . Since
Ek ∈ Lq, 1/p + 1/q = 1,
∫
Rn
Ek(x) · [fn(x)− f(x)] dλn(x)→ 0
for each k. It follows that {fn} converges strongly to f in SD2.
To prove (2), we note that M[Rn] = L1[Rn]∗∗ ⊂ SD2[Rn]. 
Definition 1.3. We call SD2[Rn] the Jones strong distribution Hilbert space
on Rn.
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In order to justify our definition, let α be a multi-index of nonnegative
integers, α = (α1, α2, · · · αk), with |α| =
∑k
j=1 αj . If D denotes the
standard partial differential operator, let
Dα = Dα1Dα2 · · ·Dαk .
Theorem 1.4. Let D[Rn] be C∞c [Rn] equipped with the standard locally con-
vex topology (test functions).
(1) If φn → φ in D[Rn], then φn → φ in the norm topology of SD2[Rn],
so that D[Rn] ⊂ SD2[Rn] as a continuous dense embedding.
(2) If T ∈ D′[Rn], then T ∈ SD2[Rn]′, so that D′[Rn] ⊂ SD2[Rn]′ as a
continuous dense embedding.
(3) For any f, g ∈ SD2[Rn] and any multi-index α, (Dαf, g)SD =
(−i)α(f, g)SD.
(4) The functions S[Rn], of rapid decrease at infinity are contained in
SD2[Rn] continuous embedding, so that S ′[Rn] ⊂ SD2[Rn]′.
Proof. To prove (1), suppose that φn → φ in D[Rn]. By definition, there
exist a compact set K ⊂ Rn, which is the support of φn − φ and Dαφn
converges to Dαφ uniformly on K for every multi-index α. Let {EKj} be
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the set of all Ej, with support Kj ⊂ K. If α is a multi-index, we have:
lim
k→∞
‖Dαφk −Dαφ‖SD
= lim
k→∞


∞∑
j=1
tKj
∣∣∣∣
∫
Rn
EKj(x) · [Dαφk(x)−Dαφ(x)] dλn(x)
∣∣∣∣
2


1/2
6M lim sup
k→∞,x∈K
|Dαφk(x)−Dαφ(x)| = 0.
Thus, since α is arbitrary, we see that D[Rn] ⊂ SD2[Rn] as a continuous
embedding. Since C∞c [Rn] is dense in L1[Rn], D[Rn] is dense in SD2[Rn].
To prove (2) we note that, as D[Rn] is a dense locally convex subspace of
SD2[Rn], by a corollary of the Hahn-Banach Theorem every continuous lin-
ear functional, T defined on D[Rn], can be extended to a continuous linear
functional on SD2[Rn]. By the Riesz representation Theorem, every contin-
uous linear functional T , defined on SD2[Rn] is of the form T (f) = (f, g)SD,
for some g ∈ SD2[Rn]. Thus, T ∈ SD2[Rn]′ and, by the identification T ↔ g
for each T in D′[Rn], we can map D′[Rn] into SD2[Rn] as a continuous dense
embedding.
To prove (3), recall that each Ek ∈ C∞c [Rn] so that, for any f ∈ SD2[Rn],
∫
Rn
Ek(x) ·Dαf(x)dλn(x) = (−1)|α|
∫
Rn
DαEk(x) · f(x)dλn(x).
An easy calculation shows that:
(−1)|α|
∫
Rn
DαEk(x) · f(x)dλn(x) = (−i)|α|
∫
Rn
Ek(x) · f(x)dλn(x).
It now follows that, for any g ∈ SD2[Rn], (Dαf,g)SD2 = (−i)|α|(f,g)SD2 .

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1.3. Functions of Bounded Variation. The integral due to Henstock
[HS] and Kurzweil [KW] (HK-integral), is the easiest to learn and best known
of those integrals that integrate nonabsolutely integrable functions, which
also extend the Lebesgue integral. A good discussion of all the standard
types of integrals, with comparisons among themselves and the Lebesgue
integral, can be found in Gordon [GO].
The objective of this section is to show that every HK-integrable function
is in SD2[Rn]. To do this, we need to discuss a certain class of functions
of bounded variation. For functions defined on R, the definition of bounded
variation is unique. However, for functions on Rn, n ≥ 2, there are a number
of distinct definitions.
The functions of bounded variation in the sense of Cesari are well known
to analysts working in partial differential equations and geometric measure
theory (see Leoni [GL]).
Definition 1.5. A function f ∈ L1[Rn] is said to be of bounded variation
in the sense of Cesari or f ∈ BVc[Rn], if f ∈ L1[Rn] and each i, 1 ≤ i ≤ n,
there exists a signed Radon measure µi, such that
∫
Rn
f(x)
∂φ(x)
∂xi
dλn(x) = −
∫
Rn
φ(x)dµi(x),
for all φ ∈ C∞0 [Rn].
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The functions of bounded variation in the sense of Vitali [TY1], are well
known to applied mathematicians and engineers with interest in error esti-
mates associated with research in control theory, financial derivatives, high
speed networks, robotics and in the calculation of certain integrals. (See,
for example [KAA], [NI], [PT] or [PTR] and references therein.) For the
general definition, see Yeong ([TY1], p. 175). We present a definition that
is sufficient for continuously differentiable functions.
Definition 1.6. A function f with continuous partials is said to be of
bounded variation in the sense of Vitali or f ∈ BVv[Rn] if for all inter-
vals (ai, bi), 1 ≤ i ≤ n,
V (f) =
∫ b1
a1
· · ·
∫ bn
an
∣∣∣∣ ∂nf(x)∂x1∂x2 · · · ∂xn
∣∣∣∣ dλn(x) <∞.
Definition 1.7. We define BVv,0[R
n] by:
BVv,0[R
n] = {f(x) ∈ BVv[Rn] : f(x)→ 0, as xi → −∞},
where xi is any component of x.
The following two theorems may be found in [TY1]. (See p. 184 and
187, where the first is used to prove the second.) If [ai, bi] ⊂ R, we define
[a,b] ∈ Rn by [a,b] = ∏nk=1 [ai, bi]. (The notation (RS) means Riemann-
Stieltjes.)
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Theorem 1.8. Let f be HK-integrable on [a,b] and let g ∈ BVv,0[Rn], then
fg is HK-integrable and
(HK)
∫
[a,b]
f(x)g(x)dλn(x) = (RS)
∫
[a,b]
{
(HK)
∫
[a,x]
f(y)dλn(y)
}
dg(x)
Theorem 1.9. Let f be HK-integrable on [a,b] and let g ∈ BVv,0[Rn], then
fg is HK-integrable and
∣∣∣∣∣(HK)
∫
[a,b]
f(x)g(x)dλn(x)
∣∣∣∣∣ ≤ ‖f‖D V[a,b](g)
Lemma 1.10. The space HK[Rn], of all HK-integrable functions is con-
tained in SD2[Rn].
Proof. Since each Ek(x) is continuous and differentiable, Ek(x) ∈ BVv,0[Rn],
so that for f ∈ HK[Rn],
‖f‖2
SD
2 =
∑∞
k=1
tk
∣∣∣∣
∫
Rn
Ek(x) · f(x)dx
∣∣∣∣
2
6 sup
k
∣∣∣∣
∫
Rn
Ek(x) · f(x)dx
∣∣∣∣
2
6 ‖f‖2HK [sup
k
V (Ek)]2 <∞.
It follows that f ∈ SD2[Rn]. 
1.4. The General Case, SDp, 1 ≤ p ≤ ∞. To construct SDp[Rn] for all
p and for f ∈ Lp, define:
‖f‖SDp =


{∑∞
k=1 tk
∣∣∫
Rn
Ek(x) · f(x)dλn(x)
∣∣p}1/p , 1 6 p <∞,
supk>1
∣∣∫
Rn
Ek(x) · f(x)dλn(x)
∣∣ , p =∞.
It is easy to see that ‖·‖SDp defines a norm on Lp. If SDp is the completion
of Lp with respect to this norm, we have:
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Theorem 1.11. For each q, 1 6 q 6 ∞, SDp[Rn] ⊃ Lq[Rn] as dense
continuous embeddings.
Proof. As in the previous theorem, by construction SDp[Rn] contains Lp[Rn]
densely, so we need only show that SDp[Rn] ⊃ Lq[Rn] for q 6= p. First,
suppose that p <∞. If f ∈ Lq[Rn] and q <∞, we have
‖f‖SDp =
[∑∞
k=1
tk
∣∣∣∣
∫
Rn
Ek(x) · f(x)dλn(x)
∣∣∣∣
qp
q
]1/p
6
[∑∞
k=1
tk
(∫
Rn
|Ek(x)|q |f(x)|q dλn(x)
) p
q
]1/p
6 sup
k
(∫
Rn
|Ek(x)|q |f(x)|q dλn(x)
)1
q
6 ‖f‖q .
Hence, f ∈ SDp[Rn]. For q =∞, we have
‖f‖SDp =
[∑∞
k=1
tk
∣∣∣∣
∫
Rn
Ek(x) · f(x)dλn(x)
∣∣∣∣
p]1/p
6
[[∑∞
k=1
tk[vol(Bk)]
p
]
[ess sup |f |]p
]1/p
6M ‖f‖∞ .
Thus f ∈ SDp[Rn], and L∞[Rn] ⊂ SDp[Rn]. The case p =∞ is obvious. 
Theorem 1.12. For SDp, 1 ≤ p ≤ ∞, we have:
(1) If p−1 + q−1 = 1, then the dual space of SDp[Rn] is SDq[Rn].
(2) The test function space D[Rn] is contain in SDp[Rn] as a continuous
dense embedding.
(3) If K is a weakly compact subset of Lp[Rn], it is a strongly compact
subset of SDp[Rn].
(4) The space SD∞[Rn] ⊂ SDp[Rn].
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2. Application
Let [L2(R3)]3 be the Hilbert space of square integrable functions on R3, let
H[R3] be the completion of the set of functions in
{
u ∈ C∞0 [R3]3 | ∇ · u = 0
}
which vanish at infinity with respect to the inner product of [L2(R3)]3. The
classical Navier-Stokes initial-value problem (on R3 and all T > 0) is to find
a function u : [0, T ] ×R3 → R3 and p : [0, T ]× R3 → R such that
∂tu+ (u · ∇)u− ν∆u+∇p = f(t) in (0, T )× R3,
∇ · u = 0 in (0, T )× R3 (in the weak sense),
u(0,x) = u0(x) in R
3.
(2.1)
The equations describe the time evolution of the fluid velocity u(x, t) and
the pressure p of an incompressible viscous homogeneous Newtonian fluid
with constant viscosity coefficient ν in terms of a given initial velocity u0(x)
and given external body forces f(x, t).
Let P be the (Leray) orthogonal projection of (L2[R3])3 onto H[R3] and
define the Stokes operator by: Au =: −P∆u, for u ∈ D(A) ⊂ H2[R3], the
domain of A. If we apply P to equation (2.1), with B(u,u) = P(u ·∇)u, we
can recast equation (2.1) into the standard form:
∂tu = −νAu−B(u,u) + Pf(t) in (0, T )× R3,
u(0,x) = u0(x) in R
3,
(2.2)
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where the orthogonal complement of H relative to {L2(R3)}3, {v : v =
∇q, q ∈ H1[R3]}, is used to eliminate the pressure term (see Galdi [GA] or
[[SY], [T1],[T2]]).
Definition 2.1. We say that a velocity vector field in R3 is reasonable if
for 0 ≤ t < ∞, there is a continuous function m(t) > 0, depending only on
t and a constant M0, which may depend on u(0) and f , such that
0 < m(t) 6 ‖u(t)‖H ≤M0.
The above definition formalizes the requirement that the fluid has
nonzero, but bounded positive definite energy. However, this condition still
allows the velocity to approach zero at infinity in a weaker norm.
2.1. The Nonlinear Term: A Priori Estimates. The difficulty in prov-
ing the existence and uniqueness of global-in-time strong solutions for equa-
tion (2.2) is directly linked to the problem of getting good a priori estimates
for the nonlinear term B(u,u). Let Hsd be the closure of D(A) ∩ SD2[R3]
in the SD2 norm.
Theorem 2.2. If A is the Stokes operator and u(x, t) ∈ D(A) is a reason-
able vector field, then
(1) 〈νAu,u〉Hsd = ν ‖u‖
2
Hsd
.
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(2) For u(x, t) ∈ SD2∩D(A) and each t ∈ [0,∞), there exists a constant
M = M(u(x, 0)) > 0, such that
∣∣∣〈B(u,u),u〉Hsd
∣∣∣ ≤M ‖u‖3Hsd .(2.3)
(3)
∣∣∣〈B(u,v),w〉Hsd
∣∣∣ ≤M ‖u‖Hsd ‖w‖Hsd ‖v‖Hsd .(2.4)
(4)
max{‖B(u,v)‖Hsd , ‖B(v,u)‖Hsd} 6M ‖u‖Hsd ‖v‖Hsd .(2.5)
Proof. From the definition of the inner product, we have
〈νAu,u〉Hsd = ν
∑∞
k=1
tk
[∫
Rn
Ek(x) ·Au(x)dλn(x)
] [∫
Rn
Ek(y) · u(y)dλn(y)
]
.
Using the fact that u ∈ D(A), it follows that∫
Rn
Ek(y) · ∂2yju(y)dλn(y) =
∫
Rn
∂2yjEk(y) · u(y)dλn(y)
=
∫
Ii
∂2yj
(
ξil (y1), ξ
i
l (y2), · · · ξil (yn)
) · u(y)dλn(y) = (−i)2
∫
Rn
Ek(y) · u(y)dλn(y).
Using this in the above equation and summing on j, we have (A = −P∆)
∫
Rn
Ek(y) ·Au(y)dλn(y) =
∫
Rn
Ek(y) · u(y)dλn(y).
It follows that
〈Au,u〉Hsd
=
∑∞
k=1
tk
[∫
Rn
Ek(x) · u(x)dλn(x)
] [∫
Rn
Ek(y) · u(y)dλn(y)
]
= ‖u‖2Hsd .
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This proves (1). To prove (2), let ~δ(x) = (δ(x1), · · · δk(x3)) be the n-
dimensional Dirac delta function and set εˆ =
∥∥∥~δ(x)∥∥∥
Hsd
. We start with
b(u,u, Ek) =
∣∣∣〈B(u,u), Ek〉Hsd
∣∣∣ =
∣∣∣∣
∫
R3
(u(x) · ∇)u(x) · Ek(x)dλn(x)
∣∣∣∣
and integrate by parts, to get
∣∣∣∣
∫
R3
{∑3
i=1
ui(x)
2E ik(x)dλn(x)
}∣∣∣∣ 6 sup
k
‖Ek‖∞ ‖u‖2H ≤ ‖u‖2H .
Since u is reasonable, there is a constant M¯ depending on u(0) and f , such
that ‖u‖22 ≤ M¯ ‖u‖2Hsd . We now have
∣∣∣〈B(u,u),u〉Hsd
∣∣∣
=
∣∣∣∣∑∞k=1 tk
[∫
R3
(u(x) · ∇)u(x) · Ek(x)dλn(x)
] [∫
R3
u(y) · Ek(y)dλn(y)
]∣∣∣∣
6 M¯ εˆ−2 ‖u‖2Hsd
∣∣∣∣∑∞k=1 tk
[∫
R3
~δ(x) · Ek(x)dλn(x)
] [∫
R3
u(y) · Ek(y)dλn(y)
]∣∣∣∣
6M ‖u‖3Hsd ,
where M = M¯ εˆ−1 and the third line above follows from Schwartz’s inequal-
ity. The proofs of (3) and (4) are easy. 
To compare our results, a typical bound available in the H (or energy)
norm for equation (2.5) can be found in Sell and You [SY] (see page 366):
max {‖B(u,v)‖H, ‖B(v,u)‖H} 6 C0
∥∥∥A5/8u∥∥∥
H
∥∥∥A5/8v∥∥∥
H
.
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3. Conclusion
We have constructed a new class of separable Banach spaces,
SDp[Rn], 1 6 p 6 ∞, which contain each Lp-space as a dense continu-
ous and compact embedding. These spaces have the remarkable property
that, for any multi-index α, ‖Dαu‖SD = ‖u‖SD. We have shown that our
spaces contain the nonabsolutely integrable functions and the space of test
functions D[Rn], as a dense continuous embedding. We have discussed their
basic properties and their relationship to D′[Rn], S[Rn] and S ′[Rn]. As an
application, we have obtained new bounds for the nonlinear term of the
Navier-Stokes equation.
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