Abstract. The simplicity and the efficiency of a quasi-analytical method for solving nonlinear ordinary differential equations (ODE), is illustrated on the study of anharmonic oscillators (AO) with a potential V (x) = βx 2 + x 2m (m > 0). The method [Nucl. Phys. B801, 296 (2008)], applies a priori to any ODE with two-point boundaries (one being located at infinity), the solution of which has singularities in the complex plane of the independent variable x. A conformal mapping of a suitably chosen angular sector of the complex plane of x upon the unit disc centered at the origin makes convergent the transformed Taylor series of the generic solution so that the boundary condition at infinity can be easily imposed. In principle, this constraint, when applied on the logarithmic-derivative of the wave function, determines the eigenvalues to an arbitrary level of accuracy. In practice, for β ≥ 0 or slightly negative, the accuracy of the results obtained is astonishingly large with regards to the modest computing power used. It is explained why the efficiency of the method decreases as β is more and more negative. Various aspects of the method and comparisons with some seemingly similar methods, based also on expressing the solution as a Taylor series, are shortly reviewed, presented and discussed.
Introduction
The accurate determination of the spectrum of the anharmonic oscillator (AO) is an old problem which has attracted much interest (for recent reviews see [1] ). This is certainly due to the asymptotic character of its perturbative expansion [2] (a property shared with field theory), but also because it is intrinsically hard to solve accurately for sizeable values of the coupling parameter. Of course, the eigenvalues may be numerically determined using shooting or relaxation (or similar) methods, and extremely accurate results may be obtained that way with the recourse to large computers and sophisticated algorithms (e. g., see [3] ). Beyond the fact that a purely numerical approach does not allow to learn much on the general properties of a solution, it often requires some specific ability and experience. Now in modern physics we are more and more confronted with the problem of solving differential equations when we are not experts in numerical treatments. It is thus interesting to develop simple and efficient analytical (or quasi-analytical) methods which may be implemented using symbolic calculation softwares and modest computation powers [4] .
It is not by accident that the mapping method [5] discussed in the present paper has been elaborated in the context of the derivative expansion of the exact renormalization group equation (for reviews and recent pedagogical introductions see [6] ). In that field, one is faced with coupled nonlinear differential equations and quasianalytical methods have soon been introduced [7, 8] to solve them because they are much more user-friendly than purely numerical methods. Unfortunately they were too simplistic and do not converge [9, 10] .
More sophisticated methods have recently been proposed [11, 5] . They are all based on a Taylor series in the independent variable x of the solution of the ODE. Methods of that kind had previously been developped in different contexts [10, 12] . Among all these methods, the mapping method seems to be particularly efficient [5] . Considering first the logarithmic derivative of the wave function (which softens the singularity at infinity), the mapping method relies upon a conformal mapping onto the unit disc of an angular sector of the complex plane of the independent variable [5] . The angular sector is chosen so that the solution looked for is analytic in its interior or assumed to be so. The mapping compactifies the originally infinite integration domain whereas the convergent character of the series expansion is transferred to the whole disc of unit radius in the new variable. The condition at infinity may thus be easily imposed. The object of the present paper is to illustrate the simplicity and the efficiency (and also the limitations) of the mapping method with the computation of the spectrum of the AO in different configurations.
The paper is organized as follows. In section 2, the AO is introduced together with a change of function (a logarithmic derivative) which transforms the originally linear ODE into a nonlinear ODE. In doing so the essential singularity at infinity of the wave functions is softened but, at the same time, the new functions are no longer analytic in the complex x-plane. The common characteristics of the Taylor-series-based methods are then presented. (By the way, the existence of quasi-exact solutions of the AO is also shortly illustrated.) Section 3 presents a short review of the Taylor-seriesbased methods utilized by the past to solve the AO. Among those is the popular Hill determinant method (adapted to the AO in [13] ). Although it is usually not classified that way but rather among the variational methods, it is presented here because of its close similarity with a simplistic method used sometimes to approximately solve nonlinear ODEs [7, 14] . The two other methods applied to the study of the linear ODE are: the power-series method [15] , and the analytic-continuation method [15, 16] . Then methods with an attempt to take explicitly into account the condition at the infinite boundary have been used: the Padé method [10] and the contour integral method [12] . (The interesting method developed in [17] which is also based on series expansion will not be mentioned further because its generalization to any nonlinear ODE does not seem possible.) Those latter methods consider the nonlinear form of the ODE which induces a non-essential singularity at infinity. In section 4 the principle of the mapping method is first briefly reminded. After the transformation of the original linear ODE into a nonlinear ODE, several configurations of the AO are explicitly treated with the mapping method in view to illustrate its use in different cases. For β = 1 and m = 2 or β = 0 and m = 2, 3, highly accurate estimates of the eigenvalues are easily obtained. For double-well configurations, the accuracy decreases as β is taken more and more negative (the number of terms in the Taylor series being fixed). The phenomenon is related to the decreasing of the radius of convergence of the Taylor series in powers of x of the logarithmic-derivative of the wave function. However the method still works, in practice more and more terms in the series should be considered to improve the estimates when β takes on larger and larger negative values. A conclusion is presented in section 5. Some numerical results are displayed in the appendix.
2. The ODE of the anharmonic oscillator
The linear ODE
The usual eigenvalue problem associated with the AO is to find the infinite set of values E n which correspond to the solutions ψ n (x) of the following linear ODE:
with the condition that the ψ n (x) vanish at infinity so as to be squared integrable. In (1) a prime denotes a derivative with respect to x and the potential V (x) considered in the present study is:
with m = 2, 3, ..., and β a given real number. With the potential (2), the general solution of (1) is analytic on the whole complex x-plane with an irregular singular point located at infinity.
In the following λ can be set equal to unity without loss of generality since the energy level of order n, E m n (β, λ), satisfies the property:
The two-boundary conditions on the corresponding wave functions ψ n (x) are: 1a ψ n (x) are either odd or even functions of the independent variable x, i. e. either ψ n (0) = 0 or ψ
For given β and m, the general solution involves three arbitrary constants: two integration constants, which are fixed by the parity condition (1a) and a global free normalization (as it must for an homogeneous equation), and the yet unknown "energy" parameter E. The infinite set of values E n [the spectrum of (1)] is then determined by imposing the condition (1b). Actually, without this condition and for large x, the general solution of (1), satisfying the condition (1a), has the following form:
where B is an arbitrary constant (depending on E).
As a matter of fact, determining the spectrum of (1) amounts to finding the (infinite) discret set of values E n (n = 0, 1, · · · , ∞) for which B vanishes. One sees that the future (stable) zeroes of the "true" wave function ψ 0 (x), are all probably isolated and located on the imaginary axis. The other zeroes are potentially not properties of the "true" fundamental state, they probably go to infinity as the order M increases and as the parameter E approaches the true value E 0 . One observes among them the possible existence of a positive real zero (which thus goes to ∞ in the same limit). Equation (3) shows that when B < 0 the general solution vanishes at a positive large real value of x. Hence, values of E = E n exist for which ψ (x) vanishes on the positive part of the real x-axis. Figure 1 illustrates the above considerations.
The nonlinear ODE
In order to remove the essential singularity at infinity displayed in (3), it is worth considering the following change of function:
in which ǫ = 0 or ǫ = 1 according to the parity of the solution of (1) looked for. Then the original ODE (1) becomes equivalent to:
with the boundary conditions:
If instead of W (x) one considers the derivative:
then (5) takes the form of a Ricatti ODE (a nonlinear first order ODE). More important is the fact that:
so that any zero of ψ (x) in the complex x-plane becomes a pole for h (x). For example, the nodes of the excited states ψ n (n ≥ 2) of the AO become poles for h (x) located on the positive real x-axis. The zeroes displayed in figure (1) become also poles for h (x). One sees that in the circumstances the true h 0 (x) would be a meromorphic function of x since it would have only isolated poles located on the imaginary axis of the complex x-plane. Among the other poles, some are present due to the approximation used (a truncated series). But other poles are associated with the existence of a moving singularity [characteristic of the general solution of (5)] located on the positive real part of the x-axis and which, according to (5, 7) is of the form:
where x 0 is an arbitrary constant (the value of which depends on the initial conditions and of E).
Determining the true value E 0 of the energy of the fundamental state amounts to pushing this moving singularity toward infinity. Of course, the location of this singularity is directly related to the arbitrary constant B of (3).
Via a logarithmic-derivative-like transform (8) , one is face to the problem of solving a relatively simple nonlinear ODE the analytic properties of which are well controlled by those of ψ (x) solution of the linear second order ODE (1) . This gives the opportunity of studying how the various quasi-analytical methods for solving nonlinear ODE (presented below) actually work. In general, the estimates of the two first energy states E 0 and E 1 of (1) obtained after a logarithmic-derivative-like transform are more accurate than that obtained from a direct study of (1). This is, presumably, due to the fact that the essential singularity located at infinity has been soften.
Generalities on the Taylor-series-based methods
The methods for solving ODE based on expressing the generic solution (i.e., expressed in terms of the unknown E) as a Taylor series rely upon the following considerations.
Consider the ODE (1) as an illustration. It is convenient to perform the change of variable x → z = x 2 and to redefine the wave function as:
with:Ṽ (z) = βz + z m and the boundary conditions:
Express f (z) as a truncated Taylor series about the origin z = 0:
in which a 0 = 1 in agreement with (11) . For f ∞ (z) to be a generic solution of (10), the coefficients a i must satisfy the following recurrence relation [obtained by identifying to zero the coefficient of the order z k in the expansion of equation (10)]:
with the writing convention that a i = 0 if i < 0. Using the recurrence relation (14) one easily determines iteratively the coefficients a i (E) so that f ∞ (z) is a solution of (10) for arbitrary E. The coefficicents a i (E) so determined are polynomials in E.
Similar considerations stand for the nonlinear ODE (5) and the expansion:
in which c 0 = 0 in agreement with (6) . The corresponding recurrence relation is: (17) in which δ i,j is the Kronecker delta symbol. From this relation one can determine iteratively the coefficients c k as polynomial functions of E.
The expansion of the function h (x) corresponding to the logarithmic-derivativelike transform (8) is obtained from (16, 17) using:
To determine the set of values E n which potentially correspond to the wave functions ψ n (x) (satisfying the boundary condition 1b), one has to find one auxiliary condition on the coefficients a i (E) or c i (E). The various methods described in sections 3 and 4 differ by the choice of the auxiliary condition.
Quasi-exact configurations
Let stray from the point a little to stress on the existence of quasi-exact configurations. Actually, for certain values of the parameters (β, m) a part of the spectrum of the AO may be exactly determined [18] . Those exact solutions express as polynomials in the independent variable x times an exponential. The existence of such solutions has been discovered using Taylor-series-based method (Singh et al [19] , see also [20] ). It may be interesting to show the mechanism on the particular case m = 3.
If one factorizes the large x behavior of the decreasing part of (3) before expanding in powers of x, then (9) is replaced by:
and (14) becomes a three-terms recurrence relation:
Then, if two successive coefficients vanish, the series terminates to give a polynomial. The corresponding solutions are exactly determined. One easily obtains, from (19) , the following exact configurations for ǫ = 0: 
There is one exact configuration for each value of β for which the coefficient of a k−1 in (19) vanishes (provided k > 1), namely for the values:
For each of these values, there are j + 1 exactly soluble eigenvalues whereas the remaining eigenvalues of the complete spectrum cannot be exactly determined. In section 4.5.3, the quasi-exact configuration β = −11 is explicitly treated with the mapping method.
3. The Taylor-series-based methods used to solve the AO
The power-series method
The analyticity properties of the solutions of (10) suggest a very simple method for solving the eigenvalue problem of (1), namely the power-series method [15] .
Using the property that the Taylor series f ∞ (z) has an infinite radius of convergence, one may determine the infinite set of values of E for which f ∞ (z 0 ) vanishes at a given finite z 0 by simply imposing that the sum of the series (13) vanishes at this point. This zero located on the positive part of the real axis of z is associated with a general solution of (10) corresponding to the asymptotic form (3) with B = 0. Then, the limit z 0 → ∞ should correspond to B → 0. This provides the possibility of approaching the spectrum E n of the AO (as actually observed in several studies of "bounded" oscillators [21] ).
Dealing with finite values of M , f M (z) represents correctly f ∞ (z) only in a finite range of values of z whereas for larger values the sum goes to ±∞ according to the sign of the last term. The procedure for determining the spectrum of the AO may then be sketched as follows.
2a One fixes M , chooses a consequent but not too large value of z 0 , and determines the zeroes of the polynomial in E associated to the solution of the equation
(this is the effective auxiliary condition at z 0 ). 2b On increasing z 0 one observes a convergence of the zeroes towards definite values up to a value z
where the convergence terminates. At this point one gets the best values of the spectrum E n z
for the given M .
2c One increases M and repeats the process from step 2a.
2d One observes that z
is an increasing function of M and that E n z (M) 0 quickly approaches the spectrum E n as M grows.
This method has been applied in 1961 by Secrest et al [15] with M ∼ 1000. They notably have determined the fundamental energy E 0 with 12 significant figures in the case m = 2, β = 0. This method has been tried again during the present work, for m = 2, β = 1 and M = 250 it gives the fundamental energy E 0 with 41 significant figures! As illustrated by figure (2), the determination of all the real zeroes of the condition (20) provides an estimation of the complete spectrum, the number of states being only limited by the order of the polynomial in E corresponding to the value of M chosen. The excited states may be hierarchically determined that way provided z 0 is chosen larger than the location of the last node. As a consequence the number of significant figures obtained slowly decreases as the quantum number n increases (for a given M ).
It may occur (for some values of the potential parameters β and m) that too large values of z 0 or M be required to get a satisfactory accuracy. In that case Secrest et al [15] have suggested to reach the value z 0 in more than one step using the Taylor expansion about a non-zero value z l < z 0 . This suggestion is already the analyticcontinuation method introduced later on by Holubec and Stauffer [16] .
The analytic-continuation method
Let us consider the Taylor expansion of f (z) about an arbitrary point z l = 0: One sees also that the larger the quantum number n is, the larger the minimal value of z 0 required to identify the existence of the energy state must be.
For f ∞,l (z) to be a generic solution of (10), the coefficients b i must satisfy the following recurrence relation:
which determines them iteratively in terms of E and of the two arbitrary coefficients b 0 and b 1 . Those two quantities may be calculated using the series at the origin (13) so as to account for the conditions 1a at the origin with thus:
For a given M , having chosen, for example, z l = z − z l = h to be small, one may estimate f M (h) and f ′ M (h) that way and then f M (2h) as a function of the unique unknown parameter E using (21) (22) (23) . One uses that result to estimate again b 0 and b 1 at this point in order to reach the point 3h and so on until the point z 0 = N h is reached.
The following of the procedure is identical to the preceding one (steps 2a-2d above) but is relatively slow. Nevertheless it is very efficient provided a well balanced choice of M , N and h is done. For example, with M = N = 40, 22 significant figures have been obtained this way [22] in the case of the fundamental energy of the doublewell potential β = −50 and m = 2 for which it is almost degenerated with the first excited state (the splitting occurs at the 21 st figure only). In the circumstances, it is more efficient than the mapping method (see section 4.5.3).
Notice that, contrary to the power-series method, the analytic-continuation method could apply even in configurations where the range of analyticity of ψ about the origin is limited.
The Hill determinant method
One of the most popular methods used to solve the eigenvalue problem of the AO is the so-called Hill determinant method [13] which is (partly) based on a Taylor expansion of the solution in powers of the independent variable x such as (9, 13).
Actually it is traditionally considered not as a pure power-series-based method but rather as a variational method because of an exponential prefactor usually introduced in the relation (9) between ψ and the power series (13) . In [13] , Biswas et al use a fixed exponential factor e −x 2 /2 but subsequent studies considered e −γx 2 with γ adjustable [23, 24, 25] and even e −γx 2 +ρx 4 with γ and ρ adjustable [19] . Nevertheless this method may well be sketchily introduced without considering any prefactor. That will evidence a similitude with a simplistic method (see section 3.4) used sometimes [7] to solve nonlinear ODEs with the help of power series.
Let us consider the recurrence relation (14) as an infinite system of linear algebraic equations for the coefficients a i . For this homogeneous linear system, to have a solution, its (infinite) determinant (name the Hill determinant, see e.g. [26] ), if it converges, must vanish. This condition is a transcendental equation for E the infinite number of solutions of which should coincide with the complete spectrum of the AO provided the condition at infinity is satisfied.
Of course, practically, one deals with finite values of M and the effective auxiliary condition reduces to:
where D M (E) is the Hill determinant truncated at order M . In fact, the auxiliary condition (24) is not always sufficient to determine the solution looked for. This is due to the analyticity of the general solution of (1): the blowing part of the solution also corresponds to a convergent series and may be selected by the iterative procedure so defined. In practice one should verify that the wave function selected by the Hill criterium (24) actually vanishes at infinity.
Using an exponentially decreasing prefactor one may improve the method. It is a matter of fact that this "genuine" Hill determinant method works in certain circumstances (see for example [25] ). But it fails in certain other circumstances. Especially it is unable to furnish the full spectrum of the quasi-exact configurations [27] like those presented in section 2.4, see [28] for a review of the reasons of failure.
A simplistic method
At this stage, it is interesting to realize that:
where d M+1,0 is the (M + 1, 0) minor of the matrix of the system of linear equations (14) . Hence the condition (24) is equivalent to the condition that the next coefficient a M+1 (E) vanishes (e.g. see [19, 29] ). This is the condition imposed in certain studies of nonlinear ODEs, thus assuming implicitly that the Taylor series converges. Unfortunately, in general, this is not true [9, 14] , due to the presence of singularities in the complex x-plane [30] in the case of a nonlinear ODE. For example, the solutions of the nonlinear ODE (5) display singularities which limit the convergence of the Taylor series (16) . In the case corresponding to the logarithmic derivative of the wave function the zeroes of which are displayed in figure 1 (β = 1, m = 2), one may estimate the radius of convergence of its Taylor series from the knowledge of the location of the singularity the closest to the origin (which is located on the imaginary axis of the complex x-plane, see figure 1 ). In terms of z = x 2 one obtains a radius of convergece |z| < R 0 ≃ 5.192695. Now by imposing the auxiliary condition:
one assumes that the series converges. But this is only true if |z| < R 0 . The condition (25) is not sufficient to impose the required condition at infinity, then it does not yield a convergent procedure for subsequent values of M . Nevertheless it, sometimes, gives approximate estimates of the true spectrum. This is because the degree of accuracy on the determination of the spectrum is associated with the location of the moving singularity. If a large accuracy on E 0 is required to push the moving singularity beyond the range of convergence of the series then one may expect that (25) will give some (limited) information on E 0 . In the contrary case, the procedure simply does not work. This phenomenon may explain why the simplistic method "works" in some case and does not in another case despite similar radius of convergence for the respective Taylor series [31] .
This simplistic method, when it works, is extremely easy to implement and may serve to get a primary estimate of the spectrum before using more sophisticated methods such as the following ones which are attempts to construct an auxiliary condition that accounts explicitly for the asymptotic behavior of the solution looked for. To this end, the singularity located at infinity must be soften, hence these methods apply to the nonlinear ODE (5).
The Padé method
The Padé method (originally proposed in [10] ) relies upon an attempt to represent the solution of (5) looked for by successive rational functions of the form:
The processus of the method may be described as follows.
As is known, the coefficients p i and q i may be determined from the Taylor series (16) 
The second line is an homogeneous system of linear algebraic equations for the s + 1 coefficients q j . Then the condition to have a solution is that the matrix:
must have a vanishing determinant. In the circumstances,T i,j is a Toeplitz matrix which may be rewritten under the form of a Hankel matrixĤ i,k by a redefinition of the indice k = s − j with thus:
is the auxiliary condition looked for to determine the spectrum provided that one chooses ω in agreement with the boundary condition at infinity. In general it is sufficient to choose one of the three values ω = 1, 0, −1 according to whether the function to be determined goes to ±∞, a constant or 0 when z → ∞. Eventually, considering two successive values of ω gives upper and lower bounds on the eigenvalues [32, 10, 33] . The advantage of the Padé method is that it is well adapted to reproduce, from its Taylor expansion, the analytic structure of a meromorphic function especially if it has poles. Now, as explain above, the logarithmic-derivative transform changes the zeroes of ψ (x) into poles for h (x). Hence the Padé method is better adapted to sum the Taylor series of h (x) rather than that of ψ (x). Moreover, it is also, a priori, able to determine the energies of the excited states despite (or rather because of) the poles located on the positive real x-axis (the nodes of ψ n (x) for n ≥ 2).
The Padé method (named the Ricatti-Padé method in [34] and later on the Hankel-Padé method in [35] ) has been first introduced in [10] in conjonction with a logarithmic-derivative transform like (8) to calculate, notably, the even and odd fundamental energies of the AO with β = 1 and m = 2 and for various values of λ. Typically the accuracy obtained was about 8 significant figures. Some time later, in [32] , the excited state energies have been estimated for the pure quartic and sextic AO (i.e. β = 0, m = 2 and 3), eleven significant figures were obtained on the estimate of E 0 for the quartic AO. This method has then been utilized several times (see e.g. [33] for a list of references). In [33] the first two eigenvalues of both the quartic AO and the double well down to β = −15 are estimated with 20-18 significant figures. In addition, Amore and Fernández [36] have shown that the Padé method may also be applied to solve the two-point boundary value problem associated to several nonlinear ODEs.
In general the Padé method is easy to use [because of the simple writing of the auxiliary condition (26)]. It also appears to be robust in several occasions. However its effectiveness is limited because the (repeated) calculations of determinants of large matrices are extremely time consuming. Sometimes, the Padé approximants introduce "spurious" poles or zeroes that can perturbate a clear determination of the spectrum E n . Though it is not as refined as the following methods, the Padé method may be extremely useful (see section 4.5.3).
3.6. The contour-integral method 3.6.1. The fundamental state Leonard and Mansfield [12, 37] have proposed the recourse to a contour integral in the complex x-plane to perform an analytic continuation of the Taylor series of W (x) [satisfying (5)] towards the large x values so that the asymptotic behavior (6) can be effectively imposed. The method may be described as follows.
Starting with the Taylor series (16) the coefficients of which satisfy the recurrence relation (17) , one rewrites this series in terms of large s = 1/x:
According to (6) , one is interested in finding the values of E for which this series, for M → ∞, has a pole of order m + 1 at the origin s = 0:
To this end, one considers the following integral over a large circle contour C around the origin: . Assuming that all the other singularities ofg ∞ (s) are located on the left of the imaginary axis in the complex s-plane then their contributions to F ∞ (σ) will be made negligible as σ → ∞, so that:
The truncated series (27) is then used to estimate F ∞ (σ), leading to:
Owing to the Euler Gamma function in the denominator, this series converges (the original series had a finite radius of convergence) and may be summed term by term to estimate F ∞ (σ) when σ becomes large. Then a procedure similar to that described in points 2a to 2d in section 3.1 may be applied with z 0 replaced by σ 0 at which point the condition (29) is tentatively imposed.
If the region of analyticity ofg ∞ (s) does not correspond to the assumption that all the singularities are located on the left of the imaginary axis of s, the convergence may be spoiled by irreductible oscillations. Notice that this is the case for β = 1, m = 2 since, according to figure 1, the zeroes of ψ 0 (x) are located right on the imaginary axis. Thus W 0 (x) = ln (ψ 0 (x)) has singularities on this axis. To circumvent such difficulties, Leonard and Mansfield [12, 37] propose to modify (30) by introducing a parameter α I , so that:
what corresponds to having performed some rotation of the complex s-plane (on the left hand side if α I < 1).
The excited states
Because the excited states ψ n (x) for n ≥ 2 have nodes on the positive real part of the x-axis, the corresponding W n (x) have singularities on the positive real part of the s-axis which cannot be moved by α I . Hence the method does not apply directly to the determination of the excited states. In order to have access to them, Leonard and Mansfield [12] propose to use W 0 (x) (determined by the procedure described just above) as a basis to write [here accounting for the odd (ǫ = 1) and even (ǫ = 0) possibilities]:
The ODE satisfied by P (x) is then:
This differential equation has two types of large x solution:
Only (32) is compatible with the boundary condition at infinity for ψ n (x). Actually, because in (31) W ǫ (x) already factorizes the exponential decreasing of ψ n (x), P n (x) must approach a constant, then (32) satisfies this condition since m > 1. Taking into account (6), one sees that the second behavior (33) reconstructs the blowing part proportional to B in (3) as it must.
With the behavior (32), P n (1/s) has no singularity at s = 0 and the contour integral procedure may again be applied to determine the values of E n − E ǫ that make this integral vanish when σ → ∞.
Notice that the asymptotic condition (zero for the excited states) being independent of the energy state, an individual adjustment may correspond to any value E n so that a global (even partial) obtention of the spectrum [as that illustrated by figure (2) ] is not possible. In particular, a plot of the wave function is necessary to identify the excited state so determined [12] . One could, however, use a procedure similar to that of section 3.1 for the power-series method to determine globally the spectrum before looking for higher accuracy on the determination of each individual energy state.
Rescaling
In order to improve the efficiency of their method applied to the AO, Leonard and Mansfield [12, 37] utilize a rescaling which allows them to assign to the third coefficent c 3 the role of the adjustement parameter instead of E whereas c 2 is fixed instead of β. With this trick and 300 terms in the series (M = 300), they are able (for c 2 fixed to zero, hence β = 0 and m = 2) to estimate E 0 with an accuracy of 65 significant figures. The remaining of the spectrum of the AO up to n ≃ 40 is determined with an accuracy of 48 significant figures. That is a remarkable achievement.
It is to be noted that the rescaling trick is not very convenient when β = 0 since then a supplementary adjustment of c 2 is required [12] .
As indicated below, the mapping method appears to be more efficient than the contour-integral method, since, using of the same rescaling trick, it yields a much greater accuracy whereas M = 250 only for the configuration β = 0 and m = 2 (see the appendix).
The major drawback of the contour integral method is the iterative uncomfortable adjustment procedure necessary to approach the infinite boundary (similar to that of the power-series method described in section 3.1).
The mapping method

Introduction
In solving the AO problem, it is important to take correctly the condition at infinity (an essential singularity) into account. It is thus useful to first reduce this singularity. To this end a logarithmic-derivative of the wave function is usually performed. As illustrated with the Padé and the contour-integral methods, the condition at infinity may then be more efficiently imposed. With the contour integral method an analytic continuation of the original Taylor series towards the infinite boundary is used. But no attempt is made to compactify the integration domain of the original ODE, so that the practical execution is finally similar to that of the analytic continuation method (the power-series method even) with a clumsy step-by-step approach to a point located at infinity.
The mapping method introduced in [5] leans also on an analytic continuation after a logarithmic-derivative-like transformation but in addition, the infinite boundary is brought close to the origin using the following conformal transformation:
in which R and α characterize the position of the vertex and the angle of an angular sector of the complex plane of z as shown in figure 3 . The conformal transformation (34) maps the interior of the angular sector of the z-plane into the interior of the unit circle centered at the origin of the w-plane so that z = ∞ corresponds to w = 1 (whereas z = 0 corresponds to w = 0).
If the interior of the angular sector is a region of analyticty of the original function g (z) then the series (16) converges there. Under the analytic continuation this convergence is conveyed to the whole unit disc for the series:
obtained by expanding, within the original series (16), the relation inverse of (34): 
4.2.
Example of the AO with β = 1 and m = 2 Figure 1 shows that, presumably, all the zeroes of the fundamental state ψ 0 (x) are located on the pure imaginary axis of the x-plane. Hence, in the z-plane of the function g (z) , which is related to ψ (x) via (4, 15, 16) , those zeroes become singularities located on the negative part of the real z-axis. The distance to the origin of the closest singularity provides the value R 0 ≃ 5.192695 and the plane cut on the negative real axis, starting from the point z = −5.192695, forms an angular sector such that R = R 0 and α = α 0 = 2. Choosing those values in the conformal mapping (34, 36) , produces a truncated seriesg M (w) in powers of w. As M is increased the sum ofg M (w) at w = 1 should approach the asymptotic behavior corresponding to (6, 15, 16) . Thus, accounting for those constraints, the auxiliary condition looked for to estimate E 0 may be expressed as:g (2) M (w) w=1 = 0 (37) in whichg (2) (w) stands for the conformal mapping applied on the function g ′′ (z) which, according to (6, 15, 16) , goes to zero as z → ∞.
The condition (37) is a polynomial equation for E, the solutions of which effectively display a stable real value as M is increased. Figure (4) shows that, even when M is small, this value is easily identified and can be followed without difficulty. Actually this stable value converges quickly to the true value E 0 . As example, with M = 150, E 0 is determined that way with an accuracy of 83 significant figures (see figure 5 and the appendix). Only the choice of the order M limits the accuracy of this estimation which is much more accurate than the previously published values [13, 24, 38] . An efficient and very convenient variant to the auxiliary condition (37) consists in simply imposing the vanishing of the last term of the series (35), say
This condition avoids the explicit account of the asymptotic behavior of ψ 0 (x). That is quite justified knowing that the general solution (for a generic E) has a moving singularity located right on the positive real w-axis which generally limits the convergence of the seriesg M (w) except for the value E 0 for which this moving singularity is sent to infinity. Hence imposing the condition (38) amounts to force the figure 5 . On the left, α is fixed to 1 and R is varied. It is clear that the best convergence corresponds to R = 5. For smaller values of R, the convergence seems to be monotonically increasing whereas for R = 7, it seems to be limited. On the right, R is fixed to 5 and α is varied. The best convergence seems to correspond to α = 5/2 which is a too large value. Actually, the small rule box shows that at larger values of the order M , this choice, most probably, is no longer the best one.
convergence of the series and this procedure enable the determination of the value of E 0 .
Practical use of the mapping method
In general one does not know a priori the values R 0 and α 0 which correspond to the location of the singularity the closest to the origin of the solution W 0 (x) looked for. One must thus consider R and α as free parameters. Several procedures may be conceived to approximately determine the "best" values of R and α (which, ideally, should be close to R 0 and α 0 respectively). The following one is illustrated on the case β = 1 and m = 2.
Suppose first that R 0 and α 0 define an angular sector in which the solution looked for is analytic (i.e., there is no supplementary singularity in the interior of this sector). Then, if R < R 0 and α < α 0 , the mapping method should provide a convergent result as the order M is increased. If it does not, then one of the previous inegalities is not satisfied and a decrease of the trial value of R (also of α even) is necessary. One thus proceeds by successive trial and error in order to determine at least one couple of value {R 1 , α 1 } such that the mapping procedure begins to converge. In the example presently chosen, if one sets a priori R = 1 and α = 1, one already gets, with M = 50 an estimate of E 0 with 8 significant figures (1.39235163) . Having this first estimate, one may look at the effective radius of convergence of the original series. This may be done with the help of the d'Alembert or the Cauchy rule or (in the case where they do not converge) via the plot of the sum of the series as function of z. This provides an estimate of R 0 which may be used to get a better convergence towards E 0 . It is important to realize that, to get a relatively large accuracy on E 0 , it is not necessary to know R 0 with much accuracy.
The determination of the best value of α proceeds also by trial and error and is determined by the criterium of best convergence as shown by figure (6). However, for small values of M , it may appears that "exotic" effective best values of α may be observed. Figure (6) shows that in the example of the AO presently treated, the value α = 5/2 provides, for small M , an apparent better convergence than the right value α = 2. But, for larger values of M , one observes that the former case finally yields perturbed convergence whereas with the second case the convergence remains smooth [see figure (6) ].
Excited states
The determination of the excited states proceeds as in section 3.6. The fundamental state W 0 (x) (or the first odd state W 1 (x)) is used as a basis through (31) . Consequently, there is no need to look for new determinations of R and α. The values obtained previously for W 0,1 (x) work also for the excited states. At a given order M , the corresponding auxiliary condition yields a polynomial equation for E, the real zeroes of which form, once and for all, the approximate spectrum of the AO which can be, step by step, unambiguously determined as shown by figure (7) . The values of the spectrum are given in the appendix, they are much more accurate than (and compatible with) the existing previous estimates [13, 24, 38] .
Other examples treated
In this part configurations which are more difficult to treat than the previous one are considered. One easily understands that the larger m, the harder the determination of the spectrum. In principle the difficulty also grows as β decreases: for a fixed m, the limit β → 0 is the limit of infinite coupling constant λ → ∞. Another kind of complication arises when β is more and more negative (double-well configurations): a Taylor-series-based method is not very appropriate because the expansion is performed on the top of the hill of the potential.
4.5.1. The AO with β = 0 and m = 2 This is the example treated explicitly in [12] where, with M = 300, the fundamental energy E 0 had been determined with an accuracy of 65 significant figures (48 figures for the excited-state energies E n up to n = 39). The analytic structure of W 0 (x) is similar to that of the case β = 1 previously considered: all the singularities are probably located on the imaginary axis of the complex x-plane. The location of the singularity the closest to the origin implies R 0 ≃ 4.2526611666886 whereas α 0 = 2.
Using those values to fix R and α, the mapping method yields, for M = 150, an estimate of E 0 with already 76 significant figures. Moreover, using the rescaling of [12, 37] and a series calculated up to the order M = 250, the number of significant figures obtained is 114. The accuracy is even better in the odd case since, at the same order M = 250, E 1 is estimated with an accuracy of 120 significant figures (see the appendix).
As for the excited states both in the even and odd cases and M = 180, the 40 first energy states are estimated with an accuracy larger than 56 figures in the even case (63 in the odd case).
All these estimates are presented in the appendix. They all coincide with the estimates given in [12] but, again, involve more significant figures.
4.5.2.
The AO with β = 0 and m = 3 In that example, the singularity of W 0 (x) are not located on the imaginary axis of the x-plane but on four straight lines starting from the origin so that the singularities the closest to the origin are located at points re ±iθ and re ±i(π−θ) with:
Considering now the complex z-plane, and the generic definition of R and α associated with an angular sector as drawn on figure (3), this induces the angular sector defined by: R 0 ≃ 3.31231236256
with two singularities located on its edges. With such a sector of analyticity, without singularity taking place on the negative side of the real z-axis, the parameter R is no longer bound by the condition R ≤ R 0 and may be chosen as large as one wants provided that α be modified adequately. However the larger R, the smaller α, and it appears that it is preferable to choose the largest integer value of α which is compatible with the constraint R > 0. Presently the value α = 1 may be chosen whith R ≃ 2.2107.
With those values and the rescaling of [12, 37] , using M = 250, the fundamental energy E 0 has been determined with 56 significant figures. The 20 first even excited states are then determined with at least 24 significant figures with M = 181. Similar accuracies are obtained in the odd case (see the appendix).
Double well
The more β is negative, the more the calculations based on a Taylor expansion about the origin x = 0 are difficult. In addition, one will see that the radius of convergence of the Taylor series for W 0,1 (x) decreases so as to considerably reduce the efficiency of the mapping method (although it continues to work correctly). For small β < 0 and m = 2, the mapping method is still very efficient as shown by the estimates given in the appendix for β = −1 and m = 2.
For the sake of an illustration of the difficulties encountered for increasingly negative values of β, the following is limited to a short presentation of the results for two configurations: β = −11, m = 3 and β = −10, m = 2 (the configuration β = −50, m = 2 is also shortly alluded to). β = −11, m = 3 According to section 2.4, that configuration is quasi-exact. One finds that the singularities of W 0 (x) are all located on the imaginary axis in the complex x-plane and the optimal values of the mapping parameters are determined to be:
According to (6) , the auxiliary condition is:
With M = 100, the estimate obtained with the mapping method for the fundamentalstate energy is:
which corresponds to the first exact value −8 listed in section 2.4. In the odd case and M = 100 also, E 1 (which is not an "exact" value) is better determined with an accuracy of 30 significant figures, using R 0 ≃ 0.9129007 and α 0 = 2. It comes:
To get the two other exact values, one must consider the even excited states. With M = 100, the results are: The two following odd excited states are again better determined:
To improve the accuracy, one should have to consider larger values of M . One notices that, compared to the even case, the better accuracy obtained in the odd case coincides with a larger radius R 0 . The following example confirms this (expected) correlation. β = −10, m = 2 The singularities of W 0 (x) are again all located on the imaginary axis in the complex x-plane and the optimal values of the mapping parameters are found to be:
The radius R 0 is smaller than in the previous case and a less accurate estimate must be expected. Effectively with M = 126, the estimate obtained with the mapping method for the fundamental-state energy displays only 9 significant figures: In the odd case, one finds:
and the estimate with M = 100 is found with an accuracy of 16 significant figures:
The above estimates of E 0 and E 1 are not as accurate as those obtained using the Padé method with M ≃ 40 only [33] :
One sees that, in accordance with its nature, the Padé method makes the best with the (isolated) singularities located on the negative real z-axis even if one of them comes close to the origin. On the contrary, the efficiency of the mapping method decreases in that case because it is intimately tied to the location of the singularity the closest to the origin. β = −50, m = 2 It is worth mentionning that, in that case, the radius R 0 is found to be close to 0.004012. With a so small value, the mapping method is practically useless (although it continues to be valid in principle but large values of M are already required to simply get an idea on the order of magnitude of E 0 ). In the circumstances the analytic-continuation method of section 3.2 is particularly useful since, as already mentionned, that method yields an estimate of E 0 with 22 significant figures [22] with M ≃ 40 only.
Summary and conclusion
The AO with different potential configurations have been explicitly considered to illustrate the efficiency and the limitations of a quasi-analytic method for solving nonlinear ODE named the mapping method [5] . As several other quasi-analytic methods encountered here and there in the literature of the AO it is based on a generic Taylor series in powers of the independent variable. After a short presentation of those methods, the mapping method has been introduced and its use clearly illustrated on the basis of the simplicity of the analytic properties of the AO. In particular the practical determination of the two adjustable parameters R and α, inherent to the method [see eqs. (34, 36) ], has been shown to correspond precisely to those analytic properties. In absence of any information on them, the criterion of best convergence is appeared to be valid. Extremely high accurate estimates of the spectrum of the AO have been easily obtained (see the appendix) provided that the effective value of R was not "too" small since, in accordance with its nature, the efficiency of the method decreseases with R. In the case of very small R, the analytic-continuation method or the Padé method have appeared to be more efficient. Finally the mapping method [5] is an extremely refined method, easy to use and which provides clear convergences towards the values looked for provided the radius of convergence of the initial Taylor series is not too small. The Padé method [10] is also an easy-to-use method which is more robust but less refined than the mapping method. The two methods (and also the analytic-continuation method [15, 16] ) may certainly be advantageously associated in the process of solving a two-point boundary problem of a nonlinear ODE. With M = 115, R = 6.03344983950017 and α = 2 the first odd state has been determined with 70 significant figures:
The estimates of the 20 first odd excited states, obtained with M = 121, are given in table A2.
All the estimates obtained are in agreement with the existing literature [25, 38, 13] at least up to 10-16 significant figures they quote. In order to compare the efficiency of the respective methods, the rescaling of [19] has been used in the study of this configuration. In the even case, the parameters of the conformal mapping have been fixed to R = 0.7515601141384727 and α = 2 corresponding to the location of the singularities of W 0 (x) in the complex x-plane. With M = 250, the fundamental state energy has been determined with 114 significant figures: In the odd case, the mapping parameters are fixed to R = 0.65325380587388 and α = 2. The first odd energy state has been determined with 120 significant figures (M = 250):
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With M = 181, the 20 first odd excited states are estimated as shown in table A4.
All the above values are in agreement with the estimates published by Leonard and Mansfiled [12] at least up to 48-65 significant figures they quote. In this case the singularities of W 0 (x) are not located on the imaginary axis of the complex x-plane. Hence α = 2, and R may be adjusted so that one may choose α = 1 to make the calculations easier. Using the rescaling trick of [19] , for R = 0.42181 and M = 250 the fundamental energy has been determined with 56 significant figures:
With M = 181 the 20 first excited even energy states are determined to be as in table A5. A similar singularity distribution occurs for the odd state so that α may be fixed to 1 with R = 0.3467407074263. With M = 250 and the rescaling trick of [19] , the first odd energy state is determined with 59 significant figures:
With M = 182 the 20 first excited odd energy states are determined to be as in table A6.
All the above values are in agreement with the estimates published in [38] at least up to 16 significant figures quoted. In this case the zeroes of the two first states (even and odd) are located on the imaginary axis of the complex x-plane and the parameter α of the mapping transform (34) is set to 2. The values of R corresponding to the location of the zeroes the closest to the origin in the two cases are found to be: R = 3.33794474927577803 (even) R = 4.31581775651355421 (odd)
With M = 100, the tables A7 and A8 give the values of the 21 first energy states in each cases (even and odd):
These results are in agreement with the estimates given in the literature [39, 40, 22, 16, 38] at least up to the significant figures they quote. 
