S uppose a red laser beam (of wavelength l equal to 0.660 mm) is expanded using an optical telescope into a collimated, approximately plane wave that is 5.68 mm in diameter. Pass that beam through a tall rectangular slit whose width a is gradually reduced from 3.30 to 0.100 mm. Look at its image on a screen located at a distance L from the slit equal to 0.656 m. As the slit is narrowed, you predict that the width of the pattern will: This scenario could be posed as a clicker question in the optics portion of an introductory physics course.
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A student unfamiliar with diffraction might suppose that one will see a rectangle of light on the screen, corresponding to the illuminated slit, which narrows as the slit size decreases. This geometric optics idea leads to answer B. On the other hand, a student familiar with the basics of single-slit diffraction may reason that since L >> a, the first-order single-slit minima should be located at angles q (on either side of a perpendicular bisector passing through the center of the slit) determined by
The numerical value of l/a is significantly smaller than 1 for all slit sizes and so one expects to see a well-defined central maximum. Its linear width on the screen is given by
Since q is always much less than 1 rad, the small-angle approximation tan q < sin q implies
and thus the second student predicts that w systematically increases as a decreases, which is answer A. In fact, both of these lines of reasoning are partly correct. For sufficiently wide slit openings, the image on the screen will have a width determined by geometric optics, and thus it will decrease as the slit width is reduced. On the other hand, for small openings the pattern is dominated by diffraction, and the image width increases with decreasing slit width. The correct answer is thus D, as is experimentally demonstrated and theoretically explained in this paper. The key point is that Eq. (1) is only valid in the Fraunhofer (also known as the "farfield") regime. That limit holds when L is large compared not simply to a but instead 1 to a 2 /l . For example, if a = 3.00 mm and l = 660 nm, then a 2 /l = 13.6 m, which is not smaller 2 than L = 0.656 m. When the slit width a is significantly larger than the geometric mean of the slit-toscreen distance L and the laser wavelength l, the pattern consists of a single bright stripe whose width w is equal to the slit size a. This is the "wide-slit limit" that geometric optics predicts for undiffracted rays traveling straight through an aperture. In that case, narrowing the slit makes the width of the screen pattern decrease until Then single-slit diffraction described by Eq. (3) takes over, and further narrowing of the slit results in a sharp increase in the pattern width. This behavior corresponds to the "narrow-slit limit" of Fraunhofer diffraction.
A rigorous treatment of diffraction theory involves concepts well beyond the introductory course. 3 However, the following simple argument shows that the transition from the Fraunhofer to the geometric optics regime must occur near a critical slit width of (4) When a wave, such as on the surface of water, is incident on an opaque edge, say the end of a breakwater, it will bend around that edge into the "shadow" region. Likewise if light is incident on a slit of width a, the diffracted central bright peak will be wider than the slit, w > a. Substituting Eq. (3) into this inequality, the far-field regime holds only if 4 2Ll/a > a,
whose lower limiting equality rearranges into Eq. (4). The present paper explores this crossover from the narrowslit to the wide-slit limits. Our main experimental finding is that, if one restricts attention to analyzing the width of the central maximum (which encompasses the majority of the integrated intensity of the pattern for any slit width), then only geometric optics and Fraunhofer diffraction are required to describe it. In this sense, even intermediate-width slits are accessible to the introductory course as a lab project and for classroom description. It is not necessary to jump from macroscopic geometric optics to microscopic wave optics without different slit widths in Fig. 2 represent the variety of observed patterns.
In the Fraunhofer limit described by Eq. (3), the width investigating the intermediate range in which slits are small enough that ray optics starts to fail but not so small that you need a magnifying glass to see the openings. On the contrary, students can be shown a smooth transition from one regime to the other, with no cognitive disconnect between them.
Experimental setup
A photograph of the setup is in Fig. 1 . The red diode laser beam 5 has a wavelength of l = 660±1 nm and a diameter of 568±1 mm. The beam telescope consists of a diverging lens with a focal length of -2.54 cm (nearer the diode laser) followed by a converging lens with a focal length of +25.4 cm (nearer the slit). The two lenses are separated by the sum of their focal lengths (i.e., 22.9 cm) so that the final transmitted beam is collimated and expanded in diameter by a factor of 10.0 (the absolute value of the ratio of the two focal lengths) to 5.68 mm, bigger than the largest slit width of 3.30 mm used in our experiments. The expanded beam is incident on a 2.90-cm tall slit, whose width can be adjusted by hand with a calibrated micrometer screw. 6 Next, the diffracted beam passes through various neutral-density filters, chosen to attenuate the signal to the microwatt level to avoid saturating the peak. (Higher optical density is used for wider slit widths.) Finally the signal is measured by a line-array camera (Thorlabs model LC100) with USB interface to a computer. However, teachers could use a student light sensor assembly instead of such an array camera to measure the intensity as a function of transverse position. 7 For example, Diffraction Apparatus model DAK from Vernier includes a laser, variable slit, and detector that enables one to perform this experiment in an introductory physics laboratory.
The distance from the center of the slit to the center of the camera array is measured to be L = 656±2 mm by stretching a wire between them. The camera is mounted on a vertical rotation stage so that the array can be oriented perpendicular to the slit. In turn that rotation stage is placed on a transverse translation stage so that the array can be centered on the diffraction pattern. The camera consists of 2048 pixels with a pitch of 14.0 mm (for a total width of 28.7 mm-more than enough to collect the central maximum and the first few side lobes) and a height of 56.0 mm (very small compared to the diameter of the expanded laser beam, so that we are measuring a cross-sectional slice along the vertical midpoint of the pattern). Integration times of between 1.00 and 100 ms are used. The measurements are made with the room lights off. The beam block is temporarily inserted to background correct for any remaining stray light and camera noise.
Data analysis
The raw data (in the form of text files) of intensity versus pixel number for each slit width are imported into MATLAB. They are smoothed, 8 the background intensity is made exactly zero, the pixel numbers are converted to transverse positions x in mm, and the peak is normalized to unit intensity I/ I 0 and shifted to a precise position of x 0 = 0. 9 Images for nine pleasingly smooth, with only a slight ripple in the range from a = 1.10 to 1.70 mm. That ripple arises from the side lobes climbing up the edges of the main peak in the graphs along the second row of Fig. 2 .
Ignoring that minor ripple, the data are well described by Eq. (6) for small values of a, plotted as the black curve. For large values of a, the width of the pattern matches the geometric optics prediction that it should be equal to that of the slit opening, plotted as the blue line. Finally, the critical slit width according to Eq. (4), a c = 0.931 mm, is indicated by the dashed green line in Fig. 4 . This critical slit width is in good agreement with both the experimental minimum in the red values of d, and with the intersection point between the black and blue theoretical curves.
Qualitative visual demonstration
The good agreement between experiment and elementary theory in Fig. 4 means that a teacher could introduce Fraunhofer single-slit diffraction in an introductory course with the following demonstration. Use any available laser pointer or helium-neon laser as the source (preferably with an expanded beam diameter), together with an adjustable slit obtained from an optics surplus supplier, and project the pattern onto a wall. Start by sending a laser beam through a wide slit, where students are comfortable with the idea that light rays essentially travel straight through it and onto the screen, resulting in a single bright stripe whose width is equal to that of the slit. The width of that stripe therefore initially decreases linearly with a reduction in the slit size. However, once the slit becomes sufficiently narrow, further reduction in a causes the diffraction pattern to spread apart. This decrease and then increase in the width of the pattern on the screen as a is progressively reduced is readily observable by eye, as Fig. 5 demonstrates.
w of the central peak is measured as the transverse distance between the first-order minima, corresponding to the innermost two points where I/I 0 = 0 in Fig. 3 . However, that measurement methodology does not apply to peaks for which the intensity only asymptotically approaches zero (such as for a = 2.00 mm in Fig. 2) . Instead, we measure the distance between points where I/I 0 has some fixed value between 0 and 1. That is, we "slice" across the peaks in Fig. 2 at that chosen height. The selected height is arbitrary, except that it must avoid the extra lobes and peaks in the patterns, particularly at low and high intensities. We use an automated script to search through each processed data set and find the pair of positive and negative x positions at the chosen value of I/I 0 . The peak width d is then the difference between those two x values. Measuring d between the points where I/I 0 = 0.2 gives good results. As illustrated in Fig. 3 , the use of this alternative width results in values of d in the Fraunhofer limit that are smaller than those of w in Eq. (3) by a factor of 0.642 so that (6) using our values of L and l.
In contrast, owing to their nearly rectangular intensity profiles, it is not necessary to correct the measured pattern widths in the wide-slit limit. For example, for the image in Fig. 2 for a = 3 .00 mm, the edges of the peak are sufficiently steep that it makes little difference at what height one chooses to measure the width. For simplicity, we consistently measure the peak widths at I/I 0 = 0.2 for all of the patterns.
Comparison between experiment and theory
The measured widths d of the central maxima are plotted for various slit sizes in Fig. 4 as the red dots. The data are 
