Abstract. Solutions of the so-called prescribed curvature problem
Introduction
Given an open bounded domain Ω in R n with Lipschitz continuous boundary and a curvature field g ∈ L ∞ (Ω), we address the solution of the so-called prescribed curvature problem, which consists of minimizing the functional
Here, P Ω (A) denotes the perimeter in Ω of the Caccioppoli set A ⊆ Ω, i.e., the (n−1)-dimensional Hausdorff measure of ∂ * A∩Ω, where ∂ * A is the reduced boundary and coincides with ∂A for regular sets [17] . Problems involving a surface energy together with a volume term arise in many fields, e.g. in phase transition problems, capillarity, minimal surfaces [1] , [18] , [27] .
Any absolute or relative minimizer A toG is known to verify the condition that the sum of the principal curvatures at any point x ∈ ∂A ∩ Ω equals g(x) (wherever g is continuous) and that the interface ∂A meets the boundary ∂Ω orthogonally.
Given > 0, the functionalG in (1.1) can be approximated by the more regular relaxed functional [25] (1.2) in the sense of De Giorgi's Γ-convergence [13] as → 0. Here, Ψ(t) = (1 − t 2 ) 2 is a double-well potential which penalizes values of v other than ±1 and c 0 = 1 −1 Ψ(s) ds. It follows that any sequence of absolute minimizers u of F converges in L 1 (Ω), up to a subsequence, to a function u ∈ BV (Ω; {−1, 1}) such that the set A = {x ∈ Ω : u(x) = 1} is an absolute minimizer ofG.
The first result of this paper is an essentially O( 2 ) quasi-optimal interface error estimate for minimizers of F that reads as follows. Let A ⊂⊂ Ω be an absolute or relative minimizer ofG with strictly positive principal eigenvalue λ 1 of the second variation ofG (A is a nondegenerate minimizer). Then there exist a relative minimizer u of F , a positive constant C depending on Ω, g, λ 1 , and a threshold value 0 (possibly depending also on A and C) such that, setting Σ = {x ∈ Ω : u (x) = 0}, one has
Here, dist H denotes the Hausdorff distance between sets. The Euler-Lagrange equation associated with F turns out to be a singularly perturbed nonlinear elliptic PDE, which can be solved by finite elements techniques [4] , [5] . We then prove that the O( 2 | log | 2 ) interface error estimate remains valid also for solutions of these discrete versions of the elliptic PDE, provided the mesh size h decreases with at least as h = O( 5/2 ). The discrete problem introduced here actually differs from those presented in [4] , [5] in the absence of mass lumping in the potential term. Mass lumping in that term can however be taken into account at the cost of a much stronger requirement on the size of h with respect to . Results in the same spirit have been recently obtained by Dziuk and Hutchinson [15] for a discrete version of the Plateau problem using a front-tracking approach.
Solutions of the prescribed curvature problem can also be obtained by considering the stationary limit as t → +∞ of the evolutionary reaction-diffusion equation associated with the Euler-Lagrange equation,
This so-called Allen-Cahn equation in fact approximates, by its zero level-set, the evolution of a surface moving with normal velocity given by the local mean curvature plus the forcing term g with an error of order O( 2 | log | 2 ) [3] , [28] , [29] , [30] , [31] , [32] , [33] . Equation (1.3) has been thoroughly investigated theoretically in the literature; see, e.g., [1] , [2] , [7] , [8] , [9] , [12] , [14] , [16] , [23] and the references cited therein.
The outline of the paper is as follows. In § §2 and 3 we fix some notation and introduce the prescribed curvature problem. The first and second variation of the energy functional are presented in §4 in order to introduce the concept of nondegeneracy of relative minimizers. The comparison lemma of §5 is the main tool to establish existence of approximating solutions. Construction of appropriate barriers, based on the formal asymptotics sketched in §6, is accomplished in §7. Based on this construction, we obtain the error estimate for the relaxed functional of §8; the optimality of this estimate is then shown in §9. A similar error estimate can be obtained for a discrete version of the energy functional, as shown in §10, following the same conceptual path as for the continuous counterpart. We finish the paper with some remarks and conclusions.
Notations and assumptions
Let Ω ⊆ R n be a bounded open domain with Lipschitz continuous boundary, and let A ⊂⊂ Ω with smooth boundary Σ = ∂A; we require that A lie locally on one side of Σ and we suppose for definiteness that A is an open subset of Ω. We require Σ ∈ C 2 in order to have continuous principal curvatures κ 1 , ..., κ n−1 ; additional regularity of Σ is implicitly required by the assumption (2.1) below.
The signed distance function with respect to A is defined by
and satisfies |d(x)| = dist(x, Σ). Given D > 0, we define the tubular neighborhood
In view of the C 2 regularity of Σ and the compact embedding A ⊂⊂ Ω, we can choose D so small that the signed distance d is smooth over T ; it turns out that the projection s(x) of any x ∈ T onto Σ, defined by
is uniquely determined. Theorems 8.1 and 10.2 will be proved under the following regularity assumptions for d and g:
We recall the definition of the double-well potential Ψ(t) = (1 − t 2 ) 2 , and we set ψ(t) = 1 2 Ψ (t).
The prescribed curvature problem
Let us consider a slightly more general form for the energy functionalG obtained by the addition of a boundary term. Namely, let
Here, H n−1 denotes the (n − 1)-dimensional Hausdorff measure and A is any Caccioppoli subset of Ω. Let µ ∈ L ∞ (∂Ω; [−1, 1]) be a weight factor for that part of ∂A lying on ∂Ω. It is easy to check that the boundary of minimizers ofF meets the boundary ∂Ω at an angle given by arccos µ [18] .
However, in this paper we are only concerned with relative minimizers A compactly contained in Ω, which are clearly not affected by changes in this boundary term. We therefore fix our attention to the particular choice µ = −1 and the corresponding Dirichlet boundary value −1 for F . This choice alleviates the boundary layer of minimizers of the relaxed functional, again for compactly contained minimizing sets. Indeed, far outside A such minimizers are espected to assume approximately the value −1 + C g, and we have only an O( ) discrepancy with the imposed boundary datum. The constant C depends on the double-well potential, and is actually zero with a nonregular choice of Ψ [33] , [29] . Note that the original functionalG corresponds to the choice µ = 0.
The functionalF is still relaxed by the functional F defined in (1.2); the only difference lies in the choice of the appropriate Dirichlet boundary condition, which depends on µ and on the double-well potential [4] , [5] .
We shall restrict attention in the sequel tõ
Correspondingly, we shall impose on F a Dirichlet boundary condition by defining
and minimizing F over the convex set D(F ). The following Γ-convergence result is well known [25] . If F is extended to +∞ outside D(F ), then F Γ-converges to c0 2 F in the L 1 (Ω) topology, where F is defined on BV (Ω; {−1, 1}) by
and is extended to +∞ outside BV (Ω; {−1, 1}). Here, Ω |Dv| stands for the total variation of the BV function v [21] . In terms of relative and absolute minimizers, F andF are perfectly interchangeable with the position A → 2ϕ A − 1, where ϕ A is the usual characteristic function of the set A. This Γ-convergence result implies that any sequence of absolute minimizers of F converge up to a subsequence to an absolute minimizer of F; however, it does not give any information on the rate of convergence. The relaxed functional F can be easily discretized numerically by using, e.g., conforming piecewise linear finite elements. The resulting discrete functional is shown to Γ-converge to The Euler-Lagrange equation corresponding to the minimization of F over D(F ) reads as follows:
where
The operator L can be regarded as a mapping of
Stability of surfaces of prescribed curvature
We now turn our attention to the properties satisfied by a relative minimizer A ⊂⊂ Ω ofF defined in (3.1). We shall further suppose that the boundary Σ = ∂A is of class C 2 , so that the sum of the principal curvatures κ m is well defined. Note that this is not a consequence of the regularity of g, at least not if the ambient space has dimension ≥ 8, as the Simons cone [6] , [36] example reveals.
We shall consider the first and the second variation δF A and δ
2F
A ofF associated with normal displacements of the boundary Σ. More precisely, let n denote the outward unit vector normal to Σ. For any test function ξ ∈ C 2 (Σ) define
where A λξ is the set whose boundary is obtained by moving any point x ∈ Σ to the new position x + λξ(x)n(x). The set A λξ is well defined provided |λ| is sufficiently small. A straightforward computation gives the first variation
which provides the usual stationarity condition
The second variation is given by
where κ s is the sum of the squares of the principal curvatures, and the notation ∇ Σ denotes the tangential gradient of functions defined on Σ. The symmetric bilinear form on H 1 (Σ) associated with the second variation (4.2) is
The main results of the paper will be proved under a more restrictive nondegeneracy condition. Let the linear operator L :
where ∆ Σ is the Laplace-Beltrami operator on Σ associated with the metric induced by R n . The eigenvalues of L satisfy λ 1 ≤ λ 2 ≤ · · · and λ n → +∞ as n → ∞. Let h ∈ H 2 (Σ) be the eigenfunction associated with the principal eigenvalue λ 1 , defined by
and satisfying [20, §8.12] , [11, p.451] 
Proof. If the test function
Remark 4.1. The eigenfunction h > 0 satisfying property (4.4) plays an essential role in the construction of the subsolution, since the horizontal shift is modelled accordingly. Instead, the choice of a space-independent shift, as done in [3] , [28] , [31] , [29] , leads to a subsolution only if ∇g · n + κ s < 0 on Σ. Note that this is a severe restriction which, in turn, implies λ 1 > 0 in view of (4.2).
Comparison lemma
The main tool to establish existence of an approximating solution u is the following comparison lemma. It is a variant of known similar results (see [37] ).
in Ω, and also that
then u can be chosen to be a relative minimizer of the functional F .
Let u ∈ K be an absolute minimizer of F restricted to K (which is a nonempty closed convex set), which exists by the direct method in Calculus of Variations [24] . Then u satisfies the following variational inequality:
From the regularity theory of elliptic variational inequalities it follows that u ∈ W 2,∞ (Ω) [19] . Let x ∈ Ω be any regular point for v
On the other hand, we get the opposite inequality L(u )(x) ≥ 0 by enforcing (5.2) with an appropriate choice of the test function, and again we obtain L(u )(x) = 0. The remaining cases v
can be treated similarly, and we conclude that u is a solution of problem (3.2). If we have the stronger conditions (5.1), assumptions v − (x) = u (x) and v + (x) = u (x) lead to a contradiction, and we conclude that u is contained in the interior of K.
Formal asymptotics
A formal asymptotic analysis of the singularly perturbed PDE (3.2) suggests the validity of an optimal quadratic error estimate between the surface of prescribed curvature Σ ⊂⊂ Ω and the zero level-set of the relaxed solution u of (3.2). This error estimate will be proved via the construction of precise barriers suggested by the formal asymptotics mentioned above, which however plays no role in the rigorous proof.
Shape functions.
We preliminarily need to define the shape functions; they appear in the inner expansion, and their asymptotic properties and estimates are crucial for the derivations in §7. We shall recall them briefly and refer to [3] for details. Let the linear operator A :
where γ is the unique strictly increasing solution of γ −ψ(γ) = 0 satisfying γ(0) = 0 (for the choice of the potential made in §1 we actually have γ(y) = tanh(y)). The shape functions are defined by the equations
Since the right-hand sides (say f ) satisfy the orthogonality condition R fγ dx = 0, any such solution (say ζ) actually exists and is unique if we further require ζ(0) = 0 and a polynomial growth at infinity [3] . They satisfy the following properties (see
,
6.2. Inner expansion. We focus our attention here to the sole inner expansion, which furnishes all the important information and allows us to define the building blocks in devising the appropriate shape of the sub-and supersolution.
Let y = d / , where d is the signed distance to the set Σ = {u = 0}, positive inside. Let Γ : S → Σ be a one-to-one parametrization of Σ , where S is a reference manifold of the same topological type as Σ , assumed to be uniform in . We also denote by s : Ω → S the projection of any x ∈ Ω onto the set Σ , so that
where n denotes the outward unit normal vector to Σ . Setting U (y, s) = u (x), we assume the existence of asymptotic expansions for U , Γ , n , κ m , κ s up to the appropriate order in terms of :
, and collecting all terms of the same order, we obtain equations for each U i , which are solvable if and only if an appropriate orthogonality condition for the right-hand sides is satisfied (Fredholm alternative) [3] , [29] , [33] . In particular, it follows that κ m 0 = g(Γ 0 (s(x))) and κ m 1 = 0, which means that the curvature of Σ 0 must equal the forcing term g, as expected, so that we are indeed approximating a minimizer ofF, and that Γ 1 = 0, which means that the approximation is actually second-order accurate.
The resulting expressions for U i , i = 0, 1, 2, read
where for convenience we use g (s) as a shorthand for −∇g(Γ 0 (s)) · n 0 (Γ 0 (s)).
Observe that the function g in the definition of U 1 is evaluated at the local position x = Γ (s) − yn (Γ (s)) (which actually depends on ) rather than on Γ 0 (s). This O( ) change affects the subsequent definition of U 2 , but is essential to allow the subsolution constructed according to (6.3) to be extended smoothly far from the interface.
Boundary layer formal asymptotics. The barrier to be constructed in
§7 has to match the Dirichlet boundary value −1. For this purpose we need to devise an appropriate shape, which is again suggested by the first three terms of the boundary layer formal asymptotics. The derivation is quite similar to the case of the inner expansion at the transition layer, but now the Fredholm alternative does not give any orthogonality condition to be satisfied for the right-hand side of the equations defining the shape functions, because the associated homogeneous equation has trivial kernel. It is also possible now to give explicit definitions for the above-mentioned shape functions, which we give in (7.12) of §7.3, where they are used to actually construct the lower barrier near ∂Ω.
Construction of a subsolution
Based on the eigenfunction h constructed in §4, we define for any > 0 on T the modified signed distance as follows:
whereh(x) = h(s(x)) and c 1 > 0 is a constant to be chosen later independent of . We set
where δ ≥ 3 and note that T − ⊂⊂ T for sufficiently small. Sinceh is constant along normal directions, we have ∇d · ∇h = 0, hence
Here and throughout this section the notation f = O( 4 | log | 4 ) stands for |f | ≤ C 4 | log | 4 for sufficiently small, say < 0 , where C > 0 is some constant independent of and of the constant c 1 , as well as c 2 and c 3 to be defined later on. The value 0 , instead, might depend on
where ω is any positive function of .
Finally, the stretched variable is defined on T by
As in [3] , with the important difference of the definition of the modified distance function d − (x) and the related stretched variable y, the definition of the subsolution v − is based on the formal asymptotics sketched in §6.
Also, the existence of a boundary layer for u , owing to the Dirichlet boundary condition, requires appropriate consideration.
Setting y = δ| log |, we need to modify the shape functions γ, η, ξ (1) , ξ (2) , ξ (3) outside some compact interval [−y , y ] in order to let them become constant outside the larger interval [−2y , 2y ]. This is a necessary step in order to unambiguously extend the definition of v − to the whole Ω. If ζ is any of the shape functions, denoting ζ ±∞ = lim y→±∞ ζ(y), we define
where P ± ζ are two cubic polynomials suitably chosen so as to have ζ ∈ C 1 (R). We are now ready to define v − within the tubular neighborhood T as follows:
where we used the compact vector notation ξ = (ξ (1) , ξ (2) , ξ (3) ) and
). Here, c 2 is an appropriate constant to be chosen later.
Since the modified shape functions are constant outside T − and in particular
where we also exploit η −∞ = η ∞ and ξ
The two definitions agree on the common set T \ T − .
Subsolution on T − .
The most delicate part of this paper is to verify that v − is actually a subsolution on T − with an appropriate choice of the constants c 1 , c 2 . Note that
We need the following lemma; the proof can be found in [22, Theorem 3.2].
Lemma 7.1. Given any function w ∈ C 2 (Σ), we can compute the Laplace-Beltrami operator ∆ Σ w as follows:
where we endow Σ with the Riemannian metric induced by R n .
For x ∈ T − we apply Lemma 7.1 to the eigenfunction h. By Taylor expansion of ∆h(x) about s(x) we get 
We can use (7.5) to express the Laplacian of the modified distance as
The derivation, from here on, strictly follows that of [3, §6.3] . Direct computations yield
where ∇b acts componentwise. Using (7.1) and (2.1) to bound ∇b and ∆b, and noting that c
Hence, using (7.6), we have
Now observe that, by (4.1) and noting that ∇d = ∇d
, we obtain
where ∇g(x) = (∇g)(s(x)). Since y = O(| log | 2 ), it thus follows that
Inserting (7.7) and (7.8) in the previous expression of − 2 ∆v − , we get
Using the formula
we finally get that
where, recalling the expression of b and ξ ,
where we also use the equality ∇d (4.3) for the eigenfunction h, with ∇d = −n.
Observe now that [3] in
for any y = ±y . Noting that yγ ∇d · (∇g − ∇g) = O( | log | 2 ), we conclude from the previous estimates that
Since lim y→±∞ ψ (γ (y)) = ψ (±1) = 4, there exists a positive constant c 3 such that c 3 γ + ψ (γ ) ≥ 2 on R. By choosing c 2 large enough and
we have
for some constant C > 0, since the constant in O(1) does not depend on the constants c 1 , c 2 . Note that the constant c 1 , which appears in the final error estimate, depends in particular on the nondegeneracy of the minimizer A, given by the size of the positive eigenvalue λ 1 .
Subsolution on Ω \ T
− . Suppose, for definiteness, that d − < −2δ | log |. From (2.1) it follows immediately that − 2 ∆v − = O( 3 ) and, using (6.2), we get
Finally,
provided we choose c 2 sufficiently large.
Comparison with boundary datum. Unfortunately, the constructed subsolution v
− has boundary value given by the second line of (7.3), which is not comparable with the Dirichlet boundary value −1, for a general g. Unless we require g = 0 on ∂Ω, we are then forced to suitably modify the subsolution v − in a tubular neighborhood of ∂Ω, and we then need appropriate regularity (W 3,∞ ) of ∂Ω.
We shall denote byd the (positive) distance function of any point x ∈ Ω to the boundary, and byŷ =d −1 the corresponding stretched variable. LetT = {x ∈ Ω :d(x) ≤ 2δ | log |} for some positive constantδ, which is disjoint from T − for small. The shape of v − inT is again suggested by formal asymptotics (see §6.3). Because of the matching condition with v − in the interior of Ω we need to use the first three terms of the formal expansion. More precisely, we define, similarly to (7.2),
), andκ m refers to the curvature of ∂Ω. The shape functionsη ,ξ (1) ,ξ (2) can be explicitly constructed and are given
where σ = ψ (1) and exp denotes the exponential function modified forŷ > δ| log | by a cubic polinomial, as done for the "internal layer" shape functions, so as to vanish forŷ ≥ 2δ| log |.
It is clear from this definition that v − (x) < −1 for any x ∈ ∂Ω and that there is consistency with definition (7.3). It only remains to prove that Lv − ≤ −C 3 | log | 2 < 0 inT . Indeed, if we expand Lv − as we did in T − , we find that the terms of order O(1), O( ), O( 2 ) essentially vanish, apart for contributions of order O(
3 ) owing to the truncation of the exponential for y >δ| log |; we remain with the O( 3 | log | 2 ) term, which has the form −c 2 ψ (1) 3 | log | 2 < 0.
The approximating solution.
The previous arguments can be repeated to construct a supersolution v + based on the modified distance d
2 | log | 2 . We can now apply the Comparison Lemma 5.1 and deduce that there exists a relative minimum u of F satisfying the inequality
Interface error estimate
Let us denote by dist H the Hausdorff distance between subsets of R n , namely
Note that dist H satisfies the following elementary properties:
This reasoning can then be repeated, with the roles of E and F interchanged. From now on we shall denote by C a positive constant, different from time to time and independent of . 
where Σ = ∂A and Σ = {u = 0}.
Proof. Existence of u is established in
Choosing C 1 sufficiently large (independent of ), we clearly have γ(
+ , and we can use (8.2). Now, for sufficiently small, A + \ A − ⊆ T , and we can conclude that dist
To see this, we argue as follows. Fix x ∈ A + \ A − . We have γ( 
Optimality
Optimality of the quadratic rate of convergence expressed in Theorem 8.1 can be formally shown by examining the very special case of a circular minimizer, and using formal asymptotics.
Take n = 2, and select a radially symmetric forcing term g of the special form
where r = |x| is the distance from the origin. Since g(1) = 1, the circle A = {r < 1} is a stationary point for the functionalF in (3.1). It is not difficult to verify that this circle is the unique absolute minimizer ofF for all (α, β) in some neighborhood of (0, −4). If we express (3.2) for radial symmetry, we obtain for the solution u = u (r) the equation
We shall denote by φ a root of u (r), i.e., u (φ ) = 0, which corresponds to the radius of the approximating circle Σ . Set φ = 1 + σ .
If we suppose by contradiction that the error between Σ and Σ is more than quadratic in , we should have
Finally, we introduce the stretched variable y = −1 (φ − r), and the stretched solution within the transition interval,
We now intend to develop an accurate formal asymptotic expansion for U and consider all the terms of order ≥ O( 3 ). Expand U as follows:
Since U (0) = 0, we get the conditions
We clearly have
We can now use these relations to obtain the expansions for each term in (9.1). Using (9.2), (9.4), and (9.6), we get
(9.9) Using (9.2) and (9.5), we get
Using (9.2), (9.4), and (9.8), we get
Using (9.4) and (9.7), we get
(9.12)
We now collect all terms of equal order in (9.9), (9.10), (9.11), (9.12) and equate them to zero.
Order O(1).
Not surprisingly, the O(1) terms from (9.9),(9.11), together with condition (9.3), force the choice U 0 = γ. This also fortunately cancels out the two terms with σ in the same two expressions for I and III.
Order O( ).
After cancelling two terms, we get the equation for U 1 , recalling (6.1),
whence, as expected, U 1 = η.
Order O(
2 ). We get
This leads to U
2 = ξ (1) + ξ (2) + ξ (3) − (2α + β)ξ (4) .
Order O(
3 ). We are now only interested in terms involving α and β. All terms not depending on α or β will always be denoted by the generic letter f . We obtain, recalling that AU 2 = c0 2 y(2α + β) + f,
The solvability condition for this self-adjoint equation (see, e.g., [3] ) implies R f α,β γ = 0, (9.13) and this has to be true for all (α, β) in a neighborhood of (0, −4); hence, by differentiating (9.13) with respect to α, keeping 2α + β fixed, we get
but this is not possible, since γ > 0, and we get a contradiction. This proves that the error between Σ and Σ cannot in general be better than O( 2 ), and that our main result is quasi-optimal.
The discrete problem
Using conforming piecewise linear finite elements, we shall now introduce a discretized version of problem (3.2)-(3.3) equivalent to a system of nonlinear equations, which can be numerically solved, employing appropriate iterative schemes.
We shall prove, under appropriate restrictions on the mesh size (h 2 = O( 5 )) a discrete counterpart of Theorem 8.1, e.g., that the boundary Σ of the nondegenerate minimizer A ⊂⊂ Ω can be approximated with an O( 2 | log | 2 ) error by a solution of the discretized problem.
Notations and assumptions.
For the sake of simplicity we shall assume Ω to be a convex polyhedral domain in R n . Since this implies that ∂Ω is not regular, we shall require g to be compactly supported in Ω.
For any h > 0 (meshsize) let {S h } h be a family of finite element partitions of Ω into simplices having diameter bounded by h and satisfying the minimum-angle regularity assumption [10] . It is not restrictive to assumeΩ = T ∈S h T . Denote by
the set of all vertices of the mesh and suppose that
For the main result of this section we also require the following regularity assumption on S h :
There exists a constant C independent of h such that for any tetrahedron T ∈ S h the projection of any vertex lies inside the opposite face and has distance bigger than Ch from the boundary of the opposite face.
(A)
In dimension n = 2, assumpion (A) can be replaced by the less restrictive requirement: There exists a constant C independent of h such that for any pair of adjacent triangles T 1 , T 2 ∈ S h the sum of the opposite angles does not exceed π − C.
(A * ) Assumption (A) (respectively (A * ) in dimension n = 2) is a stronger version of the acuteness property of meshes (respectively quasi-acuteness), and implies a discrete version of the comparison principle for the discrete operator without mass lumping (Lemma 10.1).
We shall denote by V h the space of globally continuous piecewise linear functions over S h , and denote V 
Denote by M = (m ij ) and by A = (a ij ) the mass and stiffness matrices, defined by
It follows by direct computation that for meshes satisfying assumption (A), or (A * ) if n = 2, we have
where C denotes here and below some positive constant independent of h and , possibly different from line to line.
The discrete version of problem (3.2)-(3.3) can be written in variational form as 
thanks to property (10.2) and the fact that h = o( ) (j ranges from 1 to J in all summations).
Based on Lemma 10.1, we can now prove the following discrete version of Lemma 5.1. Proof. For this proof, which is based on a fixed point argument, we shall identify any function v ∈ K h with the vector in R I of internal nodal values
Lemma 10.2 (Discrete Comparison Lemma
Introduce Q ⊂ R I to be the closed convex set
and finally the map T : Q → Q by
where Let w = u − F (u). We claim that w ∈ Q. This would imply the result, since in this case P Q (w) = w, which gives u = T (u) = w and hence F (u) = 0.
To see that w ∈ Q, suppose by contradiction that w i < v 
This, in conjunction with the fact that v − is a subsolution implies that
, which contradicts the assumption on w i . By using the continuous barriers constructed in §7, by means of the elliptic projection defined in (10.1), we now define the discrete barriers as 
for sufficiently small and h. Moreover, the following L ∞ (Ω) error estimate holds: Proof. The first inequality in (10.6) has been proved by Nitsche [26] and Scott [35] for the elliptic projection;
follows from the construction of v − . We also have the following W 1,∞ stability estimate (Rannacher, Scott [34] ):
which immediately gives the second stability estimate in (10.5) in view of the construction of the continuous barrier v − . Finally, the first estimate in (10.5) follows from (10.6), the hypothesis on h, and the 
. Let L ψ be the Lipschitz constant of ψ restricted to [−2, 2]. Using standard properties of the interpolation operator I h , in conjunction with (10.5), we can estimate
Using (10.6), we have
Finally, in view of the regularity of g and the inverse inequality ∇φ
, for any T ∈ S h , where h T is the diameter of T , the quadrature error can be bounded as follows:
The terms II and III can be controlled by term I if we require
which is seen true by using (10.7). Term I also controls IV, as can be seen by exploiting (10.7). 
10
| log h|
where we used definition (7.2) of v − , estimate (10.6) and assumption (10.7) . In view of the definition of A − with C 1 large enough we get the first inclusion. The second one follows similarly.
A numerical simulation
For the sake of completeness we present a numerical simulation included in [5] for the solution of a prescribed curvature problem.
Set Ω = (−4, 4) × (−4, 4) and take g(x) = −|x| +5/2; then A = {x ∈ Ω : |x| < 2} is a nondegenerate absolute minimizer ofF as defined in (3.1). 
Conclusions
The boundary ∂Ω and the choice of the boundary condition for problem (3.2) plays an important role in Theorem 8.1. Other different boundary conditions such as homogeneous Neumann or general Dirichlet conditions could however be considered with only slight changes in the proofs, if we keep requiring the relative compactness of the minimizer A ⊂⊂ Ω.
It seems not at all trivial to relax this compactness assumption, unless specific choices for the boundary condition (Homogeneous Neumann) and on ∂Ω (e.g. planar where Σ intersects ∂Ω) are taken. The most interesting case of a general Dirichlet boundary condition, which leads to prescribed contact angle for the minimizer to ∂Ω, seems to require a precise construction of the subsolution in the neighborhood of the contact set Σ ∩ ∂Ω. Moreover, the definition of nondegenerate minimizer has to be reformulated, since now the manifold Σ ∩ Ω has a boundary.
The discrete problem formulated in (10.3) does not include mass lumping for the reaction term ψ(v), as was done in [4] , [5] , leading to a nondiagonal mass matrix in the resulting nonlinear system. Indeed, the use of mass lumping can only be taken into account by a stricter restriction h = O( 
and can be controlled by term I if h = O( 4 ).
