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V 
We characterized the group of linear operators that preserve 
sign-nonsingular matrices over .M (IR). Then we extended these results to 
n 
show that a linear operator T that strongly preserves L-matrices over 
M (IR) if and only if T preserves L-matrices and T is also one to one on 
m,n 
the set of cells. We also characterized the group of linear operators that 
strongly preserve L-matrices. 
In addition, we characterized the group of linear operators that 
preserve super L- matrices, the subset of L-matrix. Also we investigated 
linear operators that preserve totally L-matrices, the subset of L-matrix. 
Chapters 1 and 2 of this dissertation contain some material of the 
work done by other researchers on the linear preserver problems and the 
properties of sign-nonsingular matrices and L-matrix. Characterizations of 
linear operators in Chapters 3, 4, 5, and 6 of this dissertation are new. 
(150 pages) 
1.1 Linear Preservers 
CHAPTER 1 
INTRODUCTION 
Let 1K be a field and .M = .M (IK) be the set of all mxn matrices over 
m,n 
IK. If T is a linear operator on .M and 1{ is a subset of .M, then T 
preserves 1{ if T(X) e 1{ for each X in 1<. If f is a function on .M, then T 
preserves f if f(T(A)) = f(A) for all A in M. 
A common problem considered in linear algebra is called a preserver 
problem, that is, characterize those linear operators which "preserve" a 
function or a set. Many mathematicians have already done a lot of work in 
this area (see [1]-(35], (39)-(46), (48], (51)-(66), (69], (70], and 
[72]-(74]). 
The classification of preservers began about 100 years ago. In 1897, 
Frobenius [ 42] characterized the linear operators on .M which preserve 
certain matrix functions: those linear operators on .M that preserve the 
determinant and those that preserve the characteristic polynomial. 
After half a century of relative inactivity there has been renewed 
interest in preserver problems . That interest was sparked by the 
investigation of rank preservers in 1959 by Marcus and Moyls (61]. 
proved: 
They 
If IF is a algebraically closed field and of characteristic O and T is 
a rank preserver, then there exist mxm and nxn matrices U and V, 
respectively, such that 
T(A) = UAV for all A e .,ff (IF) (1.1.1) 
m,n 
or 
m = n and T(A) = UAtV for all A e M (IF) 
m,n 
We call operators of type (1.1.1) and (1.1.2) (U,V)-operators. 
2 
(1.1.2) 
Also in 1959, Marcus and Moyls (62) found that T is a rank preserver 
if and only if T is a rank-! preserver, that is, T preserves the set of 
matrices whose rank is 1. In 1967, Westwick (72] generalized these 
results to matrices over arbitrary algebraically closed fields. 
In a series of papers between 1970 and 1983, Beasley (2-6] has shown 
that if T is a rank-k-preserver and max(m, n) ::s k + 1, min(m, n) = k, 
max(m ,n) 2: 3k/2, or T is nonsingular, then T is a rank preserver (and 
hence T is a (U,V)-operator). Here IF was required to be an algebraically 
closed field. In 1988, Beasley (13) proved that if T is a 
rank-k-preserver on M (C) (space of all mxn complex matrices) for any k, 
m,n 
1 ::s k ::s m, then T is (U,V)-operator. 
The study of preservers of the set of matrices of rank at most k 
began in 1983 with papers by Beasley (6,7]. In 1987, Botta (35] 
characterized linear operators that map mxn matrices to pxq matrices and 
that preserve rank less than or equal to one. Later, Loewy (57) and 
Laffey (51] obtained results concerning rank-k nonincreasing maps. 
A Boolean matrix is a (0,1)-matrix with the usual arithmetic except 
l+l=l. In 1984, Beasley and Pullman [8] studied Boolean-rank-
preserving operators and Boolean-rank-! spaces. They proved that when 
min(m,n) 2: 2, the following properties are equivalent for all linear 
operators T on the mxn Boolean matrices: 
(1) T preserves all ranks; 
(2) T preserves ranks 1 and 2; 
3 
(3) T is a (U,V)-operator; 
(4) T is bijective and preserves rank 1. 
In 1986, Beasley and Pullman (11] showed that the above results for 
Boolean matrices are true for matrices over more general "chain 
semi rings". 
For any matrix A, the term rank of A is the minimum number, t(A), of 
lines (rows or columns) which contain all the nonzero entries of A. In 
1987, Beasley and Pullman (12] showed that if T is a linear operator on 
M (S) (m!::n) where S is any semiring, then the following are equivalent. 
m,n 
( 1) T preserves term rank. 
(2) T preserves both the set of matrices of term rank 1 and its 
complement. 
(3) T preserves the sets of matrices of term ranks 1 and 2. 
( 4) T is a composition of one or more of the following: 
(i) transposition if m = n; 
(ii) X ~ PXQ for some fixed but arbitrary permutation 
matrices P and Q; 
(iii) X ~ [a x ] for some fixed but arbitrary matrix A in 
f,j f,j 
M (S) with no entry a zero divisor or zero. 
m,n 
In 1991, Beasley and Pullman [17] obtained more results on term rank 
preservers. They proved that if IF is any field and T is a nonsingular 
linear operator on M (IF), then the operator T preserves the set of 
m,n 
matrices of term rank 1 if and only if T is one of or a composition of the 
following operators. 
(i) X ~ Xt if m = n. 
(ii) X ~ PXQ for some fixed but arbitrary permutation matrices P 
4 
and Q in .M (IF). 
m,n 
(iii) X ~ AoX for some fixed but arbitrary matrix A in .M (IF) 
m,n 
with no zero entries. 
Characterization of preservers which are not as closely related to 
this thesis have been appearing regularly over the past 20 years and an 
excellent summary of nearly all characterizations of linear preservers 
will soon appear in Linear and Multilinear Algebra, edited by S. Pierce 
with input by leaders in the field. 
200 articles written on the subject. 
1.2 Sign-nonsingular Matrices 
and L-matrices 
This article includes a list of over 
Within the past 2 or 3 years, structural matrix theory has been an 
active area of research in pure and applied mathematics. In structural 
matrix theory, one is concerned only with the locations of the zero and 
nonz ero entries (and perhaps the sign of the nonzero entries), and not 
with the magnitude of the entries . At the core of this research is the 
area of sign-nonsingular matrices and L-matrices (see [36]-[38], [471, 
[491, [SO], [67], [68], and [711). 
An L-matrix is an m x n (m~n) real matrix A such that every m x n real 
matrix which has the same (0, +, -)-sign pattern as A has linearly 
independent rows. If m = n, then A is called a sign-nonsingular matrix. 
In 1984, Klee, Ladner and Manber [50] presented some properties about 
L-matrices, including: 
A E .M (IR) is an L-matrix if and only if for every diagonal 
m,n 
(0,1 ,-1)-matrix D ~ 0 of order m, there exists a nonzero column of DA each 
of whose non-zero entries has the same sign. 
5 




+ 3m - 2 
nonsingular matrix, then A contains at most ------ nonzero entries. 
2 
In 1991, Brualdi and Shader [37] and later Brualdi, Chavey and Shader 
[38] investigated rectangular L-matrices. They obtained a decomposition 
theorem for L-matrices. They introduced new classes of subsets of 
L-matrices such as totally L-matrices, strong L-matrices and barely 
L-matrices. The maximum number of columns for matrices in each of these 
classes was obtained and those matrices attaining the maximum were 
characterized. 
1.3 Sign-nonsingular Preservers 
and L-matrix Preservers 
Many mathematicians have investigated sign-nonsingular matrices and 
L-matrices, but no one has investigated the linear operators that preserve 
sign-nonsingular matrices and linear operators that preserve L-matrices. 
In this thesis, we will characterize the linear operators that 
preserve classes of subsets of L-matrices. We try to show in each case 
that if a linear operator T preserves a class of L-matrices, then T 
preserves the set of matrices of term rank 1. Then by [17], we can obtain 
the structure of T. In Chapter 3, we characterize the linear operators 
that preserve sign-nonsingular matrices. 
extend those results to more general cases. 
In Chapters 4 through 6 we 
In Chapter 4, we investigate 
the linear operators that preserve general L-matrices. We require 
additional restrictions to be placed on the linear operators in order to 
obtain a classification. In Chapter 5, we characterize the linear 
operators that preserve super L-matrices, which is a new class of 
L-matrices introduced here. In Chapter 6, we investigate the linear 
operators that preserve totally L-matrices. 
5, and 6 are new. 
6 
The results in chapters 3, 4, 
CHAPTER 2 
DEFINITIONS AND PRELIMINARIES 
7 
In this and all succeeding chapters we restrict our matrices to mxn 
real matrices. We let .M = .M (IR) and .M = .M (IR). 
m,n m,n n n,n 
2.1 General Definitions and Theorems 
Definition 2.1.1 The number of nonzero entries in a matrix A is denoted 
I A ! . The number of elements in a set S is also denoted IS j • 
Definition 2.1.2 An nxm matrix with only one nonzero entry, say the 
(i,j)
th 
entry, E , is called a cell. 
t,J 




{E , E , • • ·, E } and /h column b = {El,J' Ez,J' 




Definition 2.1.3 If S is a set and !I' is the space spanned by S, then we 
denote :I' = <S>. 
Definition 2.1.4 We denote the Hadamard product of A 
(b 
i,j 
in M by AoB. That is, AoB = (a b ). 
t,J t,J n,m 
= (a ) and B = 
!,j 
Definition 2.1.S If A = (a ) and B = (b ) are in .M , we say that B 
t,J t,j n,m 
dominates A (written B 2:: A or A :S B) if b = 0 implies a = 0 for all 
t,J t,J 
i,j. 
Definition 2.1.6 Let T : .M 
n,m n,m 
be a linear operator. We say T 
preserves the subset :r of .M if T maps each matrix in the set :r to a 
n,m 
matrix in :r. We say T strongly preserves the subset :r of .M if T 
n,m 
preserves both :r and .M ,:r, the complement of :r in .M 
n~ n~ 
We call such T 
an :r preserver or an :r strong preserver, respectively. 
Definition 2.1.7 A linear operator T is non-singular if T(A) = 0 implies 
that A = 0. 
Note that since T is a real operator, if T is nonsingular, T is 
necessarily invertible. 
8 
Definition 2.1.8 Given a matrix A, the column (resp., row) term rank is 
the minimum number of columns (resp., rows) which contain all the nonzero 
entries of A. The term rank is the minimum number, t(A), of lines 
(columns or rows) which contain all nonzero entries of A. 
Definition 2.1.9 Let A = (a ) e .M 
i,J m,n 
We denote by A(j) the submatrix 
of A obtained by deleting column j. 
n 
Definition 2.1.10 Let R = \ E . That is, R is the matrix whose i th 
t l t,J t 
j=l 
row is all ones and whose other entries are 0. We define a linear 
operator T .M ~ .M by T (X) = T(X)oR. Let 
i m,n m,n i i 
V = {T (E ): 1:Sk:sm, 1:sL:sn} 
i i k,L 
and let V be the space spanned by V . Further, let 
i i 
W = {E : T (E ) -:,; O}. 
i k,L i k,L 
m 
Definition 2.1.11 Let C = 
J 
\ E . 
l t,J 
i =1 
That is, C is the matrix whose /h 
J 
column is all ones and other entries are 0. We define a linear operator 
.M ~ .M 
m,n m,n 
by TJ(X) = T(X)oC . 
J 
Let 
and let 'U be the space spanned by U . Further, let 
J J 
9 
X = {E T1(E ) -:,,. O}. 
J k,l k,l 
We end this section with a result which is heavily used throughout 
this document. 
Theorem 2.1.1 [Beasley and Pullman, 17, corollary 3.1.2) Suppose that T 
is a nonsingular linear operator on M = M 
m,n 
The operator preserves the 
set of matrices of term rank 1 if and only if T is one of or a composition 
of some of the following operators. 
(i) X ~ Xt if m = n. 
(ii) X ~ PXQ for some fixed but arbitrary permutation matrices P in 
.M and Q in .M 
m,n m,n 
(iii) X ~ AoX for some fixed but arbitrary matrix A in .M with no 
m,n 
zero entries. 
2.2 Sign-nonsingular Matrices 
Definition 2.2.1 A sign-nonsingular matrix is an nxn real matrix A such 
that every n xn real matrix which has the same (0, +, -)-sign pattern as A 
is nonsingular. 
In this section we will discuss some properties of the sign-
nonsingular matrices. 
Lemma 2.2.1 [Brualdi, Chavey and Shader, 38) A matrix A e .M is a sign -
n 
nonsingular matrix if and only if there is a nonzero term in its 
determinant expansion and every nonzero term has the same sign. 








If A E M and B E M are sign-nonsingular matrices, then AoB may not 
n n 
be a sign-nonsingular matrix. For example, A = 
(0
101) and B = ( ~ ; ) 
are sign-nonsingular matrices. But Ao B = 0 is not a sign-nonsingular 
matrix. However, a direct application of the definition of sign-
nonsingular matrices establishes the following lemma. 
Lemma 2.2.3 If A, M = (m ) E M with m > 0 (or m < 0) for all 
l,j n l,J l,j 
( i,j), then AoM is a sign-nonsingular matrix if and only A is a sign-
nonsingular matrix. 
If A, B E M are sign-nonsingular matrices, then AB need not be a 
n 
sign-nonsingular matrix. For example, if A = [ i -i ) and B = ( 1 -1 ) 2 2 ' 
then A and B are sign-nonsingular. But AB = 
C - ( -11 -11 ) ' nonsingular since the matrix 
( 
-31 -31 ) is not sign-
which has the same 
(0, +, -)-sign pattern as AB, is singular. However, we have the following 
lemmas . 
Lemma 2.2.4 If A E M is a sign-nonsingular matrix and P E M is a 
n n 
permutation matrix, then AP and PA are also sign-nonsingular matrices. 
Proof. Since I det(PA) I = I det(AP) I = I det A I, the lemma follows 
immediately. • 
Lemma 2.2.5 If A E M is a sign-nonsingular matrix and D E M is a 
n n 
diagonal matrix with all nonzero entries on its main diagonal, then AD and 
DA are also sign-nonsingular matrices. 
11 
Proof. Since det(DA) = det D det A and det D ':I= 0, det A = 0 if and only 
if det(AD) = 0 and the result follows. • 
2.3 L-matrices 
The following definitions were introduced by Brualdi, Chavey and 
Shader [38]. 
Definition 2.3.1 An L-matrix is an mxn (m~n) real matrix A such that 
every mxn real matrix with the same (0, +, -)-sign pattern as A has 
linearly independent rows. 
Definition 2.3.2 An mxn (m~n) real matrix is said to be a totally 
L-matrix provided every submatrix of A of order m is a sign-nonsingular 
matrix. 
Definition 2.3.3 A strong L-matrix is an mxn L-matrix such that every 
square submatrix is either a sign-nonsingular matrix or has the property 
that each term in its determinant expansion equals 0. If m = n, then the 
mxm strong L-matrix is also called a strong sign-nonsingular matrix . 
Definition 2.3.4 An mxn (m~n) L-matrix is a barely L-matrix provided that 
each of its mx(n-1) submatrices is not an L-matrix. 
Now we define a super L-matrix, a subclass of L-matrices that 
contains the class of totally L-matrices. 
Definition 2.3.5 An mxn (m~n) real matrix A is called a super L-matrix 
provided that for every i 
th 
column of A there exists a sign-nonsingular 
submatrix of A of order m which contains the i 
th 
column of A. 
In this section, we will discuss properties of L-matrices and 
12 
relationships between the various subsets of l-matrices. 
It is easy to obtain the following three lemmas from the definitions 
of sign-nonsingular matrices, l-matrices, totally l-matrices, 
l-matrices and super l-matrices. 
Lemma 2.3.1 IfAe.M, then the following are equivalent: 
n 
1) A is a sign-nonsingular matrix. 
2) A is an l-matrix. 
3) A is a totally l-matrix. 
4) A is a barely l-matrix. 
5) .4 is a super l-matrix. 
barely 
Lemma 2.3.2 A totally l-matrix is a super l-matrix; a super l-matrix is 
an L-matrix. 
Lemma 2.3.3 If A e .M 
m,n 
and A contains a sign-nonsingular submatrix of 
order m, then A is an l-matrix. 
We note that the converse of Lemma 2.3.3 is not true for m ?: 3 , that 
is, there are mxn l-matrices which do not contain any sign-nonsingular 
submatrix of order m. Let 






1 ~ l · -1 
Then S is an l-matrix but S does not contain any sign-nonsingular 
3 3 
submatrix of order 3 since by Lemma 2.2.2, any sign-nonsingular matrix of 
order 3 has a zero entry [Brualdi, Chavey and Shader, 38]. 
Also we can see S is a barely l-matrix since each of its 3x3 
3 
submatrices is not an l-matrix. 
13 
Every lxn matrix with at least one nonzero entry is an L-matrix and 
is also a strong L-matrix. Hence A e .M is an L-matrix if and only if A 
l,n 
is strong L-matrix. For m ~ 2, the above result is not true. For 
example, S is a 3x4 L-matrix but it is not a strong L-matrix since every 
3 
3x3 submatrix is neither sign-nonsingular nor has the property that each 
term in its determinant expansion equals 0. 
Every lxn matrix with no zero entry is a super L-matrix, and is also 
a totally L-matrix. Hence A e .M (IR) is a super L-matrix if and only if 
l,n 
A is a totally L-matrix. 
The following lemma helps to describe the difference between totally 
L-matrices and super L-matrices when m ~ 2. 
Lemma 2.3.4 [Brualdi, Chavey and Shader, 38, Theorem 3.3) 
is a totally L-matrix with m ~ 2, then k ::s 2. 
If A e M 
m,m+k 
Therefore, if m ~ 2 there is a restriction on the order of an mxn 
totally L-matrix. For instant, there is no 2x5 totally L-matrix. But 





is a super L-matrix for any m and n with n~m .. 
Lemma 2.3.5 If A is an L-matrix, then every row of A has nonzero entries. 
Proof. This follows from the definition of L-matrix. • 
Lemma 2.3.6 If A is a super L-matrix, then every column of A has nonzero 
entries . 
14 
Proof. If A is a super L-matrix and A has /h column with all zero 
entries, then any submatrix of A of order m which contains the /h column 
of A is singular. So by definition of super L-matrix, A is not a super 
L-matrix, a contradiction. • 
We note that the above lemma is not true for an arbitrary L-matrix. 
For example, let A = ( Im O ) . Then A contains a sign-nonsingular 
submatrix of order m. By Lemma 2.3.4, A is an L-matrix . But A has zero 
columns. 





+ 3m 2 
:S 
2 
- + m(n-m). 




m + 3m - 2 > 
2 
+ m(n-m). 
Then for any submatrix B of order m of A, we have 
I BI > m 2 + ~m - 2 
since the number of nonzero entries in the n-m columns of A is at most 
m(n-m). By Lemma 2.2.2, B is not a sign-nonsingular matrix . Hence A is 
not a super L-matrix, a contradiction. • 
We note that the above lemma holds for totally L-matrices since by 
Lemma 2.3.2, a totally L-matrix is a super L-matrix. But the lemma does 
not hold for L-matrices. For example, the matrix S is a 3x4 L-matrix 
3 
15 
with no zero entries. Hence, 1S
3
1 = 12 and m
2 
+ 3m - 2 
2 
+ m(n-m) = 11. 
Lemma 2.3.8 If A e .M is a super L-matrix, and P e .M and Q e .M are 
m,n m n 
permutation matrices, then PA and AQ are super L-matrices. 
Proof. We first prove that PA is a super L-matrix. Since A is a super 
L-matrix, for each j there is a sign-nonsingular submatrix of A of order m 
which contains the /h column of A. Denote this submatrix by A • Since P 
J 
is a permutation matrix, PA is sign-nonsingular and is a submatrix of PA 
J 
which contains the /h column of PA. Hence PA is a super L-matrix. 
We can similarly prove AQ is a super L-matrix. • 
Lemma 2.3. 9 If A e .,ff is a super L-matrix and M = (m ) e .M with 
m,n l,J m,n 
m > 0 for all (i, j) then AoM e .,ff is also a super L-matrix. 
!,j m,n 
Proof. This follows from the definition of super L-matrix. • 
Lemma 2.3.10 If A e .M is a super L-matrix, and S e .,ff and S e .,ff are 
m,n 1 m 2 n 
diagonal matrices with all nonzero entries on the main diagonal, then SA 
1 
and AS are also super L-matrices. 
2 
For L-matrices and totally L-matrices we also have three lemmas which 
are similar to the above three lemmas. The proofs are parallel. 
Lemma 2.3.11 If A e .,ff 
m,n 
is an L-matrix (resp., totally L-matrix), and P 
e .M and Q e .,ff are permutation matrices, then PA and AQ e are L-matrices 
m n 
(resp., totally L-matrices). 
Lemma 2.3.12 If A e .,ff is an L-matrix (resp., totally L-matrix) and M = 
m,n 
16 
(m ) E .M with m > 0 (resp., m < 0) for all (i,j), then AoM E 
i,j m,n t,j t,j 
.M is an L-matrix (resp., totally L-matrices). 
m,n 
Lemma 2.3.13 If A E .M is an L-matrix (resp., totally L-matrix) and $ 
m,n 1 
E .M and S E M are diagonal matrices with all nonzero entries on the 
m 2 n 
main diagonal, then S A E M and AS E M are L-matrices (resp., 
1 m,n 2 m,n 
totally L-matrices). 
Theorem 2.3 .1 [Brualdi, Chavey and Shader, 38, Lemma 3.1) Let A be an m 
by m+l L-matrix. Let x = (x x , • • •, x ) be the vector in which 
t' 2 m+l 
if A(j) is not a sign-nonsingu 1 ar matrix, 
if A(j) is a sign-nonsingular matrix. 
If A has at least one sign-nonsingular matrix of order m, then the matrix 
is a sign-nonsingular matrix of order m + 1. 
If A is an m by m+l totally L-matrix, then every A(j) is a 
sign-nonsingular matrix. Thus the vector x = (x , x , 
1 2 
x ) has all 
m+l 
x, • 0. Also the matrix ( ~ ] is a sign-nonsingular matrix of order m+l. 
By Lemma 2.2 .2, we have the following corollary. 
Corollary 2.3.1 If A e M is a totally L-matrix, then 
m,m+l 
2 IAI !:: (m+l) + 3~m+l) - 2 
Lemma 2.3.14 [Brualdi, Chavey and Shader, 38] 
17 
Every mx(m+2) totally 
L-matrix with m :!: 2 has at least two columns with exactly one nonzero 
entry and has exactly three nonzero entries in each row. 
and 
We look at some examples of mx(m+2) totally L-matrices. The matrices 
(
1 110) 









are 2x4 and 3x5 totally L-matrices, respectively. 
3.1 Introduction 
CHAPTER 3 
LINEAR OPERATORS THAT PRESERVE 
SIGN-NONSINGULAR MA TRICES 
18 
We recall that a sign-nonsingular matrix is an nxn real matrix A such 
that every nxn real matrix which has the same (0, +, -)-sign pattern as A 
is nonsingular. In this chapter we investigate the linear operators that 
preserve sign-nonsingular matrices. Throughout this chapter, we let 
fit = fit (IR). In section 3.2, we prove that if n ~ 3 and T : .M ~ .M is a 
n 
linear operator that preserves sign-nonsingular matrices, then for any 
matrix X e fit, T(X) = PS (XoM)S P or T(X) = PS (XoM/S P , where P e fit 
11 22 11 22 ! 
(i = 1, 2) is a permutation matrix , S e .M (l = 1, 2) is a diagonal matrix 
f 
of ±l's and M = (m ) e At with m > 0. 
L,j L,J 
In section 3.3, we investigate 
linear operators that preserve sign-nonsingular matrices for n = 2. We 
prove that if T is a linear operator that strongly preserves 2x2 sign-
nonsingular matrices, then T has the same form as when n ~ 3. Examples 
show that nonstrong preservers can be singular. 
3.2 Sign-nonsingular Preservers (n ~ 3) 
In this section, we consider the linear operators preserving nxn 
sign-nonsingular matrices where n ~ 3. 
Let T : .M ~ .M be a linear operator that preser-ves sign-
nonsingular matrices. 
In the following lemmas we use V , 'U , W , and X from Definitions 
L j L j 
2.1.10 and 2.1.11. 
Lemma 3.2.1 dim VL (resp., dim 'U} = n and IWil (resp., jx
1
j) ~ n. 
Proof. It is evident that dim V ~ n. 
t 
19 
If dim V < n, then there exist 
t 
r < n cells in W whose images generate V . Suppose 
t t 
such that 
{£' E' 1 2 
£} ~ 
r 
V = <{T (E ), T (E ), 
t t 1 t 2 
w 
t 
T (E )}>. 
t r 
Then, since r < n, for some permutation matrices P, Q e .At, P ( tt £
1
) Q is an 
upper triangular matrix with all zeros on its main diagonal. Hence 
is a sign-nonsingular matrix for any a 's and so is 
t 






J) must be a sign-nonsingular matrix for any 
choice of a 's . 
t 




)) has a 
zero .th d h L row an ence is not 
implies that dim V = n. 
t 
The proof is complete. • 
Lemma 3.2.2 If {£' 
1 
<{T (E ), 
t 1 
T (E ), 
t 2 
E, .. . 
' 2 
T (E )}> 
t n 
sign-nonsingular. This contradiction 
< n, then dim V < n, a contradiction. 
t 
£} ~ w (resp., X) such that V = n t J t 
(resp., X = <<T1(E) T1(E ), 
j 1 ' 2 
T1(E )}>), then for 
n 
each r, 1 ~ r ~ n, either there is an E eW (resp., 
k t 
X ) whose nonzero entry is in row r, or there is an E e W (resp., X ) 
J k t j 
whose nonzero entry is in column r. 
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Proof. If not, then there exists {£ E · · • E } s; W such that V = 
1' 2' ' n i i 
n 
<{T (E ), T (E ), 
i 1 i 2 
Ti(En)}> and L Ei has zero row and zero column. 
i =l 
By permuting rows and/or columns, we have, without loss of generality, 
n 
that L Ei is an upper triangular matrix with all zeros on its main 
i=l 
diagonal and <{T (E ), T (E ), • • • ,T (E )}> = V. 
il i2 in i 









sign-nonsingular matrix for any a 's. Therefore T(I + \ a E) must be a 
t n l t t 
i= 1 
sign-nonsingular matrix for any choice of a 's. 
i 






'a£) l t t 
i =l 
has a 
nonsingular, a contradiction . • 
zero 
.th 
t row and hence is not sign-
For any V (resp., 'U ) there exists k such that either 
i j 
Lemma 3.2.3 
'R s; W (resp., 'R. s; X ) or tg' s; W (resp., tg> s; X ) and <T ('R )> = V 
k i j k i j ik i 
(resp., <T1('R )> = 'U ) or <T (tg> )> = V (resp., <T1(tg> )> = 'U ). 
k j ik i k j 
Proof. = V. 
i 
By Lemma 
3.2.2, we can assume, without loss of generality, that E has its nonzero 
k 
entry in column k. Further we can assume, by permuting rows and/or 
columns, that E + • · · + E is an upper triangular matrix, with possibly 
1 n 
nonzero entries on the main diagonal. 
Case 1. E + E + · · · + E has a zero row . 
1 2 n 
Since E + · · · + E is an upper triangular matrix and E has its 
1 n 1 
nonzero entry in the first column, we have that E = E . 
1 1,1 
Suppose E ~ W . By permuting rows and columns, we can assume that 
l,k i 
E ~ W. Let 
l,n i 
n 
D =E +E +···+£ +aE + 'f3E 
a 2,1 3,2 n,n-1 l,n J~l J J 
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where the (3 's are chosen so that T (D ) = 0 . Expanding the determinant 
j i a 
of D on the n
th 
column we have that 
a 
A 
det Da = a det Da[2,· ··nil,·· ·n-l] + (3n det Da[l,· · ·,k,· ··nil,·· ·,n-1] 
where E = E . 
n k,n 
Note here that E ~ W , D has exactly two possibly nonzero entries 
1,n t a 
in the n
th 






D [2 ···nil·· ·n-1] = a ' ' 
0 ... 0 1 
so det D [2 ···nil·· ·n-1] = 1. Also a , , 
(31 1 
* * 1 
A 0 
D [l ··· k ·· ·nil··· n-1] = (±) ex. , J J , ' 
0 
0 .... 0 1 * 1 
1 





det Da[l,·•·,k,···nlI,···,n-I] = det Da[l,···,k-lll,···,k-1]. 
It follows that 
22 
det D = a + (3 det D [l, · · · ,k-1 j l, · · · ,k-1). 
a n a 
Further, as above 
det Da[l,· · ·,k-ljl,· · ·,k-1] = (3k_
1
det Da[l,· · ·,zjl,· · ·,Z], 
for some Z < k - 1. Continuing, we have 
A 
det D,)I,· · ·,k,· · ·njl,· · ·,n-1] = a a · · ·, 
v.. ,_,k-1,-,l-1 
a single term. That is 
Choosing a of the same sign as f3nf3k_
1
(3H • • ·, or a = 1 if 
{3 {3 {3 • • • = 0, we have D is sign-nonsingular. 
n k-1 t-1 a But T (D ) = 0 so t a 
T(D ) has 
a 
.th 
a zero t row, contradicting that T preserves sign-nonsingular 
matrices. Thus E e W , and in fact, E e W for all k. 
1,n t 1,k t 
Now, if T (E ) and T (E ) = T (E ) are linearly independent, then 
t 1,n t n t k,n 
{T (E ), T (E ), T (E ), · • ·, T (E )} \. T (E ) for some Z * n, spans 
t 1,n t k,n t 1 t n-1 t l 
V , but {£ , E , E , 
i 1,n k,n 1 
£ } \. £ all have zero entries in column Z 
n-1 l 
and in the same row as {£, · · ·, E }. This contradicts Lemma 3.2.2. Thus 
1 n 
T (E ) and T (E ) are dependent. It now follows that 
t 1,n t k,n 
{T (E ),T (E ), · · · ,T (E )} = {T (E ), 0 T (E ), · · · ,o T (E )}. t 1 t 2 t n t 1,1 2 t 1,2 n t 1,n 
Thus <T ('.R )> = V. 
t 1 t 
Case 2. E + E + + E = I. 
1 2 n n 
Suppose E EW for some pair (k, Z). 
k,l t 
By permuting rows and 
columns we have, without loss of generality, that E E W. As above let 
1,n t 
n 
D =E +E +···+£ +aE + 'f3E 
a 2,1 3,2 n,n-1 1,n J~l J J,j' 
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where the (3 's are chosen such that T (D ) = 0. Then 
J l 0:: 
det D = a + (3 f3 • · · f3 . 
0:: 1 2 n 
have that D is sign-nonsingular and yet T(D ) has zero 
0:: 0:: 
.th 
t row, a 
contradiction. Thus E e W for all (k, l). 
k,l i 
Now, if T (E ) and T (E ) are dependent, then 
i l,n i n,n 
{T (E ), T (E ), • • ·, T (E ), T (E )} 
i 1,1 i 2,2 l n-1,n-l i l,n 
is a basis for V and E + • • · + E + E has zero n th row. If 
i 1,1 n-1,n-1 1,n 
T (E ) and T (E ) are independent, then for some l -:t: n, 
i 1,n i n,n 
{T (E ), T (E ), 
i 1,1 i 2,2 
T (E ), T (E )} '\ T (E ) 
! n,n ! l,n i t,t 
is a basis for V and E + E + · • • + E + E - E has zero l th 
i 1,1 2,2 n,n l,n l,l 
column. In either case, Case 1 applies and the theorem follows. • 
Lemma 3.2.4 If <T (~ )> = V (resp., <T (~ )> = V ), then <T (~ )> -:,; V 
ik i ik i rt r 
(resp., <T (~ )> -:I: V ) for any r and l. 
r l r 
Proof. If not, then, without loss of generality, assume <T (~ )> = V and 
i 1 i 
<T (~ )> = V . 
r n r 
If i -:1: r, then since for any o:: -:,; 0 and f3 -:1: 0, the matrix 
! l 
n n n-1 
laE + Lf3E + LE 
i=l i 1,i t= 2 t l,n ]= 2 J,J 
is sign-nonsingular, we can choose a -:1: 0 and (3 -:1: 0 such that 
l l 
r( f o:: E + l ! l,i 
i =l 
n 
' (3 E l l l,n 
l=2 
has all positive entries on the i th row and all entries on the r th row of 
24 
the same sign, either all positive or all negative, a contradiction. 
If i = r, then <T ('.R )> = <T (t; )> = V . 
l 1 l n l 
Now let j ct: i. By Lemma 
3.2.3, there exists '.R or tg' such that <T ('.R )> = V or <T (t; )> = V . If 
k k jk j jk j 
<T ('.R )> = V for some k, then since <T (tg' )> = V and i ct: j, by the above 
j k j l n l 
argument we get a contradiction. If <T (tg' )> = V for some k, then since 
j k j 
<T ('.R )> = V and i ct: j, we get a contradiction again. • 
( 1 ( 
Lemma 3.2.5 If <T ('.R )> = V (resp., <T (tg' )> = V ), then for any r ct: i, 
l k l l k l 
<T ('.R )> ct: V (resp., <T (t; )> ct: V ). 
r k r r k r 
Proof. If not, then, without loss of generality, we may assume that 
<T ('.R )> = V and <T ('.R )> = V . By Lemma 3.2.3 and 3.2.4, we have that 
1 1 1 2 1 2 
for each V 
( 
(i = 3, 4, · · · n) there exists '.R 
k 
( 
such that <T ('.R )> = V . 
l k l 
( 
Without loss of generality, we assume that <T ('.R )> = V . 
3 2 3 
Since <T ('.R )> = V , <T ('.R )> = V , and <T ('.R )> = V , we can choose 
11 1 21 2 32 3 
a > 0 (l~j~n), a > 0 (l~j~n-1), and o: < 0, such that 
1,J 2,J 2,n 
Then 
has all nonzero entries in the first three rows. But 
is sign nonsingular, and therefore 
25 
must be sign-nonsingular. But no sign-nonsingular matrix can have three 
rows with all nonzero entries, a contradiction. • 
Lemma 3.2.6 If <T (~ )> = V (resp., <T (~ )> = V ) then for any Z * k, 
i k i i k i 
<T (~ )> * V (resp., <T (~ )> -:,: V ). 
i L i i L i 
Proof. If not, then without loss of generality, we may assume that 
<T (~ )> = <T (~ )> = V and <T (~ )> = V (2 =:: i == n-l). Thus by Lemma 
1 1 1 2 1 ! !+l i 
3.2.3, there exists ~ or ~ such that <T (~ )> = V or <T (~ )> = V . 
k k nk n nk n 
This contradicts Lemma 3.2.4 and 3.2.5. • 
Lemma 3.2. 7 I W i I (resp., IX JI ) = n and there exist permutations er and T 
such that W = ~ and X = ~ (or transpose). 
t a-CO j T(j) 
Proof. If I W
1 
I * n, then by an argument similar to that in Lemma 3.2.3, 
we have that 
<T (~ )> = <{T (E ), T (E ), T (E ), • • ·, T (E )}> = V 
i l i l,1 i l,Z i l,3 i l,n i 
where l = I, 2, · · ·, k with k :?: 2. This contradicts Lemma 3.2.6. Hence 
I W. I = n. Then by Lemma 3.2.3, W = ~ or ~ for some k. Also by Lemma 
l t k k 
3 .2.4, if i * j, then W * W , and by Lemma 2.3.5, if W = ~ (resp. ~ ) 
i J i k k 




Thus there exist 
permutations er and T such that W = ~ and X = ~ (or transpose). 
t a-CO j T(j) 
• 
From the above lemmas, we have the following theorem immediately, 
since any matrix of term rank 1 is an element of ~ for some i or some ~ 
i J 
for some j. 
Theorem 3.2.1 If n :?: 3 and T .,ff ~ .,ff is a linear operator that 
26 
preserves sign-nonsingular matrices, then T preserves the set of matrices 
of term rank 1 
Theorem 3.2.2 If n 2:: 3 and T : M ~ .M is a linear operator that 
preserves sign-nonsingular matrices, then T is one-to-one on the set of 
cells. 
Proof. Since T preserves sign-nonsingular matrices, by Theorem 3.2.1, we 
have that T preserves the set of matrices of term rank 1. Also by Lemma 
3.2.7, w = "R. and X = ~ (or transpose). Without loss of t O'(O J T(j) 
generality, we may assume w = "R. (i = 1, 2, n) and X = ~ t t J j 
(j = 1, 2, ... • n). 
First, since T preserves the set of matrices of term rank 1, we have 
that T(E) -1; 0 for any cell E. 
Also for any i and j, since E e W ri X we have that T(E ) :s 
t,j t J t,J 
RriC=E. 
J t,j 
Also since T(E ) -1; 0 we must have that T(E ) = cx.E 
l,j t,J i,j 
for some ex. -1; 0. Thus T is one-to-one on the set of cells. • 
From this theorem, we obtain the following corollary. 
Corollary 3.2.1 If n 2:: 3 and T : M ~ M is a linear operator that 
preserves sign-nonsingular matrices, then T is nonsingular. 
From Theorem 3.2.1 and Corollary 3.2.1, we have that if n ,?,: 3 and 
T : .M ~ M is a linear operator that preserves sign-nonsingular 
matrices, then T is non-singular and T preserves the set of matrices of 
term rank 1. Then by Theorem 2.1.1 [Beasley and Pullman, 17, Corollary 
3.1.2] we have the following corollary. 
Corollary 3.2.2 If n 2:: 3 and T M ~ M is a linear operator that 
27 
preserves sign-nonsingular matrices, then for any X e .M, T(X) = P (XoM)P 
1 2 




P e .M are permutation matrices and 
2 
M = (m ) e .M with m c1; 0. 
l,j l,j 
Theorem 3.2.3 If n .!: 3 and T : M ~ M is a linear operator that 
preserves sign-nonsingular matrices, then for any X e .M, T(X) = 
PS (XoM)S P or T(X) = PS (XoM/S P , where S e .M (i = 1, 2) 
11 22 11 22 l 
are 
diagonal matrices of ± l's, P e .M (i = 1, 2) are permutation matrices and 
l 
M = (m ) e .M with m > 0. 
l,j t,j 
Proof. By Corollary 3.2.2, for any X e M there exist two nxn permutation 
matrices P , P and M = (m ) e M with m c1; 0 such that T(X) = 
1 2 t,j t,j 
P (XoM)P or T(X) = P (XoM)tP . First we suppose that T(X) = P (XoM)P . 
1 2 1 2 1 2 
Let T : M ~ M be a linear operator defined by 
1 
for any X e M, then clearly T preserves sign-nonsingular matrices since T 
l 
preserves sign-nonsingular matrices and P\ Pt are permutation matrices. 
1 2 
Now let T M ~ M be a linear operator defined by 
2 
T (X) = ST (X)S = S (XoM)S, 
2 11 2 1 2 
where 
m m 
S = d. ( 1,1 2,1 
1 iag I m I ' Im I ' 
1,1 2,1 
and 
m m m m 
S = diag (1, 1,2 • 1,1 
2 I m1,2 I I m1,1 I' 
1,n • 1,1 ). 
lm1,nl lm1,1I 
Then T also preserves sign-nonsingular matrices since T preserves 
2 1 
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sign-nonsingular matrices and S , S are diagonal matrices with nonzero 
1 2 
entries on the main diagonal. 
have that 
Since S and S are diagonal matrices, we 
1 2 
T (X) = S (XoM)S = Xo(S MS ). 
2 1 2 1 2 
Now let N = S MS . Then N = (n ) with n ,:,: 0. By construction of N we 
1 2 L,j L,j 
also have that n > 0 (l::si::sn) and n > 0 (l::sj::sn). Since T preserves 
1,1 1,J 2 
sign-nonsingular matrices, for any sign-nonsingular matrices A we should 
have T (A) = Ao(S MS ) = AoN is a sign-nonsingular matrix. If n < 0, 
2 1 2 2,2 
we let A = ( ~ -~ ) © I , then A is sign-nonsingular. n-2 
sign-nonsingular matrix. But 
Hence AoN is a 
AoN= (nl,l n 1•2 ) @diag(n , n 
n -n 3,3 n,n 
2, 1 2, 2 
is not sign-nonsingular since matrix 
B = ( ~ 11 ) @ diag (n , • • • n 3,3 n,n 
which has the same (0, + , -)-sign as AoN is a singular matrix . This 
contradiction implies that n > 0 . By permuting rows and columns we can 
2,2 
prove that all entries in N are positive. Hence N = (n ) with n > 0 . 
L,j L,j 
Thus 
T(X) = P (X 0 M)P = P (Xo(S- 1NS- 1))P 
1 2 1 1 2 2 
If T(X) = P (XoM)tP then by the same argument as above we can obtain 
1 2 
that T(X) = P S- 1(X o M) tS- 1 P . The proof is completed. • 
1 1 2 2 
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3.3 Sign-nonsingular Preservers (n = 2) 
In this section we investigate the linear operators that preserve 2x2 
sign-nonsingular matrices. Let T : .M ~ .M be a linear operator that 
2 2 
preserves sign-nonsingular matrices. 





be a linear operator defined by r( : : ) = ( : -: ) for 
E .A{ • 
2 
Then clearly T preserves sign-nonsingular matrices 
since if A is a sign-nonsingular matrix, then either a c1;. 0 or b ,t;. 0 and 
T(A) is sign-nonsingular if and only if either a c1;. 0 or b c1;. 0. But T is a 
singular operator since T(E + E ) = O. 
2,1 2,2 
This example also shows that 
there are sign-nonsingular preservers which do not strongly preserve 
sign-nonsingular matrices. 
For another example, let T .M ~ .M be a linear operator defined 
2 2 
b T( a y C ~) = ( =~~ -::~) for any A= [ ~ ~) E .A{ • 2 
nonsingular matrix then either a c1;. 0 or b c1;. 0. Now, det( 
If A is a sign-
a+b 
a-b 




+ (a - b)
2 
and is zero if and only if both a and b are zero . 
Hence T preserves sign-nonsingular matrices and T is a singular operator. 







T(E ) ( ~1 
~2 ) '= 1,2 ~3 ~4 
T(E ) ( 1' 1 1' 2 ) = 2,1 1' 3 1' 4 
and 
Where the a 's, ~ 's, 1' 's and l} 's are real numbers. 
t t t t 
We say that two sign patterns are equivalent if by permuting the rows 
and/or columns, and by multiplying by diagonal matrices of ±l's, one 
pattern can by transformed into the other. 
We have the following three lemmas. 
Lemma 3.3.1 I T(E ) I * 3 for any i and j. 
t,J 
Proof. Suppose that there are i and j such 




) we may assume that T(E ) 1 2 with = 1,1 a a 
3 4 
IT(£ ) I = 3. Without loss 
t,J 
without loss of generality, 
> 0, 0, > 0, and a a = a 
1 2 3 
a > 0 because whenever T(E ) has 3 nonzero entries we can permute rows 
4 1,1 
and/or columns and multiply by scalar matrices to get that pattern. So we 
only need to show that this case never happens. 
In this case 
( 
aa +dl} dl} 
) T(aE + dE ) 1 1 2 = 1,1 2,2 aa +dl} aa +dl} 
3 3 4 4 
with any a * 0 and d * 0 is a sign-nonsingular matrix. If l} > 0, then we 
2 
let d = 1 and choose a > 0 such that all entries of matrix 
31 
T(aE + dE ) are positive. 
1,1 2,2 
Then T(aE + dE ) cannot be a 
1,1 2,2 
sign-nonsingular matrix. If T) < 0, then we let d = 1 and choose a < 0 
2 
such that all entries of matrix T(aE + dE ) are negative. 
1,1 2,2 
Then 
T(aE + dE ) cannot be a sign-nonsingular matrix. Hence we must have 
1,1 2,2 
11 = 0. Furthermore, for a * 0, b * 0 and d * 0, 
2 
T(aE + bE + dE ) 
1,1 1,2 2,2 = ( 
aa. +bf3 +d11 
1 1 1 
aa. +b(3 +d11 
3 3 3 
bf32 ) 
aa. +b(3 +d11 
4 4 4 
is a sign-nonsingular matrix. By the same argument as above we must have 






+ dE ) 
2,2 = ( 
aa. +co +d11 
1 1 1 
aa. +co +d11 
3 3 3 
Co2 ) 
aa. +co +d11 
4 4 4 
is a sign-nonsingular matrix. By the same argument as above we have that 
a = 0. Hence for any a, b, c and d, we have 
2 
T(aE +bE +cE +dE ) 
1,1 1,2 2,1 2,2 
= ( 
aa. +bf3 +co +d11 
1 1 1 1 
aa. +bf3 +Co +d71 
3 3 3 3 
Since for any b * 0 and c * 0 T(bE + cE ) 
1,2 2,1 
0 
aa. +bf3 +er +d11 ) · 
4 4 4 4 
is a sign-nonsingular 
matrix we have that bf3 + er * 0 for any b * 0 and c * 0. Hence we have 
1 1 
that (3 + r * 0. Thus for any a * 0, 
1 1 
aa. +{3 +r 
T(aE + E + E ) = ( 1 1 1 
1,1 1,2 2,1 aa. +{3 +r 
3 3 3 
0 
aa. +{3 +.r ) 
4 4 4 
is a sign-nonsingular matrix. But since (3 + 0 * 0, we can choose a * 0 
1 1 
such that aa. + (3 + 0 = 0. 
1 1 1 
Then T(aE + E + E ) has a row of 
1,1 1,2 2,1 
zeros, so it cannot be a sign-nonsingular matrix. 
completes the proof. 





If I T(E ) I 
!,J 
( 
+ + ) . 
- + 
= 4, then the sign pattern of 






: ) and 
( + : ) · If T(E ) has sign pattern equivalent to (+ + t,j : ) , say T(E ) 1,1 
has sign pattern equivalent to ( +
+ 
: ) , we can choose a large so that 
T(aE + E ) has sign pattern 
1,1 2,2 ( ++ ++). A contradiction arises since 
aE + E is sign-nonsingular. • 
1,1 2,2 




= 2, then the sign pattern of is 
equivalent to ( ~ ~ ) . 
Proof . Since only 2 nonequivalent sign patterns with 2 zeros are ( ~ ~ ) 
( +
+ and ~ ) , without loss of generality, we assume I T( E ) I = 2 and 
1,1 
(X > 0, Q'.2 = 0, (X > 0 and (X = 0 . 
1 3 4 
For a * 0 and d * 0, we consider the sign-nonsingular matrix 
( aa +d11 d712 ) T(aE + dE ) = 1 1 
aa +dl) d . 1,1 2,2 
3 3 'l14 
We have either 71 * 0 or l} * 0. 
2 4 
Case 1. l} > 0 and l} > 0. 
2 4 
In this case we let d = 1 and choose a > 0. Thus T(aE + E ) has 
1,1 2,2 
33 
( ++ ++). the sign pattern This contradicts that T(aE + E ) is a 1,1 2,2 
sign-nonsingular matrix, so this case never happens. 
Case 2. r, < 0 and r, < 0. 
2 4 
In this case we let d = -1 and choose a > 0. By the same argument as 
Case 1, we get a contradiction, so this case never happens. 
Case 3. r, > 0 and r, < 0. 
2 4 
If 17i CF- 0, then there exists a c1:- 0 such that aal + r,1 = 0. If 
aa + r,3 = 0, T(aE + E ) has a zero column, a contradiction since 3 1,1 2,2 
aE + E is sign-nonsingular. Thus aa + Tl CF- 0. For E small, 1,1 2,2 3 3 
(a + c)a + Tl and (a - c)a + Tl have opposite and (a + c)a 1 1 1 1 sign 3 + Tl 3 
and (a - c)a + r, have the same sign. 
3 3 
Thus either T[(a + c)E + E J 
1,1 2,2 
or T[(a - c)E + E J is not sign-nonsingular, a contradiction since 
1,1 2,2 
(a ± c)E + E is sign-nonsingular. Thus r, = 0. Similarly r, = 0. 
1,1 2,2 1 3 





+ dE ) 





b(3 +dr, ) 2 2 
b(3 +dr, 
4 4 
We must have (3 = (3 = 0. 
2 4 
If not, then we where a c1:- 0, b c1:- 0, and d -:t: 0. 
consider the following cases. If (3 = 0 and (3 -:t: 0, we first choose b 
2 4 
such that bf3 +r, > 0, then choose a > 0 such that aa +b(3 > 0 and 
4 4 1 1 
aa +b/3 > 0. 
3 3 ( + ++). Thus T(aE + bE + E ) has the sign pattern + 1,1 1,2 2,2 
a contradiction. If (3 c1:- 0 and (3 = 0, we first choose b such bf3 +r, < 0, 
2 4 2 2 
then choose a > 0 such that aa +b/3 > 0 and aa +bf3 > 0. 
1 1 3 3 
Thus 
T(aE + bE + E ) has the sign pattern ( : = ) , a contradiction. 1,1 1,2 2,2 
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If (3 "'- 0 and /3 "'- 0, we consider the number A = max 
2 4 
71
2 714 <73, -(3-}. 
2 4 
We 
let b > A. 1)2 ¾ Then since b > -- and b > -
13
-, we have that b/3 +71 > 0 and 
/32 4 2 2 
b[3 +11 > 0. 
4 4 
Finally we choose a > 0 such that aa +b/3 > 0 
1 1 
and 
aa +b/3 > 0. 
3 3 
Then T(aE + bE + E ) has the sign pattern ( : + ) 
1,1 1,2 2,2 + ' 
a contradiction. Therefore, /3 = /3 = 0. 
2 4 
Similarly we may consider the 
sign-nonsingular matrix T(aE + cE + E ). 
1,1 2,1 2,2 
We can get o = o = 0. 
2 4 
Thus 
T(aE + bE + cE 
1,1 1,2 2,1 
+ dE ) 
2,2 = ( 
aa +b/3 +Co 
1 1 1 
aa +b/3 +co 
3 3 3 
If we let a = 0, b = 1, c = 1, and d = 0, we have T(E + E ) is a 
1,2 2,1 
sign-nonsingular matrix which has a zero column. 
implies that Case 3 never happens. 
Case 4. 1) < 0 and 71 > 0 . 
2 4 
This case is equivalent to Case 3 . 
Case 5. 71 = 0 and 71 "'- 0. 
2 4 
In this case, for any a "'-0 










is a sign-nonsingular matrix. If 71 ~ 0, we can choose a ~ 0 such that 
1 
= 0. Thus T(aE + E ) has a zero row , a contradiction. 
1,1 2,2 
11 = 0. Now 
1 
T(aE + bE + dE ) 
1,1 1,2 2,2 
aa +b/3 










is a sign-nonsingular matrix for any a * 0 and d * 0. 
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If {3 > 0, we let 
2 
b =land choose d * 0 such that {3 +d1) > 0. Then choose a> 0 such that 
4 4 
ao:: +{3 > 0 and ao:: +{3 +d1) > 0. 
1 1 3 3 3 
Thus T(aE + E + dE ) has the sign 
1,1 1,2 2,2 
pattern ( : : ) , a contradiction. If {3 < 0, we let b = l and choose 
2 
d * 0 such that {3 +d1) < 0. Then choose a > 0 such that ao:: +{3 > 0 and 
4 4 1 1 
ao:: +{3 +d1) > 0. 
3 3 3 
Thus T(aE + E + dE ) has the sign pattern 
1,1 1,2 2,2 
( : = ) , again a contradiction. If f3 = 0 then we must have f3 = 0 and 
2 ' 1 
/3
4 
= 0, since if f3 * 0, we can choose a * 0 such that ao:: +{3 = 0. Then 
1 1 1 
T(aE + E + E ) has a column of zeros, a contradiction. 
1,1 1,2 2,2 If {3 * 0, 4 
we can choose d * 0 such that f3 +d1) = 0. Thus T(E + E + dE ) has 
4 4 1,1 1,2 2,2 
a column of zeros, a contradiction. Hence f3 = {3 = {3 = 0. 
2 1 4 
Similarly 
considering the matrix T(aE + cE + dE ), 
1,1 2,1 2,2 
we can obtain 'a' 2 = 'a' 1 = 
04 = 0 . Hence 
( 
ao:: 0 
) · T(aE + bE + cE + dE ) 1 = 1,1 1,2 2,1 2,2 ao:: +bf3 +c-r +d1) dT) 
3 3 3 3 4 
Now Let a = 0 , b = 1, c = 1, and d = 0. We have that T(E + E ) 
has a zero row, a contradiction. 
Therefore, Case 5 never happens. 
Case 6. 7) * 0 and 7) = 0. 
2 4 
This case is equivalent to Case 5. 
The proof is complete. • 
1,2 2,1 
Now we consider linear operators which preserve 2x2 sign-nonsingular 
matrices and also are one-to-one on the set of cells. We have the 
following theorems. 
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Theorem 3.3.1 If T : .At ~ .At is a linear operator that preserves 
2 2 
sign-nonsingular matrices and T is also one-to-one on the set of cells, 
then T preserves the term rank 1 matrices. 
Proof. If not, then without loss of generality, suppose T(E ) = E 
1,1 1,1 
and T(E ) = E . 
1,2 2,2 
Thus either T(E ) = a E or T(E ) = a E for 
2,2 1 1,2 2,2 2 2,1 
some nonzero real numbers a and a , since T is one-to-one on the set of 
1 2 
cells. But E + E is sign-nonsingular and 
1,1 2,2 
T(E + E ) = E + a E or T(E + E ) = E + a E 
1,1 2,2 1,1 1 1,2 1,1 2,2 1,1 2 2,1 
is not sign-nonsingular. 
term rank 1 matrices. • 
This contradiction implies that T preserves the 
By Theorem 2.1.1 [Beasley and Pullman, 17, Corollary 3.1.2), we have 
the following corollary: 
Corollary 3.3.1 If T : M ~ M is a linear operator that preserves 
2 2 
sign-nonsingular matrices and T is also one-to-one on the set of cells, 
then for any X e M , T(X) = P (XoM)P or T(X) = P (XoM)tP , where P e M 
2 1 2 1 2 i 2 
( i = 1, 2) is a permutation matrix, M = (m ) e .At with m -:1: 0 . 
t,J 2 t,J 
Corollary 3.3.2 The operator T : M ~ .At is a linear operator that 
2 2 
preserves sign - nonsingular matrices and is also one-to-one on the set of 
cells if and only if for any X E .At, 
2 
T(X) = PS (XoM)S P 
1 1 2 2 
or 
T(X) = PS (XoM)tS P , where P e M (i = 1, 2) is a permutation matrix, 
11 22 t 2 
S e M (i = 1, 2) is a diagonal matrix of ±l's and M = (m ) e .At with 
t 2 t,J 2 
m > 0. 
t,j 
Proof. The proof is similar to the proof of Theorem 3.2.3. • 
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If T : M ~ M is a linear operator that preserves 
2 2 
Theorem 3.3.2 
sign-nonsingular matrices, then T strongly preserves sign-nonsingular 
matrices if and only if T is one-to-one on the set of cells. 
Proof. If T : M ~ M is a linear operator that preserves sign-
2 2 
nonsingular matrices and T is also one-to-one on the set of cells, then by 
Corollary 3.3.2, T strongly preserves sign-nonsingular matrices. 
Now we show that if T : .M ~ M is a linear operator that strongly 
2 2 
preserves sign-nonsingular matrices, then T is one-to-one on the set of 
cells. First we will prove that T(E) ,:,: 0 for any cell E. If not, then 
without loss of generality, we may assume T(E ) == 0. Thus 
1,1 
T(E ) == T(E + E ) is a sign-nonsingular matrix. 
2,2 1,1 2,2 
Since T strongly 
preserves sign-nonsingular matrices, we must have that E is a 
2,2 
sign-nonsingular matrix, a contradiction. Hence T(E) ,:,: 0 for any cell E. 
We next show that if E is a cell, then T(E) is also a cell. If not, 
then without loss of generality, we may assume T(E ) is not a cell. 
1,1 
Then since T(E) * 0 for any cell E, we must have I T(E ) I 2: 2. 
1,1 
If I T(E ) I == 2, then since T strongly preserves sign-nonsingular 
1,1 
matrices, we must have that T(E ) is not a sign-nonsingular matrix. But 
1,1 
by Lemma 3.3.3, the sign pattern of T(E ) is equivalent to 
1,1 ( O+ o+ )· 
Hence we have that T(E ) is a sign-nonsingular matrix, a contradiction. 
1,1 
Therefore, I T(E ) I * 2. 
1,1 
If I T(E ) I == 3, then by Lemma 3.3.1 we get a contradiction. 
1,1 
Therefore, I T(E ) I * 3. 
1,1 
If I T(E ) I == 4, then since T strongly preserves sign-nonsingular 
1,1 
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matrices we must have that T(E ) is not a sign-nonsingular matrix. But 
1,1 
by Lemma 3.3.2, the sign pattern of T(E ) is equivalent to 
1,1 ( +_ ++). 
Hence we have that T(E ) is a sign-nonsingular matrix, a contradiction. 
1,1 
Therefore, IT(£ ) I "cf:; 4. 
1,1 
Thus if E is a cell, then T(E) is also a cell. 
Now we prove that T is one-to-one on the set of cells. If not , then 
without loss of generality, we 
with a * 0 and (3 * 0. Thus 
assume T(E ) = aE 
1,1 1,1 
and T(E ) = {3E 
1,2 1,1 
T({3E - aE + E ) = a{3E - a(3E + T(E ) = T(E ) 
1, 1 1,2 2,2 1,1 1,1 2,2 2,2 
is a sign-nonsingular matrix . This is a contradiction since 
I T(E ) I = 1. This completes the proof. • 
2,2 
Corollary 3.3.3 If T : .M ~ .M is a linear operator that strongly 
2 2 
preserves sign-nonsingular matrices, then for any 
T(X) = PS (XoM)S P or T(X) = PS (XoM)tS P , where P e .M (i = I , 2) is 
11 22 11 22 l 2 
a permutation matrix, S e .M (i = I , 2) is a diagonal matrix of ±l's and 
l 2 
M = (m ) e .M with m > 0 . 
l,J 2 l,J 
Proof. By Theorem 3.3 .2, we have that T is one-to-one on the set of 
cells . Then by Corollary 3.3 .2, the result follows. • 
4.1 Introduction 
CHAPTER 4 
LINEAR OPERATORS THAT PRESERVE 
L-MATRICES 
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Recall that an L-matrix is an mxn (m ~ n) real matrix A such that 
every mxn real matrix with the same (0, +, -)-sign pattern as A has 
linearly independent rows. If m = n, an mxm L-matrix is a sign-
nonsingular matrix. We have discussed sign-nonsingular preservers in 
Chapter 3, so throughout this chapter we assume m < n. In section 4. 2, we 
prove that if T is a linear operator that preserves L-matrices and T is 
also one-to-one on the set of cells, then for any mxn real matrix X, 
T(X) =PS(XoM)SP 
1 1 2 2 
where p 
l 
(i = 1, 2) is a permutation matrix, s 
i 
(i = 1, 2) is a diagonal matrix of ±l's and M = (m ) with m > 0. In 
l,J l,J 
section 4.3, we prove that T strongly preserves L-matrices if and only if 
T preserves L-matrices and T is also one-to-one on the set of cells. 
4.2 Nonsingular L-matrix Preservers 
In this section we will investigate the linear operators preserving 




First we note that T is not necessarily a nonsingular operator. For 




b a b 
1 2 2 
••• 
a -b a 
1 1 2 
b a b 






· · · a b ) •n •n E M . 
2,2n 
If A is an L-matrix, then at least one of a or b for each i is nonzero 
f f 
and T(A) is an L-matrix if and only if at least one of a or b for each i 
f f 
is nonzero. Hence T preserves L-matrices. But T is singular since 
n 
T ( \ E ) = 0. l 2,t 
f=Z 
Now we consider the linear operators that preserve L-matrices and 
that are also one-to-one on the set of cells. We have the following 
theorems. 
Theorem 4.2.1 If T : M ~ M 
m,n m,n 
is a linear operator that preserves 
L-matrices and T is also one-to-one on the set of cells, then T preserves 
the set of matrices of row term rank 1. 
Proof. Let R = 
f 
n 
\ E · that is R 1t t,J' • f is the mxn matrix whose i 
th 
row is 
all ones and whose other entries are 0 . Since T is 
one-to-one on the set of cells, we have that I Gt I = n. Without loss of 
n 
generality, say Gt = L Er. We only need to show that the nonzero entries 
r=l 




Then either Gt = L Er 
r=l 
has a zero column, or G = 
f 
has no zero column and every column has exactly one nonzero entry. If 
has a zero column, then there exist permutation matrices P e M 
m 







PGQ = (4.2 .1) 
i 
0 . . . . . . . . 0 * ... 
m n -m 
Now we choose K e At 
m,n 
such that PKQ = ( Im O ) . Then K is an L-matrix 
n 
and T(K) has zero i th row, a contradiction. If G
1 
= l Er has no zero 
r=l 
column and every column has exactly one nonzero entry, then there exist 






PGQ = 0 0 i 
0 0 
0 0 
(1,n) entry zero since 























1 O· · · 0 0 
(4.2.2) 
entries are in the 
(4.2.3) 
Clearly PAQ is an L-matrix. Thus we have that A is an L-matrix and T(A) 
has zero i
th 
row, a contradiction. 
Hence the nonzero entries of all E 's lie on the same row. 
r 
-1 
Therefore, T , and hence T, preserves the set of matrices of row term 
rank 1. • 
Theorem 4.2.2 If T A{ ~ A{ 
m,n m,n 
is a linear operator that preserves 
42 
L-matrices and T is also one-to-one on the set of cells, then T preserves 
the set of matrices of column term rank 1. 
Proof. Since T is one-to-one on the set of cells, we have that T is 
nonsingular. By Theorem 4.2.1 we have that T preserves the set of 
matrices of row term rank 1. 
m 
Let C = L E , that is 
J f=l f,j 
C is the mxn matrix whose /h column is 
J 
all ones and other entries are 0. Since T is one-to-one on the set of 
cells, we let H = T- 1(C ) and have I H I = m. Without loss of generality, 
J J J 
say H = 
J 




lie on the same column, for then we will have shown that T , and 
hence T, preserves the set of matrices of column term rank 1. 
If the nonzero entries of all E 's do not lie on the same column, 
r 
then, without loss of generality, assume the nonzero entry of E lies on 
1 
the first column and the nonzero entry of E lies on the second column . 
2 
Since T preserves row term rank 1 matrices we must have that nonzero 
entries of E and E lie on different rows, say, without loss of 
1 2 
generality, nonzero entry of E lies on the first row and nonzero entry of 
1 
E lies on the second row; that is, E = E and E = E . 
2 1 1,1 2 2,2 
matrix 
0 ) = E + E 1 2 
+ E 
3,3 
+ ••• + E 
m,m 
Now, the 
is an L-matrix, but T ( Im O ) has m cells whose nonzero entries lie on at 
most m-1 columns, and hence is not an L-matrix, a contradiction. • 
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By Theorem 4.2.1 and Theorem 4.2.2, we have the following corollary . 
Corollary 4.2.1 If T : .M is a linear operator that preserves 
m,n m,n 
L-matrices and T is also one - to-one on the set of cells, then T preserves 
the set of matrices of the term rank 1. 
By Corollary 4.2.1, we have that if T : .M is a linear 
m,n m,n 
operator that preserves L-matrices and T is also one-to-one on the set of 
cells, then T is non-singular and T preserves the set of matrices of the 
term rank 1. By Theorem 2.1.1 [Beasley and Pullman, 17, Corollary 3.1.2], 
we have the following corollary. 
Corollary 4.2.2 If T : .M is a linear operator that preserves 
m,n m,n 
L-matrices and T is also one-to-one on the set of cells, then for any 
X e .M , T(X) = P (X oM)P , where P e .M and P e .M are permutation 
m,n 1 2 1 m 2 n 
matrices and M = (m ) e .M with m :1:- 0. 
f.,J m,n f.,J 
Theorem 4.2.3 If T : .M is a linear operator that preserves 
m ,n m,n 
L-matrices and T is also one-to-one on the set of cells, then for any 
XE M ' 
m,n 
T(X) = PS (XoM)S P , where P e .M and P e M are permutation 
11 22 1 m 2 n 
matrices, S e .M and S e .M are diagonal matrices of ±l ' s, 
1 m 2 n 
and 
M = (m ) e .M with m > 0 . 
f.,j 2,n f.,J 
Proof. By Corollary 4.2.2, if T : .M is a linear operator 
m,n m,n 
that preserves L-matrices and T is also one-to-one on the set of cells , 
then for any X e .M , 
m,n 
permutation matrices 




M = (m ) 
f.,J 
1 m 




be a linear operator defined by 
m,n 







Clearly T preserves L-matrices, since T preserves L-matrices and P\ Pt 
1 1 2 
are permutation matrices . Let T 
2 





T (X) = ST (X)S = S (X oM)S , 
2 11 2 1 2 
m m 
S = d" ( 1,1 2,1 1 Lag I I • I m I • 
ml,l 2,1 
m 








• Im I l,n 
be a linear operator 
Clearly T preserves L-matrices, since T preserves L-matrices and S , S 
2 1 1 2 
are diagonal matrices with all nonzero entries on the main diagonal. Also 
since S and S are diagonal matrices, we have that 
1 2 
T (X) = ST (X)S = Xo(S MS). 
2 1 1 2 1 2 
Let N = S MS • Then N = (n ) e M with n ~ 0, n > 0 (1::si::sm) and 
1 2 t,J m,n t,J t,1 
n > 0 (1::sj::sn). Since T preserves L-matrices, we must have 
1,j 2 
T (A) = Ao(S MS ) = AoN is an L-matrix for any L-matrix A. If n < 0, 
2 1 2 2,2 
we let 
A = ( 1 




Then A is an L-matrix, but 
AoN 
n 








® diag (n , 
3,n-m+3 





By permuting rows 
and columns we have that all entries in the matrix N are positive. So 
N = (n ) e .At with n > 0. Thus 
L,J m,n L,J 
which completes the proof. • 
4.3 Strong Preservers of L-matrices 
In this section we consider linear operators that strongly preserve 
L-matrices. We have the following theorem. 
Theorem 4.3.1 If T : .At ~ .At is a linear operator that strongly 
m,n m,n 
preserves L-matrices, then T is nonsingular. 
Proof. If not, then there exists an m by n matrix A = (a ) * 0 such 
{,j 
that T(A) = 0. Without loss of generality, we assume a * 0. Now we 
1,1 
define an m by n matrix B = (b ) 
{,j 
by b = 0 
l,j 
(l!:j!:n), b = 0 
{,J 
(2!:i(j!:n), b = -a (1!:j(i!:m) and b + a * 0 (2!:i!:n). 
{,j {,j {,{ {,{ 
Thus A + B 
is an L-matrix. So T(A + B) = T(A) + T(B) = T(B) must be an L-matrix. 
Since T strongly preserves L-matrices, we must have that B is an L-matrix. 
This is a contradiction because B has first row zero. Therefore, 
T(A) * 0, so T is nonsingular. • 
Now let T : .At ~ .At 
m,n m,n 
be a linear operator that strongly 
preserves L-matrices. 
In the following lemmas, we use V, W, '1.1
1
, X of Definitions 2.1.10 
{ { J 
and 2.1.11. 
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Lemma 4.3.1 dim Vt = n and I Wt I ~ n. 
Proof. It is evident that dim V ~ n. If dim V < n, then there exist 
{ { 
r < n cells in w whose images generate V. Suppose 
{ { 
{E • £2, ... . E } ~ w such that V = <{T (E ), T (E ), T (E )}> . 1 r { { { 1 { 2 { r 
Then , since r < n, for some permutation matrices P e .At and Q e .At , we 
have that 
0 * * 
0 0 * 
* ... * 
* .. . * 
m n 
(4.3.1) 
Therefore T(Pt( Im O )Qt+ (J
1
<\Et)) must be an L-matrix for any choice 
of a 's . But for some choice of a ' s 
{ { . 
has a zero i 
th 
row and hence is not an L-matrix. This contradiction 
implies that dim V = n. 
{ 
If I Wt I < n, then dim Vt < n, a contradiction . 
The proof is complete . • 
Lemma 4.3.2 If {E , E , • • ·, E } s; W such that V = <{T (E ), T (E ), 
1 2 n t t tl t2 
· · · T (E )}> then for each J
0 
= 1, 2, · · ·, n, there is an E e W whose 
' t n ' k t 
nonzero entry lies in column j. 








such that V = 
L 
<{T (E ), T (E ), 
L 1 L 2 
TL(En)}> and l EL has a zero column. Without loss 
L =l 
n 
of generality, we assume that L EL is a matrix of the form (4.3.1) and 
L =l 
<{T (E ), 
i 1 
L-matrix 
T (E ), 
i 2 
for any 




a 's. Therefore 
L 
n 
Hence 'aE l L L is an 
L=l 
must be an 
L-matrix for any choice of a 's. But for some choice of a:'s 
L • L 
n 
T( ( Im O ) + \ a E) has a zero i




<T ('.R )> = V. 
i k L 
For any V 
L 
there exists k 
Proof. By Lemma 4.3.1, we have that I WL I i?: n. 
{£. E ... E } with q i?: n. 
1 2 q 
If n < q < mn, then there exists at least 
such that 'R ~ w and 
k L 
We may assume that W = 
L 
one cell E t w. say E 
L k,l 
Since q > n, not all E's in W have nonzero entries which lie on a single 
r L 





lie on a single row and whose images generate 






1 0 0 
* 
0 
0 1 0 
* 
[-:' ! :' -] 
n 
B = LEk = 0 0 1 = 
k=l 0 0 0 0 
0 0 0 0 
with r ~ 2 and b = 0. There are now 4 possibilities for the location 
l,n 
of E ~ W. 
k,L i 
If k,l :S r, we can assume, by permuting rows and columns, that 




A({3) = I 
r-1 
If k,l > r, we can assume that (k,l) = (m,n) and in this case we 
define 
A({3) = D@ ( I 
where D is r xr matrix and 
D 
C 
m-r - 1 
0 ) (£J [{3], 
r-1 
where c = (-1) (so that det (D + I ) = 2). 
r 
If k :S r and l > r, we can assume that (k,l) = (l,n) and we define 
A(~) = [ ( I 
m-1 0 ) : l 
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If k > r and 1 < l :S r, we can assume that (k,l) = (r+l,r) and let 
[ 0, 1 l @ [{3) @ ( I 0 ) · A(f3) = C(f3) 0 where C(/3) = I r-1 m-r-1 
If l = 1 and k > r, let 
A(/3) [ Qt 1 l = C( /3) 0 
where 
C(f3) I 
m-r-1 0 ) · 
n 
In each case we choose a 's such that T (A(f3) + \ a E ) = 0. Note 
l l L k k 
k=l 
that since E E W , the choice of (3 does not change this fact. We now 
k,l l 
n 
choose /3 so that A(/3) + \ a: E is an L-matrix. But for that choice of /3, L k k 
k=l 
n 
T(A(/3) + L akEk) must be an L-matrix, a contradiction since the 
k=l 
n 




If q = n, then W = {E , E · • · E } and V = <{T (E ), T (E ), 
l 1 2 n l fl l2 
T (E )}>. By Lemma 4.3.2, there is an E E W in each column. Thus if 
t n k t 




Hence l Er 
r=l 
Now suppose q = mn. 
= R for some k, that is, W = 'R for some k. 
k l k 
We will show that there is a k such that 'R s; W 
k t 
and <T m )> = ti . If not, then since q > n > 2, we can choose n cells in 
l k t 
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say {£ , E , • · • , E } s;; W 
1 2 n t 
and <{T (E ), 
! 1 
T (E ), 
t 2 
T (E )}> = V . 
t n t 
E = E 
2 2,2' 
the matrix 














1 • ... 
0 
0 
we may assume E = E 
1 1,1' 
where L < k + l. That is, 
-N 
(4.3.2) 
Since IW1I = q = mn, we have that E E W. We will show that there 
exists a "" 
T (E ) 
l 2,2 
are 
0 such that T(E 
t 1,2 
1,2 
) = aT (E ). 
l 2,2 
t 
If not, then T (E ) and 
l 1,2 
linearly independent. Then 
<{T (E ), T (E ), T (E ), T (E ), • • ·, T (E )}> = V . 
l 1 l 1,2 l 2,2 l 3 l n t 
Therefore, there is an L (L ct; 2) such that 
<{T (E ), T (E ), T (E ), T (E ), 
l 1 l 1,2 t 2,2 t 3 
T (E )} '\ T (E )> = V . 
t n t l t 
Thus we have that 
E}'\E s;;w 
n l l 
and 
<{T (E ), T (E ), T (E ), T (E ), · · ·, T (E )} '\ T (E )> = V . 
t 1 l 1,2 l 2,2 l 3 l n l l l 
So there is no cell on the L 
th 
column; this contradicts Lemma 4.3.2. 
Hence there exists a ct; 0 such that T (E ) = aT (E ). Thus 
l 1,2 l 2,2 
<{T (E ), T (E ), T (E ), · • ·, T (E )}> = V . 
l 1,1 l 1,2 l 3 l n l 
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Similarly, we can show that there is an f3 :t: 0 such that T (E ) = {3T (E ) 
1 1,3 1 3 
and so on. Thus 
<T (~ )> = <{T (£ ), T (E ), T (E ), • • ·, T (E )}> = V 
1 1 1 1,1 1 1,2 1 1,3 1 1,n t 
with ~ ~ W. • 
1 1 
Lemma 4.3.4 If T (E ) :t: 0 for some k and Z, then <T (~ )> = V. 
t k,l t k t 
Proof. If T (E ) :t: 0 for some k and l, then E e W. We can choose 
L k,l k,l t 
{£, E, 
1 2 
E } ~ W such that 
n-1 t 
<{T (E ), T (E ), 
t 1 t 2 
T (E ), T (E )}> = V . 
t n-1 t k,l t 
By the same argument as in the last part of the proof of Lemma 4.3.3, we 
have that <T (~ )> = V . • 
t k L 
Lemma 4.3.5 For every i, I Wt I = n. 
Proof. We begin by showing that there exist at least m-1 W's such that 
t 
First we show that there exists at least one Wt such that I W
1 
I = n. 
If not, then, by Lemma 4.3.3, I Wt I = mn for every i. Thus by Lemma 4.3.4, 
<T (~ )> = V for any i and k. 
t k t 
Hence <T (~ )> = V for i = 1, 2, · · · n. 
1 1 t 
So we can choose a > 0 (h = 1, 2, · · · n) such that 
l,h 
IT (a E - « E + a E + • • • + a E ) I = n 
1 1,1 1,1 1,2 1,2 1,3 1,3 l,n 1,n 
for i = 1, 2, · · · m. Thus 
I T(a E - a E + a E + • • • + a E ) I = mn; 
1,1 1,1 1,2 1,2 1,3 1,3 l,n l,n 
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that is, the matrix 
T(a E - a E + a E + • • · + a E ) 
1,1 1,1 1,2 1,2 1,3 1,3 1,n 1,n 
(4.3.3) 
has no zero entries. 
If the matrix (4.3.3) is not an L-matrix, we can choose c * 0 
k 
(k = 2, 3, · · · m) such that the matrix 
T(a E - a E + a E + · • · + a E 
1,1 1,1 1,2 1,2 1,3 1,3 1,n 1,n 
(4.3.4) 
m 
+ \ c E ) 
L k k,k 
k=2 
has the same sign pattern as the matrix (4.3.3). Thus the matrix (4.3.4) 
is not an L-matrix. But the matrix 
is an 
m 
aE -aE +aE +···+aE +'cE 
1,1 1,1 1,2 1,2 1,3 1,3 1,n 1,n k~
2 
ic k,k 
L-matrix for any a > 0 
1,h 
(h = 1, 2, · · · n) and C <:I; 0 
k 
(k = 
2, 3, · · · m). This contradicts that T preserves L-matrices. 
If the matrix (4.3.3) is an L-matrix, then since T strongly 
preserves L-matrices, we have that the matrix 
aE -aE +aE +···+aE 
1,1 1,1 1,2 1,2 1,3 1,3 1,n 1,n 
is an L-matrix, a contradiction since m 2: 2. Hence there exists at least 
one W
1 
such that I W
1 
I = n. 
Now we show that for m > 2, there exist at least two W's such that 
L 




1 = n. Without loss of generality, we assume that W = 'R . 
1 1 
Thus 
<T ('R )> = V and E E W if i * 1. 
1 1 1 {,j 1 
Then we show that there exists at least one W
1 
such that I W
1 
I = n 
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where i = 2, 3 · · · m. 
If not, then, by Lemma 4.3.3, I W
1 
I = mn for i = 2, 3 · · · m. Thus by 
Lemma 4.3.4, <T (?< )> = V where i = 2, 3 
l k l 
<T (?< )> = V where i = 2, 3, · · · n. 
m and k = 1, 2 · · · m. Hence 
Since W = ?< we first choose 
! 2 l 1 1 
a > 0 (h = 1, 2, · · · n) such that 
1,h 
IT (a E - a E + a E + • • • + a E ) I = n. 
1 1,1 1,1 1,2 1,2 1,3 1,3 1,n 1,n 
We denote 
a E - a E + a E + • • • + a E by a ?< • 
1,1 1,1 1,2 1,2 1,3 1,3 1,n 1,n 1 1 
Then we choose a > 0 (h = 1, 2, · · · n) such that 
2,h 
IT (a ?< ) + T (a E + a E - a E + • • • + a E ) I = n. 
! 1 1 ! 2,1 2,1 2,2 2,2 2,3 2,3 2,n 2,n 
Where i = 2, 3, · · · m. As above, we denote 
a E + a E - a E + · · · + a E by a ?< 
2,1 2,1 2,2 2,2 2,3 2,3 2,n 2,n 2 2 
Thus 
T(a ?< + a ?< ) = T (a ?< ) + T (a ~ + a ?< ) 
11 22 111 lll 22 
for i = 2, 3, · · · m. Hence 
I T(a ~ + a ?< ) I = mn; 1 1 2 2 
that is, the matrix 
T(a ~ + a?< ) 
1 1 2 2 
(4.3.5) 
has no zero entries. 
If the matrix (4.3.5) is not an L-matrix, since m > 2, we can choose 




T(ex 'R + ex 'R + L c E ) (4.3.6) 
1 1 2 2 k=
3 
k k,k 
has the same sign pattern as the matrix (4.3.5). Thus the matrix (4.3.6) 
is not an L-matrix. But the matrix 
m 
ex'R +ex'R + 'cE 
1 1 2 2 l k k,k 
k=3 
is an L-matrix for any c :1; 0 (k = 2, 3, · · · n). This contradicts that T 
k 
preserves L-matrices. 
If the matrix (4.3.5) is an L-matrix, then since T strongly 
preserves L-matrices, we must have that the matrix 
ex'R +ex'R =ex E -ex E +ex E +···+ex E 
1 1 2 2 1,1 1,1 1,2 1,2 1,3 1,3 1,n 1,n 
+ex E +ex E -ex E +···+ex E 
2,1 2,1 2,2 2,2 2,3 2,3 2,n 2,n 
is an L-matrix, a contradiction since m > 2. Hence there exists at least 
one Wt (i = 2, 3, · · · m) such that !Wt! = n. 
Repeating the above argument, we have that there exist at least m-1 
W/s such that I Wt I = n. Without loss of generality, we may assume that 
I Wt I = n and <T/'Rt)> = Vi for each i, i = l, 2, • • • m-1. 
Now we show that I W I = n. If not, then I W I = mn and <T ('R )> = V 
m m m i m 
for any i. Thus <T ('R )> = V . 
m 1 m 
Now we consider the matrix 
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a -a a ...... a a a 
1 , 1 1 ,2 1 ,3 1 ,m 1 ,m+ 1 1 ,n 
a a -a ...... a a a 
2 ,1 2,2 2,3 2,m 2,m+l 2,n 
a a a ...... a a a 
A = 3 ,1 3,2 3,3 3,m 3,m+l 3,n 
a a a ...... -a a a 
m-1, 1 m-1,2 m-1,3 m-1,m m-1,m+l m-1,n 
0 0 0 ...... 0 0 0 
Since <T (~ )> = V for each i, i = 1, 2, · · · m-1 and <T (~ )> = V , we 
L L L m 1 m 
can choose a > 0 (1 :S i :S m-1, 1 :S j :S n) such that T(A) has no zero 
L,j 
entries. 
If T(A) is an L-matrix, then since T strongly preserves L-matrices, 
we must have that A is an L-matrix, a contradiction. So T(A) is not an 
L-matrix. Since T(A) has no zero entries, we can choose /3 ~ 0 such that 
T(A + (3E ) has the same sign pattern as T(A). Thus T(A + (3E ) is not 
m,l m,l 
an L-matrix. But for any /3 ~ 0, A + (3E is an L-matrix. 
m,l 
This 
contradicts that T preserves L-matrices . Hence I W I = n. The proof is 
m 
complete. • 
Lemma 4.3.6 If <T (~ )> = V then for any r ~ i, <T m )> ~ V . 
L k L r k r 
Proof. By Lemma 4.3.5, since IWil = n we have that if <T (~ )> = V, then L k L 
<T (~ )> ~ V for k ~ l. 
L l L 
Now, we prove that if <T (~ )> = V, then for any r ~ i, 
L k L 
<T (~ )> ~ V , that is if i ~ r then w ~ w. If not, then without loss 
r k r L r 
of generality, we may assume w =W = {E k = 1, 2, n} and 
1 2 l,k' 
w = {E k = 1, 2, ... • n} (3 :S i :S m). Then T(E ) = 0 (k = 1, 2, L L-1,k' m,k 
..• ,n). This is a contradiction since T is nonsingular by Theorem 4.3.1. 
56 
• 
From the above lemmas, we have the following theorem immediately. 
Theorem 4.3.2 If T : ,ff is a linear operator that strongly 
m,n m,n 
preserves L-matrices, then T preserves the set of matrices of row term 
rank 1. 
Theorem 4.3.3 If T : .At is a linear operator that strongly 
m,n m,n 
preserves L-matrices, then T is one-to-one on the set of cells. 
Proof. First we show T(E) is a cell for any cell E. If not, then there 
exists a cell E such that I T(E) I * 1. By Theorem 4.3.1, T is nonsingular, 
so I T(E) I * 0. By Theorem 4.3.2, T preserves the set of matrices of row 
term rank 1, so we must have that 2 :S I T(E) I :S n. 
generality, we suppose 
Without loss of 
and 
Thus 
T(E ) ~ £ + £ 
1,1 1,1 1,2 





:S L El,] 
J=l 
n-1 
:S L T(E ). 
J=l 1,J 
n-1 
Hence for any a * 0 (k = 1, 2, 
k 
n-1), l T(a E ) has the entries of 
J=l J 1,J 




e * 0 such that \ T(a E ) l 1 1,1 
J=l 
T(eE ) has the same sign pattern as 
l,n 
n-1 
\ T(cx E ). Now we let 
L · 1 J 











Clearly A is an L-matrix. 
n-1 
a a a e 
n-m n-2 n-1 
a a a 0 
n-m n-2 n-1 
0 1 0 0 
0 
1 
So T(A) is also an L-matrix. 
n-1 L T(a E ) 
J=l j 1,j 
T(eE ) 
1,n 
has the same sign pattern as L T(a E ) 




preserves the set of matrices of row term rank 1, we have that 
T(A - eE ) has the same sign pattern as T(A). 
1,n 
So T(A - eE ) is also 
1,n 
an L-matrix. Since T strongly preserves L-matrices, we must have that 
A - eE is an L-matrix. 
1,n 
But 
a a a a a 0 
1 2 n-m n-2 n-1 
a a a a a 0 
1 2 n-m n-2 n-1 
A eE 
0 1 0 0 - = 0 1,n 0 
1 
has linearly dependent rows, hence is not an L-matrix, a contradiction . 
Therefore, if E is a cell, then T(E) is also a cell. 
Now we show that T is one-to-one on the set of cells. If not, then 
without loss of generality, we assume that T(E ) = a E and 
1,1 1 1,1 
T(E ) = a E with a -:t: 0 and a -:t: 0. Thus 
1,2 2 1,1 1 2 
dim <'R > = dim <T('R )> :!: n - 1. 
1 1 
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This contradicts that dim <'R > = n. Therefore, T is one-to-one on the set 
1 
of cells. • 
By Theorem 4.3.3, Corollary 4.2.1 and Theorem 4.2.3, we have the 
following corollaries: 
Corollary 4.3.1 IfT:M ~M 
m,n m,n 
is a linear operator that strongly 
preserves L-matrices, then T preserves the set of matrices of term rank 1. 
Corollary 4.3.2 If T : M is a linear operator that strongly 
m,n m,n 
preserves L-matrices, then for any X e M , T(X) = PS (XoM)S P , where 
m,n 1 1 2 2 
P e M and P e M are permutation matrices, S e M and S e M are 
1 m 2 n 1 m 2 n 
diagonal matrices of ±l's, and M = (m ) e M with m > 0. 
i,j Z,n i,j 
The characterization of L-matrix preservers gives us the following 
corollaries: 
Corollary 4.3.3 A linear operator T : M ~ M strongly preserves 
m,n m,n 
L-matrices if and only if T preserves L-matrices and T is also one-to-one 
on the set of cells . 
Corollary 4.3.4 If T : M is a linear operator that strongly 
m,n m,n 
preserves L-matrices, then T (strongly) preserves super L-matrices and T 
(strongly) preserves totally L-matrices. 
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CHAPTER 5 
LINEAR OPERA TORS THAT PRESERVE 
SUPER L-MATRICES 
5.1 Introduction 
An mxn (m :!: n) real matrix A is called a super L-matrix if for every 
j, there exists a sign-nonsingular submatrix of A of order m which 
. th ·th 1 f A contains e J co umn o . If m = n, an mxm super L-matrix is a 
sign-nonsingular matrix. We have discussed sign-nonsingular preservers in 
Chapter 3, so throughout this chapter we assume m < n. In section 5.2, we 
will prove that if m ~ 3 and T is a linear operator that preserves super 
L-matrices then for any mxn real matrix X, T(X) = P S (X oM)S P where P 
1 1 2 2 ! 
(i = 1, 2) is a permutation matrix, S (i = 1, 2) is a diagonal matrix of 
! 
±l's and M = (m ) with m > 0. 
!,J !,J 
In section 5.3, we will prove that if 
T is a linear operator that strongly preserves 2xn super L-matrices then T 
has the same form as when m ~ 3. Examples will show that nonstrong 
preservers can be singular. 
5.2 Super L-matrix Preservers (m ~ 3) 
Definition 5.2.1 A matrix D e M is called an mxn generalized diagonal 
m,n 
matrix provided there exist permutation matrices P e M and Q e M such 
m n 
that PDQ :!: ( Im O ) • 
In this section, we consider the linear operators preserving mxn 
super L-matrices where m ~ 3. 
Let T:M ~M 
m,n m,n 
be a linear operator that preserves super 
L-matrices. In the following lemmas we will use V , 'U , W , X and T1 
! J i J 
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defined in Definitions 2.1.10 and 2.1.11. 
Lemma 5.2.1 dim '11
1 
= m and I x
1 
I ?:: m. 
Proof. It is evident that dim 'l1 ~ m. If dim 'l1 < m, then there exist 
j j 
r < m cells in X , say {£ , £ , · · ·, £ } ~ X , such that 'U = <{T1(E ), 
J 1 2 r j j 1 
Q E ;}{ such 
n 
Now we let 
we have that 











0 ........ O· · · 0 
m n-m 
0 
. . . . . . . 1 1 ... 








is also a super L-matrix. 
t t 
Therefore, T(P KQ + \ a E) l t t must be a super 
t =1 
r 
L-matrix. But for some choice of o: 's T(PtKQt + \ a E ) has a zero '
th 
t I l t t J 
t =1 
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column. This contradicts Lemma 2.3.6. Hence dim 'U = m. 
J 
If jx I < m, 
J 
then dim 'U < m, a contradiction. The proof is complete. • 
J 
Lemma 5.2.2 If {E E • • • E } s;; X such that 'U = <T1(E ), T1(E ), 
1' 2' ' m J J 1 2 
T1(E )>, then there is an E in each row. 
m k 
m 
Proof. If not, then L Er has a zero row. 
r=l 
m 
Also since m < n, L Er has a 
r=l 
zero column. By permuting rows and/or columns, we have, without loss of 
m 
generality, that L Er 
r=l 
is a matrix of the form (5.2.1) and <T1(E ), 
1 
'U . Let K be a matrix of the form (5.2.2). Then 
K + 
m 
'aE l r r 
r=l 
J 
is a super L-matrix for any a 's. 
r 
m 
Therefore, T(K + E 
r=l 
must be a super L-matrix for any a 's. 
r 
But for some choice of 
m 




T(K + \ a E ) has a zero /h column and hence is not a super L-matrix, a l r r 
r=l 
contradiction. • 
Lemma 5.2.3 IX I = m. 
J 
Proof. Suppose X = {E, E , E }. By Lemma 5.2.1, we have that 
J 1 2 q 
q 2:: m. If q > m, then not all the nonzero entries of E 's in X lie on a 
r J 
column. So we can choose m cells in X whose nonzero entries are not all 
J 
on a column, and whose images generate 'U , say {E , E , • • ·, E } s;; X and 




Without loss of generality, we assume 
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* O· ... 0 0 0 
m 
L Er = (5.2.3) 
r=l * 0 0 0 
0 *· .. * 0 0 
Now we let the matrix 
0 1 .... 0 0 0 
G = (5.2.4) 
0 1 0 0 
1 O· .. 0 1 1 
m 
Then t' a:£ + G is a super L-matrix for any a: 's. l r r r Therefore 
r=l 
m 
T( \ a E + G) must be a super L-matrix for any choice of a: 's. But for l r r r 
r =1 
m 
some choice of a: 's, T( t' a: £ + G) has a zero fh column and hence is not 
r l r r 
r=l 
a super L-matrix, a contradiction. • 
Lemma 5.2.4 X = t;;' for some k. 
j k 
Proof. By lemma 5. 2. 2, we have that I X I = m. Suppose X = {£ , £ , · • · , 
j j 1 2 
E }. We only need to show that all the nonzero entries of E 's lie on the 
m r 
same column. If not, then by Lemma 5.2.2, without loss of generality, we 
m 
may assume that [ Er is a matrix of the form (5.2.3). Then by the same 
r=l 
argument as above this lemma, we get a contradiction. 
some k. • 
Hence X = t;;' for 
j k 
Lemma 5.2.5 If t;;' = X , then for any k * l, t;;' * X , and if i * j, then 
l j k j 
X -:;; X. 
t j 
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Since IX I = m we have that if t;' = X , then for any k cl: i, 
J l J 
Proof. 
t;> c1: X . Now we will show that if X = t;' , then for any p (1::sp::sm) there 
k j J l 
exists a * 0 (i = 1, 2, 
kl,l 
not, then without loss of generality, we 
exists a number p (1::sp::sm) such that 
may assume that 
I TJ( [ a E ) I 
k,1 k , 1 
k=l 
If 
X = t;> and there 
J 1 
::s p - 1 for any 
a c1: 0 (k = 1, 2, p). Hence there exists E e X such that 
k,1 
::s T1( f. E ). l k,1 
k=l 
k"cl:r 













o .. · .. · 1 1 · · · 1 
h 11 . 't .th 1 as a zeros m 1 SJ co umn. This contradicts that T preserves super 
L-matrices. 
Now, we prove that if i * j, then X * X . If not, then without loss 
L J 
of generality, we may assume X = X = t;' and X = t;' (3::si::sn). 
1 2 1 l L-1 
T(E ) = 0 
k,n 
(k = 1, 2, 
positive such that 
.. ·,m). We choose 
m 







Then we choose a: a: 
1,2' 2,2' 
m 
I T2( ' a: E ) I = m. L k,1 k,1 
k=l 
a: all positive such that 
m,2 
m 
I T3( \ a: E ) I = m. L k,2 k,2 
k=l 
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Further we choose a: , a: , 
1,n-m+l 2,n-m+l 




I y1-m+2( \ a: E ) I = m. 
k~l k,n-m+l k,n-m+l 
We continue to choose a: , a: , 
1,n-m+2 2,n-m+2 




ly1-m+3(-o: E + 1,n-m+2 1,n-m+2 l o:k n-m+2E k n-m+2) j = m 
k=2 ' ' 
and choose a: , 
2,n-m+3 
a: all are positive such that 
m,n-m+3 
jr1-m+4(-o: E + 
2,n-m+3 2,n-m+3 
m - 1, 
and so on. Finally, since T(E ) = 0 (1:sk:sm) we take any positive a: 
k,n m-1,n 
and a: such that 
m,n 
I T(-o: E + a E ) I = 0. 
m-1,n m-1,n m,n m,n 
Thus we obtain a matrix 
a a a 
1 , 1 1, 2 1 ,m 
a a a 
2, 1 2 , 2 2,m 
A = 
a a a 
m - 1, 1 m-1, 2 m - 1,m 
a a a 
m, 1 m,2 m,m 
a -a 
1 ,m+ 1 1 ,m+2 
a a 
2 ,m+ 1 2,m+2 
a a 


















Clearly A is a super L-matrix. Hence T(A) is a super L-matrix. But 
I T(A) I = m(n-m) + [3m+(m-1) + ... + 4 + 3] 
2 
+ Sm - 6 m(n-m) + 
m = 2 
2 
+ 3m - 2 > m(n-m) + m 
2 
since m 2:: 3. This contradicts that T(A) is a super L-matrix by Lemma 
2.3 .7 . The proof is complete. • 
From above lemmas we have the following theorem . 
Theorem 5.2.1 If m 2:: 3 and T : .M is a linear operator that 
m,n m,n 
preserves super L-matrices, then T preserves the set of matrices of column 
term rank 1. 
Theorem 5.2.2 If m 2:: 3 and T : .M is a linear operator that 
m,n m,n 
preserves super L-matrices, then for any cell E e .M , 
m,n 
T(E) . is also a 
cell. 
Proof. Since T preserves super L-matrices, by Theorem 5.2.1, we have that 
T preserves the column term rank 1 matrices. Without loss of generality, 
we assume <T(t; )> = <t5' > (j = 1, 2, · · · , n). 
J J 
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First we show that T(E) :t:-0 for any cell E. If not, without loss of 
generality, suppose T(E ) = 0. But since T preserves column term rank 1 
1,1 
matrices and T(E ) = 0 , while E has column term rank 1. 
1, 1 1,1 
This is a 
contradiction . Hence for any cell E, T(E) :t:-0. 
Now we show T(E) is a cell for any cell E. If not, then without loss 
of generality, we suppose T(E ) 2:: E + E . 
m-1,n m-1,n m-2,n 
Since T preserves 
the set of matrices of column term rank 1, we can choose a > 0 and 
m-1,n 
a > 0 such that 
m,n 
T( -a E + a E ) 2:: E + E + E 
m-1 ,n m- 1,n m,n m,n m-1,n m-2,n r,n 
where r :t:-m - 1 and r :1:- m - 2 . That is 
I T( -a E + a E ) I 2:: 3 . m-1,n m- 1,n m,n m,n 
For a proper choice of a (i = 1, 2, · · ·, m, j = 1, 2, · · ·, n - 1) we 
t,J 
ha ve a matrix A of the form (5.2.5) which is a super L-matrix. But 
I T(A) I 2:: m(n-m) + m
2 
+ 3m - 2 
2 
+ 1, 
a contradiction to Lemma 2 .3.7. The proof is complete . • 
Theorem 5.2.3 If m 2:: 3 and T : .M is a linear operator that 
m,n m,n 
preserves super L-matrices, then T is one-to-one on the set of cells. 
Proof. By Theorem 5.2.2, if E is a cell, then T(E) is also a cell. Also 
by Theorem 5.2.1, T preserves the set of matrices of column term rank 1. 
Without loss of generality, we may assume <T(t;' )> = <t; > 
j j 
(j = 
1, 2, · · ·, n). 
If T is not one-to-one on the set of cells, then without loss of 
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generality, we may assume that T(E ) = a E and T(E ) = a E for 
1,1 1 1,1 2,1 2 1,1 
some a ct; 0 and a ct; 0. Thus T(E ) and T(E ) are linearly dependent. 
1 2 1,1 2,1 
Hence 
dim '/1 = dim <t; > = dim <T(t5' )> 
1 1 1 





This contradicts dim <t5' > = m. Therefore, T is one-to-one on the set of 
1 
cells. • 
Theorem 5.2.4 If m 2:: 3 and T ; .M ~ .M is a linear operator that 
m,n m,n 
preserves super L-matrices, then T is nonsingular . 
Proof. This follows Theorem 5.2.3 . • 
Theorem 5.2.5 If m 2:: 3 and T ; .M is a linear operator that 
m,n m,n 
preserves super L-matrices , then T preserves the set of matrices of row 
term rank 1. 
Proof. By Theorem 5.2 .1 we know that T preserves the column term rank 1 
matrices. Also by Theorem 5.2.3, T is one-to-one on the set of cells. 
n 
Let R = 'E . Let U = T- 1(R ). Then by Theorem 5.2 .3 , I Uj = n. 
L l L,j L 
J=l 
n 
Without loss of generality, we assume U = L Er. We only need to prove 
r=l 
that all the nonzero entries of E 's lie on the same row . 
r 
If not, then 
since T preserves column term rank 1 matrices we must have that U has a 
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0 * ... * 
Thus we can choose matrix A such that A + U is a super L-matrix and 
I A I ~ m - 2. But then T(A + U) has entries in row i and at most m-2 other 
rows. That is T(A + U) has a zero row, a contradiction. Therefore T 
preserves the set of matrices of row term rank 1. • 
By Theorem 5.2.1 and Theorem 5.2.5 we have the following corollary. 
Corollary 5.2.1 If m ?:: 3 and T : M is a linear operator that 
m,n m,n 
preserves super L-matrices, then T preserves the set of matrices of term 
rank 1. 
By Corollary 5.2 .1 and Theorem 5.2.4, we have that if m ?:: 3 and 
T:M ~M 
m,n m,n 
is a linear operator that preserves super L-matrices, 
then T is non-singular and T preserves the set of matrices of term rank 1. 
By Theorem 2.1.1 [Beasley and Pullman, 17, Corollary 3 .1.2), we have the 
following corollary. 
Corollary 5.2.2 If m ?:: 3 and T : .M is a linear operator that 
m,n m,n 
preserves super L-matrices, then for any X e .M , T(X) = P (XoM)P , where 
m,n 1 2 
P e .M and P e .M are permutation matrices and M = (m ) e .M with 
1 m 2 n L,J m,n 
rn ~ 0. 
i,J 
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Theorem 5.2.6 If m 2:: 3 and T : M is a linear operator that 
m,n m,n 
preserves super L-matrices, then for any X e M , T(X) = PS (XoM)S P , 
m,n 1 1 2 2 
where P e M and P e M are permutation matrices, S e M and S e M 
1 m 2 n 1 m 2 n 
are diagonal matrices of ±l's, and M = (m ) e M with m > 0. 
i,J m,n i,J 
Proof. By Corollary 5.2.2, we have that if T M ~ M is a linear 
m,n m,n 
operator that preserves super L-matrices then for any Xe M , 
m,n 
T(X) = P (XoM)P where P e M and P e M are permutation matrices and 
1 2 1 m 2 n 
M = (m ) e M with m * 0. Let T M ~ M be a linear 
i,j m,n i,J 1 m,n m,n 
operator defined by 
Clearly T preserves super L-matrices, since T preserves super L-matrices 
1 
and Pt Pt are permutation matrices. 
1' 2 
Now we let T M ~ M be a linear operator defined by 
2 m,n m,n 
T (X) = ST (X)S = S (XoM)S , 
2 1 1 2 1 2 
where 
and 




Im I' Im I' 1,1 2,1 
m m 






· Im I m,1 
Clearly T preserves super L-matrices, since T preserves super L-matrices 
2 1 
and S , S are diagonal matrices with nonzero diagonal entries. 
1 2 
Since S and S are diagonal matrices we have that 
1 2 
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T (X) = s (X 0 M)S = Xo(S MS ). 
2 1 2 1 2 
Let N = S MS . Then N = (n ) E M with n * 0, n > 0 (l~i~m) and 
1 2 l,J m,n l,J l,l 
n > 0 (l~j~n). Since T preserves super 1-matrices, we must have that 
l,J 2 
T (A) = Ao($ MS ) = AoN 
2 1 2 
is a super 1-matrix for any super 1-matrix A. If n < 0, we let 
2,2 
A= 
1 1 0 
1 -1 0 
0 0 1 
0 
Then A is a super 1-matrix. But 
I 
n n 0 .•• • . ·O 
1,1 1,2 
AoN n 
-n 0 .•••• ·O = 2,1 2,2 
0 0 n .. ·n 















is not a super 1-matrix . This contradiction implies that n > 0 . 
2,2 
By 
permuting rows and columns, we have that all entries in the matrix N are 
positive . Hence N = (n ) E M with n > 0. 
l,j m,n l,j 
Thus 
T(X) 
which completes the proof. • 
This characterization of mxn super 1-matrix preservers gives us the 
following corollary: 
Corollary 5.2.3 If m 2:: 3 and T M is a linear operator that 
m,n m,n 
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preserves super L-matrices, then T (strongly) preserves L-matrices and T 
(strongly) preserves totally L-matrices. 
By the above corollary and Corollary 4.3.4 , we have the following 
corollary. 
Corollary 5.2.4 If m ~ 3 and T : .,ff 
m,n m,n 
is a linear operator, 
then T strongly preserves L-matrices if and only if T preserves super 
L-matrices. 
5.3 Super L-matrix Preservers (m = 2) 
In this section we will investigate linear operators preserving 2xn 
super l-matrices. 
Let T .,ff ~ .,ff be a linear operator that preserves super 
2,n 2,n 
L-matrices. 
First we note that T is not necessarily a nonsingular operator. For 
example, let T 
for any 




b * * ) = ( a ... * b 
A = ( a * 
b * : ) 




If A is a super L-matrix, then a and b are not both 0, and T(A) is a super 
L-matrix if and only if either a ~ 0 or b ~ 0. Hence T preserves super 
n 
L-matrices. But T is singular since T ( ' (E + E ) = 0. hz 1,{ 2,{ 
Also from this example we can see that corollary 5.2.3 is not true 
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for m = 2; that is , if T : .M ~ M is a linear operator that 
2,n 2,n 
preserves super L-matrices , then T does not necessarily preserve 
L-matrices and totally L-matrices. For example, let 
B = ( 0 1 0 0 
0 0 1 0 
g ) . Then B is an L-matrix but T(B) = 0 is not an 
L-matrix . So T does not preserve L-matrices. Let C =(110) 0 1 1 . Then C 
is an 2x3 totally L-matrix but T(C) = ( ~ ~ ~ ) is not a totally L-matrix . 
So T does not preserve totally L-matrices. 
Now we consider linear operators that strongly preserve 2xn super 
L-matrices . 
Theorem 5.3.1 If T : .M ~ M is a linear operator that strongly 
2,n 2,n 
preserves super L-matr ices, then T is a nonsingular operator. 
Proof. 
T(A) = 0 . 
a 2xn 
If not, then there exists a 2xn matrix A = (a ) * 0 such that 
t,J 
Without loss of generality, we assume a * 0 . 
1,1 
matrix B = (b ) 
t,J 
by b = 0 
1,J 
(1::sj::sn), 
Now we define 
b = -a and 
2, 1 2 , 1 
b + a :1= 0 (2::sj::sn) . Thus A + B is a super L-matrix. So 
2, j 2,J 
T(A + B) = T(A) + T(B) = T(B) 
must be a super L-matrix . Since T strongly preserves super L-matrices , we 
must have that B is a super L-matrix. This is a contradiction since B has 
all zeros in its first row. Therefore, T(A) :1= 0, so T is nonsingular . • 
Theorem 5.3.2 If T : .M ~ .M is a linear operator that strongly 
2,n 2,n 
preserves super L-matrices, then T preserves the set of matrices of column 
term rank 1. 
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Proof. Let C = E + E . 
J l,J 2,J 
Let U = {T(E )oC , Isis2, Isjsn}, and 




{E T(E )oC * 0}. 
k,l k,l J 
space spanned 
We first show that dim 'U = 2. 
J 






u. Further let 
J 
evident that dim 'U s 2. 
J 






Without loss of generality, suppose E 
1,1 
e X and 'U = <T(E )>. Now we 
J J 1,1 
let 
K=E +E +E +···+E. 
2,1 1,2 1,3 l,n 
Then K + o:E is a super L-matrix for any o:. Therefore, T(K + o:E ) 
1,1 1,1 
must be a super L-matrix for any o:. But for some choice of o:, 
T(K + o:E ) = T(K) has zero /h column. This is a contradiction by Lemma 
1,1 
2.3.5 Hence dim 'U = 2 . 
J 
Second, we show that IX I = 2. 
J 
Suppose X = {E , E , • • • , E } . 
J 1 2 q 
If 
q < 2, then dim 'U < 2, a contradiction from above. If q > 2, then not 
J 
all the nonzero entries of E 's in X lie on a column. So we can choose 2 
r J 
cells in X , say E and E , whose nonzero entries lie in different columns 
J 1 2 
and <{T(E )oC , T(E )oC }> = 'U . 
1 J 2 J J 
Case 1. The nonzero entries of E and E lie on the same row. 
1 2 
Without loss of generality, we assume E = E and E = E . Let 




+ LE . 
k=l 2,k 
Then o: E + o: E + A is a super L-matrix for any 
1 1,1 2 1,2 
k':#:-3 
choice of o: and o: . Thus T(o: E + a E + A) is a super L-matrix for 
1 2 1 1,1 2 1,2 
any choice of o: 
1 
and o: . 
2 
But for some choice 
T(o: E + o: £ + A) has zero /h column, a contradiction. 




Case 2. The nonzero entries of E and E lie on different rows. 
1 2 
Without loss of generality, we assume £ = £ and £ = £ . 
1 1,1 2 2,2 
n 
Let A = E 
1,2 
+ \ E . L 2,k 
k=l 
Then a E + a E + A is a super L-matrix 
1 1,1 2 2,2 
k;t:2 
for any choice of a and a . 
1 2 
Thus T(a E + a E + A) is a super 
1 1,1 2 2,2 
L-matrix for any choice of a and a . But for some choice of a and 
1 2 1 
a2, T(a E + a E + A) has zero /h column, a contradiction. 1 1,1 2 2,2 
Therefore, IX I = q = 2 so that X = {£, £ }. 
J J l 2 
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Now we prove that £ and £ lie on a column. 
1 2 
If not, then either 
P(E + E )Q = E + E , 
1 2 1,1 1,2 
or P(E + E )Q = E + E 
1 2 1,1 2,2 
for some 
permutation matrices P e .,ff and Q e .M . By the same argument as above, we 
2 n 
have a contradiction. Hence for any j (1:5j:5n) there exists k (1:5k:5n) such 
that 
'U = <{T(E )oC , T(E )oC }> = <T(tg )oC >. 
J 1,k J 2,k J k J 
Since IX I = 2, we have that if <T(tg )oC > = 'U , then <T(tg )oC > ;t 'U J k J J i J J 
for any l ;t k. Finally, we prove that if i ;t j then X ;t X . If not, 
L J 
then without loss generality, we may assume X =X = ~ and X = ~ 
1 2 1 J j-1 
(3:5j:5n). Then T(E ) = T(E ) = 0, a contradiction since T is a 
1,n 2,n 
nonsingular operator. Hence T preserves the set of matrices of column 
term rank 1. • 
Theorem 5.3.3 If T : .,ff ~ At is a linear operator that strongly 
2,n 2,n 
preserves super L-matrices, then T is one-to-one on the set of cells. 
Proof. First we show T(E) is a cell for any cell £. If not, then there 
exists a cell E such that I T(E) I ;t 1. By Theorem 5.3.1, T is nonsingular, 
so I T(E) I ;t 0. Also by theorem 5.3.2, T preserves the set of matrices of 
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column term rank 1, so I T(E) I = 2. Without loss of generality, we may 
assume T(E ) = o:E + {3E for some o: * 0 and {3 * 0. 
1,1 1,1 2,1 
Since 
T(E ) = o:E + {3E and T preserves the set of matrices of column term 
1,1 1,1 2,1 
rank 1, we have that T(E ) !: T(E ). 
2,1 1,1 




\ E ) 
l 1,J 
is a super L-matrix, we can choose -r * 0 such that 
J=1 
n 
\ E ) 
l 1,J 
J=1 
has same sign pattern 
n n 
as T( [ E ). 
J=l 1,J 
Thus T( LE ) 
J=1 1,J 
is also a super L-matrix. This is a contradiction since T strongly 
n 
preserves super L-matrices and T( [ E ) 
J=l 1,J 
is not a super L-matrix. 
Therefore, if E is a cell then T(E) is also a cell. 
Now we show that T is one-to-one on the set of cells. We may assume 
<T('(g )> = <t;' > (l!:j!:n). If T is not one-to-one on the set of cells, then 
J j 
without loss of generality, we may assume that T(E ) = aE and 
1,1 1 1,1 
T(E ) = a E for some (X * 0 and (X * 0. Thus 2,1 2 1, 1 1 2 
dim <t;;>  = dim <T(t;' )> = dim <{T(E ), T(E )}> = dim <E > = 1. 
1 1 1,1 2,1 1,1 
This is a contradiction since dim <t;;>  = 2. Therefore, T is one-to-one on 
1 
the set of cells. • 
Theorem 5.3.4 If T : M ~ M is a linear operator that strongly 
2,n 2,n 
preserves super L-matrices, then T preserves the set of matrices of row 
term rank 1. 
Proof. By Theorem 5.3.2 we know that T preserves the column term rank 1 
matrices. Also by Theorem 5.3.3, T is one-to-one on the set of cells. 
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n 
Let R = \ E . Let U = T- 1(R ). Then by Theorem 5.3.3, I U I = n. 
t l t,J t 
J=l 
n 
Without loss of generality, say U = LE. 
J=l J 
We only need to prove that all 
E 's have their nonzero entries on the same row. If not, then since T is 
r 
nonsingular and preserves column term rank 1 matrices, we have that U has 
one nonzero entry in each column. 
T(U) = R is not a super L-matrix. 
t 
Hence U is a super L-matrix. But 
This contradiction implies that all 
E 's have their nonzero entries on the same row, and the result follows. 
r 
• 
By Theorem 5.3.2 and Theorem 5.3.4, we have the following corollary. 
Corollary 5.3.1 If T : M ~ M is a linear operator that strongly 
2,n 2,n 
preserves super L-matrices, then T preserves the set of matrices of term 
rank 1. 
By Corollary 5.3.1 and Theorem 5.3.1, we have that if 
T : M ~ M is a linear operator that strongly preserves super 
2,n 2,n 
L-matrices, then T is non-singular and T preserves the set of matrices of 
the term rank 1. By Theorem 2.1.1 [Beasley and Pullman, 17, Corollary 
3.1.2], we have the following corollary. 
Corollary 5.3.2 If T : M ~ M is a linear operator that strongly 
2,n 2,n 
preserves super L-matrices, then for any X e M , T(X) = P (X oM)P , where 
2,n 1 2 
P e M and P e M are permutation matrices and M = (m ) e M with 
1 2 2 n t,J 2,n 
m ~ 0. 
t,J 
Theorem 5.3.5 If T : M ~ M is a linear operator that strongly 
2,n 2,n 
preserves super L-matrices, then for any X e M , T(X) = PS (X 0 M)S P , 
2,n 1 1 2 2 
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where P e .M and P e .M are permutation matrices, S E .M and S e .M 
1 2 2 n 1 2 2 n 
are diagonal matrices of ±l's, and M = (m ) E .M with m > 0. 
!,J 2,n !,J 
Proof. The proof is parallel to the proof of Theorem 5. 2. 6. 
This characterization of 2xn super L-matrix preservers gives us the 
following corollary: 
Corollary 5.3.3 If T : .M ~ M is a linear operator that strongly 
2,n 2,n 
preserves super L-matrices, then T (strongly) preserves L-matrices and T 
(strongly) preserves totally L-matrices. 
6.1 Introduction 
CHAPTER 6 
LINEAR OPERA TORS THAT PRESERVE 
TOTALLY L-MATRICES 
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Recall that an mxn real matrix A is said to be a totally L-matrix 
provided every submatrix of A of order m is a sign-nonsingular matrix. If 
m = n, an mxm totally L-matrix is a sign-nonsingular matrix. We have 
discussed sign-nonsingular preservers in Chapter 3, so throughout this 
chapter we assume m < n. By lemma 2.3.4, we know for m .:: 2 there is a 
restriction on the order of an mxn totally L-matrix. We can only have 
n = m + 1 or n = m + 2. So throughout this chapter we assume n = m + 1 or 
n = m + 2. In section 6.2, we discuss properties on mx(m+2) totally 
L-matrices preservers. We prove that if linear operator T strongly 
preserves mx(m+2) totally L-matrices, then T is nonsingular. Further, we 
prove that if T is a linear operator that preserves 2x4 totally L-matrices 
and T is also one-to-one on the set of cells, then for any 2x4 real matrix 
X, T(X) = PS (XoM)S P , 
1 1 2 2 
where P e .M and P e .M are permutation 
1 2 2 4 
matrices, S e M and S e .M are diagonal matrices of 
1 2 2 4 
±l's, and 
M = (m ) e .M with m > 0. In section 6.3, we prove that if T is a 
f,j 2,4 f,J 
linear operator that preserves 2x3 totally L-matrices, then for any 2x3 
real matrix X, T(X) = PS (XoM)S P , where P e .M and P e .M are 
11 22 1 2 2 3 
permutation matrices, S e .M and S e .M are diagonal matrices of ±l's, 
1 2 2 3 
and M = (m ) e .M with m > 0. 
f,j 2,3 L,j 
6.2 Totally L-matrix Preservers (n = m + 2) 
In this section we will investigate mx(m+2) totally L-matrices 
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preservers. Let T : M ~ M be a linear operator that 
m,m+2 m,m+2 
preserves totally L-matrices. First we note that T is not necessarily a 
nonsingular operator. For example, for m = 2, we let T : M ~ M 
2,4 2,4 
be a linear operator defined by 
for any 
b c d 
* * * ) = ( 
ab c d) 
-b a -d c 
A = [ a b c d ) E * * * * .,ff • 2,4 
If A is a totally L-matrix then, by Lemma 2.3.14 , A has exactly three 
nonzero entries on each row, that is, only one of a, b, c, and d is zero. 
Also T(A) is a totally L-matrix if and only if only one of a, b, c, and d 
is zero. Hence T preserves totally L-matrices . But T is a singular 
4 
operator since T( l E ) = 0. 
J=l 2,J 
-- ( 11 -11 We start from an 2x4 totally L-matrix B 
2,4 
1 
0 ~ )· Then 
for any m ?:: 2, we can construct an mx(m+2) totally L-matrix 
B = (b ) 
m,m+2 i,J 
such that b = 1 
l,J 
(j = 1, 2, 3) 
(j = 4, 5, · · · , m + 2) [Brualdi, Chavey and Shader, 38]. 
and b = 0 
l,J 
Also by Lemma 2 .3.14, we have that if A e .,ff (m ?:: 2) is a totally 
m,m+2 
L-matrix, then every row of A has exactly three nonzero entries. 
Now we suppose T : .,ff ~ M is a linear operator that 
m,m+2 m,m+2 
strongly preserves totally L-matrices. We have the following theorem. 
Theorem 6.2.1 If m ?:: 2 and T M --) M is a linear operator 
m,m+2 m,m+2 
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that strongly preserves totally L-matrices, then T is nonsingular. 
Proof. If not, then there exists A = (a ) e .M and A cl: 0 such that 
!,J m,m+2 
T(A) = 0. Without loss of generality, assume a > 0. 
1,1 
B = (b ) e At which satisfies the following conditions: 
!,J m,m+2 
1) A + B is a totally L-matrix; 
2) b = O; 
1,1 
3) a + b > 0 (j=2,3) and a + b = 0 (j=4,S, · · · ,m+2); 
1,J 1,J 1,J 1,J 
4) I {b : j = 1, 2, 
1,J 
m + 2}1 c1: 3. 
Let 
Since A + B is a totally L-matrix, we have that T(A + B) must be a totally 
L-matrix. Hence T(B) = T(A) + T(B) = T(A + B) is also a totally L-matrix 
since T(A) = 0. Thus B must be a totally L-matrix since T strongly 
preserves totally L-matrices. But by condition 4, I {b , l~j~m+2} I c1: 3. 
1,J 
So B cannot be a totally L-matrix by Lemma 2.3.14. 
implies that T is nonsingular. • 
This contradiction 
Now we investigate the linear operators that preserve 2x4 totally 
L-matrices. We suppose these linear operators are also one-to-one on the 
set of cells. We have the following theorems. 
Theorem 6.2.2 If T : .M ~ .M is a linear operator that preserves 
2,4 2,4 
totally L-matrices and T is also one-to-one on the set of cells, then T 
preserves the set of matrices of row term rank 1. 
4 
Proof. Let R = ' E (i. = 1, 2). Since T is one-to-one on the set of 
t L t,J 
J=l 
cells, we have T is non-singular. -1 Let U = T (R ). 
! ! 
U = E + E + E + E . We only need to show that the all nonzero entries 
i 1 2 3 4 
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of E 's lie on the same row. If not, then every row of U has at most 
r l 
three nonzero entries. So we can choose two cells, say E and E with 
5 6 
E it {E I 1 ~ r ~ 4} and E ti: {E I 1 ~ r ~ 4}, and a 's where a = 1 or -1 
5 r 6 r l l 
6 
(1 ~ i ~ 6) such that \' a E is a totally L-matrix. Thus L r r 
r=l 
6 4 
T( \' a E) = L r r 
r=l 
T( \' a E ) + T(a E ) + T(a E ) 
lrr 55 66 
r=l 
4 
= \' a E + T(a E ) + T(a E ) L r l,r 5 5 6 6 
r= 1 
must be a totally L-matrix. This is a contradiction since 
4 
\' a E + T(a E ) + T(a E ) L r l,r 5 5 6 6 
r=l 
has more than three nonzero entries on the i
th 
row. Hence all the nonzero 
entries of E 's lie on the same row, that is, T preserves the set of 
r 
matrices of row term rank 1. • 
Theorem 6.2.3 If T : M ~ M is a linear operator that preserves 
2,4 2,4 
totally L-matrices and T is also one-to-one on the set of cells, then T 
preserves the set of matrices of column term rank 1. 
Proof. Let C = E + E (j = 1, 2, 3) and V = T- 1(C ). Then 
J 1,j 2,J J J 
IV I = 2 since T is one-to-one on the set of cells. Without loss of 
J 
generality, say V = E + E' T(E) = E and T(E) = E We only 
J 1 2 1 1,j 2 2,J 
need to show E and E are in the same column. If not, then E and E are 
1 2 1 2 
in different columns, without loss of generality, assume E is in the 
1 
first column and £ is in the second column. Since T preserves the set of 
2 
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matrices of row term rank 1, we have that E and E must lie on different 
1 2 
rows, say E is in the first row and E is in the second row. 
1 2 
Thus 
E = E E = E and T(E + E ) = C 
1 1,1' 2 2,2 1,1 2,2 j 
Now we consider the 
totally L-matrix A = ( ~ b ! -! ) · Since T preserves totally L-matrix 
matrices, we have that T(A) is a totally L-matrix. But T(A) has zero /h 
column, a contradiction. Therefore T preserves the set of matrices of 
column term rank 1. • 
By Theorem 6.2.2 and Theorem 6.2.3, we have the following corollary. 
Corollary 6.2.1 If T : M ~ M is a linear operator that preserves 
2,4 2,4 
totally L-matrices and T is also one-to-one on the set of cells, then T 
preserves the set of matrices of term rank 1. 
By Theorem 2.1.1 [Beasley and Pullman, 17), we have the following 
corollary. 
Corollary 6.2.2 If T : M ~ M is a linear operator that preserves 
2,4 2,4 
totally L-matrices and T is also one-to-one on the set of cells, then for 
any X E M , T(X) = P (XoM)P , where P E M and P e M are permutation 
2,4 1 2 1 2 2 4 
matrices and M = (m ) e M with m :-1: 0. 
i,j 2,4 i,j 
Theorem 6.2.4 If T : M ~ M is a linear operator that preserves 
2,4 2,4 
totally L-matrices and T is also one-to-one on the set of cells, then for 
any XE .A{ ' 
2,4 
T(X) = PS (XoM)S P , 
1 1 2 2 
where p E .A{ 
1 2 
and p E .A{ 
2 4 
are 
permutation matrices, S e M and S e M are diagonal matrices of ±l's, 
1 2 2 4 
and M = (m ) E M with m > 0. 
i,j 2,4 i,j 
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Proof. By Corollary 6.2.2, for any X e M , T(X) = P (XoM)P , where 
2,4 1 2 
P e .M and P e M are permutation matrices and M = (m ) e .M with 
1 2 2 4 f.,J 2,4 
m * 0. Let T .M ~ .M be a linear operator defined by 
l,J 1 2,4 2,4 
for any X e M . 
2,4 
Then clearly T preserves totally L-matrices since T 
1 
preserves totally L-matrices and P:, P~ are permutation matrices. Let 
T .M ~ M be a linear operator defined by 






T (X) = ST (X)S = S (XoM)S , 
2 11 2 1 2 
m m 
S d . ( 1,1 2,1 ) 
1 = iag Im I ' Im I 
totally 
1,1 2 , 1 
L-matrices since T 
1 
preserves totally 
L-matrices and S , S are diagonal matrices with nonzero entries on the 
1 2 
main diagonal. Also we have 
T (X) = s T (X)S = s (XoM)S = Xo(S MS ). 
2 11 2 1 2 1 2 
Let N = S MS . Then N = (n ) e M with n * 0, n > 0 ( i = 1, 2) 
1 2 f.,J 2,4 l,J l,1 
and n > 0 (j = 1, 2, 3, 4) . Since T
2 
preserves totally L-matrices, we 
1,J 
have that for any 2x4 totally L-matrix A, T (A) = Ao(S MS ) = AoN is a 
2 1 2 
totally L-matrix. If n < 0, then we let 
2,2 
A = [ 
which is a totally L-matrix. But 
( 
n 
AoN = 1,1 n 
2,1 
is not a totally L-matrix since 
1 1 0 1 ) 














( : : ) · This contradiction implies that n > 0. 2,2 
84 
) 
has the sign pattern 
By permuting rows and 
columns we have that all entries in the matrix N are positive. Hence 
N = (n ) e .M with n > 0. Thus 
t,J 2,4 t,J 
T(X) 
which completes the proof. • 
Corollary 6.2.3 If T : .M ~ .M is a linear operator that preserves 
2,4 2,4 
totally L-matrices and T is also one-to-one on the set of cells, then T 
strongly preserves totally L-matrices. 
Proof. This follows Theorem 6.2.4 . • 
6.3 Totally L-matrices Preservers (n = m + 1) 
Let T : .M ~ .M is a linear operator that preserves 
m,m+l m,m+l 
totally L-matrices. We will show for m = 2, T is nonsingular. Also we 
will give the characterization of these linear operators that preserve 2x3 
totally L-matrices. 
L-matrices. 
First we prove some properties about 2x3 totally 
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Lemma 6.3.1 If A e .M is a totally L-matrix, then 4 :-s I A I :-s 5, every 
2,3 
row has at least two nonzero entries and every column has nonzero entry. 
Proof. Since every totally L-matrix is a super L-matrix, by Lemma 2 .3.6, 
we have that every column of a totally L-matrix has nonzero entry. 
If A = (a ) e .M is a totally L-matrix, then by Corollary 2.3.1, 
l,J 2,3 
we have that A has at least one zero entry. Hence I A I * 6. If A has two 
zero entries on the same row, without loss generality assume 
a 
1,1 
= a = 0, 
1,2 
then ( :1,1 
2,1 
: ,2 ) 
2,2 
is not a sign-nonsingular matrix, a 
contradiction. If I A I < 4 then A has at least 3 zero entries and at least 
two zero entries must be on the same row (or column). So A cannot be a 
totally L-matrix . Therefore, 4 :-s I A I :-s 5. • 
Now we investigate the totally L-matrices preservers on .M . Let 
2,3 
T At ~ .M be a linear operator that preserves totally L-matrices. 
2,3 2,3 
We suppose that 
T(E ) 
1,1 
T(xE +xE + x E ) ( {31 {32 {33 ) = 1 1,2 2 2,2 3 2,3 {34 {35 {36 
where X * 0 (i = 1, 2, 3) and f3 j = f3 (x x2, X ), l j 1' 3 
T(E ) ( l\ 0 2 03 ) = 2,1 04 05 06 
and 
T(E ) = ( ~1 ~2 ~3 )· 
1' 3 ~4 ~5 ~6 
We have the following lemmas. 
Lemma 6.3.2 For any i and j, I T(E ) I ¢ 6. 
t,J 
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Proof. Suppose there are i and j such that I T(E ) I = 6. Without loss 
t,J 
of generality, we assume IT(£ ) I = 6. 
1,1 





(X (X (X ) 1 2 3 
a a a 
4 5 6 
with a ¢ 0 (1:Si:S6). Now we suppose 
t 
T(E + E + E ) = ( /3/341 /3/352 /3/3 36 ) • 
1,2 2,2 2,3 
Then for any a ¢ 0, T(aE + E + E + E ) is a totally L-matrix. 
1,1 1,2 2,2 2,3 
We can choose a ¢ 0 such that aa + (3 ¢ 0 (l:Si:S6). Hence 
t t 
I T(aE + E + E + E ) I = 6 
1,1 1,2 2,2 2,3 
for the choice of a. This is a contradiction with Lemma 6 .3.1. Therefore 
I T(E ) I :t: 6 for any cell E . • 
t,J t,J 
Lemma 6.3.3 For any i and j, IT(£ ) I ';# 5. 
l,J 
Proof. Suppose there are i and j such that 
of generality, we assume I T(E ) I = 5 and 
1,1 
IT(E ) I = 5. 
t,J 
T(E ) = ( al 
1,1 <X 
4 




with a * 0 (l=si=sS). 
! 
First we will show that for any x 's ! • 
T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 
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with f3 = 0. If there are some x 's such that f3 (x ,x ,x ) ,:,: 0, then for 
6 t 6 1 2 3 
any a * 0, 
T(aE + x E + x E + x E ) 
1,1 1 1,2 2 2,2 3 2,3 
is a totally L-matrix. 
( 1::Si::SS). Hence 
We can choose a ,:,: 0 such that aa + f3 * 0 
t t 
I T(aE + x E + x E + x E ) I = 6. 
1,1 1 1,2 2 2,2 3 2,3 
This is a contradiction with Lemma 6.3.1. Hence f3 = 0. 
6 
Second we show that for any X's f3 = o. If there are X's such ! • 3 { 
that f3 (x ,x ,x ) * 0, then we can choose a * 0 such that aa + f3 = 0. 3 1 2 3 3 3 
rd 
Then T(aE + x E + x E + x E ) has zero 3 column. 
1,1 1 1,2 2 2,2 3 2,3 
This is a 
contradiction with the fact that T(aE + x E + x E + x E ) is a 
1,1 1 1,2 2 2,2 3 2,3 
totally L-matrix. Hence for any x 's 
{ . 
T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 
Now we show 
If O * 0, then for any a > 0, 
6 
T(aE + E + E + E - E ) 
1,1 1,2 2,2 2,3 2,1 
is a totally L-matrix. We can choose a > 0 such that 
I T(aE + E + E + E - E ) I = 6, 
1,1 1,2 2,2 2,3 2,1 
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a contradiction. If O = 0 and O * 0, then either a O > 0 or a O < 0 . 
6 3 33 33 
If a o > 0, then for any a > 0 
3 3 
T(aE + E + E + E - E ) 
1,1 1,2 2,2 2,3 2,1 
is a totally L-matrix. 
aa - o = 0. Thus 
We can choose a = 0 /a > 0 such that 
3 3 
3 3 
T(aE + E + E + E - E ) 
1,1 1,2 2,2 2,3 2,1 
rd 
is a totally L-matrix which has zero 3 column, a contradiction. If 
a O < 0, then for any a> 0 
3 3 
T(aE - E + E + E + E ) 
1,1 1,2 2,2 2,3 2,1 
is a totally L-matrix. We can choose a = -o /a> 0 such that 
3 3 
aa + 03 = 0. Thus 3 
T(aE - E + E + E + E ) 
1,1 1,2 2,2 2,3 2,1 
is a totally L-matrix which has zero 3
rd 





= 0 and T(E ) 
2,1 
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Since for any a ':I:- 0, T(aE + E + E + E - E ) is a 
1,1 1,2 2,2 2,3 1,3 
totally L-matrix, by the same argument as above we have that Tl = Tl = 0. 
3 6 
( 
Tl 1 112 0 ) 
Thus T(E ) = O . 
1,3 Tl Tl 
4 5 
Hence 
T(E + E + E + E - E ) 
2,1 1,2 2,2 2,3 1,3 
is a totally L-matrix which has zero 3
rd 
column, a contradiction. 
Therefore, I T(E ) I * 5 for any cell E . • 
t,J t,J 
Lemma 6.3.4 For any i and j, I T(Et) I * 4. 
Proof. Suppose there are i and j such that I T(E ) I = 4. 
t,J 
of generality, we assume IT(E ) I = 4. 
1,1 
Case 1. T(E ) has two zero entries in the same 
1,1 
( :: a 0 We may say that T(E ) 2 = 1,1 a 0 
5 




* 0 (i a t 
-- ( (31 (32 (33 ) T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 a a a ,-,4 ,-,5 ,-,6 
= 
Without loss 
1, 2, 4, S). 
with exact one of (3 and (3 equal zero. If there are x 's such that both 
3 6 t 
{3 * 0 and (3 * 0, then for any a * 0, 
3 6 
T(aE + x E + x E + x E ) 
1,1 1 1,2 2 2,2 3 2,3 
is a totally L-matrix. We can choose a * 0 such that aa + (3 * 0 
t t 
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(i = 1, 2, 4, 5). Hence 
I T(aE + x E + x E + x E ) I = 6 
1,1 1 1,2 2 2,2 3 2,3 
for the choice of a, a contradiction. If there are x 's such that both 
! 
(3 = 0 and f3 = 0, then we have that 
3 6 
T(E + X E + X E + X E ) 
1,1 1 1,2 2 2,2 3 2,3 
is a totally L-matrix which has zero 3
rd 
column, a contradiction again. 
Hence for any x 's, either f3 * 0 and f3 = 0 or f3 * 0 and f3 = 0. 
! 3 6 6 3 
We will show that if for some fixed x 's, {3 * 0 and {3 = 0 then for 
! 3 6 
any x 's (3 ~ 0 and f3 = 0. If there are y 's (y ~ 0, i = 1, 2, 3) such 
! 3 6 ! ! 
that (3 ~ 0 and {3
3 
= 0, then for any b ~ 0 and bx + y * 0 (i = 1, 2, 3), 
6 ! ! 
T[E + (bx + y )E + (bx + y )E + (bx + y )E ] 
1,1 1 1 1,2 2 2 2,2 3 3 2,3 
is a totally L-matrix. 
such that 
We can choose b ~ 0 and bx + y ~ 0 (i = 1, 2, 3) 
! ! 
I T[E + (bx + y )E + (bx + y )E + (bx + y )E l I = 6, 
1,1 1 1 1,2 2 2 2,2 3 3 2,3 





2 {33 ) T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 {34 {35 0 
with (3 ~ 0. 
3 
Also we can show that {3 = 0. If {3 ~ 0, then for any a ~ 0, 
5 5 
T(aE + E + E + E ) 
1,1 1,2 2,2 2,3 
is a totally L-matrix. 
for the choice of a, 
We can choose a * 0 such that aa + f3 = 0. 
5 5 
T(aE + E + E + E ) 
1,1 1,2 2,2 2,3 
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Hence 
has two zero entries on the second row, a contradiction with the fact that 
T(aE + E + E + E ) 
1,1 1,2 2,2 2,3 
is a totally L-matrix. Hence f3 = 0. 
5 
Similarly, we can show that (3 = 0. 
4 
Therefore, for any x 's 
l 
T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 
with (3 * 0. 
3 
zero. 
Now, we show 





If .r * 0, then for any a> 0 and c > 0, 
6 
T(aE - E + E + E + cE ) 
1,1 1,2 2,2 2,3 2,1 
is a totally L-matrix. We can choose a > 0 and c > 0 such that 
I T(aE - E + E + E + cE ) I = 6. 
1,1 1,2 2,2 2,3 2,1 
This is a contradiction with the fact that 
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T(aE - E + E + E + cE ) 
1,1 1,2 2,2 2,3 2,1 
is a totally L-matrix. 
If a -:1:- 0 and a = 0, then, for any a -:1:- 0, c -:1:- 0 and ac < 0, 
3 6 
T(aE + E + E + E + cE ) 
1,1 1,2 2,2 2,3 2,1 
is a totally L-matrix. 
Thus 




= 0 . 
T(aE + E + E + E + cE ) 
1,1 1,2 2,2 2,3 2,1 
is a totally L-matrix which has zero 3rd column, a contradiction. 
Therefore, 0 = 0 = 0. Now we show that O = 0. Suppose not . If 3 6 5 
0 
5 
> 0, then, without loss of generality, assume a:
5 
> 0, for any a > 0, 
T(aE + E + E + E - E ) 
1,1 1,2 2,2 2,3 2,1 




= 0 . Thus 
T(aE + E + E + E - E ) 
1,1 1,2 2,2 2,3 2,1 
has two zero entries on the second row , a contradiction . 
for any a > 0, 
T(aE - E + E + E + E ) 
1,1 1,2 2,2 2,3 2,1 
If O < 0, then 
5 
is a totally L-matrix. We can choose a > 0 such that aa + 0 = 0. Thus 
5 5 
T(aE - E + E + E + E ) 
1, 1 1,2 2,2 2,3 2,1 
has two zero entries on the second row, a contradiction. 
a = 0. So 
4 
By the same argument as above, we have that 
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Similarly, 
Thus T(E + E + E + E - E ) is a totally L-matrix which 
2,1 1,2 2,2 2,3 1,3 
has zeros second row, a contradiction. Hence this case never arises. 
Case 2. T(E ) 
1,1 
has two zero entries on the same row. 
a a a 
( ) We may say that T(E ) = 1 2 3 with * 0 (i 1, 2, 3, 4,). a = 1,1 a 0 0 f 
4 
By the same argument as Case 1, for any a * 0 and x * 0, we 
f 
consider the totally L-matrix T(aE + x E + x E + x E ). 
1,1 1 1,2 2 2,2 3 2,3 






2 (33 ) T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 a " a 
1-'4 1-'5 1-'6 
We can 
with either (3 = 0 or (3 = 0. Then we can show that if for some fixed 
5 6 
x 's a * 0 and a = 0 then for any x 's , a * 0 and a = 0. L ' ,_.5 ,_.6 L ,_.5 ,_.6 
loss of generality, we assume for any x/s, 
with (3 * 0. 
5 
T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 
Then we show that (3 = 0. If (3 -:t- 0, then for any a * 0, 
3 3 
Without 
is a totally L-matrix. 
for the choice of a, 
T(aE + E + E + E ) 
1,1 1,2 2,2 2,3 
We can choose a :1: 0 such that aa + (3 = 0 . 
3 3 
T(aE + E + E + E ) 
1,1 1,2 2,2 2,3 
has zero 3
rd 
column, a contradiction with the fact that 
is a totally L-matrix. 
T(aE + E + E + E ) 
1,1 1,2 2,2 2,3 
Hence (3 = 0. 
3 
Therefore, for any x 's 
L 
-- ( (31 (32 O ) T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 (34 (35 0 
with {3 :1: 0 . 
5 















If both o :I: 0 and o :1: 0 ( or o = 0 and O :1: 0), then for any a > 0 
3 6 3 6 
and c > 0, 
T(aE - E + E + E + cE ) 
1,1 1,2 2,2 2,3 2,1 
is a totally L-matrix. We can choose a > 0 and c > 0 such that 
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I T(aE - E + E + E + cE ) I = 6 . 
1,1 1,2 2,2 2,3 2,1 
This contradicts that T(aE - E + E + E + cE ) is a totally 
1,1 1,2 2,2 2,3 2,1 
L-matrix. 
If "( -:t, 0 and "( = 0, then either "( > 0 or "( < 0. Without loss of 
3 6 3 3 
generality we assume a > 0. If "( > 0, then for any a > 0, 
3 3 
T(aE + E + E + E - E ) 
1,1 1,2 2,2 2,3 2,1 




= 0. Thus 
T(aE + E + E + E + - E ) 
1,1 1,2 2,2 2,3 2,1 
is a totally L-matrix which has zero rd 3 column, a contradiction . If 
03 < 0, then we can choose a > 0 , such that aa + "( = 0 . Thus 3 3 
T(aE - E + E + E + E ) 
1,1 1,2 2,2 2,3 2,1 
is a totally L-matrix which has zero 3
rd 
column, a contradiction. 
Therefore, "( = "( = 0 . So 
3 6 
By the same argument as above, we have that 
T(E ) 
1,3 
Thus T(E + E + E + E - E ) is a totally L-matrix which 
2,1 1,2 2,2 2,3 1,3 
has zero 3
rd 
column, a contradiction. Hence this case never arises. 
Case 3. T(E ) has two zero entries on the different row and column. 
1,1 








) with <\ * 0 (i = 1, 3, 4, 5). 
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By the same argument as Case 1, for any a * 0 and x * 0, we 
t 
consider the totally L-matrix T(aE + x E + x E + x E ). 
1,1 1 1,2 2 2,2 3 2,3 
We can 
show that for any x 's t , 
-- ( (31 T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 a ,.,4 
with at least one of (3 and (3 is zero. 
2 6 
We will show that if for some fixed x 's (3 (x ,x ,x ) = 0 and 
t 2 1 2 3 
[3 (x ,x ,x ) * 0, then for any x 's, (3 = 0. 
6 1 2 3 t 2 


















) = 0. We can choose b * 0 and 
b' * 0 such that bx + b'y * 0 (i = 1, 2, 3) and 
t t 
ITfE + (bx +b'y )E + (bx +b'y )E + (bx +b'y )£ JI = 6, 
1,1 1 1 1,2 2 2 2,2 3 3 2,3 
a contradiction . Similarly, we can show that if for 
[3 (x ,x ,x ) = 0 and (3 (x ,x ,x ) * 0 then for any x 's 
6123 2123 t' 
Subcase 1. (3 (1,1,1) = 0 and (3 (1,1,1) * 0. 
2 6 
In this case for any x 's (3 = 0 . Thus for any x 's 
t 2 t ' 









1 1,2 2 2,2 3 2,3 ,-, ,-, ,-, 
some fixed x 's 
t 







0. Therefore, for any x 's 
t 
97 
0 0 0 
T(x E + x E + x E ) - ( ) 





Since a :t: 0 and (3 (1,1,1) :t: 0, by the same argument as case 2 we 
3 6 





T(E ) = ( 0 0 0 ) 
1,3 1}4 0 1}6 . 
Thus T(E + E + E + E - E ) is a totally L-matrix which 
2,1 1,2 2,2 2,3 1,3 
has zero first row, a contradiction. Hence this case never arises. 
Subcase 2. (3
6
0,1,1) = 0 and (3
2
(1,1,1) :t: 0. 
This case is equivalent to the subcase 1. Hence this case never 
arises. 
Subcase 3. (3 (1,1,1) = (3 (1,1,1) = 0. 
2 6 
In this case, first we show that for any x 's, (3 = (3 = 0. 
i 2 6 
If not, 
then there exist x 's such (3 (x ,x ,x ) = 0 and (3 (x ,x ,x ) :t: 0 (or 
i 2 1 2 3 6 1 2 3 
[3 (x ,x ,x ) -:t: 0 and (3 (x ,x ,x ) = 0). These are subcase 1 and 2, which 
2 1 2 3 6 1 2 3 





x :t: 0, we consider the totally L-matrix 
l 
Thus for any a -:t: 0 and 
T(aE + x E + x E + x E ). 
1,1 1 1,2 2 2,2 3 2,3 
We have that T(x E + x E + x E ) = 0. 
1 1,2 2 2,2 3 2,3 
Next we will show T(E ) = 
2,1 
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with either a = 0 or 
2 
06 = 0. By the same argument as above, we have that if O = 0, then 
2 
o = o - 0 = 0 and if O = 0 then -v = -v = 0 = 0. Thus we have 1 3 - 5 6 • 0 3 °4 5 
T(E ) 
2,1 
0 0 0 
= ( ) or T(E ) 
04 0 06 ~1 
Similarly, 
( 
0 0 0) 
T(E ) = or T(E ) 
1,3 1)4 0 1)6 1,3 
= ( 01 '12 0) 
0 0 0 . 
= ( l)l 1)2 O ) 
0 0 0 . 
Now we show I T(E ) I ~ 1 and I T(E ) I ~ 1. Suppose that we have 
2,1 1,3 
T(E ) -- ( 0 00 0 ) . We will show at least one of 04 and 06 is zero . 2,1 '1 4 '1 6 
If 
not, then o * 0 and O * 0. For any c * 0, since 
4 6 
0 a 
T(E ± E + E + E + cE ) 
3 = a 1,1 1,2 2,2 2,3 1,3 ( :\c-, 




is a totally L-matrix, we must have ( a 1 a 3 ) is a sign-nonsingular 
a +ca c-,
6 4 4 
matrix. If a:. a > 0, then we can choose c * 0 such that c 06 and a +c0 1 3 4 4 
have the same sign. Thus the sign pattern of the matrix ( a 1 a 3 ) is 
a4+Co4 Cob 
equivalent to , a contra 1ct10n. ( +
+ ++ ) or ( + + ) ct· · If a a < 0, then we 
1 3 
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have different sign. Thus the 

















r 1 r 2 0) 
Similarly, we can show if T(E
2
) = 
0 0 0 
, then at least one of r
1 
and r is zero. Thus I T(E ) I :S 1. By the same argument as above, we 
2 2,1 
have I T(E ) I :S 1. 
1,3 
Thus T(E + E + E + E - E ) is a totally L-matrix but 
2,1 1,2 2,2 2,3 1,3 
IT(E + E + E + E - E ) I 
2,1 1,2 2,2 2,3 1,3 
:S I T(E ) I + I T(E + E + E ) I + I T(E ) I 
2,1 1,2 2,2 2,3 1,3 
:S 1 + 0 + 1 = 2, 
a contradiction. So this case never arises. 
Therefore, for any cell E , I T(E ) I cl: 4. • 
t,J t,J 
Lemma 6.3.5 For any i and j, I T(E ) I c1: 3. 
t,J 
Proof. Suppose there are i and j such that I T(E ) I = 3. Without loss 
t,J 
of generality, we assume I T(E ) I = 3. 
1,1 






2 /33 ) T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 a a a ,..,4 ,..,5 ,..,6 
with exact one of f3 , f3 and f3 is zero. 
4 5 6 





* 0, and {3
6 
* 0 then for any a * o, 
T(aE + x E + x E + x E ) 





is a totally L-matrix. 
(i = 1, 2, 3). Hence 
We can choose a * 0 such that aa + f3 * 0 
t t 
I T(aE + x E + x E + x E ) I = 6 
1,1 1 1,2 2 2,2 3 2,3 
for the choice of a, a contradiction. If there are X's such that at 
t 
least two of (3 , (35, and (3 are zero, then we have that 
4 6 
T(E +XE +xE + x E ) 
1,1 1 1,2 2 2,2 3 2,3 
is a totally L-matrix which has at least two zero on the second row, a 
contradiction again. Hence for any x 's exact one of " , n , and " is t ' ,_, 4 ,.,5 ,.,6 
zero. 
We will show that if for some fixed x 's " * 0, a * 0, and " = 0 t ' ,_, 4 ,.,5 ,.,6 
then for any x 's (3 * 0, f3 * 0, and (3 = 0. If there are y 's (y * 0, 
t 4 5 6 t t 
i = I, 2, 3) such that (3 * 0, f3 * 0, and (3 = 0 (or (3 * 0, f3 * 0, and 
6 4 5 6 5 
/3 = 0), then for any b * 0 and bx + y * 0 (i = 1, 2, 3), 
4 t t 
T[E + (bx + y )E + (bx + y )E + (bx + y )E ] 
1,1 1 1 1,2 2 2 2,2 3 3 2,3 
is a totally L-matrix. We can choose b * 0 such that 
I T[E + (bx + y )E + (bx + y )E + (bx + y )E ] I = 6, 
1,1 1 1 1,2 2 2 2,2 3 3 2,3 
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a contradiction. Without loss of generality, we assume for any x/s, 
-
- ( (31 (32 (33 ) T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 (34 (35 0 
with (3 -:t= 0 and (3 -:t= 0. 
4 5 
Also we can show that for any x 's (3 = 0. If there are x 's such 
l 3 l 
that (3 -:t= 0, 
3 
then for any a -:t= 0, T(aE + E + E + E ) 
1,1 1,2 2,2 2,3 
is a 
totally L-matrix. We can choose a -:t= 0 such that aa + (3 = 0. Hence for 
3 3 
the choice of a, T(aE + E + E + E ) 
1,1 1,2 2,2 2,3 
has zero column, a 
contradiction with T(aE + E + E + E ) is a totally L-matrix. 
1,1 1,2 2,2 2,3 
Hence (3 = 0. Therefore, for any x 's 
3 l 
-- ( (31 (32 O ) T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 (34 (35 0 
with (3 -:I= 0 and {3 -:I= 0. 
4 5 
Now, we show 
T(E ) ( 01 02 03 ) with 03 = = 06 = 2,1 04 05 06 
Suppose not. Then at least one of O and O is not zero. 
3 6 
If O -:t= 0, then for any a > 0 and c > 0, 
6 
T(aE - E + E + E + cE ) 
1,1 1,2 2,2 2,3 2,1 
0 . 
is a totally L-matrix. We can choose a > 0 and c > 0 such that 
I T(aE - E + E + E + cE ) I = 6. 
1,1 1,2 2,2 2,3 2,1 
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This is a contradiction with that 
T(aE - E + E + E + cE ) 
1,1 1,2 2,2 2,3 2,1 
is a totally L-matrix. 




> 0. If O 3 > 0 and O 6 = 0, then, for any a > 0, 
T(aE + E + E + E - E ) 
1,1 1,2 2,2 2,3 2,1 
is a totally L-matrix. We can choose a > 0 such that ao:
3 
- 0 3 = 0. Thus 
T(aE + E + E + E - E ) 
1,1 1,2 2,2 2,3 2,1 
is a totally L-matrix which has zero 3rd column, a contradiction. If 
o
3 
< 0 and o = 0, then we can choose a > 0, such that ao: + 0 = 0. Thus 6 3 3 
T(aE - E + E + E + E ) 
1,1 1,2 2,2 2,3 2,1 





= 0. So 
By the same argument as above, we have that 
T(E ) 
1,3 
Thus T(E + E + E + E - E ) is a totally L-matrix which 
2,1 1,2 2,2 2,3 1,3 
103 
rd 
has zero 3 column, a contradiction. Hence this case never arises. 
By the same argument as case 1, for any a * O and x * 0, we 
i 
consider the totally L-matrix T(aE + x E + x E + x E ). 
1,1 1 1,2 2 2,2 3 2,3 
We can 
show that for any x 's ( . 
-- ( (31 (32 (33 ) T(x E + x E + x E ) 




with at least one of (3 , (3 , and (3 is zero and at least one of (3 and (3 
3 4 5 4 5 
is nonzero. 
First we show that for any x 's, (3 = 0. If there are x 's such that 
( 6 ( 
/3 * 0, then since a. * 0, we can choose a -:1:- 0 such aa. + (3 = 0. Thus 
6 6 6 6 
T(aE + x E + x E + x E ) is a totally L-matrix which has two 
1,1 1 1,2 2 2,2 3 2,3 




= 0) or second row (if (3
4 
= 0 or 
(3 = 0), a contradiction. 
5 
Now we show that if (3 (1,1,1) = 0 then for any x 's (3 (x ,x ,x ) = 0. 
3 t 3 1 2 3 
If {3
3
0,1,1) = 0, (3 /1,1,1) * 0, (3
5
0,1,1) * 0, and there are some x 's 
i 
such that (3 (x ,x ,x ) * 0, then we can choose b -:1:- 0 and b' * 0 such that 
3 1 2 3 
b + b' x * 0 (i = 1, 2, 3) and every entry of the totally L-matrix 
i 
T[E + (b + b'x )E + (b + b'x )E + (b + b'x )E ] 
1,1 1 1,2 2 2,2 3 2,3 
is not zero. If (3 (1,1,1) = 0, (3 (1,1,1) = 0, 
3 4 
This is a contradiction. 
/3/1,1,1) * 0, and there are some x 's such that (3 (x ,x ,x ) -:1:- 0, 
t 3 1 2 3 
(3 (x ,x ,x ) * 0, and (3 (x ,x ,x ) = 0, then we can choose b -:1:- 0 and 
4123 5123 




T[E + (b + x )E + (b + x )E + (b + x )E ] 
1,1 1 1,2 2 2,2 3 2,3 
is not zero. This is a contradiction. If (3
3
0,1,1) = 0, f3/1,l,l) = 0, 
(35(1,1,1) * 0, and there are some x 's such that f3 (x ,x ,x ) * 0, 
! 3 1 2 3 
(3 (x ,x ,x ) = 0, and f3 (x ,x ,x ) * 0, then we can choose b * 0 and 
4 1 2 3 5 1 2 3 
b' * 0 such that b + b'x * 0 and bf3 (1,1,1) + b'f3 (x ,x ,x ) = 0. Thus 
! 5 5 1 2 3 
the totally L-matrix 
T[E + (b + b'x )E + (b + b'x )E + (b + b'x )E ] 
1,1 1 1,2 2 2,2 3 2,3 
has two zero entries on the second row, a contradiction. 
Similarly we can discuss every case. Hence if f3 (1,1,1) = 0 then for 
3 
any x 's (3 (x ,x ,x ) = 0. 
! 3 1 2 3 
Also we 
(3 (x ,x ,x ) * 0 . 
3 1 2 3 




(1,1,1) = 0, f3/1,l,l) * 0, and (3
5
(1,1,1) * 0. 
In this case, we have that for any x 's 
i 
-- ( (31 T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 f3 
4 
for any X's 
i 
with at least one of f3 4 and (35 is nonzero. First we can show that 
/31 /32 0, since otherwise for a 
(31 (32 
= = = or a: a: 
1 2 
T(aE + x E + x E + x E ) 
1,1 1 1,2 2 2,2 3 2,3 
has two zero entries on the first row, a contradiction. 
105 











If r * 0, then for any a > 0 and c < 0, 
3 
T(aE + E + E + E + cE ) 
1,1 1,2 2,2 2,3 2,1 
is a totally L-matrix. We can choose a > 0 and c < 0 such that 
I T(aE + E + E + E + cE ) I = 6, 
1,1 1,2 2,2 2,3 2,1 
a contradiction . 
If r * 0 and r = 0, then either r > 0 or r < 0 . Without loss of 
6 3 6 6 
generality we assume o:: > 0. If r > 0, then for any a > 0, 
3 6 
T(aE + E + E + E - E ) 
1,1 1,2 2,2 2 ,3 2,1 




= 0 . Thus 
T(aE + E + E + E + cE ) 
1,1 1,2 2,2 2,3 2,1 
is a totally L-matrix which has zero 3
rd 
column, a contradiction. If 
r 
6 




= 0. Thus 
T(aE - E + E + E + E ) 
1,1 1,2 2,2 2,3 2,1 
is a totally L-matrix which has zero 3
rd 
column, a contradiction. 
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Therefore, -r = 1' 6 = 0. So 3 
( 1' 1 1' 2 
0 
) · T(E ) = 2,1 1' 4 1' 5 0 
By the same argument as above, we have that 
( l} 1 l}2 
0 
) · T(E ) = 1,3 l}4 l}5 0 
Thus T(E + E + E + E - E ) is a totally L-matrix which 
2,1 1,2 2,2 2,3 1,3 
h 3rd 1 d" . as zero co umn, a contra 1ction. 
Subcase 2. {3 (1,1,1) = 0, {3 (1,1,1) = 0, and {3 (1,1,1) -:t:- 0. 
3 4 5 
In this case, we have that for any x 's 
L 
-- ( {31 {32 T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 a a 
1-'4 1-'5 
with at least one of {3 and {3 is nonzero. First as in subcase 1, we can 
4 5 
show that (3 = f3 = 0 . 
1 2 
First we will show for any x 's {3 (x ,x ,x ) = 0. Suppose there are 




(3 (x ,x ,x ) 
3 1 2 3 
(i = 1, 2, 
= 
3) 





{3 (x ,x ,x ) -:t:- 0 . 
4 1 2 3 
can choose b -:t:- 0 
Then, 
and b' -:t:-
{3 (b,b,b) + {3 (b'x ,b'x ,b'x ) 
5 5 1 Z 3 
We have y = O, {33(yl,YZ,y3) = O, 
L 
since for any 
0 such that b + b'x 
! 
-:t:- 0 . Let Yi = b + 
= {3 (b,b,b) + {3 (b'x ,b'x ,b'x ) -:t:- 0 






(3 (b,b,b) + (3 (b'x ,b'x ,b'x ) * 0 . 
5 5 1 2 3 
This is subcase 1 which never appears. 
/3 (x ,x ,x ) = 0. 
4 1 2 3 
Therefore, for any x 's, 
t 
T(x E +xE 
1 1,2 2 2,2 
with (35 "' 0. 




+ x E ) 
3 2,3 = 
( '11 '12 '13 
'14 '15 '16 
Hence for any 
( 
0 0 0 






with at least one of -r and -r is zero . 
3 4 






= -r 6 = 0. If -r 4 = 0, then we have -r 1 = -r 5 = -r 6 = 0 . Thus 
T(E
201




: ) or T(£
201
) = [ : :, : 3 ) 
Similarly, we can show 
T(E ) 
1,3 
= ( 0 0 0 ) 
7)4 7)5 O 
or T(E ) 
1,3 
By the same argument of subcase 3 of case 3 of Lemma 6.3.5 , we can 
show I T(E ) I :s 1 and I T(E ) I :s 1. 
2,1 1,3 
Thus T(E + E + E + E - E ) is a totally L-matrix but 
2,1 1,2 2,2 2,3 1,3 
I T(E + E + E + E - E ) I 
2,1 1,2 2,2 2,3 1,3 
108 
::S I T(E ) I + I T(E + E + E ) I + I T(E ) I 
2,1 1,2 2,2 2,3 1,3 
::S 1 + 1 + 1 = 3, 
a contradiction. So this case never arises. 
Subcase 3. f3 0,1,1) = 0, f3 0,1,1) ct; 0, and f3 0,1,1) = 0. 
3 4 5 
This case is equivalent to the subcase 2 . So this case never arises. 
Subcase 4. {3
3
0,1,1) * 0, f3 (1,1,1) ct; 0, and f3 (1,1,1) = 0. 
4 5 
First we can show for any x 's f3 (x ,x ,x ) = 0 by the same argument 
t 5 1 2 3 
as above . Then we can show f3 (x ,x ,x ) = 0. Also since f3 (1,1,1) ct; 0 we 
2 1 2 3 3 
have for any x 's f3 (x ,x ,x ) ct; 0. Thus for any x 's 
t 3 1 2 3 t 
T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 
= ( 131 O {33 ) 
{3 0 0 
4 
with (3 ct; 0. 
3 
Also we can show 
T(E ) 
2,1 
with -;rs = 0 since {3
3
(1,1,1) ct; 0 and f3 
4 
(1,1,1) ct; 0 . 
-;r
6 
= 0 and -;r
2 
= 0. Thus 
Similarly, we have that 
Then we can show 
109 
Thus T(E + E + E + E - E ) is a totally L-matrix which 
2,1 1,2 2,2 2,3 1,3 
has zero second column, a contradiction. Hence this case never arises. 
Subcase 5. (3 (1,1,1) "" 0, (3 (1,1,1) = 0, and (3 (1,1,1) "" 0 . 
3 4 5 
This case is equivalent to the subcase 2. So this case never arises. 
Therefore, case 2 never arises. 
Case 3. T(E ) 
1,1 = ( 
Q\ 0 0) 
a: a: 0 
4 5 
with a: "" 0 (i = 1, 4, 5) . 
First we show for any x 's at least one of (3 , (3 , and (3 is zero , at 
t 2 3 6 
least one of (3 and (3 is nonzero, and at least one of (3 and (3 is 




(1,1,1) = 0 , (3 0,1,1) "" 0 , and (3 0,1,1) * 0 . 
3 6 
First it easy to prove 
(3 (x ,x ,x ) = (3 (x ,x ,x ) = 0. 
1123 5123 
that for any X's 
l 
(3 (x ,x ,x ) = 0 
2 1 2 3 




(3 (x ,x ,x ) * 0 and (3 (x ,x ,x ) * 0 by the same argument as above. Thus 
3123 6123 
T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 
w ith (3 * 0 and (3 * 0. 
3 6 
Also we can show 
T(E ) 
2,1 
with 02 = 0 since (33 * 0, and (36 * 0. Then we have 01 = 03 = o5 = 0 . 
Thus we have that 
--(0 00) T(E ) 




Similarly, we have 
T(E ) 
1,3 
So T(E + E + E + E - E ) is a totally L-matrix which 
2,1 1,2 2,2 2,3 1,3 
has zero second column, a contradiction. Hence this case never arises. 
Subcase 2. {3
2
(1,1,1) -:t- 0, {3 (1,1,1) -:t- 0, and {3 (1,1,1) = 0. 
3 6 
This case is equivalent to the subcase 1. So this case never arises. 
Subcase 3. {3
2
0,1,1) = 0, {3 0,1,1) -:t- 0, and {3 (1,1,1) = 0. 
3 6 
First we can see that for any x 's {3 (x ,x ,x ) -:t- 0. 
i 3 1 2 3 
Also for any 
x 's {3 (x ,x ,x ) = 0. 
i 6 1 2 3 
If for some x 's {3 (x ,x ,x ) -:t- 0, then since 
i 6 1 2 3 
{3 (x ,x ,x ) -:t- 0 we must have {3 (x ,x ,x ) = 0. This is subcase 1 which 
3123 2123 
never appears. Similarly, for any X's 
i 
{3 (x ,x ,x ) = 0. 
2 1 2 3 
show 
{3 (x ,x ,x ) = {3 (x ,x ,x ) = {3 (x ,x ,x ) = 0. 
1123 4123 5123 
Thus for any X's 
i 
( 
0 0 (3 
) T(x E +xE + x E ) 3 = 1 1,2 2 2,2 3 2,3 0 0 0 
with (33 -:t- 0. 
Also we can show 
T(E ) ( 01 02 03 ) = 2,1 04 05 06 
Also we can 




is zero since {3
3 
-:t- 0. If O 
2 
= O, then we 
have o
1 





= 0, then we have 03 = 04 = 
Similarly, we have 
= ( 0 00 0 )· 
04 06 





0 0 0 










2 O ) 
0 0 0 . 
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By the same argument of subcase 3 of case 3 of Lemma 6.3.5, we can 
show I T(E ) I ~ I and I T(E ) I ~ 1. 
2,1 1,3 
Thus T(E + E + E + E - E ) is a totally 1-matrix but 
2,1 1,2 2,2 2,3 1,3 
I T(E + E + E + E - E ) I 
2,1 1,2 2,2 2,3 1,3 
~ I T(E ) I + I T(E + E + E ) I + I T(E ) I 
2,1 1,2 2,2 2,3 1,3 
~ I + 1 + 1 = 3, 
a contradiction. So this case never arises. 
Subcase 4 . J:\0,1,1) -:,: 0, 13
3
(1,1,1) = 0, and /3
6 
(1,1,1) -:,: 0. 
First we can see that for any x 's f3 (x ,x ,x ) = 0. Thus for any 
l 3 1 2 3 
x 's we must have that f3 (x ,x ,x ) -:,: 0 and /3 (x ,x ,x ) -:,: 0 by the same 
! 2123 6123 
argument as above. 
for any x 's l , 
Then we can prove for any x 's f3 (x ,x ,x ) = 0. Thus 
l 1 1 2 3 
112 
( 
0 (3 2 0 ) T(x E + xE + x E ) = 1 1,2 2 2,2 3 2,3 (34 (35 (36 
with (3 -:t 0 and (3 * 0. 2 6 
Also we can show 
T(E ) ( 0 1 0 2 0 3 ) = 2,1 04 05 06 
with 03 = 0 since (3 = 0 (3 * o. and (3 6 * 0. 3 . • 2 Then we have 
01 = 02 = 06 = 0. Thus we have 
( 
0 0 0 
) · T(E ) = 2,1 04 05 0 
Similarly, we have 
T(E ) 
1,3 
= ( 0 0 
1)4 1)5 O 
0 
) · 
Thus T(E + E + E + E - E ) is a totally L-matrix which 
2,1 1,2 2,2 2,3 1,3 
has two zero entries on the first row, a contradiction. So this case 
never arises. 
Therefore, case 3 never arises. The proof is complete. • 
Lemma 6.3.6 For any i and j, I T(E ) I -:t: 2. 
L,j 
Proof. Suppose there are i and j such that I T(E ) I = 2. Without loss 
l,j 
of generality, we assume I T(E ) I = 2. 
1,1 
Case 1. T(E ) 
1,1 ( 
<\ 0'.2 0 ) 
= 
0 0 0 
with a -:t 0 (i = 1, 2). 
113 
First it easy to see that for any x/s, 
-- ( (31 (32 (33 ) T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 (34 (35 (36 
with at least one of (3 , (3 , (3 , and (3 is zero, at least two of (3 , (3 , 
3 4 5 6 4 5 
and (3 are nonzero, and at least one of (3 and (3 is nonzero. 
6 3 6 
We will show that if for some x 's (3 (x ,x ,x ) = 0, then for any 
l 6 1 2 3 
X's l , (3 (x ,x ,x ) = 0, 6 1 2 3 (3 (x ,x ,x ) * 0, 3 1 2 3 (3 (x ,x ,x ) :t 0, 4 1 2 3 
f3 (x ,x ,x ) * 0 If not, then there are X's and y's such 5 1 2 3 l l 
f3 (x ,x ,x ) = 0 and (3 (y ,y ,y ) * 0. Since (3 (x ,x ,x ) = 0, we 
6 1 2 3 6 1 2 3 6 1 2 3 
have (3 (x ,x ,x ) * 0, (3 (x ,x ,x ) * 0, and (3 (x ,x ,x ) * 0. Thus 
3 1 2 3 4 1 2 3 5 1 2 3 
can choose b * 0 and b' * 0 such that bx + b'y * O (i = 1, 2, 3) and 
l l 
ITlE + (bx +b'y )E + (bx +b'y )E + (bx +b'y )E lj = 6, 
1,1 1 1 1,2 2 2 2,2 3 3 2,3 
a contradiction. So for any X's 
l 
(3 (x ,x ,x ) = 0. 
6 1 2 3 
Furthermore, 
(3 (x ,x ,x ) * 0, (3 (x ,x ,x ) * 0, and (3 (x ,x ,x ) * 0. 
3123 4123 5123 






In this case for any x 's (3 (x ,x ,x ) = 0, 
l 6 1 2 3 
f3 (x ,x ,x ) :t 0, 
3 1 2 3 
{3 (x ,x ,x ) * 0, and (3 (x ,x ,x ) * 0 by above. We will show 
4123 5123 
(3 (x ,x ,x ) = (3 (x ,x ,x ) = 0. 
1123 2123 
Since for any a * 0 and b * 0, 
T(aE 
1,1 
+ bx E + bx E + bx E ) 
1 1,2 2 2,2 3 2,3 
= ( 
aa +b(3 aa +bf3 bf3 ) 







is a totally L-matrix, we have that 
( 
aa: +bf3 aa: +bf3 ) 
1 1 2 2 
bf34 bf35 
is a sign-nonsingular matrix for any a * 0 and b * 0. If there exist x 's 
i 
such that either f3 (x ,x ,x ) * 0 or f3 (x ,x ,x ) * 0, then by the same 
1123 2123 
argument as case 3 of Lemma 4.5.4 we get a contradiction. Thus for any 
x 's we have 
i 
T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 
with f3 * 0, f3 * 0, and f3 * 0. 
3 4 5 
Also we can show 
with 'a' = 0. 
6 
-
- ( '11 '12 '13 ) T(E ) 
2 ' 1 '14 '15 'a' 6 
Then we have '13 = '14 = '15 = 0. 
( '11 '12 
0 
) · T(E ) = 2,1 0 0 0 
Similarly, we have 
( l}l l}2 
0 
) · T(E ) = 1,3 0 0 0 
Now we show that 'a' = 'a' = l} = l} = 0. 
1 2 1 2 
since for any a * 0, c * 0, and ac > 0, 
Thus we have 






2 2 f3 3 ) T(aE - E + E + E + cE ) = 1,1 1,2 2,2 2,3 2,1 f3 4 {35 0 
then 
llS 
is a totally L-matrix, we have that for any a :1:-0, b :1:- 0, and ac > O, 
( 
a<\ +c.r 1 ao:2 +c.r 2 ) 
/34 /35 
is a sign-nonsingular matrix. If {3 {3 > 0, then we 
4 5 
can choose a ~ 0, c -:1: 0, and ac > 0 such that ao: + c.r > 0 and 
1 1 
aa + c-;r > 0 ( or ao: + c-;r < 0 and ao: + c-;r < 0). Thus the sign pattern 
2 2 1 1 2 2 
of ( 
ao: +c.r aa +c-r ) 
1 1 2 2 
/34 {35 
is equivalent to ( : : ) or ( + + ) • a 
contradiction. If {3 {3 < 0, then we can choose a :1:-0, c :1:-0, and ac > 0 
4 5 
such that ao: + c.r > 0 
1 1 
and ao: + c.r < 0 
2 2 
(or aa + c-;r < 0 
1 1 
Thus the sign pattern of ( 
aa +c.r aa +c.r ) 1 1 2 2 
{34 /35 
equivalent to ( : = ) or ( ~ : ). a contradiction. Thus .r 1 
Similarly, we have 71 = 712 = 0. Hence T(E ) = T(E ) = 0. 1 2,1 1,3 
Thus 
T(E + E + E + E - E ) 
2,1 1,2 2,2 2,3 1,3 
= T(E + E + E ) 
1,2 2,2 2,3 
is a totally L-matrix, a contradiction. So this case never arises. 
Now we suppose {3 (1,1,1) :1:- 0. 
6 
First we can see for 







/3 (x ,x ,x ) :1:-0. 
6 1 2 3 
Because if there are x 's such that /3 (x ,x ,x ) = 0, 
L 6 1 2 3 
then this is equivalent to the subcase 1 which never arises. Then we can 
show that for any x
1
's, if f3 (x ,x ,x ) :1- 0, then 
6 1 2 3 
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-- ( (31 (32 (33 ) T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 (34 (35 (36 
with at least one of {3 , (3 , and {3 is zero and at least one of (3 and (3 
3 4 5 4 5 
is nonzero. 
Subcase 
{3 (1,1,1) * 0. 
5 
First we 
(3 (x ,x ,x ) * 
6 1 2 3 
2. {3 (1,1,1) * 0, 
6 
{3 (1,1,1) = 0, 
3 
can show for any x 's {3 (x ,x ,x ) = 0. 
f 3 1 2 3 
0, {3 (x ,x ,x ) = {3 (x ,x ,x ) = 0. So for 
1123 2123 
0 0 0 
= 
Thus for any 
any X's f , 
( ) T(xE +xE + x E ) 1 1,2 2 2,2 3 2,3 (3 4 {3 5 (3 6 
with {3 6 * 0. 
Also we can show 
T(E ) ( 01 02 03 ) = 2,1 04 05 06 
with 03 = 0 since (3 (1,1,1) * 0, (3 (1,1,1) = 0, t\0,1,1) * 0, 6 3 
{3 (1,1,1) * 0 . Then we have o = 0 = 0. Thus we have 5 1 2 
( 
0 0 0 
) · T(E ) = 2,1 04 05 06 







Thus T(E + E + E + E 
2,1 1,2 2,2 2,3 
E ) is a totally L-matrix which 
1,3 
has zero first row, a contradiction. So this case never arises. 
Subcase 3. (3 (1,1,1) * 0, 
6 
(3 0,1,1) = 0, 
3 
(3 /1,1,1) = 0, and 
/3 (1,1,1) ~ 0. 
5 
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First we show for any x 's (3 (x ,x ,x ) = 0. If there are some x 's 
! 3 1 2 3 ! 
such that (3 (x ,x ,x ) ~ 0, (3 (x ,x ,x ) ~ 0, and (3 (x ,x ,x ) = 0, then 
3 1 2 3 4 1 2 3 5 1 2 3 
we can choose b ~ 0 and b' -:t: 0 such that b + b'x -:t: 0 (i = 1, 2, 3) and 
[ 
every entry of the totally L-matrix 
T[E + (b + X )E + (b + X )E + (b + X )E l 
1,1 1 1,2 2 2,2 3 2,3 
is not zero. This is a contradiction. If there are some x 's such that 
! 
(3 (x ,x ,x ) ~ 0, (3 (x ,x ,x ) = 0, and (3 (x ,x ,x ) ~ 0, then we can 
3123 4123 5123 
choose b ~ 0 and b' -:t: 0 such that b + b'x -:t: 0 and b/3 (1,1,1) 
! 5 
+ b'/3 (x ,x ,x ) = 0. Thus the totally L-matrix 
5 1 2 3 
T[E + (b + b'x )E + (b + b'x )E + (b + b'x )E ] 
1,1 1 1,2 2 2,2 3 2,3 
has two zero entries on the second row, a contradiction. 
Hence for any x 's 
! 
-- ( (31 (32 O ) T(x E + x E + x E ) 
1 1, 2 2 2,2 3 2,3 (34 (35 0 
with at least one of (3 and (3 is nonzero. From this we can obtain that 
4 5 
(3 = (3 = 0 . 
1 2 
Now we will show for any x 's (3 (x ,x ,x ) = 0 . 
! 4 1 2 3 
Suppose 
there are x 's such that (3 (x ,x ,x ) ~ 0. 
! 4 1 2 3 
Then, since for any X's 
i 
(3 (x ,x ,x ) = 0, we can choose b -:t: 0 and b' -:t: 0 such that b + b' x ~ 0 
3 1 2 3 ! 
(i = 1, 2, 3) and (3 (b,b,b) + (3 (b'x ,b'x ,b'x ) -:t= 0. 
5 5 1 2 3 
Let y = b + b'x 
! ! 
(i = 1, 2, 3). 
= (3 (b,b,b) 
4 
+ a (b'x b'x b'x ) ~ 0, ,.,4 1' 2' 3 and (3 (y ,y ,y ) = (3 (b,b,b) + 5 1 2 3 5 
a (b'x b'x b'x ) ~ 0. 
,.,5 1' 2' 3 This is equivalent to the subcase 2 which never 
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arises. Hence for any X's (3 (x ,x ,x ) = 0. Therefore, for any X's 
l 4 1 2 3 l 
( 
0 0 0 
) T(x E +xE + x E ) = 1 1,2 2 2,2 3 2,3 O (35 (36 
with (3 * 0 and f3 * 0. 
5 6 
Also we can show 
T(E ) 
2,1 
with at least one of .r 3 and .r 4 is zero. If .r = 0 3 ' then we have 
.r = .r2= 0 6= 0 . If o = 0, then we have 0 = .r 5 = .r6 = 0. Thus 1 4 1 
( 
0 0 0 
) ( 
0 .r2 .r3 
)-T(E ) = or T(E ) = 2,1 .r 4 .r 5 0 2,1 0 0 0 





= ( O T/2 T/3 ) 
0 0 0 . 
By the same argument of subcase 3 of case 3 of Lemma 6.3.5, we can 
show I T(E ) I :s 1 and I T(E ) I :s 1. 
2,1 1,3 
Thus T(E + E + E + E - E ) is a totally L-matrix which 
2,1 1,2 2,2 2,3 1,3 
has two zero entries on the first row (or first column), a contradiction. 
So this case never arises. 
Subcase 
/3 (1,1,1) = 0. 
5 
4. {33(1,1,1) = 0, f3 (1,1,1) :t:- 0, 
4 
This case is equivalent to the subcase 3. So this case never arises. 
Subcase 5. f3 (1,1,1) * 0, 
6 
f3 (1,1,1) :t:-0, 
3 






(1,1,1) = 0. 
First we can show for any x 's /3 (x ,x ,x ) = 0 by the same argument 
f 5 1 2 3 
as above. Then we can show /3 (x ,x ,x ) = 0. Also since /3 (1,1,1) :1:- 0 we 
2 1 2 3 3 
have for any x 's /3 (x ,x ,x ) ':I:- 0; otherwise, it is the subcase 2, 3 or 4 
f 3 1 2 3 
which never appear. Thus for any x 's 
f 
T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 
with /3 :1:- 0. 
3 
Also we can show 
with ,r
5 
= 0 since {3
6
(1,1,1) :1:- 0, /3}1,1,1) :1:- 0, 
we can show ,r = 0 and ,r = 0. Thus 
6 2 
Similarly, we have 
and /3 (1,1,1) :1:- 0. 
4 
Then 
Thus T(E + E + E + E - E ) is a totally L-matrix which 
2,1 1,2 2,2 2,3 1,3 
has zero second column, a contradiction. Hence this case never arises. 
Subcase 
/3 (1,1,1) :1:- 0. 
5 
6. /3 (1,1,1) :1:- 0, 
6 
/3 (1,1,1) = 0, 
4 
and 
This case is equivalent to the subcase 5. So this case never arises . 
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Therefore, case 1 never arises. 
Case 2. T(E ) 
1,1 ( 
a O O) 
= a 
1 
0 0 with a * 0 and a.4 -:,; 0. 
4 









zero, at least one of f3 and f3 is nonzero, at least one of (3 and (3 is 
2 3 5 6 
nonzero, and at least one of f3 and f3 is nonzero. 
3 6 
Subcase 1. 
(36(1,1,1) * 0. 
/3 (1,1,1) * 0, 
2 
(3 (1,1,1) -:,; 0, 
3 
(3 (1,1,1) = 0, 
5 
and 
First it easy to see that for any x 's f3 (x ,x ,x ) = 0. 
t 5 1 2 3 
Thus for 
any x 's f3 (x ,x ,x ) = 0. So for any x 's 
i 4 1 2 3 t 
T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 
Also we can show 
T(E ) ( 01 02 03 ) = 2,1 o 4 05 06 
with o 5 = 0 since (32(1,1,1) * 0, (3 (1,1,1) * 0, (3 (1,1,1) = 0, and 3 5 
(3 (1,1,1) :t: 0. Then we have o = 0 = 06 = 0. Thus 6 2 4 
( 01 
0 03 ) · T(E ) = 2,1 0 0 0 
Similarly, we have 
( 111 
0 113 ) · T(E ) = 1,3 0 0 0 
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So T(E + E + E + E - E ) 
2,1 1,2 2,2 2,3 1,3 
is a totally L-matrix which 
has two zero entries on the second row, a contradiction. Hence this case 
never arises. 
Subcase 
(3 (1,1,1) ct: 0. 
6 
2. (3 (1,1,1) = 0, 
3 
(3 (1,1,1) ct: 0, 
5 
This case is equivalent to the subcase 1. So this case never arises. 
Subcase 3. (3 (1,1,1) ct: 0, (3 (1,1,1) = 0, (35(1,1,1) = 0, 
2 3 
(3 (1,1,1) ct: 0. 
6 
First we will show for any X's (3 (x ,x ,x ) = 0 
( 3 1 2 3 
(3 (x ,x ,x ) = 0. If there are X's such that (3 (x ,x ,x ) ct: 0 5 1 2 3 L 3 1 2 3 
(3 (x ,x ,x ) 
5 1 2 3 * 0, then we can choose b * 0 and b' ct: 0 
b + b' x * 0 ( i = 1, 2, 3) and every entry of the totally L-matrix 
l 
T[E + (b + b'x )E + (b + b'x )E + (b + b'x )E ] 







is not zero. We obtain a contradiction. If there are x 's such that 
l 
(3 (x ,x ,x ) * 0 and (3 (x ,x ,x ) = 0, then we can choose b * 0 and b' * 0 
3 1 2 3 5 1 2 3 
such that b + b'x cl: 0 (i = 1, 2, 3) and (3 (b,b,b) + (3 (b'x b'x b'x) 
l j j 1' 2' 3 
cl: 0, (j = 2, 3, 6). Let yl = b + b'x (i = 1, 2, ( 3). We get subcase 1 
which never arises. Similarly, if there are X's such that 
( 
(3 (x ,x ,x ) = 0 and (3 (x ,x ,x ) * 0, then we get subcase 2 which never 
3123 5123 
arises. So for any x 's (3 (x ,x ,x ) = 0 and (3 (x ,x ,x ) = 0. 
t 3123 5123 
Then we have for any X's 
L 
(3 (x ,x ,x ) = (3 (x ,x ,x ) = 0. 
1123 4123 
any x 's 
( . 
T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 
So for 
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Also we can show 
T(E ) ( 01 02 03 ) = 2,1 04 05 ob 
with either 0 = 0 or 0 = 0 since (3 (1,1,1) :I:- 0, (3 (1,1,1) = 0, 3 5 2 3 
(35(1,1,1) = 0, and (36(1,1,1) :I:- 0. If 0 = 
3 
0, then we have 
01 = 02 = ob = 0. If o = 0, then we have 02 = 04 = ob = 0. Thus 5 
( 
0 0 0 
) ( :1 
0 03 ) · T(E ) = or T(E ) = 2,1 04 05 0 2,1 0 0 
Similarly, we have 
( 
0 0 0 
) ( 7J 1 
0 713 ) · T(E ) = or T(E ) = 1,3 1J 4 7J 5 0 1,3 0 0 0 
If I T(E ) I = 2, then since two nonzero entries of T(E ) are on 
Zl ~1 
the same row, by case 1 we obtain a contradiction. 








= ( 01 0 0 ) 
0 0 0 
or 




0 0 0 
) . T(E ) = 1,3 114 0 0 
( 
0 0 0 ) , T(E ) = 1,3 0 115 0 
( l]l 
0 0 
) T(E ) = 1,3 0 0 0 
or 
( 
0 0 113 ) · T(E ) = 1,3 0 0 0 
We will show that if 
( 
0 0 0 ) , T(E ) = 2,1 '14 0 0 
then '1 = 
4 
0. We consider matrix 
T(aE + E + E + E + E + cE ) 
1,1 2,1 1,2 2,2 2,3 1,3 
(or T(aE - E + E + E + E + cE )), 
1,1 2,1 1,2 2,2 2,3 1,3 
and choose a* 0 and c * 0 such that 
aE + E + E + E + E + cE 
1,1 2,1 1,2 2,2 2,3 1,3 
(or aE - E + E + E + E + cE ) 
1,1 2,1 1,2 2,2 2,3 1,3 
is a totally L-matrix and aa:: + c-r4 = 0 . Thus 4 
T(aE + E + E + E + E + cE ) 
1,1 2 , 1 1,2 2,2 2,3 1,3 
(or T(aE - E + E + E + E + cE )) 
1,1 2,1 1,2 2,2 2,3 1,3 
is a totally L-matrix and 
I T(aE + E + E + E + E + cE ) I !:: 3 
1,1 2,1 1,2 2,2 2,3 1,3 
(or I T(aE - E + E + E + E + cE ) I !:: 3), 
1,1 2,1 1,2 2,2 2,3 1,3 
a contradiction with Lemma 4.5.l. 
then '1 = 0, if 
1 
then 11 = 0, and if 
4 






Similarly, we can show if 
( '11 
0 0 
) . = 0 0 0 
( 
0 0 0 
) '= 114 0 0 
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Thus T(E + E + E + E - E ) is a totally L-matrix which 
2,1 1,2 2,2 2,3 1,3 
has zero first column), a contradiction. So this case never arises. 
Subcase 
(3 (1,1,l) * 0. 
0 
Subcase 




(3 (1,1,1) = 0, 
2 
(3 (1,1,1) * 0, 
2 
(3 (l,1,1) * 0, 
3 
f3}1,l,l) * 0, 
(3 (1,1,1) * 0, 
5 





(3 (l,1,1) = 0. 
6 
6. /3/1,1,l) = 0, (3 (l,1,1) ,;; 0, 
3 




These cases are equivalent to the subcase 1 or 3. So these cases 
never arise. Therefore, case 2 never arises. 
First we can show for any x 's at least one of a , (3 , (3 , and (3 is 
! 1-'2 3 4 6 









nonzero, and at least one of (3 and [3 is nonzero. 
3 6 
Subcase 
(3 (1,1,1) ,;; 0. 
6 
I. (3 (1,1,l) ,;; 0, 
2 
(3 (l,1,1) = 0, 
3 
(3 (1,1,1) ,;; 0, 
4 
and 
First it easy to see that for any x 's (3 (x ,x ,x ) = 0. 




's, [3 (x ,x ,x ) = 0. 
1 1 2 3 
So for any x 's 
! ' 
-- ( 0 [32 0 ) T(x E + x E + x E ) 







Also we can show 
T(E ) ( 01 02 03 ) = 2,1 04 05 06 
with 03 = 0 since [3 (1,1,l) ,;; 0, [3 (l,1,1) = 0, (3 (l,1,1) ,;; 0, 2 3 4 
(3 (1,1,1) ,;; 0. Then we have o = 0 = 06 = 0. Thus 6 1 2 
( 
0 0 0 
) · T(E ) = 2,1 04 05 06 







So T(E + E + E + E - E ) is a totally L-matrix which 
2,1 1,2 2,2 2,3 1,3 
has two zero entries on the first row, a contradiction. Hence this case 
never arises. 
Subcase 2. 
f\ (1,1,1) ¢ 0. 
{3 (1,1,1) ¢ 0, 
2 
{34(1,1,1) = 0, and 
First it easy to see that for any x 's {3 (x ,x ,x ) = 0. 
l 4 1 2 3 
Thus for 
any x 's, {3 (x ,x ,x ) = 0. So for any xi's, 
l 1 1 2 3 
T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 = (::2(3(33)· 
,...5 6 
Also we can show 
T(E ) ( 01 02 03 ) = 2,1 04 05 06 
with 04 = 0 since {3 (1,1,1) ¢ 0, (33(1,1,1) ¢ 0, (3 (1,1 ,1) = 0, and 2 4 
(3 (1,1,1) ~ 0 . Then we have O = 0. Thus 6 1 
( 




So T(E + E + E + E - E ) is a totally L-matrix which 
2,1 1,2 2,2 2,3 1,3 
has a zero first column, a contradiction. Hence this case never arises . 
Subcase 





(3 (1,1,1) ¢ 0, 
2 
show for 
(33(1,1,1) = 0, 
any X's 
l 
/3 (1,1,1) = 0, 
4 
(3 (x ,x ,x ) = O 




(3 (x ,x ,x ) = 0. 
4 1 2 3 
If there are x 's such that (3 (x ,x ,x ) ¢ 0 and 
l 3 1 2 3 
/3 (x ,x ,x ) ¢ 0, then we can choose b ,,:. 0 and b' :,; 0 such that 
4 1 2 3 
b + b'x :,; 0 (i = 1, 2, 3) and every entry of the totally L-matrix 
l 
T[E + (b + b'x )E + (b + b'x )E + (b + b'x )E , 
1,1 1 1,2 2 2,2 3 2,3 
is not zero. We obtain a contradiction. If there are x 's such that 
l 
(3 (x ,x ,x ) = 0 and f3 (x ,x ,x ) :1:- 0, then we can choose b :,; 0 and b' :,; O 
3 1 2 3 4 1 2 3 
such 
:I; 0, 







(j = 2, 3, 6). Let y = b + b'x (i = 1, 2, 3). We get subcase 1 
l l 
which never arises. Similarly, if there are x 's such that 
l 
(3 (x ,x ,x ) :,; 0 and /3 (x ,x ,x ) = 0, then we get subcase 2 which never 
3123 4123 
arises. So for any x 's f3 (x ,x ,x ) = 0 and f3 (x ,x ,x ) = 0. 
l 3 1 2 3 4 1 2 3 
can show for any x 's f3 (x ,x ,x ) :,; 0 and f3 (x ,x ,x ) :,; 0 . 
l 2123 6123 
Then we have for any 




f3 (x ,x ,x ) = f3 (x ,x ,x ) = 0 . 
1123 5123 
T(x E + x E + x E ) 
1 1,2 2 2,2 3 2,3 
with (3 :,; 0 and f3 :,; 0. 
2 6 




with either 'Y = 0 or 04 = 0 since O * 0, 0 = 0 (3 = 0 and (3 * 0. If 0 3 1-'2 1"'3 ' 4 ' 6 
'Y = 0 a 3 , then we have o = 0 = 0 = 0. 1 2 6 If ,y = 0 a 4 ' then we have 
o
1 




= ( 0 0 0 ) or 
04 05 0 
T(E ) 
2,1 
= ( 0 02 03) 
0 0 0 . 
0 0 0 






= ( Q T/2 T/3 ) 
0 0 0 . 
By case 1 we know that IT(E ) I :S 1 and IT(E ) I !:: 1. 
2,1 1,3 
T(E + E + E + E - E ) is a totally L-matrix, the 2,1 1,2 2,2 2,3 1,3 
we have is 
( 
0 0 0 
) and ( 
0 0 T/3 ) . T(E ) = T(E) = 2,1 04 0 0 1,3 0 0 0 
or 
( 
0 0 03 
) and ( 
0 0 0 
) · T(E ) = T(E ) = 2,1 0 0 0 1,3 l) 4 0 0 
Suppose 
( 
0 0 0 
) ( 
0 0 T/3 ) · T(E ) = and T(E ) = 2,1 04 0 0 1,3 0 0 0 
Also 
only 
Since T(E + E + E + E ) is a totally L-matrix and for any x 's 





0 f3 0 
) 'T(x E + xE +XE ) 2 = /3 6 1 1,2 2 2,2 3 2,3 0 0 
we must have 
( 
0 (3' 0 
) T(E + E ) 2 = f3' 1,2 2,2 0 0 6 




a (3' r,3 ) T(E + E + E - E + E ) 1 2 = 1,1 1,2 2,2 2,1 1,3 -.r4 a f3' 5 6 
is a totally L-matrix and none of a , a , (3', and (3' are zero, we must 
1 5 2 6 
have either O = 0 or l) = 0. Thus either T(E ) = 0 or T(E ) = 0, we 
4 3 2,1 1,3 
have that I T(E + E + E + E ) I = 3, a contradiction. 
2,1 1,2 2,2 1,3 So this 
case never arises. 
Subcase 
1\ (1,1,1) * 0. 
Subcase 
{36(1,1,1) = 0. 
Subcase 





(3 (1,1,1) = 0, 
2 
(3 (1,1,1) * 0, 
2 
f3 (1,1,1) = 0, 
2 
f3}1,l,1) * 0, 
f3 0,1,1) * 0, 
3 
(3 (1,1,1) * 0, 
4 
/3 (1,1,1) -:t:: 0, 
4 





These cases are equivalent to the subcase 1, 2, or 3. So these cases 
never arise. Therefore, case 3 never arises. The proof is complete. • 
Lemma 6.3.7 For any i and j, I T(E ) I -:t:: 0. 
i,J 
Proof. Suppose there are i and j such that I T(E ) I = 0. Without loss 
i,j 
of generality, we assume In£ > I = o. 
1,1 
So T(E ) = 0. 
1,1 
By Lemmas 




T(E + E + E + E ) 
1,1 1,2 2,2 2,3 
is a totally L-matrix since 
E + E + E + E is. But 
1,1 1,2 2,2 2,3 
I T(E + E + E + E ) I 
1,1 1,2 2,2 2,3 
s I T(E ) I + I T(E ) I + I T(E ) I + I T(E ) I 
1,1 1,2 2,2 2,3 
s O + 1 + 1 + 1 = 3, 
a contradiction with Lemma 6.3.1. • 
By Lemmas 6.3.2 - 6.3.7, we know that If T : .M ~ .M is a 
2,3 2,3 
linear operator that preserves totally L-matrices then for any cell E, 
T(E) is also a cell. We can show T is one to one on the set of cells . If 
not, then there exist two cells, say E and F such T(E) s T(F) and 
T(E) 2: T(F). We can choose the other two cells, say G and H, such that 
E + F + G + H is a totally L-matrix . Thus T(E + F + G + H) is a totally 
L-matrix but 
j T(E + F + G + H) j s j T(E + F) j + j T(G) j + j T(H) j = 1 + 1 + 1 = 3, 
a contradiction with Lemma 6.3.1. So we obtain the following theorem . 
Theorem 6.3.1 If T : .M ~ .M is a linear operator that preserves 
2,3 2,3 
totally L-matrices then T is one to one on the set of cells. 
Theorem 6.3.2 If T : .M ~ .M is a linear operator that preserves 
2,3 2,3 
totally L-matrices, then T preserves the set of matrices of row term rank 
1. 
Proof. Let R = E + E + E (i = 1, 2). By Theorem 6.3.1, we know 
t t,1 t,2 t,3 
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that T is one to one on the set of cells. So T is nonsingular. Let 
that the nonzero entries of all E 's lie on the same row. 
r 
If not, then, 
without loss of generality, say E and E have nonzero entries on the 
1 2 
first row and E has its nonzero entry on the second row. We can choose a 
3 
cell, E with E ~ {E, £
2
, E }, in the second row such that 
4 4 1 3 
E + E + E + E is a totally L-matrix. Thus 
1 2 3 4 
T(E + E + E + E ) = T(Ut) + T(E
4
) 
1 2 3 4 
= R + T(E ) = E + E + E + T(E ) 
I. 4 t, 1 t, 2 1.,3 4 
must be a totally L-matrix . This is a contradiction since 
E + E + E + T(E ) has more than two zero entries on the same row . 
!,1 1.,2 1.,3 4 
Hence T preserves the set of matrices of row term rank 1. 
Theorem 6.3.3 If T : .At ~ .At is a linear operator that preserves 
2,3 2,3 
totally L-matrices, then T preserves the set of matrices of column term 
rank 1. 
Proof. Let C = E + E (j = 1, 2, 3) and V = T - 1(C ). 
j l ,J 2,J j j 
Then 
IV I = 2, say V = E + E , T(E ) = E , and T(E ) = E . 
j J 1 2 1 1,j 2 2,j 
We only need 
to show E and E have their nonzero entries on the same column . If not , 
l 2 
then E and E have their nonzero entries on different columns, without 
1 2 
loss of generality, assume E has its nonzero entry on the first column 
1 
and E has its nonzero entry on the second column. Since T preserves the 
2 
set of matrices of row term rank 1, we have that the nonzero entries of £ 
1 
and E must lie on different rows, say E on the first row and £ on the 
2 1 2 
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second row. Thus E = E and E = E . 
1 1,1 2 2,2 
Now we consider T( E ) . 
2,3 
Since T preserves row term rank 1 matrices, and T(E ) = E and 
1,1 l,J 
T(E ) = E , we have the nonzero entry of T(E ) lies on the second 
2,2 2,J 2,3 





(£ ) = F. Then the nonzero entry of F is on the first row and 
1,k 
F * E since T preserves row term rank 1 matrices and T is one to one on 
1,1 
the set of cells. Thus E + E + E + F is a totally L-matrix. 
1,1 2,2 2,3 
Hence 
T(E + E + E + F) = E + E + E + E 
1,1 2,2 2,3 1,j 2,J 1,k 2,k 
is a totally L-matrix, a contradiction. Therefore T preserves the set of 
matrices of column term rank 1. • 
By Theorem 6.3.2 and 6.3.3, we have the following corollary . 
Corollary 6.3.1 If T : M ~ M is a linear operator that preserves 
2,3 2,3 
totally L-matrices, then T preserves the set of matrices of term rank 1. 
Thus by Theorem 6.3 .1 and Corollary 6.3 .1, we have that if 
T : M ~ M is a linear operator that preserves totally L-matrices, 
2,3 2,3 
then T is nonsingular and T preserves the set of matrices of term rank 1. 
By Theorem 2.1.1 [Beasley and Pullman, 17), we have the following 
corollary. 
Corollary 6.3.2 If T : M ~ M is a linear operator that preserves 
2,3 2,3 
totally L-matrices, then for any X E M , T(X) = P (X o M)P , where P e M 
2,3 1 2 1 2 
and P E M are permutation matrices and M = (m ) e M with m -:1: O. 
2 3 i,j 2,3 i,j 
Theorem 6.3.4 If T M ~ M is a linear operator that preserves 
2,3 2,3 
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totally L-matrices, then for any X e .At , T(X) = PS (XoM)S P , 
2,3 l l 2 2 
where 
P e .At and P e At are permutation matrices, S e .At and S e .At are 
l 2 2 3 l 2 2 3 
diagonal matrices of ±1' s, and M = (m ) e At with m > 0. 
f,J 2,3 f,J 
Proof. By Corollary 6.3.2, for any X e .At , T(X) = P (X oM)P , where 
2,3 l 2 
P E .M2 and P e At are permutation matrices and M = (m ) e .At with l 2 3 i,j 2,3 
m * 0. Let T M ~ .At be a linear operator defined by 




for any X e At . 
2,3 
Then clearly T preserves totally L-matrices since T 
1 
preserves totally L-matrices and P:, P~ are permutation matrices . Let 
T .At ~ .At be a linear operator defined by 





T (X) = ST (X)S = S (XoM)S , 
2 11 2 1 2 
m m 
S d . ( 1,1 2,1 ) 
l = iag Im I ' I m I 
1,1 2,1 
m m m m 
S = diag (1, 1,2 1,1 1,3 • 1,1 ). 
2 I m1,2 I • I m1,1 I' I mt,31 I m1,1 I 
preserves totally L-matrices since T 
l 
preserves 
L-matrices and S , S are nonzero diagonal matrices. Also we have 
l 2 
T (X) = s T (X)S = s (XoM)S = Xo(S MS ). 
2 11 2 1 2 l 2 
totally 
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Let N = S MS. 
1 2 
Then N = (n ) e .A{ with n ct 0, n > 0 (i = I, 2) 
i,J 2,3 i,j i,1 
and n > O (j = 1, 2, 3). 
1,J Since T preserves totally L-matrices, we 2 
have that for any 2x3 totally L-matrix A, 
T (A) = Ao(S MS ) = AoN 
2 1 2 
is a totally L-matrix. If n
212 
< 0, then we let A = [ i -i ~ ) , which is 



















This contradiction implies that n > 0 . 
2,2 
has the sign pattern 
By permuting columns 
we have that all entries in the matrix N are positive . Hence 
N = (n ) E .At with n > 0. Thus 
i,J 2,3 i,J 
which completes the proof. • 
The characterization of 2x3 totally L-matrices preservers give us the 
following corollaries. 
Corollary 6.3.3 If T : At ~ At is a linear operator, then T 
2,3 2,3 
strongly preserves totally L-matrices if and only if T preserves totally 
L-matrices. 
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Corollary 6.3.4 If T : M ~ M is a linear operator that preserves 
2,3 2,3 
totally L-matrices, then T preserves L-matrices and T preserves super 
L-matrices. 
Corollary 6.3.5 Let T : M ~ .At be a linear operator. 
2,3 2,3 
Then T 
preserves totally L-matrices if and only if T strongly preserves 
L-matrices. 
Corollary 6.3.6 Let T : .At ~ .At be a linear operator. 
2,3 2,3 
Then T 





We have characterized the structure of several linear operators that 
preserve classes of subset of L-matrices. Let T M ~ M be a 
m,n m,n 
linear operator, we have characterized the structure of T when T, m and n 
satisfy either one of following conditions: 
i) m = n 2: 3 and T preserves sign-nonsingular matrices; 
ii) m = n = 2 and T strongly preserves sign-nonsingular matrices; 
iii) n > m 2: 2, T preserves L-matrices and T is also one-to-one on 
the set of cells; 
iv) n > m 2: 2 and T strongly preserves L-matrices; 
v) n > m i!: 3 and T preserves super L-matrices; 
vi) n > m = 2 and T strongly preserves super L-matrices; 
vii) m :::: 2, n = 4 and T preserves totally L-matrices and T is also 
one-to-one on the set of cells; 
viii) m = 2, n = 3 and T preserves totally L-matrices . 
In ii) and iv), the condition "strongly preserve" is necessary. But 
in iii), if n > m 2: 3, then the condition "strongly preserve" may not be 
necessary. Also we could extend vii) and viii) to the general case . We 
have the following conjectures, with which we are still working. 
If T : M ~ M is a linear operator, we were able to 
m,n m,n 
characterize the structure of T when T, m and n satisfy either one of 
following conditions: 
i) n > m 2: 3 and T preserves L-matrices; 
ii) n > m = 2, n is an odd number and T preserves L-matrices; 
137 
iii) m 2:: 3, n = m + 2 and T strongly preserves totally L-matrices; 
iv) m 2:: 3, n = m + 1 and T preserves totally L-matrices. 
We did not investigate linear operators that preserve barely 
L-matrices and strong L-matrices. In the near future we will characterize 
these linear preservers. 
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