A growing number of methods aim to assess the challenging question of treatment effect variation in observational studies. This special section of Observational Studies reports the results of a workshop conducted at the 2018 Atlantic Causal Inference Conference designed to understand the similarities and differences across these methods. We invited eight groups of researchers to analyze a synthetic observational data set that was generated using a recent large-scale randomized trial in education. Overall, participants employed a diverse set of methods, ranging from matching and flexible outcome modeling to semiparametric estimation and ensemble approaches. While there was broad consensus on the topline estimate, there were also large differences in estimated treatment effect moderation. This highlights the fact that estimating varying treatment effects in observational studies is often more challenging than estimating the average treatment effect alone. We suggest several directions for future work arising from this workshop.
Introduction
Spurred by recent statistical advances and new sources of data, a growing number of methods aim to assess treatment effect variation in observational studies. This is an inherently challenging problem. Even estimating a single overall effect in non-randomized settings is difficult, let alone estimating how effects vary across units. As applied researchers begin to use these tools, it is therefore important to understand both how well these approaches work in practice and how they relate to each other.
This special section of Observational Studies reports the results of a workshop conducted at the 2018 Atlantic Causal Inference Conference designed to address these questions. Specifically, we invited researchers to analyze a common data set using their preferred approach for estimating varying treatment effects in observational settings. The synthetic data set, which we describe in detail in Section 2.2, was based on data from the National Study of Learning Mindsets, a large-scale randomized trial of a behavioral intervention (Yeager et al., 2019 (to appear) . Unlike the original study, the simulated dataset was constructed to include meaningful measured confounding, though the assumption of no unmeasured confounding still holds. We then asked participants to answer specific questions related to treatment effect variation in this simulated data set and to present these results at the ACIC workshop.
Workshop participants submitted a total of eight separate analyses. At a high level, all contributed analyses followed similar two-step procedures: (1) use a flexible approach to unit-level treatment effects; (2) find low-dimensional summaries of the estimates from the first step to answer the substantive questions of interest. The analyses, however, differed widely in their choice of flexible modeling, including matching, machine learning models, semi-parametric methods, and ensemble approaches. In the end, there was broad consensus on the topline estimate, but large differences in estimated treatment effect moderation. This underscores that estimating varying treatment effects in observational studies is more challenging than estimating the ATE alone. Section 2 gives an overview of the data challenge and the proposed methods. Section 3 discusses the contributed analyses. Section 4 addresses common themes and highlights some directions for future research. Participants' analyses appear subsequently in this volume.
Overview of the data challenge

Background and problem setup
The basis for the data challenge is the National Study of Learning Mindsets (Yeager et al., 2019 (to appear; Yeager, 2019) , which several workshop organizers helped to design and analyze. NSLM is a large-scale randomized evaluation of a low-cost "nudge-like" intervention designed to instill students with a growth mindset. At a high level, a growth mindset is the belief that people can develop intelligence, as opposed to a fixed mindset, which views intelligence as an innate trait that is fixed from birth. NSLM assessed this intervention by randomizing students separately within 76 schools drawn from a national probability sample of U.S. public high schools. In addition to assessing the overall impact, the study was designed to measure impact variation, both across students and across schools. See Yeager et al. (2019 (to appear) for additional discussion.
The goal in generating the synthetic data was to create an observational study that emulated NSLM in key ways, including covariate distributions, data structures, and effect sizes, but that also introduced additional confounding not present in the original randomized trial. The final dataset included 10,000 students across 76 schools, with four student-level
Covariate Description S3
Student's self-reported expectations for success in the future, a proxy for prior achievement, measured prior to random assignment C1 Categorical variable for student race/ethnicity C2 Categorical variable for student identified gender C3
Categorical variable for student firstgeneration status (i.e., first in family to go to college) XC School-level categorical variable for urbanicity of the school (i.e., rural, suburban, etc.) X1
School-level mean of students' fixed mindsets, reported prior to random assignment X2 School achievement level, as measured by test scores and college preparation for the previous four cohorts of students X3
School racial/ethnic minority compositioni.e., percentage black, Latino, or Native American X4
School poverty concentration -i.e., percentage of students who are from families whose incomes fall below the federal poverty line X5
School size -Total number of students in all four grade levels in the school Table 1 . These covariates were drawn from the original National Study but were slightly perturbed to ensure privacy and other data restrictions (see Appendix A for details). For each student, we then generated a simulated outcome Y , representing a continuous measure of achievement, and a simulated binary treatment variable Z. We describe the data generating process in Section 2.2, with details in Appendix A.
Participants were presented with several objectives for their analysis:
1. To assess whether the mindset intervention is effective in improving student achievement 2. To assess two potential effect moderators of primary scientific interest: Pre-existing mindset norms (X1) and school level achievement (X2). In particular, participants were asked to evaluate two competing hypotheses about how X2 moderates the effect of the intervention: if it is an effect modifier, researchers hypothesize that either it is largest in middle-achieving schools (a "Goldilocks effect") or is decreasing in schoollevel achievement.
3. To assess whether there are any other effect modifiers among the recorded variables.
We chose these objectives in part because they arose in the design and analysis of the original National Study. We intentionally kept the wording statistically vague, and did not map the objectives onto specific estimands in order to emulate part of our experience working with collaborators.
Overview of data generation
According to the model generating synthetic data:
1. The mindset intervention has a relatively large, positive effect on average.
2. The impact varies across both pre-existing mindset norms (X1) and school-level achievement (X2). However, there is no "Goldilocks" effect present, at least when controlling for other variables (C1 and X1).
3. The impact also varies across race/ethnicity (C1).
Where possible we anchored the synthetic data generating process to the original data, borrowing the original covariate distribution (with slight perturbations) and using semiparametric models fit to an immediate post-treatment outcome from the original study. Specifically, let w ij denote the vector of the variables in Table 1 for student i in school j. We generated the data from the following model:
where µ is an additive function obtained approximately by fitting a generalized additive model to the control arm of the original data; see Appendix A. We simulated α j ∼ N (0, 0.15 2 ) and γ j ∼ N (0, 0.105 2 ) independently. We drew iid samples of ij by jittering and resampling the residuals from a model fit to the original data, scaling them to have standard deviation 0.5; the distribution of the error terms is displayed in Figure 3 . Finally, we generated treatment effects from the following model:
where x 1 is a measure of pre-existing mindset norms, x 2 is school-level achievement, and c 1 is a categorical race/ethnicity variable. All three appeared to be associated with treatment effect variation in preliminary data from the original National Study, although we adjusted the pattern for the synthetic dataset. Note that there is no additional idiosyncratic treatment effect variation and the control and treatment potential outcomes have the same (conditional) variance. We generated confounding via a two-step process. First, we dropped observations from the treatment arm with probability 1 − Φ [−0.5 + 1.5µ(w ij )], where Φ is the standard normal CDF. This simulates a scenario where students with high expected outcomes under control were more likely to receive the treatment, yielding naive treatment effect estimates that are too high. Second, similar to the design in Hill (2011) , we dropped select units from the treatment arm to induce a more complicated functional form for the confounding structure. Specifically, we dropped students from the treatment arm if they were above the 80 th percentile on an additional covariate from the National Study that was not included in the synthetic dataset (and not used in generating the synthetic outcomes). In principle this has the potential to induce violations of overlap in the presence of very strong dependence, but overlap in the final dataset was quite good (see e.g. Carnegie et al and Johannsson for overlap checks).
As with any synthetic data simulation, the process involved an extensive number of modeling choices. Appendix A contains more details about the data generating process and discusses the principles we formulated prior to generating the data, including decisions about the relative magnitude of the average treatment effect, treatment effect heterogeneity, and residual variance.
Overview of contributed analyses
Summary of contributed methods
Participants submitted eight separate analyses using a wide range of methods. 1 At a high level, all of the contributed analyses followed similar two-step procedures: (1) use a flexible approach to impute student-level (or school-level) treatment effects; (2) find low-dimensional summaries of the flexible model to answer the substantive questions. Specifically, the proposed first-stage methods fall into three broad categories: Künzel et al. proposed an ensemble approach that could incorporate any number of candidate estimators. Approaches for the second step range from graphical summaries and simple aggregation (e.g., averaging student-level impact estimates by school) to fitting regression or tree models to the estimated student-level impacts.
Summary of findings
At a high level, most analyses resulted in remarkably similar estimates for the average treatment effect. Conversely, the proposed methods generally do not agree on treatment effect heterogeneity, though the presented results rarely contradict each other: While some methods reported discovered effect modifiers that others did not detect, no two methods, for example, found effects varying in opposite directions.
Objective 1: average effect. These results are consistent with our own experiences and anecdotal evidence suggesting that -in settings where the identifying assumptions hold, sample sizes are large, and the signal is reasonably strong -estimates of the overall effect are fairly robust to modeling or analytic choices. Inference may be another story, however. While all eight analyses point to large, positive effects overall, the variation in interval widths suggests differences in efficiency and/or frequentist validity of uncertainty intervals, or possibly differences in the target estimand; for example, Athey and Wager target the population school average treatment effect, while Keele and Pimentel estimate the sample ATT.
Objective 2: variation across pre-specified moderators. In contrast to responses concerning the overall effect, there is considerable disagreement about treatment effect variation across the two pre-specified moderators; see Table 3 . All participants found at least some support for effect modification across baseline levels of mindset beliefs (X1) and generally agreed on the direction: higher baseline mindset beliefs associated with lower treatment effects on average. However, there was some disagreement on whether this trend should be considered "statistically significant." As we discuss in Section 4, this is due in part to different standards for evidence as well as challenges in quantifying uncertainty for some approaches.
Results were more mixed for variation by baseline student achievement (X2). Half of the analyses found essentially no support for variation across X2. The remaining analyses were split as to the magnitude and strength of evidence for variation, though all were suggestive of an increasing trend.
Treatment Effect on the Treated. Athey & Wager reported an Average Treatment Effect for a population of sites. In the end, the true values are quite similar across these estimands in the synthetic data set. Finally, all uncertainty intervals are confidence intervals, except for Carnegie et al., who report credible intervals. 3. The true Sample Average Treatment Effect on the Treated was also about 0.24.
Author
School mindset norms (X1) School achievement level (X2) Athey & Wager Yes, though negative effect modification is insignificant after multiplicity adjustment.
No.
Carnegie et al.
Yes, decreasing trend in treatment effect.
Yes, an increasing trend in treatment effect, though without evidence of a Goldilocks effect Johannsson
Keele & Pimentel Yes, decreasing trend in treatment effect, though confidence intervals for quintiles overlap.
Moderate support; lowest quintile has lower treatment effect, though there is little separation among other quintiles. Keller et al.
Moderate support from exploratory analysis.
Moderate support for presence Goldilocks effect. Künzel et al.
Yes. increasing trend in treatment effect.
No, though there is cursory evidence in CATE plots. Parikh et al.
Yes, increasing then decreasing trend in treatment effect.
Yes, exploratory support for Goldilocks effect. Zhao & Panigrahi Yes, though negative effect modification is insignificant after selection adjustment.
No. Objective 3: exploratory treatment effect variation. The contributed analyses also differed in their conclusions about additional effect modifiers. (Recall from Eq (1) that in the data generating process, X1, X2, and C1 were all "true" treatment effect modifiers, with treatment effects increasing in X1, decreasing in X2, and smaller for C1=1,13, or 14) .
With the exception of Athey & Wager, who found no additional treatment effect variation, the remaining seven analyses all identified urbanicity (XC) as an effect modifier, although they varied somewhat in their assessment of the strength of evidence. Some authors also identified student self-reported expectations for future success (S3) as a possible effect modifier, generally with an increasing trend. These findings were interesting in part because neither XC nor S3 are "true" effect modifiers in the sense of appearing in the data generating process for τ in Equation (2), although XC is associated with τ in the population.
This highlights two important issues in assessing treatment effect variation in nonrandomized studies. First, even in a randomized trial, estimating varying treatment effects is, in some sense, an inherently observational problem and is generally susceptible to Simpson's paradox (VanderWeele and Knol, 2011) . For example, urbanicity is strongly related to the true effect modifiers X1 and X2: if the analysis does not condition on X1 and X2, the Figure 1 : Relationships between the Urbanicity variable (XC) and other quantities, from left to right: Base mindset norms (X1), school achievement (X2), and the true CATE. In the left two panels we see how XC correlates with X1 and X2. The dotted lines are the locations of the step for the CATE function τ in Equation (2) for each variable (X1 and X2). Note that, in addition to the sample correlation between X1/X2 and XC, observations with XC = 3 tended to have norms (X1) above the X1 cutpoint in τ and achievement (X2) below the X2 cutpoint in τ . In the last panel we see that marginally the true CATEs for observations with XC = 3 are notably lower than the other levels. estimated treatment effects will vary across levels of XC; see Figure 1 . 4 Therefore, whether urbanicity should be considered a "true" effect modifier depends on whether the analysis conditions on X1, X2, and C1, and on whether we are estimating heterogeneity across sampled schools or in the population. The research question given to workshop participants was intentionally vague on this point, and different authors interpreted the question in different ways. Second, disentangling differential confounding from treatment effect variation is inherently challenging in observational settings. Unlike XC, S3 has essentially no relationship with the true individual-level treatment effects unconditionally, but is a very important predictor of selection into treatment. In the analyses that found evidence for treatment effect heterogeneity in S3, the estimated pattern of heterogeneity lined up well with the patterns of confounding -higher estimated treatment effects in the upper two levels of S3suggesting that the estimated treatment effect variation may be due to residual confounding; see Figure 2 . These results are noteworthy in part because the submitted analyses were able to more or less correctly estimate the overall treatment effect despite confounding, which underscores that estimating varying treatment effects in observational studies is more challenging than estimating the ATE. Unlike XC, we see relatively little variability in CATE by S3 (left panel). However, S3 was one of the most important confounders (the right panel above shows how the propensity score varies with S3; Figure 4 shows that S3 is also very predictive of the outcome).
Common themes and open questions
Making substantive questions statistically precise
As with all real-world analyses, there are important open-ended questions in terms of translating the substantive goals of the research study into corresponding statistical methods.
One important challenge is weighing evidence for pre-defined subgroups versus exploratory treatment effect variation. The proposed methods differ widely. At one extreme, Zhao and Panigrahi have different inferential procedures for pre-determined candidate subgroup effects (school-level fixed mindset X1 and achievement level X2, as specified in Question 2) versus "discovered" subgroup effects, as mentioned in Question 3. They argue that using the same data for both discovery and estimation of effect modification will generally lead to bias (Fithian et al., 2014) , which motivates their post-selection inference procedure (Lee et al., 2016) . At the other extreme, Carnegie et al. treat all variation the same, and conduct their investigation into treatment effect heterogeneity by leveraging posterior uncertainty from BART. Most approaches lie between these two extremes, such as using different sample splits to define subgroups versus estimating their impacts. (Künzel et al.) .
Another difference across methods is how submitted analyses addressed the multilevel structure of the data. Approaches included using "cluster-robust" random forests (Wager & Athey), bootstrapping and sample splitting at the school level (Johannson; Künzel et al.), including fixed or random intercepts at the school level (Carnegie et al.), and considering matching both between and within schools (Keele & Pimentel). These approaches make different assumptions about patterns of treatment effect moderation as well as the estimand of interest. For example, Carnegie et. al.'s choice of random intercepts per school relaxes the assumption of iid errors at the student level but does not allow the effect of treatment effect moderators to vary across schools. Alternatively, Athey & Wager use a cluster-robust approach and an estimator that targets a population of schools, rather than (as was often implicitly targeted by the other analyses) a population of students drawn from the 76 observed schools.
Third, as we mention in Section 3, the contributed analyses all use a two-step approach for assessing treatment effect variation, first fitting a flexible model for impacts and then finding a low-dimensional summary of that model. While a promising framework, the statistical properties of such procedures are not well understood. First, as Hahn et al. (2017) argue, this is generally valid from a Bayesian perspective, since it simply entails summarizing the posterior distribution after conditioning on the data only once. The story, however, is more complicated from a frequentist perspective. Chernozhukov et al. (2018) offer some promising directions in the randomized trial setting; see also the discussion in Athey & Wager and Zhao & Panigrahi. These ideas merit further exploration.
Tailoring methods for observational studies
The (simulated) data for this data challenge come from an observational study rather than a randomized trial. Therefore, appropriately accounting for confounding is a first-order concern. While all the analyses adjusted for confounding, the contributions varied in the level of emphasis put on the observational aspect of the data exercise, which creates additional challenges for estimating treatment effect variation. In particular, when a method only partially accounts for confounding, it is possible to confuse differential confounding for varying treatment effects. This appears to be driving some of the findings of S3 as an effect modifier, as we discuss in Section 3. Understanding this dimension will be critical for broader adoption of these methods.
First, it is common to check for global covariate balance when estimating overall impact in an observational study. A natural extension to heterogeneous treatment effect estimation would be to also check for local covariate balance, such as separately by candidate subgroups. Even if we attain global covariate balance to a reasonable tolerance, imbalance within subgroups should give us pause. Such analyses were largely absent from the contributed papers, suggesting that the field should develop standards in this area.
Another element that is critical for observational studies is assessing the consequences when the unconfoundedness assumption fails, either globally or locally. Keele & Pimentel assess sensitivity within the matching framework; Carnegie et al. instead use a model-based approach, and Künzel et al. use a permutation approach. Sensitivity analysis for treatment effect variation remains an active research area, with some recent proposals within the minimax framework (Kallus and Zhou, 2018; Yadlowsky et al., 2018) .
Conclusion
Our goal for this workshop was to understand how different researchers would approach the kinds of questions we routinely face in our own applied work, as a complement to existing data analysis competitions like the ACIC data challenge (Dorie et al., 2019) where methods are formally evaluated based on their operating characteristics. We were fortunate to bring together a "methodologically diverse" panel and set them to analyze a single dataset, giving us a unique opportunity to compare perspectives. Our hope was that we would learn more about new methods while finding areas of overlap and points of divergence that suggest new lines of research. We suggest a few directions for future work above, but fully expect this synthesis is the first word and not the last. We sincerely thank the workshop participants and the other contributors to this volume for making the workshop such a success. normal distribution with mean zero and standard deviation slightly larger than what we observed in models fit to the original data.
Our confounding structure was based on the following principles:
1. The confounding should be strong enough to matter, but not so strong as to be unrealistic and/or induce practical violations of overlap. In our context this meant a naive, unadjusted estimate average treatment effect (ATE) estimate was about 25% higher than the estimate using a correctly specified model (roughly, 0.30 unadjusted versus 0.24 adjusted, a difference of multiple standard errors).
2. The confounding should be explicitly modeled, at least in part, rather than induced solely by randomly sampling coefficients in outcome and selection models. In particular, we assumed that selection into treatment was partially based on expected outcomes. Here students with higher expected outcomes under control were more likely to be treated. Rather than violate conditional ignorability/unconfoundedness via a (perhaps more plausible) latent variable model, we made the selection model depend directly on µ 0 (w) := E(Y (0) | W = w), where we use W generically to denote the collection of potential effect moderators and confounders. Hahn et al. (2017) refer to this confounding structure as "targeted selection."
3. We entertained inducing confounding at the group level that was unexplained by group-level covariates, but decided against it. This was largely a pragmatic decision, as it was already surprisingly difficult to design a data generating process that met our other desiderata.
We wanted the covariate distribution to be realistic. We were interested in the practical effects of dependence in the covariates on estimating effect variation, and in how participants would interpret the research questions in light of this dependence. We took the covariates almost directly from the early Mindset study data. To satisfy privacy constraints and avoid premature disclosure of variables constructed by the Mindset team, the original covariates were slightly perturbed. We added noise to continuous variables, where the disturbances were sampled from multivariate normal distributions that preserved the covariance structure (marginally over categorical variables). Categorical variables were subject to low levels of data swapping. In both cases we preserved the original multilevel data structure.
A.2 Summary of original GAM estimate
See Figure 3 .
Appendix B. List of participants
In total there were nine participants in the workshop, all of whom gave presentations of their findings. Here we list the presenters by order of appearance, along with a brief description of their methodology:
• Stefan Wager (Stanford): Causal random forests and the R-Learner transformed outcome • Luke Keele (Penn) and Sam Pimentel (UC-Berkeley): Various matching-based approaches.
• Qingyuan Zhao (Penn): Linear model on a transformed outcome and treatment with lasso regularization, with selection adjustment for inference about nonzero coefficients.
• Sören Künzel (UC-Berkeley): Ensemble method to detect candidate subgroups, using standard ATE estimators within these subgroups.
• Nicole Carnegie (Montana State) and Jennifer Hill (New York University): BART with and without random intercepts.
• Alexander Volfovsky (Duke): Matching after learning to stretch (MALTS), a matching method that infers a distance metric.
• Frederik Johannsson (MIT): Ridge regression, neural networks, and random forests.
• Bryan Keller (Columbia): Propensity score matching and CART summarization.
All presenters, with the exception of Schuler, submitted a written report (most with other coauthor(s)). These submissions are all included in this issue. Figure 3 for the forms of nonlinear terms in X1 through X5.
