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Abstract
In this era of information explosion, data analysis plays a crucial role in decision making
across domains. However, with the availability of increasingly large datasets, data analysts
are often faced with two types of scalability challenges—perceptual and interactive scalabil-
ity. Perceptual scalability stems from the increasing complexity and volume of the underlying
data being presented or analyzed in the data analysis tools and systems, due to which ana-
lysts often get overwhelmed. Interactive scalability stems from delays in data analysis tools
and systems generating actionable insights from large datasets, due to increasing sizes of the
datasets.
In this dissertation, we specifically focus on how these scalability challenges affect two
popular platforms for data analysis: visualization tools and spreadsheet systems, and ex-
plore different avenues to improve their effectiveness in the presence of scale. To address
scalability challenges for visualization tools, we introduce incrementally improving visual-
izations, wherein we generate interpretable refinements of visualizations on large datasets
interactively and operationalize this idea in a tool called IncVisage. IncVisage gener-
ates visualizations with progressively improving resolutions so that users can start exploring
the data early and make decisions as soon as possible. To address interactive scalability
challenges with spreadsheets, we conduct an in-depth benchmarking study on three popular
spreadsheet systems: Microsoft Excel, Google Sheets, and LibreOffice Calc. Specifically, we
identify when these systems become non-interactive as the scale of the data increases and
whether these systems adopt any optimizations to improve performance. We identify a num-
ber of optimization opportunities that may improve the responsiveness of these systems on
large datasets. Finally, to address the perceptual scalability challenges with spreadsheets,
we develop NOAH, a general-purpose plug-in for spreadsheet systems enabling fast and
accurate navigation of large spreadsheet datasets. Using NOAH, users can get a bird’s
eye view of the data, with the ability to scroll or seek additional details on demand via a
multi-resolution overview.
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Chapter 1: Introduction
Data analysis is an effective way for individuals, organizations, and enterprises to gain
insights from the data at hand and make decisions. With rapid increases in the amount of
data generated, data analysis process has become cumbersome and difficult. Data analysts,
both experts and novices alike, often face two types of scalability challenges: perceptual
scalability, and interactive scalability. As humans possess fairly limited cognitive processing
capabilities, the volume and complexity of large datasets can be overwhelming perceptually
and may lead to poor and often incorrect decision making. The increasing scale of the data
also contributes to execution delays—traditional data analysis systems are not able to handle
such large datasets, and may take longer to generate actionable insights. Such delays impact
the interactivity of the systems and hamper data analysis. In this thesis, we focus on how
the aforementioned scalability challenges impact two popular platforms for data analysis:
visualization tools and spreadsheet systems, identify optimization opportunities that may
address these challenges, and evaluate the impact of the optimizations. We briefly discuss
how scale affects both of these platforms next and then outline our vision for this thesis.
Visualization Tools. While visualization tools like Tableau [1] and Power BI [2] have
enjoyed widespread popularity over the past few years, analyzing increasingly large datasets
using these tools can be cumbersome. These tools suffer from the interactive scalability
challenge, despite restricting datasets to those that can fit within main memory. Say an
analyst wants to visualize the average delay of all the flights across US for each day of
the year on a dataset of ≈ 100 million rows. Generating the corresponding visualization
with traditional tools that scan the data entire dataset may take minutes. However, studies
have shown that even a 500ms delay can severely affect the data analysis process, impeding
interaction, preventing exploration, and delaying the extraction of insights [3]. On the other
hand, as the scale of the data increases, so does the number of data points. As a result, the
generated visualizations may appear cluttered, affecting their interpretability and making
human perception difficult [4].
Spreadsheet Systems. With a user base of more than one-tenth of the world’s popula-
tion, spreadsheets are by far the most popular medium for ad-hoc exploration and analysis
of data [5]. With growing user demands, spreadsheet systems have continued to provide
support for increasingly large datasets. For example, Microsoft Excel supports 10s of bil-
lions of cells within a spreadsheet [6]. Even web-based Google Sheets now supports five
million cells [7], a 12.5X increase from its previous limit of 400K cells. With increasing
data sizes, however, the interactivity of spreadsheets have started to break down: they often
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freeze during computation, and are unable to import datasets well below their advertised
size limits [8]. On the other hand, providing support for larger datasets also impacts the in-
terpretability of the information displayed on a spreadsheet [9]. Spreadsheet systems enable
users to view, structure, and present data in a tabular grid where data items are arranged in
rows and columns. Many of the challenges users face when working with spreadsheets can
be attributed to this tabular layout, e.g., lack of overview and context as well as difficulty
in navigating and analyzing large collections of data [9, 10, 11]. We now outline the vision
of this thesis.
1.1 OUR VISION
While for visualization tools, our goal is to generate visualizations faster, for spreadsheet
systems, we aim to identify optimization opportunities to increase interactivity. For both
these platforms, we also want to improve interpretability during data exploration and anal-
ysis by reducing information overload.
Improving Interactivity and Intractability via Incremental Visualization. There
are different approaches towards generating visualizations faster such as dimensionality re-
duction and progressive sampling. Dimensionality reduction approaches [12] focus on im-
proving the interpretability of a visualization while preserving the properties of the under-
lying data. However, these approaches do not strictly observe the response time constraint
of 500ms described earlier. Progressive sampling-based approaches [13, 14, 15, 16], on the
other hand, draw a small number of samples from the dataset in increments and display
the current estimate of the visualization. Such approaches can observe the response time
constraint by controlling the number of samples drawn. By using sampling, we can display
visualizations that incrementally improve over time and eventually converge to the visual-
ization computed on the entire data. However, the generated intermediate visualizations
are approximate, and difficult to interpret (often fluctuate drastically), leading to incorrect
insights and conclusions. In this thesis, we focus on improving the interpretability of the
visualizations generated via progressive sampling-based approaches within the interactivity-
bound of 500ms. More specifically, our goal is to develop a sampling-based tool that generates
visualizations with incrementally improving resolutions. We operationalize this idea in a tool
called IncVisage.
Benchmarking the Interactive Scalability of Spreadsheets. While a recent study doc-
uments the types of scalability challenges with spreadsheets by summarizing Reddit discus-
sion threads [8], unfortunately, there is no formal benchmark for evaluating the scalability of
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the existing spreadsheet systems. In this thesis, we present a benchmarking study of spread-
sheet systems [17]. We study the following popular spreadsheet systems: Microsoft Excel
(Excel hereafter), Google Sheets, and LibreOffice Calc (Calc hereafter). We construct two
different kinds of benchmarks to evaluate these spreadsheet systems: basic complexity testing
(BCT) that measures the scalability of spreadsheet operations, and optimization opportu-
nities testing (OOT) that investigates the different optimizations these systems adopt—or
lack thereof.
Enhancing Perceptual Scalability of Spreadsheets. We have already mentioned the
perceptual scalability challenges of exploring data within the tabular spreadsheet layout, e.g.,
a lack of overview and context. Built-in spreadsheet features like pivot table or external tools
like Tableau enable users to get an overview of the data and compare summaries. However,
the challenges with data exploration within spreadsheets still prevail—as these summaries
lack coordination with the underlying spreadsheet data, users are forced to move back and
forth between different views (pivot table, R, Tableau) to navigate, analyze, and compare
data. In this thesis, we aim to facilitate in-situ exploration and analysis of tabular spreadsheet
data while improving data navigability and reducing overheads related to data analysis. We
present NOAH [18], a general-purpose plugin for spreadsheets that achieves these goals.
1.2 RELATED WORK
We now briefly discuss existing attempts at addressing the scalability challenges with
visualization tools and spreadsheet systems. We discuss these work in detail in Chapter 2
and Chapter 6, respectively.
Visualizations. Our work is complementary to other work in the incremental visualization
space. In particular, sampleAction [14] and online aggregation [13] both perform online sam-
pling to depict aggregate values, along with confidence-interval style estimates to depict the
uncertainty in the current aggregates. Online aggregation presents these values as raw val-
ues, while sampleAction displays the corresponding bar chart. In both cases, however, these
approaches prevent users from getting early insights since they need to wait for the values to
stabilize. IFOCUS [15], PFunk-H [19], and ExploreSample [16] are other approximate visual-
ization algorithms targeted at generating visualizations rapidly while preserving perceptual
insights. IFOCUS emphasizes the preservation of pairwise ordering of bars in a bar chart, as
opposed to the actual values; PFunk-H uses perceptual functions from graphical perception
research to terminate visualization generation early; ExploreSample approximates scatter-
plots while ensuring that overall distributions and outliers are preserved. An early paper by
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Hellerstein et al. [20] proposes a similar technique of progressive rendering for scatterplot
visualizations by using index statistics to depict estimates of density before the data records
are actually fetched. Lastly, M4 [12] uses rasterization to reduce the dimensionality of a
time series without impacting the resulting visualization. None of these methods emphasize
revealing features of visualizations progressively while preserving correctness.
Spreadsheets. As explained earlier, there is no study that rigorously benchmarks the inter-
active scalability of spreadsheet systems. Therefore, we focus on existing work that address
perceptual scalability challenges with tabular spreadsheet data exploration and analysis.
The pivot table feature [21], employed by existing spreadsheet systems, allows users to cre-
ate a summary overview to compare subsets of data without having to navigate to various
locations within the sheet. This summary is placed in a separate region of the spreadsheet,
preventing users from accessing the data underlying the summary, impeding navigation.
Existing work in the information visualization literature related to tabular data visualiza-
tion [1, 2, 22, 23], and overview and zooming interfaces [24, 25, 26, 27, 28], generate more
expressive summaries of data. Visualization tools such as Tableau [1], Power BI [2] provide
static summaries of tabular data via visual encoding. The overview and zooming interfaces,
on the other hand, present summaries at multiple granularities. However, none of these
systems are integrated with spreadsheets. Therefore, much like pivot tables, the generated
summaries are neither dynamically linked to nor co-located with the underlying raw data.
1.3 ORGANIZATION
This thesis consists of three major parts: (i) our incrementally improving visualization
generation tool, IncVisage (Chapters 2-4), (ii) a benchmarking study of existing spread-
sheet systems (Chapter 5), and (iii) our general-purpose spreadsheet navigation plugin,
NOAH (Chapters 6-7). Note that while chapters corresponding to each part should be read
in sequence, readers can read each major part individually. We now provide a brief overview
of each of the chapters of this thesis.
Incremental Visualization: A Step Towards Scalability: In Chapter 2, we present a
literature survey of existing approaches for visualizing large datasets and identify their
limitations in addressing the scalability challenges. We then present a user study
evaluating the interpretability and usability of our proposed incremental approach for
visualizing data.
Algorithms and Interfaces for Incremental Visualization: In Chapter 3, we explain
the algorithmic techniques underlying our proposed approach of generating visualiza-
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tions with incrementally improving resolutions. We also describe the architecture of
IncVisage, the system that operationalizes these algorithms.
Evaluation of Incremental Visualization Interfaces: In Chapter 4, we experimentally
evaluate our proposed approach and compare the results with the baseline methods.
We also present the results of another user study evaluating users’ decision making
capabilities when using IncVisage compared to standard progressive sampling-based
approaches.
Evaluating Interactive Scalability of Spreadsheets: In Chapter 5, we present our pro-
posed benchmarking study of existing spreadsheet systems. We present two bench-
marks that evaluate the scalabilty of most commonly used spreadsheet operatiobns,
and test whether these operations benefit from any optimizations to improve interac-
tivity. We also explain the design of our benchmark and the related experimental set
up.
Addressing Perceptual Scalability Challenges of Spreadsheets: In Chapter 6, we first
document the challenges of spreadsheet exploration and discuss the related work in
addressing these challenges. We then present NOAH, a general-purpose spreadsheet
plug-in for exploring and analyzing tabular spreadsheet data.
Evaluating Multi-Resolution Interfaces for Spreadsheets: In Chapter 7, we present
the results of a user study that evaluates the benefits of integrating NOAH with
spreadsheets and the limitations of such a plug-in.
Conclusion and Future Work: In Chapter 8, we discuss the next steps for each of the
three major parts of this thesis.
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Chapter 2: Incremental Visualization: A Step Towards Scalability
In this chapter, we first review the existing approaches for visualizing large datasets and
discuss how to improve the interpretability of the visualizations generated using a multi-
resolution representation. We then present the results of a user study showcasing the usabil-
ity and interpretability of multi-resolution incremental visualization interfaces.
2.1 RELATED WORK
In this section, we review papers from multiple research areas on visualization and analysis
of large scale data.
Approximate Visualization Algorithms. Even though we have already discussed IFO-
CUS [15], PFunkH [19] and ExploreSample [16] in Chapter 1, we repeat the discussion
here for completeness. IFOCUS [15], PFunk-H [19], and ExploreSample [16] are online ap-
proximate visualization algorithms. IFOCUS [15] generates bar charts preserving ordering
guarantees between bars quickly, but approximately. PFunk-H [19] uses perceptual functions
to provide approximate answers that differ from the true answers by a perceptually indis-
cernible amount. ExploreSample [16] is also an online sampling algorithm that deals with
2d scatterplots coupled with heatmaps; approximating the visualization while preserving
the outliers and the overall distribution. Approximating a data distribution by histograms
has also been studied previously [29, 30, 31]. However, all of these approaches are one-shot
visualization approaches and can violate the 500ms threshold of response times.
Scalable Visualizations. A number of recent tools support scalable visualization genera-
tion [32, 33, 34] by precomputing and storing aggregates—this can be prohibitive on datasets
with many attributes. M4 [12] uses rasterization parameters to reduce the dimensionality of
a trendline at the query level by only selecting the datapoints that correctly represent the
distribution. Again these approaches are one-shot and often violate the 500ms threshold of
response times.
Approximate Query Processing (AQP). AQP schemes can operate online, i.e., select
samples on the fly, and offline, i.e, select samples prior to queries being issued. Among
online schemes, certain approaches respect a predefined accuracy constraint for computing
certain fixed aggregates without indices [35, 36], and with indexes [37, 38]. The objectives
and techniques are quite different from that of our objective of generating interpretable
visualizations quickly.
Incremental Visualization. We have already discussed online aggregation [13] and sam-
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pleAction [14] in Chapter 1. Online aggregation [13] introduced the idea of progressive/in-
cremental data analysis, while sampleAction [14] uses online aggregation for displaying incre-
mental visualizations. Jermaine et al. [39, 40] further explored incremental database queries
such as joins over large, disk-based input tables. Recent user studies by Zgraggen et al. [41]
demonstrate that users tend to prefer online aggregation-style systems over the traditional
visualization approach of computing the visualization on the entire data, which is often
time consuming. However, online aggregation places the onus on the users to regulate the
sampling of the groups; plus the intermediate results generated can be very unstable and
difficult to interpret. Concurrent work has shown that even though analysts are willing to
use approximate visualizations in real data exploration scenarios, they still want to verify the
actual results due to lack of confidence resulting from the unstable visualizations [42]. This
work introduces an optimistic visualization system that allows users to explore approximate
visualizations and verify the results of any visualization they feel uncertain about at a later
time. The visualization to be verified is computed in the background while user continues
to explore the data.
CLOUDS [20] is an online data visualization algorithm for scatter plots and spatial maps,
that allows the user to get intermediate results using density approximations while the
remaining tuples are rendered. It maintains an R-tree index for the spatial layout of the
visualization, and each subsequent step down the tree progressively improves the estimates
of density. This approach of iteratively refining estimates can help users in formulating the
big picture first and then drawing conclusions while analyzing the progressive refinements.
Summary. The advantage of the incremental visualization approaches over one-shot ap-
proaches is interactivity, i.e., such approaches keep users engaged as visualizations are pro-
gressively refined. However, the one-shot visualizations are stable and, therefore, are more
interpretable compared to incremental approaches. Our goal is to provide the best of both
approaches: generate interactive and interpretable incremental visualizations. To generate
progressively improving interpretable visualizations, we propose to provide coarse-grained
(low resolution) representations of the visualization early on and present more fine grained
(high resolution) representations later on. In the next section, we explain the process of
incrementally improving visualization generation at multiple resolutions with an example.
2.2 INCREMENTAL MULTI-RESOLUTION VISUALIZATIONS
We describe the goals of our proposed approach via a pictorial example. In Figure 2.1,
we depict, in the first row, the variation of present sampling algorithms as time progresses
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and more samples are taken: at t1, t2, t4, t7, and when all of the data has been sampled.
This is, for example, what visualizing the results of an online-aggregation-like [13] sampling
algorithm might provide. If a user sees the visualization at any of the intermediate time
points, they may make incorrect decisions. For example, at time t1, the user may reach an
incorrect conclusion that the values at the start and the end are lower than most of the
trend, while in fact, the opposite is true—this anomaly is due to the skewed samples that
were drawn to reach t1. The visualization continues to vary at t2, t4, and t7, with values
fluctuating randomly based on the samples that were drawn. Indeed, a user may end up
having to wait until the values stabilize, and even then may not be able to fully trust the
results. One approach to ameliorate this issue would be to use confidence intervals to guide
users in deciding when to draw conclusions—however, prior work has demonstrated that
users are not able to interpret confidence intervals correctly [43]. At the same time, the
users are subject to the same vagaries of the samples that were drawn.
Figure 2.1: IncVisage example.
Another approach, titled IncVisage1, that we espouse in this thesis and depict in the
second row is the following: at each time point ti, reveal one additional segment for a i-
segment trendline, by splitting one of the segments for the trendline at ti−1, when the tool
is confident enough to do so. Thus, IncVisage is very conservative at t1 and just provides
a mean value for the entire range, then at t2, it splits the single segment into two segments,
1IncVisage is a portmanteau of “Inc”, i.e., short for incremental, and “Envisage”, i.e., to visualize.
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indicating that the trend increases towards the end. Overall, by t7, the tool has indicated
many of the important features of the trend: it starts off high, has a bump in the middle, and
then increases towards the end. This approach reveals features of the eventual visualization
in the order of prominence, allowing users to gain early insights and draw conclusions early.
So far, we’ve described trendlines; the IncVisage approach can be applied to heatmap
visualizations as well—depicted in row 4 for the corresponding online-aggregation-like ap-
proach shown in row 3—as is typical in heatmaps, the higher the value, the darker the color.
Here, there is no notion of confidence intervals, so row three is our current best approach for
depicting the approximate heatmap. Once again row 3—the status quo—fluctuates tremen-
dously, not letting analysts draw meaningful insights early and confidently. On the other
hand, row 4—the IncVisage approach—repeatedly subdivides a block into four blocks
when it is confident enough to do so, emphasizing early that the right hand top corner has
a higher value, while the values right below it are somewhat lower. In fact, the intermediate
visualizations may be preferable because users can get the big picture view without being
influenced by noise. We explain the details of the underlying algorithms in Chapter 3. In
the next section, we evaluate the validity of our proposed incremental multi-resolution vi-
sualization representation scheme through a user study on two different visualization types:
trendlines and heatmaps.
2.3 INTERPRETABILITY OF MULTI-RESOLUTION VISUALIZATION
INTERFACES
We now present an evaluation of the usability of IncVisage. More broadly, we evaluate
how users interpret and use incrementally improving visualizations. We aim to address the
following questions: 1) Are users willing to use approximate visualizations if it saves them
time? 2) How confident are users when interpreting visualizations?. Before explaining the
user study design and the resulting insights from the study, we briefly explain the how
IncVisage generates progressively improving trendline and heatmap visualizations.
2.3.1 Explaining the IncVisage Approach
The algorithms IncVisage uses to generate progressively improving trendline and heatmap
visualizations are called ISplit and ISplit-Grid, respectively, which will be described in the
next chapter. For both algorithms, IncVisage draws a certain number of samples of data
in increments and generates a new higher resolution visualization compared to the previ-
ous increment. The algorithm computes and determines the representation of the higher
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resolution visualization such that a new feature is revealed while reducing the error of the
representation being generated. Our study was conducted prior to the development of ISplit,
and was meant to assess the utility of incremental visualizations—nevertheless, the under-
lying algorithm followed the similar approach and we ensured that the interactivity criteria
of at most 500ms per iteration was met [3]. We now explain the design of the user study.
2.3.2 Study Design and Participants
The study consisted of five phases: (a) an introduction phase that explained the essen-
tial components of IncVisage, (b) an exploration phase that allowed the participants to
familiarize themselves with the interface by exploring a sensor dataset (see Section 4.1), (c)
a quiz phase where the participants used the same interface to answer targeted questions
on the flight dataset, (d) an interview to collect qualitative data during the quiz phase,
and (e) a closing survey to obtain feedback on IncVisage. We describe the quiz phase in
Section 2.3.3. The interview and survey phases are presented in Section 2.3.6.
We recruited 20 participants (11 male, 9 female) via flyers across the university and
via a university email newsletter. Our participants included 11 graduate students (8 in
computer science), one business undergraduate student, two researchers, and six university
employees. All of the participants had experience with data analysis tools such as R, Matlab,
and/or Excel. The median age of the participants was 28 (µ = 32.06; σ = 11.9). Out of
the 20 participants, 7 reported that they analyzed or worked with data “Daily”, 7 answered
“Monthly”, while the remaining participants answered “Weekly”. The duration of the sessions
ranged from approximately 60 to 90 minutes. Each participant received $10 per hour at the
end of their session. We now explain the design of the quiz phase in detail.
2.3.3 The Quiz Phase Design
The purpose of the quiz phase was to evaluate whether participants were willing to com-
promise accuracy to make rapid decisions when posed various types of questions. One way
to capture such behavior is via a point based system where early submissions are rewarded
while late submissions are penalized. With this incentive, participants would be encouraged
to submit their answers quickly. We describe the scoring function we used in our point based
system later in this section. We first categorize the questions used during the quiz phase.
We used two types of quiz questions: extrema-based (E1-7), and range-based (R1-7).
These questions are listed in Table 2.2. The extrema-based questions asked a participant
to find the highest or lowest values in a visualization. The range-based questions asked
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a participant to estimate the average value over a time range (e.g., months, days of the
week). The purpose of such a categorization is to evaluate the accuracy and confidence of
participants in finding both specific points of interest (extrema) and patterns over a range
(range) when given IncVisage.
The extrema based questions were free form questions; the range based questions were mul-
tiple choice questions. Two of the range based questions were formatted as free form questions
but, operationally, were multiple-choice questions with seven possible options (e.g., the day
of the week). To prevent order effects, ten participants started the quiz with heatmaps; the
other ten started with trendlines. Additionally, we randomized the order of the questions for
each participant. Next, we define the scoring function used in assessing quiz performances.
Figure 2.2: Categorization of the user study questions.
The Scoring Function. The scoring function relied on two variables: the iteration number
at which the participant submitted an answer—the higher the iteration the lower the score,
and whether or not that answer was accurate—the higher the accuracy the higher the score.
The participants were informed prior to the quiz phase that the score was based on these two
variables, but the exact function was not provided. The maximum attainable score for each
answer was 100 points.The score was computed as a product S = P ·A, where P was based
on the iteration, and A on the accuracy. If a participant submitted an answer at iteration
k, we set P = m−k
m
, i.e., the fraction of the remaining number of iterations over the total
number of iterations, m. Thus, based on the definition of P , any answer submission at the
last iteration receives zero points, irrespective of question type. To compute A, let c be the
correct answer to a question, and let u be the answer submitted by the participant. The
accuracy A of a multiple choice question is 0 if u = c and 1 otherwise. The accuracy A of
a free-form question is 1− |u−c||c| , measuring how far the answer is from the correct one. For
the free form questions, submitting an incorrect answer that is close to the actual answer
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could result in a high score. Since the free form questions were range based, participants
could submit an approximate answer early to gain more points. On the other hand, for the
multiple choice questions, a correct answer submitted at later iterations would yield lower
scores.
2.3.4 Quantitative Analysis
In discussing the participants’ quiz performance, we first investigate their answer sub-
mission trends. Finally, we report the progress of each participant. As the participants
interacted with the tool, we recorded their responses to each question, the iterations at
which a participant submitted an answer, the time taken to submit an answer after starting
the visualization, and the points obtained based on the scoring function.
Trading accuracy for time. First, we analyze how the participants traded accuracy for
time. Figure 2.3 shows a dot graph analysis of the participants’ submission trends as a
function of iteration. For both the trendline and heatmap visualizations, we separated
the statistics for the correct and incorrect submissions (Figure 2.3a and 2.3b). Correct
submissions are represented by green circles. Incorrect submissions are either represented
by blue circles (interface issue) or red circles. The x-axis represents at what fraction of the
total number of iterations an answer was submitted.
For trendlines, the majority of the submissions (75%) were made at around 25% of the
total iterations, except for question E4 (Figure 2.3a). Question E4 asks for a day of the year
that shows the highest departure delay across all years. During the study, we discovered
that the departure delays for December 22 and December 23 were very similar. Due to
the proximity of the values, these dates were not split into separate groups until a later
iteration. One participant even waited until iteration 237 (out of 366 iterations) to submit
their answer. Figure 2.3b shows the trends for heatmaps. Similar to trendlines, the majority
of the participants (77.5%) chose to submit answers earlier (within 25% of the iterations)
except for questions R5 and R7, where once again there were two days of the week with
very similar delays, leading to the relevant heatmap block being split in a later iteration.
The submission trends indicate that participants opted for a higher reward and submitted
their answers as early as possible, when the visualizations became stable or when obvious
extrema emerged, trading accuracy for time. This observation is confirmed in Section 2.3.6.
Figure 2.4 plots the accuracy of all the submissions according to the scoring functions de-
scribed in Section 2.3.3. The x-axis represents at what fraction of the total number of
iterations an answer was submitted; accuracy appears on the y-axis. For both the trendline
(Figure 2.4a) and heatmap (Figure 2.4b) visualizations, the accuracy of the majority of the
12













































Figure 2.3: Per-question statistics for the iterations at which participants submitted answers
for trendlines (l) and heatmaps (r).
submissions is reasonably high.
Submission trends. Here we show at what fraction of the iterations (% iteration) the
participants typically opted to submit their answers. We also analyze the submission trends
for the different question types in each visualization. Figure 2.5 presents the box and whisker
plot of the answer submission trends. For trendlines (Figure 2.5a), the range-based questions
were submitted earlier (75% of the submissions at % iteration ≈ 15%) compared to the
extrema-based questions (75% of the submissions at %iteration ≈ 28%). This difference
in submission trends across types may be due to the fact that the range based questions
asked participants to find more coarse grained information (e.g., the delay statistics in a
specific range) which may be easier than finding peaks and valleys. Also the range-based
questions were multiple choice—the hints provided by the multiple choice options may have
provided guidance to the participants. We see the opposite trend for heatmaps (Figure 2.5b);
the extrema-based questions were submitted earlier compared to the range-based questions.
Comparison of the submission trends of the extrema-based questions for trendlines and
13
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Figure 2.4: Accuracy vs Submission (% iteration) statistics for (a) trendline and (b) heatmap
visualizations.
heatmaps shows that heatmap submissions occurred much earlier. This may be due to the
fact that the color dimension of the heatmap helped users compare contrasting blocks, while
the continuous generation of peaks and valleys in the trendline led to abrupt changes in the
visualization that were difficult to interpret. Hence, participants waited a bit longer for the
trendline visualization to stabilize, whereas for the heatmap, the changes in color were not
as abrupt and the participants were more confident when they spotted an extremum.
Trendlines vs. Heatmaps. Participants who preferred the heatmap over the trendline
visualization appreciated the extra color dimension of heatmaps. Participants generally
found the colorful visualization aesthetically pleasing. P17 commented that the heatmap is
“really interesting to watch over time. Especially, at first when things were one or two blocks
of color and then to sort of watch the data emerge and to then watch the different boxes
become something . . . I actually caught myself watching for a long time.” However, the ease
of interpreting the colors was debatable; some participants (N=7) stated that colors helped
them distinguish the values of the competing groups while others (N=4) found comparing
and averaging colors burdensome and not intuitive. It was especially difficult to perceive
color differences when the difference of values was small or when the compared blocks were
distant on the screen.
Another emerging theme centered about the emergence of easily noticeable color patterns
in the early iterations. One participant (P12) commented that the heatmap isolated the
14




























Figure 2.5: Per category statistics of iterations at which participants submitted answers for
(a) trendline and (b) heatmap. Extrema = E, Range = R, Correct = C, Incorrect = I.
interesting patterns faster than the trendline. Although the quick emergence of color patterns
is advantageous in making faster decisions, one participant (P8) accurately pointed out the
danger of making the decision too soon as it could lead to confirmation bias if the later
iterations diverge from the initial color pattern.
The familiarity of the trendline visualization attracted participants with its intuitively
interpretable values and easily noticeable changes for consecutive values. Participants also
found differentiating high and low points that were distant on a line graph much easier
than comparing different the shades of a color in the heatmap visualization. However, the
numerous peaks and valleys disturbed some participants as the focal point of the visualization
became uncertain. Hovering over a specific point was harder on the trendline to determine
exact values since the selection was made solely based on the x-coordinate of the mouse and
even a small perturbation to the right would result in a different selection and value.
All but one participant, P16, believed both the heatmap and trendline visualizations were
easily interpretable. In the survey, the average usability of IncVisage was rated 4.25 out
of 5 (σ = .64). Participants also noted easy learning curve for IncVisage; all of them felt
comfortable with the tool after an hour of use. This was not because all participants liked
the heatmap and the trendline equally, but rather because the number of participants who
preferred each visualization was evenly divided: seven participants preferred the heatmap,
six preferred the trendline, and seven rated both visualizations equally. While some partic-
ipants found each visualization useful for different purposes, some were more enthusiastic
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about their preference for one type of visualization over the other. Two participants even
indicated that their confidence level varied based on the type of visualization; both rated
their confidence for heatmap answers higher than for trendline answers. The advantages
and disadvantages of each visualization became more evident through the interview and the
survey. For example, the heatmap was useful in finding global patterns quickly but inter-
preting values via hue and brightness had split views. In general, participants found the
trendline visualization familiar and could observe the extrema more easily. Next, we analyze
the progress of each participant individually.
Takeaway: The majority of the submissions for both trendlines (75%) and heatmaps (77.5%)
were within the first 25% of the total number of iterations. Even though the participants
chose to trade accuracy for time in both cases, they did so with reasonably high accu-
racy.
2.3.5 Analyzing the Participants
Figure 2.6 shows a pivot table with graphical marks that depict the progress of the partici-
pants during the quiz phase. Each row in the table corresponds to one participant. Each cell
in a row, with the exception of the last two, corresponds to the questions that participant
answered. Although all participants answered the same set of questions, the order varied due
to randomization. The last two columns show the average points obtained by the participant
and the average of the percentage of iterations at the point the participant to submitted their
answer. Both quantities are represented by circles. The higher the number of points, the
larger the radius of the circle – while the lower the iteration percentage, the larger the radius
of the circle. For ease of analysis, we divide both the points and the iteration percentages
into five ranges. The point ranges are: ≤ 55, 56-65,66-75,76-85 and > 85 while the iteration
percentage ranges are: ≤ 10%, 11-15%, 16-20%, 21-25% and >25%. All points falling into
the same range are represented by a circle with the same radius. Similarly, all the iteration
percentages falling in the same ranges have the same radius. The participants whose last
two cells contain larger circles performed better during the study.
The first 12 rows are participants with a computer science (CS) background, while the
remaining participants did not have a CS background. Aside from observing that many
participants answered their final three to four questions correctly, participants exhibited no
patterns during the quiz. The median average point and average iteration percentage were
70.73 and 14.77%, respectively. Only one participant, P18 answered all of the questions
correctly with an average iteration percentage of 13.37% and with the highest point average
(86.62). P6 submitted their answers faster than all other participants with a 7.06 iteration
16
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Figure 2.6: Analyzing the participants.
percentage, while attaining the second highest point average (84.73). P16 suffered most from
interface related issues obtained the lowest point average (38.97).
2.3.6 Interview and Survey Phase
We now present a qualitative analysis of the participants’ perceptions based on their
interview and survey responses.
Interview. We conducted semi-structured interviews to gauge our participants’ motivations
for stopping the visualization at a certain iteration, and their confidence of their answers.
The main motivations for terminating a visualization were the emergence of obvious extrema
(N = 5), gaining sufficient confidence in an answer (N = 10), or both (N = 5). When asked
to rate their confidence at the time of submission on a scale of 1 to 10 (10 being the most
confident), most participants rated their confidence very high (µ = 8.5 and σ = 1.03 out of
10). However, some participants (N = 4) indicated that they would have continued until
the final iteration if they were freely exploring the data (and not in an assessment setting).
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If they were pressed for time or the dataset was very large, they would choose to stop before
the final visualization iteration, but likely at a later iteration than the iteration they stopped
at in our quiz phase. One of those participants (P8) mentioned that providing an explicit
guarantee along with the visualizations would further increase the confidence level when
making decisions.
Survey. The survey consisted of seven Likert scale questions to measure the interpretability
of the visualizations and the usability of IncVisage. Also, there were three free-form
questions to collect the participants’ feedback on IncVisage. The heatmap and trendline
visualizations received similar average ratings (out of 5) for interpretability (heatmap: µ =
4.45; σ = 0.51; trendline: µ = 4.50; σ = 0.83) and satisfaction levels (heatmap: µ = 4.55; σ
= 0.60; trendline: µ = 4.50; σ = 0.83).
Takeaway: Participants were highly confident (confidence = 8.5 out of 10) when they sub-
mitted answers for both visualization types. Some participants, however, suggested providing
explicit guarantees to further boost their confidence. Participants rated both the visualizations
generated by IncVisage as highly interpretable.
2.3.7 Study Limitations
Analyzing the quiz results proved more difficult than expected. Out of 280 total sub-
missions, 10 submissions had interface issues—4 of those occurred due to ambiguity in the
questions (R1, R4, R7 in Table 2.2), while others were due to mistakes made by the par-
ticipants in selecting the visualization to be generated. For example, for one question (R1),
dealing with departure delay two participants selected the “departure airport” attribute as
opposed to “origin airport”. A similar issue arose with questions R4 and R7. The ambi-
guity arose from attribute names in the original dataset—to maintain consistency, instead
of renaming these attributes on-the-fly to fix the ambiguity, we did not make any changes.
We explicitly separate out interface issues when analyzing the results. This highlights the
limitations of IncVisage with prepared attributes, i.e., if someone downloads a dataset as
is and tries to use it with our system, similar ambiguities may occur.
Summary. In this chapter, we summarized existing one-shot and incremental approaches
for generating visualizations. We then proposed the idea of incremental multi-resolution vi-
sualizations to ensure improved interpretability and high interactivity during data analysis.
We also presented a user study evaluating IncVisage that generates such visualizations
and showed that: (a) users found the incrementally generated visualizations to be highly
interpretable, and (b) users were able to draw conclusions early based on the intermediate
18
visualizations generated. We explain the underlying algorithms for generating incremen-
tal multi-resolution visualizations and the system architecture of IncVisage in the next
chapter.
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Chapter 3: Algorithms and Interfaces for Incremental Visualization
In this chapter, we complement the user study in the previous chapter by describing the
incrementally improving visualization generation algorithms implemented within IncVis-
age. We also explain the system architecture of IncVisage and the functionalities of the
accompanying user interface.
3.1 OVERVIEW OF DESIGN CHALLENGES
Developing IncVisage brings a whole host of open questions, that span the spectrum
from usability to algorithmic process. First, it is not clear at what rate we should be
displaying the results of the incremental visualization algorithm. When can we be sure that
we know enough to show the ith increment, given that the (i − 1)th increment has been
shown already? How should the ith increment differ from the (i− 1)th increment? How do
we prioritize sampling to ensure that we get to the ith increment as soon as possible, but
with guarantees? Can we show that our algorithm is in a sense ‘optimal’, in that it aims to
take as few samples as possible to display the ith increment with guarantees? And at the
same time, how do we ensure that our algorithm is lightweight enough that computation
doesn’t become a bottleneck? How do we place the control in the user’s hands in order to
control the level of interactivity needed?
In this chapter, we address all of these open questions. We formalize the notion of incre-
mentally improving visualizations that surface important features as they are determined
with high confidence—bringing a concept that is commonly used in other settings, e.g.,
rasterization and signal processing, to visualizations. Given a user specified interactivity
threshold (described later), we develop incremental visualizations algorithms for IncVis-
age that minimizes error. We introduce the concept of improvement potential to help us
pick the right improvement per increment. We find, somewhat surprisingly, that a remark-
ably simple algorithm works best under a sub-Gaussian assumption [44] about the data,
which is reasonable to assume in real-world datasets (as we show in this thesis). We further
demonstrate that these algorithms are optimal in that they generate approximations within
some error bound given the interactivity threshold. When users don’t provide their desired
interactivity threshold, we can pick appropriate parameters that help them best navigate the




In this section, we first describe the data model, and the visualization types we focus on.
We then formally define the problem.
3.2.1 Data and Query Setting
We operate on a dataset consisting of a single large relational table R. Our approach also
generalizes to multiple tables obeying a star or a snowflake schemata but we focus on the
single table case for ease of presentation. As in a traditional OLAP setting, we assume that
there are dimension attributes and measure attributes—dimension attributes are typically
used as group-by attributes in aggregate queries, while measure attributes are the ones
typically being aggregated. For example, in a product sales scenario, day of the year would
be a typical dimension attribute, while the sales would be a typical measure attribute.
IncVisage supports two kinds of visualizations: trendlines and heatmaps. These two
types of visualizations can be translated to aggregate queries QT and QH respectively, where
QT is expressed as
SELECT Xa, AVG(Y) FROM R GROUP BY Xa ORDER BY Xa
On the other hand, QH is expressed as
SELECT Xa, Xb, AVG(Y) FROM R GROUP BY Xa, Xb ORDER BY Xa, Xb
Here, Xa and Xb are dimension attributes in R, while Y is a measure attribute being aggre-
gated. The trendline and heatmap visualizations are depicted in Figure 2.1 in Chapter 2.
For trendlines (query QT ), the attribute Xa is depicted along the x-axis while the aggregate
AVG(Y) is depicted along the y-axis. On the other hand, for heatmaps (query QH) the two
attributes Xa and Xb are depicted along the x-axis and y-axis, respectively. The aggregate
AVG(Y) is depicted by the color intensity for each block (i.e., each Xa, Xb combination) of
the heatmap. Give a continuous color scale, the higher the value of AVG(Y), the higher
the color intensity. The complete set of queries (including WHERE clauses and other ag-
gregates) that are supported by IncVisage can be found in Section 3.3.6—we focus on the
simple setting for now.
Note that we are implicitly focusing on Xa and Xb that are ordinal, i.e., have an order
associated with them so that it makes sense to visualize them as a trendline or a heatmap. As
we will demonstrate subsequently, this order is crucial in letting us approximate portions of
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the visualization that share similar behavior. While our techniques could also be applied to
Xa, Xb that are not ordinal by enforcing some order, e.g., a lexicographic order, the resulting
visualizations are not as meaningful.
3.2.2 Sampling Engine
We assume that we have a sampling engine that can efficiently retrieve random tuples
from R corresponding to different values of the dimension attribute(s) Xa and/or Xb (along
with optional predicates from a WHERE). Focusing on QT for now, given a certain value
of Xa = ai, our engine provides us a random tuple that satisfies Xa = ai. Then, by looking
up the value of Y corresponding to this tuple, we can get an estimate for the average
of Y for Xa = ai. Our sampling engine is drawn from Kim et al. [15] and maintains
an in-memory bitmap on the dimension attributes, allowing us to quickly identify tuples
matching arbitrary conditions [45]. Bitmaps are highly compressible and effective for read-
only workloads [46, 47, 48], and have been applied recently to sampling for approximate
generation of bar charts [15].
Thus, given our sampling engine, we can retrieve samples of Y given Xa = ai (or Xa =
ai ∧Xb = bi for heat maps). We call the multiset of values of Y corresponding to Xa = ai
across all tuples to be a group. This allows us to say that we are sampling from a group, where
implicitly we mean we are sampling the corresponding tuples and retrieving the Y value.
Next, we describe our problem of incrementally generating visualizations more formally.
3.2.3 Incremental Visualizations: Trendlines
In this section, we describe the concepts in the context of our visualizations in row 2 of
Figure 2.1 in Chapter 2.
Segments and k-Segment Approximations. We denote the cardinality of our group-by
dimension attribute Xa as m, i.e., |Xa| = m. In Figure 2.1 this value is 36. At all time points
over the course of visualization generation, we display one value of AVG(Y) corresponding
to each group xi ∈ Xa, i ∈ 1 . . .m—thus, the user is always shown a complete trendline
visualization. To approximate our trendlines, we use the notion of segments that encompass
multiple groups. We define a segment as follows:
Definition 3.1. A segment S corresponds to a pair (I, η), where η is a value, while I is an
interval I ⊆ [1,m] spanning a consecutive sequence of groups xi ∈ Xa.
22
For example, the segment S ([2, 4], 0.7) corresponds to the interval of xi corresponding
to x2, x3, x4, and has a value of 0.7. Then, a k-segment approximation of a visualization
comprises k disjoint segments that span the entire range of xi, i = 1 . . .m. Formally:
Definition 3.2. A k-segment approximation is a tuple Lk =
(
S1, . . . , Sk
)
such that the
segments S1, . . . , Sk partition the interval [1,m] into k disjoint sub-intervals.
In Figure 2.1, at t2, we display a 2-segment approximation, with segments ([1, 30], 0.4) and
([31, 36], 0.8); and at t7, we display a 7-segment approximation, comprising ([1, 3], 0.8),
([4, 14], 0.4), . . ., and ([35, 36], 0.7). When the number of segments is unspecified, we simply
refer to this as a segment approximation.
Incrementally Improving Visualizations. We are now ready to describe our notion of
incrementally improving visualizations.
Definition 3.3. An incrementally improving visualization is defined to be a sequence of
m segment approximations, (L1, . . . , Lm), where the ith item Li, i > 1 in the sequence is
a i-segment approximation, formed by selecting one of the segments in the (i − 1)-segment
approximation Li−1, and dividing that segment into two.
Thus, the segment approximations that comprise an incrementally improving visualiza-
tion have a very special relationship to each other: each one is a refinement of the previous,
revealing one new feature of the visualization and is formed by dividing one of the seg-
ments S in the i-segment approximation into two new segments to give an (i + 1)-segment
approximation: we call this process splitting a segment. The group within S ∈ Li imme-
diately following which the split occurs is referred to as a split group. Any group in the
interval I ∈ S except for the last group can be chosen as a split group. As an example, in
Figure 2.1, the entire second row corresponds to an incrementally improving visualization,
where the 2-segment approximation is generated by taking the segment in the 1-segment
approximation corresponding to ([1, 36], 0.5), and splitting it at group 30 to give ([1, 30], 0.4)
and ([31, 36], 0.8). Therefore, the split group is 30. The reason why we enforce two neighbor-
ing segment approximations to be related in this way is to ensure that there is continuity in
the way the visualization is generated, making it a smooth user experience. If, on the other
hand, each subsequent segment approximation had no relationship to the previous one, it
could be a very jarring experience for the user with the visualizations varying drastically,
making it hard for them to be confident in their decision making. We show in Section 4.1.3
in Chapter 4 that removing this restriction results in visualizations that are not significantly
better in terms of error, but are much more costly to compute.
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Underlying Data Model and Output Model. To characterize the performance of an
incrementally improving visualization, we need a model for the underlying data. We repre-
sent the underlying data as a sequence of m distributions D1, . . . , Dm with means µ1, . . . , µm
where, µi = AVG(Y) for xi ∈ Xa. To generate our incrementally improving visualization
and its constituent segment approximations, we draw samples from distributionsD1, . . . , Dm.
Our goal is to approximate the mean values (µ1, . . . , µm) while taking as few samples as pos-
sible.
The output of a k-segment approximation Lk can be represented alternately as a sequence
of values (ν1, . . . , νm) such that νi is equal to the value corresponding to the segment that
encompasses xi, i.e., ∀xi∈Sjνi = ηj, where Sj(I, ηj) ∈ Lk. By comparing (ν1, . . . , νm) with
(µ1, . . . , µm), we can evaluate the error corresponding to a k-segment approximation, as we
describe later.
Incrementally Improving Visualization Generation Algorithm. Given our data
model, an incrementally improving visualization generation algorithm proceeds in iterations:
at the ith iteration, this algorithm takes some samples from the distributions D1, . . . , Dm,
and then at the end of the iteration, it outputs the i-segment approximation Li. Thus, a
certain number of samples are taken in each iteration, and one segment approximation is
output at the end of it. We denote the number of samples taken in iteration i as Ni. When
Lm is output, the algorithm terminates.
Characterizing Performance. There are multiple ways to characterize the performance
of incrementally improving visualization generation algorithms.
Sample Complexity, Interactivity and Wall-Clock Time: The first and most straightforward
way to evaluate performance is by measuring the samples taken in each iteration k, Nk,
i.e., the sample complexity. Since the time taken to acquire the samples is proportional to
the number of samples in our sampling engine (as shown in [15]), this is a proxy for the
time taken in each iteration. Recent work has identified 500ms as a “rule of thumb” for
interactivity in exploratory visual data analysis [3], beyond which analysts end up getting
frustrated, and as a result explore fewer hypotheses. To enforce this rule of thumb, we can
ensure that our algorithms take only as many samples per iteration as is feasible within
500ms — a time budget. We also introduce a new metric called interactivity that quantifies
the overall user experience and is expressed as
λ =
∑m
k=1Nk × (m− k + 1)
k′
(3.1)
where Nk is the number of samples taken at iteration k and k′ is the number of iterations
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where Nk > 0. The larger the λ, the smaller the interactivity: this measure essentially
captures the average waiting time across iterations where samples are taken. We explore the
measure in detail in Section 3.3.4 and Section 4.1.4 in Chapter 4. A more direct way to
evaluate performance is to measure the wall-clock time for each iteration.
Error Per Iteration: Since our incrementally improving visualization algorithms trade off
taking fewer samples to return results faster, it can also end up returning segment approxi-
mations that are incorrect. We define the `2 squared error of a k-segment approximation Lk







(µi − νi)2 (3.2)
We note that there are several reasons a given k-segment approximation may be erroneous
with respect to the underlying mean values (µ1, . . . , µm): (1) We are representing the data
using k-segments as opposed to m-segments. (2) We use incremental refinement: each seg-
ment approximation builds on the previous, possibly erroneous estimates. (3) The estimates
for each group and each segment may be biased due to sampling.
These types of error are all unavoidable — the first two reasons enable a visualization
that incrementally improves over time, while the last one occurs whenever we perform sam-
pling: (1) While a k-segment approximation does not capture the data exactly, it provides
a good approximation preserving visual features, such as the overall major trends and the
regions with a large value. Moreover, computing an accurate k-segment approximation re-
quires fewer samples and therefore faster than an accurate m-segment approximation. (2)
Incremental refinement allows users to have a fluid experience, without the visualization
changing completely between neighboring approximations. At the same time, is not much
worse in error than visualizations that change completely between approximations, as we
will see later. (3) And lastly, sampling is necessary for us to return visualizations faster, but
perhaps at the cost of erroneous estimates.
Problem Statement. The goal of our incrementally improving visualization generation
algorithm is, at each iteration k, generate a k-segment approximation that is not just “close”
to the best possible refinement at that point, but also takes the least number of samples to
generate such an approximation. Further, since the decisions made by our algorithm can
vary depending on the samples retrieved, we allow the user to specify a failure probability
δ, which we expect to be close to zero, such that the algorithm satisfies the “closeness”
guarantee with probability at least 1− δ.
Problem 3.1. Given a query QT , and the parameters δ, ε, design an incrementally improving
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visualization generation algorithm that, at each iteration k, returns a k-segment approxima-
tion while taking as few samples as possible, such that with probability 1 − δ, the error of
the k-segment approximation Lk returned at iteration k does not exceed the error of the best
k-segment approximation formed by splitting a segment of Lk−1 by no more than ε.
3.2.4 Incremental Visualizations: Heatmaps
In this section, we describe the concepts in the context of our visualizations in row 4 of
Figure 2.1 in Chapter 2, i.e, incrementally improving heatmap visualizations.
Blocks and bk-Block Approximations. We denote the cardinality of our group-by di-
mension attributes Xa as m and Xb as n, i.e., |Xa| = m and |Xb| = n. In Figure 2.1, Xa = 10
and Xb = 11. Over the course of visualization generation, we display one value of AVG(Y)
corresponding to each combination of groups xi ∈ Xa, i ∈ 1 . . .m and x′j ∈ Xb, j ∈ 1 . . . n—
thus, the user is always shown a complete heatmap visualization. We call the pair (xi, x′j)
as group combination and denote by xi,j. To approximate our heatmaps, we use the notion
of blocks that encompass one or more group combinations. We define a block as follows:
Definition 3.4. A block β corresponds to a pair (I×J, η), where η is a value, while I is an
interval I ⊆ [1,m] spanning a consecutive sequence of groups xi ∈ Xa and J is an interval
J ⊆ [1, n] spanning a consecutive sequence of groups x′j ∈ Xb. The block encompasses the
m× n group combinations xi,j where xi ∈ I and xj ∈ J .
For example, the block β ([2, 4] × [1, 2], 0.7) has a value of 0.7 and encompasses the group
combinations x2,1, x2,2, x3,1, x3,2, x4,1, x4,2. Then, a bk-block approximation of a visualization
comprises bk disjoint blocks that span the entire range of xi, i = 1 . . .m and xj, j = 1 . . . n.
We explain the value of bk later. Formally, a bk-block approximation is defined as follows:
Definition 3.5. A bk−block approximation is a tuple Mk =
(
β1, . . ., βbk
)
such that the block
β1, . . . , βk partition the interval [1,m]× [1, n] into bk disjoint sub-intervals.
As an example from Figure 2.1, at t2, we are displaying a 4-block approximation, comprising
four blocks ([1, 6]× [1, 9], 0.8), ([7, 10]× [1, 9], 0.4),([1, 6]× [10, 11], 1.0), and ([7, 10]× [10, 11],
1.4). When the number of blocks is unspecified, we simply refer to this as a block approxi-
mation.
Incrementally Improving Visualizations. An incrementally improving visualization is
defined to be a sequence of block approximations, m × n in total, (M1, . . . ,Mm×n), where
the ith item Mi in the sequence is a bi-block approximation, and is formed by selecting one
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of the block in the bi−1-block approximation Mi−1 (the preceding one in the sequence), and
dividing that block into either two or four blocks.
Similar to trendlines each block approximation is a refinement of the previous, revealing
new features of the visualization and is formed by dividing one of the block β in the bi-block
approximation into either two or four new blocks to give an bi+1-block approximation: we call
this process splitting a block. The group combination within β ∈ Mi immediately following
which the split occurs is referred to as a split group combination. Any group combination in
the interval I × J ∈ β except for the last one can be chosen as a split group combination.
Since an existing block can be split into either two or four blocks, then k ≤ bk ≤ (3k − 2)
where (bk − k)%2 = 0. As an example, in Figure 2.1, the entire fourth row corresponds
to an incrementally improving visualization, where, for example, the 4-block approximation
(k = 2 and b2 = 4 where, 2 ≤ b2 ≤ 4 and (b2− 2)%2 = 0) is generated by taking the block in
the 1-block approximation corresponding to ([1, 10] × [1, 11], 0.5), and splitting it at group
combination x6,9 to give ([1, 6] × [1, 9], 0.8), ([7, 10] × [1, 9], 0.4),([1, 6] × [10, 11], 1.0), and
([7, 10] × [10, 11],1.4). Therefore, the split group combination is x6,9 consisting of the pair
(6,9). The reasoning behind imposing such restriction was discussed in Section 3.2.3.
Underlying Data Model and Output Model. We represent the heatmap visualization
as a sequence of m× n distributions D1,1, . . ., Dm,n with means µ1,1, . . . , µm,n where, µi,j =
AVG(Y) for xi ∈ Xa and xj ∈ Xb. To generate our incrementally improving visualization
and its constituent block approximations, we draw samples from distributionsD1,1, . . . , Dm,n.
When drawing samples from the distribution Di,j, our sampling engine retrieves a sample
only when it satisfies the condition Xa = xi ∧ Xb = x′j (see Section 3.2.1). Our goal is
to approximate the mean values µ1,1, . . . , µm,n where, µi,j while taking as few samples as
possible.
The output of a bk-block approximation Mk can be represented alternately as a sequence
of values (ν1,1, . . . , νm,n) such that νi,j is equal to the value corresponding to the block that
encompasses xi,j. By comparing (ν1,1, . . . , νm,n) with µ1,1, . . . , µm,n, we can evaluate the error
corresponding to a bk-block approximation, as we describe next.
Characterizing Performance. Similar to trendline visualizations, there are several ways
to characterize the performance of incrementally improving visualization generation algo-
rithms for heatmaps, e.g., sample complexity, interactivity, wall-clock time, error per iter-
ation. For heatmaps, we define the `2 squared error of a bk-block approximation Mk with









(µi,j − νi,j)2 (3.3)
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Next, we formally define the problem for heatmaps which is similar to Problem 3.1:
Problem 3.2 (Heatmap). Given a query QH , and the parameters δ, ε, design an incremen-
tally improving visualization generation algorithm that, at each iteration k, returns a bk-block
approximation while taking as few samples as possible, such that with probability 1 − δ, the
error of the bk-block approximation Mk returned at iteration k does not exceed the error of
the best bk-block approximation formed by splitting a block of Mk−1 by no more than ε.
3.3 VISUALIZATION ALGORITHMS: TRENDLINES
In this section, we gradually build up our solution to Problem 3.1. We start with the ideal
case when we know the means of all of the distributions up-front, and then work towards
deriving an error guarantee for a single iteration of an incrementally improving visualization
algorithm. Then, we propose our incrementally improving visualization generation algorithm
ISplit assuming the same guarantee across all iterations. We further discuss how we can tune
the guarantee across iterations in Section 3.3.4. We consider extensions to other query classes
in Section 3.3.6.
3.3.1 Case 1: The Ideal Scenario
We first consider the ideal case where the means µ1, . . . , µm of the distributionsD1, . . . , Dm
are known. Then, our goal reduces to obtaining the best k segment approximation of the
distributions at iteration k, while respecting the refinement restriction. Say the incrementally
improving visualization generation algorithm has obtained a k-segment approximation Lk
at the end of iteration k. Then, at iteration (k + 1), the task is to identify a segment
Si ∈ Lk such that splitting Si into two new segments T and U minimizes the error of the
corresponding (k + 1)-segment approximation Lk+1. We describe the approach, followed by
its justification.
Approach. At each iteration, we split the segment Si ∈ Lk into T and U that maximizes
the quantity |T |·|U ||Si|·m (µT − µU)
2. Intuitively, this quantity—defined below as the improvement
potential of a refinement—picks segments that are large, and within them, splits where we
get roughly equal sized T and U , with large differences between µT and µU .
Justification. The `2 squared error of a segment Si (Ii, ηi), where Ii = [p, q] and 1 ≤ p ≤
28
q ≤ m, for the distributions Dp, . . . , Dq with means µp, . . . , µq is
err(Si) =
1
(q − p+ 1)
q∑
j=p





(µj − ηi)2 (3.4)
Here, |Si| is the number of groups (distributions) encompassed by segment Si. When
the means of the distributions are known, err(Si) will be minimized if we represent the
value of segment Si as the mean of the groups encompassed by Si, i.e., setting ηi = µSi =∑












µ2j − µ2Si (3.5)













Now, Lk+1 is obtained by splitting a segment Si ∈ Lk into two segments T and U . Then,





















=⇒ err(Lk+1) = err(Lk)−








j is fixed no
matter the segment approximation that is used, while last equality comes from the fact that
|T | + |U | = |Si| and µSi = (|T |µT + |U |µU)/|Si|. We use the above expression to define
the notion of improvement potential. The improvement potential of a segment Si ∈ Lk is
the minimization of the error of Lk+1 obtained by splitting Si into T and U . Thus, the
improvement potential of segment Si relative to T and U is
∆(Si, T, U) =
|T | · |U |
|Si| ·m
(µT − µU)2 (3.8)
For any segment Si = (Ii, ηi), every group in the interval Ii except the last one can be chosen
to be the split group (see Section 3.2.3). Therefore, there are |Si|−1 possible ways to choose
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T, U ⊆ Si such that T ∪ U = S. The split group maximizing the improvement potential




∆(Si, T, U) = max
T,U⊆Si
|T | · |U |
|Si| ·m
(µT − µU)2 (3.9)
Lastly, we denote the improvement potential of a given Lk+1 by φ(Lk+1, Si, T, U), where
φ(Lk+1, Si, T, U) = ∆(Si, T, U). Therefore, the maximum improvement potential of Lk+1,
φ?(Lk+1) = maxSi⊆Lk ∆
?(Si). When the means of the distributions are known, at iteration
(k+1), the optimal algorithm simply selects the refinement corresponding to φ?(Lk+1), which
is the segment approximation with the maximum improvement potential.
3.3.2 Case 2: The Online-Sampling Scenario
We now consider the case where the means µ1, . . . , µm are unknown and we estimate each
mean by drawing samples. Similar to the previous case, we want to identify a segment
Si ∈ Lk such that splitting Si into T and U results in the maximum improvement potential.
We will first describe our approach for a given iteration assuming samples have been taken,
then we will describe our approach for selecting samples, following which, we will establish
a lower-bound.
Selecting the Refinement Given Samples: We first describe our approach, and then the jus-
tification.
Approach. As in the previous setting, our goal is to identify the refinement with the
maximum improvement potential. Unfortunately, since the means are unknown, we cannot
measure the exact improvement potential, so we minimize the empirical improvement po-
tential based on samples seen so far. Analogous to the previous section, we simply pick the
refinement that maximizes |T |·|U ||Si|·m (µ̃T − µ̃U)
2, where the µ̃s are the empirical estimates of the
means.
Justification. At iteration (k+1), we first draw samples from the distributions D1, . . . , Dm
to obtain the estimated means µ̃1, . . . , µ̃m. For each Si ∈ Lk, we set its value to ηi = µ̃Si =∑
j∈Si µ̃j/|Si|, which we call the estimated mean of Si. For any refinement Lk+1 of Lk, we
then let the estimated improvement potential of Lk+1 be










|T | · |U |
|Si| ·m
(µ̃T − µ̃U)2 (3.10)
For simplicity we denote φ(Lk+1, Si, T, U) and φ̃(Lk+1, Si, T, U) as φ(Lk+1) and φ̃(Lk+1),
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respectively. Our goal is to get a guarantee for err(Lk+1) is relative to err(Lk). Instead of
a guarantee on the actual error err, for which we would need to know the means of the
distributions, our guarantee is instead on a new quantity, err′, which we define to be the






j − η2i . Although err′(Si) is not equal to err(Si) when ηi 6= µS, err′(Si) converges
to err(Si) as ηi gets closer to µS (i.e., as more samples are taken). Similarly, the error
of k-segment approximation err′(Lk) converges to err(Lk). We show experimentally (see
Section 4.1) that optimizing for err′(Lk+1) gives us a good solution of err(Lk+1) itself.
To derive our guarantee on err′, we need one more piece of terminology. At iteration
(k + 1), we define T (I, η), where I = [p, q] and 1 ≤ p ≤ q ≤ m to be a boundary segment if
either p or q is a split group in Lk. In other words, at the iteration (k + 1), all the segments
in Lk and all the segments that may appear in Lk+1 after splitting a segment are called
boundary segments. Next, we show that if we estimate the boundary segments accurately,
then we can find a split which is very close to the best possible split.
Theorem 3.1. If for every boundary segment T of the k-segment approximation Lk, we
obtain an estimate µ̃T of the mean µT that satisfies |µ̃ 2T − µ 2T | ≤ εm6|T | , then the refinement
L†k+1 of Lk that maximizes the estimated value φ̃(L
†
k+1) will have error that exceeds the error
of the best refinement L∗k+1 of Lk by at most err′(L
†
k+1)− err′(L∗k+1) ≤ ε.




















Together this inequality, the identity err(Lk+1) = err(Lk) − φ(Lk+1), and the inequality
φ(Lk+1) ≤ φ(L†k+1) imply that
err′(L†k+1)− err′(L∗k+1) = φ(L∗k+1)− φ(L†k+1)
= φ(L∗k+1)− φ̃(L∗k+1) + φ̃(L∗k+1)− φ(L†k+1)
≤ φ(L∗k+1)− φ̃(L∗k+1) + φ̃(L†k+1)− φ(L†k+1)
=⇒ err′(L†k+1)− err′(L∗k+1) ≤ ε
(3.12)
Hence proved.
Determining the Sample Complexity: To achieve the guarantee for Theorem 3.1, we need to
retrieve a certain number of samples from each of the distributions D1, . . . , Dm. We now
describe our approach for drawing samples.
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from each distribution Di to satisfy the requirements of Theorem 3.1. (We
will define these parameters subsequently.) Thus, our sampling approach is remarkably
simple—and is essentially uniform sampling—plus, as we show in the next subsection, other
approaches cannot provide significantly better guarantees. What is not simple, however,
is showing that taking C samples allows us to satisfy the requirements for Theorem 3.1.
Another benefit of uniform sampling is that we can switch between showing our segment
approximations or showing the actual running estimates of each of the groups (as in online
aggregation [13])—for the latter purpose, uniform sampling is trivially optimal.
Justification. To justify our choice, we assume that the data is generated from a sub-
Gaussian distribution [44]. Sub-Gaussian distributions form a general class of distributions
with a strong tail decay property, with its tails decaying at least as rapidly as the tails of a
Gaussian distribution. This class encompasses Gaussian distributions as well as distributions
where extreme outliers are rare—this is certainly true when the values derive from real
observations that are bounded. We validate this in our experiments. In particular, any
Gaussian distribution with variance σ2 is sub-Gaussian with parameter σ2. Therefore, we
represent the distributions D1, . . . , Dm by m sub-Gaussian distributions with mean µi and
sub-Gaussian parameter σ.
Given this generative assumption, we can determine the number of samples required to
obtain an estimate with a desired accuracy using Hoeffding’s inequality [49]. Given m inde-



















Given Hoeffding’s inequality along with the union bound, we can derive an upper bound on
the number of samples we need to estimate the mean µi of each xi.
Lemma 3.1. For a fixed δ > 0 and a k-segment approximation of the distributions D1, . . . , Dm
represented by m independent random samples x1, . . . , xm with sub-Gaussian parameter σ2









samples uniformly from each xi, then
with probability at least 1− δ, |µ̃ 2T − µ 2T | ≤ εm6|T | for every boundary segment T of Lk.
Proof. Fix any boundary segment T contained in the segment S ∈ Lk. Then, we draw
samples xi,1xi,2, . . . , xi,C uniformly from xi ∈ T , then



















(xi,j − µi) (3.14)
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xi’s are sub-Gaussian random variables with parameter σ2. Therefore,
Pr
[












|µ̃T − µT | >
εm




























By the union bound, the probability that one of the 2m boundary segments has an inaccurate
estimate is at most δ. Hence proved.
Deriving a Lower bound: We can derive a lower bound for the sample complexity of any
algorithm for Problem 3.1:
Theorem 3.2. Say we have a dataset D of m groups with means (µ1, µ2, . . . , µm). Assume
there exists an algorithm A that finds a k-segment approximation which is ε-close to the




The theorem states that any algorithm that outputs a k-segment approximation of which is
ε-close to a dataset has to draw O(
√
k/ε2) samples from the dataset. To show this, at a high
level, we pick a dataset as the “hard case” and show that any algorithm that draws o(
√
k/ε2)
samples cannot estimate the means of the many of the segments accurately. Therefore, the
output has error more than ε.
Proof. Assume for contradiction that A uses o(kε2) samples. We build a datasets randomly
on m groups, namely D, and show that A cannot find ε-close k-segment approximations for
D with high probability, which contradicts our assumption.
Let ε′ be equal to 217ε. For sufficiently small ε, we can assume ε′ is at most 1/4. Without
loss of generality, assume k is even and m is a multiple of 3k/2. Otherwise, increase k and
m by adding dummy groups and this does not affect our calculation by more than constant
factors. We build D via the following process: First, we partition the m groups into k/2
segments. Each of the segments contains 2m/k groups and we define t to be a third of that
i.e. t := (2m)/(3k). In each segment, all the samples from the first t groups have a fixed
value 1/2− ε′. All the samples from the last t groups have a fixed value 1/2 + ε′. To decide
about the value of the samples from the middle groups, we randomly choose the mean p to
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be either 1/2− ε′ or 1/2 + ε′ each with probability a half. In particular, a sample from the
middle t groups is a Bernoulli random variable which is one (or zero) with probability p (or





Fixed dist. with value 1/2− ε′ if di/te = 1 (mod 3).
Bernoulli dist. with mean pd2i/ke if di/te = 2 (mod 3).
Fixed dist. with value 1/2 + ε′ if di/te = 0 (mod 3).
(3.16)
where p1, p2, . . . , pk/2 are k/2 random variables that are picked from {1/2−ε′, 1/2+ε′} each
with probability a half. It is not hard to see that any D is a k-flat segment approximation, so
the error of the optimal k-segment approximation is zero. Therefore, A outputs a segment
approximation, namely Lo, which is ε-close to the D with probability 2/3. For the segment
j, we define pj (respectively p̂j) to be the average mean of the middle t groups of the j-th
segment that D (respectively Lo) assigns to them. In other words, pj =
∑t
i=1D(3 (j− 1) t+
t+ i)/t (respectively p̂j =
∑t
































using the Cauchy-Schwarz inequality.
To reach a contradiction, we show that we cannot estimate many of the pj’s accurately.
Since we assumed that A draws o(k/ε2) samples, there are at least k/4 segments that o(1/ε2)
samples are drawn from. In the following lemma, we show that we cannot estimate p̂j’s in
these segments with high probability.
Lemma 3.2. Assume Algorithm B draws o(1/ε′2) samples from a distribution over {0, 1}
with an unknown bias p which is 1/2 + ε′ or 1/2 − ε′. B outputs p̂ as an estimation of p.
With probability at least 1/3, |p̂− p| ≥ ε′.
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Proof. We reduce the problem of estimating p, to the problem of distinguishing two distri-
butions D1 and D2 over {0, 1} which have average value of 1/2 + ε′ and 1/2− ε′ respectively.
The reduction goes as follows: Algorithm B′, runs B to find p̂. If p̂ is greater than 1/2,
then B′ outputs D1. Otherwise, it outputs D2. It is clear that B′ is correct if and only if
|p̂ − p| ≥ ε′. In Theorem 4.7, Chapter 4 of Yossef et al. [50], it has been shown that any
hypothesis tester that distinguishes between D1 and D2 with probability 2/3 must use at
least Ω(1/h2(D1, D2)) samples where h(D1, D2) is the Hellinger distance between D1 and
D2. The Hellinger distance between D1 and D2 over a finite set X (in our case X = {0, 1})






































Since B′ draws o(1/ε′2) samples, it cannot output the correct answer with probability
at least 2/3. Therefore, with probability at least 1/3, the error of p̂ is at least ε′. Hence
proved.
Let r be the number of segments j such that we draw o(1/ε2) samples from them but
















≤ e−k/48 ≤ 1
6
(3.19)
where the last inequality true for sufficiently large k. Thus, with probability 5/6 more than
k/12 has error of at least ε′. This implies that err(D,L0) ≥ ε′/216 > ε which contradicts
our assumption. Hence proved.
3.3.3 The ISplit Algorithm
We now present our incrementally improving visualization generation algorithm ISplit.
Given the parameters ε and δ, ISplit maintains the same guarantee of error (ε) in generating
the segment approximations in each iteration. Theorem 3.1 and Lemma 3.1 suffice to show
that the ISplit algorithm is a greedy approximator, that, at each iteration identifies a segment
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approximation that is at least ε close to the best segment approximation for that iteration.
Data: Xa, Y, δ, ε
1 Start with the 1-segment approximator L = (L1).
2 for k = 2, . . . ,m do
3 Lk−1 = (S1, . . . , Sk−1).
4 for each Si ∈ Lk−1 do
5 for each group q ∈ Sp do
6 Draw C samples uniformly. Compute mean µ̃q
end






8 Find (T, U) = argmaxi;T,U⊆Si
|T |·|U |
|Si|·m (µ̃T − µ̃U)
2.
9 Update Lk+1 = S1, . . . , Si−1, T, U, Si+1, . . . , Sk.
end
Algorithm 3.1: ISplit
The parameter ε is often difficult for end-users to specify. Therefore, in IncVisage, we al-
low users to instead explicitly specify an expected time budget per iteration, B—as explained
in Section 3.2.3, the number of samples taken determines the time taken per iteration, so we
can reverse engineer the number of samples from B. So, given the sampling rate f of the
sampling engine (see Section 3.2.1) and B, the sample complexity per iteration per group
is simply C = B × f/m. Using Lemma 3.1, we can compute the corresponding ε. Another
way of setting B is to use standard rules of thumb for interactivity (see Section 3.2.3).
3.3.4 Tuning ε Across Iterations
So far, we have considered only the case where the algorithm takes the same number
of samples C per group across iterations and does not reuse the samples across different
iterations. For any given iteration, this provides us with an ε-guarantee for the error relative
to the best segment approximation. If we instead reuse the samples drawn in previous








, where k C is the total number of
samples drawn so far. Therefore, the decrease in the error up to iteration k, εk, from the
error up to iteration (k− 1), εk−1, is
√
(k − 1)/k, where εk =
√
(k − 1)/k εk−1. This has the
following effect: later iterations both take the same amount of time as previous ones, and
produce only minor updates of the visualization.
Sampling Approaches. This observation indicates that we can obtain higher interactivity
with only a small effect on the accuracy of the approximations by considering variants of the
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Approach Decrease parameter Tk Error Interactivity
















2k′2 − 3k′ + 1− 3mk′ + 3m
]













Constant Sampling α = 1, or β = 0 kN1 A·HmN1
N1 (m+1)
2
All-upfront — Tk=1 = N1 and Tk>1 = 0 A·mN1 mN1
Table 3.1: Expressions for error and interactivity for different sampling approaches. Here,








algorithm that decrease the number of samples across iterations instead of drawing the same
number of samples in each iteration. We consider three natural approaches for determining
the number of samples we draw at each iteration: linear decrease (i.e., reduce the number
of samples by β at each iteration), geometric decrease (i.e., divide the number of samples
by α at each iteration), and all-upfront (i.e., non-interactive) sampling. To compare these
different approaches to the constant (uniform) sampling approach and amongst each other,
we first compute the total sample complexity, interactivity, and error guarantees of each
of them as a function of their other parameters. Letting Tk denote the total number of
samples drawn in the first k iterations, the interactivity of a sampling approach defined in




, where k′ is the number of iterations we take
non-zero samples. The error guarantees we consider are, as above, the average error over all




























We provide evidence that the estimated err and λ are similar to err and λ on real datasets
in Section 4.1.5. We are now ready to derive the expressions for both error and interactivity
for the sampling approaches mentioned earlier.
Expressions for Error and Interactivity: In this section we derive the analytical expressions
of both interactivity and error for all of these four approaches (see Table 3.1). In particular,
for succinctness, we have left the formulae for Error for geometric and linear decrease as
is without simplification; on substituting Tk into the expression for Error, we obtain fairly
complicated formulae with dozens of terms, including multiple uses of the q-digamma func-
tion Ψ [52]—for the geometric decrease case, the Euler-Mascheroni constant [53]—for the
linear decrease case, and the Harmonic number Hm—for the constant sampling case.
Constant sampling. The constant sampling approach is the one described above where
we draw N1 samples in the first iteration and in all subsequent iterations as well. We denote
this approach by UN1 . With this approach, the total number of samples drawn in the first
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Linear decrease. In the linear decrease approach, we draw N1 samples in the first iteration,
and draw Nk = Nk−1 − β samples for some fixed parameter β ≥ 0 in each subsequent
iterations. We denote this sampling approach by LN1,β. The total number of samples drawn
in the first k iterations of this approach is T (LN1,β)k =
∑k
i=1Ni = N1k− k (k−1)β2 . The guarantee
on the average error per iteration for this approach is
err(LN1,β) =
288 a σ2 (α− 1)
(
−Ψ(0)(m− 2N1/β)Ψ(0)(−2N1/β) + Ψ(0)(m+ 1) + γ
)







where the Ψ(n)(x) is the nth derivative of the digamma function [52] and γ is the Euler-









(N1 − β(k − 1)) · (m− k + 1)
k′










2k′2 − 3k′ + 1− 3mk′ + 3m
]
(3.24)
Geometric decrease. In the geometric decrease approach, we draw N1 samples in the first
iteration and draw Nk = Nk−1/α samples for some fixed parameter α > 1 in each subsequent
iterations. We denote this sampling approach by GN1,α. This approach draws Nk =
N1
αk−1




αk−1(α−1) samples in the first
k iterations. The error guarantee of this approach is
err(GN1,α) =










































′+1 − α(k′ + 1) + k′
αk′−1(α− 1)2 .
(3.26)









All-upfront. Finally, the (non-interactive) all-upfront sampling approach is the one where
we draw N1 samples in the first iteration and no samples thereafter. Let (AUN1) denote
this sampling approach. For any k ≥ 1, the total sample complexity of this approach is
T
(AUN1 )
















Comparing the Sampling Approaches: We now compare different sampling approaches based
on the expressions of error and interactivity obtained in Section 3.3.4. We show that among
the four sampling approaches, geometric decrease is the most desirable approach in order to
optimize for both error and interactivity. To do so, we first discount the all-upfront sampling
approach by showing that this approach has a strictly worse error guarantee than constant
sampling—the sampling approach proposed in Section 3.3.4. We then obtain the optimal
values in terms of interactivity for the decrease parameter of the geometric (α) and linear
(β) decrease approaches. Furthermore, we show that given the initial number of samples,
the interactivity of geometric decrease approach with the optimal decrease parameter is
strictly better than the interactivity of the linear decrease and constant sampling approaches.
Finally, we suggest a theoretically optimal range of the geometric decrease parameter that
leads to a pareto frontier along which users can optimize for either error or interactivity.
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All-upfront vs. Constant Sampling. Clearly, if we compare all-upfront sampling with
the constant sampling approach with the same number of initial samples N1, then the con-
stant sampling approach has smaller error. In fact, more is true: even if we allow the
all-upfront to take more samples in the initial iteration so that it has the same interactivity
measure as the constant sampling approach, it still has a strictly worse error guarantee.
Theorem 3.3. If for a setting of parameters, a constant sampling approach and an all-
upfront sampling approach have the same interactivity, then the error of constant sampling
is strictly less than the error of all-upfront sampling.
Proof. Assume that we have two sampling approaches AUN1 and UN ′1 with the same inter-
activity. Thus, we have the following relationship between N1 and N ′1
mN1 = λ




N ′1 (m+ 1)
2
≤ mN ′1 (3.30)





















Note that Hm = O(log n). Hence, given the same interactivity, the non-incremental
sampling has a large error compare to the uniform sampling. Hence proved.
Optimal interactivity and decrease parameters. We now show that for both linear and
geometric decrease approaches, the optimal interactivity is obtained for an explicit choice of
decrease parameter that depends only on the initial number of samples and the total number
of iterations. To do so, we prove the following two lemmas (lemma 3.3 and 3.4).
Lemma 3.3. In geometric sampling with a fixed N1, α∗ = (N1 − 1)1/(m−1) has the optimal
interactivity and it has smaller error than all of the geometric sampling approaches with
α > α∗.
Proof. If α > α∗, it is clear that we do not draw any sample at the last iteration, and



















α−m (αm (2− (m− 1)(α− 1)))− (α− 1)(m+ 1)− 2)
(α− 1)3 (3.34)
By writing the binomial approximation for αm = (1 − (1 − α))m. It is not hard to see
that the derivative is negative for α ≥ 1 for sufficiently large m. Therefore, λ(GN1,α)(α∗) is
the minimum among all α’s in (1, α∗].
For α > α∗, we stop sampling after k′ = logN1
logα
iterations. By replacing k′ in the inter-
activity formula we can obtain an expression for λ(GN1,α). On examining the derivative we
find out that λ(GN1,α) is again an increasing function of α. Therefore, α∗ has the optimal
interactivity.
Now, we show that GN1,α∗ has smaller error compared to GN1,α for α > α∗. Suppose











Thus, for any k ∈ [m], T (GN1,α)k ≤ T
(GN1,α∗ )
k . Therefore, we can see that the error of the

























=⇒ err(GN1,α∗ ) = err(GN1,α).
(3.36)
Hence proved.
Lemma 3.4. In linear sampling with a fixed N1, β∗ = (N1 − 1)/(m − 1) has the optimal
interactivity and it has strictly smaller error than all of the linear sampling approaches with
β > β∗.
Proof. To compute the interactivity of the linear decrease approach, first we need to find k′
based on β. If the sampling lasts for m iterations, we draw at least one sample in the last
iteration. In other words, N1−(m−1)β is at least one. Therefore, β ≤ β∗ = (N1−1)/(m−1)













For sufficiently large m, λ(LN1,β) is decreasing with respect to β. Therefore, β∗ has the
optimal interactivity among β’s in [0, β∗].
For β > β∗, we stop sampling after k′ = N1
β

















is positive and this function is increasing with respect
to β. Therefore, β∗ has the optimal interactivity among β’s in [β∗, β]. Hence β∗ has the
optimal interactivity.
Now, we show that LN1,β∗ has smaller error compared to LN1,β for β > β∗. Suppose β > β∗.
It is clear that
N
(LN1,β)
k = N1 − (k − 1)β ≤ N1 − (k − 1)β∗ = N
(LN1,β∗ )
k . (3.39)
Thus, for any k ∈ [m], T (LN1,β)k ≤ T
(LN1,β∗ )
k . Therefore, we can easily see error of the LN1,β∗

























=⇒ err(LN1,β∗ ) = err(LN1,β)
(3.40)
Hence proved.
Next, we show that given the initial samples N1, geometric decrease has the optimal
interactivity among the three interactive approaches (linear decrease and constant sampling
being the other two).
Optimal Interactivity Given N1. Our experimental results in Section 4.1.4 suggests
that the geometric decrease approach with the optimal choice of parameter α∗ has better
error than not only the all-upfront approach but the linear decrease and constant sampling
approaches as well. This remains an open question, but when we fix the initial sample
complexity N1 (which is proportional to the bound on the maximum time taken per iteration
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as provided by the user), we can show that geometric decrease with the right choice of
parameter α does have the optimal interactivity among the three interactive approaches.
Theorem 3.4. Given N1, the interactivity of geometric decrease with parameter α∗ = (N1−
1)1/(m−1) is strictly better than the interactivity of any linear decrease approach and constant
sampling.
Proof. By Lemma 3.4, for a fixed N1, the interactivity of LN1,β is minimum at β∗ = (N1 −
1)/(m− 1). In addition, the uniform sampling approach is a special case of linear decrease
sampling approach when β is zero, and therefore has worse interactivity compared to LN1,β∗ .
Thus, it suffices to compare the interactivity of LN1,β∗ and GN1,α∗ to conclude the theorem.
First, we prove that N
(LN1,β∗ )





∗)k−1 is a upward
convex function with respect to k. Thus, the line segment between any two points of this
function lies above it. This sampling approach takes N1 samples in the first iteration and
one sample in iteration m. Thus, N
(GN1,α∗ )
k is below the segment that connects (1, N1) and
(m, 1). On the other hand N
(LN1,β∗ )
k = N1 − (k − 1)β∗ is a linear function of k. Also, LN1,β∗
takes N1 samples in the first iteration and one sample in iteration m. Thus, N
(LN1,β∗ )
k is on
the segment (1, N1) and (m, 1). Therefore, N
(LN1,β∗ )
k is at least N
(GN1,α∗ )
k and the equality






k (m− k + 1)
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Therefore, the geometric decrease sampling approach, GN1,α∗ , has better interactivity than
the interactivity of any linear decrease sampling method.
In Lemma 3.3, we prove that for fixed N1 λ(GN1,α)(α∗) is the minimum among all α’s
in (1, α∗]. Now, constant sampling is a special case of geometric decrease with parameter
α = 1. Therefore, given N1, the geometric decrease sampling approach, GN1,α∗ , has better
interactivity than the interactivity of the constant sampling approach. This completes our
proof.
Next, we discuss how the optimal decrease parameter α∗ contributes to a knee shaped
error-interactivity trade-off curve.
Optimal α and Knee Region. As shown in Lemma 3.3, given N1, we can compute
the optimal decrease parameter α∗, such that any value of α > α∗ results in higher error
and lesser interactivity (higher λ). This behavior results into the emergence of a knee
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region in the error-interactivity curve which is confirmed in our experimental results (see
Section 4.1.4). Essentially, starting from α = 1 any value α ≤ α∗ has smaller error than any
value α > α∗. Therefore, for any given N1 there is an optimal region [1, α∗]. For example, for
N1 = 5000, 25000, 5000, and 10000, the optimal range of α is [1, 1.024], [1, 1.028], [1, 1.03],
and [1, 1.032], respectively. By varying α along the optimal region one can either optimize
for error or interactivity. For example, starting with α = 1 as α→ α∗ we trade accuracy for
interactivity.
3.3.5 Releasing the Refinement Restriction: DPSplit
In this section, we present an incremental visualization generation algorithm for trend-
lines, DPSplit. At each iteration k, DPSplit generates the entire k-segment approximation—
releasing the refinement restriction. The algorithm works as follows: Given the task of
approximating the distributions D1, . . . , Dm, at each iteration k, DPSplit draws samples
uniformly from each group (as in ISplit) and then computes the `2-squared error of all pos-
sible k-segment approximations that can be generated. DPSplit then chooses the k-segment
approximation that yields the least error to be output. Therefore, instead of refining the
(k − 1)-segment approximation, DPSplit computes the k-segment approximation based on
the improved estimates of the means µ1, . . . , µm of the distributions obtained at iteration k.
We use the same notion of error of a segment err(Si) (Equation 3.5) as ISplit. We represent
the error of a segment approximation that approximate the distributions Dp, . . . , Dq with
k-segments as err(L[p,q], k). For ISplit, err(Lk) = err(L[1,m], k).
Data: Xa, Y, δ, ε
1 Start with the 1-segment approximation: ∀i∈[1,m]D(i, 1) = err(L[1,i], 1) and
P (i, 1) = −1. Set L = (L1)
2 for k = 2, . . . ,m do
3 for i = 1, . . . ,m do
4 for j = 2, . . . , k and j ≤ i do
5 D(i, j) = argmaxp∗∈[1,i−1]D(p
∗, j − 1) + err(S([p∗ + 1, i], η))
6 P (i, j) = p∗ such that D(i,j) is minimized
end
end
7 Recursively construct Lk by traversing P starting from P (m, k)




DPSplit maintains a m×k Dynamic Programming (DP) table D where each entry D(i, j)
corresponds to the error, err(L[1,i], j) of the j-segment approximation of the distributions
D1, . . . , Di. DPSplit also maintains another m × k table P , where each entry P (i, j) cor-
responds to the split group that minimizes the error corresponding to D(i, j). Given m
distributions, at each iteration k, all the entries from D(1, 1) to D(m, k) are updated, i.e.,
the error of the segment approximation is recomputed based on the new samples drawn from
the distributions. In the final iteration k = m, the entire table is updated. Therefore, the
time complexity of DPSplit is O(m× k2) even though the samples taken in each iteration is
the same as ISplit.
3.3.6 Extensions
The incrementally improving visualization generation algorithm described previously for
simple queries with the AVG aggregation function can also be extended to support aggrega-
tions such as COUNT and SUM, as well as additional predicates (via a WHERE clause).
The COUNT Aggregate Function: Given that we know the total number of tuples in the
database, estimating the COUNT aggregate function essentially corresponds to the problem
of estimating the fraction of tuples τi that belong to each group i. Formally, τi = ni∑m
j=1 nj
when nj is the number of tuples in group j. We focus on the setting below when we only use
our bitmap index. We note that approximation techniques for COUNT queries have also
been studied previously [29, 30, 31], for the case when no indexes are available. As we see
below, we will also use the COUNT estimation as a subroutine for incrementally improving
approximations to the SUM function in the setting where we don’t know the group sizes.
Approach. Using our sampling engine, we can estimate the fractions τi by scanning the
bitmap index for each group. When we retrieve another sample from group i, we can also
estimate the number of tuples we needed to skip over to reach the tuple that belongs to
group i—the indices allow us to estimate this information directly, providing us an estimate
for τi, i.e., τ̃i.
Theorem 3.5. With an expected total number of samples Ccount = m + dγ−2 ln(2m/δ)/2e,
the τ̃i,∀i can be estimated to within a factor γ, i.e., |τ̃i − τi| ≤ γ holds with probability at
least 1− δ.
Essentially, the algorithm takes as many samples from each group until the index of the
sample is ≥ dγ−2 ln(2m/δ)/2e. We show that overall, the expected number of samples is
bounded above by Ccount. Since this number is small, we don’t even need to incrementally
estimate or visualize COUNT.
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Proof. To show this, we use repeated applications of Hoeffding’s inequality and union bound,
along with the analysis of a Bernoulli trial. Let θi,j be the index of the j-th sample from
group i. Another way of interpreting θi,j is that among the first θi,j items in the dataset, j
of them were from group i. This is equivalent to drawing θi,j samples in the bitmap where
only j of them are from the group i. Thus, j/θi,j is an unbiased estimate for τi. Using the








≤ 2e−2γ2θi,j ≤ δ
m
(3.42)
whenever θi,j is greater than or equal to θ0 = dγ−2 ln(2m/δ)/2e. Therefore, if the θi,j’s are
big enough, we can assume we have a good estimation of τi’s with probability 1− δ.
In this approach, we do not query the dataset. However, we query the bitmap index. To
reach θi,j that is greater than θ0, we query the bitmap index to obtain θi,1, θi,2, . . . , θi,j until
we see θi,j which is at least θ0. Here, we compute the expected value of the number of queries
where each query is a Bernoulli trial. We define a Bernoulli trial as follows: we draw an
item from the dataset if the item belongs to group i then it is a success. Otherwise, it is a
failure. We know that among the first θi,j−1, j − 1 of them were successful. Thus, we have
E[j] = E[j − 1] + 1 ≤ E[#success in θ0 trials] + 1 = τiθ0 + 1 (3.43)
Therefore, for m groups, the expected number of queries to the bitmap index
Ccount = θ0 +m = m+ dγ−2 ln(2m/δ)/2e (3.44)
Hence proved.
The SUM Aggregate Function: The problem of obtaining the segment approximations for
SUM is similar to the AVG case—at each iteration (k + 1), a segment is split into two new
segments to obtain the k+ 1-segment approximation Lk+1 such that the estimated improve-
ment potential is maximized. For the SUM problem, we define the estimated improvement
potential as φ̃+. In the online sampling scenario, we again obtain a guarantee for the empiri-
cal error of the k-segment approximation for SUM, err′+. There are two settings we consider
for the SUM aggregate function: when the group sizes (i.e., the number of tuples in each
group) are known, and when they are unknown. For both cases we show that if we estimate
the boundary segments accurately, then we can find a split which is very close to the best
possible split. At iteration (k + 1), we define T (I, η), where I = [p, q] and 1 ≤ p ≤ q ≤ m
to be a boundary segment if either p or q is a split group in Lk (see Section 3.3.2).
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Known Group Sizes. A simple variant of Algorithm 3.1 can also be used to approximate
SUM in this case. Let ni be the size of group i and κ = maxj nj. As in the original setting,
the algorithm computes the estimate µ̃i of the average of the group. Then s̃i = ni µ̃i is an
estimate on the sum of each group i, namely si, that is used in place of the average in the
rest of the algorithm. We have:





e samples from group i. Then, the
refinement L†k+1 of Lk that maximizes the estimated improvement potential φ̃
+(L†k+1) will




Proof. Fix any boundary segment T in Lk. Then, we draw xi,1, xi,2, . . . , xi,Ci from the groups
i ∈ T . It is not hard to see






























If xi,j is a sub-Gaussian random variable with parameter σ2, then ni xi,j/Ci is a sub-


















































































Therefore, for every boundary segment T of the k-segment approximation Lk, we obtain
an estimate s̃T of the mean sT that satisfies |s̃2T − s2T | ≤ εκ
2m
6|T | . Hence proved.
By replacing C with Cq in line 6 of Algorithm 3.1 and substituting the calculations for
mean of groups and boundary segments to their respective sums, we obtain our incrementally
improving visualization generation algorithm for SUM with known group sizes case. Note
that here we have εκ2 instead of ε: while at first glance this may seem like an amplification
of the error, it is not so: first, the scales are different—and visualizing the SUM is like
visualizing AVG multiplied by κ—an error by one “pixel” for the former would equal κ times
the error by one “pixel” for the latter but are visually equivalent; second, our error function
uses a squared `2-like distance, explaining the κ2.
Unknown Group Sizes. For this case, we simply employ the known group size case, once
the COUNT estimation is used to first approximate the τi with γ = ε/24a. The task of
approximating the SUM aggregate function when we do not know the size of each group can
be completed by combining the algorithmic tools described in earlier sections. Specifically,
we can use the approach described in the COUNT section to first approximate the size of
each group. We can then modify the Algorithm 3.1 for approximating the AVG function to
show the fractional sum. Since we have s̃i = τ̃iµ̃iκt, where κt denotes the total number of
items:
∑m
i=1 ni , it suffices to run our Algorithm 3.1 for visualizing the τiµi and multiply all
of them by κ2t . Therefore, we state the following theorem:





e samples from group i. Then, the
refinement L†k+1 of Lk that maximizes the estimated φ̃
+(L†k+1) will have error that exceeds
the error of the best refinement L∗k+1 of Lk by at most err′ + (L
†
k+1)− err′ + (L∗k+1) ≤ εκ2t .
Proof. Fix any boundary interval T in Lk. Then, we draw xi,1, xi,2, . . . , xi,C from the groups
i ∈ T . It is not hard to see


































































Now, we show that each of the term above are less than εmκt/(24a|T |). If xi,j is a
sub-Gaussian random variable with parameter σ2, then τ̃i xi,j/Ci is a sub-Gaussian random






























Thus, the above expression is true for all T with probability 1− δ/2. Then, the first term
in the previous equation is at most εmκt/(24a|T |). Let γ = ε/(24a). Using the algorithm
explained for estimating τi in the COUNT section, with the right set of parameter, one can
assume with probability 1− δ/2, |τ̃i− τi| is at most γ. Thus, with probability 1− δ, s̃T − sT
is at most εκt/(12a). Thus, we have






Therefore, for every boundary segment T of the k-segment approximation Lk, we obtain




Similar to the known group sizes case, by replacing C with Cq in line 6 of Algorithm 3.1 and
substituting the calculations for mean of groups and boundary segments to their respective
sums, we obtain our incrementally improving visualization generation algorithm for SUM
with unknown group sizes case.
Selection Attributes: Consider the following query:
SELECT Xa, AVG(Y) FROM R GROUP BY Xa ORDER BY Xa WHERE Pred
Here, we may have additional predicates on Xa or some other attributes. For instance, we
may want to view the average delay of all flights landing in ORD airport on December 22nd.
Our algorithms still work even if we have selection predicates on one or more attributes, as
long as we have an index on the group-by attribute. The sampling engine’s bitmap indexes
allow us to retrieve, on demand, tuples that are from any specific group i that satisfy the
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selection conditions specified, by using appropriate AND and OR operators [45]. Next, we
discuss the visualization generation approach for heatmaps.
3.4 VISUALIZATION ALGORITHMS: HEATMAPS
In this section, we build up our solution to the incrementally improving visualization
generation algorithm for heatmaps, ISplit-Grid and present the major ideas, concepts and
proofs required to explain the algorithm.
3.4.1 Case 1: The Ideal Scenario
We first consider the ideal scenario when the means of the distributions are known (see
Section 3.3.1. In the context of heatmaps, when the means of the distributions are known,
the task reduces to identifying the block βi, splitting which will minimize the bk+1-block
approximation Mk+1. We now dive straight into the definition of the `2-squared error of
a block. The `2 squared error of a block βi (Ii × Ji, ηi), where Ii = [p, q], Ji = [r, s]
(1 ≤ p ≤ q ≤ m and 1 ≤ r ≤ s ≤ n), approximating the distributions Dp,r, . . . , Dq,s with
means µp,r, . . . , µq,s is
err(βi) =
1





(µj,j′ − ηi)2 =
1







For the ideal scenario, we can rewrite the expression for err(βi) as
err(βi) =
1





µ2j,j′ − µ2βi (3.53)





|βIi | × |βJi |
mn
err(βi) (3.54)
Now, let’s assume Mk+1 is obtained by splitting a block βi ∈ Mk into four blocks T , U ,
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V , and W . Then, the error of Mk+1 is
err(Mk+1) = err(Mk)+
|βIi | × |βJi |
mn
µ2βi−
|T I ||T J |
m
µ2T−
|U I ||UJ |
mn
µ2U−
|V I ||V J |
mn
µ2V−




We use the above expression to define the notion of improvement potential for heatmaps.
The improvement potential of a block βi ∈ Mk is the minimization of the error of Mk+1
obtained by splitting βi into T ,U ,V and W .
Thus, the improvement potential of block βi relative to T ,U ,V and W is
∆(βi, T, U, V,W ) =
|T I ||T J |
mn
µ2T +
|U I ||UJ |
mn
µ2U +
|V I ||V J |
mn
µ2V +
|W I ||W J |
mn
µ2W −




Now, The split group combination maximizing the improvement potential of βi, minimizes




∆(βi, T, U, V,W ) (3.57)
Lastly, we denote the improvement potential of a given Mk+1 by φ(Mk+1, βi, T, U, V,W ),
where φ(Mk+1, βi, T, U, V,W ) = ∆(βi, T, U, V,W ). Therefore, the maximum improvement
potential of Mk+1, φ?(Mk+1) = maxβi⊆Mk ∆?(βi). When the means of the distributions are
known, at iteration (k+1), the optimal algorithm simply selects the refinement corresponding
to φ?(Lk+1), which is the block approximation with the maximum improvement potential.
3.4.2 Case 2: The Online-Sampling Scenario
In the online sampling scenario, the means of the distributions are unknown. Similar to
trendlines, we describe our approach for selecting a refinement at a single iteration assuming
samples have already been drawn from the distributions. Then, we describe our approach
for selecting samples.
Selecting the Refinement Given Samples: In the online sampling scenario, we define a new
notion of error err′ and optimize for that error (see Section 3.3.2). Since, we draw samples
from the distributions, we can obtain the estimated improvement potential as
φ̃(Mk+1, βi, T, U, V,W ) =
|T I ||T J |
mn
µ̃2T +
|U I ||UJ |
mn
µ̃2U +




|W I ||W J |
mn
µ2W −




At iteration (k + 1), all the blocks in Mk and all the segments that may appear in Mk+1
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after splitting a block are called boundary blocks. In the following theorem, we show that if
we estimate the boundary blocks accurately, then we can find a split which is very close to
the best possible split. We can prove the following for heatmaps:
Theorem 3.8. If for every boundary block T of the bk-block approximation Mk, we obtain
an estimate µ̃T of the mean µT that satisfies |µ̃2T − µ2T | ≤ εmn10|T I ||TJ | , then the refinement M
†
k+1
of Mk that minimizes the estimated error ẽrr(M †k+1) will have error that exceeds the error of
the best refinement M∗k+1 of Mk by at most err(M
†
k+1)− err(M∗k+1) ≤ ε





We can obtain this inequality by using the expression for φ̃(Mk+1) and φ(Mk+1), and
substituting the terms like |µ̃2T − µ2T | with εmn10|T I ||TJ | . Together this inequality, the identity
err(Mk+1) = err(Mk)− φ(Mk+1), and the inequality φ(Mk+1) ≤ φ(M †k+1) imply that
err′(M †k+1)− err′(M∗k+1) = φ(M∗k+1)− φ(M †k+1)
= φ(M∗k+1)− φ̃(M∗k+1) + φ̃(M∗k+1)− φ(M †k+1)
≤ φ(M∗k+1)− φ̃(M∗k+1) + φ̃(M †k+1)− φ(M †k+1)
=⇒ err′(M †k+1)− err′(M∗k+1) ≤ ε
(3.60)
Determining the Sample Complexity: To achieve the error guarantee for Theorem 3.8, we
need to retrieve a certain number of samples from each of the distributions D1,1, . . . , Dm,n.
Similar to trendlines, we again assume that the data is generated from a sub-gaussian distri-
bution. Given the generative assumption, we can determine the number of samples required
to obtain an estimate with a desired accuracy using Hoeffding’s inequality [49] which leads
us to the following Lemma:
Lemma 3.5. For a fixed δ > 0 and a bk-block approximation of the distributions D1,1, . . . , Dm,n
represented by m×n independent random samples x1,1, . . . , xm,n with sub-Gaussian parame-









samples uniformly from each
xi,j, then with probability at least 1− δ, |µ̃ 2T − µ 2T | ≤ εmn10|T I ||TJ | for every boundary block T of
Mk.
Proof. Fix any boundary block T contained in the block βi ∈ Lk. Then, we draw samples
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xi,j,1, xi,j,,2, . . . , xi,j,,C uniformly from xi,j such that xi ∈ T I and xj ∈ T J , then
µ̃T − µT =
1















µ̃T − µT =
1







(xi,j,g − µi,j) (3.62)
xi,j’s are sub-Gaussian random variables with parameter σ2. Therefore,
Pr
[






|µ̃T − µT | (µ̃T + µT ) >
εmn




|µ̃T − µT | >
εmn































By the union bound, the probability that one of the 2mn boundary segments has an inac-
curate estimate is at most δ. Hence proved.
3.4.3 The ISplit-Grid Algorithm
Given the claims in the previous sections, we now present our incrementally improving
visualization generation algorithm for heatmaps ISplit-Grid. Given the parameters ε and δ,
ISplit-Grid maintains the same guarantee of error (ε) in generating the segment approxi-
mations in each iteration. Theorem 3.8 and Lemma 3.5 suffice to show that the ISplit-Grid
algorithm is a greedy approximator, that, at each iteration identifies a segment approxima-
tion that is at least ε close to the best segment approximation for that iteration.
3.5 INCVISAGE SYSTEM ARCHITECTURE
Figure 3.1 depicts the overall architecture of IncVisage. The IncVisage client is a
web-based front-end that captures user input and renders visualizations produced by the
IncVisage back-end. The IncVisage back-end is composed of three components: (A) a
query parser, which is responsible for parsing the input query QT or QH (see Section 3.2.1),
53
Data: Xa, Xb, Y, δ, ε
1 Start with the 1-block approximator M = (M1).
2 for k = 2, . . . ,m do
3 Mk−1 = (β1, . . . , βk−1).
4 for each βi ∈Mk−1 do
5 for each group combination xq,r ∈ βp do
6 Draw C samples uniformly. Compute mean µ̃q,r
end









8 Find (T, U, V,W ) = argmaxp∗;T,U,V,W⊆βp∗






|V I ||V J |
mn
µ2V +









9 Update Mk+1 = β1, . . . , βi−1, T, U, V,W, βi+1, . . . , βk.
end
Algorithm 3.3: ISplit-Grid
(B) a view processor, which executes ISplit (see Section 3.3), and (C) a sampling engine
which returns the samples requested by the view processor at each iteration. As discussed
in Section 3.2.1, IncVisage uses a bitmap-based sampling engine to retrieve a random
sample of records matching a set of ad-hoc conditions. The sampling engine is the same as
the sampling engine used in IFOCUS [15]. At the end of each iteration, the view processor
sends the visualizations generated to the front-end encoded in json. To reduce the amount
of json data transferred, only the changes in the visualization (i.e., the refinements) are
communicated to the front-end. The front-end then parses the data and generates the
visualization.
The front-end is responsible for capturing user input and rendering visualizations gen-
erated by the IncVisage back-end. The visualizations (i.e., the segment approximations)
generated by the back-end incrementally improve over time, but the users can pause and
replay the visualizations on demand.
Figure 3.2 depicts the web front-end for IncVisage comprising four parts: (A) a query
builder used to formulate queries based on user input; (B) a visualization display pane;
(C) a play bar to interact with the incrementally improving visualization being generated
by allowing users to pause the visualization generation or rewind to older iterations (i.e.,
previous segment approximations), and (D) a snapshot pane for saving the image of the
current iteration or segment approximation being viewed in case the user wants to compare
the current visualization with future ones and identify the differences. There is an additional
color legend (E) for heatmaps to allow users to interpret the values of the different heatmap
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Figure 3.1: IncVisage Architecture
Figure 3.2: Front End
blocks. For the user study described in Section 4.2, we additionally added a question-answer
module (F) to the front-end for submitting answers to the user study questions and also for
displaying the points (i.e. the score) obtained by the user.
Summary. In this chapter, we explained the sampling based visualization generation al-
gorithms ISplit and ISplit-Grid that IncVisage uses to display incrementally improving
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trendline and heatmap visualizations, respectively. Moreover, we discussed the associated
theoretical guarantees and proofs. Finally, we presented the IncVisage system architec-
ture and front-end design. In the next chapter, we evaluate the effectiveness of our proposed
approach via a number of performance experiments and another user study.
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Chapter 4: Evaluation of Incremental Visualization Interfaces
In this chapter, we compare the performance of IncVisage’s core algorithm, ISplit, with
baselines and traditional approaches. We then discuss the results of another user study that
we conducted to evaluate whether users are able to make effective decisions with incremen-
tally improving visualizations relative to baselines.
4.1 EVALUATION: ALGORITHMS
We evaluate our algorithms on three primary metrics: the error of the visualizations, the
degree of correlation with the “best” algorithm in choosing the split groups, and the runtime
performance.
Algorithms Tested. Each of the incrementally improving visualization generation algo-
rithms that we evaluate performs uniform sampling, and take either B (time budget) and
f (sampling rate of the sampling engine) as input, or ε (desired error threshold) and δ (the
probability of correctness) as input, and in either case computes the required N1 and α. The
algorithms are as follows:
ISplit: At each iteration k, the algorithm draws Nk
m
samples uniformly from each group,
where Nk is the total number of samples requested at iteration k and m is the total number
of groups. ISplit uses the concept of improvement potential (see Section 3.3 in Chapter 3)
to split an existing segment into two new segments.
RSplit: At each iteration k, the algorithm takes the same samples as ISplit but then selects
a segment, and a split group within that, all at random to split. Our goal in including this
algorithm is to evaluate whether the improvement potential based approach can generate
visualizations with lower error compared to the random choices.
ISplit-Best: The algorithm simulates the ideal case where the mean of all the groups are
known upfront (see Section 3.3.1 in Chapter 3). The visualizations generated have the
lowest possible error at any given iteration (i.e. for any k-segment approximation) among
approaches that perform refinement of previous approximation. We include this algorithm
to measure how close the error of ISplit is to the lowest possible error when the iterative
refinement constraint is respected.
DPSplit: At a high level, at each iteration k, this algorithm takes the same samples as
ISplit, but instead of performing refinement, DPSplit recomputes the best possible k-segment
approximation using dynamic programming. We include this algorithm to measure the
impact of the iterative refinement constraint. There are two reasons why this algorithm
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is not preferred: the visualizations change drastically in each iteration, and the dynamic
programming computation can be extremely costly online.
DPSplit-Best: This algorithm simulates the case where the means of all the groups are known
upfront, and the same approach for producing k-segment approximations used by DPSplit
is used. The visualizations generated have the lowest possible error among the algorithms
mentioned above since they have advance knowledge of the means, and do not need to obey
iterative refinement.
Name Description #Rows Size (GB) E U
Sensor Intel Sensor dataset Berkeley Research lab [54] 2.2M 0.73 X
FL US Flight dataset [55] 74M 7.2 X X
T11 2011 NYC taxi trip data for 2011 [56] 170M 6.3 X
T12 2012 NYC taxi trip data for 2012 [56] 166M 4.5 X
T13 2013 NYC taxi trip data for 2013 [56] 166M 4.3 X
WG Weather data of US cities from 1987–2015 [57] 415M 27 X
Table 4.1: Datasets Used for the Experiments and User Studies. E = Experiments and U =
User Studies (Section 2.3 in Chapter 2 and Section 4.2).
Datasets and Queries. The datasets used in the performance evaluation experiments and
the user studies (Section 2.3 in Chapter 2 and Section 4.2) are shown in Table 4.1 and are
marked by ticks (X) to indicate where they were used. For the US flight dataset, we show
the results for the attribute Arrival Delay (FLA) and Departure Delay (FLD). For all three
years of the NYC taxi data, we present the results for the attribute Trip Time. For the
weather dataset, we show results for the attribute Temperature. For all the datasets, we
remove the outliers. To verify our sub-Gaussian assumption, we generated a Q-Q plot [58] for
each of the selected attributes to compare the distributions with Gaussian distributions. The
FL, T11, T12, and T13 datasets all exhibit right-skewed Gaussian distributions while WG
exhibits a truncated Gaussian distribution. We present the results for the Arrival Delay
attribute of the Flight dataset (FLA), the Trip Time attribute of the NYC taxi dataset
for the year 2011 (T11), and the Temperature attribute of the weather dataset (WG). We
also present the corresponding histograms of the datasets. We exclude the results of the
Departure Delay attribute of Flight dataset due to similarity in distribution to the Arrival
Delay attribute.
Figure 4.1a and 4.1b show the Q-Q plot of FLA and T11, respectively. We plot the
theoretical gaussian distribution in the x-axis and the ordered values of the attributes of the
dataset in the y-axis. The shape of the plot determines the type of the distribution. Both
the datasets exhibit a right skewed gaussian distribution confirmed by their corresponding
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Figure 4.1: Q-Q plot of a) FLA, b) T11, and c) WG. Histogram of d) FLA, e) T11, and f)
WG.
histograms (Figure 4.1d and 4.1e)—in both case, the peak is off center and the the tail
stretches away from the center to the right side. On the other hand, the WG (Figure 4.1c)
dataset exhibits a truncated gaussian distribution that is clipped on both sides (Figure 4.1f).
Unless stated explicitly, we use the same query in all the experiments—calculate the av-
erage of an attribute at each day of the year. Here, the number of groups (days), m = 366.
Metrics. We use the following metrics to evaluate the algorithms: Error: We measure the
error of the visualizations generated at each iteration k via err(Lk) (see Section 3.2.3). The
average error across iterations is computed as: ẽrr(Lk) = 1m
∑m
k=1 err(Lk).
Time: We also evaluate the wall-clock execution time.
Correlation: We use Spearman’s ranked correlation coefficient to measure the degree of
correlation between two algorithms in choosing the order of groups as split groups. We use
the order in which the groups were selected as split groups by an algorithm to compute a
ranked list for the purpose of applying Spearman’s correlation coefficient. Spearman’s ranked
correlation coefficient captures the correlation between two ranked lists. If we consider the
iteration at which a group was chosen as a split group as the rank of that group, we can get
a ranked list of the groups for each of the algorithms. Then, we can compute the correlation
between any two ranked lists. Let e1, · · · , em and f1, · · · , fm are the two ranked lists where
ei and fi are the ranks of group i assigned by algorithm E and F , respectively.
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The Spearman’s ranked correlation coefficient (r) is defined as
r(E,F ) = 1− 6
∑m
i=1(ei − fi)2
m(m2 − 1) (4.1)
A value close to 1 (-1) for the Spearman’s coefficient indicates positive (negative) correla-
tion between the two lists, while a value close to 0 indicates no correlation.
Interactivity: We use a new metric called interactivity (defined in Section 3.2.3 in Chapter 3)
to select appropriate parameters for ISplit. Interactivity is essentially the average waiting
time for generating the segment approximations. We explore the measure in Section 4.1.4
in more detail.
Implementation Setup. We evaluate the runtime performance of all our algorithms on
a bitmap-based sampling engine [45]. In addition, we implement a SCAN algorithm which
performs a sequential scan of the entire dataset. This is the approach a traditional database
system would use. Since both ISplit and SCAN are implemented on the same engine, we can
make direct comparisons of execution times between the two algorithms. All our experiments
are single threaded and are conducted on a HP-Z230-SFF workstation with an Intel Xeon
E3-1240 CPU and 16GB memory running Ubuntu 12.04 LTS. We set the disk read block size
to 256KB. To avoid any speedups resulting from the file buffer cache, we perform all the I/O
operations using Direct I/O. Unless explicitly stated we assume the time budget B = 500ms
and use the parameter values of N1 = 25000, α = 1.02 (with a geometric decrease), and
δ = 0.05. The choice of the parameters is further explored in Section 4.1.4. All experiments
were averaged over 30 trials.
4.1.1 Comparing Execution Time
In this section, we compare the Wall Clock time of ISplit, DPSplit and SCAN for the
datasets mentioned in Table 4.1.
We depict the wall-clock time in Figure 4.2 for three different datasets for ISplit and
DPSplit at iteration 10, 50, and 100, and at completion, and for SCAN. First note that as
the size of the dataset increases, the time for SCAN drastically increases since the amount
of data that needs to be scanned increases. On the other hand, the time for completion for
ISplit stays stable, and much smaller than SCAN for all datasets: on the largest dataset,
the completion time is almost 1
6
th that of SCAN. When considering earlier iterations, ISplit
performs even better, revealing the first 10, 50, and 100 segment approximations within ≈ 5
seconds, ≈ 13 seconds, and ≈ 22 seconds, respectively, for all datasets, allowing users to get
insights early by taking a small number of samples—beyond iteration 50 the refinements are
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Figure 4.2: Comparison of Wall Clock Time.
minor, and as a result, users can terminate the visualization early if need be. Compared to
SCAN, the speed-up in revealing the first 10 features of the visualization is ≈ 12X, ≈ 22X,
and ≈ 46X for the FL, T11 and WG datasets. Lastly we note that ISplit reveals each
increment within the 500ms bound for interactivity, as required.
When comparing ISplit to DPSplit, we first note that DPSplit is taking the same samples
as ISplit, so its differences in execution time are primarily due to computation time. We
see some strange behavior in that while DPSplit is worse than ISplit for the early iterations,
for completion it is much worse, and in fact worse than SCAN. The dynamic programming
computation complexity depends on the number of segments. Therefore, the computation
starts occupying a larger fraction of the overall wall-clock time for the latter iterations,
rendering DPSplit impractical for latter iterations. These observations are confirmed in
Figure 4.3—for DPSplit, the CPU time accounts for the major portion of the wall clock
time. As the number of iterations increases, the CPU time increases drastically. By the
time DPSplit completes, the CPU time exceeds the wall clock time of SCAN. Even for earlier
iterations, DPSplit is worse than ISplit, revealing the first 10, 50, and 100 features within ≈ 7
seconds, ≈ 27 seconds, and ≈ 75 seconds, respectively, as opposed to 5, 13, and 22 for ISplit.
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Thus, at the same time as ISplit has completed 100 iterations, DPSplit has only completed
50. As we will see later, this additional time does not come with a commensurate decrease
in error, making DPSplit much less desirable than ISplit as an incrementally improving
visualization generation algorithm.





























Figure 4.3: Comparison of CPU Time.
Takeaway: ISplit is several orders of magnitude faster than SCAN in revealing incremental
visualizations. The completion time of DPSplit exceeds the completion time of even SCAN.
Moreover, when generating the early segment approximations, DPSplit always exhibits higher
latency compared to ISplit.
4.1.2 Incremental Improvement Evaluation
We now compare the error for ISplit with RSplit and ISplit-Best. Figure 4.4 depicts
the iterations on the x-axis and the `2-error on the y axis of the corresponding segment
approximations for each of the algorithms for two datasets (others are similar). For example,
in Figure 4.4, at the first iteration, all three algorithms obtain the 1-segment approximation
with roughly similar error; and as the number of iterations increase, the error continues to
decrease. The error for ISplit is lower than RSplit throughout, for all datasets, justifying our
choice of improvement potential as a good metric to guide splitting criteria. ISplit-Best has
lower error than the other two, this is because ISplit-Best has access to the means for each
group beforehand. For the WG dataset, ISplit-Best and ISplit perform roughly similarly;
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this is because there is less skew in that dataset amongst the samples taken; and the errors
are low because the trendline ends up having a single prominent feature—a bell-shape.







































































































Figure 4.4: Comparison of the `2 squared error of ISplit, Rsplit, and ISplit-Best.
Takeaway: (a) The error of ISplit, RSplit, and ISplit-Best reduce across iterations. At
each iteration, ISplit exhibits lower error in generating visualizations than RSplit. (b) ISplit
exhibits higher correlation with ISplit-Best in the choice of split groups, with ≥ 0.9 for any
N1 greater than 25000. RSplit has near-zero correlation overall.
4.1.3 Releasing the Refinement Restriction
Next, we compare ISplit with DPSplit and DPSplit-Best. Figure 4.5 depicts the error across
iterations for ISplit (our best online sampling algorithm from the previous section), DPSplit,
and DPSplit-Best for all the datasets—we aim to evaluate the impact of the refinement
restriction, and whether it leads to substantially lower error. From Figure 4.5, at each
iteration DPSplit-Best has the lowest error, while ISplit and DPSplit have very similar error.
Thus, in order to reduce the drastic variation of the segment approximations, while not
having a significant impact on error, ISplit is a better choice than DPSplit. Furthermore
from Section 4.1.1, we found that ISplit’s execution time is much more reasonable than
DPSplit. Once again, for WG, the errors are all very similar due to the single prominent
feature in the visualization. Note also that we noticed cases, especially when N1 is small,
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where DPSplit is outperformed by ISplit in the earlier iterations, since it may “overfit” based
on a few skewed samples.













































































































Figure 4.5: Comparing the `2 squared error of the ISplit, DPSplit and DPSplit-Best
Takeaway: Given the same set of parameters, DPSplit and ISplit have roughly similar error;
as expected DPSplit-Best has much lower error than both ISplit and DPSplit.
4.1.4 Optimizing for Error and Interactivity
The goal of an incrementally improving visualization generation algorithm is to provide
an approximation of the original visualization at interactive speed. On the other hand,
generating highly inaccurate approximations is also not desirable. Hence, the algorithms
need to optimize for both accuracy (error) and interactivity. So far, we have kept the
sampling parameters fixed across algorithms; here we study the impact of these parameters.
Specifically, we evaluate the impact of the initial sample (N1) and sampling factor (α) on the
error-interactivity trade-off. We also show that our simulations resulting from theoretical
claims in Section 3.3.4 in Chapter 3 match the experimental results.
Parameter Selection. We now empirically evaluate the trade-off between error and in-
teractivity. We focus on “decreasing” sampling factors, i.e., those that result in the sample
complexity decreasing across iterations—we have found that “increasing” sampling factors
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lead to significantly worse λ (i.e., interactivity), while error is not reduced by much. We
consider both geometric and linear decrease, as well as upfront sampling (Section 3.3.4).
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Figure 4.6: Error-interactivity trade off curve. (/) = Geometric decrease, (-) = Linear
decrease, (u) = Upfront Sampling.
Figure 4.6 captures the trade-off between average error (across iterations) on the y axis
and logarithm of interactivity, i.e., log λ on the x axis for the Flight (FLA), T11 and WG
dataset (other datasets are similar)—focus on the circles and triangles for now. Each line in
the chart corresponds a certain number of initial samples N1, and either geometric decrease
(denoted with a “/”), or a linear one (denoted with a “-”). Each point in each line corresponds
to a specific value of α. For all lines, we find a similar behavior or shape as α increases, which
we explain for N1 = 25000 for geometric and linear decrease, depicted again in Figure 4.6d
with α annotated. If we follow the geometric decrease points (circles) Figure 4.6b, we
start at I ≈ 6.75 at the point corresponding to α = 1 for geometric decrease and 0 for
linear decrease, and then as α is increased the points move to the left—indicating that the
interactivity improves, while error increases slightly. Then, we have a knee in the curve—for
any α > 1.028, the trails start moving back to the right (lower interactivity) but also see a
simultaneous increase in error. A similar knee is seen if we trace the linear decrease points
(triangles)—note that α = 1 is shared between the linear and geometric decrease—here, the
sampling is constant across iterations. For other values of α depicted for the linear decrease
points, this indicates the reduction in the number of samples per round, e.g., 50, 500, 1000.
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This behavior of a knee in the curve is seen for all N1 values. We also find that for the same
N1, the linear decrease has worse interactivity compared to geometric decrease. Finally, on
examining the upfront sampling scheme (squares), we find that both geometric decrease and
linear decrease have much better interactivity and lower error.
Overall, when selecting parameters, we would like to identify parameters that result in the
favorable knee region of the curve. We find that α ∈ [1.0, 1.028], with N1 relatively small
helps us stay in this region empirically. We select α = 1.02 to balance between error and
interactivity if we set the maximum allowable delay per iteration B = 500ms [3]. Based
on our sampling rate, fetching 25000 samples takes around 500ms; thus we set N1 = 25000.
From our theoretical results in Section 3.3.4 in Chapter 3, the range of α for this N1 was
[1, 1.028], so our experiments agree with the theory. Next, we simulate the error-interactivity
trade-off curve for the sampling approaches using the expressions of error and interactivity
obtained in Section 3.3.4 in Chapter 3.
Takeaway: We find: (a) Geometrically decreasing the sample complexity per iteration leads
to higher interactivity. (b) Given the time budget (B), only a small set of sampling factors
(α) improves interactivity. (c) The theoretical and experimental error-interactivity trade-off
curves behave essentially the same, producing similarly shaped knee regions.
4.1.5 Simulations vs. Empirical Observations
Figure 4.8 captures the trade-off between the upper bound of the error averaged (across
iterations) on the y axis and logarithm of interactivity, i.e., log λ on the x axis for the Flight
(FLA), T11 and WG dataset.
Each line in the chart corresponds a certain number of initial samples N1, and either
geometric decrease (denoted with a “/” and represented by circles), or a linear one (denoted
with a “-” and represented by triangles). Furthermore, for each N1, we also plot the Error
and interactivity pair for upfront sampling (denoted by “u” and represented by squares). For
geometric decrease, for all lines, we find a similar behavior as our empirical results—a knee
shape emerges as α increases starting from 1. The theoretical value for the optimal decrease
factor α∗ is annotated for each initial sample N1. Furthermore, for each N1 the optimal α∗
is highlighted by a red arc and is the point with the best interactivity in each line—same as
the empirical observation. For the linear decrease, given the same decrease factors β used
in the experiments, the simulation results match the experimental results. Similar to the
empirical results, upfront sampling has the worst error and interactivity than all the other
approaches. Therefore, we can clearly see that the simulation results mimic the empirical
results obtained in Section 3.3.4 in Chapter 3.
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Figure 4.7: Spearman’s Ranked Correlation Coefficient with varying sample complexity. E
= {ISplit, RSplit} and F = ISplit-Best.
Error vs. Sample Complexity. Figure 4.7 captures the correlation between ISplit-Best
and both of ISplit, and RSplit in terms of the choice of split groups. We run several simu-
lations of both ISplit, and RSplit with different initial samples (N1) while setting α = 1.02.
Therefore, as N1 increases, the overall sample complexity of the simulation also increases.
The x-axis represents the initial samples of the simulations while the y-axis represents the
Spearman’s coefficient (r(E,F )) of the corresponding simulation. For a fixed α, higher the
number of initial samples, higher the overall sample complexity of the algorithm. Figure 4.7
confirms that as the sampling complexity increases, ISplit starts to exhibit higher correla-
tion with ISplit-Best while choosing the split groups. Beyond a certain sampling complexity
r(E,F ) starts to taper-off—indicating that further increasing the sampling complexity will
not improve the correlation. RSplit on the other hand, is completely uncorrelated to ISplit-
Best. For small sampling complexity (N1 = 500, the first green circle in the plots) even
ISplit does not exhibit any correlation with ISplit-Best. Due to insufficient sampling, the
choice of split groups are so erroneous that it seems as if ISplit is choosing split groups
randomly rather than intelligently. For our choice of initial samples N1 = 25000 (the circle
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Figure 4.8: Simulation of the error-interactivity trade off curve.
highlighted in red), ISPlit exhibits high correlation (r(E,F ) > 0.78) to ISplit-Best for all
three datasets. We now present the results of another user study that evaluates the usability
and effectiveness of IncVisage.
4.2 EVALUATION: DECISION MAKING
In Chapter 2, we evaluated the interpretability of IncVisage, compared trendlines to
heatmaps, and qualitatively studied how users felt about the inherent uncertainty. We now
compare IncVisage with traditional online-aggregation-like [13] approaches (OLA) that
depict approximations of visualizations as samples are taken (as in the first and third row of
Figure 2.1 in Chapter 2). Specifically, does IncVisage lead to faster and/or more accurate
decision making?
4.2.1 Study Design and Participants
Our study design was similar to our previous study, with four phases, an introduction, a
quiz phase, an interview for qualitative data, and finally a closing survey. We introduced
the IncVisage approach as the “grouped value” approach, and the OLA approach as the
“single value” approach.
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We recruited 20 participants (11 male, 9 female) via a university email newsletter. Our
participants included 12 graduate students (4 in computer science), 5 undergraduate stu-
dents, one researcher, and two university employees. All of the participants had experience
with data analysis tools. The median age of the participants was 25 (µ = 26.06; σ = 6.84).
Out of the 20 participants, 2 reported that they analyzed or worked with data “Daily”, 10
answered “Monthly”, 5 “Weekly” while the remaining participants worked rarely. The dura-
tion of the sessions ranged from approximately 60 to 75 minutes. Each participant received
$10 per hour at the end of their session. All of the studies were conducted in the same lab
setting with the same two researchers.
Quiz Phase Design. In designing the quiz phase, we used the flight dataset (details in
Section 4.1), with 20 questions in total—10 on trendlines and 10 on heatmaps. In each
case, five questions were reserved for IncVisage, and five for OLA. We used the same
categorizations of questions as in our first study—range-based and extrema-based. These
questions are listed in Table 4.9. As before, we randomized the order of the tools, and the
order of the questions.
Figure 4.9: User study questions.
The Scoring Function. As in Section 2.3 in Chapter 2, a score was provided to the user
as they answered questions. The score was computed as a product S = P · A, where P
corresponded to how quickly the user made a decision, and A to the accuracy. The formulae
for A were similar to the previous study. Instead of setting P to be proportional to the
number of remaining iterations, here, in order to allow the scores to be comparable between
OLA and IncVisage, we set P to be T−t
T
, where T is the time taken to compute the




Extrema Based Range Based Extrema Based Range Based
Accuracy Time (sec) Accuracy Time (sec) Accuracy Time (sec) Accuracy Time (sec)
IncVisage 94.55% 25.0638 62.50% 22.0822 83.47% 31.6012 97.50% 34.7992
OLA 45.83% 26.4022 52.50% 27.3125 79.13% 31.3846 95% 25.4782
U-stat 594.0 1781.0 720.0 543.0 1716.0 1683.0 780.0 500.0
p < 0.01 6.7E−11 (*) 0.4613 0.1858 0.0067 (*) 0.3232 0.2704 0.2843 0.0019 (*)
Table 4.2: Overall Accuracy and Submission Time Statistics Per Question Category. (*)
indicates statistical significance.
4.2.2 Quantitative Analysis of the Quiz Phase
In discussing the participants’ quiz performance, we investigate both their accuracy (using
A above) as well as answer submission time for both IncVisage and OLA.
Accuracy and Submission Time Statistics. Table 4.2 summarizes the overall accuracy
and the submission times for both IncVisage and OLA. For trendlines, IncVisage outper-
formed OLA in terms of both accuracy and submission times. For extrema based questions,
the overall accuracy of IncVisage was almost double than that of OLA. The submission
times were also lower for IncVisage for both types of questions. Overall, users are able
to make faster and more accurate decisions using IncVisage than OLA. There is a dip in
the overall accuracy for the range based questions for both approaches. Since the accuracy
of the range based questions was either 0 or 1, any incorrect submission incurred a higher
penalty, thereby reducing overall accuracy. We also performed Mann–Whitney U test to
evaluate the statistical significance of the results.
For heatmaps, IncVisage exhibited better accuracy than OLA—in particular, an im-
provement of 4.05%. For extrema based questions, the submission times were almost equal.
However, for range based questions submissions with IncVisage took longer than OLA. We
found that when using IncVisage with heatmaps, participants waited for the larger blocks
to break up in order to compute averages over ranges, thereby increasing submission times
but providing more accurate answers. As it turns out, the initial (larger) blocks in IncVis-
age do provide average estimates across ranges and could have been used to provide answers
to the questions quickly. The unfamiliarity with incremental heatmap visualizations, and
heatmaps in general, contributed to this delay. In hindsight, we could have educated the
participants more about how to draw conclusions from the IncVisage heatmaps and this
may have reduced submission times.
Since we conducted our user study on a relatively small population (20 participants), we
further evaluated the statistical significance of the task performance results, i.e., accuracy
and submission time. To measure the significance of both metrics, we ran Mann-Whitney’s
U test (as the respective samples did not follow a normal distribution).
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Figure 4.10: Accuracy statistics of extrema based questions for (a) trendline and (b) heatmap
visualizations.
Per Question Statistics. Figure 4.10 shows the dot graph analysis of accuracy for the
extrema based questions for both visualization types. The submissions using IncVisage and
OLA are highlighted by “cyan” and “magenta” circles, respectively. The x-axis represents the
accuracy while the y-axis represents the questions. For trendlines (Figure 4.10a), majority
(99%) of the submissions with IncVisage were in close proximity of the correct answer,
whereas with OLA the accuracy drops quite a lot—only 55% of the submissions were in
close proximity with the correct answer. For heatmaps (Figure 4.10b), again there are
more submissions with IncVisage (80%) that are in close proximity of the correct answer
compared to OLA (52%). Figure 4.11 shows the accuracy for the range based questions
for both visualization types. The y-axis represents the accuracy while the x-axis represents
the questions. The submissions using IncVisage and OLA are highlighted by “cyan” and
“magenta” bars, respectively. For trendlines (Figure 4.11a), none of the submissions for Q5
was correct. For the rest of the questions, submissions with IncVisage had higher accuracy
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than OLA. For heatmaps (Figure 4.11b), accuracy of IncVisage is only slightly better than
OLA.





























Figure 4.11: Accuracy statistics of extrema based questions for (a) trendline and (b) heatmap
visualizations.
Submission Trends. Figure 4.12 plots the accuracy of all the submissions according to
the scoring functions described in Section 4.2.1. The x-axis represents submission time in
seconds; accuracy appears on the y-axis. For both trendline (Figure 4.12a) and heatmap
(Figure 4.12b) visualizations, participants opted to submit their answers as quickly as pos-
sible for both the approaches, i.e., the participants chose to trade accuracy for time.
Takeaway: For trendlines, IncVisage exhibits a 62.52% higher accuracy than OLA for both
question types, while also reducing the submission time by 10.83%. For heatmaps, IncVis-
age exhibits 4.05% higher accuracy than OLA for both question types. The submission time
for range-based questions with IncVisage is higher than OLA.
4.2.3 Interview and Survey Phase
In this section, we present a qualitative analysis of the participants’ perceptions of both
the approaches based on their interview and survey responses. Takeaway: Participants were
reasonably confident when they submitted answers for both visualization types using IncVis-
age. The trendline visualization using OLA was unstable and had low interpretability that
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Figure 4.12: Accuracy vs Submission Time statistics for (a) trendline and (b) heatmap
visualizations.
resulted in participants submitting answers with low confidence. Majority of the participants
preferred the IncVisage representations for both visualizations.
Interview. We conducted semi-structured interviews to gauge our participants’ motivations
for stopping the visualization at a certain iteration, and their confidence in their answers (for
both IncVisage and OLA). The main motivations for terminating a visualization were the
emergence of obvious extrema (N = 10), gaining sufficient confidence in an answer (N = 6),
or both (N = 4). When asked to rate their confidence at the time of submission on a scale
of 1 to 10 (10 being the most confident), we received varied responses depending on the
visualization types (see Table 4.3). For trendlines, participants were reasonably confident
(µ = 6.53, σ = 1.89) when using IncVisage, but much less confident (µ = 4.44, σ = 1.27)
when using OLA. For heatmaps, participants were slightly more confident when using OLA
(µ = 7.15, σ = 0.86) than when using IncVisage (µ = 6.76, σ = 1.97). Majority of
the participants (N = 3) who preferred OLA liked the fact that they were able to see
each individual datapoint at all times. IncVisage on the other hand, hid information
early on by approximating the visualizations which was less desirable to them. Among 20
participants, majority (N = 12) preferred the IncVisage representation over the OLA
(N = 6) representation while two participants equally preferred both approaches.
When using IncVisage. participants were able to interpret the initial high level approxi-
mations to identify specific regions of interest and eventually found the answer. On the other
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Metric Trendline HeatmapIncVisage OLA Stat p <0.05 IncVisage OLA Stat p <0.05
Confidence 6.53 4.44 20.0 0.0024 * 7.15 6.76 66.0 0.917
Satisfaction 3.93 2.67 32.0 0.018 * 3.60 3.87 17.5 0.2935
Interpretability 3.93 2.67 16.5 0.0035 * 3.73 4.00 20.0 0.2346
Table 4.3: Summary of participant ratings during the survey. (*) indicates statistical signif-
icance.
hand, they thought OLA to be unstable and difficult to interpret. One of the participants
(P14) said the following—“For IncVisage, it was easier to know when I wanted to stop
because I had the overall idea first. And then I was just waiting to get the precise answer
because I knew it was coming. So it was the difference. OLA, it was a shot in the dark
where I see a little bit where it is, I would wait to see if it stays as the answer”. Another
participant (P15) also expressed similar observations—“With single values, there was just so
much going on I was like ‘OK, where am I trying to focus on. What is either the highest
or the lowest?’ versus the grouped values, it started out really simple and then became
more complex to be able to show the differences”. The same participant also preferred the
aesthetics of IncVisage—“I preferred the grouped (one), because it made it easier to kind
of narrow down at least the range. So if you didn’t know the exact date, you could at least
be close. Versus with the single value, it could, there could be two values that look similar
and if you picked the wrong one, you were very wrong, potentially.”
Survey. The survey consisted of four Likert scale questions for each visualization type to
measure the interpretability and the usability of the competing approaches: IncVisage
and OLA. We also measured the statistical significance of the participant ratings via the
Wilcoxon signed-rank test. We report the results in Table 4.3. For trendlines, IncVisage
received higher average ratings (out of 5) for interpretability (IncVisage: µ = 3.93; σ =
0.92; OLA: µ = 2.67; σ = 1.29) and satisfaction levels (IncVisage: µ = 3.93; σ = 0.88;
OLA: µ = 2.67; σ = 0.82). On the other hand, for heatmaps, OLA received slightly better
average ratings for interpretability (IncVisage: µ = 3.73; σ = 0.80; OLA: µ = 4.00; σ =
0.76) and satisfaction levels (IncVisage: µ = 3.60; σ = 0.99; OLA: µ = 3.87; σ = 0.64).
Limitations. We identified some limitations of our approach and the user study. Our
approach to approximate visualizations relies heavily on the smoothness of the data; noise
and outliers in the dataset impede generating a useful approximation quickly. As highlighted
in Section 4.2.2, when the value of the point of interest and its neighbor(s) is very close,
IncVisage might choose to reveal that point at later iterations. As a result, any user looking
to find quick insights may select an incorrect sub-optimal point. IncVisage currently does
not offer any explicit guarantee of an answer, which was pointed out as a limitation of the
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tool by one of the participants (P8).
The limitations of the user study fall into two categories—interface control, and partici-
pant demographics. From the interface perspective, two participants (P4 and P8) suggested
adding axes to the snapshots, which would help them compare values across iterations and
in turn, ensure that the approximation is approaching actual values. Participants also de-
sired more control as they explored the data set. One participant (P8) suggested including
a command-line interface to allow for more specific queries, while others suggested adding
more options, and even different visualization styles. Other interface suggestions that arose
included the ability to zoom in and out and to select a specific area from which to sam-
ple more. Participants also offered archival suggestions. Two (P10 and P15) participants
suggested adding an option to download the final visualization, snapshots, and the data
summary. This archival feature would help users explore larger data sets over a longer pe-
riod of time. Finally, our participant pool demographics do not match the demographics of
the general audience intended for this tool. Future studies will reach a larger, more diverse
audience.
Summary. In this chapter, we showed how IncVisage helped users to gain insights early
and make decisions quickly. On very large datasets, IncVisage achieved a 46× speedup
relative to SCAN in revealing the first 10 salient features of a visualization with suitable error
guarantees that are comparable to a dynamic programming approach, but without a high
computational overhead. Our user study demonstrated that users chose to trade accuracy for
time to make rapid decisions, that too at higher accuracy than traditional approaches. This
chapter concludes our attempts at addressing the scalability challenges with visualization
generation. In Chapter 8, we discuss how to extend this work to explore challenges related
to incremental multi-resolution visualization in general. In the next chapter, we shift our
focus to the scalability challenges with spreadsheet systems.
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Chapter 5: Evaluating Interactive Scalability of Spreadsheets
In this chapter, we present a study that benchmarks the interactive scalability of exist-
ing spreadsheet systems and identifies opportunities for improving their interactivity with
increasingly larger datasets.
5.1 OVERVIEW
Spreadsheets are everywhere—we use them for managing our class grades, our daily food
habits, scientific experiments, real-estate developments, financial portfolios, and even fantasy
football scores [8]. Recent estimates from Microsoft peg spreadsheet use at about 1
10
th of
the world’s population. Responding to user demands, spreadsheet systems now advertise
support for increasingly large datasets. For example, Microsoft Excel supports more than
10s of billions of cells within a spreadsheet [6]. Even web-based Google Sheets now supports
five million cells [7], a 12.5X increase from its previous limit of 400K cells. With increasing
data sizes, however, spreadsheets have started to break down to the point of being unusable,
displaying a number of scalability problems. They often freeze during computation, and
are unable to import datasets well below their advertised size limits. Anecdotes from a
recent paper report that computation on spreadsheets with as few as 20,000 rows can lead
to hanging and freezing [8]. Further, importing a spreadsheet of 100,000 rows in Excel (10%
of the size limit of one million rows) can take over 10 minutes [59].
These anecdotes beg the following questions: How are spreadsheets actually implemented?
For what sorts of operations and workloads do they return responses in interactive time-
scales? When do they exhibit delays, become non-responsive, or crash? How do they perform
when data and operations scale up? Do they employ “database-style” optimizations to support
large datasets, such as query planning and optimization, indexing, or materialization? These
are important questions, since answering these questions can help make spreadsheet systems
more usable, on large and complex datasets that are increasingly the norm. Unfortunately,
it is hard for us to compare the internals of popular spreadsheet systems such as Microsoft
Excel and Google Sheets, since they are closed-source. Online documentation about these
systems is restricted to help manuals as opposed to architectural details. Our best proxy
for understanding how spreadsheet systems work is to use a familiar and time-tested ap-
proach from databases: benchmarking. Benchmarking has been the cornerstone of database
systems research, allowing us to measure progress on several problems, e.g., transaction
processing [60], data analysis [61], and cloud computing [62].
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In this chapter, we present, to the best of our knowledge, the first benchmarking study of
spreadsheet systems. We study the following popular spreadsheet systems: Excel, Google
Sheets, and Calc. Excel is a closed-source desktop spreadsheet system; Google Sheets is a
web-based collaborative spreadsheet system; and Calc is a open-source desktop spreadsheet
system. These systems were selected to provide a diversity in terms of maturity (Excel is
more mature), platform (desktop vs. web-based), and openness (open vs. closed source).
We construct two different kinds of benchmarks to evaluate these spreadsheet systems:
basic complexity testing (BCT), and optimization opportunities testing (OOT). We have
released the source code for both of these benchmarks1.
Basic Complexity Testing (BCT). The BCT benchmark aims to assess the performance
of basic operations on spreadsheets. We construct a taxonomy of operations—encapsulating
opening, structuring, editing, and analyzing data—based on their expected time complexity,
and evaluate the relative performance of the spreadsheet systems on a range of data sizes.
Our goal is to understand the impact of the type of operation, the size of data being operated
on, and the spreadsheet system used, on the latency. Moreover, we want to quantify when
each spreadsheet system fails to be interactive for a given operation, violating the 500ms
mark widely regarded as the bound for interactivity [3].
Optimization Opportunities Testing (OOT). Spreadsheet systems have continued to
increase their size limits over the past few decades [6, 7]. On the other hand, research on data
management has, over the past four decades, identified a wealth of techniques for optimizing
the processing of large datasets. We wanted to understand whether spreadsheet systems take
advantage of techniques such as indexes, incremental updates, workload-aware data layout,
and sharing of computation. The OOT benchmark constructs specific scenarios to explore
whether such optimizations are deployed by existing spreadsheet systems while performing
spreadsheet formula computation. Our goal is to identify new opportunities for improving
the design of spreadsheet systems to support computation on large datasets.
Benchmark Construction. Constructing these benchmarks and performing the evalua-
tion was not straightforward. There were three primary challenges we had to overcome:
interaction effects, implementation, and coverage.
1. Interaction effects. Unlike typical database benchmarking settings where there is a clear
separation between the datasets and the queries, here the datasets and queries are mixed,
since the computation is embedded on the spreadsheet as formulae alongside the data. Thus,
there are interaction effects—any change on the spreadsheet, in addition to triggering the
computation of the operation (or formula) being benchmarked, may also trigger the recom-
1https://github.com/dataspread/spreadsheet-benchmark
77
putation of other embedded formulae. To isolate the impact of embedded formulae, we
operate on real-world datasets containing both formulae and raw data, as well as datasets
with raw data only.
2. Implementation. Making a change to or performing an operation on the spreadsheet and
measuring the time manually does not provide high accuracy times. Instead, we had to
programmatically make changes to the sheet and measure the corresponding time(s). Un-
fortunately, all three systems: Excel, Google Sheets, and Calc, embed slightly different
programming (macro) languages for this purpose, requiring an implementation from scratch
for each system, for each operation. For Calc, the documentation for this language is mini-
mal, requiring us to look at online forums for assistance. Additional challenges emerged with
Google Sheets, since the variance in response times for certain operations was very high—
possibly due to the variable load on the server where the operation is being performed.
3. Coverage. Spreadsheet systems support a wide variety of operations—e.g., over 400 opera-
tions according to this source [63]—making it difficult to evaluate each operation individually.
Instead, we classified the operations into several categories based on their expected complex-
ity, type of inputs, and generated outputs, helping us perform targeted evaluation for the
BCT benchmark. For the OOT benchmark, on the other hand, we relied on our creativity
in identifying settings where “database-style” optimizations may be relevant. We targeted
a number of settings related to formula execution, including accelerating the execution of a
single formula at-a-time via indexing, incremental view updates, and intelligent data layouts,
as well as that of multiple formulae, via pruning of redundant computation, and sharing of
partial results.
Takeaways. Here are some interesting takeaways from our evaluation:
A. Spreadsheets are not interactive for many standard operations, even for as few as 50k
rows. Spreadsheet systems often fail to return responses in interactive time-scales (i.e.,
500ms) for datasets well below their documented scalability limits; see Table 5.2 that depicts
when each system becomes non-interactive for a given operation in our benchmark (described
later). For example, both the desktop-based spreadsheets and Google Sheets allow importing
of datasets with one million rows and five million cells, respectively. However, all three
spreadsheet systems require more than 500ms to sort a spreadsheet with 10k, 6k, and 10k
rows, respectively. Even when computing a simple aggregate operation like COUNTIF, Calc
and Google Sheets violate the interactivity bound on a spreadsheet with 110k, and 10k rows,
respectively. While Excel outperforms the other two spreadsheet systems for operations like
aggregate, look up, and conditional formatting, there are other operations for which Calc
(filter, pivot table), and Google Sheets (sort) have lowest latency on large datasets.
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B. Spreadsheet systems, for the most part, do not employ any database-style optimizations.
Apart from a lookup operation on sorted data in Excel, our benchmarking experiments do not
reveal any evidence of spreadsheet systems adopting relational database-style optimizations.
Some egregious examples include the fact that (1) recomputing a formula due to a single
cell update (an O(1) operation if incremental view update is used), requires the same time
as computing the formula from scratch; (2) n repeated instances of the exact same formula
take O(n) time instead of the formula being computed once and the results being reused;
(3) “finding” a nonexistent value (e.g., via find-and-replace) takes O(n) time where n is the
size of the data, despite the fact that inverted indexing of tokens can make it near-constant
time.
The rest of the chapter is organized as follows: in Section 5.2, we provide an overview of the
three spreadsheet systems being benchmarked, i.e.,Excel, Calc, and Google Sheets. We then
explain our benchmarking experiment design and settings in Section 5.3. We present the
results of our BCT and OOT benchmarking experiments in Section 5.4 and 5.5, respectively.
We report the results of our benchmarking experiments on another dataset in Section 5.6
to further validate the our observations from these experiments. Finally, we report feedback
from the Calc and Google Sheets development teams on design of the benchmark and the
resulting takeaways in Section 5.7.
5.2 OVERVIEW OF SPREADSHEET SYSTEMS
We provide a brief overview of the spreadsheet systems that we are benchmarking, namely,
Excel, Calc, and Google Sheets. While Excel and Calc are desktop-based systems, Google
Sheets is web-based. We selected these three systems due to their popularity among users and
adoption by major office suite software. Excel, part of the Office 365 suite [64], is the most
popular desktop-based spreadsheet system, boasting about 700M registered users [5]. Google
Sheets, part of G suite [65], is the most popular web-based spreadsheet system, with users
numbering in the 100s of millions [66]. Calc is an open-source spreadsheet system used by two
major open-source office software suites, Apache OpenOffice and LibreOffice [67]. We first
explain the general constructs of a spreadsheet system and then discuss the aforementioned
three systems in detail.
5.2.1 Spreadsheet Concepts
Spreadsheets provide a direct manipulation interface for organization, analysis, and storage
of data in tabular form [11]. A spreadsheet is essentially a collection of cells arranged into
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rows and columns. Each cell within a spreadsheet has a style (e.g. color, height, or width)
as well as data of a specific type. Cells in a spreadsheet can accommodate either values or
formulae. Value data types include numbers, dates, percentages, among others. A formula,
on the other hand, is an expression that evaluates to a value displayed in the cell. For
instance, if the cell at the first column of the second row, i.e., cell B1, contains the formula
“=SUM(A1:A3)”, B1 would display the sum of the contents A1, A2, and A3. If a user updates one
of the cells A1, A2, or A3, the formula in B1 is recomputed to the correct consistent value.
These computations take place synchronously, leading to performance issues as documented
in recent work [8, 68]. Note that all systems determine the data type automatically at
a cell level, with formulae ignoring cells with inadmissible data types. Apart from basic
arithmetic and mathematical formulae, spreadsheet systems also provide built-in formulae
for common finance and statistics functions [69], string manipulation operations, as well as
GUI-based data summarization, e.g., Pivot Table [70], and chart creation commands. In our
experiments, we employ several of the most popular formulae including COUNTIF and VLOOKUP
(described later).
5.2.2 Spreadsheet Systems
Existing spreadsheet systems can be divided into two categories based on the operating
environment, namely, desktop-based or web-based systems. The most popular desktop-based
spreadsheet systems include Excel, Calc, and Numbers. Numbers only operates in MacOS,
while Excel operates in both Windows and MacOS. Calc operates in Linux, MacOS, and
Windows. The most notable web-based spreadsheet system is Google Sheets. Both Excel
and Calc also have online counterparts: Excel Online, and LibreOffice Online, respectively,
both of which are excluded from consideration. While Excel Online doesn’t support macros
to programmatically run experiments, development support for LibreOffice Online has been
discontinued [71]. We now discuss the three spreadsheets systems used in our benchmarking
study: Excel, Calc, and Google Sheets.
Excel. Excel can support up to 1M rows and 17,000 columns in a given spreadsheet [6].
The Windows version of Excel supports programming through Microsoft’s Visual Basic for
Applications (VBA), a dialect of Visual Basic [72]. VBA enables executing user-defined
functions (UDFs), automating processes, and programmatically executing built-in Excel for-
mulae. Programmers may write VBA code directly using the Visual Basic Editor, an IDE
that can be launched from within Excel.
Calc. Calc is the spreadsheet system of the LibreOffice suite. Calc forked from Apache
80
Category Sub-category Example Input Output Expected Complexity
Data Load — Open, Import Filename Range (m× n) O(mn)
Update —
Find and Replace Range (m× n), Value X and Y Updated cells O(mn)
Copy-Paste Range (m× n) Range (m× n) O(mn)
Sort Range (m× n) Range (m× n) O(m logm)
Conditional Formatting Range (m× n), Condition Updated cells O(mn)
Query
Select Filter Range (m× n), Condition List O(mn)
Report Pivot Table Range (m× n), Condition Aggregate Table O(mn)
Aggregate SUM,AVG,COUNT Range (m× n) Value O(mn)Conditional Variants Range (m× n), Condition Value O(mn)
Lookup Vlookup, Switch Range X (mx × nx) Value O(mxnxmyny)
Value, Range Y (my × ny)
Table 5.1: Categorizing Spreadsheet Operations. For input type “Range”, there are m rows
and n columns.
OpenOffice Calc, which suffers from various performance and security issues [73]. Calc can
support up to one million rows in a spreadsheet [74]. Calc supports most of the basic
functionalities provided by Excel. Calc also supports programming through Calc Basic [75],
which can be written in an IDE similar to Visual Basic Editor.
Google Sheets. Google Sheets is part of a web-based software office suite, G Suite, of-
fered within Google Drive [65]. Google Sheets provides many of the basic functionalities
of the desktop-based systems. The scale of data supported by Google Sheets is smaller
than desktop-based spreadsheets, i.e., five million cells per spreadsheet [7]. Google Sheets
also supports programming through Google Apps Script where users can write custom func-
tions and macros in JavaScript [76]. Unlike desktop-based systems, Google Sheets supports
collaboration, for example, simultaneous editing of spreadsheets.
5.3 BENCHMARK SETUP
Next, we describe a taxonomy that groups spreadsheet operations into high level cate-
gories. The taxonomy enables us to perform targeted benchmarking of representative opera-
tions within each category. We then explain the datasets used and the experimental settings
for the systems being benchmarked.
5.3.1 Taxonomy of Spreadsheet Operations
We first group spreadsheet operations into three categories: data load, update, and query.
We then group the operations in each category further based on three dimensions: input,
output, and expected complexity, as shown in Table 5.1. We omit simple operations such
as addition/subtraction, which are O(1). Here, we briefly explain the high level categories,
and defer a detailed discussion for the next section.
Data load operations involve loading data from disk (desktop-based systems) or a server
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(web-based systems). Two operations that fall under this category are import of a file into
a spreadsheet and open of an existing spreadsheet.
Update operations change the content or style (or both) of spreadsheet cells. Depending
on their goals, different operations may update a few cells at a time, e.g., find and replace
or conditional formatting, or an entire range of cells, e.g., sort, copy-paste.
Query operations involve different statistical, arithmetic, data organization, summariza-
tion, and lookup formulae. We divide the query operations into four sub-categories: select,
report, aggregate, and lookup.
5.3.2 Dataset
Following a university-wide survey that yielded 26 responses, we selected the largest real-
world spreadsheet that was submitted—a spreadsheet on weather data across the states in
US, containing 50000 rows and 17 columns. Cells within seven of those columns contained
COUNTIF formulae. Each formula counts the presence of a value (natural disaster) in the corre-
sponding cell of a preceding column, e.g., the formula at cell k2 is: “=COUNTIF(C2,“STORM”)”,
evaluating to 0 or 1. We selected a real dataset to ensure that the organization of data and
the ratio of formulae to values within the spreadsheet are both representative. Using this
dataset as the starting point, we created various synthetic datasets and settings to evaluate
different categories of spreadsheet operations and accommodate different dimensions of the
benchmarking experiments. We repeated our experiments with other typical spreadsheet
datasets as a starting point (see Section 5.6 for benchmarking results on another dataset),
and we did not learn any new insights; so, we focus our attention on this dataset, and
consider a number of its variations to stress-test various operations.
Figure 5.1a shows how the synthetic datasets were created and Figure 5.1b and 5.1c
show the experiments where each dataset was used. We first created a scaled-up version
of the weather dataset, called Formula-value (F for short). This dataset has 500k rows—
10X the original dataset—where cells can contain either formulae or values. As explained
in Section 5.1, the embedding of other formulae within a spreadsheet can influence the
outcomes of a specific experiment due to recomputation of these embedded formulae. To
isolate the effect of the embedded formulae, we converted the Formula-value spreadsheet to
a value-only spreadsheet, called Value-only (V for short), where any formulae were replaced
by the corresponding value. To evaluate how computation time varies with size, we created
51 different versions of Value-only and Formula-value with increasing row sizes simulating
input ranges. The number of columns in each dataset was fixed. We created multiple
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Figure 5.1: Datasets and benchmarks. (a) Creating synthetic datasets from a real-world
spreadsheet by scaling and sampling. Outline of experiments along with datasets used in
(b) BCT and (c) OOT benchmark.
dataset versions (51) by uniformly sampling rows based on the state column of the 500k
rows dataset. The two smallest dataset versions contained 150 and 6000 rows. For the rest
of the 49 dataset versions, the number of rows were Ni = 10000 + (i − 3) × 10000, where
i = 3, 4, 5, . . . , 51.
Figure 5.1b and 5.1c shows the experiments where each dataset was used. Except for
the experiment involving the lookup operation, all of the BCT experiments were run on
both datasets. As the lookup operation has four parameters, we simplified the experiment
by only using the Value-only dataset to better understand the impact of the parameters.
We conducted a total of seven BCT experiments that benchmark six categories of spread-
sheet operations (discussed in Section 5.4)—these categories encompass a wide range of
spreadsheet operations from formulae to GUI-based operations. For the OOT benchmark,
we conducted targeted experiments to identify the existence of database-style optimizations
within spreadsheet systems. These experiments required us to run spreadsheet operations
in isolation, without being impacted by the recomputation of the embedded formulae within
spreadsheets. Therefore, we only used the Value-only datasets in the OOT benchmark. We
conducted six OOT experiments for identifying a number of optimizations, i.e., indexing,
columnar data layout, shared computation, and incremental computation.
5.3.3 Settings
For the desktop-based spreadsheet systems, we conducted all the experiments on a Dell
Precision 490 workstation with Intel Xeon E5335 2.0GHz CPU and 16GB RAM running
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64 bit versions of Windows 10 and Ubuntu 16.04. The Excel-based experiments were con-
ducted with Microsoft Excel 2016 running on Windows, while the Calc-based experiments
were conducted on LibreOffice Calc 6.0.3.2 running on Ubuntu. The Google Sheets-based
experiments were run on a university allocated G Suite account. For all three spreadsheet
systems, we implemented the experiments in their corresponding scripting language, i.e.,
Visual basic (VBA) for Excel, Calc basic for Calc, and Google apps script (GAS ) for Google
Sheets. All the experiments were single threaded. Note that Excel 2016 can be configured
to support multi-threaded recalculation of formulae [77]. However, the default setting is to
evaluate a formula on the main thread of Excel. To ensure that all experiments operated on
the entire dataset, we selected the desired data within the spreadsheet via a macro command.
For each experiment in Excel, we first created an Excel Macro-EnabledWorkbook (xlsm) [78]
which can execute embedded macros programmed in VBA. Unlike Excel, LibreOffice Calc
macros, programmed in Calc Basic, can be enabled and executed from the default workbook—
OpenSpreadsheet Document (ods) [79]. We created the Google App Scripts in G Suite De-
veloper Hub [76]. Given an experiment, all three scripting languages can invoke a formula,
e.g., COUNTIF, or operation, e.g., sort, for their respective systems via an API call. We used
default library functions of the corresponding scripting languages to measure the execution
time of each experimental trial. For each experiment, we passed the file path of the relevant
datasets as an argument for the scripts (macros) of the desktop-based systems, and a URL
for GAS in Google Sheets. All the datasets used in the Excel and Calc-based experiments
were in xlsx and ods format, respectively. The datasets used in the Google Sheets experi-
ments were uploaded as xlsx files and then manually converted to Google Sheets from the
Google Drive menu.
For each experiment, we ran ten trials and measured the running time. We report the
average run time of eight trials while removing the maximum and minimum reported time.
Note that the Google Sheets experimental settings were limited by the daily quotas and
hard limits imposed by Google Apps Script services on some features, like API calls and
the number of spreadsheets created and accessed. As a result, for experiments with Google
Sheets, we restricted the maximum size of the data to 90k rows to fit in the experiment trials
for different test cases within the allocated daily quotas. Therefore, we report the results of
Google Sheets in separate charts alongside the desktop-based systems. Moreover, we display
error bars for the Google Sheets experiments as the trends exhibited higher variances across
trials. Repeating these experiments with various settings, e.g., randomization of trials or
using a unique sheet per trial, reduced the variance while exhibiting similar trends. These
experiments with lower variance are detailed in Section 5.4.1.
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5.4 BCT BENCHMARK
In this section, we present the results from the BCT benchmarking experiments. The BCT
benchmark is designed to quantify the impact of three aspects on the latency of a compu-
tational operation: (a) type of operation, (b) size of data operated on, and (c) spreadsheet
system used. For each experiment, we select a representative operation from each category
in Table 5.1. Given an operation, we gradually increase the data size being operated on,
record the time taken to complete the operation for each system, and compare the observed
time complexity with the expected one. We further evaluate when, if at all, the execution
time for a given formula violates the interactivity bound of 500ms [3]. For a spreadsheet
we denote the number of rows and columns by m and n, respectively. In our experiments,
we typically vary m while keeping n fixed. Therefore, we expect the time complexity of a
formula to vary with row count, m.
5.4.1 Data Load Operations
Users can perform data load operations (see Table 5.1) via button-clicks from the spread-
sheet menu bar. While import involves loading data from any existing file in the disk to a
blank spreadsheet in memory, the open operation loads an existing spreadsheet from disk to
memory. For the data load operations, the expected worst-case complexity is O(mn), i.e.,
the total number of cells. As these operations are essentially equivalent, we only evaluate
the open operation. This operation takes the file path as input and loads the file from disk
to memory. We document the time to open Formula-value (F) and Value-only (V) datasets,
while varying row sizes m, where m = 150, 6k, 10k, 20k , . . . , 500k. As we keep the number
of columns fixed, the expected complexity is O(m).
Observations. Figure 5.2a shows that the time taken by the desktop-based spreadsheets is
linear in m for both datasets. Recall that the Formula-value datasets have formulae embed-
ded alongside values while the Value-only datasets only contain values. On the other hand, in
Google Sheets, the time to open the Value-only spreadsheet is almost the same, independent
of the size of the dataset, i.e., O(1) (see Figure 5.2b). When opening a spreadsheet for the
first time, Google Sheets appears to load the first m rows visible within the screen, and then
load the rest on-demand as the user scrolls. We have confirmed this observation by manually
scrolling through a Google Sheets spreadsheet. However, Google Sheets breaks the interac-
tivity threshold of 500ms to load even a screenful of data, possibly due to network or web
rendering delays [80]. On the other hand, Excel and Calc violate this bound while opening
only 6000 and 150 row Value-only datasets, respectively, well below their advertised scala-
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(a) Excel and Calc (b) Google Sheets
Figure 5.2: Open in Excel, Calc is slow; it is faster on Google Sheets due to lazy loading of
data not in the user window.
bility limit of one million rows. The delay is even worse for Formula-value datasets. Even
though the row sizes at which the interactivity bound breaks for Excel, Calc, and Google
Sheets is roughly the same as that for Value-only datasets, i.e., 6000, 150, and 150 rows,
respectively, the slope of the line chart for the Formula-value dataset is steeper than that
for the Value-only datasets. The only difference between the Formula-value and Value-only
datasets is the presence of embedded formulae. When the spreadsheet is opened, the spread-
sheet systems recalculate embedded formulae (as discussed in Excel documentation [81], but
we expect other systems are similar), and as the number of embedded formulae increases,
the latency of open increases as well.




























(a) Increased randomized trials (b) Unique randomized trials
Figure 5.3: For Open operation in Google Sheets, using a unique sheet per trial while
randomizing order helped reduce the variance, compared to increasing the number of trials.
Specifically, Excel and Calc go past the one minute mark at 40k and 6k rows, respectively.
Google Sheets performs much better compared to the desktop-based spreadsheets, taking
≈ 40 seconds to load a 90k rows spreadsheet. Surprisingly, even after loading a screenful
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of data, the time to open a spreadsheet in Google Sheets increases linearly with the size
for the Formula-value datasets. We speculate that the latency may stem from performing
additional computation on the server to resolve issues like formula dependencies on the entire
spreadsheet, before sending data to the client. Thus, beyond prioritizing loading the first
“window” of the spreadsheet (as done by Google Sheets), there are additional opportunities
to reduce the latency of data load by prioritizing formula computation for the first window,
done by none of the systems currently.
Variance Across Trials for Google Sheets: As mentioned in Section 5.3, for all the Google
Sheets experiments, we observed higher variance across trials for different datapoints, i.e.,
row sizes. For example, for the Open experiment, Google Sheets exhibited higher variance
for 20k and 40k Value-only and 30k Formula-value datasets (see Figure 5.2b). Therefore,
we repeated these experiments with two different settings in an attempt to further reduce
the variance. For both the settings, we randomized the order of the trials for each datapoint
as opposed to the setting used throughout this section, where we run all the trials for each
datapoint sequentially. One of these settings, called increased randomized trials, involved
running 20 trials while using the same spreadsheet for each trial, for each datapoint. The
other setting called, unique randomized trials, involved running 10 trials while using a new
spreadsheet for each trial, for any given datapoint.
According to Figure 5.3, using a unique sheet resulted in a reduction of variance across
trials for all the datapoints. We speculate that using a different spreadsheet for each trial
ensured a similar setting for all the trials where, the Open operation underwent a cold-
start while loading a completely new spreadsheet. Note that across different settings, the
underlying trend of the operation is still the same—while Google Sheets performs lazy loading
of data outside of the currently visible user window, the operation is impacted by the presence
of embedded formulae in the Formula-value datasets. We observed similar behavior for other
experiments as well. The implementation details of the unique randomized trials setting of
all the experiments are available in our benchmarking repository.
Takeaway: The desktop-based spreadsheets violate the interactivity bound when opening even
small spreadsheets of less than 10k rows. The presence of formulae makes the open operation
even slower. Google Sheets lazily loads data outside of the first user window, thereby returning
control quickly, but fails to do so for sheets with embedded formulae.
5.4.2 Update Operations
We now consider two update operations: conditional formatting and sort. We present the
results for find-and-replace along with the OOT benchmark results in Section 5.5.
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Conditional Formatting: The conditional formatting operation takes a data range and a
conditional expression as input and updates the style of the cells within the range that
satisfy the condition. As before, we ran this experiment on Value-only and Formula-value
while varying the row count, m. We measured the time to execute an operation to color cells
in a column green if they contains the value 1. The expected complexity for this experiment
is O(m), where m is the row count.










































(a) Excel (b) Calc (c) Google Sheets
Figure 5.4: While conditional formatting on Formula-value is slow for Calc and Google
Sheets due to formula recomputation, no such recomputation is triggered in Excel. Google
Sheets is faster for Value-only due to formatting cells in a lazy fashion.
Observations. Figure 5.4 shows that although Excel and Calc exhibit a linear trend for
Value-only datasets, Google Sheets takes almost the same time to complete the operation
irrespective of the size of the dataset. We again speculate that Google Sheets updates the
style of visible cells, doing the rest lazily. Excel and Google Sheets complete the operation
within an interactive bound for both datasets. On a 90k spreadsheet, Excel completes the
operation in 7.5ms, which is 10.6X and 26.31X faster than Calc (79.5ms) and Google Sheets
(197.375ms), respectively.
For Formula-value datasets, Excel requires almost the same time as the Value-only datasets.
However, for both Calc and Google Sheets, the trend is much steeper. Both the systems
violate the interactivity bound with datasets much smaller than their scalability limits—at
80k and 50k rows, respectively. The values of the cells being formatted for Formula-value
datasets are derived from formulae; the gap between Formula-value and Value-only for Calc
and Google Sheets may stem from an unnecessary recomputation triggered by formatting.
Takeaway: While all systems perform conditional formatting somewhat efficiently, Google
Sheets appears to do the formatting lazily for data not in the user window. Calc and Google
Sheets perform unnecessary formula recomputation for Formula-value, violating interactivity
at datasets with fewer than 80k rows.
Sort: As shown in Table 5.1, the sort operation takes one or more column references, the
sort order, i.e., ascending or descending, and a range of cells, all as input and reorganizes the
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(a) Excel and Calc (b) Google Sheets
Figure 5.5: Sort on Formula-value is substantially worse than Value-only, thanks to formula
recomputation on sort.
range of cells in the order of the referenced columns. Unless specified explicitly, the input
range is the entire spreadsheet. In our experiments, we sort the data by a single attribute—
column A of unique integer values, with an expected complexity of O(m logm), where m is
the row count (or size of dataset); see Figure 5.5.
Observations. The deceptively linear trend for sorting for all systems is due to the size
of the datasets used in our experiments—even row size m = 500k is not large enough for
the logarithmic factor to be pronounced for the O(m logm) trend. For Google Sheets,
we could not run our experiments beyond the 50k row dataset due to a G-Suite imposed
limit on the time budgeted for an experiment. Similar to data load operations, Excel,
Calc, and Google Sheets violate the interactivity bound for both Value-only (70k, 10k, and
6k rows, respectively) and Formula-value (10k, 150, and 10k rows, respectively). Again,
the recomputation of embedded formulae increases the latency with interactivity bounds
violated much earlier—compared to the Value-only dataset (70k), Excel breaks the bound
with 7X smaller Formula-value dataset (10k). As the sort operation reorganizes the data,
the regions within the spreadsheet that a formula referred to prior to sorting could possibly
possibly be populated with new data, triggering a recomputation of formulae, as we saw for
the open operation [81]. However, such recomputation is not always necessary—when the
formulae references are relative, sorting the entire spreadsheet does not change the results
of a formula. For example, if every entry of column C is simply the sum of the entries of
column A and column B, e.g., C1 = A1 + B1, then sorting the spreadsheet across rows
based on column A should not require a recomputation of the formulae. In this case, the
recomputation is wasted computation: here, formulae generate derived columns and are
specific or local to a row, and therefore do not require a recomputation when the rows are
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sorted. In Chapter 8, we discuss how spreadsheets systems can adopt dynamic reordering
strategies to perform sorting in interactive times [82].
Takeaway: All three spreadsheet systems violate the interactivity bound for sort on very small
datasets (less than 10k for Formula-value), with Excel doing better than Calc. Sorting triggers
formula recomputation that is often unnecessary and can take an unusually long time.
5.4.3 Query Operations
We now discuss the results for four query operation categories: select, report, aggregate,
and lookup. Both the input and output of such operations can vary (Table 5.1); inputs can
include values, conditions, or ranges; outputs can include values, ranges, lists, or aggregates.
Select (Filter): In this experiment, we filter a given spreadsheet by state SD (South Dakota).
Filter operations in spreadsheets hide the rows that do not satisfy the filtering condition and
is therefore like filters in relational databases. For example, in our experiments, any row for
which state 6= SD will be hidden. We vary the row count, m, and expect the run time to
be linear in m. This is because the filter would require a full scan of the dataset.






























(a) Excel and Calc (b) Google Sheets
Figure 5.6: Filter on Formula-value in Excel does unnecessary recomputation. Google Sheets
is slower than the other two.
Observations. As can be seen in Figure 5.6, all systems exhibit a linear trend for Value-
only. Excel completes the operation within 500ms for even for 500k row dataset. However,
Calc and Google Sheets violate the bound at 200k and 20k datasets, respectively. Excel
exhibits a super-linear trend for Formula-value datasets and violates the 500ms bound at 40k
rows (Figure 5.6a). Filtering likely triggers unnecessary formula recalculation in Excel [81],
but why the trend is super-linear is a mystery to us. For Formula-value, the times for Calc
and Google Sheets is similar to Value-only, with interactivity violated at sizes 120k and 10k,
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respectively. Filter likely does not trigger recalculation in these systems.
Takeaway: Filtering takes a suspiciously long time for Formula-value for Excel, violating
interactivity at 40k rows, possibly due to formula recomputation. The other systems avoid
this recomputation, but are slower than Excel for Value-only datasets.
Report (Pivot Table): The pivot table operation [83] creates a table with summary statistics
(similar to a SQL GROUP BY). Users can generate a pivot table on one or more dimen-
sion attributes and measure attributes. The operation scans the entire dataset and creates a
summary table in a new or existing worksheet with the results. In this experiment, we create
a pivot table that shows the sum of storms per state in a new worksheet. Here, the dimen-
sions attribute corresponds to the state column while the measure attribute corresponds to
the number of storms column. We again expect the results to be linear with respect to the
number of rows of the dataset.






























(a) Excel and Calc (b) Google Sheets
Figure 5.7: Calc is faster than the other two for Pivot Tables
Observations. Figure 5.7 demonstrates linear complexity for both types of datasets. For
Value-only datasets, Calc outperforms (330k rows) both Excel and Google Sheets—the latter
two violate interactivity at 50k and 20k rows, respectively. Similar patterns emerge for
Formula-value where Calc outperforms (340k rows) Excel (50k rows) and Google Sheets
(10k). Moreover, while Calc is unaffected by embedded formulae, both Excel and Google
Sheets exhibit higher latency for Formula-value. We hypothesize that insertion of a new
worksheet in the workbook triggers formula recomputation for Excel and Google Sheets.
Takeaway: Calc accommodates 6× (Excel) or 15× (Google Sheets) the dataset size for Value-
only before violating interactivity for pivot tables. Calc avoids a costly formula recomputation
for Formula-value, while the others do not.
Aggregate operation: An aggregate formula, e.g., COUNT, takes a range as input and then
computes the aggregate of the values within that range. The conditional variant of an
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(a) Excel (b) Calc (c) Google Sheets
Figure 5.8: COUNTIF is extremely fast in Excel compared to Calc and Google Sheets. However,
for both Excel and Calc, latency is higher in Formula-value due to formula recomputation.










































(a) Excel (b) Calc (c) Google Sheets
Figure 5.9: For VLOOKUP, while Excel terminates after finding a matching value, Calc
and Google Sheets continue to scan the entire data. Excel optimizes approximate search
(Sorted=True) via an efficient searching algorithm, e.g., binary search.
aggregate formula, e.g., COUNTIF, takes an additional condition as input. For conditional
variants, only the cell values that satisfy the condition are aggregated. We first measured the
execution time of the non-conditional variants, e.g., AVERAGE, SUM, and COUNT, and observed
that their execution times were very similar for any given dataset. We ran similar equivalence
tests between the conditional variant of the operations and observed the same pattern as
above. Moreover, both formula variants, i.e., non-conditional and conditional, exhibited a
similar trend. Therefore, here we discuss the results of a representative conditional aggregate
formula, COUNTIF. A COUNTIF formula counts the number of cells in the input range that satisfy
the given condition. We used the following formula in our experiment: “=COUNTIF(K2 :
Km, 1)”, where m = 150, 6k, 10k, 20k , . . . , 500k. We expect the time to execute the formula
to scale linearly with the the number of rows in the input range. For Formula-value, the
cells in the column K contain a COUNTIF formula themselves the result of which is either 0 or
1. The formula for cell ki is “=COUNTIF(Ci,′ Storm′)”, i.e., this formula counts whether the
cell Ci contains the string “Storm” (Ki = 1) or not (Ki = 0).
Observations. Figure 5.8 shows the results of the COUNTIF formula execution. For all of the
Value-only datasets, Excel and Calc complete the operation in less than 500ms. However,
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Excel completes the operation earlier than Calc. The execution time is even worse for Google
Sheets which often takes minutes while violating the interactivity bound at 10k rows of data.
For Formula-value, again the order of execution time performance is Excel < Calc < Google
Sheets. While Excel completes the operation within 500ms for Formula-value, both Calc
and Google Sheets violate the interactivity bound at 110k rows and 10k rows, respectively.
We speculate that issuing a COUNTIF formula over a cell in column K, i.e., Ki, the value of
which is a result of another formula, triggers a recalculation at that cell.
Takeaway: Even though the aggregate computation times scale linearly with the size of the
data, both Calc and Google Sheets violate the interactivity bound well below their documented
limits. The presence of formulae within spreadsheets severely impacts the aggregation per-
formance of Google Sheets.
Look Up: These operations look up a specific value X within a given input range and returns
the value of another cell within the same row where X was found, e.g., VLOOKUP. In our
experiment, we perform a VLOOKUP on column A where Ai = i, i.e., the value of the cell
A in the i-th row is i. The VLOOKUP formula scans the column Asearching for an integer
X and return the corresponding US state for the row i such that Ai = X, where X =
200000. For this reason, one can imagine this operation to be akin to a tuple-wise foreign-
key lookup from a tuple in one relation to another relation.For all systems, VLOOKUP takes
an optional binary parameter, indicating an approximate match (True) or an exact one
(False). In our experiment, we also varied this parameter to see how the formula behaves
with different search requirements. The spreadsheet must be sorted for approximate match
to work properly; so we sorted the dataset by column A first. The worst case expected
complexity of the VLOOKUP operation is O(m), i.e., the entire input range is scanned when
the value being looked up does not exist; however, with appropriate indexing this operation
can be expected to take near-constant time. As explained earlier, to better understand
the impact of the matching criteria interacting with the size, we only used the Value-only
datasets. Using Formula-value datasets would have introduced another dimension to the
experiment, presence of embedded formulae, making it difficult to understand the impact of
the input parameters.
Observations. Figure 5.9 shows that VLOOKUP times vary significantly across systems. When
the parameter is set to False, i.e., exact match, Excel terminates after finding the value at
the 200k-th row. For datasets with N < 200k, Excel ends up scanning the entire data as no
matching value is found. In both cases, Excel completes the lookup operation in less than
500ms. When it is set to True, i.e., approximate match, Excel exhibits almost constant run
time. We speculate that Excel performs additional optimizations, e.g., binary search, for fast
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computation on sorted data. As log2 500000 ≈ 19, this amounts to roughly 19 comparisons
in memory, which should be extremely fast. Surprisingly, even with the sorted dataset, if
the matching criteria is set to False, Excel reverts to a linear trend. In Section 5.5, we argue
that a lack of indexing of data leads to such behavior.Unfortunately, neither Calc nor Google
Sheets perform any optimizations and scan the entire dataset even after finding the value
being looked up, violating interactivity at 50k and 60k respectively. Recall that a single
VLOOKUP is like a single foreign key-based lookup; a collection of such lookups is therefore
a foreign key join. For example, a popular usage of VLOOKUP is to look up grades from a
grade table (X) for a collection of scores (Y ). While this operation on a few hundreds of
thousands of rows would take minutes in memory for spreadsheets, it would take less than
a second within a database, as was mentioned in recent work [84].
Takeaway: Calc and Google Sheets end up scanning the entire dataset for VLOOKUP irrespective
of whether a matching value is found, violating the interactivity bound for datasets more than
50k and 60k rows, respectively. However, Excel is often efficient for sorted data, but requires
the user to explicitly set the parameter that decides the lookup strategy.
Formula-value Value-only
E (%) C (%) G (%) E (%) C (%) G (%)
Open 0.6 0.015 0.05 0.6 0.015 0.05
Sort 1 0.6 3.4 7 1 2.04
Conditional 100 8 17 100 100 100
Formatting
Filter 4 12 3.4 100 20 6.8
Pivot Table 5 34 3.4 5 33 6.8
COUNTIF 100 11 3.4 100 100 3.4
VLOOKUP × × × 100 5 23.8
Table 5.2: A summary of BCT experiments. For each experiment, we show at what per-
centage of their advertised limits, Excel (E), Calc (C), and Google Sheets (G), violate inter-
activity. A value of 100% means it wasn’t violated.
5.4.4 Discussion
Table 5.2 summarizes the results of the BCT experiments, showing the percentage of their
advertised limits, i.e., 1M rows for Excel and Calc and 5M cells for Google Sheets, at which
the corresponding system begins violating the interactivity bound of 500ms. To obtain
this percentage, we first identify the the number of rows at which interactivity is violated.
We then divide that number of rows by 1M for desktop-based spreadsheets. For Google
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Sheets, we compute the total number of cells, given the number of rows and then divide
that by 5M. Overall, despite performing computation in memory, except for a handful of
cases in Gray in Table 5.2, spreadsheet systems fail to provide interactive responses for even
small datasets. The interactivity is even worse with embedded formulae. While spreadsheet
systems perform optimizations such as visible window prioritization or binary search, these
methods are applied to bespoke conditions, resulting in high latency for most operations.
We aim to uncover the causes for high latency in the next section. We try to understand
how spreadsheets systems store and organize datasets. Do they use indexing? Do they op-
timize the layout of the data in-memory to allow for efficient data access for computation?
Next, spreadsheet systems tend to perform poorly when an operation triggers recomputa-
tion of embedded formulae. Therefore, we want to understand how spreadsheet formula
computation happens: How do spreadsheets perform recomputation after an update? Do
they reuse the results of the previous or other computations to optimize a given formula?
We attempt to answer these questions in the next section.
5.5 OOT BENCHMARK
We now present results from the OOT benchmark that investigates whether spreadsheet
systems adopt classic “database-style” optimizations such as indexing, intelligent and com-
pact data layout, shared computation, eliminating redundant computation, and incremental
updates. We focus on Value-only as we want to eliminate the effects of other embedded
formulae. We evaluate indexing-based optimization opportunities for both querying and
update operations, while focusing on querying operations like aggregate, report, and lookup
for the rest, i.e., data layout, shared and incremental computation, since they can benefit
most from these optimizations, using COUNTIF, SUM, and VLOOKUP as representatives.
5.5.1 Indexing
We now explore whether spreadsheets maintain indexes on the columns to facilitate faster
computation for find-and-replace, COUNTIF, and VLOOKUP. With indexes, such operations will
be executed in near constant time, e.g., logarithmic in the data size, say with B+ trees.
COUNTIF and VLOOKUP: To understand whether spreadsheets maintain indexes, we first briefly
recap the results of the BCT experiments on aggregation and lookup operations. As we
saw in Figure 5.8, the observed complexity of COUNTIF is linear in the size of the dataset
for all three spreadsheet systems. VLOOKUP also exhibits a similar linear trend in Calc (see
Figure 5.9b) and Google Sheets (see Figure 5.9c). However, in Excel, for sorted data, with
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the matching criteria set to “approximate match”, i.e., True, VLOOKUP may be performing
some optimizations in the form of binary search. However, even with sorted data, when
the matching criteria is set to “False”, Excel exhibits a linear trend which indicates an
absence of indexes. All of the other operations except data load that were benchmarked in
Section 5.4 exhibit linear trends or worse, e.g., superlinear trend for filter, further confirming
that spreadsheet systems do not employ indexes.










































(a) Excel (b) Calc (c) Google Sheets
Figure 5.10: A linear trend for Find and Replace indicates the absence of an index.
Find and Replace: For find-and-replace, we wanted to see if spreadsheet systems perform
inverted indexing, a popular indexing mechanism employed by search engines for efficient
information retrieval [85]. Find-and-replace takes three inputs: an input range and two
values, X and Y , and then scans the input range, one cell at a time, replacing any X with
Y . For this experiment, we randomly insert a predefined fixed search string X within one
column and replace X with another string Y . We run the following experiments: (a) find a
predefined string and replace it with another, and (b) search for a nonexistent value. With
an inverted index, we expect the time complexity of this operation to be constant.
Observations. For Excel, Calc, and Google Sheets, we run the experiments up to 110k, 60k,
and 30k rows, respectively (see Figure 5.10). For Google Sheets, the operation timed out
beyond 30k rows. The desktop-based systems also took seconds to complete the operation
for larger datasets. Therefore, we discontinued our experiments beyond the row ranges
mentioned.For all three systems, we see a linear trend that violates interactivity at 10k,
indicating the absence of indexes. Even when searching a non-existent value, the search time
scales linearly. As the value doesn’t exist, replace is skipped, leading to faster completion
for a non-existent value. Surprisingly, Google Sheets takes the same time in both cases.
Takeaway: None of the spreadsheet systems maintain indexes, as is evidenced by the fact that
the execution time linear in the size of the data. Find-and-replace is especially problematic,
taking more than 500ms for all datasets > 10k.
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5.5.2 Efficient and Intelligent Data Layout
Next, we wanted to see whether spreadsheets employ an intelligent layout of data in
memory. As most formulae operate on contiguous cells, physically laying out cells near each
other on the sheet close to each other can benefit from cache locality. For the first set of
experiments, we use three different sizes of Value-only: 100k, 300k, and 500k. For our next
experiment, we aim to evaluate the dataset sizes in memory vs. that on disk, to evaluate
how efficiently various systems represent data in memory.
Range vs. column access: To assess how data is laid out for various systems, we first run
two experiments: range access and random column access. For range access, we scan a
spreadsheet range and count the total number of cells in the range, i.e., issue COUNT(A1:Sn),
where n = 100k, 300k, 500k. For random column access, we randomly select an entire column
between columns A to S, count the number of cells in that column, e.g., COUNT(A1:An), and
then add all the counts. If a spreadsheet system employs a row-oriented layout, we expect



















































(a) Excel (b) Calc (c) Google Sheets
Figure 5.11: While Excel and Google Sheets employ a row-oriented data layout, Calc seems


















































(a) Excel (b) Calc (c) Google Sheets
Figure 5.12: While Calc employs a columnar data layout, for Excel and Google Sheets,
sequential and random access of a column takes roughly the same time confirming that
these systems employ a row-oriented data layout.
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Observations. As shown in Figure 5.11a and Figure 5.11c, range access is orders of
magnitude faster than random column access for both Excel (≈ 10X) and Google Sheets
(≈ 11X), respectively, indicating a row-oriented data layout. However, the execution time
for both types of data access is similar in Calc (see Figure 5.11b). To further verify that
Calc uses a column-oriented data layout, we employ a second set of experiments, discussed
next.






























(a) Excel Memory Consumption (b) Calc Memory Consumption
































(c) Excel Disk Usage (d) Calc Disk usage
Figure 5.13: Formula-value datasets tend to consume more memory and disk space than
Value-only datasets due to the added optimizations, with the representation in memory
being 10− 90× larger.
Sequential vs. Random access: Our second set of experiments involve comparing sequential
and random data access. For the former, we scan a spreadsheet column (A) from beginning
to end while accessing the values of each cell. In all three scripting languages, VBA, Calc
Basic, and GAS, we can access the value of a cell via an API call, by providing the row
and column id of that cell. For the latter, we randomly select a row and access the cell
corresponding to column A within that row. If a columnar layout is used, sequential access
would be faster than random access due to cache locality.
Observations. The two experiments take almost the same time for Excel and Google Sheets
98
(see Figure 5.12a and c), re-affirming a row-oriented data layout. However, as shown in
Figure 5.12b, sequential access is faster than random access in Calc, indicating the presence
of a columnar data layout. We later learned from the Calc development team that Calc
employs a columnar MDDS data-store [86] which explains better sequential data access
performance. However, the improvement in sequential access is not proportional to the
number of rows accessed.
(a) 200k (b) 300k
(c) 400k (d) 500k
Figure 5.14: Screenshot of Calc memory usage.
Memory and Disk Consumption: So far, we have focused on performance; however, when
discussing data layout, it is also valuable to consider data size. How much do datasets “blow
up” in memory relative to disk? In relational databases, pages on disk are mapped into
pages in the buffer pool, leading to memory consumption that is not just bounded by the
buffer pool size, but also occupies similar space as on disk. We are aware that spreadsheet
systems precompute the cell-dependency graph and formula calculation chain—both these
data structures are loaded in memory along with the spreadsheet impacting Formula-value
datasets [81]; so we compare Formula-value and Value-only datasets for this experiment, and
focus on desktop-based systems.
Observations. Figure 5.13 shows the disk and memory size of the desktop-based systems
for Value-only and Formula-value. We measure the disk usage by both manually inspecting
the file sizes from the File Explorer application of the respective operating systems and also
via shell scripts. To measure memory consumption in Excel, we opened a spreadsheet via
VBA macros and then invoked a Windows API call to measure the memory usage of the
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running Excel process. In Calc, we employed a bash script to open a spreadsheet as well as
measure memory consumption. Excel’s in-memory representation is up to 10× that of the
datasets on disk, while Calc’s representation is up to 87× for Formula-value, and 33× for
Value-only. Thus, in Calc, a 25MB spreadsheet can take more than 2GB in memory, leading
to Calc exhausting memory sooner than Excel. For both systems, the relative size increase
going from disk to memory is larger for Formula-value than Value-only. We also verified
the excessive memory usage of Calc using the System Monitor application in Ubuntu (see
Figure 5.14).
Takeaway: While Excel and Google Sheets employ a row-oriented data layout, Calc employs
a columnar data layout resulting in improved columnar data access. Both desktop-oriented
systems occupy 10− 90× more space in memory than on disk, with Formula-value datasets
occupying relatively more space in memory than on disk.
5.5.3 Shared Computation
In Section 5.4, we identified that recomputation of existing formulae severely impacts
the execution time of any new formula. We want to understand why this recomputation
is so expensive. As many formulae reference the same region, we wanted to see if these
formulae share accesses, and if possible, share computation of sub-expressions. We conduct
an experiment where we insert a formula within each cell i of a column that computes
the following:
∑i
j=1Aj, i.e., the cumulative sum of cells of column A up to row i (see
Figure 5.15a) where 10k ≤ i ≤ 100k—we use the Value-only dataset while varying the row
count from 10k to 100k with a step size of 10k. One way to compute this cumulative sum is
the repeated computation approach, using the SUM formula (see column B in Figure 5.15a)
which calculates the sum over the entire input range. Another efficient way, which we call
the reusable computation approach, is by adding the already computed cumulative sum up
to row i− 1 with the value of cell Ai. In a shared computation scenario, we expect the time
complexity of both approaches (computing the same final result) to scale linearly with the
number of formulae (see column C in Figure 5.15a).
Observations. Figure 5.15 shows that, for all systems, repeated computation takes quadratic
time as the number of rows increases. The quadratic time can be attributed to the increasing
number of cell references. As i increases, the total number of cell references of the repeated
computation approach increases in a quadratic fashion, i.e.,
∑m
i=1 i = O(m2). For m = 10k,
that leads to 50 million references. We speculate that the way spreadsheets perform compu-
tation is to individually look up all cells mentioned in the formula independently without any
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Figure 5.15: Expressing the same computation in two different ways (repeating the compu-
tation vs. reusing as much as possible) leads to substantial differences in runtime complexity
(quadratic vs. linear), indicating no sharing of computation.
reference model severely impacts the formula computation performance. On the other hand,
reusable computation, where the number of cell references increases linearly with the num-
ber of formulae, exhibits an O(m). This approach mimics a shared computation scenario: a
collection of formulae whose input range overlap can share computation to optimize perfor-
mance. However, from Figure 5.15 it is apparent that none of the existing systems employ
any such optimizations.
Takeaway: Spreadsheet systems do not employ sharing of computation for formulae with
overlapping regions.
5.5.4 Eliminating Redundant Computation
Our previous experiment revealed a setting where shared computation was not used by
spreadsheet systems; the systems were not able to detect sharing opportunities and use them
to reduce computation. We wanted to test an extreme (and very obvious to detect) version
of shared computation—one where the formulae being computed were exactly the same.
For this experiment, we executed five instances of the same COUNTIF formula “COUNTIF(J2 :
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Jm,‘1’)” on Value-only datasets of varying row count, m, by programmatically inserting each
instance within the spreadsheet. An optimal approach for this such computation is to reuse
the result of the first formula instance to compute the results of the subsequent instances.
Therefore, the optimal approach is expected take nearly constant time.











































(a) Excel (b) Calc (c) Google Sheets
Figure 5.16: All three systems redundantly compute duplicate instances of a COUNTIF formula
instead of reusing the previously computed result, causing the execution time to increase
linearly with the number of duplicates.
Observations. The result shows that the completion time of five formula instances takes ≈
5X more time than a single instance of the COUNTIF formula (see Figure 5.16). We see similar
results for Calc and Google Sheets. Therefore, spreadsheet systems do not test for formula
equality (e.g., by hashing the formulae and identifying matches) and reuse the computation.
We ran the same experiment for VLOOKUP which revealed that no elimination of redundant
computation is being performed by any of the three spreadsheet systems. For both COUNTIF
and VLOOKUP, we repeated the same experiment for N = 2, 3, 4 formula instances which
yielded similar results—the computation time scales linearly with the number of formulae
instances.
Takeaway: Spreadsheet systems do not even detect and avoid entirely redundant computation
of identical formulae.
5.5.5 Incremental Updates
Next, we wanted to see whether spreadsheet formulae can efficiently handle updates to
cells that the formulae operate on. One way to handle updates is to materialize the results
of the formula, compute the difference (or delta) between the old and new value of a cell and
then update the results, analogous to incremental view updates. We run this experiment
on the following formula “=COUNTIF(J2 : Jm, ”1”)” with Value-only datasets of varying row
sizes. For each dataset, we change the value of the cell J2 from 1 to 0 and measure the time
for recomputation. If results are materialized or memoized, a formula would require near
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constant time to recompute after the update of a single cell within the region referenced by
the formula.



























(a) Excel and Calc (b) Google Sheets
Figure 5.17: All three systems recompute the results of a COUNTIF formula from scratch after
a single cell update.
Observations. Figure 5.17 shows that the run time for Excel and Calc scales linearly with
the number of rows—taking O(m) time instead of O(1): thus these systems recompute the
formula from scratch rather than using incremental updates. Google Sheets also does not
employ incremental updates the results as the run time varies with the number of the rows;
however, the result is quite noisy.
Single vs multiple formulae. To further demonstrate the impact of updating a single cell,
we run another experiment where we vary the number of instances of the same formula
(N = 1, 100, 200, . . . , 1000) while changing the value of the cell J2. We use the 500k Value-
only dataset for the desktop-based spreadsheets and 90k dataset for Google Sheets.



























(a) Excel and Calc (b) Google Sheets
Figure 5.18: While recomputing a mere 100 instances of a COUNTIF formula following a single
cell update, all systems violate the interactivity bound.
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Observations. Figure 5.18 shows that following a single cell update, recalculation time
scales linearly with the number of formulae and violates the interactivity bound at 100 COUN-
TIF formulae. As none of the spreadsheet systems share computation and perform incremental
updates, even a single update can cause the spreadsheet to freeze [8].
Takeaway: None of the spreadsheet systems perform incremental recomputation for small up-
dates, instead recomputing formulae from scratch. The recomputation time increases linearly
with the number of formula instances.
5.5.6 Discussion
The OOT benchmark reveals that spreadsheet systems do not implement indexes, share
computation, eliminate redundant computation, perform incremental updates, or use com-
pact or workload-aware data layouts to speed up execution. Ultimately, all spreadsheet
systems end up leaving formulae uninterpreted, individually looking up the arguments cell-
by-cell for the purposes of computation. Small changes end up becoming prohibitively ex-
pensive, leading to spreadsheet systems hanging and freezing on small changes. In the next
section, we present the results from the BCT and OOT benchmarking experiments on an-
other dataset to further validate our observations.
5.6 BENCHMARKING SPREADSHEETS ON ADDITIONAL DATASETS
The setup for all of the experiments in this section is the same as that in Section 5.4 and 5.5.
The only difference is that we use the Inside Airbnb dataset [87], a dataset of Airbnb listings
across different US cities. This dataset contains 109,000 rows and 15 columns. We created
different synthetic versions of the dataset following the process explained in Section 5.3.
Note that the Airbnb dataset is a Value-only dataset, since it doesn’t contain any formulae.
5.6.1 BCT Benchmark
We first discuss the results from the BCT benchmarking experiments on the Airbnb
dataset.
Data Load Operations (Open). The open operation loads an existing spreadsheet from
disk to memory. We document the time to open a spreadsheet, while varying row sizes m,
where m = 150, 6k, 10k, 20k , . . . , 500k.
Figure 5.19a shows the time taken by Excel and Calc to open datasets of different sizes.
Like the weather dataset results in Figure 5.2 (see Section 5.4.1), for the Airbnb dataset,
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(a) Excel and Calc (b) Google Sheets
Figure 5.19: Open in Excel, Calc is slow; it is faster on Google Sheets due to lazy loading of
data not in the user window.
the time complexity appears to be linear in the size, i.e., number of rows, of the spreadsheet
for desktop-based systems (Figure 5.19a) and independent of the size of the spreadsheet
for Google Sheets (Figure 5.19b). Both Excel and Calc violate the interactivity bound while
opening as few as 6000 and 150 rows of the Airbnb Value-only dataset, respectively, while
Google Sheets breaks the interactivity time bound of 500ms while ing even a screenful of
data.
Update Operations. We now discuss the benchmarking results for update operations.
Conditional Formatting: Recall that the conditional formatting operation takes a data range
and a conditional expression as input and updates the style of the cells within the range that
satisfy the condition. For this experiment, we measure the time to execute an operation to
color cells in a column green if the value is greater than one.



























(a) Excel and Calc (b) Google Sheets
Figure 5.20: All three spreadsheet systems satisfy the interactivity bound for the conditional
formatting operation. Google Sheets is faster for Value-only due to formatting cells in a lazy
fashion.
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Figure 5.20 shows that while Excel and Calc exhibit a linear trend, Google Sheets takes
almost the same time to complete the operation irrespective of the size of the dataset. All
three spreadsheet systems complete the operation within an interactive time bound, with
Excel being the fastest. We observed similar trends for the weather dataset (see Figure 5.4
in Section 5.4.2).
Sort: The sort operation takes one or more column references, the sort order, and a range
of cells and reorganizes the range of cells in the order of the referenced columns. In our
experiments, we sort the data by a single attribute—column A of unique integer values.
Figure 5.21 shows the run time for sorting the Airbnb Value-only datasets across spreadsheet
systems. Similar to the weather dataset in Figure 5.5 (see Section 5.4.2), we a linear trend
for sorting for all three systems.



























(a) Excel and Calc (b) Google Sheets
Figure 5.21: All three systems violate the interactivity bound for Sort.
Query Operations. We now discuss the results for the four categories of query operations:
select, report, aggregate, and lookup.
Select (Filter): The filter operation hides rows that do not satisfy the filtering condition. In
our experiments, any row for which city 6= LA is hidden. As can be seen in Figure 5.22,
all systems exhibit a linear trend. We observed a similar trend for the weather dataset (see
Figure 5.6 in Section 5.4.3). Excel completes the operation within 500ms even with 500k
row Airbnb dataset. However, Calc and Google Sheets violate the interactivity bound at
200k and 20k rows, respectively.
Report (Pivot Table): The pivot table operation creates a table with summary statistics. In
this experiment, we create a pivot table that computes and shows the sum of prices per city
in a new worksheet.
Figure 5.23 shows the results. Similar to the weather dataset (see Figure 5.7 in Sec-
tion 5.4.3), the observed complexity is linear for all three systems with Calc outperforming
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(a) Excel and Calc (b) Google Sheets
Figure 5.22: For Filter, Google Sheets is slower than the other two.



























(a) Excel and Calc (b) Google Sheets
Figure 5.23: Calc is faster than the other two for Pivot Tables
both Excel and Google Sheets. While Calc remains interactive up to 330k rows, the other
two systems violate the interactivity bound at 50k and 20k rows, respectively.
Aggregate operation: An aggregate formula, e.g., COUNT, takes a range as input and then
computes the aggregate of the values within that range. The conditional variant of an
aggregate formula, e.g., COUNTIF, takes an additional condition as input. We use the following
formula in our experiment: “=COUNTIF(K2 : Km, 1)”, where m = 150, 6k, 10k, 20k , . . . , 500k.
Figure 5.24 shows the results of the COUNTIF formula execution. For all Airbnb datasets,
Excel and Calc complete the operation in less than 500ms. However, Excel completes the
operation earlier than Calc. The execution time is even worse for Google Sheets, which often
takes minutes while violating the interactivity bound at 10k rows of data. We observed
similar trends for the weather dataset as well (see Figure 5.8 in Section 5.4.3).
Lookup. These operations look up a specific value X within a given input range and returns
the value of another cell within the same row where X was found. In our experiment, we
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(a) Excel (b) Calc (c) Google Sheets
Figure 5.24: COUNTIF is extremely fast in Excel compared to Calc and Google Sheets.
perform a VLOOKUP on column A searching for an integer X and return the corresponding US
state for the row i such that Ai = X, where X = 200000.











































(a) Excel (b) Calc (c) Google Sheets
Figure 5.25: For VLOOKUP, while Excel terminates after finding a matching value, Calc
and Google Sheets continue to scan the entire data. Excel optimizes approximate search
(Sorted=True) via an efficient searching algorithm, e.g., binary search.
Figure 5.25 shows the results which is similar to that of the weather dataset (see Fig-
ure 5.9): the execution time of VLOOKUP varies significantly across systems. When the search
parameter is set to False, i.e., exact match, Excel terminates execution after finding the
value at the 200k-th row. For datasets with N < 200k, Excel ends up scanning the entire
data as no matching value is found. In both cases, Excel completes the lookup operation
in less than 500ms. When the search parameter is set to True, i.e., approximate match,
Excel exhibits almost constant run time. Calc ends up scanning the entire dataset even
after finding the value being looked up, as does Google Sheets.
5.6.2 OOT Benchmark
We now present the results from the OOT benchmarking experiments on the Airbnb
dataset.
Indexing (Find and Replace). To see if spreadsheet systems perform inverted indexing,
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we run the following experiments: (a) find a predefined string and replace it with another,
and (b) search for a nonexistent value in the sheet.











































(a) Excel (b) Calc (c) Google Sheets
Figure 5.26: A linear trend for Find and Replace indicates the absence of an index.
For all three systems, a linear trend emerges for find-and-replace operations (see Fig-
ure 5.26). Even when searching a non-existent value, the search time increases linearly with
the size of the data. We observed a similar trend for the weather dataset (see Figure 5.10 in
Section 5.5.1). However, the difference in time between searching for an existing value and
a non-existent value is not as prominent for the Airbnb dataset.
Efficient and Intelligent Data Layout. Similar to the experiments in Section 5.5.2, we
run three different experiments comparing: a) range and columnar data access, b) sequential
and random data access, and c) disk and memory consumption.
Range vs. column access: For range access, we scan a spreadsheet range and count the total
number of cells in the range. For random column access, we randomly select an entire column,
count the number of cells in that column, and then add all the counts. If a spreadsheet system
employs a row-oriented layout, we expect range access to be faster than column access. The















































(a) Excel (b) Calc (c) Google Sheets
Figure 5.27: Excel and Google Sheets seems to employ a row-oriented data layout.
According to Figure 5.27, for both Excel and Google Sheets, range access is orders of
magnitude faster than random column access. Therefore, we once again speculate that these
systems employ a row-oriented data layout. On the other hand, for Calc both experiments
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take the same time indicating the absence of a row-oriented layout. We observed similar
outcomes for the weather dataset (see Figure 5.11 in Section 5.5.2).
Sequential vs. random access: For sequential data access, we scan a spreadsheet column A
from beginning to end while accessing the values of each cell. For random data access, we
















































(a) Excel (b) Calc (c) Google Sheets
Figure 5.28: While Calc employs a columnar data layout, for Excel and Google Sheets,
sequential and random access of a column takes roughly the same time confirming that
these systems employ a row-oriented data layout.
As shown in Figure 5.28, the time for sequential and random access is very similar for
Excel and Google Sheets further verifying a row-oriented data layout. On the other hand,
sequential access is faster in Calc compared to random access, indicating the existence of
employs a columnar data layout. Again, the improvement in sequential access is not pro-
portional to the number of rows accessed. We observed similar outcomes for the weather
dataset (see Figure 5.11 in Section 5.5.2).































(a) Excel (b) Calc
Figure 5.29: For both the desktop-based systems, the in memory representation of Value-only
datasets consume more space compared to the disk.
Memory and Disk Consumption. In this experiment, we compare the memory and disk
usage of desktop-based spreadsheet systems for the Value-only Airbnb datasets. We use five
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datasets with 100k, 200k, 300k, 400k, and 500k rows, respectively. As shown in Figure 5.29,
Excel’s in-memory representation is up to 7× that of the datasets on disk, while Calc’s
representation is up to 13×. We observed similar outcomes for Value-only weather datasets
also (see Figure 5.13 in Section 5.5.2).
Shared Computation. Similar to the experiment in Section 5.5.3, we compare two dif-
ferent cumulative sum computation approaches: repeated and reusable computation. The
reusable computation approach shares computation results between formulae with overlap-
ping regions. The repeated computation approach doesn’t perform any such optimization.












































(a) Excel (b) Libre (c) Google Sheets
Figure 5.30: Expressing the same computation in two different ways (repeating the compu-
tation vs. reusing as much as possible) leads to substantial differences in runtime complexity
(quadratic vs. linear), indicating no sharing of computation.
Figure 5.30 shows that for all three systems the repeated computation approach takes
quadratic time while the reusable computation approach is linear with the number of rows.
Similar to the weather dataset experiment (see Figure 5.15 in Section 5.5.3), the results
confirm that the current spreadsheet systems do not share computation when executing
multiple formulae with overlapping regions.
Eliminating Redundant Computation.: For this experiment, we executed five instances
of the same COUNTIF formula “COUNTIF(J2 : Jm,‘1’)” on Value-only datasets with varying row
count, m, by programmatically inserting each instance within the spreadsheet. The result
shows that, for all three systems, the completion time of five formula instances takes ≈ 5X
more time than a single instance of the COUNTIF formula (see Figure 5.31). We observed similar
outcomes for the weather dataset (see Figure 5.16 in Section 5.5.4) and again confirm that
these systems do not eliminate redundant computation.
Incremental Updates. We run this experiment on the following formula “=COUNTIF(J2 :
Jm, ”1”)” with Value-only datasets of varying row sizes. For each dataset, we change the
value of the cell J2 from 1 to 0 and measure the time for recomputation.
As shown in Figure 5.32, the run time for all three systems scales linearly with the number
of rows—taking O(m) time instead of O(1): thus these systems recompute the formula from
scratch rather than using incremental view updates. We observed similar outcomes for
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(a) Excel (b) Calc (c) Google Sheets
Figure 5.31: All three systems redundantly compute duplicate instances of a COUNTIF formula
instead of reusing the previously computed result, causing the execution time to increase
linearly with the number of duplicates.



























(a) Excel and Calc (b) Google Sheets
Figure 5.32: All three systems recompute the results of a COUNTIF formula from scratch after
a single cell update.
weather dataset with Excel (Figure 5.17a) and Calc (Figure 5.17b). However, the results for
Google Sheets on Airbnb dataset is quite smooth compared to weather dataset (Figure 5.17c).



























(a) Excel and Calc (b) Google Sheets
Figure 5.33: While recomputing a mere 100 instances of a COUNTIF formula following a single
cell update, all systems violate the interactivity bound.
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Single vs multiple formulae. To further demonstrate the impact of updating a single cell value
on formulae computation, we run another experiment where we vary the number of instances
of the same formula (N = 1, 100, 200, . . . , 1000) while changing the value of the cell J2. For
this experiment, we use the 500k Value-only dataset for the desktop-based spreadsheets
and 90k Value-only dataset for Google Sheets. As shown in Figure 5.33, following a single
cell update, recalculation time scales linearly with the number of formulae and violates the
interactivity bound at 100 COUNTIF formulae. We observed similar outcomes for the weather
dataset (see Figure 5.18 in Section 5.5.5).
5.6.3 Discussion
The observations from the benchmarking experiments on the Airbnb dataset are identical
to those obtained from the experiments on the weather dataset—spreadsheet systems exhibit
higher latency as size of the datasets increases and lack any database-style optimizations to
improve responsiveness. The similarity in experimental outcomes with different datasets
further validates our findings. In the next section, we summarize feedback we received from
spreadsheet system developers on our proposed benchmark.
5.7 DISCUSSION WITH DEVELOPMENT TEAMS
After the first version of this work was posted online, we were approached by the Calc and
Google Sheets development teams who expressed an interest in our takeaways. We initiated
conversations with both teams, and report some initial feedback below.
Data Layout. The Calc team confirmed the use of a columnar data layout (Section 5.5.2):
Calc has a columnar MDDS data store for optimized data access, with SSE optimization [88]
for columnar SUMs. The Calc team acknowledged the trade-off between performance and stor-
age (Section 5.5.2), opting to prioritize precomputation of dependency graphs and calculation
chains over memory consumption.
Optimizing Computation. The Calc team confirmed the lack of sharing and redundancy
identification (Section 5.5.3), noting that these optimizations can benefit computationally
heavy spreadsheets. The Google Sheets team had similar observations, noting that such
sheets often come from enterprise clients. Both teams expressed reservations with incre-
mental updates, specifically, precision issues resulting in unpredictable (non-idempotent)
results.
Benchmarking and Architecture. The Google Sheets team identified a missing di-
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mension in our benchmark: the addition/deletion of rows/columns, which we will address
in future releases. Moreover, Google Sheets pushes some computation to the client-side
browser. Our benchmark primarily evaluates server-side performance; future benchmarks
should evaluate both. Since some computation happens at the client side, the source code
isn’t as “closed”, and can be profiled on the client-side, e.g., via apps script logger and cloud
platform logger [89]. Calc benchmarks performance using the open-source Callgrind Test
Suite [90].
Summary. Our benchmarking study showed that even though spreadsheet systems operate
on in-memory data, they remain interactive for only a few operations through bespoke
optimizations. All three systems achieved interactive response times only on small datasets
that are a fraction of their advertised scalability limits. Our experiments also confirmed
that spreadsheet systems do not employ many of the “time-tested” optimizations adopted
by the data management community to improve interactivity. We believe our evaluation
and the resulting insights can help the spreadsheet developers in addressing the interactive
scalability challenges with these systems. In the next chapter, we present our attempts at
addressing the perceptual scalability challenges of spreadsheet systems.
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Chapter 6: Addressing Perceptual Scalability Challenges of Spreadsheets
In this chapter, we first summarize the perceptual scalability challenges with existing
spreadsheet systems. We then present NOAH, a zoomable overview interface that we have
developed for exploring and analyzing spreadsheet data.
6.1 SPREADSHEETS EXPLORATION AND PERCEPTUAL SCALABILITY
As mentioned in Chapter 5, spreadsheet systems are hugely popular for ad-hoc exploration
and analysis of data with nearly a billion users [5]. Studies show that information work-
ers prefer to operate on their data within spreadsheets while shunning enterprise solutions
with more advanced analytical features [91, 92]. One popular joke among those developing
business intelligence applications is that the “export to excel” button is the third-most com-
monly used button from the menu bar, after OK and Cancel [93]. Spreadsheets enable users
to view, structure, and present data in an intuitive tabular layout, wherein users can map
their data and tasks; this tabular layout is essential to the popularity of spreadsheets [11].
However, such tabular representation of data makes data exploration within spreadsheets
challenging. In this section, we first discuss these challenges and then present a literature
review of how existing systems address these challenges.
6.1.1 Spreadsheet Navigation Challenges
Using the tabular layout of spreadsheets effectively involves navigation, i.e.,“the process of
viewing and manipulating the computer display to show another portion of the information
space” [94]. Navigation is supported via two unit operations, scrolling and steering. Scrolling
is the action of moving displayed text or graphics up, down, or across a computer screen, in
order to view different parts of the spreadsheet. For example, when analyzing data, users
may scroll to compare data across different screens, or to get a high-level view of the overall
spreadsheet. Steering, on the other hand, involves clicking the left mouse button and then
dragging the mouse pointer through the spreadsheet to select a specific region. For example,
to issue a formula, users may steer to select the subset of the data to be operated on as an
argument within the formula. Most frequently used spreadsheet formulae require users to
perform steering actions [95, 96]. Overall, both scrolling and steering are crucial as users
navigate spreadsheets to identify, compare, and summarize data.
However, navigating spreadsheets using scrolling or steering is challenging, since spread-
115
sheet data span multiple screens, making it hard to synthesize, analyze, makes sense of, or
operate on it [9, 11]. With the ease of data generation, and with spreadsheets now support-
ing increasingly larger datasets, e.g., Google Sheets now supports five million cells [97], a
12.5× increase from the previous limit of 400K cells, navigating data within spreadsheets is
only becoming even harder, thanks to multiple inter-related reasons:
• Loss of overview and context. When navigating spreadsheets, users can easily lose the
context of where they are and where they should go next [9]. The only navigational
context provided by spreadsheets is the built-in scrollbar that acts as a one-dimensional
overview and indicates the user’s current location on the sheet. However, since this
overview does not capture the layout and structure of the data, users are forced to
mentally assimilate the layout and recall it on-demand, as they navigate a spreadsheet.
• Cognitive and mechanical burdens. The lack of contextual cues leads to severe cognitive
and mechanical burdens for users [98]. Users often end up taking their own drastic
measures to avoid getting lost; for example, some users create personalized overviews
extrinsic to the spreadsheet, by sketching maps of spreadsheets on paper [9]. Other
users add their own landmarks such as headers or colored cells, as a visual affordance
to assist in navigation [9]. Steering via dragging the mouse pointer across multiple
screens to select a subset of data as input to a formula can often be challenging as
well: the only remedy is for users to abandon steering entirely and instead remember
the range of the subset of data of interest, and then correctly enter this range as the
argument to the formula, often giving rise to errors that are increasingly prevalent in
spreadsheets [99].
• Visual discontinuities. The limited viewport afforded to the user introduces a visual
discontinuity between the information being displayed. For example, comparing spa-
tially separated subsets of data within the spreadsheet requires moving back and forth
between multiple viewports, which can be overwhelming [11, 9]. As an alternative,
users tend to copy subsets of data side by side to reduce the visual discontinuity [11, 9],
which is cumbersome.
Overall, while navigating present-day spreadsheets, users often lose context, get overwhelmed,
and experience visual discontinuities. Addressing these challenges requires considerable man-
ual effort. As we will argue in Section 6.1.2, existing spreadsheet features such as pivot tables,
named ranges, and subtotals, partially alleviate some of the aforementioned challenges but
do not eliminate them entirely. For example, pivot tables generate a summary while losing
the correspondence between the raw data and the summary.
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6.1.2 Related Work
We now discuss tools and techniques that partially address the limitations of navigating
data, both inside and outside spreadsheets.
Spreadsheet Tools and Prototypes: Both commercial spreadsheet tools as well as academic
prototypes provide partial solutions to navigational challenges.
Microsoft Excel. Excel enables users to manually create references to a spreadsheet region
using the named ranges [100] feature, accessible from the menu bar. Users can click on a
named range to navigate to the referred region. However, the onus is on the user to create
named ranges for each region of interest. The pivot table [21] feature allows users to create
a summary view to compare subsets of data without having to navigate to various locations
within the sheet. This summary is placed in a separate region of the spreadsheet, preventing
users from accessing the data underlying the summary, impeding navigation. A similar
overview feature, SUBTOTAL [101], adds a new row at the end of each distinct subset of data
with summary information. Users can expand the summary to view the actual spreadsheet
data. However, for datasets with many subsets (e.g., for numeric data), the number of new
lines inserted (i.e., the summary) can itself become very large, spanning multiple screens,
and can cause increased visual discontinuity during navigation. Finally, NodeXL [102] is a
plug-in that provides a spreadsheet network overview and supports navigational operations,
e.g., zooming in/out, dynamic filtering, on the overview; this plug-in only supports network
datasets, such as biological or social networks.
Google Sheets Explore. Google Sheets Explore [103] provides an overview of the data
by auto-generating charts of data statistics. Users can specify queries to the tool (similar to
a web search) asking for different summary statistics. While Explore is a convenient means
to understand high-level data characteristics, it doesn’t address the navigational challenges
related to scrolling and steering.
Scalable Spreadsheet Summarization and Exploration. Smart-drill-down [104] gen-
erates an interactive summary of a large spreadsheet table as a collection of rules; users
can drill-down to a specific rule to view more fine-grained rules. Hillview [105] displays the
approximate results of group-by queries on large spreadsheet tables. While these tools sup-
port summarization at scale, providing an overview of the spreadsheet, they don’t preserve
spreadsheet semantics, nor do they make it easy to scroll or steer through large spreadsheets.
ABC [106] and DataSpread [59] support interactive exploration of very large spreadsheet
datasets, beyond main-memory limits, maintaining spreadsheet look-and-feel, but do not
provide any new spreadsheet capabilities to assist with navigation.
Interactive Tables. TableLens [107] is a focus+context view for browsing numerical in-
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formation in tables, looking much like a spreadsheet with embedded bar charts. Cells out
of focus display graphical bars proportional in length to the underlying values, providing
a visual overview of the data, while cells within the user’s current focus are magnified and
display the graphical bars and the raw data. Ideas similar to TableLens have been adopted
by DataLens [108] for visualizing digital calendars, and by FOCUS [109] and InfoZoom [110]
for exploring database query results. While TableLens provides an easy mechanism to get a
high-level view of the data and spot outliers, it suffers from the same disadvantages that fo-
cus+context views have relative to overview+detail ones. However, TableLens only supports
one granularity (zoomed in or zoomed out): beyond a certain size, navigating (scrolling or
steering) the zoomed out data is still cumbersome for users. Moreover, TableLens does not
maintain the spreadsheet look-and-feel or capabilities.
Visual Interactive Spreadsheets. VisSh [111], SI [112], SSR [113], ASP [114], and Pho-
toSpread [115] extend the input/output capabilities of cells within spreadsheets, to display
charts, animation, photos, or geometric objects, or accept input via direct manipulation
dialogs, among others. While these tools allow users to represent and manipulate data in a
more flexible manner, which in turn could help users getting a high-level sense of the data,
they do not necessarily help users navigate data more effectively.
Spreadsheet Alternatives: We draw from work on navigation interfaces in non-spreadsheet
interfaces as well.
Overview+Detail Interfaces. Cockburn et al. [98] provides a detailed survey of zooming
and overview+detail interfaces. To improve navigation within large documents, overview+detail
interfaces [24, 25] allow users to interact with an overview as they explore the document.
Zooming interfaces [26, 27] provide a multi-granularity overview of the data and support
interactions like zoom in/out to navigate across various granularities. We follow the same
analogy of providing an overview of the spreadsheet first, allowing users to drill-down further.
Multiple Coordinated Views. Multiple coordinated views [116], e.g., Snap [28], Elastic
Documents [117] connect multiple views, for example, an overview and a detailed data view
while enabling coordination between these views through brushing and linking.
Tabular Data Analysis (TDA). Visualization tools such as Tableau [1], Power BI [2],
Keshif [22], Voyager [118] and analytical tools such as SPSS [119], SAS [120], can all pro-
vide summaries of tabular data in various forms (visualizations, aggregate statistics). These
summaries are static overviews of the data—much like pivot tables, these summaries are
not dynamically linked to nor are co-located with the underlying raw data. For example,
Keshif [22] can display all the unique values corresponding to an attribute of interest, e.g.,
cities of the Airbnb data [87]. However, users cannot view or inspect the raw data corre-
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sponding to each city in a spreadsheet-like tabular setting, while being able to edit this raw
data at will. With TDA tools, the spreadsheet look-and-feel is lost, and as a result, users lose
the ability to directly manipulate raw data, derive new data, and issue formulae for free-form
analysis. Therefore, the goals of spreadsheets differ from TDA tools in two ways: a) facil-
itating direct manipulation of raw data in-situ and b) enabling arbitrary derivation of new
data and summaries using various operations involving navigation, e.g., issuing formulae.
6.1.3 Proposed Approach
Taking inspiration from the related work, we build NOAH, a general-purpose plugin for
spreadsheets while addressing the deficiencies of exisiting solutions. Similar to multiple coor-
dinated views, NOAH connects spreadsheets with an overview and updates the spreadsheet
as users interact with the overview and vice-versa. Like TableLens, NOAH embeds graphical
bars, but within the overview to depict the underlying data distribution. NOAH captures
the user’s current focus by highlighting the corresponding bin in the overview. However, un-
like TableLens, NOAH supports multiple granularities via binning. Finally, NOAH being
a plug-in to spreadsheets, provides a unified interface that upholds the goals of facilitating
direct data manipulation while enhancing navigational capabilities for spreadsheet users.
The rest of the chapter is organized as follows: in Section 6.2, we provide a brief overview
of NOAH and the challneges in developing such a plugin. In Section 6.3, we present a
case study of NOAH being applied to a real-world scenario. We then explain the design
considerations for developing NOAH in Section 6.4. In Section 6.5, we present NOAH ’s
architecture, user interface and supported operations.
6.2 SEAMLESS NAVIGATION AT SCALE WITH NOAH
Developing a general-purpose plugin like NOAH introduces a number of open problems.
How do we support more effective navigation of data within spreadsheets? One approach
would be to try to integrate an overview of the overall structure of the data along with the
spreadsheet [121] resulting in a classical overview+detail interface where the spreadsheet is
the detailed view. Overview+detail interfaces are used to facilitate navigation in various
domains such as text editors and maps [98]. Users can manipulate the overview or detailed
view, to perform high-level or low-level operations, respectively. Overview+detail inter-
faces have been shown to be effective in these domains, reducing cognitive load for users
by providing them the big picture first, helping them quickly assimilate the information
space [98]. Our goal is to integrate an overview plug-in with spreadsheets that captures the
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overall structure of the data, while supporting interactions that address the difficulties in
typical navigational operations like scrolling and steering. It is essential that our interface
is a plug-in that enhances the capabilities of spreadsheets that so many users are used to and
reliant on, as opposed to a potentially jarring or confusing replacement for spreadsheets.
However, while an overview plug-in for spreadsheets does seem appealing and natural,
developing it leads to several challenges.
• Overview modality. One could simply add a zoomed out version of the entire sheet as a
pane on the side to create a spreadsheet overview, as in popular presentation software
like Microsoft PowerPoint, or text editors like Sublime Text. The zoomed out overview
would display the data at a lower magnification. Unfortunately, this approach would
not suffice for a spreadsheet. An overview should provide a comprehensible big picture
view; for a spreadsheet of numbers, text, or formulae, when zooming out beyond a
point, an overview displayed at such low magnification would be unreadable. Another
approach, adopted by map tools like the early versions of Google maps, is to use the
overview to provide a global context of the user’s current location currently displayed
in the zoomed-in detailed view [98]. While the overview remains static, users can
perform semantic zooming operations [122] on the detailed view which allows objects
to be represented differently at different scales. Since spreadsheets already display the
raw data, zooming into and out of a detailed view consisting of this raw data is not
meaningful. How do we design an overview to dynamically change as users seek a more
fine-grained or coarse-grained view of the overall structure of the data?
• Construction of the overview. Given a spreadsheet with many rows, one approach to
constructing a dynamic overview is mapping rows of data to high level groups, similar
to online maps. In online maps, cities are grouped into states and states are grouped
into countries, forming a multi-granularity hierarchy. How do we automatically group
spreadsheet rows together in a similar “meaningful” way such that this grouping ap-
plies to all data types, including strings and numbers? If the automatically generated
grouping is not semantically meaningful, how do we allow the users to customize the
grouping modality? How do we facilitate interactions that enable users to view the
overview at multiple granularities?
• Operations on the overview. Following the construction of a dynamic overview, the next
challenge is to design simple interactions that achieve similar outcomes as scrolling and
steering. For example, an alternative to scrolling can be to leverage the groups of the
overview to access the rows mapped to that group. As the granularity of the dynamic
overview changes, how do we efficiently update the mapping from spreadsheet rows to
120
the finer or coarser groups so that scrolling remains seamless? Similarly, how do we
leverage the overview to steer spreadsheet data (i.e., select a range of data) for formula
computation? How do we present the results of the formula within the overview?
One approach can be to adopt the pivot table-like presentation of results. Within
their summary view, pivot tables display aggregate formula results (e.g., SUM, COUNT)
alongside each group. However, unlike pivot tables, users can explore the overview at
multiple granularities. As the granularity changes, the grouping of rows also changes;
making the previous formula results inconsistent with the new groups. How do we
recompute the results of a formula in a convenient manner as the granularity changes
without requiring the users to reissue the formula from scratch?
• Seamless integration as a plug-in. Finally, how can we design an overview with a generic
set of features, that can be integrated with any existing spreadsheet tool, operating on
any dataset, without impacting existing functionalities or look-and-feel? How do we
ensure that the interactions supported by the overview are consistent with traditional
spreadsheet semantics, and complement existing spreadsheet interactions? How do
we enable coordinated interactions across both views, i.e., the overview and the raw
spreadsheet, such that they remain consistent at any given time?
NOAH: a navigation plug-in for spreadsheets. We address the aforementioned chal-
lenges in NOAH1, an in-situ navigation interface for overviewing and analyzing spread-
sheet data holistically. NOAH is constructed as a plugin to an existing spreadsheet tool,
DataSpread [123], an open-source scalable web-based spreadsheet. While NOAH’s design
is not tied to DataSpread, we opted not to use other popular spreadsheet tools like Google
Sheets and Microsoft Excel because they are closed source. Figure 6.1 shows a snapshot of
NOAH. When the user chooses to explore the data by a specific attribute, a multi-granularity
overview is constructed and displayed within NOAH, next to the raw spreadsheet data (Fig-
ure 6.1a). Users can zoom into or out of the overview to obtain a fine or coarse-grained
perspective of the data distribution. The distribution at each granularity is captured by a
histogram, enabling users to assimilate the data via summary statistics. Each bin (group) of
the histogram is mapped to a collection of rows in the spreadsheet. Cumbersome scrolling
operations are eliminated in favor of a few clicks on the overview interface. Instead of steer-
ing to analyze the data, users can issue formulae on the overview with interactions similar
to pivot table construction, and view results on a separate aggregate column, alongside the
overview (Figure 6.1b). In this manner, users can issue formulae on different subsets of the
data while remaining on the same screen, reducing visual discontinuity. NOAH ensures that







g. Cells corresponding to 
navigation and aggregation 
attribute are highlighted
f. Overview bin 
corresponding to the 
visible spreadsheet data 
is highlighted
Figure 6.1: NOAH: navigation interface consisting of (a) a zoomable overview and (b) an
aggregate column integrated with (c) a spreadsheet. A context bar consisting of (d) a navi-
gation history displaying locations visited so far using the overview, and (e) a breadcrumb
showing the current navigation path (e.g., Home). (f) The user’s current focus in the spread-
sheet is highlighted on the overview. (g) Columns corresponding to the navigation attribute
(city) and aggregate column (availability) are highlighted on the spreadsheet.
there is coordination between the overview and the spreadsheet: for example, panning and
zooming on the overview are reflected on the spreadsheet by displaying the spreadsheet data
corresponding to the bin currently in focus in the overview. Finally, NOAH automatically
creates contextual and historical information (Figure 6.1d and 6.1e) while displaying visual
cues (Figure 6.1f and 6.1g) so that users don’t lose context during navigation.
The primary contribution of our work is twofold:
• We formalize the design of a general navigation (overview+detail) interface for explo-
ration and analysis of large spreadsheets. We realize this design in the form of NOAH,
a plugin to a spreadsheet tool, ensuring that interactions supported by NOAH com-
plement existing spreadsheet operations.
• We conduct a user study to evaluate the benefits and limitations of this plugin. The
study required users to perform tasks that were representative of popular spreadsheet
operations, using both Microsoft Excel and NOAH. The study shows that compared
to Microsoft Excel, participants were able to complete spreadsheet navigation tasks
correctly and quickly in NOAH. Participants made 2.5× fewer mistakes while being
2× faster with a NOAH-integrated spreadsheet than with Excel.
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6.3 NOAH USE CASES
Users prefer spreadsheets over enterprise solutions to view, explore, and analyze data [91,
92]. To understand the scope of typical user tasks on spreadsheets, we make use of the typol-
ogy of abstract data exploration tasks [124]—see Table 6.1. This typology characterizes the
range of domain-independent tasks performed on visual representations of data, developed
after analyzing task classification systems in over two dozen papers, and has been applied
to a variety of scenarios, including developing models for visualization system design [125],
designing task taxonomies for cartograms [126], and defining the scope of tasks in a number
of domains, e.g., interactive task authoring [127], document mining [128], multivariate net-
work analysis [129], mass cytometry [130], among others. While all the tasks in Table 6.1
can be performed using spreadsheets, NOAH enhances the experience for many of these
tasks, indicated by a checkmark (X). We describe these tasks in the context of a real usage
scenario for NOAH below.
Purpose Use Cases
Consume discover (X: generation of hypotheses, e.g., Rebecca finds a trend in larger cities and wants to check if it is present
in smaller cities), present (X: communication of information, e.g., Rebecca sees the overall availability trends
in the context of raw listings, and can present this view to her co-workers), enjoy (X: casual encounters with
visualization, e.g., Rebecca uses the overview “at a glance” to understand which cities are present in the dataset,
and how many listings are present per city)
Search explore/browse (X: searching based on characteristics where location is unknown/known, e.g., Rebecca tries to
find Chicago listings with availability greater than 60 days), locate/lookup (X: searching based on entities where
location is unknown/known, e.g., Rebecca wants to find all entries corresponding to a given city like Chicago)
Query identify (X: returning the characteristics of entity found during search, e.g., Rebecca wants to examine Chicago
listings to assess typical availabilities of listings in Chicago), compare (X: returning characteristics of multiple
entities, e.g., Rebecca wants to compare listing patterns in Boston to that of Chicago), summarize (X: returning
characteristics of several entities, e.g., Rebecca wants to gain an understanding of overall rental patterns across
cities)
Produce export/save (×), generate/record (X: generation or recording of new information, e.g., Rebecca issues an aggregate
formula to generate summary availability statistics across cities)
Table 6.1: Example use cases where NOAH provides benefits beyond spreadsheets (labeled
by Xif improved; × if it remains the same), employing Brehmer and Munzner’s typol-
ogy [124].
We now describe a usage scenario that illustrates the benefits of integrating NOAH into
typical spreadsheets. Let’s assume that Rebecca, a journalist, is exploring the Inside Airbnb
dataset [87], a dataset of all the Airbnb listings across different US cities. This dataset was
created to investigate the long-standing accusation that many listings in Airbnb are illegally
run as hotel businesses, while avoiding taxes; any listing available for rent for more than 60
days a year is considered to be operated as a hotel [131]. This dataset is a variation of the
Airbnb dataset used in the experiments in Section 5.6 in Chapter 5. We explain the dataset
in Section 7.1.1 in Chapter 7.
Given that this is the first time she’s examining this dataset, Rebecca wants to first gain
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a bird’s eye view of the data. Without NOAH, Rebecca would have had to use a pivot
table (discussed in Section 6.1.2) to construct a summary—however, since this summary is
disconnected from the underlying data, it is hard for Rebecca to map the summary statistics
to the raw data to obtain further details about listings from any given city. If she wanted
to examine listings from a specific city, Rebecca would have to either use search capabilities
or perform an explicit filter for this information, and would have to switch back and forth
between the pivot table results and the raw listings, present at disparate locations on the
spreadsheet. Even at the first step of exploration, Rebecca would experience substantial
cognitive burdens, loss of context, and visual discontinuities, with subsequent steps becoming
progressively more challenging.
Using NOAH, she organizes the overview by city and starts casually exploring the dataset,
understanding which cities are present, and roughly how many listings does each city have—
with NOAH providing a high-level overview of cities (Figure 6.1a) (enjoy). The overview
consists of sorted non-overlapping bins containing one or more cities. She can click on any bin
and the corresponding data will be displayed at the top of her screen. For example, clicking
on the Ashville-Boston bin displays the Ashville listings (Figure 6.1c); she can similarly find
and examine properties of the Chicago listings by clicking on the Chicago-Denver bin (locate
followed by identify). She can also zoom into bins using the “〉” arrows, zoom out of bins
using the “〈” arrows, and pan by clicking on various bins at the same level. We discuss the
construction of the overview and associated interactions in Section 6.5.
Next, say Rebecca wants to analyze one of the larger cities to understand the overall
renting pattern (summarize). She studies a few cities at a time, examining and comparing the
number of listings for each city, as displayed on the overview (compare). She decides to focus
on Boston, her hometown, and wants to find out how many listings in Boston violate the
“rent availability > 60 days” condition (identify). In a typical spreadsheet, Rebecca needs to
manually steer and then select the Boston listings as input to a COUNTIF formula that counts
the number of rows that satisfy the above mentioned condition. Using NOAH, she can zoom
into the Ashville-Boston bin (Figure 6.2a and 6.2b) and then issues a COUNTIF operation on
the overview (generate). The result is displayed as an aggregate column alongside the overview
(Figure 6.1b). Rebecca learns that more than half of the listings in Boston are effectively
operating as hotels (discover)—a large number!
Based on this insight, Rebecca then wants to understand availability statistics for an even
larger city, Chicago (compare). As she uses the overview to navigate to Chicago, NOAH auto-
matically updates the aggregate column to the COUNTIF formula results for Chicago (identify),
without Rebecca needing to reissue it by performing a cumbersome steering operation as
in traditional spreadsheets. Rebecca learns that Chicago exhibits a similar renting pattern
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as Boston, with more than half the listings operating as hotels. She can then hypothesizes
that this trend may hold for all large cities, and can check whether the smaller cities have a
different pattern (discover). Note that, the rows that satisfy the “rent availability > 60 days”
condition, are listed in the spreadsheet adjacent to the overview in sky blue (Figure 6.1g)
(explore). With the raw data presented side-by-side, she can also dive into other attributes of
the listings operating as hotels to see if there are any other identifying characteristics, e.g.,
if they are all managed by a small number of agencies acting as individual renters (identify).
Finally, as Rebecca navigates the data, her navigation history (Figure 6.1d), i.e., recently
visited cities, and current navigation path (Figure 6.1e) are kept up-to-date, allowing her
to maintain context during navigation (record). She can revisit any previously visited cities
(lookup) by simply clicking on the relevant path in the navigation history.
Overall, with NOAH, users can quickly comprehend the data via the overview, access any
region within the data without having to scroll endlessly, and request additional details on
demand without having to steer across multiple screens. As users navigate and analyze the
data, they can revisit previously accessed data via the navigation history, not losing context
of what they have explored.
6.4 NOAH: DESIGN CONSIDERATIONS
In this section, we outline our design considerations for a spreadsheet navigation interface.
Our design considerations were informed by prior work on information visualization [132,
124], overview+detail interfaces [98], multiple-coordinated views [133], and refined through
our experiences across multiple design iterations.
DC1. Construct the overview in-situ. An overview helps users get a high-level picture
of the data. However, maintaining the overview in a separate location from the data can
lead to loss of context; instead, having it co-located with the data can help users make rapid
glances to explore information between a bird’s-eye view and a close-up detail [121].
DC2. Ensure reduced visual discontinuity while providing details on demand.
Users often need to access subsets of data, and study their properties in detail, e.g., via
steering. Navigating back and forth between different subsets of data can lead to increased
visual discontinuity. The interface should allow users to compute such details for various
data subsets on demand [132]. The interface should maintain visual continuity as users
navigate to a different subset, recomputing the details for the new subset.
DC3. Balance the screen space afforded to the overview. As the overview has limited
screen-space available, we need to consider the trade-off between visual discontinuity (DC2 )
125
and clarity. Displaying a fine-grained overview improves visual clarity while increasing visual
discontinuity—users need to scroll through the overview to access distant subsets of data.
Displaying a coarse-grained overview decreases visual discontinuity at cost of reduced visual
clarity—the overview may span too many data subsets and appear visually cluttered. The
interface should further allow users to control the screen-space allocated to the overview.
DC4. Enable coordination between the spreadsheet and overview. Since users
can view the overview and the spreadsheet simultaneously, interactions on both need to be
linked [116], i.e., an interaction on one should be reflected on the other [133]. For example,
as a user scrolls through the spreadsheet, the user’s current focus should be highlighted on
the overview. However, not all interactions need to be interlinked, e.g., changing the font
size of a spreadsheet cell need not lead to a change in the overview.
DC5. Facilitate customization of the overview. As the overview is automatically
generated, it may not reflect domain-specific context known only to the user [106]. For
example, an overview constructed on a grading spreadsheet by binning nearby scores may
not match the letter grade ranges that the instructors have in mind. Allowing users to
customize the overview is therefore essential.
DC6. Display contextual and historical navigation information. The interface
should record navigation history, allowing users to revisit previously visited locations [132],
while also displaying their current navigation path for context.
6.5 USER INTERFACE
We now explain the design of NOAH’s components and discuss the implementation details.
6.5.1 In-situ Overview
NOAH constructs the overview in-situ (DC1) next to the spreadsheet on an attribute of
the spreadsheet dataset called the navigation attribute, selected by the user. Any attribute
type that can be ordered can be a navigation attribute, e.g., text, numbers. The overview
is constructed at multiple granularities. Each granularity is divided into non-overlapping
groups of data called bins. As shown in Figure 6.2d, an overview of the Airbnb data on the
navigation attribute “city” has granularity levels. The highest (coarsest) granularity level
consists of four bins. Figure 6.2a depicts the first four bins, the first of which is Ashville-
Boston. Each bin contains summary information regarding the data subset/region it spans,
e.g., starting row and ending row number, and the total number of rows the region spans.
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Each bin displays an overview of the next (finer) granularity (if any) with embedded bar
charts. For example, in Figure 6.2d, the topmost bin (Ash-Bos) spans three cities (Ashville,
Austin, Boston), each of which is a bin in the next (finer) granularity. Correspondingly,
Figure 6.2(a) shows three horizontal bar charts for the first Ash-Bos bin, one for each bin
in the next granularity. Since the third bin from the top (LA) spans only one city, no bar
chart is embedded. Users can perform different operations on the bins, e.g., clicking to pan
and semantic zooming in/out [122]. NOAH supports other interactions atop this multi-
granularity overview, e.g., customization and aggregation. We discuss these interactions in
the context of our design considerations later.
Why a Multi-granularity Binned Overview? A conventional design for overviews
within popular interfaces is as a spatially partitioned collection of thumbnails on the left of
the standard detailed view, similar to Microsoft Power Point or Adobe Reader. However,
displaying too many thumbnails results in increased scrolling to access distant thumbnails,
increasing visual discontinuity. On the other hand, displaying too few thumbnails reduces
visual discontinuity, but at the cost of visual clarity—the thumbnails appear cluttered and
fail to represent the underlying data clearly [98]. To strike a balance between these two
objectives (DC3) we designed a multi-granularity overview that abstracts the data at vary-
ing levels of detail. Multi-granularity representations have been shown to scale better to
larger datasets—-presenting information at multiple granularities makes visual represen-
tations more perceptually scalable and less cluttered [134]. Thus, the multi-granularity
overview of NOAH provides an alternative to the aforementioned conventional spatially
partitioned single-granularity representation of the data space, e.g., in Power Point, by al-
lowing users to control the scale at which the overview should be displayed [98]. Users can
resize the overview to control the amount of spreadsheet data that remains visible. Microsoft
PowerPoint also uses a similar technique to balance the screen space between overview and
detail. Users can also hide the overview if required.
The data structure underlying the overview is a histogram constructed on the values in
the navigation attribute column. Histograms result from binned aggregation—consecutive
data points are grouped into bins (or groups), where each bin represents a collection (group)
of data points and is associated with a count aggregate, capturing the number of data
points that fall in that group. In addition to providing high level (e.g., densities) and low
level (e.g., outliers) details, binned aggregation techniques enable a multi-granularity visual
representation of data by varying the bin size and have therefore been deployed in interactive
visualization of large scale datasets, e.g., in imMens [135]. An additional benefit of a binned
overview for spreadsheets is a decrease in visual discontinuity during navigation. As users
127
are able to view an overview that fits in the computer screen, they can quickly navigate
the data—the bins act as landmarks in the overview, enabling users to skip irrelevant bins
and quickly navigate to the desired subset of data. We now discuss how the overview is
constructed.
Overview Construction. To generate the overview, we construct an equi-histogram.
Equi-depth histograms are commonly used for summarizing statistical properties of data,
with applications in database systems for query optimization and approximate query pro-
cessing [136] and in data mining applications for distribution fitting in data streams [137],
among others. The equi-depth histogram can be constructed on any data types that can
be ordered, e.g., text, numbers, dates. For example, in the usage scenario explained in Sec-
tion 6.3, the journalist grouped the data into cities for ease of navigation when exploring the
larger cities in the Airbnb dataset. Each bin in the equi-depth histogram contains the same
number of items, where each item is a value. For example, when constructing the overview
on city, each value in the city column is assigned to a bin. The bins are constructed top-down
(see Figure 6.2d). NOAH divides each of the bins at level k into new bins to construct the
next lower level k + 1, again, by applying the same concept of equi-depth histograms. If
each value of the navigation attribute column was unique, e.g., if it was a numerical ID, then
construction of the histogram would be easy: each bin of the equi-depth histogram would
contain almost the same number of items, where each item corresponds to one unique value
of the attribute. Unfortunately, in practice, for many attributes, the same value is often
repeated. For example, there are multiple listings per city. Therefore, an equi-depth his-
togram on the attribute city will result in consecutive bins sharing items of the same unique
city value, resulting in undesirable overlap. Instead, we construct a best effort equi-depth
histogram that is as close to an equi-depth histogram as possible, while ensuring that the
ranges represented by each bin have no overlap.
Interactions on the Overview: We now discuss the operations and interactions that can be
performed on the overview.
Navigational Operation: Clicking. When a user clicks on a specific bin, NOAH displays
the corresponding spreadsheet data; users can use this to jump to a specific spreadsheet
location without having to scroll endlessly. For example, in Figure 6.2b, as the user clicks
on the Boston bin, the data corresponding to Boston is displayed (Figure 6.2c). Note that
the click operation is different from the traditional spreadsheet Filter operation. Filter hides
spreadsheet data that do not satisfy the filtering condition while clicking brings the desired
subset of data in view without hiding the rest. Users are free to navigate to other portions








Figure 6.2: Navigational operations. (a) The overview at the highest level of granularity. (b)
A zoomed in view of the Ashville-Boston bin. (c) As the user clicks on the Boston bin, the
Boston listings are displayed on the sheet. The Boston bin is highlighted in gray to indicate
user’s current focus. (d) Conceptualizing the multi-granularity overview.
Filter to bring other data into view.
Navigational Operation: Semantic Zooming. Users can zoom into a specific bin to
view more fine-grained information or zoom out to view more coarse-grained information,
via semantic zooming [122]. For example, in Figure 6.2a, from the bin Ashville-Boston when
the user zooms in to the next level, NOAH displays the bins Ashville, Austin, and Boston
(Figure 6.2b). If the user zooms out of the current granularity, again NOAH displays the
bins Ashville-Boston, Chicago-Denver, and others. Users can only zoom into any bin that
contains multiple unique values. For example, in Figure 6.2d, at level 2, each bin corresponds
to one city. Therefore, users can only click on those bins to bring that data into view, and
cannot zoom in further. One issue with zooming interactions is discoverability of the zoom
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operation [98]. We circumvent this (see Figure 6.2c) by providing the root of the bin under
selection for zoom out, and arrows for clicking to zoom in (“〉”) and out (“〈”).
Customizing the Overview. As NOAH constructs the overview automatically, the
overview binning or organization may not capture domain-specific context or user needs.
NOAH enables users to customize (create in Table 6.1) this organization (DC5). At any
granularity, users can merge multiple consecutive bins into a single bin, or split a bin into
multiple bins. The other operations include merging all the bins into one single bin and
collapsing all the bins into singular bins, i.e., one unique value per bin. Say the user wants
to compare summary statistics of Boston and Chicago. In the current organization these
two cities are in two different bins (see Figure 6.3a). Using the bin customization feature,
the user can merge the two bins Ashville-Boston and Chicago-Denver to create a new bin
Ashville-Denver. Users can now zoom into this bin and compare summary statistics of the
cities in the same view. The interactions for splitting a bin depend on the data type. If
the navigation attribute is textual, any bin can be split into as many bins as the number of
unique values that bin contains. If the navigation attribute is numeric, users can split the
bin into any arbitrary number of bins. Note that NOAH does not allow users to rearrange
the order of the bins. Users can only customize the boundary of the bins. Since the overview






Figure 6.3: (a) Chart view of the aggregate column. (b) A new bin is created by merging
the top two bins. (c) Zooming into the newly created bin.
Coordination Between Overview and Spreadsheet: NOAH supports coordination between
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the overview and the corresponding spreadsheet data (DC4), i.e., interactions on the overview
may be reflected on the spreadsheet and vice-versa. One example of this coordination is in-
dicating the navigation attribute on the spreadsheet using color (see the lime green column
in Figure 6.1c) as user constructs the overview. However, not all overview interactions are
coupled with the spreadsheet and vice versa. The coupling depends on the user’s current
focus—to ensure consistency between the overview and the spreadsheet, any interaction on
either interface that changes the current focus must be reflected on the other interface. We
now provide examples of both coupled and decoupled interactions.
Coupled interactions. Clicking a bin is an example of a coupled interaction as the user
actively changes the focus to another bin on the overview. To reflect the change, NOAH
populates the corresponding spreadsheet data on the screen. As the user scrolls on the
spreadsheet, again the current focus changes and the corresponding bin on the overview is
highlighted. For example, in Figure 6.2c, as the user clicks on the Boston bin, the spreadsheet
displays the Boston listings. Conversely, as the user scrolls up, both Austin and Boston
listings appear in the current window of the spreadsheet. Therefore, both the Austin and
Boston overview bins are highlighted (see Figure 6.2d).
Decoupled interactions. When a user zooms into a bin that is already in the user’s
current focus, the spreadsheet view does not change. For example, in Figure 6.2a, the
user zooms into the Ashville-Boston bin; here, the spreadsheet view stays the same (see
Figure 6.2b). Similarly, the zoom out operation is decoupled. When a user zooms out, the
overview displays a coarser granularity view of the user’s current focus. Since the focus
stays the same, there’s no need to update the spreadsheet view. Similarly, operations like
panning on the overview without clicking, and customizing the overview do not change
user’s current focus and are therefore decoupled. Online maps also adopt similar decoupling
of the overview and detail [98]. However, their goal is to reduce network and computational
overload, whereas in our case, the decoupling is based on the user’s current focus.
6.5.2 Aggregate Columns
Users can issue spreadsheet formulae on the overview to compute aggregates for the data
in each bin (summarize in Table 6.1). The results are displayed as an aggregate column (see
Figure 6.1b). Each entry in the aggregate column corresponds to the adjacent bin in the
current granularity of the overview. For example, in Figure 6.3c, the aggregate column dis-
plays four aggregate statistics, one per bin. Users can issue several formulae simultaneously,
each giving rise to a new aggregate column. However, adding an aggregate column takes up
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screen space, shrinking the spreadsheet view. As a workaround, users can resize or remove
aggregate columns if required (DC3). When the user issues a formula on the overview, the
spreadsheet column corresponding to the aggregate column is highlighted in grayish orange
(see Figure 6.1c)—another example of coupled interaction. For conditional formulae like
COUNTIF, cells that satisfy the condition are highlighted, e.g., in Figure 6.1c, the cells with
availability ≥ 60 are colored in sky blue. In this manner, users can quickly determine which
cells are relevant to the aggregation operation (identify in Table 6.1).
Creating an aggregate column on the overview mimics how users create pivot tables.
Users are not required to explicitly type formulae; rather they simply select the formula
from a drop-down menu, and provide the necessary formula parameters to a form. The
aggregate column can employ any statistical or mathematical formulae that operate over a
range of data. Therefore, creating an aggregate column is equivalent to selecting subsets of
data on the sheet, i.e., steering, and then executing a formula on this subset, helping users
avoid cumbersome steering operations. We have classified the formulae supported into five
categories: a) summary (e.g., min, max, average), b) frequency (e.g., mode, large, small),
c) conditional (e.g., countif, sumif), d) spread (e.g., var,stdev), and e) others (e.g., sum,
count).
Users can view the results either as raw values or as charts, and can toggle between the
two. Raw values are displayed along with a colored bar, the value bar, whose length is
proportional to the corresponding aggregate (see Figure 6.1b). Users can use the lengths to
visually compare across bins (compare in Table 6.1). The chart representation varies depending
on the formula type. All other categories except for the others category can be represented
by charts. Figure 6.4 shows the chart representation for these categories along with different
visual cues that highlight formula results as well as other information. We discuss these
representations next.
Summary. The result of a summary formula, e.g., AVERAGE, is depicted using a horizontal
bar. The bar represents the range of the data subset the bin spans, with the minimum and
maximum values annotated within the chart. A vertical line is used to highlight where the
result lies within the range.
Frequency. The result of a frequency formula, e.g., mode, is also depicted using a histogram.
The bin in the histogram that contains the result is rendered with “orange” color. A vertical
line is used to highlight where the result lies within the distribution.
Conditional. The result of a conditional formula, e.g., COUNTIF, is depicted using a his-
togram. The histogram captures the distribution of the attribute on which the formula has
been applied, e.g., the availability attribute discussed in Section 6.3. Shading is used to de-
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emphasize data ranges that do not satisfy the condition. A vertical line is used to highlight
where the result lies within the distribution.
Spread. Finally, the result of a spread formula, e.g., mode, is depicted using a histogram.
A similar shading technique as the conditional formula is used to highlight the standard
deviation. The mean is highlighted using a vertical line.
Chart Type: Summary Chart Type: Frequency
Representation: Horizontal bar Representation: Histogram
Visual Cue: Vertical line (result) Visual Cue: Color (highlight)
Chart Type: Conditional Chart Type: Spread
Representation: Histogram Representation: Histogram
Visual Cue: Vertical line (result), Visual Cue: Vertical line (mean),
Shade (de-emphasize) Shade (variance)
Figure 6.4: Formula types and their chart representations.
In the chart representation mode, each entry of the aggregate column contains one addi-
tional visual cue—a color bar with shades of green on the right of the chart (see Figure 6.3).
The darker the color, the higher the value corresponding to that entry. Users can use the
color intensity to compare results among different aggregate column entries. For example,
for conditional formulae like COUNTIF, shading is used to de-emphasize data ranges that do
not satisfy the condition. A similar shading technique is used for the spread category to
highlight the standard deviation. For the frequency category, coloring is used to identify the
bin with the result, e.g., mode. In the chart representation mode, each entry of the aggregate
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column contains one additional visual cue—a color bar with shades of green on the right of
the chart (see Figure 6.3). The darker the color, the higher the value corresponding to that
entry. Users can utilize the color intensity to compare the results among different aggregate
column entries.
Finally, we note that the aggregate column is kept in sync with the bins as users zoom in
and out, eliminating repeated steering operations. NOAH does not maintain any additional
data structure for the aggregate column. The histogram underlying the overview records
the result of the aggregate column entries corresponding to the bins. Next, we discuss how
NOAH maintains user’s navigational context.
6.5.3 Context Bar
The context bar consists of two components: a) a breadcrumb, and b) a navigation history.
The breadcrumb [138] displays the current navigation path (see Figure 6.1e), thus maintain-
ing the users’ navigation context (DC6). Each component of the breadcrumb corresponds
to a bin in the user’s current navigation path. Therefore, users can visit any bins within
the current navigation path by clicking on an appropriate component of the breadcrumb,
without having to zoom in or zoom out. NOAH also maintains a list of recently visited
bins (DC6) (see Figure 6.1d). If aggregate columns are displayed along with the overview,
contents of those columns are updated accordingly (DC2), as users revisit a bin.
6.6 NOAH IMPLEMENTATION AND ARCHITECTURE
In this section, we provide an overview of the infrastructure of NOAH. We integrate
NOAH as a data exploration plugin within DataSpread [123], an open-source scalable
web-based spreadsheet.
6.6.1 Underlying Data Structures
As explained in Section 6.5, the underlying data structure representing the overview is an
in-memory equi-depth histogram. NOAH constructs the histogram on-demand based on the
navigation attribute. In the beginning, only the highest granularity bins are constructed.
As users perform ad-hoc interactions on the data, the interface is updated on the fly. For
example, when a user zooms into a specific bin, NOAH again constructs an equi-depth
histogram on the data corresponding to that bin on demand. To enable seamless integration
of the overview with the spreadsheet data, we leverage the hierarchical positional indexes
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Figure 6.5: NOAH System architecture.
used by DataSpread [59] to access the spreadsheet data. The index is essentially an
order statistics tree [59] built on the position (e.g., row number) of the spreadsheet data.
For any given navigation attribute, a new positional index is constructed first. NOAH
then leverages the positional mapping to access the underlying data corresponding to the
navigation attribute and constructs the histogram depicting the overview. Each bin in the
histogram maintains positional information regarding its elements, i.e., starting and ending
index of each unique element in the bin (e.g., cities in the Airbnb data). Therefore, NOAH
can be integrated into any spreadsheet and requires only access to the positional mapping
structure of that spreadsheet.
6.6.2 System Architecture
We now explain the system architecture of NOAH. The NOAH client is a web-based front-
end that captures user input and renders both the navigation plug-in and the spreadsheet
based on the results returned by the back-end. The front-end is responsible for capturing
user input and rendering components of the navigation interface, i.e., the overview, aggregate
column, and context bar. Given any interaction by the user on the front end, the request
processor issues a request to back-end. The back end navigation controller receives the
request from the front-end. After processing the request that corresponds to some front-
end user interaction, the request processor sends a response to the front-end encoded in
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json. For requests involving the spreadsheet, e.g., scrolling, the request processor leverages
the positional index to access the spreadsheet data. For requests involving the navigation
interface, e.g., zoom in/out, the request processor leverages the compute engine to manage
the equi-depth histogram on demand. The compute engine is also responsible for processing
analytical operations. We leverage DataSpread’s built-in formula engine to support the
analytical operations.
Summary. In this chapter, we identified the challenges with spreadsheet navigation via
a literature survey and then summarized the pros and cons of existing solutions. We then
presented the design of NOAH, our proposed general-purpose navigation plugin for spread-
sheets. Our interface, NOAH, developed using lessons from classical overview+detail in-
terfaces, embeds a multi-granularity zoomable overview alongside the spreadsheet. Users
can employ the overview to explore the data at various granularities. Furthermore, they
can issue formulae over subsets of data without performing cumbersome scrolling or range
selection operations, enabling users to gain a high or low-level perspective of the spreadsheet
data. NOAH preserves spreadsheet semantics and look and feel, while introducing such
enhancements. In the next chapter, we evaluate the effectiveness of NOAH in spreadsheet
navigation via a user study.
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Chapter 7: Evaluating Multi-Resolution Interfaces for Spreadsheets
In this chapter, we first explain the design of a study evaluating the effectiveness of NOAH
in spreadsheet exploration. We then present the results of the study. Finally, we discuss the
limitations of NOAH.
7.1 EVALUATION STUDY DESIGN
In this section, we present the design of a user study to evaluate whether NOAH helps
address spreadsheet navigational challenges.
7.1.1 Study Design and Participants
Our goal is to study the impact of an in-situ navigation plugin for spreadsheets, NOAH, on
navigation and exploration of data. Therefore, we decided to compare a NOAH-integrated
spreadsheet system with a typical, popular one, Excel, across various tasks. Similar domain
specific-evaluations have been performed for evaluating various overview+detail interfaces,
e.g., database browsing [28] or tree navigation [139]. As explained in Section 6.1.2, the goals
and user populations of spreadsheets and TDA tools are quite different. Therefore, we did
not consider TDA tools for the comparative study. Our study was designed to answer the
following questions:
• RQ1. How does the integration of an overview plugin like NOAH impact the efficiency
of navigation within and the usability of spreadsheet systems?
• RQ2. How do the various components of NOAH impact users’ navigational experi-
ences?
Study Design. We conducted a 2 × 2 (2 datasets, 2 tools) mixed design within-subject
study. The two tools used in the study were: Microsoft Excel, and NOAH integrated
within DataSpread [123] (NOAH hereafter). We chose Excel for our comparative study
because it is the most popular spreadsheet in use today. The study consisted of three phases:
(a) an introductory phase explaining the essential features of NOAH via a video tutorial,
followed by a warm-up session where participants explored a flight dataset [140] in NOAH
to familiarize themselves with its features, (b) a quiz phase where the participants first used
both the tools to perform targeted tasks on two different datasets (described later) followed
by a survey to provide feedback on their impressions about Excel and NOAH, and (c) a
semi-structured interview to collect qualitative feedback regarding the quiz phase.
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Datasets. We used two datasets—the birdstrikes (used for evaluating visual data explo-
ration tools like Keshif [22] and Voyager [118]), and the Airbnb [87] datasets. These datasets
were chosen for their understandability to a general audience. The birdstrikes dataset records
instances of birds hitting aeroplanes in different US states. The dataset has 10,868 records
and 14 attributes (eight categorical, one spatial region, one temporal, four numeric). The
Airbnb dataset was larger than the birdstrikes dataset. To ensure a fair comparison across
tools, we created a sampled version of the original Airbnb dataset with 10,925 records,
by uniformly sampling 10% of the records from each US city. This dataset contained 15
attributes (six categorical, two spatial region, one temporal, six numeric).
Participants. We recruited 20 participants (11 female, 9 male) via flyers across the uni-
versity and via a university email newsletter. The average age of the participants was
31.06 years (σ = 12.44). The participants came from different backgrounds, e.g., engi-
neering (seven), business (five), administration (five), and natural science (three). During
recruitment, prospective participants filled out an interest form where they answered ques-
tions about their spreadsheet expertise, their typical goals when using spreadsheets, and the
spreadsheet operations they typically use. Participants were asked to rate their expertise
with different spreadsheet systems, e.g., Excel and Google Sheets, and their frequency of
using various spreadsheet tasks e.g., data management, data analysis, statistical modeling,
and what-if analysis. We also asked participants about their familiarity with basic math-
ematical and statistical spreadsheet functions, as well as advanced operations, e.g., pivot
table, SUBTOTAL, and conditional formatting. To ensure that prior experience with spread-
sheets didn’t affect the performance of participants during the quiz phase, we only recruited
participants who rated their experience with Excel to be greater than four on a scale of
one (no expertise at all) to five (very experienced). The selected participants were familiar
with performing various tasks on spreadsheets, e.g., maintaining, tracking, and analyzing
data, making predictions, and performing comparisons. All of the participants were familiar
with the basic mathematical and statistical functions supported by Excel. Each participant
received $10 per hour at the end of their session.
7.1.2 Study Procedure
We now explain each of the phases of our study in more detail.
Phase 1: Introduction to NOAH. We began the study by showing a six-minute video
tutorial explaining the features of NOAH on a dataset of all the flights across the US
for January 2018 [140]. The participants then explored the same dataset using NOAH to
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familiarize themselves with the tool for about 10 minutes. The quiz phase began as soon as
the participants finished their exploration. Note that we recruited only experienced Excel
users for the study and therefore, we did not provide any introduction to Excel.
Category Question (Q), Purpose (P), Use case (U)
steer Q: Organize the data by State. How many flights that had
damages (damage = 1) originated from Florida?,
P: Search→Query, U: lookup→identify
find Q: How many flights in the currently visible spreadsheet
window have damages?, P: Search, U: browse
steer Q: Organize the data by State. How many flights that had
damages (damage = 1) originated from California?,
P: Search→Query, U: lookup→identify
compare (2) Q: Which state between Florida and California has a higher
number of flights with damages?, P: Query, U: compare
compare (N) Q: Find the state with the most birdstrike occurrences,
P: Query→Search, U: summarize→locate
customize Q: Organize the data by altitude. What is the average cost of
damages for altitude bin 0-450?, P: Query→Search→Produce,
U: generate→summarize→lookup
Table 7.1: Quiz tasks for the birdstrikes dataset. The task purposes and use cases correspond
to the task typology discussed in Section 6.3.
Phase 2: The Quiz Phase. The purpose of the quiz phase was to evaluate the effectiveness
of NOAH in addressing spreadsheet navigation limitations. During the quiz phase, each
participant performed specific tasks on the two datasets in two sessions, using Excel for
one and NOAH for the other. Each session was followed by a survey, described later. We
alternated the order of the datasets between consecutive participants. The order of the
tools was alternated between every two participants. We developed an online JavaScript-
based quiz system that recorded user responses and submission times. We also recorded
the participants’ interactions with both tools using screen capture software. Participants
were informed that they can refer to the Internet for help as many times as they wanted.
However, due to their familiarity with Excel, none of the participants required external
help. For reference, we also provided a printed handout to the participants that contained
screenshots with the features of NOAH.
Quiz Tasks. We designed six tasks across five categories: steer (two tasks), find (one task),
compare (2) (one task), compare (N) (one task), and customize (one task), encompassing
six of the seven task typology use cases underlying the Search, Query, and Produce purposes:
lookup/locate, identify, browse, compare, summarize, and generate (see Table 6.1). We omitted the export/save
139
use-case under the Produce purpose since NOAH is not targeted at improving that use case.
We also did not study the Consume purpose so as to focus our evaluation on completion
of tasks as opposed to an open-ended exploration setting, which is beyond the scope of
our study. These selected tasks mimic a typical spreadsheet analysis workflow and are
representative of navigation interactions required for the most frequently issued spreadsheet
operations [95, 96]. The tasks were presented in the same order as shown in Table 7.1 for
the birdstrikes dataset. The tasks for the Airbnb dataset mimic a scenario similar to the
example in Section 6.3. We explain the scenario in the context of the birdstrikes dataset
next.
Say a user is interested in analyzing bird-strike statistics across US states. As the user is
from Florida, she starts by computing bird-strike occurrences for that state (steer) and finds
the number of occurrences to be quite high. After looking at the aggregate statistics, she
decides to examine specific instances of bird-strike occurrences to inspect other attributes,
e.g., the altitude where the strike happened or the species of the bird (find). She notices a
bird-strike occurrence at 50ft, which is surprising. She decides to investigate this issue later.
For now, she focuses her attention on analyzing the state-wise statistics. She computes the
same occurrence statistics for another large state, say California (steer) and then compares
the statistics between the two large states (compare (2)). At this point, she becomes inter-
ested in learning the occurrence statistics across all states and in finding the state with the
highest bird-strike occurrences (compare (N)). With the state-wise comparison completed,
she decides to revisit low altitude bird-strikes. So she organizes the data by altitude and
computes the occurrence statistics at low altitudes, along with the associated damages (cus-
tomize). For this final task, the bins generated by NOAH did not correspond to the given
altitude range and would require bin customization to compute the statistics.
Survey. After each session, participants rated the corresponding tool used on six metrics:
confidence, comprehensibility, level of satisfaction, ease and speed of use, and ease of learning
for spreadsheet navigation, on a Likert scale from one (e.g., strongly disagree) to seven (e.g.,
strongly agree). The survey asked multiple questions related to these metrics, 15 in total, to
ensure reliability. Participants were also asked to describe the positive and negative aspects
of both tools.
Evaluation. We evaluated the accuracy and completion time for each of the six tasks. We
combined this analysis with qualitative survey, interview, and screen/audio recording data
to provide insights that can be corroborated across multiple sources. Moreover, we analyzed



















































(a) birdstrikes (b) airbnb
Figure 7.1: Submission times per category for each dataset. Median submission times are
much smaller for NOAH compared to Excel.
Phase 3: Interview Phase. Following the survey, we conducted a semi-structured in-
terview to identify participants’ preferred tools for different tasks and to understand the
reasoning behind their choices. We also asked participants to comment on the usefulness of
different features provided by NOAH and Excel.
7.2 RESULTS
In this section, we analyze the quantitative and qualitative data collected during the quiz
and interview phases to address our research questions.
7.2.1 RQ1. Impact of overview-spreadsheet integration on navigation performance and
spreadsheet usability
To answer RQ1, we first compare task completion times and accuracies in NOAH and
Excel and then analyze the survey responses that evaluate the usability of the tools.
Faster navigation without sacrificing accuracy: In Figure 7.1a and 7.1b, we show the dis-
tribution of submission times of participants for the five task categories, for birdstrikes
and Airbnb respectively. For most categories, participants’ median submission times using
NOAH were less than the fastest submission times using Excel. This observation suggests
that the new capabilities offered by NOAH made spreadsheet navigation faster for these
tasks. We analyzed the intra-participant differences in submission times, which also sup-
ported these observations: the majority of submission times using NOAH were faster than
Excel—19 out of the 20 participants completed at least four tasks in less time using NOAH.
The submission time differences were more prominent for the steer, find, and compare (N)
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tasks. In Section 7.2.2, we explain these outcomes in detail. For example, the aggregate col-
umn feature provides a faster alternative to steering, the overview-spreadsheet coordination
accelerates raw data inspection, and the binned overview coupled with the context bar en-
ables faster comparison. The differences in submission times were statistically significant for
all of the tasks except customize. Both the intra-participant differences and the statistical
















































(a) birdstrikes (b) airbnb
Figure 7.2: Per category accuracy for each dataset. Participants attained higher accuracy
while completing tasks in NOAH compared to Excel.
In Figure 7.2a and 7.2b, we show the percentage of correct submissions for the four quiz
task categories, for the birdstrikes and Airbnb datasets, respectively. For all the tasks ex-
cept for the fourth task, compare (2), for which the accuracy was the same for both tools,
participants attained slightly higher accuracy with NOAH compared to Excel. However,
the differences in accuracies were statistically significant for the steer tasks only (see Ap-
pendix). We evaluate the usability of Excel and NOAH next. Analysis of screen capture
for compare (2) revealed that between Florida—the correct answer—and California, three
participants (P12, P13, and P20) out of 20 chose the latter when using NOAH.
Statistical Significance: Task Performance. Since we conducted our user study on a
relatively small population (20 participants), we further evaluated the statistical significance
of the task performance results, i.e., accuracy and completion time. To measure the signifi-
cance of the task completion times, we ran Mann-Whitney’s U test (as completion times did
not follow a normal distribution). For all of the tasks except the customize task, we found a
significant effect of the tools, i.e., the response times for the tasks significantly differed by the
choice of the tool (see Table 7.2). We ran the Fisher’s exact test that measures the statisti-
cal significance of categorical data to asses the difference in accuracies (0/1 accuracy)—the
percentage of accurate of submissions significantly differed by the choice of the tool only for
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the steer tasks.










































Figure 7.3: Participants found NOAH to be easier to use compared to Excel while being
faster in completing tasks involving navigation.
Question Category Time Accuracy
(p value) (p value)
Q1 steer 0.0007 (*) 0.0033 (*)
Q2 find 2.49× 10−5 (*) 0.7475
Q3 steer 0.0043 (*) 0.0202 (*)
Q4 compare (2) 0.0154 (*) 1
Q5 compare (N) 5.83× 10−6 (*) 0.48
Q6 customize 0.1207 0.0959
Table 7.2: Statistical significance of submission time and accuracy comparisons between
NOAH and Excel. (*) indicates statistically significant.
Intra-participant differences. Figure 7.4 depicts the intra-participant submission time
differences between NOAH and Excel, across all the quiz tasks. For a given task and a par-
ticipant, the corresponding circle denotes by what percentage (between 0.30% to 94.33%) a
participant on a given tool was faster than on the other tool, when submitting a response.
The color of the circle denotes on which tool the participant’s submission time was faster
(green: NOAH faster, yellow: Excel faster). The larger the circle, the faster the correspond-
ing tool is. For example, participant P9’s submission time was 91.78% faster with NOAH
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for the compare (N) task and 72.62% faster with Excel for the compare (2) task. Fig-
ure 7.4 confirms that majority of the submission times using NOAH were faster compared
to Excel—nineteen out of the twenty participants completed at least four tasks in less time
using NOAH compared to Excel. The submission time difference is even more apparent for
the steer, find, and compare (N) tasks.
For compare (2), customize, and the second steer task, fewer than a third of the partici-
pants’ submission times were faster using Excel. For the second steer tasks, four out of the
six participants that submitted answers quickly using Excel compared to NOAH used the
autosum shortcut for the birdstrikes dataset. For the compare (2) tasks, a number of par-
ticipants (N = 3) that required more time to submit an answer using NOAH, first used the
bin customization feature to view all the unique bins, contributing to a higher submission
time compared to Excel. On the other hand, as explained earlier, the unfamiliarity with
bin customization contributed to higher submission time using NOAH for six participants
(yellow circles).
Participants preferred NOAH to Excel: Figure 7.3 shows a diverging stacked bar chart rep-
resentation of the survey results in which participants rated their experience with Excel and
NOAH. For each metric mentioned in Section 7.1, there are two stacked bar charts, one for
Excel and one for NOAH. Each component within a stacked bar represents the percentage
of responses for the corresponding rating, where the ratings are on a scale of one one (strong
disagreement) to seven (strong agreement). The average rating for each metric is represented
with a white ellipse. Notably, NOAH had a higher average rating than Excel for all the
metrics. The aforementioned observation was further validated by a statistical significance
test—the Wilcoxon Signed-rank Test (see Appendix). In particular, participants felt that
using NOAH was faster and easier compared to Excel.
We further conducted a statistical significance test—the Wilcoxon Signed-rank test—on
the survey responses, with results shown in Table 7.3. For all the metrics, the ratings
significantly differed by the choice of the tool, i.e.,NOAH or Excel. The distribution of the
ratings for none of the criteria followed a normal distribution.
7.2.2 RQ2. Impact of NOAH and its components on spreadsheet navigation experience
To answer RQ2, we assess how NOAH’s components, i.e., the binned overview, aggregate
column, and context bar, impacted participants’ navigation. For each observation, we present
participant feedback from the interview phase.
Customizable Hierarchical Organization via Binned Overview: Overall, the binned overview


















































NOAH Faster NOAH Slower
Figure 7.4: Intra-participant submission time differences between NOAH and Excel across
the quiz tasks.
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Metric NOAH Excel p value
Ease of Learning µ = 5.75, µ = 4.22, 1.49× 10−7 (*)
σ = 1.02 σ = 1.41
Speed of Use µ = 6.03, µ = 4.22, 1.68× 10−7 (*)
σ = 0.99 σ = 1.65
Ease of Use µ = 5.88, µ = 4.33, 7.85× 10−6 (*)
σ = 0.90 σ = 1.71
Confidence µ = 5.50, µ = 4.60, 0.0096 (*)
σ = 1.79 σ = 1.50
Comprehensibility µ = 5.60, µ = 4.48, 0.0006 (*)
σ = 1.27 σ = 1.65
Satisfaction µ = 5.48, µ = 4.52, 0.0018 (*)
σ = 1.16 σ = 1.49
Table 7.3: Survey results. (*) indicates statistical significance.
sonalizing the overview enabled participants to define their own grouping of the data, result-
ing in a more meaningful overview presentation. However, the newer interactions at times
deviated from spreadsheet semantics, contributing to a steeper learning curve.
Overviews aid navigation at scale. Participants found it difficult to perform various
navigation tasks in Excel, especially at scale; NOAH, on the other hand, helped partici-
pants avoid endless scrolling via clicking and semantically zooming on the overview, and
provided cues for what to explore next via the bins of the overview. One participant (P11)
commented—“Excel can get overwhelming if you have a lot of data in it and sometimes with
that data finding things can be difficult”. Participants (N = 6) mentioned that they would
prefer NOAH when the dataset is large: “If I just had a large amount of data then I would
prefer to use NOAH because then you would be able to see all of it (bins) at once” (P2).
NOAH’s binned overview helped participants comprehend the overall structure of the data
better and prioritize the bin they want to visit next. One participant (P5) commented: “I
think it was just a little bit easier to navigate and find where things were because you could
already see what bins had what.” Another participant (P1) said: “I like NOAH a lot better.
It was a lot easier to look up different data and it was a lot quicker too”.
Overview customization enables related data to be analyzed together in task-
specific ways Bin customization enabled participants to personalize the overview based on
their specific needs. One participant (P16) commented: “I did like the fact that it lets you
take a data sheet and, in some way, containerize the stuff you care and the stuff you don’t
care about.” Participants (14 out of 20) preferred the feature to Excel’s filtering feature when
working with numeric data—“That was so much easier in NOAH than it was in Excel to
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be able to specify the range that you wanted it to go in” (P17). Our analysis of the video
recordings revealed that for the birdstrikes dataset in Excel, the customize task involved
filtering out certain values from a total of 451 unique values. This manual filtering led to a
significant delays in task completion, compared to NOAH where they were able to use the
bin customization feature. However, the time taken for this task was higher than other tasks
in NOAH, as it required participants to restructure the overview before any calculation
could be performed.
Overview customization interactions have a steeper learning curve. Unfamiliarity
with the interactions required during customization in NOAH also contributed to higher
task completion times for the customize task compared to other tasks. The unfamiliarity led
to some participants (N = 5 out of 20) preferring Excel over NOAH for this task. One par-
ticipant (P11) commented: “Since I’m not used to spreadsheet data being presented that way,
it took a little bit of getting used to.” Participants found some of the terminology used in the
interface—e.g., explore, bin—quite unfamiliar (N = 14). Moreover, two participants didn’t
understand how the bins were constructed and requested implementation details during the
interview.
Tradeoffs between hierarchical and flat overviews. While participants generally ap-
preciated the binned representation of the overview for numeric data, a number of partici-
pants (N = 6) stated that they would have preferred a non-hierarchical overview for cate-
gorical data, where each bin corresponds to one item. One participant (P13) commented: “I
would prefer it start with all the bins split, and then I can merge them as I want.” Another
participant (P4) said—“When I started, it (NOAH) had already grouped them, I think, al-
phabetically. So, that creates an extra step in that I then have to go split them and then
re-merge them.”
Aggregate Column: In-situ Steering-free Computation: The aggregate column feature en-
abled participants to avoid cumbersome steering interactions, resulting in faster and more
accurate analysis compared to Excel. However, comparing the analysis results of more than
two data subsets resulted in increased visual discontinuity and consequent errors.
Cumbersome steering replaced by a few button clicks with aggregate columns.
The steer tasks required participants to issue a COUNTIF formula on a data subset. Participants
found scrolling and steering in Excel to be cumbersome while issuing formulae—“The one
thing with Excel is I always try to go to the bottom of the data and type in the formula,
and with something really long like this, the scrolling is a little bit cumbersome” (P4). With
NOAH, participants avoided steering by using aggregate column feature on the menu-bar
and selecting the appropriate formula. Multiple participants (N = 13) found it easier to
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issue formulae using this feature. One participant (P3) commented: “And that creates
convenience sort of because then you don’t have to memorize anything and using the system
becomes easier.” Another participant (P13) commented: “There were some formulas to
calculate, that were definitely easier in NOAH because the aggregate column did all the work
and showed me the results.” However, two participants found the aggregation operations
applied on the bins to be opaque compared to Excel where a user can directly manipulate
the formula.
Issuing formulae is faster and more accurate with aggregate columns. While
the accuracies and submission times for the steer tasks in Excel varied significantly across
datasets, using NOAH, participants exhibited higher accuracies and faster submission times
irrespective of the dataset (see Figure 7.1 and 7.2). The automated and steering-free ag-
gregate column feature of NOAH contributed to high accuracies (100%) for the steer tasks.
One participant (P12) commented: “With NOAH, you don’t have to highlight every number
versus Excel where you actually have to select everything.” All of the 14 inaccurate sub-
missions with Excel involved steering an incorrect spreadsheet region; 11 of the inaccurate
submissions were with the Airbnb dataset. In NOAH, participants were able to avoid steer-
ing by using the aggregate column feature. Analysis of screen recordings revealed that, for
Excel, for the birdstrikes dataset, several participants used the autosum feature to quickly
count the number of 1’s in the binary-valued column involved in the steering task. Summing
up binary values is equal to the number of 1’s in the collection. Other participants used
the status bar at the bottom of the spreadsheet that displayed the sum of the cells in the
selected column. In both cases, participants avoided steering the data resulting in fewer er-
rors. On the other hand, for the Airbnb dataset, participants could not use these shortcuts
as the column involved in the steering task was non-binary (it had 365 different values).
Failure to avoid steering often led participants to select an incorrect range of data (N = 14
cases), resulting in incorrect responses. Therefore, the participants’ ability to avoid steering
depended on the data type.
Visual discontinuity during comparison while reduced, was not completely elim-
inated. For compare (N) tasks, participants had to perform N comparisons in NOAH
while issuing the aggregate column operation once. However, the comparison among N bins
resulted in increased visual discontinuity. This lead to some (N = 4 out of 20) incorrect
submissions. In Excel, the experience was worse, as the participants had to perform N
separate steering tasks. As a result, in Excel, the compare (N) task submission times were
very high compared to compare (2) tasks (see Figure 7.1). In addition, the accuracies of the
compare (N) task in Excel were lower (N = 7 out of 20 submissions were inaccurate).
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History, Context, and Coordination: The context bar enabled participants to revisit previ-
ously explored bins. The aggregation results corresponding to that bin were automatically
updated in the aggregate column, due to automatic syncing between the binned overview
and aggregate column (see Section 6.5.2). The coordination between the overview and the
raw spreadsheet data further helped participants relate the aggregate column results with
the raw data.
History helps avoid repeated interactions. For the compare (2) task in NOAH, all
of the participants used the context bar to navigate to a bin previously visited for the first
steer task. As the bin currently being displayed was changed, the aggregate column was
automatically updated to display values corresponding to that bin, enabling participants to
view the aggregate column values instantly without having to reissue the operation.On the
other hand, as Excel did not preserve any navigation history, participants had to re-execute
the first steering operation. As a result, the submission times for compare (2) tasks were
faster in NOAH compared to Excel (see Figure 7.1). One participant (P16) commented—
“Once I got familiar with the interface, it was easy to just say, I want to see this state, and
I like that fact that like automatically it goes into the bins on NOAH, gave me summary
information.” Another participant (P9) said—“Noah was easy to find and compare and
toggle in between.”
Overview-spreadsheet coordination helps relate interactions on the overview
with the raw data. The coordination between the overview and spreadsheet in NOAH
enabled users to quickly relate their interactions on the overview with the raw spreadsheet
data. For example, for the find task, participants had to find all the cells within the spread-
sheet that satisfy a condition corresponding to the preceding steer task. To do so, they had
to skim through all the cells in the current window in Excel, resulting in higher completion
times. Even though Excel supports a conditional formatting feature (see Section 5.4.2),
issuing the feature added one additional step when performing the find task.In NOAH, par-
ticipants benefited from having visual cues in the form of automatically colored cells, helping
them relate the aggregate column with the raw data—“You didn’t have to do any additional
steps and it was a visual cue right there, made it very quick to count it up (P17).” Another
participant (P9) commented—“In Excel, you would have to add your own condition for for-
matting. But you have to build that (conditional formatting) every time you need to ask a
question. This one (NOAH) at least something is pre-built in, and you can easily count.”
However, one participant (P3) pointed out that, when the data corresponding to the bin
does not fit in the screen, they had to scroll through to identify relevant information.
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7.3 USER STUDY AND SYSTEM DESIGN LIMITATIONS
NOAH represents our first step towards a general purpose spreadsheet navigation plug-in
to make spreadsheets more effective when exploring datasets that are increasingly the norm.
Using NOAH, users can get a bird’s eye view of the data, with the ability to scroll or seek
additional details on demand via a multi-granularity overview, as well as employ aggrega-
tion in-situ, which eliminates cumbersome steering operations. Quantitatively, we find that
NOAH speeds up navigation without compromising accuracy. Qualitatively, study partici-
pants identify it as positively impacting their experience while overviewing and navigating
large datasets, and issuing formulae. However, the user study revealed some limitations of
NOAH. Moreover, the study design itself had some limitations. In this section, we discuss
these limitations and propose extensions to address these limitations as well as enhance the
capabilities of NOAH.
7.3.1 User Study Limitations
Our study has a few limitations that can be strengthened by future larger-scale and finer-
grained studies.
Insufficient coverage of participant demographics. Our participant pool demographics
only partially represents the demographics of the general audience intended for NOAH. A
larger sample with more participants with a range of skill-sets and backgrounds that better
represents the spreadsheet user population would have provided more ecological validity to
generalize our findings.
Lack of targeted comparisons with advanced spreadsheet features. We only com-
pared the performance of a NOAH-integrated spreadsheet with a traditional spreadsheet.
We did not evaluate specific spreadsheet features like pivot table and SUBTOTAL as they violate
most of the design considerations proposed in Section 6.4 in Chapter 6; we discussed their
limitations in Section 6.1.2 in Chapter 6. We instead allowed the participants to freely use
any spreadsheet operations that they were comfortable with (including the advanced ones),
enabling us to observe how introducing a plug-in like NOAH affected their navigation ex-
perience. However, a future study targeted at evaluating the pros and cons of these features
for spreadsheet navigation would be valuable.
Isolated evaluation of NOAH components. While we did present the impact of various
components of NOAH in Section 7.2.2, we did not isolate the effects of individual features
during our study. For example, we did not study the effects of the binned overview (visual
clarity versus visual continuity), display layout (screen space trade-off), and contextual pre-
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sentation of data (raw text versus chart representation of aggregate columns) in isolation.
A more fine-grained study that teases apart the contribution of individual components of
NOAH is warranted.
7.3.2 Limitations of NOAH
While we alluded to some limitations of NOAH in Section 7.2, we now discuss these in
more detail and how we can possibly overcome them.
Lack of transparency and documentation of new interactions. Several operations
in NOAH are quite different from typical spreadsheet interactions, e.g., zooming or bin
customization. Moreover, participants found some of the terminologies, e.g., explore or
bin, to be rather different from typical spreadsheet terminologies, which took some getting
used to (see Section 7.2.2). In addition, some participants complained about the lack of
explanation surrounding the overview construction and aggregate column computation. In
the future, these issues can be addressed by using more relatable terminologies and improved
documentation.
Deviation from the spreadsheet look and feel. A couple of participants (P2 and P11)
mentioned that the aggregate column results hides the actual spreadsheet formula and they
would prefer some visual cues that highlight the corresponding formula underlying each
bin. Subsequent versions of NOAH can display the appropriate formula for each bin as
users hover over the corresponding cell on the aggregate column. The aggregate column
feature can be further enhanced by enabling users to issue user defined formulae, a feature
requested by a number of participants (N = 5). Another feature that can be made more
similar to spreadsheet interaction semantics is the bin customization operation. Currently,
this operation in NOAH is performed from a menu bar, adding an additional step. The
bin splitting and merging operations can be made more similar to how spreadsheet cells are
split or merged—in Excel, these operations are direct and only require a single click. Similar
direct adjustment of data grouping strategies have been explored for visualization tools [141]
and can be adapted to this setting.
Absence of bespoke overview representations. The experience surrounding the con-
struction of the overview can be further improved, especially for categorical data. Currently,
the bins of the overview can be customized only after the overview is constructed. Provid-
ing the users the ability to select the representation (similar to bin customization) of the
overview at the outset could have possibly addressed this issue. Understanding the impact
of these representation choices for the overview is an interesting open question.
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Summary. Our user study demonstrated that NOAH makes it more intuitive, easier,
and faster to navigate spreadsheet data compared to traditional spreadsheets like Microsoft
Excel, for a variety of navigational tasks; participants made 2.5× fewer mistakes in NOAH
than in Excel while being twice as fast in completing the tasks. However, NOAH has a
number of limitations and can be enhanced to further improves users’ navigation experience
in spreadsheets. We discuss these enhancements in the next chapter.
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Chapter 8: Conclusion and Future Work
In this dissertation, we presented projects that address the perceptual and interactive
scalability challenges of two popular data analysis platforms: visualizations and spreadsheets.
In this chapter, we discuss future extensions for all of these projects.
8.1 INCREMENTAL VISUALIZATION: NEXT STEPS
We first discuss how the incremental data visualization experience can be further enhanced.
Modeling and displaying the degree of uncertainty. During both the user studies
on incremental visualization, participants mentioned uncertainty as an issue when interpret-
ing visualizations that are refined incrementally. When making an inference or comparison
with uncertain, noisy, or incomplete data, measurement error and confidence intervals can
be as important for judgment as the actual mean values of different groups. In the next
version of IncVisage, we could incorporate a measure of confidence in the tool by noting
the variation of values from one iteration to the next. As the groups converge towards the
actual value, the segment approximations begin to stabilize, reducing the variation between
successive segment approximations. However, recent studies have shown that error bars can
be misleading while conveying uncertainity [43]. Another possible approach is to use both
IncVisage and OLA representations side by side so that users can gain further confidence
by seeing individual blocks alongside the larger blocks. A recent work conveying uncertain-
ity for bivariate maps (similar to heatmaps) introduces a new encoding technique called
VSUPs, i.e., value suppressing uncertainity maps [142]. When uncertainty is low VSUPs
display more fine-grained refinement of a visualization while displaying more coarse-grained
representations when uncertainty is high. This non-uniform budgeting of the visual space
makes more economical use of the limited visual encoding space when uncertainty is low,
and encourages more cautious decision making when uncertainty is high.
Decision making with incremental visualization. Gaining a better understanding of
the sorts of decisions for which incremental visualization approaches are appropriate is a
promising future direction. For example, during our user studies, participants noted that
while such a paradigm is suitable for casual exploration of data, they would prefer exact
information when performing critical tasks, e.g., analyzing medical data. Recent work on
optimistic visualization [42] enables users to select the visualizations for which they want
exact answer. IncVisage can also incorporate similar ideas.
Extending to other visualizations. While our proposed algorithms only apply to or-
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dered data, i.e., trendlines and heatmaps, it would be interesting to bring the incremental
visualization paradigm to other visualizations like bar charts, or scatterplots, where this
assumption does not hold. One approach for scatterplots can be to discretize continuous
values and then impose ordering on the discrete groups. However, the same idea does not
hold for bar charts and scatterplots on categorical data. We discuss how to operationalize
the takeaways from Chapter 5 to make spreadsheet systems interactive next.
8.2 IMPROVING SPREADSHEET INTERACTIVITY
Introducing “database-style” optimizations within spreadsheet systems has the potential to
substantially improve the interactivity of spreadsheets. However, there are some challenges
as well. We now discuss ways to improve spreadsheet systems, informed by our experimental
results and previous work.
Indexing and Data Layout. As shown in Section 5.5.1 in Chapter 5, there are many
settings where indexing could be valuable. We could use existing formulae as a workload
to identify columns that should be indexed. Indexing may be counterproductive for spread-
sheets where the raw data is being heavily edited, and may be more useful during analysis.
Indexing could also be valuable for find-and-replace operations, but this would require index-
ing strings across cells as opposed to just a column. Note that indexing may be problematic
if it explicitly uses or encodes the row or column number, because a single change (adding a
row) can lead to an update of the entire index—but recent work has proposed a solution [59].
As discussed in Section 5.5.2 in Chapter 5, there is a lot to be done in developing a more
compact and workload-aware representation for spreadsheets in-memory; understanding the
trade-off between computational benefits of precomputed dependency chains and memory
consumption would be valuable. Compact representations of the data itself would benefit
not just memory consumption but also computation. Finally, the structure of the data [143]
and the formulae could be together used to reorganize the data to optimize data access.
Shared computation. It is clear from Section 5.5.4 in Chapter 5 that Spreadsheet systems
need to go beyond cell-by-cell retrieval and execution of formulae, actively identifying shared
computation opportunities. These opportunities can be identified when a formula is added
(e.g., hashing subexpressions to see if it is already present in the sheet in an evaluated form),
or in the background asynchronously. A simpler version is to wait until a change triggers
computation of a collection of formulae, and then compute these formulae via an intelligent
schedule to maximize cache locality [68].
Incremental updates. This optimization, whose absence we confirmed in Section 5.5.5
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in Chapter 5, is perhaps the easiest to implement for spreadsheet systems. For many ag-
gregation style operations, e.g., AVG, SUM, COUNTIF, the results can be recomputed using the
current aggregate and the “delta”, without requiring recomputation from scratch. In some
cases such as AVGIF (i.e., compute average of cells that meet a given condition) we may need
to maintain the count of cells that meet that condition in addition to the average. An in-
teresting question is to see if incremental updates can be used for other operations beyond
aggregation, such as VLOOKUP.
Detecting what needs recomputation. We demonstrated in Section 5.4 in Chapter 5
that the Formula-value datasets often performed much worse than Value-only for all three
spreadsheet systems thanks to poor detection of what needs recomputation on changes, e.g.,
sort or filter. Identifying clear rules to determine whether a formula needs recomputation
would be the first challenge. For example, when sorting an entire spreadsheet by row, any
formula with relative columnar references, e.g., “C1 = A1 + B1”, are unaffected, while those with
absolute references, e.g., “C1 = $A$1 + $B$1”, require recomputation.
Additional Optimizations There are other potential optimizations from the literature
that slightly change spreadsheet semantics for increased interactivity. For example, spread-
sheet systems are unresponsive during computation and return control after completion.
One can employ asynchrony to increase interactivity, covering up in-progress computation
with a progress bar [68]. Asynchrony can be adapted to other operations like open and sort,
targeting the visible window. For example, lazy computation is already partially employed
in Google Sheets to load or open data on demand. Prior work has also proposed asyn-
chronous sorting of spreadsheet data via dynamic reordering [82] to support large spread-
sheet datasets [106], allowing users to operate on the data before it is completely sorted,
while prioritizing visible areas. We can also use a database backend for efficient execution
by translating formulae into SQL queries [59, 144, 145], e.g., a join instead of a collection of
VLOOKUPs. Efficient execution can also happen via approximation, e.g., depicting confidence
intervals for formulae currently under progress, as in online aggregation, as well as other
approximate query processing schemes [146, 147], allowing users to terminate their execu-
tion early if needed. We discuss several enhancements that can be made to NOAH, the
spreadsheet navigation plug-in we introduced in Chapter 6 next.
8.3 ENHANCING SPREADSHEET DATA EXPLORATION
As discussed in Chapter 7, NOAH makes large spreadsheet data perceptually scalable
and easier to analyze. In this section, we propose a number of functionalities that can be
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introduced to further enhance the capabilities of NOAH.
Broadening the scope of overview-spreadsheet coordination. Spreadsheet users
often perform various edit operations, e.g., updating values, adding/deleting rows/columns.
However, our current NOAH implementation assumes the data to be read-only. In our next
version, we can add support for propagating spreadsheet updates to the overview. Moreover,
the charts displayed in an aggregate column are non-interactive, i.e., users cannot interact
with the charts to visually look up relevant or interesting data points within the spreadsheet.
In the future, we plan to extend NOAH to support visual querying through the charts in
an aggregate column, similar to multi-modal linked selections in Keshif [22].
Enabling more flexible overview binning. NOAH currently constructs the overview
on a single attribute. We can add support for multi-attribute navigation (e.g., explore
the Airbnb data by city and neighborhood), and multi-level navigation (e.g., explore the
neighborhoods after zooming into a specific city in the Airbnb data). Furthermore, bin
customization currently supports changing the bin boundaries only, while maintaining the
current order. Supporting user-defined ordering to allow arbitrary reshuffling of the bins
can be another enhancement. However, such a modification will require a redesign of the
histogram-based data structure, since the ordering property will not hold.
Supporting other spreadsheet operations. Spreadsheet operations that involve working
with subsets of the data, e.g., sorting, filtering, copy-pasting, can be supported by NOAH,
but our current implementation does not support them. Future versions would support such
operations as well. Other enhancements include adding annotations, e.g., visual cues, text,
to the overview and then exporting the customized overview for presentation or reporting—a
required feature for information seeking tools [132].
Supporting navigation for semi-structured data. NOAH operates only on tabular
data. However, spreadsheets can be semi-structured—formulae and text can be interspersed
with tabular data. In such cases, NOAH can be used to support exploration and zooming
for each such tabular region independently, supported by an overall overview (akin to a
map-based panning tool) for users to select which tabular region they want to explore in
detail. We can leverage existing work on spreadsheet table detection [148], and property
identification [149] to support such extensions.
Concluding Remarks. Overall, there is a plethora of interesting and challenging research
directions in developing systems that combine both the tabular spreadsheet paradigm as well
as the visualization paradigm, and making these systems more effective at handling large
datasets. We believe the evaluation and the resulting insights presented in this dissertation
can benefit the development of such systems in the future.
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