On CCE estimation of factor-augmented models when regressors are not linear in the factors by De Vos, I & Westerlund, Per
Economics Letters 178 (2019) 5–7
Contents lists available at ScienceDirect
Economics Letters
journal homepage: www.elsevier.com/locate/ecolet
On CCE estimation of factor-augmented models when regressors are
not linear in the factors
Ignace De Vos a, JoakimWesterlund a,b,∗
a Lund University, Sweden
b Centre for Financial Econometrics, Deakin University, Australia
a r t i c l e i n f o
Article history:
Received 8 January 2019
Accepted 1 February 2019
Available online 18 February 2019
JEL classification:
C12
C13
C33
Keywords:
CCE
Factor-augmented regression models
Non-linear regressors
a b s t r a c t
In empirical research it is often of interest to include non-linear functions of the explanatory variables,
such as squares or interactions, in the specification. A popular technique to estimate such models in
the presence of common factors is the Common Correlated Effects (CCE) methodology. However, this
approach assumes that the regressors are linear in the factors, which is not the case if variables enter
non-linearly. In this note we show how CCE should be implemented when some regressors violate the
linear factor model assumption.
© 2019 Elsevier B.V. All rights reserved.
1. Introduction
One of the most popular estimation techniques for panel data
models with common factors is the Common Correlated Effects
(CCE) approach of Pesaran (2006). The methodology is based on
taking the cross-sectional averages (CA) of the observables as es-
timated factors, and applying Ordinary Least Squares (OLS) condi-
tional on these estimates. A major reason for the popularity of this
approach is its simplicity and generality.
The CCE methodology as originally presented is, however, re-
strictive in the sense that all the regressors are assumed to satisfy a
linear static factormodel,which is not always the case in practice. A
very common situation is when powers, products (interactions) or
lags of the explanatory variables are included in the specification.
Consider as an example the so-called ‘‘wage curve’’ model, which
relatesworker’swages to the rate of unemployment, andwhich is a
common motivating example in the factor-augmented regression
literature (see, for example Ahn et al., 2001; Bai, 2009; Moon and
Weidner, 2015; Robertson and Sarafidis, 2015). Because returns
to an additional year of work experience are expected to be de-
creasing, the wage curve model usually includes work experience
and its square as control variables. Another example is provided
by Eberhardt and Presbitero (2015), who study the effect of public
debt on GDP after controlling for the capital stock. Due to the likely
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presence of thresholds or ‘‘high vulnerability regions’’, debt enters
not only in levels but also in squares. The obvious problem in these
examples is that if work experience and debt have a linear factor
structure, then their square will by construction not have such a
structure, and it is not obvious how this should be handled in the
estimation.
This note canbe seen as a reaction to the abovementionedprob-
lem. The purpose is to illustrate how CCE should be implemented
in the presence of regressors that are not linear in the factors,
and to discuss implications for the number of factors that can be
permitted.
2. Model
Consider the following static panel data model:
yi,t = α′idt + β′ixi,t + φ′iwi,t + γ ′ift + εi,t , for
i = 1, . . . ,N, t = 1, . . . , T , (1)
where xi,t and wi,t are k × 1 and n × 1 vectors, respectively, of
observed regressors, dt and ft are m × 1 and r × 1 vectors of
observed and unobserved common factors, respectively, and εi,t is
an idiosyncratic error term. If εi,t and γ ′ift are independent of the
regressors, (1) is nothing but a panel data model with exogenous
regressors, which can be estimated consistently using OLS. If, how-
ever, γ ′ift is correlatedwith the regressors, then consistencywill be
lost. To allow for this possibility, it is typically assumed in the CCE
literature (see Chudik and Pesaran, 2015, for a recent survey) that
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xi,t is generated by the following linear static factor model:
xi,t = A′idt + Γ′ift + vi,t , (2)
where vi,t is a k×1 vector of idiosyncratic errors. Inmany empirical
settings, however, some regressors, represented by wi,t in this
note, are likely, or even known, not to adhere to this model. A
common scenario is whenwi,t = g(xi,t ), where g(·) is some known
non-linear function, like the square. Clearly, if xi,t is generated by
(2), then g(xi,t ) is by definition not a linear function of dt and ft ,
which means that the factor driving wi,t are different from those
driving yi,t and xi,t .1 Therefore, in this note we do not impose a
factor structure on wi,t and only assume that it satisfies the same
moment and dependence restrictions as Pesaran (2006) places
on xi,t .2 The assumptions imposed on all other variables are as
in Pesaran (2006).
3. Results
In order to develop some intuition for how CCE can be applied
to (1) it is useful to first consider the setting with φi = 0n×1. This
means that the data follow the static factor model
zi,t =
[
yi,t
xi,t
]
= B′idt + C′ift + ui,t , (3)
where Bi = [αi + Aiβi,Ai] is m × (k + 1), Ci = [γ i + Γiβi,Γi]
is r × (k + 1) and ui,t = [εi,t + β′ivi,t , v′i,t ]′ is (k + 1) × 1. Let
A = N−1∑Ni=1 Ai be the CA of any matrix Ai and let rk(A) be the
rank of A. Given that ut →p 0(k+1)×1 and C→p C = [γ +Γβ,Γ] as
N →∞, with γ = E(γ i), Γ = E(Γi) and β = E(βi), the significance
of (3) is that if we assume that
rk(C) = rk([γ,Γ]) = r ≤ k+ 1, (4)
and rk(C) = r for all N , then
ft = (C′)†(zt − B′dt − ut ) = (C′)†(zt − B′dt )+ op(1), (5)
where (C
′
)† = (CC′)−1C. This implies that ft can be estimated by
a linear combination of zt and dt . The appropriate combination
to use does not need to be known. This can be appreciated by
substituting (5) into (1), giving
yi,t = α˜′idt + β′ixi,t + γ˜ ′izt + ε˜i,t , (6)
where α˜i = αi − Bγ˜ i, ε˜i,t = εi,t − γ˜ ′iut and γ˜ i = C†γ i. The
pooled (CCEP) and mean group (CCEMG) CCE estimators of β are
calculated by applying OLS to (6). The justification for this is that
since ut is negligible as N → ∞, the CCE estimators based on
(6) are asymptotically equivalent to the infeasible OLS estimator
in (1) with ft known. Hence, the CCE estimators are consistent as
N →∞.
The discussion in the last paragraph supposes that φi = 0n×1. If
φ = E(φi) ̸= 0n×1, then the same arguments do not apply because
yi,t , due to the influence of wi,t , no longer adheres to the factor
model in (3), and therefore yt in zt is not suitable for estimating
ft .
Our proposed solution to this problem is to simply combine
wt with zt and to take [w′t , z′t ]′ as an estimator of ft . In order to
1 Other common scenarios arewhen g(·) calculates the product between regres-
sors (interaction terms), or if g(·) is the lag operator L such thatwi,t = Lxi,t = xi,t−1
andwi,t is driven by ft−1 , but not by ft .
2 Themodelwith xi,t as in (2) andwi,t largely unrestricted canbe seen as a hybrid
between CCE and the related literature based on quasi-maximum likelihood and
generalized methods of moments estimation, in which the regressors are typically
given a non-parametric treatment (see, for example Ahn et al., 2001, 2013; Bai,
2009; Moon and Weidner, 2015; Robertson and Sarafidis, 2015).
appreciate the logic here, notice how (3) (without φi restricted to
zero) can be written as
zi,t − ι1φ′iwi,t = [Ik+1,−ι1φ′i]
[
zi,t
wi,t
]
= B′idt + C′ift + ui,t , (7)
where ι1 = [1, 0, . . . , 0]′ is a (k + 1) × 1 vector of zeros except
for a one in the first row. Note that the first equation of this system
has yi,t − φ′iwi,t rather than yi,t on the left-hand side. This purges
the influence of wi,t on yi,t and reinstates the factor model. Thus,
making use of (4), N−1
∑N
i=1 φ
′
iwi,t →p φ′wt and ut →p 0(k+1)×1
as N →∞, we get the following unrestricted version of (5):
ft = (C′)†
([
Ik+1,−ι1φ′
] [ zt
wt
]
− B′dt
)
+ op(1). (8)
Hence, adding wt to the set of CA circumvents the problem that
wi,t and yi,t do not have the usual factor structure. Note, however,
that the factor model on the right-hand side of (7) is the same as
that in (3), which means that the relevant rank condition is still
given by (4). That is, the averages in wt only facilitate the use of
yt as an estimator of ft , and they do not enable estimation of any
more factors than can be permitted in the original setup of Pesaran
(2006) when using zt under φ = 0n×1.
As an alternative to [w′t , z′t ]′, one can instead take xt as an
estimator of ft . This has the advantage that γ does not have to be
restricted.3 The disadvantage is that we require
rk(Γ) = r ≤ k, (9)
in order for ft to be estimable by xt , which means that the maxi-
mum number of factors that can be permitted is no longer k + 1
but k. This can be problematic if k is very small.
We have outlined two approaches to consistently estimate the
common factors with the CA when φ ̸= 0n×1. Analogous to the
results of Pesaran (2006) when φ = 0n×1, we can show that
the resulting CCE estimators of β˜ = [β′,φ′]′ are consistent and
asymptotically normal.
4. Simulations
The purpose of this section is to illustrate the importance of
properly accounting for the non-linear regressors in wi,t . To that
end, we simulate data according to the following data generating
process:
yi,t = αi + βixi,t + φix2i,t + γ ′ift + εi,t , (10)
xi,t = Ai + Γ′ift + vi,t , (11)
with [βi, φi]′ = [1, 1]′ + ξi/
√
3, such that in the notation of the
previous section, dt = 1, wi,t = g(xi,t ) = x2i,t and β = φ = 1. The
factors and loadings are generated as ft = µt/
√
r , γ i = c1 + ηi
and Γi = c2 + ηi, where r ∈ {1, 2, 3} and ca is an r × 1 vector
of ones except for a three in row a. This means that rk([γ,Γ]) =
min{r, 2} and γ i andΓi are (perfectly) correlated. The entries of the
vector [εi,t , vi,t , αi, Ai,µ′t , η′i, ξ′i]′ are sampled independently from
N(0, 1).
We focus on the average bias of the CCEMG estimator for β and
φ. Four specifications of the CA are considered; yt , [yt , xt ]′, xt , and
[yt , xt , x2]′. The first two are included to illustrate the fact that, in
contrast to the case when φ = 0, yt cannot be used to estimate ft
when φ ̸= 0. The last two specifications are our solutions to this
issue. All results are based on 1000 Monte Carlo replications.
Consider first the results for r = 1 in Table 1. In this case, all
specifications of the CA yield consistent estimates, except when
3 Another advantage of using only xt is that this reduces the number of coeffi-
cients that have to be estimated.
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Table 1
Simulated average bias of CCEMG.
CA r (N, T ) β φ
25 50 100 200 25 50 100 200
yt 1 25 0.425 0.443 0.450 0.476 −0.152 −0.138 −0.141 −0.146
50 0.419 0.450 0.457 0.465 −0.152 −0.147 −0.145 −0.144
100 0.410 0.445 0.460 0.466 −0.157 −0.148 −0.142 −0.140
200 0.412 0.443 0.454 0.463 −0.154 −0.149 −0.143 −0.142
xt 1 25 0.042 0.037 0.038 0.041 0.000 0.007 0.001 −0.003
50 0.017 0.023 0.020 0.020 0.000 −0.001 −0.002 −0.002
100 0.010 0.007 0.009 0.009 −0.005 −0.001 0.002 0.002
200 0.003 0.004 0.002 0.007 0.000 −0.001 0.001 −0.001
[yt , xt ]′ 1 25 0.035 0.028 0.030 0.032 −0.039 −0.028 −0.032 −0.033
50 0.015 0.022 0.018 0.017 −0.023 −0.020 −0.019 −0.019
100 0.011 0.007 0.008 0.009 −0.018 −0.010 −0.006 −0.007
200 0.004 0.004 0.002 0.006 −0.006 −0.006 −0.004 −0.005
[yt , xt , x2]′ 1 25 0.016 0.012 0.015 0.017 0.000 0.006 0.001 −0.003
50 0.006 0.012 0.007 0.008 −0.001 −0.001 −0.002 −0.002
100 0.005 0.001 0.003 0.003 −0.005 0.000 0.002 0.002
200 0.000 0.001 −0.001 0.004 0.000 −0.001 0.001 −0.001
xt 2 25 0.243 0.254 0.246 0.242 0.005 0.004 −0.005 0.000
50 0.244 0.243 0.241 0.242 0.004 −0.003 0.000 0.000
100 0.245 0.240 0.242 0.242 −0.002 0.001 0.000 0.002
200 0.242 0.241 0.242 0.240 0.000 −0.001 −0.001 0.002
[yt , xt ]′ 2 25 0.217 0.231 0.224 0.225 −0.092 −0.077 −0.082 −0.072
50 0.217 0.217 0.220 0.225 −0.091 −0.085 −0.075 −0.071
100 0.221 0.218 0.222 0.223 −0.096 −0.080 −0.074 −0.068
200 0.218 0.218 0.223 0.222 −0.095 −0.081 −0.075 −0.069
[yt , xt , x2]′ 2 25 0.054 0.065 0.060 0.059 0.003 0.004 −0.006 0.001
50 0.034 0.037 0.032 0.036 0.004 −0.004 0.000 0.001
100 0.020 0.017 0.019 0.020 −0.001 0.000 0.001 0.002
200 0.009 0.009 0.008 0.009 0.000 −0.001 −0.001 0.002
[yt , xt , x2]′ 3 25 0.225 0.220 0.229 0.232 0.004 −0.002 0.002 −0.002
50 0.218 0.212 0.212 0.213 0.002 −0.005 0.000 0.001
100 0.204 0.198 0.198 0.204 0.002 −0.001 0.001 −0.003
200 0.196 0.198 0.198 0.197 −0.001 −0.001 −0.003 0.001
only yt is used. This is to be expected because the rank condition in
(9) is satisfied, and so xt is sufficient to estimate ft . By contrast,
being a non-linear function of ft , yt is by itself not a suitable
estimator of ft . When r = 2, [yt , xt , x2]′ is the only specification
that is consistent. The reason for why xt is no longer consistent
is that now r = 2 < k = 1, which means that (9) is violated.
We also observe that just adding yt does not help, as expected
because of the presence of x2i,t in the equation for yi,t . The only way
to circumvent this non-linearity is to combine yt , xt and x2t . The
results for the case when r = 3 confirms that even if [yt , xt , x2]′
contains three CA, the CCEMG estimator is not consistent, as r =
3 > k+ 1 = 2 in this setting and so (4) is violated.
5. Conclusion
Weconsider CCE estimation in staticmodelswhen some regres-
sors violate the linear factor assumption of Pesaran (2006). This
subsumes models with regressors that load on other factors than
those driving the dependent variable, or when the specification
features, for example, lags, powers or products of the explanatory
variables. The proposed solution is to simply augment the regres-
sion model with either the CA of all the observables, including the
non-linear regressors, or only the CA of those regressors that are in
fact linear in the factors.
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