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Abstract
The instability and transition to turbulence and its evolution in pulsatile pipe flows involving both, reverse
and no-reverse flows, is the primary focus of this experimental work. A piston driven by a programable DC
servo motor was used to set up a water flow system and provide the pulsation characteristics. Time-resolved
particle image velocimetry data were acquired in a refractive index matching setup by using a continuous
wave laser and a high-frame-rate digital camera. The position of the piston was continuously recorded by
a laser proximity sensor. Different experiments were carried out with Reynolds numbers in the range of
535−4825 and Womersley numbers from 6.3 to 23.82. The non-stationarity of the data was addressed by
incorporating trend removal methods involving low- and high-pass filtering of the data, and by using the
empirical mode decomposition together with the relevant Hilbert-Huang transform to determine the
intrinsic mode functions. This later method is more appropriate for nonlinear and non-stationary cases, for
which traditional analysis involving classical Fourier decomposition is not directly applicable. It was found
that transition to turbulence is a spontaneous event covering the whole near wall region. The instantaneous
vorticity profiles suggest the development of a large-scale ring-like attached wall vortical layer with smaller
vortices of higher frequencies than the pulsation one superimposed which point to Kelvin-Helmholtz type
of instability. At low frequency of pulsation, transition is delayed to higher Reynolds numbers, where the

i

appearance of turbulence is not modulated anymore by the frequency of pulsation. Inflectional instability
of the velocity profile leads to flow separation and the formation of a major roll-up structure with the K-H
vortices superimposed. This structure breaks down in the longitudinal direction into smaller turbulent
patches with vortical content which appears to be the prevailing structural content of the flow in each of the
investigated Re numbers. At higher Re numbers, the strength and extent of the vortices are larger and
substantial disturbances appear in the free stream region of the flow which are typical of pipe flows at
transitional Re numbers. Turbulence appears to be produced at the locations of maximum or minimum
vorticity within the attached wall vortical layer (WVL), in the ridges between the K-H vortices around the
separated WVL and the upstream side of the secondary vortex where the flow impinges the wall.
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Chapter 1 Introduction

Introduction

Transition to turbulence in shear flows has been the subject of extensive studies since Reynolds’ pioneering
studies over a century ago (Reynolds, 1883). The difficulty in understanding shear flow transition is largely
attributable to the subcritical nature of the problem. In all the classic cases – pipe flow, channel flow, plane
Couette flow, boundary layer flow and others – turbulence is found at Reynolds numbers for which laminar
flow is linearly stable. In such flows, turbulence appears abruptly and not through a sequence of instabilities
each increasing the dynamical complexity of the flow.
It is well known that these laminar flows, although linearly stable, experience turbulence spontaneously
following finite subcritical disturbances through a process not following the classical sequence of
transitioning phenomena such as growth of infinitesimal perturbations which lead to instabilities.
According to the road map of Morkovin (1985) this is considered to be a bypass transition, which is a
generic classification of processes occurring instantaneously that are emanating from nonmodal energy
growth mechanisms. Hof et al. (2003) suggest that both nonmodal energy growth and self-sustaining
mechanisms play a significant role in pipe flow transition. The physical mechanisms describing transition
1

are complex and not very well accepted and significant discrepancies exist (see Eckhardt et al. 2007; Avila
et al. 2011; Mullin, 2011; Xu et al. 2017). At the center of the disagreement is the long-puzzling result that
linear stability analyses lead to no transition in pipe flow.
It has been realized that understanding bypass transition in such flows with linear or weakly non-linear
theories based on spatial instability analysis is limited. It is, however, accepted that transition is a
spatiotemporal problem and researchers have been using direct numerical simulations, time-dependent
equations for perturbations, traveling nonlinear wave propagation analysis or dynamical systems to better
understand transition (Eckhardt, 2011; Faisst & Eckhardt, 2003; Mullin, 2011; Wu et al. 2015).
In trying to sort out the results and conclusions obtained in recent studies on transition, it is important to
consider details of the experimental setup and the protocol for triggering transition. To put some prospective
on these issues, one must consider the characteristic example of the critical Reynolds number required to
reach transition in practical applications where transition is self-triggered by natural disturbances in pipe
flows. This value is approximately in the range of 𝑅𝑅𝑅𝑅=2100 to 2300 whereas in Direct Numerical

Simulations of pipe flows it can be as high as 𝑅𝑅𝑅𝑅=8000 with the introduction of disturbances with energy
perturbations of less than 1% of the cross-sectional total energy (Wu et al. 2015). Triggering can be

introduced experimentally by transient injection of jets in a cross flow. Hof et al. (2004) used a 1 mm hole
to inject fluid with a volumetric flux of 50% of the flux in the 40 mm diameter pipe. Another technique to
produce flow disturbances continuously is to insert ring-shape turbulators, constrictions, or to have
curvatures in the pipe (Trip et al. 2012; Ünsal & Durst, 2006; Xu et al. 2020).
The focus of the present study is the case of instability and transition in pulsatile pipe flows that are present
in hemodynamics and pulmonary physiology and in engineering applications related to periodic flows or
other processes associated with transient changes in operating conditions. As governing parameters in this
case, the ratios of three different time scales are used. First is the ratio of the vorticity/momentum diffusion
time scale, 𝑅𝑅 2 /𝜈𝜈, over the time scale of the pulsation, 1/𝜔𝜔. Here, 𝑅𝑅 is the radius of the pipe, 𝜈𝜈 is the

kinematic viscosity, and 𝜔𝜔 is the angular frequency of the pulsation. This parameter was the precursor of
2

what was later adopted as the Womersley number, 𝑊𝑊𝑜𝑜 = 𝑅𝑅 (𝜔𝜔/𝜈𝜈)1/2 . The third time scale is the advection

one, defined as 𝑅𝑅/𝑈𝑈, which in combination with the viscous time scale leads to the Reynolds number 𝑅𝑅𝑅𝑅 =

𝑈𝑈𝑈𝑈/𝜈𝜈, which is half of the classical 𝑅𝑅𝑅𝑅 = 𝑈𝑈𝑈𝑈/𝜈𝜈, where 𝐷𝐷 is the pipe diameter and 𝑈𝑈 is the flow velocity.
Another parameter that is used to describe the oscillatory component of the flow is the ratio 𝑢𝑢𝑜𝑜𝑜𝑜 /𝑈𝑈0 , where

𝑢𝑢𝑜𝑜𝑜𝑜 is the area-averaged amplitude of the oscillation and 𝑈𝑈0 is the area-averaged velocity. These three

parameters constitute a complete set of dimensionless quantities to characterize flows under pulsation
(Thomas et al. 2011).
Research in pulsatile flows was first considered in the context of arterial hemodynamics (Hale et al. 1955),
later in pulmonary physiology and in engineering applications related to periodic flows in turbomachinery,
and subsequently in other processes associated with transient changes in operating conditions (Semlitsch et
al. 2014). The receptivity of arterial blood flow in response to perturbations, which determines its stability
and evolution can have significant implications for altered vascular wall shear stresses and overall vascular
impedance.
The formation of puffs and slugs has also been reported, first by Wygnanski & Champagne (1973), to be a
characteristic associated with steady pipe flow transition, which appears to occur at a Reynolds number of
𝑅𝑅𝑅𝑅 ≈ 2300 in facilities with a low level of disturbances present in the flow setup. When pulsation is

applied, additional complexities are introduced into the flow field, which can reduce the critical Reynolds
number down to a mean 𝑅𝑅𝑅𝑅 ≈ 1500 (Hershey & Im, 1968). However, the transition can be delayed to a

much larger critical 𝑅𝑅𝑅𝑅 in facilities with ultra-low disturbances. To avoid such variability in the critical 𝑅𝑅𝑒𝑒,

many researchers opted for a controlled perturbation of the flow by means of a ring-type turbulator placed
upstream in the pipe which, according to Durst & Ünsal (2006), forces transition at a fixed critical mean
𝑅𝑅𝑅𝑅.

Fedele et al. (2005) revisited the problem of the stability of a pulsatile pipe flow for axisymmetric
perturbations by solving the Orr-Sommerfeld equation, by mean of a Galerkin projection onto a function

3

space spanned by a finite set of the eigenfunctions of the longwave-limit Orr-Sommerfeld operator. They
found that flow structures giving the largest energy growth are toroidal vortex tubes.
Pulsatile flows are dominated by the interplay between inertia and shear forces. Near the wall, inertia
appears to yield to the predominant shearing forces; however, away from the wall, inertia dominates where
shear forces play a less critical role. Because breaking to turbulence is a spontaneous process that takes
place globally, it is first observed very close to the wall and then subsequently propagates towards the
centerline of the pipe as the 𝑅𝑅𝑅𝑅 increases beyond its critical value (Eckmann & Grotberg, 1991).

Ramaprian & Tu (1980); Ramaprian (1983) and Ramaprian & Tu (1983) investigated the influence of the
oscillating component on the onset of transition and reported that the flow oscillation increased the critical
Reynolds number and created laminarization of the flow. At high enough 𝑅𝑅𝑅𝑅, it was found that the mean

flow in the pipe is affected by the imposed oscillation only when the oscillation frequency approaches the
characteristic frequency of turbulence and the turbulent frequencies smaller than the imposed frequency of
oscillation are attenuated. Ohmi et al. (1980), (1982) reported that the velocity amplitude ratio has no effect
on the velocity waveforms and classified them into three types, i.e. quasi-steady, intermediate and inertia
dominant with respect to the dimensionless frequency of pulsation. In a later study, Iguchi & Ohmi (1984)
classified pulsatile pipe flows into four categories, i.e. laminar, transitional, conditionally turbulent and
fully turbulent. The limits between them were specified in terms of the Womersley number, time-average
Reynolds number and Reynolds number based on the velocity amplitude. Özahi & Çarpınlıoğlu (2017)
evaluated the relationship between pulsation amplitude and frequency of oscillation and proposed a new
nondimensional parameter for classification of pulsatile flow at the onset of transition called interactive
oscillation number (𝐼𝐼𝑜𝑜𝑜𝑜 = 𝑊𝑊𝑜𝑜 /𝐴𝐴). Based on this parameter they classified the behavior of pulsatile flows as
quasi-steady, intermediate and inertia dominant. The limits of this classification differ from those of Ohmi
et al. (1980) and such discrepancies are attributed to the experimental conditions.
Turbulence is always enhanced during the adverse pressure gradient (APG) phase of the pulsation, where
deceleration destabilizes the flow, and it is suppressed during the favorable pressure gradient (FPG) phase
4

of the modulation when the flow is accelerated. Clamen & Minton (1977) performed velocity measurements
in pulsating flows and reported that flow instability was a periodic phenomenon repeated at the same time
in each cycle and that it was separated by periods of laminar flow. This is the case for the phase-locked
turbulence described by Stettler & Fazle Hussain (1986), who reported the existence of intermittent
turbulent puffs at a particular phase of the pulsation cycle. Puffs have also been observed by Trip et al.
(2012) in the phase-locked regime of low amplitude pulsations having a duration of multiple periods and
extensive physical length. He & Jackson (2009) reported that transition to turbulence is detected during the
deceleration phase of fluid motion and that it is confined to an annular region near the wall, while the core
remains laminar. Gerrard (1971) and Einav & Sokolov (1993) also reported that the turbulence intensity
diminishes during acceleration (laminarization) and increases during deceleration. They also reported that
this behavior broke down at higher Reynolds numbers, where turbulence was observed to be sufficiently
intense in the acceleration phase except very close to the wall.
The effects of different waveforms on transition of pulsatile flows have been investigated by Brindise &
Vlachos (2018). Their results show that the waveform with a longer duration of the deceleration phase
induced the earliest onset of transition, while the waveform with a longer acceleration period delayed the
onset of transition. It is not clear if puffs were observed in this experimental work. These authors also
demonstrated that the rate of acceleration and the duration of the deceleration phase affected the onset of
transition.
The experimental work of Xu et al. (2017) concluded that the dynamics of transition under moderate
pulsation amplitude is dominated by the decay turbulence suffers during the slower part of the cycle and
hence transition is delayed significantly. In a recent publication, Xu et al. (2020) demonstrated
experimentally and computationally that for relatively large amplitude ratios, 𝐴𝐴=0.85, helical instability
sets in during flow deleration when turbulence breaks out triggered by mild pipe constriction and curvature
perturbations.

5

A class of pulsatile flows, which has received little attention, is one that includes reverse flow and unsteady
separation. The corresponding velocity profiles have inflection points, and hence become unstable at
relatively low Reynolds numbers. The instability and transition to turbulence and its evolution in such flows
are part of the primary focus of the present study. The only previous work pertinent to this class of pulsatile
flows is the one by Das & Arakeri (1998), who introduced only one trapezoidal pulse to a pipe flow, which
included an accelerating ramp, a constant velocity phase and a deceleration down to zero velocity. Their
flow visualization indicated the formation of a helical vortex as a result of the reverse flow instability.
Quasi-steady linear stability analysis was also carried out, demonstrating that the wavenumber
corresponding to maximum growth does not change much during the instability even though the velocity
profile does change substantially. Nayak & Das (2006), in their unpublished work, carried out threedimensional (3-D) linear instability analysis with and inflectional velocity profile from the experiments of
Das & Arakeri (1998) as the input. It was shown that the profile is unstable for both axisymmetric and nonaxisymmetric modes. The non-axisymmetric mode (𝑛𝑛 = 1) was observed to be the most unstable for this

particular case. The 3-D instability showed the observed nature of the flow.

The present work will also reflect upon similarities with studies on unsteady wall boundary layer separation
over flat surfaces or airfoils whose complexities are yet to be fully understood. For instance, Sears &
Telionis (1975) and Telionis (1981) demonstrated that the vanishing of wall shear stress, a common
criterion in boundary layer separation under steady conditions, does not have any special significance in
unsteady flows. Unsteady separation occurs downstream of the zero-wall shear stress point where a thin
region of reverse flow exists, before the flow erupts and breaks away with a sudden thickening followed by
the formation of vortices.

6

1.1 Objectives and novel aspects of this study
The focus of the present work is to study experimentally the phenomena related to the transition to
turbulence and relaminarization in pulsatile flows and the influence of the characteristic parameters, i.e.
mean Reynolds number, Womersley number and pulsation amplitude, on the onset of transition. These
characteristic parameters are changed systematically to analyze independently the influence of each of
them. Existing analytical solutions of the Navier-Stokes equations for pulsatile flows are used to establish
the theoretical limit, based on Womersley number and pulsating amplitude ratio, between pulsating flows
involving reverse and no-reverse flows. Based on this, Womersley numbers from 6.3 to 23.82 for two
pulsation amplitude ratios 𝐴𝐴 ≈ 0.2 and 𝐴𝐴 ≈ 0.9, involving reverse and no-reverse flows, are investigated

experimentally here for Reynolds numbers in the range of 535-4825. To achieve this goal, an experimental

setup capable of reproducing pulsatile waveforms in a pipe in the range of characteristic parameter desired,
was designed and built.
Many researchers have studied pulsatile flows in the past, however, the experimental techniques used to
acquire date have not allowed for the detailed analysis of the spatial and temporal evolution of the turbulent
structures and their decay. The hydrodynamic instabilities responsible for fluctuations and the breakout to
turbulence have also not been fully explored. The experimental techniques used in the present work are
different to the ones used in previous studies. Here, 2-D time-resolved particle image velocimetry is used
to acquire velocity data in a refractive index matching setup by using a continuous wave laser and a highframe-rate digital camera. The availability of high-resolution data in space and time allowed for analysis of
the flow characteristics using measured vorticity for the first time to investigate the spatio-temporal
evolution of the vortical structures present in the flow during acceleration and deceleration phases of the
pulsating cycle.

7

As mentioned earlier, the reverse flow regime involving unsteady separation has received little attention.
In the present work, considerable efforts have been undertaken to understand the behavior of this type of
flow to determine the onset of transition in this case.

8

Chapter 2 Theoretical background

Theoretical background

An analytical tool has been developed to provide information on the flow parameters needed to determine
the bounds of the reverse flow regime and provide insights for the design of the experimental work.
This tool simulates approximately the developing part of the flow generated by the motion of a piston which
is initially at rest, as well as the fully developed stage which follows. The analysis is based on the
assumption that the convection velocity, 𝑈𝑈0 , which appears in the inertia terms of Navier-Stokes equations,

remains unchanged through the entrance and fully developed regions. This assumption removes the
nonlinearity from the equations of motion and opens a way to analytical solutions with reasonable results.
This approach, which was first applied to steady laminar flows near the entrance of a circular tube, has been

attributed to Targ (see Slezkin, 1955). Since then, it has been applied to pulsatile laminar flows (Atabek &
Chang, 1961; Yokota & Nakano, 1980). If the requirement of a developing flow is relaxed and replaced by
the fully developed flow assumption, then the original solution by Womersley (1955) is obtained.
It is appropriate to use cylindrical coordinates 𝑟𝑟, 𝜃𝜃, 𝑥𝑥 in the present analysis, where the 𝑥𝑥-axis is aligned
with the horizontal axis of the tube with the origin at its entrance. The flow is assumed to be axisymmetric,
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i.e. independent of 𝜃𝜃, and the equations expressing the momentum conservation in two directions and mass

conservation are

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕 2 𝑈𝑈
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
1 𝜕𝜕
𝜕𝜕𝜕𝜕
�𝑟𝑟 � + 2 �
𝜌𝜌 � + 𝑈𝑈
+ 𝑉𝑉 � = −
+ 𝜇𝜇 �
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝑟𝑟 𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
𝜕𝜕𝜕𝜕

𝜌𝜌 �

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕 1 𝜕𝜕(𝑟𝑟𝑟𝑟 )
𝜕𝜕 2 𝑉𝑉
𝜕𝜕𝜕𝜕
+ 𝑈𝑈
+ 𝑉𝑉 � = −
+ 𝜇𝜇 � �
� + 2�
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 𝑟𝑟 𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥
𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕 1 𝜕𝜕(𝑟𝑟𝑟𝑟)
+
=0
𝜕𝜕𝜕𝜕 𝑟𝑟 𝜕𝜕𝜕𝜕

2.1

2.2

2.3

The velocity distribution at the entrance of the pipe is assumed to be uniform and, therefore, will be a
periodic function of time only that may be provided in terms of Fourier series as
𝑛𝑛

𝑈𝑈(𝑥𝑥, 𝑟𝑟, 𝑡𝑡)𝑥𝑥=0 = 𝑈𝑈0 + � ℝ�𝑢𝑢𝑜𝑜𝑜𝑜,𝑘𝑘 𝑒𝑒 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 �

2.4

𝑘𝑘=1

Where 𝑈𝑈0 is the time-averaged velocity and 𝑢𝑢𝑜𝑜𝑜𝑜,𝑘𝑘 is a typical amplitude of the oscillatory velocity

component of the pulsation. For simplicity, only one term of the Fourier series will be considered, i.e.
𝑢𝑢𝑓𝑓 = 𝑈𝑈(𝑥𝑥, 𝑟𝑟, 𝑡𝑡)𝑥𝑥=0 = 𝑈𝑈0 + 𝑢𝑢𝑜𝑜𝑜𝑜 sin(𝜔𝜔𝜔𝜔)

2.5

Figure 2.1 depicts the definitions of 𝑈𝑈0 and 𝑢𝑢𝑜𝑜𝑜𝑜 in the context of sinusoidal velocity modulation.
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Figure 2.1. Definitions of 𝑈𝑈0 and 𝑢𝑢𝑜𝑜𝑜𝑜 in a typical sinusoidal velocity at 𝑥𝑥/𝐷𝐷=0

According to Targ, the inertia terms are substituted by [𝑈𝑈0 + 𝑢𝑢𝑜𝑜𝑜𝑜 sin(𝜔𝜔𝜔𝜔)]

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

.

It is further assumed that the radial velocity component 𝑉𝑉 is negligible in general, and zero at the wall and

centerline. Additionally, the stress gradients in the longitudinal direction are much smaller than the
gradients in the radial direction and therefore can be ignored. Under these assumptions the equations
become

𝜌𝜌 �

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
1 𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�𝑟𝑟 ��
+ [𝑈𝑈0 + 𝑢𝑢𝑜𝑜𝑜𝑜 sin(𝜔𝜔𝜔𝜔)] � = −
+ 𝜇𝜇 �
𝜕𝜕𝜕𝜕
𝑟𝑟 𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
=0
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 1 𝜕𝜕(𝑟𝑟𝑟𝑟)
+
=0
𝜕𝜕𝜕𝜕 𝑟𝑟 𝜕𝜕𝜕𝜕

2.6

2.7

2.8
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The entry conditions that are in agreement with the experimental setup and procedures can be described as

𝑢𝑢𝑓𝑓 (0, 𝑟𝑟, 𝑡𝑡) = �

0
𝑈𝑈0 + 𝑢𝑢𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠𝑠𝑠(𝜔𝜔𝜔𝜔)

𝑡𝑡 < 0
𝑡𝑡 ≥ 0

2.9

In this analysis, since the velocity at 𝑥𝑥 = 0 is prescribed and the flow is incompressible, the flow rate
through any cross section of the pipe at any time is equal to the flow rate at 𝑥𝑥 = 0 at the same time.
Therefore,

𝑅𝑅

𝑅𝑅

� 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 = � 𝑢𝑢𝑓𝑓 𝑟𝑟𝑟𝑟𝑟𝑟 =
0

0

𝑅𝑅2
(𝑈𝑈0 + 𝑢𝑢𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠𝑠𝑠(𝜔𝜔𝜔𝜔))
2

2.10

The pressure is only a function of 𝑥𝑥 and 𝑡𝑡, i.e., 𝑃𝑃 = 𝑃𝑃(𝑥𝑥, 𝑡𝑡) and it can be eliminated from equation 2.6 by
multiplying it by 𝑟𝑟 and then integrating with respect to 𝑟𝑟 from 0 to R.

𝜕𝜕 𝑅𝑅
𝜕𝜕 𝑅𝑅
1 𝜕𝜕𝜕𝜕 𝑅𝑅
𝜇𝜇 𝑅𝑅 1 𝜕𝜕
𝜕𝜕𝜕𝜕
� 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 + [𝑈𝑈0 + 𝑢𝑢𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠𝑠𝑠(𝜔𝜔𝜔𝜔)] � 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 = −
� 𝑟𝑟𝑟𝑟𝑟𝑟 + �
�𝑟𝑟 � 𝑟𝑟𝑟𝑟𝑟𝑟
𝜕𝜕𝜕𝜕 0
𝜕𝜕𝜕𝜕 0
𝜌𝜌 𝜕𝜕𝜕𝜕 0
𝜌𝜌 0 𝑟𝑟 𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕

2.11

From equation 2.10 it is possible to see that
𝜕𝜕 𝑅𝑅
� 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 = 0
𝜕𝜕𝜕𝜕 0

Therefore, the expression for 𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 reads
−

𝜕𝜕𝑝𝑝�
2μ 𝜕𝜕𝜕𝜕
�
= 𝜌𝜌𝜌𝜌𝑢𝑢𝑜𝑜𝑜𝑜 cos(𝜔𝜔𝜔𝜔) −
𝜕𝜕𝜕𝜕
𝑅𝑅 𝜕𝜕𝜕𝜕 𝑅𝑅

2.12
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Where 𝜇𝜇

𝜕𝜕𝜕𝜕

� is the shear stress at the wall 𝜏𝜏𝑤𝑤 , and 𝑝𝑝� is the area-averaged pressure which is equal to the

𝜕𝜕𝜕𝜕 𝑅𝑅

local pressure 𝑝𝑝� = 𝑝𝑝(𝑥𝑥, 𝑡𝑡), which does not depend on 𝑟𝑟 or 𝜃𝜃. This relation is the expression of inertia and

forces in dimensional flow acting on a flow section of length 𝑑𝑑𝑑𝑑.

Thus, the equation to solve is

𝜌𝜌 �

2𝜇𝜇 𝜕𝜕𝜕𝜕
1 𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
� + 𝜇𝜇 �
�𝑟𝑟 ��
+ [𝑈𝑈0 + 𝑢𝑢𝑜𝑜𝑜𝑜 𝑠𝑠𝑠𝑠𝑠𝑠(𝜔𝜔𝜔𝜔)] � = 𝜌𝜌𝜌𝜌𝑢𝑢𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔𝜔𝜔) −
𝑅𝑅 𝜕𝜕𝜕𝜕 𝑅𝑅
𝑟𝑟 𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

2.13

It appears that because of the initial conditions (equation 2.9), the most convenient method to analytically
solve the above equations is by using a Laplace transform. Yokota & Nakano (1980) have provided such a
solution for a developing pulsatile flow, which after some minor corrections and improvements reads as
𝑈𝑈(𝑥𝑥 ′ , 𝑟𝑟 ′ , 𝑡𝑡 ′ )
= 2(1 − 𝑟𝑟′2 )(1 + 𝐴𝐴 𝑠𝑠𝑠𝑠𝑠𝑠(𝜔𝜔′𝑡𝑡′))
𝑈𝑈0
∞

+�
+

𝑖𝑖=1

𝐴𝐴𝐴𝐴′𝛼𝛼𝑖𝑖 2
4 𝐽𝐽0 (𝑟𝑟 ′ 𝛼𝛼𝑖𝑖 )
2 ′
�
−
1�
��1
−
� 𝑒𝑒 −𝛼𝛼𝑖𝑖 𝑡𝑡
2
′
4
𝛼𝛼𝑖𝑖 2 𝐽𝐽0 (𝛼𝛼𝑖𝑖 )
𝑤𝑤 + 𝛼𝛼𝑖𝑖

𝐴𝐴𝐴𝐴′𝛼𝛼𝑖𝑖 2

𝑤𝑤

′2

+ 𝛼𝛼𝑖𝑖

�𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔′𝑡𝑡′) +
4

𝜔𝜔′
𝑠𝑠𝑠𝑠𝑠𝑠(𝜔𝜔′𝑡𝑡′)�
𝛼𝛼𝑖𝑖 2

− 𝐻𝐻𝑠𝑠 (𝑡𝑡 ′ − 𝑥𝑥′) �− ��1 + 𝐴𝐴 𝑠𝑠𝑠𝑠𝑠𝑠�𝜔𝜔(𝑡𝑡 ′ − 𝑥𝑥 ′ )��𝑒𝑒 −𝛼𝛼𝑖𝑖

2 𝑥𝑥 ′

2.14
�

𝜔𝜔′
2 ′
�𝑐𝑐𝑐𝑐𝑐𝑐�𝜔𝜔 𝑡𝑡 − 𝑥𝑥 � + 2 𝑠𝑠𝑠𝑠𝑠𝑠�𝜔𝜔′(𝑡𝑡 ′ − 𝑥𝑥 ′ )�� 𝑒𝑒 −𝛼𝛼𝑖𝑖 𝑥𝑥 ��
+ ′2
4
𝛼𝛼
𝑤𝑤 + 𝛼𝛼𝑖𝑖
𝑖𝑖
𝐴𝐴𝐴𝐴′𝛼𝛼𝑖𝑖 2

′( ′

′)

Where 𝐴𝐴 is the velocity ratio 𝐴𝐴 = 𝑢𝑢𝑜𝑜𝑜𝑜 /𝑈𝑈0 ; time 𝑡𝑡 is non-dimensionalized by 𝑅𝑅2 /𝜈𝜈 as 𝑡𝑡 ′ = 𝑡𝑡𝑡𝑡/𝑅𝑅2 ; frequency

as 𝜔𝜔′ = 𝜔𝜔𝑅𝑅2 /𝜈𝜈; distance 𝑥𝑥 as 𝑥𝑥 ′ =

𝑥𝑥 𝜈𝜈

𝑈𝑈0 𝑅𝑅2

and radial location 𝑟𝑟 as 𝑟𝑟 ′ = 𝑟𝑟/𝑅𝑅; 𝛼𝛼𝑖𝑖 is the ith zero of the first kind

of Bessel function of zero order 𝐽𝐽0 ; 𝐻𝐻𝑠𝑠 is the Heaviside step function defined as 𝐻𝐻𝑠𝑠 (𝑡𝑡 ′ − 𝑥𝑥 ′ ) = �

and the Womersley number is defined as 𝑊𝑊𝑜𝑜 = 𝑅𝑅(𝜔𝜔/𝜈𝜈)1/2 .

0, 𝑡𝑡 ′ < 𝑥𝑥 ′
1, 𝑡𝑡 ′ ≥ 𝑥𝑥 ′
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By differentiating in the radial direction, the velocity gradient can be obtained and therefore the shear stress
within the flow field, which reads as
𝜏𝜏 𝑅𝑅
= −2𝑟𝑟 ′ (1 + 𝐴𝐴 𝑠𝑠𝑠𝑠𝑠𝑠(𝜔𝜔′ 𝑡𝑡 ′ ))
𝜇𝜇𝑈𝑈0 2
∞
𝐴𝐴𝐴𝐴′𝛼𝛼𝑖𝑖 2
2 𝐽𝐽1 (𝑟𝑟 ′ 𝛼𝛼𝑖𝑖 )
2 ′
� ��1 − ′ 2
+� �
� 𝑒𝑒 −𝛼𝛼𝑖𝑖 𝑡𝑡
4
𝛼𝛼𝑖𝑖
𝛼𝛼𝑖𝑖
𝑤𝑤 + 𝛼𝛼𝑖𝑖
+

𝑖𝑖=1

𝐴𝐴𝐴𝐴′𝛼𝛼𝑖𝑖 2

𝑤𝑤 ′ 2

+ 𝛼𝛼𝑖𝑖

4

�𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔′𝑡𝑡′) +

𝜔𝜔′
𝑠𝑠𝑠𝑠𝑠𝑠(𝜔𝜔′𝑡𝑡′)�
𝛼𝛼𝑖𝑖 2

− 𝐻𝐻𝑠𝑠 (𝑡𝑡 ′ − 𝑥𝑥′) �−�1 + 𝐴𝐴 𝑠𝑠𝑠𝑠𝑠𝑠�𝜔𝜔(𝑡𝑡 ′ − 𝑥𝑥 ′ )� 𝑒𝑒 −𝛼𝛼𝑖𝑖

2.15
2 𝑥𝑥 ′

�

𝜔𝜔′
2 ′
�𝑐𝑐𝑐𝑐𝑐𝑐�𝜔𝜔 𝑡𝑡 − 𝑥𝑥 � + 2 𝑠𝑠𝑠𝑠𝑠𝑠�𝜔𝜔′(𝑡𝑡 ′ − 𝑥𝑥 ′ )�� 𝑒𝑒 −𝛼𝛼𝑖𝑖 𝑥𝑥 ��
+ ′2
4
𝛼𝛼
𝑤𝑤 + 𝛼𝛼𝑖𝑖
𝑖𝑖
𝐴𝐴𝐴𝐴′𝛼𝛼𝑖𝑖 2

′( ′

′)

The value of the shear stress at the wall, 𝜏𝜏𝑤𝑤 = 𝜏𝜏𝑟𝑟=𝑅𝑅 , will be used to identify flow reversal events. The

analytical solutions described above have been verified by using symbolic computations in Matlab and
Mathematica. To validate the algorithmic implementation of the solution, several special cases were
simulated. One of them involves the development of the laminar flow without any oscillation at a fixed
location 𝑥𝑥/𝐷𝐷 = 180, which corresponds to the location of the test section in the experimental setup. This

case is the result of an impulsive start of the flow from rest with 𝑢𝑢 = 0 to 𝑈𝑈0 , according to the initial

conditions in equation 2.9. Profiles of the velocity and shear stress at various times across half of the cross-

section along the radius of the pipe at 𝑥𝑥/𝐷𝐷 = 180 are shown in Figure 2.2. The graph shows first instances

after the initial conditions 𝑢𝑢/𝑈𝑈0 = 1 and 𝑢𝑢(𝑟𝑟 = 𝑅𝑅, 𝑥𝑥, 𝑡𝑡) = 0 are enforced, which result in an initial zeroshear stress along the radial distribution except very close to the wall, where it overshoots to high values at

subsequent time steps. As time advances, the velocity profiles change gradually from the plug-like initial
profile to eventually reaching a steady-state parabolic profile with maximum velocity 𝑢𝑢/𝑈𝑈0 = 2. The stress

distribution follows a similar pattern. It is transformed from an initial non-existing stress throughout the

flow field to a growing layer with substantial stress content near the wall, which eventually acquires a linear
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distribution across with the maximum wall stress 𝜏𝜏𝑤𝑤 = 2. This is in agreement with the classical fully

developed laminar flow results.

Figure 2.2. Transient velocity and shear stress profiles obtained at 𝑥𝑥/𝐷𝐷=180 induced by a step change in velocity
from 0 to 𝑈𝑈0 with 𝑢𝑢𝑜𝑜𝑜𝑜 =0. Curves are 2/3 s apart and arrows indicate increasing time. The value of angular velocity
𝜔𝜔 is arbitrarily set to 𝜔𝜔=2𝜋𝜋s-1

The evolution of the developing flow as a function of time is better depicted in Figure 2.3, where the
velocity at three different positions is being monitored. These locations are selected to be, one at 𝑥𝑥/𝐷𝐷 = 0
where the boundary conditions are always enforced, a second one at the center line of the pipe, 𝑟𝑟/𝑅𝑅 = 0

and the third one very close to the wall at 𝑟𝑟/𝑅𝑅 = 0.8995, both at 𝑥𝑥/𝐷𝐷 = 180. It is very interesting to

observe that the velocity at the center of the pipe keeps increasing with time from its initial values of 𝑢𝑢/𝑈𝑈0 =

1 until it reaches its maximum value of 2 which corresponds to the fully developed state. The velocity at
the point closer to the wall has a different behavior, namely, it decreases with time until it reaches its value

corresponding to the parabolic distribution of steady state fully developed flow. One additional significant
difference between the two velocity patterns is that the response time to reach the steady state is much
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shorter at locations closer to the wall than at points around the centerline. Steady state at 𝑟𝑟/𝑅𝑅 = 0.8995, is
reached at phase/time 𝜔𝜔𝜔𝜔 = 80 while the corresponding time at 𝑟𝑟/𝑅𝑅 = 0 is 𝜔𝜔𝜔𝜔 = 120.

Figure 2.3. Temporal evolution of velocity at three points in the flow field induced by a step change in velocity from
0 to 𝑈𝑈0 with 𝑢𝑢𝑜𝑜𝑜𝑜 =0.

Finally, in Figure 2.4 the evolution of the wall shear stress, 𝜏𝜏𝑤𝑤 is shown. It should be reminded that the

main objective of the present analysis is to obtain the range of parameters which determine reverse flow

conditions. The present case does not include any flow reversal because 𝜏𝜏𝑤𝑤 does not change sign since it

remains negative throughout the duration of the flow. It simply reaches the steady state nondimensional

value of −2 within phase/time 𝜔𝜔𝜔𝜔 = 70. The initial value of the wall stress is 0 which subsequently
overshoots to higher values and subside at later times to lower values.
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Figure 2.4. Wall shear stress evolution at 𝑥𝑥/𝐷𝐷=180 in the flow field induced by a step change in velocity from 0 to
𝑈𝑈0 with 𝑢𝑢𝑜𝑜𝑜𝑜 =0.

A case of a typical pulsatile flow was also simulated analytically, in which the amplitude of pulsation was
𝐴𝐴 = 𝑢𝑢𝑜𝑜𝑜𝑜 /𝑈𝑈0 = 1. The instantaneous velocity and shear stress profiles, plotted in Figure 2.5, clearly show a

large flow region above 𝑟𝑟/𝑅𝑅 > 0.62 close to the wall with weak reverse flow patterns, based on the low

values of the velocity and shear stress, and a rather strong reverse flow region above 𝑟𝑟/𝑅𝑅 > 0.82, based on
the larger values of negative velocity and positive shear stress.

It is interesting to observe that the velocity at the center of the pipe keeps increasing with time from its
initial value of 𝑢𝑢/𝑈𝑈0 = 1 until it reaches its maximum value of 3 due to the superimposed fluctuating

component. One significant difference between the velocity patterns close to the wall and around the
centerline is that the response time to reach the steady state is much shorter at locations closer to the wall
than at points around the centerline.
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Figure 2.5. Transient velocity and shear stress profiles obtained at 𝑥𝑥/𝐷𝐷=180 for a pulsatile motion induced by a
step change in velocity from 0 to 𝑈𝑈0 with 𝑢𝑢𝑜𝑜𝑜𝑜 /𝑈𝑈0 = 1. Curves are apart by 0.1 s. The value of angular frequency is
𝜔𝜔=2𝜋𝜋/𝑇𝑇 with 𝑇𝑇=1 s.

Time-dependent velocity data at three fixed positions, 𝑥𝑥/𝐷𝐷 = 0 for any 𝑟𝑟/𝑅𝑅 locations on this plane, 𝑥𝑥/𝐷𝐷 =

180 and 𝑟𝑟/𝑅𝑅 = 0, and 𝑥𝑥/𝐷𝐷 = 180 and 𝑟𝑟/𝑅𝑅 = 0.899, are shown in Figure 2.6. It can be observed that all

signals are non-stationary, and they all contain the initial frequency of pulsation, which was arbitrarily set
to 1 Hz. It is also clear that the concept of fully developed flow is not applicable here. If short-time temporal
averages defined as 〈𝑢𝑢〉 =

1 𝑡𝑡+∆𝑇𝑇
𝑢𝑢𝑢𝑢𝑢𝑢
∫
∆𝑇𝑇 𝑡𝑡

are considered, similar trends to those observed in the developing

laminar pipe flow without pulsation shown in Figure 2.3, can be identified.
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Figure 2.6. Temporal evolution of velocity at three points in the flow field for a pulsatile motion induced by a step
change in velocity from 0 to 𝑈𝑈0 with 𝑢𝑢𝑜𝑜𝑜𝑜 /𝑈𝑈0 = 1 obtained at 𝑥𝑥/𝐷𝐷=180. Signals are displaced from each other by 2
units.

Finally, the time-dependent wall shear stress 𝜏𝜏𝑤𝑤 is shown in Figure 2.7. The shear stress changes sign with

the frequency of pulsation and it appears that it spends a considerable amount of time being positive, i.e.

𝜏𝜏𝑤𝑤 > 0, which indicates the onset of reverse flow.

Figure 2.7. Wall shear stress evolution at 𝑥𝑥/𝐷𝐷=180 in the flow field for a pulsatile motion induced by a step change
in velocity from 0 to 𝑈𝑈0 with 𝑢𝑢𝑜𝑜𝑜𝑜 /𝑈𝑈0 = 1
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From these analytical results, as well as from our experimental conclusions, the wall is the first place that
experiences changes in the flow structure, which subsequently propagate towards the centerline. For this
reason, the wall has been chosen to identify the onset of reverse flow in the parametric investigation to
establish the range of parameters that control it. The relative amount of time the flow spends in the reverse
direction 𝐼𝐼 = 𝑇𝑇(𝜏𝜏𝑤𝑤 > 0)/𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 , defined as the reverse flow duration index (𝐼𝐼), has been chosen to

characterize the case quantitatively. A parametric study was carried out to quantify 𝐼𝐼 for a range of values

of the relative oscillatory amplitude 𝐴𝐴 = 𝑢𝑢𝑜𝑜𝑜𝑜 /𝑈𝑈0 and 𝑊𝑊𝑜𝑜 . The results show a functional relation between 𝐼𝐼,

𝐴𝐴 and 𝑊𝑊𝑜𝑜 , as shown in the 3-D plot in Figure 2.8. Regions with 𝐼𝐼 = 0 are designated as no flow reversal
regions and the black line represents the best fit through the last points with 𝐼𝐼 < 0.001. As the amplitude 𝐴𝐴

decreases to values less than 1, the no-reverse flow region is extended to higher 𝑊𝑊0 . If 𝐴𝐴 > 1, then 𝑢𝑢𝑜𝑜𝑜𝑜 −

𝑈𝑈0 > 0, and flow reversals appear right after the initial conditions are activated, regardless of the value of

𝑊𝑊𝑜𝑜

Figure 2.8. Reverse flow duration index 𝐼𝐼 = 𝑇𝑇(𝜏𝜏𝑤𝑤 > 0)/𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 at 𝑥𝑥/𝐷𝐷=180 in the flows with various pulsation
amplitudes 𝐴𝐴 = 𝑢𝑢𝑜𝑜𝑜𝑜 /𝑈𝑈0 and pulsation frequencies, 𝑊𝑊𝑜𝑜 . Thick black line defines the reverse flow region from that of
no reverse flow.
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Figure 2.9 demonstrates the boundary between the reverse flow and no-reverse flow regions on the relative
pulsation amplitude and pulsation frequency plane. The solid line is the best fit through the computational
data. The graph also shows the values of the parameters chosen for the present experiments, which were
selected to be in both, reverse and no-reverse flow regions, to study the characteristic of the transition to
turbulence in both regimes.

Figure 2.9. Relation between pulsation amplitudes 𝐴𝐴 = 𝑢𝑢𝑜𝑜𝑜𝑜 /𝑈𝑈0 and pulsation frequencies, 𝑊𝑊𝑜𝑜 defining the
boundaries between reverse flow and no-reverse flow regions.

21

Chapter 3 Experimental setup

Experimental setup and Methods

To study transition in pulsatile pipe flows using water as the fluid medium, an experimental setup capable
of producing a variety of pulsating waveforms needed to be designed and built. The requirements of the
system are quite demanding, as it must allow for full individual control on each of the characteristic
parameters of pulsatile flows (mean Reynolds number, Womersley number and oscillating amplitude ratio).
It also must be able to reproduce accurately the input waveforms with minimum external disturbances.
Many different devices have been proposed to generate pulsatile flows in previous studies; majority of them
designed to reproduce physiological waveforms for experiments in cardiovascular research (Holdsworth et
al. 1991, Tsai & Savaş, 2010, Mechoor et al. 2016, Chaudhury et al. 2016, Kim et al. 2020) . These devices
can be categorized according to their basic pump type; being gear pumps, piston pumps or a combination
of both, the most widely used. Studies involving gear pump to generate the pulsating flow (Brindise &
Vlachos, 2018; Mechoor et al., 2016; Trip et al., 2012) reported disadvantages related to this type of pump
which include the introduction of swirls due to the rotation of the pump, limited duration of the pulsating
cycles and limited range of flow rates for optimum performance. Although external noise introduced by the
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pump to the flow can be minimized by introducing flow settling chambers, cycle duration and flow rates
can only be fixed by switching to a different size gear pump.
Tsai & Savaş (2010) designed a flow pumping system that uses a piston pump to superimpose an oscillating
motion on a steady mean flow produced with a gear pump. Since the gear pump in this case runs at constant
speed, limitations regarding the duration of the pulsating cycle are eliminated. However, the
implementation of multiple pumping devices increases the number of disturbances introduced to the flow.
To minimize this, additional hardware is required to run and to control accurately each of the actuators,
complicating the operation of the system.
Servo motor driven piston pumps act as an ideal flow generating source by overcoming many of the
drawbacks of the previous designs. Chaudhury et al. (2016) and Kim et al. (2020) created a pulsatile flow
pump based on a piston operated by a linear actuator controlled by programmable servo drives. Although
the system provided excellent control over the output waveforms and accurate motion with low
disturbances, the diameter used for the piston and the stroke limit the production of uninterrupted flow.
Based on this, a piston pump driven by a programmable servo drive was selected as the mechanism to
generate pulsatile pipe flows in the present study. To overcome the limitations of the stroke, a bigger piston
diameter will be used in combination with a contracting nozzle to accelerate the flow. Details on the design
of the experimental setup are provided in the subsequent sections.

3.1 The piston-nozzle flow field
Since the present flow is generated by the motion of a piston which initiates a flow going into the pipe
through a nozzle, therefore it is very instructive to establish some of the basic characteristics of the flow
generating system, shown in Figure 3.1.
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Figure 3.1. Schematic of flow generating system and control volume (cv) used.

A control volume (cv) is introduced which encompasses the front surface of the piston of diameter 𝐷𝐷𝑃𝑃 and
frontal area 𝐴𝐴𝑃𝑃 =

𝜋𝜋(𝐷𝐷𝑃𝑃 )2
4

, the internal surface of the cylinder with diameter 𝐷𝐷𝑃𝑃 and the nozzle until the

entrance of the pipe, 𝐴𝐴 =

𝜋𝜋(𝐷𝐷)2
4

, where the origin of the coordinate system is located. It is evident that

because of the piston motion, the present control volume should be considered as one with one moving
boundary, which requires the use of Leibnitz theorem (see Panton, 2013) in addition to the classical Gauss
theorem to transform the terms in the transport equations.

The rate of change of mass, 𝑀𝑀 = ∫𝑉𝑉 𝜌𝜌𝜌𝜌𝜌𝜌 is provided as
𝑑𝑑
𝑑𝑑𝑑𝑑
= � 𝜌𝜌𝜌𝜌𝜌𝜌 = − � (𝑢𝑢𝑖𝑖 − 𝑤𝑤𝑖𝑖 )𝑛𝑛𝑖𝑖 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 𝑉𝑉
𝑑𝑑𝑑𝑑
𝐴𝐴

3.1

Where 𝑢𝑢𝑖𝑖 and 𝑤𝑤𝑖𝑖 are the velocity components of the fluid and the moving boundary respectively in the 𝑛𝑛𝑖𝑖

direction of the corresponding surfaces. Assuming 1D flow, this leads to the simple expression for the flow
velocity at the pipe entrance as
𝐷𝐷𝑃𝑃 2
𝑈𝑈0 = 𝑊𝑊𝑃𝑃 � �
𝐷𝐷

3.2
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Since the area ratio of the present system is 𝐴𝐴𝑃𝑃 /𝐴𝐴 = 53.77, the low piston velocity is considerably

amplified and therefore the velocity entering the pipe, U0 , is substantially higher. While this was by design,

the system also amplifies any disturbance present in the cylinder. If we assume, for instance, that a small
time-dependent velocity perturbation with zero time average, 𝑤𝑤′, exists in the cylinder then it will be also
amplified in the pipe by the same amount as the area ratio. As a result, any flow management device

intended to improve flow quality, like screens and honeycombs, proved to cause substantial disturbances
easily detected in the pressure and velocity measurements. For this reason, no such devices were introduced.
The results indicated that they were not needed.
Similarly, expressions for the rate of change of momentum 𝑀𝑀𝑀𝑀 = ∫𝑉𝑉 𝜌𝜌𝑢𝑢𝑖𝑖 𝑑𝑑𝑑𝑑 ,
𝑑𝑑
𝑑𝑑𝑑𝑑𝑑𝑑
𝜕𝜕(𝜌𝜌𝑢𝑢𝑖𝑖 )
= � 𝜌𝜌𝑢𝑢𝑖𝑖 𝑑𝑑𝑑𝑑 = � 𝑛𝑛𝑗𝑗 𝑤𝑤𝑗𝑗 𝜌𝜌𝑢𝑢𝑖𝑖 𝑑𝑑𝑑𝑑 + �
𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹
𝑑𝑑𝑑𝑑 𝑉𝑉
𝜕𝜕𝜕𝜕
𝑑𝑑𝑑𝑑
𝐴𝐴
𝑉𝑉

3.3

Since the flow rate is 𝑀𝑀̇ = 𝜌𝜌𝑊𝑊𝑃𝑃 𝐴𝐴𝑃𝑃 = ∫𝐴𝐴 𝑛𝑛𝑗𝑗 𝑢𝑢𝑗𝑗 𝜌𝜌𝜌𝜌𝜌𝜌 = 𝜌𝜌𝑈𝑈0 𝐴𝐴, the first integral in equation 3.3 is

∮𝐴𝐴 𝑛𝑛𝑗𝑗 𝑤𝑤𝑗𝑗 𝜌𝜌𝑢𝑢𝑖𝑖 𝑑𝑑𝑑𝑑 = ρU0 2 A
We can then obtain,

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝑑𝑑𝑑𝑑𝑑𝑑
= 𝑢𝑢𝑀𝑀̇ + 𝑀𝑀
= 𝜌𝜌𝑈𝑈0 2 𝐴𝐴 + 𝑀𝑀
= 𝑝𝑝𝑝𝑝 𝐴𝐴𝑝𝑝 − 𝑝𝑝𝑒𝑒 𝐴𝐴 − 𝐹𝐹𝑓𝑓𝑓𝑓,𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝑑𝑑𝑑𝑑

3.4

Where 𝑝𝑝𝑝𝑝 and 𝑝𝑝𝑒𝑒 are the fluid pressure at the front of the piston and the entrance of the pipe respectively.

Thus, the inertia force of the mass of water into the control volume, 𝑀𝑀, is given by
𝑀𝑀

𝜕𝜕𝜕𝜕
= −𝜌𝜌𝑈𝑈0 2 𝐴𝐴 + 𝑝𝑝𝑝𝑝 𝐴𝐴𝑝𝑝 − 𝑝𝑝𝑒𝑒 𝐴𝐴 − 𝐹𝐹𝑓𝑓𝑓𝑓,𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝜕𝜕𝜕𝜕

3.5
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Alternatively, the fluid frictional forces can be obtained from the following relation

𝐹𝐹𝑓𝑓𝑓𝑓,𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = −𝑀𝑀

𝜕𝜕𝜕𝜕
− 𝜌𝜌𝑈𝑈0 2 𝐴𝐴 + 𝑝𝑝𝑝𝑝 𝐴𝐴𝑝𝑝 − 𝑝𝑝𝑒𝑒 𝐴𝐴
𝜕𝜕𝜕𝜕

3.6

If the control volume is extended to include the total mass of water in the entire piping system, from the
front of the piston to the drain on the exhaust, the relation in equation 3.6 indicates the magnitude of the
total frictional forces acting on the fluid, and its dependence on inertia M

operating point in a very short time, the frictional forces will be higher.

∂u
∂t

. If the system has to reach the

If a free body diagram of the piston as shown in Figure 3.2 is considered, the momentum change 𝑚𝑚𝑝𝑝

will be equal to the net forces acting on it 𝑚𝑚𝑝𝑝

𝑑𝑑𝑊𝑊𝑝𝑝
𝑑𝑑𝑑𝑑

𝑑𝑑𝑊𝑊𝑝𝑝
𝑑𝑑𝑑𝑑

= 𝐹𝐹𝑒𝑒 − �𝑝𝑝𝑝𝑝 − 𝑝𝑝𝑏𝑏 �𝐴𝐴𝑝𝑝 − 𝐹𝐹𝑝𝑝,𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 where 𝐹𝐹𝑒𝑒 is the force

provided by the lead screw, 𝑝𝑝𝑝𝑝 and 𝑝𝑝𝑏𝑏 are the front and back pressures acting on the piston and 𝐹𝐹𝑝𝑝,𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓

is the frictional force between the piston and the cylinder. The back pressure 𝑝𝑝𝑏𝑏 , can be the atmospheric

pressure or fluid pressure if the system is a close-loop one.

Figure 3.2. Free body diagram of the piston indicating forces acting on it.

26

The force acting on the piston, 𝐹𝐹𝑒𝑒 , is
𝐹𝐹𝑒𝑒 = 𝑚𝑚𝑝𝑝

𝑑𝑑𝑊𝑊𝑝𝑝
+ �𝑝𝑝𝑝𝑝 − 𝑝𝑝𝑏𝑏 �𝐴𝐴𝑝𝑝 + 𝑓𝑓𝑝𝑝,𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝑑𝑑𝑑𝑑

3.7

The force the piston exerts on the fluid in its front is 𝑝𝑝𝑝𝑝 𝐴𝐴𝑝𝑝 and can be obtained from equation 3.6. Inserting
the result in equation 3.7, the force 𝐹𝐹𝑒𝑒 is obtained as
𝐹𝐹𝑒𝑒 = 𝑚𝑚𝑝𝑝

𝑑𝑑𝑊𝑊𝑝𝑝
𝜕𝜕𝜕𝜕
+ 𝑀𝑀
+ 𝜌𝜌𝑈𝑈0 2 𝐴𝐴 + 𝑝𝑝𝑒𝑒 𝐴𝐴 − 𝑝𝑝𝑏𝑏 𝐴𝐴𝑝𝑝 + 𝑓𝑓𝑝𝑝,𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 + 𝐹𝐹𝑓𝑓𝑓𝑓,𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓
𝜕𝜕𝜕𝜕
𝑑𝑑𝑑𝑑

3.8

The relation above shows that the required piston force from the lead screw/motor is proportional to the
two inertia terms of the piston and water masses respectively as well as the two frictional forces. The
backpressure force term −𝑝𝑝𝑏𝑏 𝐴𝐴𝑝𝑝 reduces the magnitude of required force 𝐹𝐹𝑒𝑒 . The term related to the exit
conditions, ρU0 2 A, is positive as is the exit pressure force, 𝑝𝑝𝑒𝑒 𝐴𝐴, which has the same sign as the frictional
forces. This relation (equation 3.8) could also be derived using a control volume which includes the piston
directly. In this case the pressure term 𝑝𝑝𝑝𝑝 𝐴𝐴𝑝𝑝 is an internal force and it does not enter the present

considerations.

The most significant of the seven terms appearing on the right-hand side of equation 3.8 are the two pressure
terms followed by the water inertia term and the piston friction term.

3.2 System design
In order to have a precise control on the motion profile of the piston system, a DC brushless servo motor
(AKM-42H-EKGNDA01, Kollmorgen) capable of meeting the force requirements of the system was
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selected. In addition to this, the motor was sized taking into account the large mass of water that needed to
be accelerated in the system. This is of importance because if accelerating the mass of water requires
significantly more energy than accelerating the rotor, imbalances in the system would be present making it
more vulnerable to instabilities. A common way of dealing with this imbalance, is to increase the speed at
which the motor operates compared to the load by using a gearbox, thus bringing the acceleration energies
closer to those of the load. In the present case, the motor was selected to be large enough so that a 1:0.8
inertia ratio between the rotor and the entire load was achieved. This inertia ratio is close to the ideal 1:1
and it is larger for the rotor to avoid overloading that can result in heat building up in concentrated regions
of the motor windings. By having a close inertia ratio between the rotor and the load, the need of a gear box
to deal with the accelerating forces was removed. However, the pulsatile flow system is designed to operate
in a wide variety of Reynolds numbers, meaning that there will be instances in which low piston speeds
will be required, which translates to low rotational speeds on the motor. Operating synchronous servo
motors at low speeds causes periodic variations in feedback control that propagate into the motion causing
imprecise velocity control. This is of significant relevance when using common types of analog feedback
devices. To eradicate this issue, the selected motor was equipped with a single-turn absolute EnDat optical
sine encoder that provides feedback with high resolution (16-bit counts/revolution) even at very low speeds.
To control the motor, a programmable servo drive (AKD-T00606-NBAN-0000, Kollmorgen) was used.
This drive can generate limitless motion profiles that can be programmed using BASIC language or it can
also generate accurate velocity profiles by replicating analog input signals, providing great capability to
serve as a complete motion control package. It also allows for full frequency autotuning of the servo motor
to minimize harmonic distortion and to ensure a seamless performance for the specific application.
To couple the shaft of the motor with the linear system, a bellow coupling designed for dynamic servo
applications was used. This coupling, which was customized by the manufacturer (GAM) to meet the
requirements of this project, provides high torsional rigidity, low inertia, zero backlash and misalignment
compensation. The coupling connects the motor with the left end of the screw which is held by an end
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support bearing. A picture of the servomotor and the coupling to the linear displacement system is shown
in Figure 3.3.

Servo motor

Coupling

End support
bearing

Figure 3.3. Servo motor and coupling used to drive the piston pump.

The linear displacement system consists of a precision ball screw (Thomson Linear) made of steel with
length of 36 in and a diameter of 0.75 in. The diameter is large to provide rigidity and to avoid bending
from the high forces in the system that may result in vibration and therefore the introduction of undesired
frequencies in the flow. On this screw, a double nut riding on recirculating ball bearings converts the
rotational motion of the screw into linear motion. A ball screw assembly was selected because of its capacity
of carrying higher loads at faster speeds with minimum sliding friction compared to lead screws. The double
ball nut was preloaded to remove backlash. A holder was designed to rigidly attach the nut and the piston
shaft to a guide system, which comprises a carriage that slides on a dual shaft rail (2DA, Thomson Linear)
with a length of 30 in. This provides continuous support for this application where stability is required. The
linear system is shown in Figure 3.4.
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Ball screw

Piston shaft

Double ball nut

Rail and carriage

Figure 3.4. Linear motion mechanism

The position of the piston is continuously recorded by a laser sensor for displacement (ILD1420-500, Micro
Epsilon). The red beam out of the semiconductor laser aims at a flat and smooth aluminum target plate
mounted on the holder of the linear system. The proximity sensor has a variable sampling being 4 kHz the
maximum rate. The sensor can provide measurements in a range of 500 mm with an accuracy of 40 µm.
The digital output through an RS422 interface provides the measured distance as a function of time to the
computer, which can be differentiated twice in time to obtain the velocity and acceleration of the piston
respectively.
All the aforementioned components are held in place by stands, specifically designed for their respective
dimensions in order to ensure that the linear system is aligned. The stands for each of the components are
attached to a 96 in x 12 in support plate with a thickness of 0.5 in. This support base is made of cast tool
and jig aluminum plate, which was selected because of its dimensional and mechanical characteristics that
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enable it to be used in applications that require flatness and dimensional control. Figure 3.5 shows the linear
motion system and the displacement sensor mounted on the base plate.

Laser displacement
sensor

Target plate

Stands

Base plate

Figure 3.5. Motion generating components mounted on the base plate.

The linear mechanism transmits the motion to the piston which in turn initiates the flow. The design
principle for the piston is for it to be massive in order to minimize high frequency vibrations generated from
frictional forces during its motion inside the cylindrical chamber that may be transmitted to the flow. Since
water is the working fluid, a mechanical seal is needed to prevent leakage and ensure conservation of mass
during each of the experiments. The seal used in this case corresponds to a rigid Polytetrafluoroethylene
(PTFE) O-ring which is not easily compressed compared to other polymers. This characteristic is desired
for this application to prevent uneven deformation of the seal due to the weight of the piston and therefore
uneven distribution of the frictional forces during its motion. This material is also advantageous for use in
seals in moving systems due to its outstanding tear and abrasion resistance which results in a slippery
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surface that does not absorb moisture. Since the selected material for the mechanical seal does not stretch,
the piston needed to consist of two aluminum parts that would allow the placement of the O-ring between
them when mounted together. The piston configuration is shown in Figure 3.6.

Front end of
the piston

Piston shaft

PTFE O-ring
Back end of
the piston

Figure 3.6. Schematics of the piston assembly.

The dimensions of the back end of the piston are shown in Figure 3.7. Tight tolerances were prescribed to
ensure a proper fit inside the cylinder to prevent water leakage with minimum sliding forces.

Figure 3.7. Drawing of the back end of the piston with dimensions in inches.
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The chamber that houses the piston assembly consists of an aluminum cylinder with dimensions shown in
Figure 3.8. It includes an opening on top where a pipe will be attached to fill the system with the working
fluid.

Figure 3.8. Drawing of the cylindrical chamber with dimensions in inches.

The cylindrical chamber is held at its ends by flanges that are secured to the base plate. On the left end of
the cylinder, where the piston enters the chamber, a carefully designed manifold is used to provide support
to the piston shaft. This manifold also has multiple ports that allow the system to work in a closed loop
configuration if desired, making the experimental setup very versatile. The cylindrical chamber and
manifold mounted on the base plate are shown in Figure 3.9.
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Manifold

Fill pipe
Right end
cylinder
flange

Cylinder

Piston shaft

Base plate
Left end cylinder
flange

Figure 3.9. Cylindrical chamber and manifold assembly.

In order to extend the flow time that can be generated with the system, a nozzle was attached to the outlet
of the cylinder to accelerate the water that will flow inside the clear pipe. This nozzle was designed to
prevent flow separation and its shape was obtained by fitting a third order polynomial to the specified length
and radius. The nozzle attached to the cylinder is shown in Figure 3.10.
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Nozzle

Cylinder

Clear pipe

Right end
cylinder flange

Figure 3.10. Nozzle-cylinder assembly.

It is important to mention that all the aforementioned components of the experimental setup, with the
exception of the nozzle, were sent out to specialized machine shops where they were manufactured using
Computer Numerical Control (CNC) techniques to meet the strict tolerances prescribed on each component.
This process was essential to ensure a proper alignment of the system and therefore a smooth motion of the
flow.
The nozzle was manufactured with an extrusion-based 3D printer using Polylactic Acid (PLA) as the
filament material. To eliminate water leakage caused by the inherent porosity of the 3D piece, it was coated
inside and outside with an epoxy-based coating.

3.3 Experimental flow loop
A schematic of the flow loop system, which consists of the piston pump system, a clear enclosure test
section, a recirculating pump and a reservoir tank is shown in Figure 3.11 and Figure 3.12. When the piston
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moves forward, water is pushed from the cylindrical chamber into the axisymmetric contraction to enter a
3.66 m long rigid acrylic pipe of 19.05 mm in diameter (𝐿𝐿/𝐷𝐷 = 192). The servo motor can operate at a

maximum speed of 850 rpm while keeping constant its peak torque. At this rotational speed, the piston will
move linearly with a velocity of 0.072 m/s, which in turn will cause the water to flow in the pipe at an
average speed of 3.87 m/s (the corresponding average Reynolds number is 73,430).
Along the clear rigid pipe, eleven piezoresistive silicon differential pressure sensors (SSCDANT005PGA5,
Honeywell) with a range from 0 to 34.5 kPa were installed to measure wall pressure at every ∆𝑥𝑥 = 26𝐷𝐷

starting from 𝑥𝑥/𝐷𝐷 = 3.7. The sensors were situated on the vertical plane containing the pipe axis with eight

sensors mounted on the top wall (𝜃𝜃 = 90°) and 3 sensors on the lower wall (𝜃𝜃 = −90°) at the same last

three 𝑥𝑥/𝐷𝐷 locations. The test section was placed at 𝑥𝑥/𝐷𝐷 = 180 and it included an optical correction box to

mitigate optical distortions covering a span of six diameters. The end of the tube was bifurcated using a tee

pipe fitting to an 8 m long flexible pipe of 19.05 mm inner diameter returning the water to an open to the
atmosphere, constant head reservoir tank. At the other end of the tee pipe fitting, an attachment housing the
calibration plate was mounted. The calibration plate was firmly connected to a thin long steel rod which
was able to slide all the way back to the test section through a small opening on the flange.
The schematics shown in Figure 3.11 correspond to the pulsatile flow generating system using only the
piston configuration. In this case, the valve for the fill line is closed and therefore the water accumulates in
the reservoir tank. To prevent a rising head of water in the tank which will result in an increase in hydrostatic
pressure in the system, the reservoir tank was divided into two compartments to allow excess water to flow
and accumulate in the compartment that is not connected to the flow loop.
A secondary water circulating system was overlaid on the same setup as shown in Figure 3.12. This system
used the constant head tank with the fill pipe valve open. In this case, the recirculating pump can be used
to drive the flow while the piston is programmed to perform small amplitude reciprocating motion to
generate the pulsatile flow. This configuration extends the capabilities of the setup to longer run times and
Reynolds numbers greater than Re = 90,000.
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Reservoir tank
Excess
water
Valve
(closed)

Rigid clear pipe (L/D=192)
with 11 pressure sensors
on the wall

Test section
(x/D=180)

Recirculating pump

Figure 3.11. Flow loop schematic for pulsatile flow generation using the piston (not in scale).

Reservoir tank

Valve
(open)

Rigid clear pipe (L/D=192)
with 11 pressure sensors
on the wall

Test section
(x/D=180)

Recirculating pump

Figure 3.12. Flow loop schematic for secondary circulating system to generate the pulsatile flow using the piston in
combination with a recirculating pump (not in scale).

These two configurations correspond to an open loop system. However, by connecting the recirculating line
to the manifold, the system can operate in a close loop in which the recirculating water flows to the back of
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the piston. By avoiding the reservoir tank the system is not open to the atmosphere and gravitational effects
can be disregarded in the system.
The experiments performed in this study were all conducted using the open loop configuration shown in
Figure 3.11 in which the piston system is the only actuator used to generate the pulsatile flow.
Table 3.1 and Table 3.2 provide a list of bulk flow parameters in the experiments with no-reverse flow and
reverse flow, respectively. These parameters include the Reynolds number of the mean flow, 𝑅𝑅𝑅𝑅 =

𝜌𝜌𝑈𝑈0 𝐷𝐷/𝜇𝜇; the Reynolds number based on the oscillatory component of the pulsatile flow, 𝑅𝑅𝑅𝑅 = 𝜌𝜌𝑢𝑢𝑜𝑜𝑜𝑜 𝐷𝐷/𝜇𝜇;

the relative amplitude of pulsation, 𝐴𝐴 = 𝑢𝑢𝑜𝑜𝑜𝑜 /𝑈𝑈0 ; the Womersley number, 𝑊𝑊𝑜𝑜 = 𝑅𝑅 (𝜔𝜔/𝜈𝜈)1/2 ; the Strouhal

number, 𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑓𝑓𝑓𝑓/(𝑈𝑈0 + 𝑢𝑢𝑜𝑜𝑜𝑜 ); the Stokes number, 𝑆𝑆𝑆𝑆 = 𝜔𝜔𝐷𝐷2 /𝜈𝜈; the Stokes layer thickness, 𝛿𝛿𝑆𝑆𝑆𝑆 =

(2𝜈𝜈/𝜔𝜔)1/2 ; the Stokes Reynolds number, 𝑅𝑅𝑅𝑅𝑅𝑅𝑆𝑆𝑆𝑆 = 𝑈𝑈0 𝛿𝛿𝑆𝑆𝑆𝑆 /𝜈𝜈; and the flow frequency 𝑓𝑓𝑓𝑓 = 𝑈𝑈0 /𝐷𝐷. Here, 𝑊𝑊𝑜𝑜
and 𝛿𝛿𝑆𝑆𝑆𝑆 are related through 𝑊𝑊𝑜𝑜 = 𝑅𝑅(2)1/2 /𝛿𝛿𝑆𝑆𝑆𝑆 .
𝑼𝑼𝟎𝟎 ,
m/s

𝑼𝑼𝒐𝒐𝒐𝒐 ,
m/s

0.007

𝑨𝑨

0.22

𝑹𝑹𝒆𝒆𝒐𝒐𝒐𝒐
140

0.060

0.013

0.21

2321

0.122

0.027

3075

0.162

3891

𝒇𝒇,
Hz

𝒇𝒇𝒇𝒇

0.07

𝑾𝑾𝒐𝒐

6.30

𝑺𝑺𝑺𝑺𝑺𝑺

0.033

𝑺𝑺𝑺𝑺

159

𝜹𝜹𝑺𝑺𝑺𝑺

2.14

𝑹𝑹𝑹𝑹𝜹𝜹𝑺𝑺𝑺𝑺
70

1.73

245

0.07

6.30

0.018

159

2.14

128

3.15

0.22

507

0.07

6.30

0.009

159

2.14

260

6.42

0.035

0.22

672

0.07

6.30

0.007

159

2.14

345

8.51

0.205

0.042

0.20

787

0.07

6.30

0.005

159

2.14

436

10.76

4824

0.254

0.053

0.21

1013

0.07

6.30

0.004

159

2.14

541

13.35

579

0.030

0.007

0.24

138

0.25

11.91

0.126

568

1.13

34

1.60

1086

0.057

0.013

0.23

247

0.25

11.91

0.068

568

1.13

64

3.00

2206

0.116

0.024

0.21

457

0.25

11.91

0.034

568

1.13

131

6.10

2987

0.157

0.032

0.20

599

0.25

11.91

0.025

568

1.13

177

8.26

3709

0.195

0.043

0.22

811

0.25

11.91

0.020

568

1.13

220

10.26

4389

0.231

0.054

0.23

1017

0.25

11.91

0.017

568

1.13

260

12.14

𝑹𝑹𝑹𝑹

624

0.033

1140

Table 3.1. Bulk parameter for the experiments with no-reverse flow with 𝑊𝑊𝑜𝑜 =6.30 and 11.91 and 𝐴𝐴 ≈0.2.
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𝑼𝑼𝟎𝟎 ,
m/s

𝑼𝑼𝒐𝒐𝒐𝒐 ,
m/s

0.027

𝑨𝑨

0.95

𝑹𝑹𝒆𝒆𝒐𝒐𝒐𝒐
508

0.060

0.054

0.89

2285

0.121

0.108

3069

0.162

3904

𝒇𝒇,
Hz

𝒇𝒇𝒇𝒇

0.25

𝑾𝑾𝒐𝒐

11.91

𝑺𝑺𝑺𝑺𝑺𝑺

0.086

𝑺𝑺𝑺𝑺

566

𝜹𝜹𝑺𝑺𝑺𝑺

1.13

𝑹𝑹𝑹𝑹𝜹𝜹𝑺𝑺𝑺𝑺
32

1.48

1014

0.25

11.91

0.041

566

1.13

67

3.21

0.90

2034

0.25

11.91

0.021

566

1.13

135

6.31

0.149

0.92

2825

0.25

11.91

0.015

568

1.13

182

8.49

0.206

0.189

0.92

3586

0.25

11.91

0.012

568

1.13

232

10.80

4825

0.257

0.233

0.91

4370

0.25

11.91

0.010

566

1.13

334

14.36

535

0.028

0.027

0.95

508

1.00

23.82

0.344

2264

0.56

16

1.48

𝑹𝑹𝑹𝑹

535

0.028

1140

Table 3.2. Bulk parameter for the experiments with reverse flow with 𝑊𝑊𝑜𝑜 =11.91 and 23.82 and 𝐴𝐴 ≈0.9.

3.4 Measurement techniques
Accurate measurement of the time-dependent velocity field in the present single-phase flow of water
undergoing pulsations is relevant in order to understand the physics of the flow. Different techniques have
been applied for pulsating velocity measurements, each with advantages and limitations that need to be
considered to find the one that performs best for a specific pulsating flow application. Time-Resolved
Particle Image Velocimetry (TR-PIV) is the technique chosen for the present study because of its capability
of recording 2D velocity fields with high spatial and temporal resolution that allows the detailed study of
the evolution and interaction of flow structures. Seeding particles are required to visualize the flow of the
working fluid. In this study hollow glass particles (borosilicate glass spheres 110P8, LaVision) with 9-13
µm mean diameter and a density of 1.1 g/mL are used. This particle size and type lead to a strong scatter of
the laser light while providing good frequency response due to its ability to follow rapid fluctuations of the
flow (Melling, 1997). To illuminate the particles, a single frequency Continuous-Wave Ar+ laser (Millennia
Vs, Spectra physics) with continuous power output of 5.5 W at 532 nm, is used. The laser beam is reformed
into a laser sheet with a thickness of 0.5 mm using a cylindrical lens that illuminates a plane which bisects
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the flow field along the axis of symmetry in the vertical direction. A fast frame-rate CMOS camera
(Phantom v710, Vision Research) was used to acquired flow images with a 1200 x 800 px resolution and a
sampling rate of 1 kHz. The camera is oriented perpendicular to the laser sheet to capture both the axial and
radial velocity components. It should be mentioned that the present setup differs from the conventional PIV
systems in which a Nd:YAG pulse laser is synchronized with the camera frames, resulting in sampling rates
of about 30 Hz, which are insufficient to observe the time evolution of most pulsating flows as well as
turbulent steady flows (Nabavi & Siddiqui, 2010). Water temperature in the present study remained
reasonably constant within 0.5 °C during the relative short-time data acquisition.
The PIV gray-value images are processed using an in-house modified code based on the open source PIVlab
software for Matlab platforms (Thielicke & Stamhuis, 2014). This tool is a multi-pass PIV FFT-correlated
algorithm. The images are preprocessed to enhance their contrast and then divided into small interrogation
areas with an initial size of 128 x 128 px that are refined to a final window size of 16 x 16 px during three
passes to yield a high spatial resolution and to improve the signal-to-noise ratio.

3.5 Optical distortion evaluation
A successful implementation of the PIV techniques chosen for this study depends on how well several
assumptions involved have been addressed. One of these assumptions is the availability of a high-quality
optical access for both illumination and image acquisition. Fully known optical paths allow to obtain images
of the whole measured area without deformation or with recoverable deformation through calibration.
Image deformation is mostly caused by refraction of light passing through materials with different or
inhomogeneous refractive indices (RI). In addition to this, distortion due to refraction becomes even more
evident when curved walls are involved (Lowe & Kutt, 1992). Optical distortion, 𝐷𝐷𝑠𝑠 , is defined as the ratio

of the angular deviation ∆𝛼𝛼 of two beams which initially were parallel to the distance ∆𝑠𝑠 between them,
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𝐷𝐷𝑠𝑠 =

∆𝛼𝛼
∆𝑠𝑠

. This distortion has two components, 𝐷𝐷𝑥𝑥 and 𝐷𝐷𝑦𝑦 which are related to the RI and the radius of

curvature of the interface 1/𝑅𝑅, where 𝑅𝑅 is the radius of the pipe, through Snell’s law as 𝐷𝐷𝑥𝑥 =

∆𝛼𝛼
∆𝑥𝑥

=−

𝑛𝑛−1
𝑅𝑅

.

In the present case, the setup not only includes optical paths through air-solid-liquid interfaces but also a
rather small pipe radius in order to achieve high longitudinal distances, 𝑥𝑥/𝐷𝐷. Therefore, optical distortions

are of concern and must be addressed.

Image deformation can be minimized by selecting optical media that have closely matched RIs using an
approach known as refractive index matching (RIM). This technique limits the physical processes of
angular deviation of light during refraction and reflection at the interfaces between the optical media
(Wright et al., 2017). An approach to implement this technique involves adjusting the properties of the
working fluid to match the refractive index of the transparent materials used in the test section. When the
working fluid is water, like in the present case, this process can be done by adding salts to increase the
refractive index of the water, which is typically lower than the one of common transparent materials. A
common salt used for this process is Sodium Iodide (NaI) due to its excellent solubility in water (Amini &
Hassan, 2012). The RI of the resulting aqueous solution can be adjusted depending on the concentration of
NaI and the temperature of the mix. Bai & Katz (2014) provided empirical expressions relating the
refractive index of aqueous solutions of sodium iodide under different concentrations for a broad range that
covers most of the commonly used transparent materials. Although NaI-water mix provides an alternative
to minimize optical distortions, it has several drawbacks. After few hours of exposure to oxygen and light,
the solution decolorates due to the formation of small amounts of Triiodide Ion (𝐼𝐼3 − ), which in turn

complicates the acquisition of PIV images (Narrow et al., 2000). While the formation of 𝐼𝐼3 − is found to be

partially reversible with the addition of other substances (Uzol et al., 2001), changes in viscosity of the mix
have to be taken into account. In addition to this, Scholz et al. (2012) reported the NaI solutions are highly
corrosive to ferrous metals and also embrittle elastic materials, posing a problem for sealings and gaskets.
Due to the number of variables involved to achieve a NaI solution with the desired refractive index, the

high maintenance required to keep the solution in optimum conditions, its potential harm to some of the
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components of experimental setup, and its high price, this alternative was not explored in further detail in
this study.
The approach adapted to address the optical distortions, was to design optical correction boxes, similar to
the one shown in Figure 3.13, which contain water and the portion of the pipe where optical access was
required. The designing principle of these boxes was to minimize, where possible, the travel time of light
through the various media. Appropriate calibration targets were designed and fabricated by 3D printing
techniques which were inserted in the pipe and used to enable spatial corrections in the post-processing
phase of the data analysis. Although these corrective techniques can minimize image distortion errors,
additional improvements can be achieved by selecting a transparent material that has similar refractive
index to water.

(a)

(b)

Figure 3.13.(a) Optical correction box containing the pipe illuminated by a CW laser. Black tape was used to mask
reflections. (b) Closer view of the pipe showing the seeding particles used for PIV.

In the present analysis two different pipe materials are used, acrylic and Fluorinated Ethylene Propylene
(FEP), which are commonly used in fluid flow facilities where laser diagnostic techniques are applied. The
acrylic pipe was fabricated by using extrusion which results in very good optical properties for the diameter
used. The FEP pipe was also produced by extrusion and it was tested here in two different wall thicknesses
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with the same inner diameter. Thus, four different cases with these pipe materials filled with water were
tested. One of them represents a benchmark case in which the optical correction box contains air as the
fluid medium while in the other three cases the correction box contains water. FEP was not used to fabricate
these boxes due to its low stiffness, which renders it not suitable for that application. The optical properties
of the materials and fluids used, and the dimensions of the pipes are shown in Table 3.3.
Pipe properties

Pipe dimensions

Correction box properties

Material

RI

Thickness,
mm

ID, mm /
OD, mm

Material

Flow medium: RI

Case 1

Acrylic

1.490

1.5875

19.05 / 22.225

Acrylic

Air: 1.0029

Case 2

Acrylic

1.490

1.5875

19.05 / 22.225

Acrylic

Water: 1.330

Case 3

FEP

1.338

0.762

19.05 / 20.574

Acrylic

Water: 1.330

Case 4

FEP

1.338

1.5875

19.05 / 22.225

Acrylic

Water: 1.330

Table 3.3. Refractive index (Amini & Hassan, 2012) of media involved in the present experimental setup and their
dimensions.

The calibration plate used and its dimensions are shown in Figure 3.14. It was mounted on the tip of a steel
rod which was used to push it through the 19.05 mm diameter pipe. Circular black dots with a diameter of
about 0.55 mm, 2 mm apart from each other in both directions, were used in a white background. The dots
were laid out in the calibration target in 9 rows and 24 columns.

Figure 3.14. Drawing of the calibration plate with dimensions in mm.
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Let us consider a point 𝑃𝑃 at the center of the dot on the calibration target with coordinates 𝑋𝑋 and 𝑌𝑌 as
𝑃𝑃(𝑋𝑋, 𝑌𝑌) with 𝑋𝑋 = 𝑖𝑖∆𝑋𝑋 and 𝑌𝑌 = 𝑗𝑗∆𝑌𝑌 where 𝑖𝑖 and 𝑗𝑗 are indices. The variation of 𝑋𝑋 from 𝑖𝑖 to 𝑖𝑖+1 in the 𝑥𝑥

direction (𝑌𝑌=constant), as shown in Figure 3.15a will be ∆𝑋𝑋𝑥𝑥 = ∆𝑋𝑋 while at the same time its variation

along the 𝑦𝑦 direction will be ∆𝑋𝑋𝑦𝑦 = 0. Similarly, we have ∆𝑌𝑌𝑦𝑦 = ∆𝑌𝑌 and ∆𝑌𝑌𝑥𝑥 = 0. The point 𝑃𝑃(𝑋𝑋, 𝑌𝑌) is

imaged on the camera’s sensor plate as 𝑝𝑝(𝑥𝑥, 𝑦𝑦) with 𝑥𝑥 = 𝑖𝑖∆𝑥𝑥 and 𝑦𝑦 = 𝑗𝑗∆𝑦𝑦. If we assume that the

orthogonality of the grid is not preserved through these transformations and in the most general case it is
distorted through the imaging, then the incremental variation will change through the imaging and the
distance between grid points will not be aligned with the coordinate system, as shown in Figure 3.15b.
Thus, we need to consider both changes ∆𝑋𝑋𝑥𝑥 and ∆𝑋𝑋𝑦𝑦 as well as ∆𝑌𝑌𝑦𝑦 and ∆𝑌𝑌𝑥𝑥 . The objective of this part of
the research is to obtain these variations in order to evaluate the effect of image distortion on the results.

(a)

(b)

Figure 3.15. (a) Orthogonal grid on calibration plate. (b) Distorted grid on camera's sensor plate
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All images of the calibration plate were acquired with the same optical instrumentation and same setup that
was described earlier. The images shown in Figure 3.16 correspond to Cases 1, 2, 3, and 4 with properties
shown in Table 3.3.

(a)

(b)

(c)

(d)

Figure 3.16. Image of calibration plate in (a) Case 1 with acrylic pipe and air as fluid medium in correction box. (b)
Case 2 with acrylic pipe and water in correction box. (c) Case 3 with FEP thin wall and water in correction box. (d)
Case 4 with FEP regular wall thickness and water in correction box.

By inspecting the images one can observe that the grid points in Case 1 have been distorted considerably
in the y-direction displaying clearly the optical effects of the curvature of the pipe. All points seem to be
without any distortions in the other three cases where water was also used in the correction box. The images
with FEP pipes are slightly sharper than the case with acrylic pipe.
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The image of one grid/mesh point in each of the four images shown above has been selected and crosscorrelated with the rest of the points on the same image. All points on each calibration image have been
identified as can be seen in Figure 3.17 where the grey-level center of each point has been recognized and
marked by individual circles. The origin of the coordinate system is located on the top left corner.

Figure 3.17. Center of calibration grid points on image identified through cross-correlation techniques.

The positions 𝑥𝑥(𝑖𝑖, 𝑗𝑗) and 𝑦𝑦(𝑖𝑖, 𝑗𝑗) of these centers have been further processed to obtain the partial derivatives
∆𝑥𝑥𝑥𝑥 , ∆𝑥𝑥𝑦𝑦 , ∆𝑦𝑦𝑦𝑦 , and ∆𝑦𝑦𝑥𝑥 . Each of these derivatives have been evaluated in each case for every calibration

point and ideally, they should display little variation from point to point on the image plane since they
represent equally and symmetrically spaced mesh points on the calibration plate.
The ∆𝑥𝑥𝑥𝑥 for Case 1, shown in Figure 3.18a, demonstrate a mean value of 52.37 px with a variation range
across all points of no more than 2 px. The corresponding standard deviation 𝜎𝜎𝑥𝑥𝑥𝑥 is 0.18 px, which is a

measure of the uncertainty involved in this case. The data for ∆𝑦𝑦𝑦𝑦 shown in Figure 3.18b have a mean value
of 66.23 px and display a considerable variation of about 12 px in the y-direction between horizontal points
along the center and the walls of the pipe. The standard deviation 𝜎𝜎𝑦𝑦𝑦𝑦 is 3.54 px, which represents a rather
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significant percentage of the mean. A similar behavior is observed for ∆𝑥𝑥𝑦𝑦 in Figure 3.19a, where variations

of about 5 px are present not only between the top and bottom walls of the pipe but also along horizontal
points in the x-direction. Smaller variations are present in the case of ∆𝑦𝑦𝑥𝑥 as shown in Figure 3.19b. Most
of the variations in this case are seen across the y-direction, where the curvature effects are present.

(a)

(b)

Figure 3.18. Grid size projection across the sensor area for Case 1 (a) in the x-direction, ∆𝑥𝑥𝑥𝑥 , and (b) in the ydirection, ∆𝑦𝑦𝑦𝑦 .

(a)

(b)

Figure 3.19. Grid size projection across the sensor area for Case 1 (a) in the y-direction, ∆𝑥𝑥𝑦𝑦 , and (b) in the xdirection, ∆𝑦𝑦𝑥𝑥 .
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Figure 3.20a and Figure 3.20b show the unit mesh size projections of ∆𝑥𝑥𝑥𝑥 and ∆𝑦𝑦𝑦𝑦 in the x-direction

averaged in the y-direction and the projections in the y-direction averaged in the x-direction respectively.
Considerable distortion is seen in these figures, where not only the projections are not the same but one,
∆𝑦𝑦𝑦𝑦𝑦𝑦 , varies significantly in the y-direction.

Figure 3.20. Case 1 grid size projections (a) averaged in the y-direction, ∆𝑥𝑥𝑥𝑥𝑥𝑥 , ∆𝑦𝑦𝑦𝑦𝑦𝑦 , across the sensor area (left)
and (b) averaged in the x-direction, ∆𝑥𝑥𝑥𝑥𝑥𝑥 , ∆𝑦𝑦𝑦𝑦𝑦𝑦 , across the sensor area (right)

The results obtained in Case 2 are shown in Figure 3.21 and Figure 3.22. They clearly demonstrate a much
narrower variation range across the sensor area while at the same time no substantial differences in x- and
y-directions are evident.

(a)

(b)

Figure 3.21. Grid size projection across the sensor area for Case 2 (a) in the x-direction, ∆𝑥𝑥𝑥𝑥 , and (b) in the ydirection, ∆𝑦𝑦𝑦𝑦 .
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(a)

(b)

Figure 3.22. Grid size projection across the sensor area for Case 2 (a) in the y-direction, ∆𝑥𝑥𝑦𝑦 , and (b) in the xdirection, ∆𝑦𝑦𝑥𝑥 .

The projections of ∆𝑥𝑥𝑥𝑥 and ∆𝑦𝑦𝑦𝑦 averaged in the y- and x-direction are shown in Figure 3.23a and Figure

3.23b respectively. They exhibit some excursions from the average value in the range of about 1 px in areas
with x > 1100 px and y < 200 px, which are suggestive of some minor distortions in the downstream end
of the domain and also close to the upper wall.

Figure 3.23. Case 2 grid size projections (a) averaged in the y-direction, ∆𝑥𝑥𝑥𝑥𝑥𝑥 , ∆𝑦𝑦𝑦𝑦𝑦𝑦 , across the sensor area (left)
and (b) averaged in the x-direction, ∆𝑥𝑥𝑥𝑥𝑥𝑥 , ∆𝑦𝑦𝑦𝑦𝑦𝑦 , across the sensor area (right)

The data of ∆𝑥𝑥𝑥𝑥 and ∆𝑦𝑦𝑦𝑦 obtained in Case 3 are shown in Figure 3.24. The overall trend of the data is not

that different from the results of Case 2. They exhibit reasonably small variations within 1 px in the range
of x between 150 px and 1100 px. Outside these limits there are higher excursions of about 2.5 px in the
variations of these two derivatives. As shown in Figure 3.25, the overall variation of ∆𝑥𝑥𝑦𝑦 and ∆𝑦𝑦𝑥𝑥 , which
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is very small in magnitude, is very similar to that of ∆𝑥𝑥𝑥𝑥 and ∆𝑦𝑦𝑦𝑦 . There is a 3.5 px excursion of ∆𝑥𝑥𝑦𝑦 in the

region x < 200 px and a 1.5 px excursion of ∆𝑦𝑦𝑥𝑥 in the same region and at y > 1100 px, which correspond

to the inlet and outlet of the flow domain.

(a)

(b)

Figure 3.24. Grid size projection across the sensor area for Case 3 (a) in the x-direction, ∆𝑥𝑥𝑥𝑥 , and (b) in the ydirection, ∆𝑦𝑦𝑦𝑦 .

(a)

(b)

Figure 3.25. Grid size projection across the sensor area for Case 3 (a) in the y-direction, ∆𝑥𝑥𝑦𝑦 , and (b) in the xdirection, ∆𝑦𝑦𝑥𝑥 .

The directional averages of these variations that are shown in Figure 3.26 also indicate distortion around
the perimeter of the domain with a width of about 150 px, which is similar to the behavior seen in Case 2.
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Figure 3.26. Case 3 grid size projections (a) averaged in the y-direction, ∆𝑥𝑥𝑥𝑥𝑥𝑥 , ∆𝑦𝑦𝑦𝑦𝑦𝑦 , across the sensor area (left)
and (b) averaged in the x-direction, ∆𝑥𝑥𝑥𝑥𝑥𝑥 , ∆𝑦𝑦𝑦𝑦𝑦𝑦 , across the sensor area (right)

Case 4 results are shown in Figure 3.27 and Figure 3.28. The data of ∆𝑥𝑥𝑥𝑥 show a reasonably uniform range

of variations of about 1 px for x < 1100 px. The range of variations for ∆𝑦𝑦𝑦𝑦 is about the same as in Case 3,

with the difference that in this case some extrusions are located at x < 150 px. Variations of ∆𝑥𝑥𝑦𝑦 and ∆𝑦𝑦𝑥𝑥 ,

shown in Figure 3.28, are also very similar to those on Case 3 and are indicative of small distortion around

the edges of the domain.

(a)

(b)

Figure 3.27. Grid size projection across the sensor area for Case 4 (a) in the x-direction, ∆𝑥𝑥𝑥𝑥 , and (b) in the ydirection, ∆𝑦𝑦𝑦𝑦 .
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(a)

(b)

Figure 3.28. Grid size projection across the sensor area for Case 4 (a) in the y-direction, ∆𝑥𝑥𝑦𝑦 , and (b) in the xdirection, ∆𝑦𝑦𝑥𝑥 .

The data shown in Figure 3.29 with the directional averaged variations demonstrate uniform variations
across the center of the domain with some excursions for x > 1100 px and y > 600 px which correspond to
the outlet of the flow domain and the lower wall of the pipe.

Figure 3.29. Case 4 grid size projections (a) averaged in the y-direction, ∆𝑥𝑥𝑥𝑥𝑥𝑥 , ∆𝑦𝑦𝑦𝑦𝑦𝑦 , across the sensor area (left)
and (b) averaged in the x-direction, ∆𝑥𝑥𝑥𝑥𝑥𝑥 , ∆𝑦𝑦𝑦𝑦𝑦𝑦 , across the sensor area (right)
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The mean values and standard deviations obtained in each of the four cases analyzed here have been
averaged across both directions and are summarized and compared to each other in Table 3.2. An anisotropy
index has been introduced as, 𝐼𝐼𝑎𝑎 = 1 − ∆𝑥𝑥𝑥𝑥 /∆𝑦𝑦𝑦𝑦 which characterizes the degree of inhomogeneity between

similar data in the two directions. The closer to zero 𝐼𝐼𝑎𝑎 is, the less inhomogeneous the optical behavior is

since the aspect ratio of the present calibration plate is one. It is obvious that the largest distortion is
measured in Case 1 where air is the flow medium in the optical correction box. For the other three cases,

where water is used in the correction box, the values of 𝐼𝐼𝑎𝑎 appear to be small. It is also instructive to consider
the standard deviations 𝜎𝜎𝑥𝑥𝑥𝑥 and 𝜎𝜎𝑦𝑦𝑦𝑦 when evaluating the optical behavior of each case. As shown in Table

3.4, Case 4 exhibits the largest 𝜎𝜎𝑥𝑥𝑥𝑥 = 0.48 px which suggests the presence of some optical distortions,
especially close to the inlet and outlet of the flow domain. However, the magnitude of 𝜎𝜎𝑥𝑥𝑥𝑥 is very small,

representing less the 0.1% of the mean in all the cases. A similar behavior is seen for 𝜎𝜎𝑦𝑦𝑦𝑦 except for Case

1, in which significant distortion close to the wall is evident. Based on the results obtained for Cases 2, 3,
and 4, it is clear that having water as the fluid medium in the optical correction boxes helps minimize the
optical distortion due to the refraction of the light. However, a homogeneous passing of the green laser light
through the pipe material is also required to obtain good quality images for PIV. FEP material used in Cases
3 and 4 is translucent and it decreases the amount of green light passing to the working fluid. This was
highly evident in Case 4 because of its larger thickness. This Case also revealed a somehow non-isotropic
passing of the laser light, most likely caused by the inhomogeneous density of the material due to the
presence of layers generated when extruded. The acrylic used in Case 2 revealed a very bright region at the
upper wall when the green laser light first comes in contact with the pipe, masking a considerable portion
of the flow in closest proximity to this portion of the wall. This brightness is probably due to the reflection
on the wall caused by the difference in RI between the acrylic material and the water. Eventually, Case 3
involving FEP pipe with smaller wall thickness has been adopted to be used in the present investigation
although reasonable corrections to the optical distortions can be applied in the other cases.
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Case 1

∆𝒙𝒙𝒙𝒙 ,
px

52.37

𝝈𝝈𝒙𝒙𝒙𝒙 ,
px

∆𝒙𝒙𝒚𝒚 ,
px

𝝈𝝈𝒙𝒙𝒙𝒙 ,
px
0.11

∆𝒚𝒚𝒚𝒚 ,
px

66.23

𝝈𝝈𝒚𝒚𝒚𝒚 ,
px

Case 2

68.33

0.13

0.29

0.13

Case 3

71.70

0.43

-0.13

Case 4

71.76

0.48

0.26

0.18

0.10

3.54

∆𝒚𝒚𝒙𝒙 ,
px

-0.18

𝝈𝝈𝒚𝒚𝒚𝒚 ,
px
0.09

𝟏𝟏 − ∆𝒙𝒙𝒙𝒙 /∆𝒚𝒚𝒚𝒚

68.15

0.40

-0.40

0.25

-0.003

0.28

72.29

0.10

0.25

0.06

0.008

0.10

72.14

0.25

-0.32

0.05

0.005

0.209

Table 3.4. Summary of outcomes from optical distortion analysis.

The present analysis used information generated at 9 x 18 mesh points which allows for localized treatment
of mapping or correcting transformation matrices if this is necessary. This information is averaged along
the 9 rows and 18 columns of data points to one value which, obviously, is not fully equivalent to the
individual information at each of the points. This averaging process is, however, equivalent to the classical
camera calibration procedure which is based on the pinhole theory and the perspective projection principles
that compute the calibration matrix using multi-dimensional regression and optimizations algorithms like
the singular value decomposition (SVD) method. In order to compare the results with those obtained by the
camera calibration matrix a coordinate transformation 𝐿𝐿𝑖𝑖𝑖𝑖 is used. This relates the locations of the

calibration points on the calibration plate [𝑋𝑋

𝑌𝑌]𝑇𝑇 to those on the sensor [𝑥𝑥

𝑥𝑥
𝐿𝐿
𝛼𝛼 �𝑦𝑦� = � 11
𝐿𝐿21

𝐿𝐿12 𝑋𝑋
𝑋𝑋
� � � = �𝐿𝐿𝑖𝑖𝑖𝑖 � � �
𝐿𝐿22 𝑌𝑌
𝑌𝑌

𝑦𝑦]𝑇𝑇 through:

Since both data sets are known during calibration, it is possible to compute the calibration matrix 𝐿𝐿𝑖𝑖𝑖𝑖 . The
elements of the matrix �

𝐿𝐿11
𝐿𝐿21

𝐷𝐷𝐷𝐷𝑥𝑥
𝐿𝐿12
� are directly related to the elements in the matrix �
𝐿𝐿22
𝐷𝐷𝐷𝐷𝑥𝑥

𝐷𝐷𝐷𝐷𝑦𝑦
� which
𝐷𝐷𝐷𝐷𝑦𝑦

determine the corresponding scale, since they represent the distance in the image of the original 2 mm
𝑥𝑥𝑥𝑥
distance between points on the calibration plate. The values of the scale �𝑦𝑦
𝑥𝑥

𝑥𝑥𝑦𝑦
1 𝐷𝐷𝐷𝐷𝑥𝑥
𝑦𝑦𝑦𝑦 � = 2 �𝐷𝐷𝐷𝐷𝑥𝑥

𝐷𝐷𝐷𝐷𝑦𝑦
� are
𝐷𝐷𝐷𝐷𝑦𝑦

obtained from Table 3.4 and they are provided in Table 3.5 together with the pertinent values of 𝐿𝐿𝑖𝑖𝑖𝑖 .
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𝒙𝒙𝒙𝒙 scale,
px/mm

𝒙𝒙𝒚𝒚 scale,
px/mm

𝒚𝒚𝒚𝒚 scale,
px/mm

𝒚𝒚𝒙𝒙 scale,
px/mm

𝑳𝑳𝟏𝟏𝟏𝟏 ,
px/mm

𝑳𝑳𝟏𝟏𝟏𝟏 ,
px/mm

𝑳𝑳𝟐𝟐𝟐𝟐 ,
px/mm

𝑳𝑳𝟐𝟐𝟐𝟐 ,
px/mm

Case 2

34.16

0.14

34.07

-0.20

34.29

0.04

34.07

-0.16

Case 3

35.85

-0.06

36.14

0.12

36.39

-0.24

36.17

0.27

Case 4

35.88

0.13

36.07

-0.16

36.22

-0.03

35.99

-0.05

Case 1

26.19

0.05

33.11

-0.09

26.17

-0.01

33.77

-0.08

Table 3.5. Comparison of the camera calibration matrix elements with scales from distortion study.

𝐿𝐿
Ideally, we expect to have � 11
𝐿𝐿21

𝑥𝑥𝑥𝑥
𝐿𝐿12
� = �𝑦𝑦
𝐿𝐿22
𝑥𝑥

𝑥𝑥𝑦𝑦
𝑦𝑦𝑦𝑦 �. In fact, this equality is satisfied within 0.65 px/mm

𝐿𝐿
which corresponds to about 2% of the corresponding scale. It appears, that the four elements � 11
𝐿𝐿21
𝑥𝑥𝑥𝑥
the four scales �𝑦𝑦
𝑥𝑥

𝐿𝐿12
� or
𝐿𝐿22

𝑥𝑥𝑦𝑦
𝑦𝑦𝑦𝑦 � constitute an optimized representation of all the 9 x 18 calibration points. In order

to evaluate the efficacy of this representation, the image points on the sensor plate [𝑥𝑥
projected on the calibration plate with coordinates [𝑋𝑋 ′

𝑌𝑌′]𝑇𝑇 . The differences

𝛿𝛿𝑋𝑋
𝑋𝑋

=

𝑋𝑋 ′
𝑋𝑋

𝑦𝑦]𝑇𝑇 have been back

− 1 and

𝛿𝛿𝑌𝑌
𝑌𝑌

=

𝑌𝑌 ′
𝑌𝑌

−1

have been computed for every calibration point and the results are shown in Figure 3.30 through Figure
3.33.
The reconstructive error

𝛿𝛿𝑋𝑋
𝑋𝑋

in Case 1, shown in Figure 3.30a, is about 0.3% in most of the domain except

very close to edges defined by X < 7 mm where it is close to 4%. The error

𝛿𝛿𝑌𝑌
𝑌𝑌

shown in Figure 3.30b, is

very substantial, close to 7% in the region Y < 5 mm. This error is about 2% in the rest of the Y region.
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(a)

(b)
Figure 3.30. Case 1 relative error (a) 𝛿𝛿𝑋𝑋 /𝑋𝑋 and (b) 𝛿𝛿𝑌𝑌 /𝑌𝑌 in reconstructing the original calibration points.

The data obtained in Case 2 are shown in Figure 3.31. The relative errors in recovering the original positions
𝛿𝛿𝑋𝑋
𝑋𝑋

and

𝛿𝛿𝑌𝑌
𝑌𝑌

in most of the domain defined by X > 5 mm and Y > 5 mm are between 0.2% and 0.5%

respectively. In the region X < 5 mm they increase to about 1.5% and to 2% in the region Y < 5 mm. Even
at closest proximity to the walls and the inflow of the domain, where the errors are at maximum, the overall
uncertainty in recovering the initial position is small.

(a)

(b)
Figure 3.31. Case 2 relative error (a) 𝛿𝛿𝑋𝑋 /𝑋𝑋 and (b) 𝛿𝛿𝑌𝑌 /𝑌𝑌 in reconstructing the original calibration points.
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The results computed in Case 3, indicate an error in recovering the original position up to 3% very close to
the upper wall (Y < 5 mm) along the whole length, while very low errors of no more than 0.3% have been
estimated elsewhere.

(a)

(b)
Figure 3.32. Case 3 relative error (a) 𝛿𝛿𝑋𝑋 /𝑋𝑋 and (b) 𝛿𝛿𝑌𝑌 /𝑌𝑌 in reconstructing the original calibration points.

In case 4 with thicker FEP pipe, the results are qualitatively very similar to the previous cases (see Figure
3.33), with the difference that the extent of the region by the upper wall where the errors are high has
increased to Y < 10 mm.

(a)

(b)
Figure 3.33. Case 4 relative error (a) 𝛿𝛿𝑋𝑋 /𝑋𝑋 and (b) 𝛿𝛿𝑌𝑌 /𝑌𝑌 in reconstructing the original calibration points.

In summary, it can be concluded that the original positions of the calibration points have been recovered
with uncertainty better than 0.5% while there is a band along the upper wall and the inlet of the flow domain
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where the recovery of the initial positions are within an error of about 2.5% in all cases where water is used
as a fluid medium in the optical correction box.

3.6 Uncertainty of PIV measurements
The uncertainty involved in the present PIV measurements depends on multiple sources of error such as
data processing algorithm, user inputs, flow characteristics, and experimental setup. The approach proposed
by Charonko & Vlachos (2013) has been adopted to provide estimates of PIV measurement uncertainties.
It is based on the cross-correlation peak ratio, 𝑄𝑄, which represents the ratio of the height of the largest
correlation peak to the second highest. It has been found by Charonko & Vlachos (2013) that the uncertainty

is inversely correlated to 𝑄𝑄, regardless of flow condition or image quality. Following the data in figure 7a
of their paper, indicative relative uncertainties have been estimated to be 0.15% in the case of low mean
flow velocity i.e., 𝑅𝑅𝑅𝑅 = 535 and 0.25% in the case of high velocity flow i.e., 𝑅𝑅𝑅𝑅 = 4825.

3.7 Piston motion validation: Mass flow conservation
The flow generated by the linear motion of the piston enters the pipe directly without any losses with a rate
of 𝑚𝑚̇𝑝𝑝 . It is interesting to compare 𝑚𝑚̇𝑝𝑝 with the mass flow rate obtained from the PIV measurements at a

distance of 𝑥𝑥/𝐷𝐷 = 183, 𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝
̇ , assuming the instantaneous flow velocity profiles are piece-wise invariant
in the azimuthal direction. The piston displacement, 𝐿𝐿𝑝𝑝 (𝑡𝑡), that has been measured by the laser

displacement sensor, is differentiated with time to obtain the piston velocity 𝑊𝑊𝑝𝑝 = 𝑑𝑑𝐿𝐿𝑝𝑝 (𝑡𝑡)/𝑑𝑑𝑑𝑑, which has
been used to compute the flow rate as a function of time 𝑚𝑚̇𝑝𝑝 (𝑡𝑡) = 𝜌𝜌𝑊𝑊𝑝𝑝 (𝑡𝑡)𝐴𝐴𝑝𝑝 .

Typical signals of the laser displacement sensor corresponding to four different cases with the same 𝑊𝑊𝑜𝑜 =

11.91 are shown in Figure 3.34. In this graph the linear displacement 𝐿𝐿𝑝𝑝 is plotted against time. Since the
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piston velocity 𝑊𝑊𝑝𝑝 (𝑡𝑡) is obtained by differentiating these data in time, it is not surprising to see that the line

corresponding to the highest Re has the highest slope.

Figure 3.34. Typical time-dependent piston travel distances for four different Reynolds numbers with a frequency of
pulsation 𝑓𝑓𝑝𝑝 =0.25 Hz.

The measured velocity profiles on the vertical plane, 𝑥𝑥 = 0, in cartesian coordinates, have been integrated

in the azimuthal direction 𝜃𝜃 after reverting back from polar coordinates. The angle 𝜃𝜃 was measured from

the 𝑦𝑦-axis of the cartesian coordinate system, while 𝑟𝑟 was always positive. The velocity profile in polar

coordinates 𝑢𝑢(𝑥𝑥, 𝑟𝑟, 𝜃𝜃 = 0, 𝑡𝑡) has been integrated to provide
𝑅𝑅

𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝
̇ (𝑡𝑡) = 𝜌𝜌 � �
0

𝜋𝜋/2

−𝜋𝜋/2

𝑅𝑅

𝑢𝑢(𝑥𝑥, 𝑟𝑟, 𝜃𝜃 = 0, 𝑡𝑡) 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝜌𝜌 � �
0

−𝜋𝜋/2

𝜋𝜋/2

𝑢𝑢(𝑥𝑥, 𝑟𝑟, 𝜃𝜃 = 𝜋𝜋, 𝑡𝑡) 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

3.9

̇
Two time-dependent flow rates 𝑚𝑚𝑝𝑝 (𝑡𝑡)
and 𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝
̇ (𝑡𝑡) for are plotted in Figure 3.35, normalized by the
corresponding time average value 〈𝑚𝑚̇〉. The two signals are highly correlated with a coefficient of cross
correlation of 0.985 in the low Re number case and 0.966 in the case of 𝑅𝑅𝑅𝑅 = 4825. Considering the validity

of the assumptions involved and the experimental uncertainty in the measurements, the agreement between
the two estimates plotted in Figure 3.35 is very good. Most of the disagreement is in the moments of
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minimum flow rate where the assumption of flow azimuthal invariability breaks down due to the developed
asymmetry in the velocity profile. In order to provide some statistical information of the difference between
̇ (𝑡𝑡) and its timethe two flow rates, a time-dependent quantity has been formed as ∆𝑚𝑚(𝑡𝑡) = 𝑚𝑚̇𝑝𝑝 (𝑡𝑡) − 𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝

̇ 〉. Values of the ratio
averaged value was computed and compared to the time-averaged flow rate 〈𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝
�����/〈𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝
̇ 〉 range from 0.023 in the three low 𝑅𝑅𝑅𝑅 number cases and 0.091 in the 𝑅𝑅𝑅𝑅 = 4825 case. The
∆𝑚𝑚

reason for this variability across the range of Reynolds numbers may be attributed to the assumption of
piece-wise azimuthal invariability or, in other words, “quasi-axisymmetry” is only partially satisfied and

the uncertainty in the measurements are higher, as evident in Figure 3.35 for the case of 𝑅𝑅𝑅𝑅 = 4825, where
the flow rate 𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝
̇ (𝑡𝑡) crosses the zero value for a very short time at two instances. Overall, the two flow

rates agree reasonably well and conservation of mass is verified always within the assumptions made and
the uncertainties involved.
Estimates of mass flow conservation at different 𝑥𝑥/𝐷𝐷 locations along the PIV measurement domain

̇ 〉.
indicated a variability of 0.03- 0.04 of the average 〈𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝

Figure 3.35. Comparison of mass flow rates obtained from piston displacement and PIV measurements at
𝑥𝑥/𝐷𝐷=183.75 for 𝑅𝑅𝑅𝑅=535 (left) and 𝑅𝑅𝑅𝑅=4825 (right) both with 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9
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Chapter 4 Data Analysis

Data Analysis

4.1 Signal decomposition and reconstruction
The pulsation of the piston with a single frequency 𝑓𝑓𝑝𝑝 excites a number of frequencies in the flow inside
the cylinder which are transmitted unchanged through the contracting nozzle into the pipe flow. Figure 4.1

shows two amplitude spectra of the longitudinal velocity fluctuations obtained at 𝑦𝑦/𝑅𝑅 = 0.93 and 𝑦𝑦/𝑅𝑅 =

0 respectively where the first three excite modes, 𝑓𝑓𝑝𝑝 , 2𝑓𝑓𝑝𝑝 and 3𝑓𝑓𝑝𝑝 , are marked while five more modes up to

2 Hz are clearly visible but not marked. Very few low-amplitude fluctuations appear to exist in the spectrum
velocity at 𝑦𝑦/𝑅𝑅 = 0 indicating that turbulence has not reached this location. On the contrary, moderate

amplitude velocity fluctuations characterize the near wall region.
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Figure 4.1. Amplitude spectra of u-velocity fluctuations obtained by PIV at 𝑥𝑥/𝐷𝐷=183.75 for 𝑦𝑦/𝑅𝑅=0.93 and 𝑦𝑦/𝑅𝑅=0
in the case of 𝑅𝑅𝑅𝑅=1140, 𝑊𝑊𝑜𝑜 =11.91(𝑓𝑓𝑝𝑝 =0.25 Hz) and 𝐴𝐴=0.89.

A closer look into the time-dependent signal at 𝑦𝑦/𝑅𝑅 = 0.93, at a fixed 𝑥𝑥/𝐷𝐷 = 183.75 location, as shown

in Figure 4.2, indicated that the longitudinal velocity component is characterized by a low-frequency

variation and higher-frequency components which could be attributed to turbulence and noise. This signal
is a typical signal retrieved from the PIV data at a location close to the wall where the flow exhibits
reversals. This figure shows signals of instantaneous velocity components, 𝑢𝑢 and 𝑣𝑣, as well as longitudinal
acceleration, 𝑎𝑎, as a function of time in the case of a flow with pulsation period 𝑇𝑇=4 s. The flow cycle

appears to contain one accelerating and on decelerating phase 𝑇𝑇/2 duration followed by a period of 𝑇𝑇/2

where acceleration is insignificant. This behavior is associated with the flow reversals taking place at the
wall in the case shown in that figure. It is interesting to note that high frequency fluctuations are not seen
during the period with insignificant acceleration. It is evident that turbulence during the
acceleration/deceleration phases is non-stationary and special treatment is required. This is described in the
subsequent section.
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The time-dependent signals have been further processed by applying the Trend Removal Method (TRM)
as in Xanthos et al. (2007). The signals were decomposed into two major components, one with lowfrequency content and one with high-frequency contributions by low-pass and high-pass filtering the
signals. A typical quantity 𝑞𝑞(𝑡𝑡) involving velocity or vorticity components 𝑢𝑢, 𝑣𝑣 or 𝜔𝜔 can be decomposed

as

𝑞𝑞(𝑡𝑡) = 𝑞𝑞𝐿𝐿𝐿𝐿 (𝑡𝑡) + 𝑞𝑞𝐻𝐻𝐻𝐻 (𝑡𝑡)

4.1

This decomposition can be considered as a direct outcome of the Fourier series expansion in-time of the
𝑖𝑖𝑖𝑖𝜔𝜔𝑝𝑝
�, where 𝑞𝑞0 is the time-average of 𝑞𝑞(𝑡𝑡) (DC component),
original signal, 𝑞𝑞(𝑡𝑡) = 𝑞𝑞0 + ∑∞
𝑚𝑚=1 ℝ�𝑞𝑞𝑚𝑚 𝑒𝑒

and 𝑞𝑞𝑚𝑚 are the complex amplitudes and 𝜔𝜔𝑝𝑝 = 2𝜋𝜋𝑓𝑓𝑝𝑝 is the pulsating angular velocity. This decomposition
rearranges the Fourier modes above and below a cut-off value 𝜔𝜔𝑐𝑐 , so that

𝑞𝑞𝐿𝐿𝐿𝐿 (𝑡𝑡) = 𝑞𝑞0 + ∑𝑛𝑛𝑚𝑚=1 ℝ�𝑞𝑞𝑚𝑚 𝑒𝑒 𝑖𝑖𝑖𝑖𝜔𝜔𝑝𝑝 � for 𝑚𝑚 ≤ 𝑛𝑛

4.2

𝑖𝑖𝑖𝑖𝜔𝜔𝑝𝑝
𝑞𝑞𝐻𝐻𝐻𝐻 (𝑡𝑡) = ∑∞
� for 𝑚𝑚 > 𝑛𝑛
𝑚𝑚=𝑛𝑛+1 ℝ�𝑞𝑞𝑚𝑚 𝑒𝑒

4.3

and

Where 𝑛𝑛 is usually selected to be a multiple of the first harmonic, i.e. the pulsation frequency, 𝜔𝜔𝑐𝑐 = 𝑛𝑛𝜔𝜔𝑝𝑝 .

In the present work, 𝑛𝑛 was kept between 4 and 8, a range which was adequate in preserving the presence of
discrete and visually well identifiable frequencies in the 𝑞𝑞𝐿𝐿𝐿𝐿 component that could represent instabilities

like Kelvin-Helmholtz ones. Although, the process of selecting a cut-off frequency is not entirely objective,
the effects of small variations of 𝜔𝜔𝑐𝑐 are not very large on the relative fluctuations level, 𝜎𝜎𝐻𝐻𝐻𝐻 /𝜎𝜎𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 .
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The decomposition of the longitudinal velocity 𝑢𝑢(𝑡𝑡) into its LP and HP filtered components, 𝑢𝑢𝐿𝐿𝐿𝐿 (𝑡𝑡) and

𝑢𝑢𝐻𝐻𝐻𝐻 (𝑡𝑡), respectively, where 𝑢𝑢𝐻𝐻𝐻𝐻 (𝑡𝑡) also contains the noise, is also shown in Figure 4.2. The low-pass

component represents the trend in the velocity increase owing to the flow acceleration/deceleration caused
by pulsation and it is free of any frequency content above the cutoff value. The HP filtered component does

not show low-frequency components or trend and it includes the high-frequency components of the signal
and the noise. In order to demonstrate the effectiveness of the decomposition, the two components have
been re-combined to form the reconstructed signal

4.4

𝑢𝑢𝐿𝐿𝐿𝐿 (𝑡𝑡) + 𝑢𝑢𝐻𝐻𝐻𝐻 (𝑡𝑡) = 𝑢𝑢𝑟𝑟𝑟𝑟𝑟𝑟 (𝑡𝑡)

As shown in Figure 4.2, the reconstructed signal does not differ from the original signal 𝑢𝑢(𝑡𝑡). In fact, when

superimposed on top of each other they are identical. It should be also noted here that the signals of the
𝑣𝑣(𝑡𝑡) velocity component, shown also in the same figure, did not contain any evident pulsatile

characteristics. In addition, its mean flow was zero and therefore there was no need to apply this
decomposition. The noise level was also very small so that the actual 𝑣𝑣(𝑡𝑡) represents the turbulence
fluctuations 𝑣𝑣 ′ (𝑡𝑡) i.e. 𝑣𝑣 (𝑡𝑡) = 𝑣𝑣 ′ (𝑡𝑡). If we define the turbulent kinetic energy per unit mass, TKE, as the
2

2

addition of the two kinetic energies of the two velocity components, i.e. 𝑇𝑇𝑇𝑇𝑇𝑇 = 1/2 �𝑢𝑢′ + 𝑣𝑣 ′ �, its

intermittent behavior can be also seen in Figure 4.2. Turbulence is present in regions where the flow
decelerates and it is suppressed during accelerations of the flow. It appears that turbulence is relaminarized
between the turbulence bursts.
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Figure 4.2. Low- and high-pass decomposition of u-velocity fluctuations obtained by PIV at 𝑥𝑥/𝐷𝐷=183.75 for
𝑦𝑦/𝑅𝑅=0.93. Case of 𝑅𝑅𝑅𝑅=1140, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴=0.89. Signals of 𝑢𝑢, 𝑢𝑢𝐿𝐿𝐿𝐿 , 𝑢𝑢𝐻𝐻𝐻𝐻 , 𝑢𝑢𝑟𝑟𝑟𝑟𝑟𝑟 , 𝑣𝑣, 𝑎𝑎 and TKE are displaced for
visual aid.

Figure 4.3 shows how the standard deviations of the LP and HP longitudinal velocity components, 𝜎𝜎𝐿𝐿𝐿𝐿 and

𝜎𝜎𝐻𝐻𝐻𝐻 , respectively, which are normalized by the standard deviation of the original signal 𝜎𝜎𝑢𝑢𝑟𝑟𝑟𝑟𝑟𝑟 , vary with

changing the cutoff frequency from 2 to 80𝜔𝜔𝑝𝑝 . There is a linear variation of both quantities with 𝜔𝜔𝑐𝑐 for

𝜔𝜔𝑐𝑐 > 6𝜔𝜔𝑝𝑝 ; 𝜎𝜎𝐿𝐿𝐿𝐿 increases slightly, while 𝜎𝜎𝐻𝐻𝐻𝐻 decreases with a rate (𝜕𝜕𝜎𝜎𝐻𝐻𝐻𝐻 /𝜕𝜕𝜔𝜔𝑐𝑐 )�𝜔𝜔𝑝𝑝 /𝜎𝜎𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 � in the range of
−2.4 × 10−3 to −3.0 × 10−4 . This means that for a typical increase by 10 in 𝜔𝜔𝑐𝑐 /𝜔𝜔𝑝𝑝 , the change in 𝜎𝜎𝐻𝐻𝐻𝐻

will be in the range ∆𝜎𝜎𝐻𝐻𝐻𝐻 /𝜎𝜎𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 = −0.06 to 0.0075, which is roughly 12% to 5% of the maximum value
reduction.
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Figure 4.3. Typical effects of frequency cut-off on 𝜎𝜎𝐿𝐿𝐿𝐿 and 𝜎𝜎𝐻𝐻𝐻𝐻 in low- and high-pass decomposition on 𝑢𝑢-velocity
fluctuations obtained by PIV at 𝑥𝑥/𝐷𝐷=183.75 and 𝑦𝑦/𝑅𝑅=0.94, 0.89, 0.83, 0.78 and 0.73 in the case of 𝑅𝑅𝑅𝑅=1140,
𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴=0.89.

In practice, however, LP and HP filtering of the original signals is not simply the shifting of Fourier modes
about 𝜔𝜔𝑐𝑐 because this causes some distortion around the cut-off frequency, which is qualitatively the same

for both filtering operations. The time scales of the pulsating low frequency component and the time scales
of turbulence were reasonably far apart from each other, and therefore, no information has been
compromised by the data filtering. Low-pass filtering removed the fluctuations due to turbulence from the
signal so that the characteristics of the pulsatile motion were revealed since they were separated from
turbulence. High-pass filtering removed the low-frequency effects of the flow and only turbulent
fluctuations were retained with zero mean. This operation is called trend removal in signal processing
(Bendat & Piersol, 1980). The 𝑞𝑞𝐻𝐻𝑃𝑃 (𝑡𝑡) was further low-pass filtered at 60 Hz to eliminate the high frequency
noise shown in the spectra above, so that
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𝑞𝑞𝐻𝐻𝐻𝐻 (𝑡𝑡) = 𝑞𝑞 ′ (𝑡𝑡) + ∆𝑞𝑞(𝑡𝑡)

4.5

Where 𝑞𝑞 ′ (𝑡𝑡) is the actual turbulence and ∆𝑞𝑞(𝑡𝑡) is the noise.

It should be noted that the present decomposition introduces additional complexities when it is applied to
quantities raised to powers, the most common of which is 𝑞𝑞2 . Such complexities involve shifting of the

frequency content to twice the corresponding frequency in the original Fourier modes of 𝑞𝑞 and cross modal
interactions within the HP zone. Relation 4.1 for 𝑞𝑞 2 will be in the form of

𝑞𝑞2 (𝑡𝑡) = 𝑞𝑞𝐿𝐿𝐿𝐿 2 (𝑡𝑡) + 𝑞𝑞𝐻𝐻𝐻𝐻 2 (𝑡𝑡) + 2𝑞𝑞𝐿𝐿𝐿𝐿 (𝑡𝑡)𝑞𝑞𝐻𝐻𝐻𝐻 (𝑡𝑡)

4.6

It is the last term 2qLP (t)qHP (t) which introduces mixed mode interactions across two different zones i.e.

LP and HP. The time-averaged value of 〈𝑞𝑞𝐻𝐻𝐻𝐻 (𝑡𝑡)〉 = 0 and 〈𝑞𝑞𝐿𝐿𝐿𝐿 (𝑡𝑡)〉 = 0. If one compares it with the

Reynolds decomposition

� + 𝑢𝑢′ )2 = 𝑈𝑈
� 2 + 𝑢𝑢′ 2 + 2𝑈𝑈
�𝑢𝑢′
𝑢𝑢2 = (𝑈𝑈

4.7

The difference is evident. Its time-average is provided by

����
′2
���
� 2 + 𝑢𝑢
𝑢𝑢2 = 𝑈𝑈

4.8

While the time average of equation 4.6 is
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𝜎𝜎𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 2 = 𝜎𝜎𝐿𝐿𝐿𝐿 2 + 𝜎𝜎𝐻𝐻𝐻𝐻 2 + 2𝑞𝑞
���������
𝐿𝐿𝐿𝐿 𝑞𝑞𝐻𝐻𝐻𝐻

4.9

Each of the three terms on the right hand side of this equation has been computed from measured velocity
2
field, and the 𝜎𝜎𝐿𝐿𝐿𝐿 2 /𝜎𝜎𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 2 , 𝜎𝜎𝐻𝐻𝐻𝐻 2 /𝜎𝜎𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 2 , 2q
����������/𝜎𝜎
LP q HP 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 have been plotted in Figure 4.4. The results

����������,
show that the cross-correlation term, 2q
LP q HP at most has values close to 8% at 𝜔𝜔𝑐𝑐 = 2𝜔𝜔𝑝𝑝 and usually in
the range of frequencies actually used is below 0.4%. If this value is referenced to the value of 𝜎𝜎𝐻𝐻𝐻𝐻 2 /𝜎𝜎𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 2

at the corresponding 𝜔𝜔𝑐𝑐 = 8𝜔𝜔𝑝𝑝 , it is 18%. Thus, this term, which represents the nonlinear dynamics of the

zones/components, may be small but it is not negligible. The graph also shows that the three fractions

representing the three terms on the right-hand side of equation 4.9 add up to 1, as is expected, with
reasonable accuracy everywhere except for the first two points.

2
Figure 4.4. Typical effects of frequency cut-off on 𝜎𝜎𝐿𝐿𝐿𝐿 2 /𝜎𝜎𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 2 , 𝜎𝜎𝐻𝐻𝐻𝐻 2 /𝜎𝜎𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 2 and 2𝑞𝑞
���������/𝜎𝜎
𝐿𝐿𝐿𝐿 𝑞𝑞𝐻𝐻𝐻𝐻
𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 in low- and highpass decomposition on 𝑢𝑢-velocity fluctuations obtained by PIV at 𝑥𝑥/𝐷𝐷=183.75 and 𝑦𝑦/𝑅𝑅=0.94, 0.89, 0.83, 0.78 and
0.73 in the case of 𝑅𝑅𝑅𝑅=1140, 𝑊𝑊𝑜𝑜 =11.91 (𝑓𝑓𝑝𝑝 =0.25 Hz) and 𝐴𝐴=0.89.
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4.2 Intrinsic Mode Functions
As was mentioned earlier the present data appeared to be non-stationary and of course non-linear for which
traditional analysis involving classical Fourier decomposition is not directly applicable.
Empirical Mode Decomposition (EMD) and Hilbert-Huang Transform (HHT) are also employed to process
the present PIV data. EMD (Huang et al., 1998, 1999; Wu & Huang, 2009) is an adaptive method introduced
to analyze non-linear and non-stationary signals. It provides a decomposition of the signals in fast and slow
oscillations with frequency dependent amplitude. A typical signal 𝑞𝑞(𝑡𝑡) is decomposed as

𝑚𝑚

𝑞𝑞(𝑡𝑡) = � 𝜓𝜓𝑗𝑗 (𝑡𝑡) + 𝑟𝑟𝑚𝑚

4.10

𝑗𝑗=1

Where ψj (t) is the Intrinsic Mode Function (IMF) and rm is the residual of q(t). Each ψj (t) term is IMF

(Huang et al., 1999) which can be represented in the form ψj (t) = 𝑟𝑟𝑗𝑗 (𝑡𝑡) cos 𝜃𝜃𝑗𝑗 (𝑡𝑡) where both the amplitude
and phase are time dependent. IMFs are usually computed by the so-called sifting procedure which involves
determination of the maxima and minima envelopes of the signal by using spline fit methods. The arithmetic
average of the two cubic-spline fits is calculated which visually resembles a low-order, running-average
curve fit. This mean spline is subtracted to produce a new signal. The process is repeated on each new
signal until a predetermined criterion is based on the variance two consecutive components is satisfied.
The most common procedure to determine a polar representation of ψj (t) is the Hilbert transform (HT).

Once a suitable polar parametrization is determined, it is possible to analyze the function q(t) by processing

these individual functions. Important information for analysis, such as the instantaneous frequency and
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instantaneous bandwidth of the components, are derived from the particular representation used in equation
4.10. Specifically, the HT of ψj (t) is defined as

𝐻𝐻 (𝑡𝑡) =

1 ∞ 𝜓𝜓𝑗𝑗 (𝜏𝜏)
�
𝑑𝑑𝑑𝑑
𝜋𝜋 −∞ 𝑡𝑡 − 𝜏𝜏

4.11

𝐻𝐻 (𝑡𝑡) and ψj (t) are complex conjugate so that 𝑧𝑧(𝑡𝑡) = ψj (t) + 𝑖𝑖𝑖𝑖 (𝑡𝑡) = 𝑟𝑟𝑗𝑗 (𝑡𝑡)𝑒𝑒 𝑖𝑖𝜃𝜃𝑗𝑗 where 𝑟𝑟𝑗𝑗 = ‖𝑧𝑧(𝑡𝑡)‖ while
the angle 𝜃𝜃𝑗𝑗 (𝑡𝑡) is determined from 𝜃𝜃𝑗𝑗 (𝑡𝑡) = tan−1

the definition of angular velocity

𝑓𝑓𝑗𝑗 (𝑡𝑡) =

𝐻𝐻(𝑡𝑡)

. The instantaneous frequency 𝑓𝑓(𝑡𝑡) is obtained from

ψj (t)

1 𝑑𝑑𝜃𝜃𝑗𝑗 (𝑡𝑡)
2𝜋𝜋 𝑑𝑑𝑑𝑑

4.12

An IMF represents a generally simple oscillatory mode as a counterpart to the simple harmonic function.
This decomposition method operates in the time domain and since it is based on the local characteristic
time scale of the data, it can be applied to nonlinear and nonstationary processes.
In the present work the Ensemble Empirical Mode Decomposition (EEMD) as presented by Wu & Huang
(2009) has been applied to reveal any hidden intrinsic non-stationary oscillatory structures in a time series
without undue mode mixing. Contrary to most of the previous decomposition methods (such as Fourier
Transform and Wavelets Analysis), EEMD emphasizes the self-adaptability and temporal locality for
describing nonlinear and non-stationary time series data, without using any a priori determined basis
functions. As a substantial improvement of Empirical Mode Decomposition (EMD), EEMD can effectively
eliminate the mode (or scale) mixing problem of EMD and also be able to separate the Intrinsic Mode
Functions (IMF) components on different time scales and trend component from original time series.
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Figure 4.5 shows the IMFs obtained after applying EEMD to the signals of 𝑢𝑢 velocity component at 𝑟𝑟/𝑅𝑅 =
0.93. The first intrinsic mode is an oscillation containing high frequencies while the seventh mode is an

oscillation having the lowest frequency content. The original signal is recovered after adding all the modes.
The signals are decomposed in time domain and the length of the IMFs is the same as the original signal.
These modes have been further processed by using the HHT which preserves the characteristics of the
varying frequency. This is an important advantage of HHT because a real-world signal usually has multiple
causes happening at different time intervals.

Figure 4.5. Ensembled empirical mode decomposition with computed intrinsic mode functions of 𝑢𝑢-component
signal at 𝑥𝑥/𝐷𝐷=183.75 and 𝑦𝑦/𝑅𝑅=0.93. Components 1 to 7 are displaced by multiples of 0.3 and multiplied by 15.
Case of 𝑅𝑅𝑅𝑅=1140, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴=0.89.

As shown previously, HHT involves differentiation with time of the EMDs and the imaginary part of HHT
to obtain the angular velocity/frequency as a function of time, which does not always produce a smooth
result particularly at the beginning of each of the modes. The low frequency modes are not entirely affected
by this, but the higher modes exhibit some fluctuations because of that. The frequency variation in the low71

frequency modes is rather small. At high frequency modes, however, there is a substantial variation of
frequency with time. Another interesting behavior of the high frequency modes is the appearance of
bursting periodic structures with duration the pulsation time 𝑇𝑇𝑝𝑝 = 1/𝑓𝑓𝑝𝑝 . The frequency of appearance of

these bursts suggest that they are signatures of turbulence. This is shown in Figure 4.6 where the third IMF

of 𝑢𝑢-component is plotted, which is obtained at 𝑦𝑦/𝑅𝑅 = 0.93. The frequency content of this IMFs is between

2 and 8 Hz.

Figure 4.6. Third intrinsic mode function of 𝑢𝑢-component signal at 𝑦𝑦/𝑅𝑅=0.93 and corresponding frequency
variation with time obtained from Hilbert-Huang transform. Case of 𝑅𝑅𝑅𝑅=1140, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴=0.89.

It is also interesting to note that the sixth IMFs, shown in Figure 4.7, exhibits the main frequency of
pulsation 𝑓𝑓𝑝𝑝 = 0.25 Hz, with minor variation, while the seventh IMF, plotted in Figure 4.8, indicates a sub-

harmonic of the pulsation frequency of approximately 𝑓𝑓𝑝𝑝 /2. The most significant conclusion from this
analysis is the existence of multiple subharmonics in all the 𝑅𝑅𝑅𝑅 cases investigated here.
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Figure 4.7. Sixth intrinsic mode function of 𝑢𝑢-component signal at 𝑦𝑦/𝑅𝑅=0.93 and corresponding frequency
variation with time obtained from Hilbert-Huang transform. Case of 𝑅𝑅𝑅𝑅=1140, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴=0.89.

Figure 4.8. Seventh intrinsic mode function of 𝑢𝑢-component signal at 𝑦𝑦/𝑅𝑅=0.93 and corresponding frequency
variation with time obtained from Hilbert-Huang transform. Case of 𝑅𝑅𝑅𝑅=1140, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴=0.89.
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Chapter 5 Results

Results

In this chapter, the main results obtained for the present experimental work are presented and discussed. It
is divided into five sections, covering the results obtained for transition in steady flow, which are used to
characterize the performance of the experimental setup and as a reference base. Then, results for pulsatile
flows involving no-reverse and reverse flow are introduced together with findings pertaining the influence
of the main characteristic parameters in transition to turbulence. Lastly, an analysis of the structure of
turbulence and its conditional statistics is presented, which include details about the turbulent structures
observed in this study.

5.1 Steady state flow
A limited number of experiments have been carried out to characterize transition in steady pipe flows in
the present experimental setup. It has been documented in the past that classical transition depends on the
facility used, experimental procedures followed, and the way perturbations are introduced into the flow
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(White, 2006). Values of mean and fluctuating axial velocity and vorticity components were extracted from
the PIV data and plotted in Figure 5.1 and Figure 5.2. The measurements cover a span of five mean
Reynolds numbers extending from 𝑅𝑅𝑅𝑅 = 1130 to 𝑅𝑅𝑅𝑅 = 4494. These flows were configured by moving the

piston at constant speed.

The consensus in the literature is that transition for steady flow in a circular pipe occurs at around 𝑅𝑅𝑅𝑅 =
2200 based on the spatially averaged velocity 𝑈𝑈0 . Profiles of the time averaged velocity 𝑈𝑈𝑇𝑇𝑇𝑇 across the

vertical plane containing the axis of symmetry are shown in Figure 5.1. These results indicate that the three
lower Reynolds numbers exhibit a parabolic profile suggesting laminar flow while the two higher Reynolds
numbers follow a flattened profile suggesting that the flow is turbulent. This behavior would suggest that
the transition has taken place between 𝑅𝑅𝑅𝑅 = 2960 and 𝑅𝑅𝑅𝑅 = 3843. This conclusion, however, is incorrect

because the level of fluctuations in these flows as it is manifested by their standard deviation values points
to a different conclusion. The distribution of the standard deviation of longitudinal velocity fluctuation,
𝑢𝑢𝑟𝑟𝑟𝑟𝑟𝑟 , normalized by 𝑈𝑈0 is also shown in Figure 5.1. In the case of the two lowest Reynolds numbers, 1130

and 1903, small values 𝑢𝑢𝑟𝑟𝑟𝑟𝑟𝑟 /𝑈𝑈0 below 0.015 can be observed throughout the 80% of the cross section, not

including the wall region, which are indicative of the noise level and uncertainties associated with the
present experimental techniques as well as possible disturbances introduced by the piston motion which are
amplified by the area ratio of the contraction. The near wall region, however, is characterized by higher
fluctuations which may include the effects of localized disturbances at the pipe wall as well as piston motion
related perturbations caused by friction variability between the cylinder and the piston, minor vibrations, in
addition to the noise level and measurement uncertainties. All these disturbances, however, are confined
close to the wall and they never break out into the center line region of the pipe coined free stream. This
behavior and the parabolic profile of the mean velocity classifies them as pre-transitional laminar flows.
The case of 𝑅𝑅𝑅𝑅 = 2960 exhibit substantial fluctuations in the free stream, of the order of 0.025𝑢𝑢𝑟𝑟𝑟𝑟𝑟𝑟 /𝑈𝑈0

suggesting that wall disturbances have spilled out from the near wall region. The mean velocity profile has
started to recede from its parabolic shape, and it is transforming towards a more flattened distribution. This
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clearly indicates that the transition has occurred between 𝑅𝑅𝑅𝑅 = 1903 and 𝑅𝑅𝑅𝑅 = 2960. The case of 𝑅𝑅𝑅𝑅 =

2960 has been classified as transitioning flow. The case of the two highest 𝑅𝑅𝑅𝑅 = 3843 and 4494 are
classified as post-transitioning developing turbulent flows.

Figure 5.1. Steady state profiles of time-averaged velocity 𝑢𝑢 𝑇𝑇𝑇𝑇 /𝑈𝑈0 (left) and profiles of velocity fluctuations
𝑢𝑢𝑟𝑟𝑟𝑟𝑟𝑟 /𝑈𝑈0 (right). Data obtained at 𝑥𝑥/𝐷𝐷=183.75.

Time-average vorticity profiles, ω 𝑇𝑇𝑇𝑇 𝑅𝑅/𝑈𝑈0 , are shown in Figure 5.2. Obviously, their behavior reflects the

corresponding time-averaged velocity profiles from which they were derived. For the three lower Reynolds
numbers the vorticity profiles agree reasonably well with each other across 80% of the diameter in the
middle section of the pipe and slightly deviate in the wall region where viscous effects are more pronounced.
For the highest Reynolds numbers, the profiles agree extremely well across 80% of the diameter and
substantially deviate in the near wall region. Maximum/minimum values for the four lowest Res are found
at about ±0.8𝑅𝑅 while the case of the high Re exhibits high values close to the wall with no apparent

maximum or minimum value. The level of fluctuating vorticity as represented by the corresponding rms

values seems to be considerable higher than that of the fluctuating velocity through the whole flow field.
For instance, the rms profiles also shown in Figure 5.2 indicate fluctuations in the so-called free stream
section of the pipe of about 10% for the case of 𝑅𝑅𝑅𝑅 = 2960. In general, however, the classification of the
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present flows based on the velocity data as pre-transitional laminar, transitioning or post-transitioning
developing turbulent flows is still valid for the case of vorticity.

Figure 5.2. Steady state profiles of time-averaged vorticity 𝜔𝜔𝑧𝑧,𝑇𝑇𝑇𝑇 𝑅𝑅/𝑈𝑈0 (left) and profiles of vorticity fluctuations
𝜔𝜔𝑧𝑧,𝑟𝑟𝑟𝑟𝑟𝑟 𝑅𝑅/𝑈𝑈0 (right). Data obtained at 𝑥𝑥/𝐷𝐷=183.75.

Another characteristic of the results presented above is the development of several asymmetries in the
profiles particularly in the cases of low Reynolds numbers. The maximum mean velocity position appears
to be below the center line which results in the zero crossings of the mean vorticity to occur below the
center line as well. As a consequence of that, asymmetries in the fluctuating component statistics develop
as well.
It is believed that the cause of this behavior is that fact that the present experimental setup is an open to the
atmosphere system and therefore gravitational forces should be considered, although the system is not a
fully open channel-like setup. The vertical momentum equation (y-direction), because the 𝑣𝑣-component of
velocity is close to zero, becomes

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= −𝜌𝜌𝑔𝑔𝑦𝑦 with 𝑔𝑔𝑦𝑦 = 𝑔𝑔. The pressure difference across one diameter

defined by the points −𝑅𝑅 and 𝑅𝑅, is ∆𝑦𝑦 = −2𝑅𝑅. For typical 𝜌𝜌 and 𝑔𝑔 values this pressure difference appears

to be ∆𝑃𝑃𝑦𝑦 = 180 Pa which agrees very well with the measured 174 Pa. This estimate is at least 30 times

smaller than the prevailing pressure in the pipe. If the above relationship is normalized by 𝜌𝜌𝑈𝑈0 2 the

following expression can be obtained
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∆𝑃𝑃𝑦𝑦 ∗ =

∆𝑃𝑃𝑦𝑦

𝜌𝜌𝑈𝑈0

2

=

2𝑔𝑔𝑔𝑔
𝑈𝑈0

2

=

1
𝐹𝐹𝑟𝑟 2

5.1

Which involves the Froude number defined by the square root of the ratio of the inertia over the gravity
𝑈𝑈

forces, 𝐹𝐹𝐹𝐹 = (𝑔𝑔𝑔𝑔)01/2 . Values of Froude number obtained in the present experiments range from 0.13 in the
lowest 𝑅𝑅𝑅𝑅 to 0.5 in the highest which characterize all flows as subcritical. As the velocity increases, the

Froude number also increases and the corresponding normalized pressure difference ∆Py ∗ decreases

substantially so that the asymmetries completely disappear at the highest Re numbers. To verify this, the
laser beam was rearranged to create an illumination plane bisecting the pipe in the horizontal direction. A
small set of experiments for steady flow within the same range of 𝑅𝑅𝑅𝑅 numbers were performed to acquire
data in this horizontal plane where the gravitational forces, which act in the y-direction, can be neglected.
The results are shown in Figure 5.3, where it is possible to see that the velocity profiles are symmetric and

the maximum velocity is reached at the center of the pipe, which confirms that gravitational forces are
responsible for the asymmetries observed when the data is captured in a vertical plane.

Figure 5.3. Steady state profiles of time-averaged velocity 𝑢𝑢 𝑇𝑇𝑇𝑇 /𝑈𝑈0 on a horizontal plane at the test section. Data
obtained at 𝑥𝑥/𝐷𝐷=183.75.
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5.2 Pulsatile flows without flow reversals
This section describes the results obtained for pulsatile flows with Reynolds numbers ranging from 579 to
4824 and with amplitude ratio, 𝐴𝐴 ≈ 0.2. Two different Womersley numbers, 𝑊𝑊𝑜𝑜 = 6.3 and 𝑊𝑊𝑜𝑜 = 11.91,

are investigated here to study the effect of the frequency of pulsation on the onset of transition. Bulk flow
parameters of the cases in this section are described in Table 3.1, and according to the flow map shown in

Figure 2.9, they do not involve flow reversals at the wall.

5.2.1 Low pulsation amplitude and 𝑾𝑾𝒐𝒐 = 6.3
5.2.1.1 Velocity and vorticity profiles
Selective profiles of normalized instantaneous longitudinal velocity 𝑢𝑢/𝑈𝑈0 are shown in Figure 5.4 for the
Reynolds numbers investigated in this case. The velocity in these profiles has been low-pass filtered to

depict some of the basic characteristics of the flow during the accelerating and decelerating phases of the
pulsation, without high frequency oscillations. The velocity values have been nondimensionalized by the
average velocity 𝑈𝑈0 . The cycle begins and ends at the instance of minimum velocity. The velocity profiles

at 𝑅𝑅𝑅𝑅 = 624 and 1140 display a parabolic behavior at any phase of the pulsating cycle. The maximum

instantaneous velocity 𝑢𝑢/𝑈𝑈0 reaches values above 2 because of the superimposed oscillating component,
which causes displacement effects in the boundary layer. At 𝑅𝑅𝑅𝑅 = 2321 the velocity profile starts to deviate

slightly from the parabolic shape and display higher asymmetries than in the previous two cases, having
the maximum velocity at about 0.2𝑅𝑅 below the centerline. It appears that the asymmetries change slightly

during the acceleration and deceleration phase of the cycle, becoming more pronounced towards the bottom
half of the pipe during acceleration. The case of 𝑅𝑅𝑅𝑅 = 3075, 3891 and 4824 display a flatter velocity
profile at the centerline, which is indicative of a post-transitioning developing flow.
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Additional information about the activity of the flow is provided by the instantaneous vorticity profiles
normalized by 𝑈𝑈0 /𝑅𝑅 shown in Figure 5.5 for the same 𝑅𝑅𝑅𝑅 numbers, at the same phase/time as the velocity

profiles shown in Figure 5.4. These values are antisymmetric and according to the coordinate system used

they should be negative in the lower wall and positive on the top wall. For the lower 𝑅𝑅𝑅𝑅 cases vorticity

profiles show a greater variability between the top and lower wall, with higher values shown at the bottom,

caused by the asymmetries in the velocity profile. Higher vorticity is located at the walls and no substantial
spatial variability is seen in the center line region. As the 𝑅𝑅𝑅𝑅 increases the slope of the vorticity profiles
decreases due to the unsteady boundary layer becoming thinner while vorticity variations appear in the
center line region.
As can be seen in the velocity profiles for these low 𝑊𝑊𝑜𝑜 cases, and as expected from the classification made
in Chapter 2, these flows do not exhibit any flow reversal at the wall and the velocity profiles behave
similarly as the ones obtained for the steady flow cases at similar 𝑅𝑅𝑅𝑅 numbers shown in the previous section.
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Figure 5.4. Instantaneous velocity profiles of the flow at different 𝑅𝑅𝑅𝑅 numbers obtained on a vertical plane of the
pipe at fixed times of the pulsation cycle for 𝑊𝑊𝑜𝑜 =6.3 and 𝐴𝐴 ≈0.2. Data obtained at 𝑥𝑥/𝐷𝐷=183.75.
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Figure 5.5. Instantaneous vorticity profiles of the flow at different 𝑅𝑅𝑅𝑅 numbers obtained on a vertical plane of the
pipe at fixed times of the pulsation cycle for 𝑊𝑊𝑜𝑜 =6.3 and 𝐴𝐴 ≈0.2. Data obtained at 𝑥𝑥/𝐷𝐷=183.75.
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5.2.1.2 Phase-averaged structure
A comprehensive and informative description of the underlying physical processes in the present flow
involves a discussion of the phase-averaged results of normalized vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 and velocity

𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 . The PIV data have been processed first by low pass filtering with cut-off frequencies selected for

each case to be lower than the range of turbulence so that the evolution of large-scale flow structures is
captured. The cycle in the phase-averaged analysis begins and ends at the maximum velocity instance. The
results of normalized vorticity for 𝑅𝑅𝑅𝑅 = 624 are shown in Figure 5.6. A Wall Vortical Layer (WVL) is seen

in both solid boundaries throughout the cycle of pulsation. The magnitude of vorticity at this layer is
maximum at the points of maximum velocity and starts to decrease at around 𝑡𝑡/𝑇𝑇 = 0.21 which

corresponds to the point where minimum acceleration is reached. The vorticity magnitude decreases from
this point until 𝑡𝑡/𝑇𝑇 = 0.5 where acceleration starts and the WVL increases in strength and size. This process

occurs in a nonviolent way in which no separated vortical patches are formed. The corresponding phase-

averaged velocity contour with superimposed iso-vorticity lines is also shown in Figure 5.6. The parabolic
velocity profile is evident in this contour as well as a phase lag between the velocity signals at the centerline
and at the walls, which is caused by the friction at the solid boundary. The asymmetrical behavior of the
velocity profiles is also clear, causing the flow near the upper wall to be more susceptible to the friction
exerted by the wall. This is indicated by the greater extent in the radial direction of the low velocity region,
which at the same time causes the WVL at this portion of the pipe to have greater variability in magnitude.
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Figure 5.6. Normalized phase-averaged vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour with
superimposed iso-vorticity lines (right) for 𝑅𝑅𝑅𝑅=624, 𝑊𝑊𝑜𝑜 =6.3 and 𝐴𝐴 ≈0.2. Cycle starts at maximum velocity. Data
obtained at 𝑥𝑥/𝐷𝐷=183.75.

The phase-averaged contour of normalized vorticity and velocity for the case of 𝑅𝑅𝑅𝑅 = 2321 are shown in

Figure 5.7. The behavior in this case is very similar to the one seen for the lowest 𝑅𝑅𝑅𝑅 case. The magnitude

of vorticity in the WVL decreases to its lowest value at the point of minimum velocity and increases during
acceleration, becoming stronger at the point when the flow is reaching its maximum velocity. A major

difference between this 𝑅𝑅𝑅𝑅 and the previous one is that the WVL shows small disturbances that are confined

to the near wall region, which are indicative of early stages of localized transition.

Figure 5.7. Normalized phase-averaged vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour with
superimposed iso-vorticity lines (right) for 𝑅𝑅𝑅𝑅=2321, 𝑊𝑊𝑜𝑜 =6.3 and 𝐴𝐴 ≈0.2. Cycle starts at maximum velocity. Data
obtained at 𝑥𝑥/𝐷𝐷=183.75.
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As the 𝑅𝑅𝑅𝑅 increases to 4824, the wall region is characterized by the existence of multiple vortical structures,
which suggests a turbulent boundary layer, as shown in Figure 5.8. Although some of these structures

protrude towards the center of the pipe, the ones carrying stronger vorticity magnitude remain confined to
the wall region. While the vortical structures appear to become stronger during acceleration, they do not
disappear during deceleration and therefore remain present throughout the entire cycle of pulsation. Thus,
their existence appears to be independent on the pulsating characteristics of the flow.

Figure 5.8. Normalized phase-averaged vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour with
superimposed iso-vorticity lines (right) for 𝑅𝑅𝑅𝑅=4824, 𝑊𝑊𝑜𝑜 =6.3 and 𝐴𝐴 ≈0.2. Cycle starts at maximum velocity. Data
obtained at 𝑥𝑥/𝐷𝐷=183.75.

5.2.1.3 Spatio-temporal evolution
Additional insights into the underlined physics of the present flow can be obtained by considering the
instantaneous values of the LP and HP components of normalized vorticity and velocity across the pipe
over some cycles of pulsation. Figure 5.9 shows contours of instantaneous vorticity, 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 over three

consecutive cycles for 𝑅𝑅𝑅𝑅 = 624. The cycle begins at the maximum velocity instance. There is no major
variability in the vortical activity from cycle to cycle. The strength and size of the WVL in the radial

direction at this low 𝑅𝑅𝑅𝑅 case are modulated by the frequency of pulsation. There are also asymmetries in
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the extent of the WVL in the radial direction between the top and bottom wall, being the one at the top the
one that extends the most towards the center of the pipe. The corresponding instantaneous HP vorticity is
also shown in Figure 5.9, which displays the presence of very small and intermittent patches of lowamplitude and high-frequency fluctuations limited to the near all region, not extending more than 0.2𝑅𝑅.

In general, there are great quantitative and qualitative similarities and sometimes overlapping information
between phase-averaged and instantaneous data, although there are also substantial differences among
them. One such difference, for instance, is the frequency content of the two quantities. The averaging
process in the phase-averaged results integrates over frequency/time the data and the outcome are smoother
contours in the graphs than those in the instantaneous data in which higher frequency content is displayed
by the rough-edged contours shown in the plotted results.

Figure 5.9. Normalized instantaneous vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and instantaneous vorticity fluctuations
𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 𝑅𝑅/𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=624 and 𝑊𝑊𝑜𝑜 =6.3. Cycle starts at maximum velocity. Data obtained at
𝑥𝑥/𝐷𝐷=183.75.

Figure 5.10 shows the contours of LP and HP normalized velocity in which also very small patches of high
frequency fluctuations are seen in the near wall region, while the center of the pipe remains laminar
throughout the pulsation cycle. These small fluctuations, which are more pronounced at the top wall due to
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asymmetries in the velocity profile, are intermittent and therefore modulated by the pulsating
characteristics. It is important to mention that their magnitude is within the noise level and uncertainty of
the experimental technique.

Figure 5.10. Normalized instantaneous velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour with superimposed iso-vorticity lines (left) and
instantaneous velocity fluctuations 𝑢𝑢𝐻𝐻𝐻𝐻 /𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=624, 𝑊𝑊𝑜𝑜 =6.3 and 𝐴𝐴 ≈0.2. Cycle starts at
maximum velocity. Data obtained at 𝑥𝑥/𝐷𝐷=183.75.

The 𝑅𝑅𝑅𝑅 = 2321, shown in Figure 5.11, displays a slightly different behavior at the wall region compared

to the previous case. As it was observed in the phase-averaged contour, The WVL in the LP vorticity
contour shows the presence of small disturbances that appear to create undulations that propagate towards
the edge of the vortical layer. The amplitude of this oscillations is attenuated in the centerline region by the
inertia of the higher velocity flow. The HP normalized vorticity contour, shown in the same figure, displays
the presence of localized fluctuations in the near wall region. These fluctuations are present throughout the
entire cycle of pulsation and only their extent in the radial direction seems to be modulated by the pulsating
characteristics of the flow.
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Figure 5.11. Normalized instantaneous vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and instantaneous vorticity fluctuations
𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 𝑅𝑅/𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=2321, 𝑊𝑊𝑜𝑜 =6.3 and 𝐴𝐴 ≈0.2. Cycle starts at maximum velocity. Data obtained at
𝑥𝑥/𝐷𝐷=183.75.

The normalized LP and HP velocity contours for this same 𝑅𝑅𝑅𝑅 are shown in the Figure 5.12. The LP velocity
contour displays a laminar-like velocity profile. However, the HP velocity contour shows that the flow at
the wall region displays fluctuations similar to the ones observed in the vorticity contour, which remain
present during the entire pulsation cycle. The fact that the free stream flow remains free of turbulence and
that the fluctuations remain localized classifies this case as pre-transitioning laminar flow.

Figure 5.12. Normalized instantaneous velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour with superimposed iso-vorticity lines (left) and
instantaneous velocity fluctuations 𝑢𝑢𝐻𝐻𝐻𝐻 /𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=2321, 𝑊𝑊𝑜𝑜 =6.3 and 𝐴𝐴 ≈0.2. Cycle starts at
maximum velocity. Data obtained at 𝑥𝑥/𝐷𝐷=183.75.
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As the Reynolds number increases to 𝑅𝑅𝑅𝑅 = 3075, a different trend is observed. The WVL becomes unstable

and starts to break down into smaller vortical structures as shown in Figure 5.13. High fluctuations of
vorticity, in the form of dipoles carrying opposite magnitude vorticity, are present in the wall region and
start propagating to the center of the pipe. It appears that the extent of these dipoles in the radial direction
is modulated by the pulsation frequency, protruding more towards the centerline at the part of the cycle
when the maximum velocity is reached.
At 𝑅𝑅𝑅𝑅 = 3891 and 4824, shown in the same figure, the vortical layer becomes thinner and it is completely

broken down into smaller structures carrying intense vorticity that are confined in the near wall region.

Lower magnitude vorticity protrudes towards the centerline, where higher frequency fluctuations are
observed. It appears that for these two cases, the magnitude and size of the vortical structures and their high
frequency fluctuation are not modulated by the pulsation characteristics of the flow, having similar behavior
of a post-transitional steady flow. A similar situation is seen in the LP and HP velocity contours shown in
Figure 5.14, where all the higher 𝑅𝑅𝑅𝑅 cases show a flat velocity profile and velocity fluctuations greater than

3% even at the centerline region, at any phase of the pulsation cycle.

89

𝑹𝑹𝑹𝑹 = 𝟑𝟑𝟑𝟑𝟑𝟑𝟑𝟑

𝑹𝑹𝑹𝑹 = 𝟑𝟑𝟑𝟑𝟑𝟑𝟑𝟑

𝑹𝑹𝑹𝑹 = 𝟒𝟒𝟒𝟒𝟒𝟒𝟒𝟒

Figure 5.13. Normalized instantaneous vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and instantaneous vorticity fluctuations
𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 𝑅𝑅/𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=3075, 3891 and 4824 with 𝑊𝑊𝑜𝑜 =6.3 and 𝐴𝐴 ≈0.2. Cycle starts at maximum
velocity. Data obtained at 𝑥𝑥/𝐷𝐷=183.75.
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𝑹𝑹𝑹𝑹 = 𝟑𝟑𝟑𝟑𝟑𝟑𝟑𝟑

𝑹𝑹𝑹𝑹 = 𝟑𝟑𝟑𝟑𝟑𝟑𝟑𝟑

𝑹𝑹𝑹𝑹 = 𝟒𝟒𝟒𝟒𝟒𝟒𝟒𝟒

Figure 5.14. Normalized instantaneous velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour with superimposed iso-vorticity lines (left) and
instantaneous velocity fluctuations 𝑢𝑢𝐻𝐻𝐻𝐻 /𝑈𝑈0 contour (right) for 𝑅𝑅𝑒𝑒=4824, 3891 and 4824 with 𝑊𝑊𝑜𝑜 =6.3 and 𝐴𝐴 ≈0.2.
Cycle starts at maximum velocity. Data obtained at 𝑥𝑥/𝐷𝐷=183.75.
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Additional information on the spatial development of the flow structures has been obtained by observing
contours of vorticity in the measurement area at fixed times. Each time frame contains contours of isovorticity 𝜔𝜔𝑧𝑧 𝑅𝑅/𝑈𝑈0 with superimposed velocity vectors measured in the illumination plane. The beginning
of the cycle in these plots starts at the instance of minimum velocity. Figure 5.15 shows a sequence of

frames during the acceleration and deceleration phase of the cycle for 𝑅𝑅𝑅𝑅 = 624. The frames at 𝑡𝑡/𝑇𝑇 = 0.24

and 0.41 corresponding to the accelerating phase show the growth of the WVL as the velocity of the flow

increases. The WVL in this case do not include patches of intermittent vorticity indicating that the flow is
laminar. During the decelerating phase of the cycle at 𝑡𝑡/𝑇𝑇 = 0.68 the wall vortical layer reduces its strength

forming smaller layers that dissipate almost completely at 𝑡𝑡/𝑇𝑇 = 0.93 when the flow is reaching the

minimum velocity part of the cycle. The vortical activity of the WVL in this low 𝑅𝑅𝑅𝑅 case and the fact that

persistent individual structures are not seen in the near wall region classifies this flow as laminar throughout
the entire duration of the cycle.
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𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟐𝟐𝟐𝟐

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟒𝟒𝟒𝟒

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟔𝟔𝟔𝟔

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟗𝟗𝟗𝟗

Figure 5.15. Evolution of instantaneous vorticity fields with superimposed velocity vectors obtained at fixed times of
the pulsation cycle for 𝑅𝑅𝑅𝑅=624, 𝑊𝑊𝑜𝑜 =6.30 and 𝐴𝐴 ≈0.2. Cycle starts at minimum velocity.

Figure 5.16 shows few frames at fixed times during the acceleration and deceleration phase of the pulsation
cycle in the case of 𝑅𝑅𝑅𝑅 = 4824. At 𝑡𝑡/𝑇𝑇 = 0.03, right after minimum velocity was reached some structures

with significant vorticity begin to form in the near wall region while some weaker structures are present in
the centerline region. These weak structures probably detached from the wall prior to enter the measurement
area and are traveling downstream while losing their strength. At frame 𝑡𝑡/𝑇𝑇 = 0.15, when the flow is

reaching maximum acceleration more patches of significant vorticity start populating the near wall region
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forming a layer of vorticity. As the time advances in the pulsating cycle from 𝑡𝑡/𝑇𝑇 = 0.44 to 0.95, it is

possible to see that the layer of vorticity in the near wall region is not very uniform and consist of structures
of different strength vorticity that detach and travel downstream. Although some structures are seen in the
center of the pipe, the ones carrying significant vorticity magnitude remain localized in the near wall region,
indicating that this is a developing turbulent flow in which the wall effects have not fully propagated to the
center of the pipe.
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Figure 5.16. Evolution of instantaneous vorticity fields with superimposed velocity vectors obtained at fixed times of
the pulsation cycle for 𝑅𝑅𝑅𝑅=4824, 𝑊𝑊𝑜𝑜 =6.30 and 𝐴𝐴 ≈0.2. Cycle starts at minimum velocity.
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5.2.1.4 Discussion
It appears that at this Womersley number, 𝑊𝑊𝑜𝑜 = 6.3, and amplitude ratio, 𝐴𝐴 ≈ 0.2, the flow at 𝑅𝑅𝑅𝑅 = 624

and 1140 display a laminar behavior characterized by a parabolic velocity profile at any phase of the cycle
and a thick vortical layer at the wall without the presence of individual turbulent structures. This WVL is

modulated by the frequency of pulsation, increasing in size and strength during acceleration. High
frequency vorticity and velocity oscillations are present in the region very close to the wall. However, they
are very small in magnitude and close to the uncertainty range and noise level of the system. At 𝑅𝑅𝑅𝑅 = 2321,

intermittent structures appear at the wall region inside the wall vortical layer, indicating early stages of
transition. The velocity profile slightly deviates from the parabolic shape and high frequency velocity and
vorticity fluctuations with stronger magnitude are present at the wall where they remain confined, indicating
that transition is a process that starts at the wall. The flow at this 𝑅𝑅𝑅𝑅 is classified as pre-transitioning laminar

flow. At the higher 𝑅𝑅𝑅𝑅 cases in this analysis, the WVL begins to break down into smaller structures carrying

strong vorticity that protrude towards the center of the pipe. High frequency oscillations of vorticity and
velocity are present in the entire flow field in the form of dipoles that extend from the wall. The strength
and size of this fluctuations does not appear to the influenced in any way by the pulsating characteristics of
the flow. The turbulent structures in these cases are generated in the wall region and remain confined to this
zone, from where they control the high frequency fluctuations that extend to the center line region. For this
reason, these flows are not considered fully turbulent and are categorized as post-transitioning developing
turbulent flows, which behave in a very similar manner at steady state flows in the same regime. It appears
that for this frequency of pulsation and velocity amplitude ratio, transition occurs between 𝑅𝑅𝑅𝑅 = 2321 and

𝑅𝑅𝑅𝑅 = 3075.
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5.2.2 Low pulsation amplitude and 𝑾𝑾𝒐𝒐 = 11.91
5.2.2.1 Velocity and vorticity profiles
Profiles of normalized velocity and vorticity at different instances of the pulsatile cycle for the various
Reynolds numbers with low amplitude and higher frequency investigated in this section are shown in Figure
5.17. The case of low 𝑅𝑅𝑅𝑅 = 579 displays a laminar-like parabolic velocity profile at any part of the cycle.

The maximum normalized velocity exceeds 𝑢𝑢/𝑈𝑈0 = 2 due to the effects of the superimposed oscillating
component. At 𝑅𝑅𝑅𝑅 = 1086, the velocity profile still displays a parabolic behavior away from the wall while

displaying some oscillations in the region near the top solid boundary. The maximum velocity in this case
is reached at around 0.1𝑅𝑅 below the centerline, which is expected at low 𝑅𝑅𝑅𝑅 numbers due to the gravitational

effects taking place in the experimental setup. When the Reynolds number is increased to 𝑅𝑅𝑅𝑅 = 2206, the

velocity profiles deviate drastically from the parabolic behavior and display significant spatial variations.

Maximum velocity is also reduced to about 𝑢𝑢/𝑈𝑈0 = 1.6. With increasing Reynolds number, the velocity
profiles show a reduction in the spatial variability and a tendency to a flatter profile in the centerline.
Normalized vorticity profiles taken at the same times of the pulsation cycle as the velocity profile are shown
in Figure 5.18. The vorticity magnitude shows opposite signs at the walls in accordance with the coordinate
system used. The lowest two 𝑅𝑅𝑅𝑅 cases display a similar behavior in which the vorticity changes linearly
from one wall to the other. The strongest vorticity magnitude is observed at the wall, with higher activity

displayed at the lower one. Minimum spatial variation is also seen in the centerline region. The case of
𝑅𝑅𝑅𝑅 = 2206, as expected from its highly unstable velocity profiles, displays high variability in the vortical

activity closer to the centerline region. From the velocity and vorticity profiles at this case, it appears that
transition has already occurred, and it is in a developing turbulent flow state. The vorticity profiles for the
𝑅𝑅𝑅𝑅 cases after this point behave in a similar way.

97

Figure 5.17. Instantaneous velocity profiles of the flow at different 𝑅𝑅𝑅𝑅 numbers obtained on a vertical plane of the
pipe at fixed times of the pulsation cycle for 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.2. Data obtained at 𝑥𝑥/𝐷𝐷=183.75.
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Figure 5.18. Instantaneous vorticity profiles of the flow at different 𝑅𝑅𝑅𝑅 numbers obtained on a vertical plane of the
pipe at fixed times of the pulsation cycle for 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.2. Cycle starts at minimum velocity. Data obtained
at 𝑥𝑥/𝐷𝐷=183.75.

99

5.2.2.2 Phase-averaged structure
Additional information on the evolution of large-scale structures can be obtained by inspection of the phaseaveraged contours of normalized velocity and vorticity. Figure 5.19 shows the phase-averaged results for
𝑅𝑅𝑅𝑅 = 579 which demonstrates the existence of a WVL similar to the one observed in the previous section
for lower Womersley number and similar Reynolds number. It is interesting to see the presence of

undulations at the edge of the WVL which form strips that protrude towards the centerline region, which
probably are associated with Kelvin-Helmholtz (K-H) instabilities of the shear layer. These strips have a
frequency of about 1.5 Hz, which corresponds to six times the frequency of pulsation, and their orientation
is probably controlled by the pressure gradient between regions of high and low velocity. The vorticity
magnitude inside the WVL is modulated by the frequency of pulsation which seems to decrease during
deceleration reaching its lowest value at 𝑡𝑡/𝑇𝑇 = 0.5, which corresponds to the point of minimum velocity.

Figure 5.19. Normalized phase-averaged vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour with
superimposed iso-vorticity lines (right) for 𝑅𝑅𝑅𝑅=579, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.2. Cycle starts at maximum velocity. Data
obtained at 𝑥𝑥/𝐷𝐷=183.75.

At 𝑅𝑅𝑅𝑅 = 2206, shown in Figure 5.20 the thickness of the WVL decreases considerably and its edge breaks

down into smaller structures carrying strong vorticity that are elongated towards the center of the pipe. The
vortical layer at the top wall appears to be more unstable compared to the one at the bottom wall. Individual
flow structures are present at the upper wall, while at the bottom there is a very thin layer carrying constant
vorticity from which strips extend towards the center. The corresponding contour of normalized velocity
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shown in the same figure, displays a highly asymmetric velocity profile which explains the orientation of
the vortical strips and their difference between both walls.

Figure 5.20. Normalized phase-averaged vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour with
superimposed iso-vorticity lines (right) for 𝑅𝑅𝑅𝑅=2206, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.2. Cycle starts at maximum velocity.
Data obtained at 𝑥𝑥/𝐷𝐷=183.75.

At 𝑅𝑅𝑅𝑅 = 4380, shown in Figure 5.21, the WVL becomes very thin and flow structures detach from it and

start moving towards the center of the pipe, where they lose their strength. The flow in the centerline region
is highly disturbed but the flow structures carrying high vorticity are confined to the near wall region, at
𝑦𝑦/𝑅𝑅 > 0.4. The velocity contour, shown in the same figure, displays a more symmetric profile, which
explains why the extent of the WVL in the radial direction is similar between the top and bottom walls.

Figure 5.21. Normalized phase-averaged vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour with
superimposed iso-vorticity lines (right) for 𝑅𝑅𝑅𝑅=4380, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.2. Cycle starts at maximum velocity.
Data obtained at 𝑥𝑥/𝐷𝐷=183.75.
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5.2.2.3 Spatio-temporal evolution
Contours of normalized vorticity and velocity for three consecutive cycles are shown in this section. The
normalized vorticity contour for the case of 𝑅𝑅𝑅𝑅 = 579, shown in Figure 5.22, displays the presence of low

amplitude K-H vortices at the edge of the WVL. In the wall region, it is possible to see high disturbances
with patches of lower vorticity occurring at the instance of minimum velocity. It is likely that these
disturbances, which are initiated at the wall where shear stress is higher, are triggered by K-H instabilities
that propagate to the center of the pipe. The normalized high frequency vorticity shown in the same figure,
displays strong activity in the wall region, which seem to be slightly modulated by the frequency of
pulsation.

Figure 5.22. Normalized instantaneous vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and instantaneous vorticity fluctuations
𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 𝑅𝑅/𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=579, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.2. Cycle starts at maximum velocity. Data obtained at
𝑥𝑥/𝐷𝐷=183.75.

The velocity contours for this same case, shown in Figure 5.23, display the parabolic velocity profile
resembling laminar flow, however there are significant oscillations of the velocity at the wall that together
with the vortical activity seen in Figure 5.22, indicate the presence of localized turbulence in the wall region.
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Figure 5.23. Normalized instantaneous velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour (left) and instantaneous velocity fluctuations
𝑢𝑢𝐻𝐻𝐻𝐻 /𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=579, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.2. Cycle starts at maximum velocity. Data obtained at
Figure 5.23𝑥𝑥/𝐷𝐷=183.75.

At 𝑅𝑅𝑅𝑅 = 2206, shown in Figure 5.24, the VWL at the top wall completely broke down into smaller
structures that extend to the center of the pipe. The lower wall retains a thin layer that is still attached to it,

while strong vortical structures also protrude towards the centerline. The high frequency vorticity also
shows strong activity in the center of the pipe.

Figure 5.24. Normalized instantaneous vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and instantaneous vorticity fluctuations
𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 𝑅𝑅/𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=2206, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.2. Cycle starts at maximum velocity. Data obtained
at 𝑥𝑥/𝐷𝐷=183.75.
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The velocity contour with iso-vorticity lines superimposed shown in Figure 5.25 displays a highly
asymmetric velocity profile which seems to influence the orientation of the main vortical structures that
detach from the wall. High frequency fluctuations in velocity are also spread in the center of the pipe but
seem to be intermittent, which indicates that their production is modulated by the frequency of pulsation.

Figure 5.25. Normalized instantaneous velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour (left) and instantaneous velocity fluctuations
𝑢𝑢𝐻𝐻𝐻𝐻 /𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=2206, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.2. Cycle starts at maximum velocity. Data obtained at
𝑥𝑥/𝐷𝐷=183.75.

Figure 5.26 shows the LP and HP vorticity contours for the higher 𝑅𝑅𝑅𝑅 cases. It is observed that as the 𝑅𝑅𝑅𝑅 is

increased further, the WVL becomes highly unstable and strong vortical activity is seen in the center of the

pipe. The contours of normalized velocity, shown in Figure 5.27, exhibit a flat velocity profile with high
variability from cycle to cycle. The HP contour also displays the presence of high frequency fluctuations in
the entire pipe, which indicate that the flow is turbulent. The pulsatile characteristics of the flow do not
modulate the production of turbulence anymore at these higher 𝑅𝑅𝑅𝑅 cases.
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𝑹𝑹𝑹𝑹 = 𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐
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Figure 5.26. Normalized instantaneous vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and instantaneous vorticity fluctuations
𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 𝑅𝑅/𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=2987, 3891 and 4389 with 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.2. Cycle starts at maximum
velocity. Data obtained at 𝑥𝑥/𝐷𝐷=183.75.
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Figure 5.27. Normalized instantaneous velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour (left) and instantaneous velocity fluctuations
𝑢𝑢𝐻𝐻𝐻𝐻 /𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=2987, 3891 and 4389 with 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.2. Cycle starts at maximum
velocity. Data obtained at 𝑥𝑥/𝐷𝐷=183.75.
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Figure 5.28 shows contours of normalized vorticity with superimposed velocity vectors for the case of 𝑅𝑅𝑅𝑅 =

579. Cycle begins at the instance of minimum velocity. At 𝑡𝑡/𝑇𝑇 = 0.09, during the early stages of
acceleration, the WVL contains smaller areas of different vorticity magnitude, which seem to partially

detach from the bottom wall at 𝑡𝑡/𝑇𝑇 = 0.19. As the time advances to 𝑡𝑡/𝑇𝑇 = 0.34, the vortical layer is fully

attached to the wall and the smaller patches of vorticity merged increasing the vorticity magnitude of the
WVL as the flow reaches its maximum velocity. During deceleration, at 𝑡𝑡/𝑇𝑇 = 0.65, intermittency in the

vorticity magnitude of the VWL is observed in the wall region as well as in the edge closer to the center of
the pipe. This intermittent behavior continues as the deceleration phase progresses and the vorticity
magnitude of the WVL decreases to its lowest value at the point of minimum velocity. It appears that this
intermittent behavior, characterized by oscillations in vorticity magnitude at the wall, are caused by K-H
instabilities in the shear layer.
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Figure 5.28. Evolution of instantaneous vorticity fields with superimposed velocity vectors obtained at fixed times of
the pulsation cycle for 𝑅𝑅𝑅𝑅=579, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.2. Cycle starts at minimum velocity.
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Figure 5.29 shows the evolution of velocity contours during the acceleration phase for 𝑅𝑅𝑅𝑅 = 2206. At
𝑡𝑡/𝑇𝑇 = 0.06, right after the instance of minimum velocity, flow structures of significant vorticity are present
in the flow field which seem to have detached from the wall. At the upper half, the vortical layer is separated

from the wall while few smaller structures of lower amplitude begin to form. As acceleration progresses,
more large-scale structures detached from both walls, as depicted in the sequence of frames from 𝑡𝑡/𝑇𝑇 =
0.36 to 0.45. From the inlet part of the measurement area, a large structure separates from the WVL towards

the center of the center of the pipe. However, these structures only extend to 0.4𝑅𝑅 before merging again
with the wall layer. Patches of low amplitude and opposite vorticity are also observed in the centerline
region traveling downstream.
Contours of vorticity during the deceleration phase of the cycle are shown in Figure 5.30. At 𝑡𝑡/𝑇𝑇 = 0.62,

large-scale structures with strong vorticity magnitude are present in the centerline region. Structures
carrying opposite vorticity seem to coexist in the lower part of the pipe, which are indicative of turbulence.
At 𝑡𝑡/𝑇𝑇 = 0.64, two elongated structures carrying positive and negative vorticity come into the
measurement domain and travel with the free stream flow until they merge with the wall layer at 𝑡𝑡/𝑇𝑇 =

0.75. At 𝑡𝑡/𝑇𝑇 = 0.90, closer to the point of minimum velocity, the WVL loses strength and forms smaller

patches of different vorticity magnitude. At the same time, few structures closer to the centerline region are
present. It appears that the vortical structures observed in this case are persistent and exist throughout the
duration of the pulsating cycle. They do not appear to breakdown in the measurement area and seem to
continue traveling downstream until they merge with the existing WVL.
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Figure 5.29. Evolution of instantaneous vorticity fields with superimposed velocity vectors obtained at fixed times of
the acceleration part of the pulsation cycle for 𝑅𝑅𝑅𝑅=2206, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.2. Cycle starts at minimum velocity.
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Figure 5.30. Evolution of instantaneous vorticity fields with superimposed velocity vectors obtained at fixed times of
the deceleration part of the pulsation cycle for 𝑅𝑅𝑅𝑅=2206, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.2. Cycle starts at minimum velocity.
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5.2.2.4 Discussion
At Womersley number, 𝑊𝑊𝑜𝑜 = 11.91, and pulsation amplitude, 𝐴𝐴 ≈ 0.2, the flow at 𝑅𝑅𝑅𝑅 = 579 and 1086

display a parabolic-like velocity profile. However, it also displays the presence of high frequency
fluctuation of velocity and vorticity in the near wall region. These fluctuations are present during the entire
cycle and only their extent in the radial direction appears to be slightly modulated by the frequency of
pulsation. They are confined to the near wall region and never break out to the center of the pipe, which
categorizes the flow at this low Reynolds numbers as pre-transitioning laminar flows. It is important to
mention that at 𝑅𝑅𝑅𝑅 = 579, low-amplitude undulations at the edge of the WVL due to the presence of K-H

instabilities in the shear layer are observed. As the Reynolds number increases to 𝑅𝑅𝑅𝑅 = 2206, these
instabilities cause the WVL to breakdown and structures protruding towards the centerline appear. High

frequency fluctuation in velocity and vorticity are present in the centerline region and do not appear to be
modulated by the frequency of pulsation. In addition to this, a highly asymmetric and flatter velocity profile
at different phases of the pulsating cycle is seen, which indicates that transition already took place and that
the flow at this 𝑅𝑅𝑅𝑅 is a developing turbulent flow. The higher 𝑅𝑅𝑅𝑅 cases investigated in this section display

a similar behavior, characterized by a very thick WVL with elongated strips at its edge, a flat velocity
profile and the presence of high velocity fluctuation in the entire flow field. The appearance of these
fluctuations does not appear to be influenced in any way by the frequency of pulsation and the flow behaves
like a turbulent steady flow.

5.2.3 Effect of Womersley number on transition at low pulsation amplitude
From the results in this section, it is evident that as the Womersley number decreases while the pulsation
amplitude remains nearly constant at a low value, transition to turbulence is delayed to higher Reynolds
numbers. This is in agreement with the findings of Stettler & Fazle Hussain (1986), Xu et al. (2017) and
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Xu & Avila (2018). It is also observed that at low Womersley number, the flow at low Reynolds numbers
does not substantially differ from laminar parabolic Poiseuille flow. In contrast, when the Womersley
number is almost doubled, the case of 𝑅𝑅𝑅𝑅 = 579 displays K-H instabilities in the shear layer that causes

the flow to exhibit early stages of localized transition in the near wall region. Although transition occurs at
different critical 𝑅𝑅𝑅𝑅 numbers for the two pulsating frequencies investigated here, it behaves similarly as the

steady flow case. Hence, the production of turbulence, which is seen in the entire flow field on every phase
of the cycle, is not modulated by the pulsating characteristic of the flow.

5.3 Pulsatile flows with reverse flow
The results obtained in the case of pulsatile flows with Reynolds numbers in the range 535 − 4825 with

pulsation amplitude 𝐴𝐴 ≈ 0.9 and Womersley number 𝑊𝑊𝑜𝑜 = 11.91 are presented and discussed in this

section. Bulk flow parameters for the experiments in this section are shown in Table 3.2. According to the
flow map shown in Figure 2.9, pulsatile flows with values of the characteristic parameters in the range

investigated here display flow reversals at the wall.

5.3.1 Velocity and vorticity profiles
Selective profiles of normalized instantaneous longitudinal velocity 𝑢𝑢/𝑈𝑈0 are shown in Figure 5.31 for four
of the Reynolds numbers investigated here. They depict some of the basic characteristics of the flow during
the accelerating and decelerating phases of the pulsation. The cycle starts at the instance of minimum
velocity. The velocity values have been nondimensionalized by the average velocity 𝑈𝑈0 . The ratio 𝑢𝑢/𝑈𝑈0

significantly exceeds the value of two because of the large superimposed oscillatory component 𝑢𝑢𝑜𝑜𝑜𝑜 /𝑈𝑈0 ,
which causes displacement effects in the boundary layer. The velocity profiles at 𝑅𝑅𝑅𝑅=535 and 1140 exhibit,
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in broad terms, a parabolic spatial behavior even at times other than those at their maximum values, while
the profiles at 𝑅𝑅𝑅𝑅=2285 and 4825 show a rather flat velocity profile in the regions around the center line

and away from the wall. This feature is indicative of developing wall flows in which wall effects have not
reached the center line. As the flow starts to recede during the deceleration phase, substantial asymmetries
developed which seem to be larger than the asymmetries seen in the previous cases due to temporal
fluctuations. Another observation from these data is that in all cases there are substantial flow reversal
which start at the wall and propagate towards the center line. These flow reversals are, most likely,
responsible for the subsequent asymmetric development of the profiles. As was mentioned in the theoretical
analysis, shown in Chapter 2, this reverse flow is inherent to the pulsation characteristics, which are
controlled by the pulsation amplitude 𝐴𝐴 = 𝑢𝑢𝑜𝑜𝑜𝑜 /𝑈𝑈0 and nondimensional frequency, 𝑊𝑊0 . It is evident from

the velocity profiles in Figure 5.31 that flow reversals start at the near wall, where flow inertia is smaller
and the shear forces are high, and then they propagate slowly towards the center line where velocities and
therefore inertia is higher while shear forces are small. The velocity profiles show that the extent of the
reverse flow region in the cases of 𝑅𝑅𝑅𝑅 = 535 and 1140, is no more than 0.3𝑅𝑅 from the wall, while in the
higher 𝑅𝑅𝑅𝑅 cases it can reach more than 0.6𝑅𝑅 from the wall. In the case of 𝑅𝑅𝑅𝑅 = 4825, it is observed that

flow reversal does not occur at the same time at different locations across the pipe. The velocity profiles in
this case become highly unsteady when the flow changes direction.
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Figure 5.31. Instantaneous velocity profiles of the flow at different 𝑅𝑅𝑅𝑅 numbers obtained on a vertical plane of the
pipe at fixed times of the pulsation cycle for 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Data obtained at 𝑥𝑥/𝐷𝐷=183.75.

Profiles of instantaneous normalized vorticity, 𝜔𝜔𝑧𝑧 𝑅𝑅/𝑈𝑈0 , for the same four 𝑅𝑅𝑅𝑅 cases are shown in Figure

5.32. They should be antisymmetric, with negative vorticity on the lower wall and positive on the top
according to the coordinate system used. Intense vortical activities are observed very closed to the top and
lower parts of the wall inside the developing boundary layers while in regions away from the wall, vorticity
values are considerably lower, although there is spatial variability from the expected antisymmetric
distribution. Maximum vorticity appears at the time when velocity is maximum. As the 𝑅𝑅𝑅𝑅 increases, the
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unsteady boundary layer becomes thinner and higher values of vorticity are measured close to the wall,
which displays substantial asymmetries between the top and bottom wall. The spatial variability around the
center line of the pipe flow and the slope of the distribution along the diameter are reduced gradually as the
𝑅𝑅𝑅𝑅 increases.

Figure 5.32. Instantaneous vorticity profiles of the flow at different 𝑅𝑅𝑅𝑅 numbers obtained on a vertical plane of the
pipe at fixed times of the pulsation cycle for 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Data obtained at 𝑥𝑥/𝐷𝐷=183.75.
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5.3.2 Phase-averaged structure
An informative description of the fundamental physical process in the flow includes a discussion of the
phase-averaged results. Contours of normalized vorticity and velocity for 𝑅𝑅𝑅𝑅 = 535, shown in Figure 5.33,
indicate a reasonable symmetry between the upper and lower walls. The cycle begins and ends at the
maximum velocity instance. A large WVL attached to the solid boundary can be identified between 𝑡𝑡/𝑇𝑇 =

0 and 0.19. The WVL decelerates in this range at the end of which inflectional instability seems to occur
due to the presence of reverse flow and it separates at 𝑡𝑡/𝑇𝑇=0.19. On the high velocity side of the WVL,

four strips/fingers of vorticity protrude into the external flow which, most probably, are associated with KH instabilities of the shear layer that form vortical structures with an approximate frequency of 𝑓𝑓𝐾𝐾𝐾𝐾 ≈ 8 to

10𝑓𝑓𝑝𝑝 = 2 to 2.5 Hz. It is important to mention that the K-H structures in this case have stronger vorticity
magnitude compared to the ones seen in the case of pulsatile flow with low amplitude, same 𝑊𝑊𝑜𝑜 and similar

𝑅𝑅𝑅𝑅. It is interesting to observe that the maximum and minimum vorticity, mostly due to high values of the

velocity gradient 𝑑𝑑𝑑𝑑/𝑑𝑑𝑑𝑑, are found at 𝑡𝑡/𝑇𝑇 = 0. It is likely that this is the location where K-H instability is

triggered.

Between 0.19 and 0.5𝑡𝑡/𝑇𝑇, the separated shear layer is decelerating although with increasing rate,

𝑑𝑑 2 𝑢𝑢
𝑑𝑑𝑡𝑡 2

> 0.

At 0.5𝑡𝑡/𝑇𝑇, the velocity reaches its minimum values and acceleration 𝑑𝑑𝑢𝑢/𝑑𝑑𝑑𝑑 = 0, after which the shear

layer begins to bend towards the wall. Subsequently, the flow starts to accelerate and the separated shear
layer starts to break up into several larger vortical patches, which as they travel downstream appear to
interact by losing some of their strength or merge with the newly developing WLV. It is evident that these
breakaway structures have their origin at the K-H vortices and now move with faster rate to the second
inflectional points after which the rate of acceleration starts to drop. Their orientation is most probably due
to the pressure gradient developing between the low pressure in the WVL and the higher pressure in the
middle of the pipe. For a similar reason, the K-H vortices are inclined in a symmetrical way.
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Figure 5.33. Normalized phase-averaged vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour with
superimposed iso-vorticity lines (right) for 𝑅𝑅𝑅𝑅=535, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Cycle starts at maximum velocity. Data
obtained at 𝑥𝑥/𝐷𝐷=183.75.

Another major feature of the present flow is the formation of a large secondary vortical structure, induced
by the separated shear layer immediately above, carrying opposite rotation which creates and controls the
reverse flow. There is a remarkable difference between the structures at the top and lower wall. The
structure at the top consists of three smaller vortices, while that at the lower wall is a single-piece structure.
As will be shown later, at these two locations, the flow is turbulent although the 𝑅𝑅𝑅𝑅=535 is low. However,
this turbulence remains localized and never reaches the middle of the pipe.

The variability in shape and strength among the breakaway structures of the separated WVL at times 𝑡𝑡/𝑇𝑇 >

0.6 also suggests that the flow is turbulent. Although these structures are located closer to the center line,
they never escape the near wall region.

The corresponding phase-averaged velocity contours superimposed with iso-vorticity lines are also shown
in Figure 5.33. The overall flow appears to be reasonably symmetric about the pipe axis and across all
phases, including the large recirculating zone which extends from 0.2 to 0.65𝑡𝑡/𝑇𝑇 with a maximum depth
of 0.4𝑅𝑅 from the wall.
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The density of velocity contours at the four corners of the domain at 𝑡𝑡/𝑇𝑇=0 and 1 indicates that the velocity

gradient 𝑑𝑑𝑑𝑑/𝑑𝑑𝑑𝑑 is at the maximum at these phases as exhibited in the data of vorticity shown in the same
figure.

An obvious question is what the extent of these phase-averaged structures in the azimuthal direction is.
Qualitatively, all structures are expected to exist at every location. The WVL, with both parts, the attached
and separated layers, is expected to go around the circumference uninterrupted. The induced secondary
vortical layer close to the wall below the separated WVL is also expected to exist, but variations are likely.
K-H vortices are also expected to be formed in a similar way in the azimuthal direction, but their location
and formation may be different. In general, quantitative variability in the circumferential direction is
expected in all structures.
The phase-averaged vorticity and velocity contours for 𝑅𝑅𝑅𝑅 = 1140 are shown in Figure 5.34. As also

observed in the previous case, a large WVL is present, and it also contains strips of vorticity protruding

from the high velocity side into the external flow. Although the flow in this case is asymmetric compared
to the lower 𝑅𝑅𝑅𝑅 case, it retains some of its characteristics which includes the bending towards the wall of
the separated shear layer and its merging with the developing WVL. The orientation of these vortical

strips/fingers is also the same as in the previous case. The secondary vortical structure formed after
separation of the shear layer is also present in this case but with reduced strength, most likely due to the
lower magnitude of the reversed velocity layer. The asymmetries in the flow, as seen in the velocity contour
also shown in Figure 5.34, cause the K-H vortices on the top wall to propagate closer to the center of pipe
but they never leave completely the WVL.
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Figure 5.34. Normalized phase-averaged vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour with
superimposed iso-vorticity lines (right) for 𝑅𝑅𝑅𝑅=1140, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Cycle starts at maximum velocity.
Data obtained at 𝑥𝑥/𝐷𝐷=183.75.

As the 𝑅𝑅𝑅𝑅 increases to 2285, more K-H type of undulations with vortical content are formed, which

gradually grow and transform into elongated strips/fingers that erupt and break away into free stream region
above the WVL as vortical patches as seen in Figure 5.35. More than ten K-H vortices are formed at the
high-velocity edge of the WVL, which separates at 0.3𝑡𝑡/𝑇𝑇, remaining attached for 70% of the cycle. It
appears that these K-H vortical structures grow during decelerations, while the detached patches from the
forward tip of the separated shear layer remain strong under a flow acceleration. It is evident that the
separated WVL induces the secondary vortical layer below with opposite vorticity, which now is shorter in
duration and thinner in vertical depth than that at the previous lower 𝑅𝑅𝑅𝑅 cases. The corresponding contours

of the 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 , also shown in Figure 5.35, demonstrates that the velocity profiles at this 𝑅𝑅𝑅𝑅=2285 are rather

flat in the regions around the center line and away from the wall, allowing the lower velocity region to
propagate more into the center of the pipe.
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Figure 5.35. Normalized phase-averaged vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour with
superimposed iso-vorticity lines (right) for 𝑅𝑅𝑅𝑅=2285, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Cycle starts at maximum velocity.
Data obtained at 𝑥𝑥/𝐷𝐷=183.75.

As the 𝑅𝑅𝑅𝑅 increases even further, vortical structures separate from the WVL when the flow is approaching

the instance of minimum velocity and the flow starts reversing at the wall. These separated structures travel
to the center of the pipe as shown in Figure 5.36 for the cases of 𝑅𝑅𝑅𝑅 = 3069, 3904 and 4825. The velocity
profiles are highly asymmetric and the reverse flow region at each wall starts at different times, beginning
earlier in the case of the top wall at about 0.2𝑡𝑡/𝑇𝑇. The reverse flow region at the wall creates a secondary
vortex with opposite vorticity right after the separation of the WVL. As seen in the case for 𝑅𝑅𝑅𝑅 = 2285,

the separated patches from the WVL remain strong under flow acceleration and decay when the acceleration
rate starts to decrease, being nonexistent during the deceleration phase where probably the K-H instabilities
are triggered. Another difference from this high 𝑅𝑅𝑅𝑅 cases compared to the lower ones is that the size of the

developing WVL during flow acceleration is reduced and seems to be formed by smaller vortical structures,
indicating the presence of turbulence.
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Figure 5.36. Normalized phase-averaged vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour with
superimposed iso-vorticity lines (right) for 𝑅𝑅𝑅𝑅=3069, 3904 and 4825, with 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Cycle starts at
maximum velocity. Data obtained at 𝑥𝑥/𝐷𝐷=183.75.
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5.3.3 Spatio-temporal evolution
Additional information into the physics of the present flow can be obtained by considering the instantaneous
values of normalized vorticity and velocity across the pipe over several cycles of pulsation. Figure 5.37
shows contours of instantaneous vorticity, 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 over three consecutive cycles for 𝑅𝑅𝑅𝑅 = 535. The
cycle begins at the maximum velocity instance. It is evident that there is some variability from cycle to

cycle as well as within each cycle between the upper and lower halves of the pipe while significant
qualitative similarities exist. One important similarity is the number of protruding vortical strips into the
flow above the WVLs, which are due to K-H instabilities triggered at these locations. There are four K-H
vortices before and four after the maximum velocity location. The forward tip of separated WVL is bent
towards the wall in all cycles, which suggests the possible formation of a typical vortex with a wrapped round shear layer undergoing K-H instabilities.
It is also interesting to observe that the structure of the induced secondary wall vortical layer appears to be
more homogeneous in terms of its vorticity content than what is found in their phase-averaged structure,
indicating that these structures are vortices.
Of interest is information related to the generation of turbulent fluctuations and particularly vorticity ones
in this periodic flow field. Contours of 𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 𝑅𝑅/𝑈𝑈0 fluctuations for this case are also shown in Figure 5.37.

Careful examination of the data reveals that vorticity fluctuations appear in the form of dipoles, each
carrying one positive and negative pole. Their amplitude/strength and extent/size depend on location. They
can be classified according to their position, such as near the wall where the attached WVL and the
secondary vortex are located, or separated WVL. High vorticity fluctuations can be found within the
attached WVL at the beginning/end of each cycle where the flow decelerates and at the upstream side of
the secondary vortex where the flow impinges the wall by the circulation of the vortex. Away from the
wall, the vorticity dipoles are located in the protruding fingers of the K-H vortices or between the breakaway

vortical patches. These two sets of dipoles with intense vorticity have symmetric inclinations with respect
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to the minimum velocity locations, where one is developing under deceleration where Adverse Pressure
Gradient (APG) effects are strong and the other during acceleration. It is the latter characteristic of enhanced
fluctuations which breaks down the very widely accepted norm that acceleration i.e., Favorable Pressure
Gradient (FPG) effects suppress turbulence.

Figure 5.37. Normalized instantaneous vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and instantaneous vorticity fluctuations
𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 𝑅𝑅/𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=535, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Cycle starts at maximum velocity. Data obtained at
𝑥𝑥/𝐷𝐷=183.75.

Plots of velocity contours 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 are shown in Figure 5.38. Superimposed on these contours are several

vorticity isolines 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 from Figure 5.37 for better visual aid. The most significant feature in these

plots is the extent in space and time of the reverse flow region, which is generating the secondary vortical
layer. Between two consecutive recirculating regions there is a high shear area within the WVL that
generates high vorticity as well as significant fluctuations of 𝑢𝑢𝐻𝐻𝐻𝐻 /𝑈𝑈0 as shown also in Figure 5.38. These

fluctuations, like in the case of vorticity fluctuations, appear to be higher in the attached WVL and the
reattachment region of the secondary vortex. It also appears that these fluctuations in the near wall constitute
the so-called turbulent spots which grow during the deceleration phase of the flow, where the APG effects
are strong, and remain present in that region throughout the whole flow cycle. This phase also includes the
reversing of the flow direction and the associated dynamic flow reattachment which strongly suggest that
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it is during this time, when shear is large, that inflectional instability occurs leading to a breakout to
turbulence. During this phase, when the flow decelerates throughout the whole flow field, turbulence has
not reached the center of the pipe and therefore it is confined in the near wall region. The most significant
result is that localized turbulence is present at these low 𝑅𝑅𝑅𝑅 numbers in the near wall region because of

phenomena associated with flow reversals. Fluctuations in the strips/fingers and separated vortical
structures are significantly smaller in amplitude but not negligible.

Figure 5.38. Normalized instantaneous velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour with superimposed iso-vorticity lines (left) and
instantaneous velocity fluctuations 𝑢𝑢𝐻𝐻𝐻𝐻 /𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=535, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Cycle starts at
maximum velocity. Data obtained at 𝑥𝑥/𝐷𝐷=183.75.

A similar situation is seen for the case of 𝑅𝑅𝑅𝑅 = 1140 shown in Figure 5.39, where K-H vortices are present

at the edge of the WVL during both, the acceleration and deceleration parts of the pulsating cycle. Vorticity
dipoles of larger scale are also present within the protruding strips while high frequency vorticity is reduced
during flow reversals where the secondary vortex is created. Due to flow asymmetries, the K-H vortices at
the top half of the pipe are longer in size and extend to the center of the pipe but never separate completely
from the WVL.
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Figure 5.39. Normalized instantaneous vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and instantaneous vorticity fluctuations
𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 𝑅𝑅/𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=1140, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Cycle starts at maximum velocity. Data obtained
at 𝑥𝑥/𝐷𝐷=183.75.

Asymmetries in the velocity profile are better seen in the velocity contours shown in Figure 5.40, where
the reverse flow region at the top wall extends more towards the center of the pipe compared to the one at
the lower wall. This results in higher shear layers at the top wall that creates stronger velocity fluctuations
at this portion of the pipe as seen in the 𝑢𝑢𝐻𝐻𝐻𝐻 /𝑈𝑈0 contours. As seen in the previous 𝑅𝑅𝑅𝑅 = 535 case, higher

vorticity and velocity fluctuations remain localized in the near wall region and do not propagate to the
centerline.

Figure 5.40. Normalized instantaneous velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour with superimposed iso-vorticity lines (left) and
instantaneous velocity fluctuations 𝑢𝑢𝐻𝐻𝐻𝐻 /𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=1140, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Cycle starts at
maximum velocity. Data obtained at 𝑥𝑥/𝐷𝐷=183.75.
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It is not clear if an how these localized spots of turbulence are related to the so-called puffs observed in the
transitional 𝑅𝑅𝑅𝑅 flows of Trip et al. (2012). It should be emphasized here that no turbulence promoters such
as orifice plates or fluid injectors were used in the present experiments to induce well-controlled

disturbances leading to periodic appearance of puffs. It appears that in the present flow, flow reversals and
dynamic separation are enough to trigger instability and bypass turbulence.
As the Reynolds number increases, turbulence breaks out globally in the near wall zone and spills out into
the undisturbed free stream region around the center line of the pipe. This is evident in Figure 5.41 where
the 𝑅𝑅𝑅𝑅 = 2285 results of vorticity are plotted for three cycles having the maximum velocity of the first as

the origin. Substantial turbulent activities are present, not only in regions close to the pipe wall but also in
the middle section of the pipe. Regions undergoing K-H instability are now extended towards the centerline.
These vortical structures appear simultaneously at all wall-normal locations across the cross-section of the

pipe, they possess some of the characteristics of puff found in steady state pipe flows undergoing by-pass
transition and are amplified during decelerations.
It is also interesting to observe some cycle-to-cycle variabilities in this Reynolds number case. In the first
cycle, the vortical structures across the pipe appear to be formed during decelerations while the second
cycle exhibits such structures through accelerations and decelerations. The existence of subharmonics in
the present pulsatile flow suggests possible interactions among the cycles which could explain this
variability.
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Figure 5.41. Normalized instantaneous vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and instantaneous vorticity fluctuations
𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 𝑅𝑅/𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=2285, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Cycle starts at maximum velocity. Data obtained
at 𝑥𝑥/𝐷𝐷=183.75.

The low- and high-pass filtered data of the longitudinal velocity component in the case of 𝑅𝑅𝑅𝑅 = 2285 are

shown in Figure 5.42. Turbulence is spread out in the core of the pipe and as was mentioned earlier, it

correlates well with the undulations due to K-H instability throughout the cross-section. These undulations,
which are not repeatable from one cycle to another in this case, are also associated with localized
acceleration and deceleration events which have an effect on enhancing or suppressing turbulence. These
signals are indicative of turbulence present in the flow. It should be mentioned here that the instantaneous
fluctuations appear in pairs of positive and negative parts because their mean value is zero and therefore,
to satisfy this condition the positive values should counterbalance the negative ones.
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Figure 5.42. Normalized instantaneous velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour with superimposed iso-vorticity lines (left) and
instantaneous velocity fluctuations 𝑢𝑢𝐻𝐻𝐻𝐻 /𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=2285, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Cycle starts at
maximum velocity. Data obtained at 𝑥𝑥/𝐷𝐷=183.75.

As the Reynolds number increases further, substantial turbulent activities at the wall and at the center of
the pipe are present as seen in the high frequency vorticity and velocity shown in Figure 5.43 and Figure
5.44, respectively. In contrast to the 𝑅𝑅𝑅𝑅 = 2285 case, these high 𝑅𝑅𝑅𝑅 cases do not exhibit major variations
from cycle to cycle and turbulence is seen at the wall region at every time of the pulsation cycle. It appears

that during acceleration, right after flow reversals where the K-H instabilities are triggered, the vortical
structures travel to the center of the pipe and that the flow relaminarizes during deceleration.
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Figure 5.43. Normalized instantaneous vorticity 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 𝑅𝑅/𝑈𝑈0 contour (left) and instantaneous vorticity fluctuations
𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 𝑅𝑅/𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=3069, 3904 and 4825 with 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Cycle starts at maximum
velocity. Data obtained at 𝑥𝑥/𝐷𝐷=183.75.
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Figure 5.44. Normalized instantaneous velocity 𝑢𝑢𝐿𝐿𝐿𝐿 /𝑈𝑈0 contour with superimposed iso-vorticity lines (left) and
instantaneous velocity fluctuations 𝑢𝑢𝐻𝐻𝐻𝐻 /𝑈𝑈0 contour (right) for 𝑅𝑅𝑅𝑅=3069, 3904 and 4825 with 𝑊𝑊𝑜𝑜 =11.91 and
𝐴𝐴 ≈0.9. Cycle starts at maximum velocity. Data obtained at 𝑥𝑥/𝐷𝐷=183.75.

131

The fact that large values of opposite 𝜔𝜔𝑍𝑍,𝐿𝐿𝐿𝐿 exist at the same time at the top and lower walls of the cross

section suggest the existence of large-scale structures with a high degree of correlation and almost no
particular phase-shift between the top and bottom wall vorticity signals, which indicates that these are
vortical rings, not helical structures. It has been observed, however, in the three dimensional instability
analysis of pipe flows undergoing unsteadiness by one square pulse (Nayak & Das, 2006) with an
inflectional velocity profile that such flows are unstable for both axisymmetric and non-axisymmetric
modes. The fact that all data in the experiments in this section indicated no substantial phase differences
between the top and the bottom vortical structures, suggest that these structures may be the outcome of an
axisymmetric or higher-order azimuthal mode instability. The attached WVL, which indicates a vortex-like
structure, fits this scenario. However, it is clearly shown in the present work that the K-H instability plays
a significant role in generating turbulence. Such evidence of shear layer instability with smaller vortices
collocated and coexisting with the major roll-up WVL suggest that this is the most likely structure
responsible for the bypass turbulence in the present flows. The part of the present experimental results
related to the vortex-like WVL structure agrees with the stability analysis of Fedele et al. (2005). It should
be also noted that although the azimuthal extent of these ring WVL vortices has not been investigated in
detail, PIV measurements of a horizontal section of the pipe indicated similar results.
Although the presence of small vortices, identified in the present flow for the first time by direct
measurements of vorticity, is similar to the vortices hypothesized to exist in puffs of steady flows
(Wygnanski & Champagne, 1973), the structures observed here cannot be classified as puffs since they are
modulated by the pulsation frequency and dominated by its relative amplitude. In addition, they do not
possess several geometric characteristics like the conical shape of downstream tail of turbulence at the
centerline and initial turbulence at the wall at the upstream side (Stettler & Fazle Hussain, 1986) and they
seem to form at 𝑅𝑅𝑅𝑅 > 2000. In the work by Trip et al. (2012) puffs have been observed in steady and low

amplitude pulsating flows having duration of multiple pulsation periods and very long physical length. A
typical puff is over 20 diameters in length and, therefore, extends over multiple measurement volumes. It
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is interesting to consider why puffs have not been observed in the present experiments. Could the formations
of such structures be influenced by the length of the measurement volume or length of the pipe setup? The
formation of flow structures is not influenced by the length of the measurement volume since care has been
applied to avoid steps in matching the two different material pieces together. The length of the measurement
volume is enough to detect the passage of puffs if they were formed, because the average froward moving
convective velocity of the flow, 2𝑈𝑈0 , is large enough to bring the puffs into the measuring volume withing

the duration of the experiments. For instance, if the puffs are formed at 𝑥𝑥/𝐷𝐷 = 80, the traveling time to

𝑥𝑥/𝐷𝐷 = 183 appears to be between 34 s and 3.4 s for the low and high 𝑅𝑅𝑅𝑅 respectively which is much less
than the total data acquisition time of 120 s during which they should have been detected.

Differences in the experimental procedures and setup may also provide some explanation of why puffs have
not been observed. The two components of the flow field i.e., the steady state and pulsation, have been
introduced concurrently in the present work. Since puffs are flow structures forming first in the steady state
flows, it is very possible that they have never had a chance to be formed in the present case, while in
experiments where steady flow is introduced first, puffs can be formed before pulsation is added.
The long wavelength and duration of puffs suggest that the cause of their formation may be a beating
phenomenon between two slightly different frequencies such as minor variations in the frequencies of gear
pumps or flow circulating devices. Although, specific information in which cases puffs were observed is
not provided, the difference in the setup parameters between the two data sets and the appearance of flow
separation in the present experiments is probably adequate to explain the formation or no of puffs.
Additional information on the spatial development of velocity and vorticity fields has been obtained by
observing the time evolution of the flow obtained from the PIV data. Each time frame contains plots of
instantaneous iso-vorticity contours 𝜔𝜔𝑧𝑧 𝑅𝑅/𝑈𝑈0 with superimposed velocity vectors measured on the
illumination plane. Images of key frames are presented and discussed below. Figure 5.45 shows a sequence

of such frames with contours of vorticity for the accelerating phase of the cycle in the case of 𝑅𝑅𝑅𝑅=535, right
after flow reversals have appeared. In this case the beginning of the cycle is taken at the location of
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minimum velocity. The frame at 𝑡𝑡/𝑇𝑇 = 0.06, depicts the vortical structures in the near wall as the rate of
flow acceleration starts increasing. Vortical patches in the reverse flow region are present with reduced

vorticity as well as in the forward flow part. In the next frame, at 𝑡𝑡/𝑇𝑇 = 0.15, while the flow is still

accelerating, dispersed vortical patches are present in the part of the shear layer with forward velocity while
the structures in the near wall caused by the reversed flow have disappear. Gradually, the near wall flow

starts going forward and after some time the flow structure changes dramatically by developing two long
vortical layers carrying approximately the same vorticity with the same sign, corresponding to that of a
forward traveling flow as shown in the frame at 𝑡𝑡/𝑇𝑇 = 0.20. The frame at 𝑡𝑡/𝑇𝑇 = 0.24 clearly shows that
all individual vortical patches shown previously in the wall region have now coalesced to a laminar layer

with uniform vorticity while the vortical layer next to this near wall one has been broken down to vortical
structures which are dispersed.
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Figure 5.45. Evolution of instantaneous vorticity fields with superimposed velocity vectors obtained at fixed times
𝑡𝑡/𝑇𝑇=0.06, 0.15, 0.20 and 0.24 for 𝑅𝑅𝑅𝑅=535, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9. Cycle starts at minimum velocity.

As the flow is further accelerated, these dispersed turbulent patches disappear by merging with the growing
wall layer or by decaying. This is evident in the next frames corresponding to 𝑡𝑡/𝑇𝑇 = 0.32 and 0.45 shown

in Figure 5.46, which show a laminar layer developing close to the wall which grows continuously as the
flow accelerates and suppresses all turbulent activities. The next frame at 𝑡𝑡/𝑇𝑇 = 0.56 shows the vorticity
contours and velocity vectors immediately after the maximum velocity is reached, when the deceleration

starts. The flow appears to be reasonably symmetric with layers of continuous vorticity close to the top and
bottom walls suggesting local laminar flow pattern. At the edge of this WVL, a layer of intermittent vorticity
can be observed with patches of concentrated vorticity indicating the existence of some discrete vortices
135

that, most probably, are the results of K-H instability on the edge of the WVL. The longitudinal velocity
profiles appear to be parabolic in this frame and it slowly decreases with time. At the fourth frame at 𝑡𝑡/𝑇𝑇 =

0.64, the wall layer of vorticity reaches its maximum thickness while its edge appears to contain less
intermittent vorticity suggesting a trend towards laminar behavior.

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟑𝟑𝟑𝟑

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟒𝟒𝟒𝟒

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟓𝟓𝟓𝟓

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟔𝟔𝟔𝟔

Figure 5.46. Evolution of instantaneous vorticity fields with superimposed velocity vectors obtained at fixed times
𝑡𝑡/𝑇𝑇=0.32, 0.45, 0.56 and 0.64 for 𝑅𝑅𝑅𝑅=535, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9. Cycle starts at minimum velocity.

As the flow continues to decelerate, patches of opposite vorticity appear immediately close to the wall
suggesting the first appearance of flow reversals. This is demonstrated in Figure 5.47 where a sequence of
four frames with vorticity contours and velocity vectors is presented corresponding to phases 𝑡𝑡/𝑇𝑇 = 0.71,
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0.75, 0.85 and 0.93. This reverse flow region grows with time while the magnitude of its vorticity increases.

However, the vorticity distribution in this new layer is not uniform suggesting the onset of instability and
transition and the formation of vortices. At the same time at the interface between the forwards and
backward going flow regimes where the shear is higher some spatial undulations appear, with a wavelength
of about 0.20 to 0.25𝑅𝑅 which are indicative of K-H instabilities. This causes the part of the shear layer with
the flow going forward to completely breakdown to irregularly shaped vortical patterns which are
characteristic of turbulence as shown in last frame at 𝑡𝑡/𝑇𝑇 = 0.93.
𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟕𝟕𝟕𝟕

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟕𝟕𝟕𝟕

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟖𝟖𝟖𝟖

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟗𝟗𝟗𝟗

Figure 5.47. Evolution of instantaneous vorticity fields with superimposed velocity vectors obtained at fixed times
𝑡𝑡/𝑇𝑇=0.71, 0.75, 0.85 and 0.93 for 𝑅𝑅𝑅𝑅=535, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9. Cycle starts at minimum velocity.
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At 𝑡𝑡/𝑇𝑇 = 0.95 shown in Figure 5.48, very close to the top wall the vorticity level of the counter layer in
the reversed flow is about −3𝑈𝑈0 /𝑅𝑅 while the vorticity at the forward flowing structures is about 3𝑈𝑈0 /𝑅𝑅

indicating a relative shear of about 6𝑈𝑈0 /𝑅𝑅, which is enough for the local shear layer to sustain turbulence

even at this 𝑅𝑅𝑅𝑅 number.

Figure 5.48. Zoomed view (right) of the counter layer of vorticity when reverse flow appears at the top wall at
𝑡𝑡/𝑇𝑇=0.95 for 𝑅𝑅𝑅𝑅=535, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9. Cycle starts at minimum velocity

It is interesting to mention that at this low 𝑅𝑅𝑅𝑅 case the flow remains reasonably symmetric even during the
reverse flow phase when turbulence breakout occurs. Another observation which can be made here is that

the flow reversal takes place in a rather non-violent way. No strong vortices, huge asymmetries or very
strong boundary layer separation are detectable here. Although large disturbances are not observed in this
𝑅𝑅𝑅𝑅 = 535 case, flow reversal is evident, and it is the reason to bring unstable inflectional profiles.

The case of 𝑅𝑅𝑅𝑅 = 1140 exhibits very similar features with the case of 𝑅𝑅𝑅𝑅 = 535 at the same pulsation
frequency. One of these features, as shown in Figure 5.49, is that during acceleration the vortical structures

created at the wall during flow reversals disappear and a forward accelerating near wall layer carrying the
same vorticity sign as the original wall layer is developed. Thus, there are two vortical layers with the same
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sign of vorticity on each wall which merge into one located next to the wall. Vorticity magnitude of these
structures appears to be stronger at the bottom wall due to a highly asymmetric velocity profile.
𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟏𝟏𝟏𝟏

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟏𝟏𝟏𝟏

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟐𝟐𝟐𝟐

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟐𝟐𝟐𝟐

Figure 5.49. Evolution of instantaneous vorticity fields with superimposed velocity vectors obtained at fixed times
during the acceleration phase of the cycle for 𝑅𝑅𝑅𝑅=1140, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9. Cycle starts at minimum velocity.

The second common feature between the two low 𝑅𝑅𝑅𝑅 cases is the formation of the counter wall layer
carrying opposite vorticity during the deceleration phase of the cycle as shown in Figure 5.50. The top
forward moving wall layer seems to be breaking down into smaller vortical structures which do not reach
the center line region of the pipe. Spatial asymmetries between the top and bottom wall layers are also
evident during this deceleration, although their strengths are the same in absolute magnitude
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𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟕𝟕𝟕𝟕

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟕𝟕𝟕𝟕

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟕𝟕𝟕𝟕

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟖𝟖𝟖𝟖

Figure 5.50. Evolution of instantaneous vorticity fields with superimposed velocity vectors obtained at fixed times
during the deceleration phase of the cycle for 𝑅𝑅𝑅𝑅=1140, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9. Cycle starts at minimum velocity.

It is always instructive to compare the contours of velocity field with those of the vorticity field at the same
phase/time. This is shown in Figure 5.51 at two instances of the pulsation cycle. At 𝑡𝑡/𝑇𝑇 = 0.21, during

acceleration, the flow at the wall moves slowly as it recovers from its reversal while the flow at the center

of the pipe moves faster forming an asymmetric velocity profile. At this same time, vortical structures are
formed at the wall and start merging with the ones already present in the near wall region. During
deceleration at 𝑡𝑡/𝑇𝑇 = 0.91, the wall region is completely dominated by reverse flow. At the edges of this

wall counter velocity layer, strong shear is present creating K-H instabilities that lead to the formation of
patches of vorticity of varying strength, suggesting breakdown to turbulence. Opposite to the lower 𝑅𝑅𝑅𝑅 case,
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strong asymmetries developed during the deceleration are seen in this case. The top wall reverse flow is
much thicker than that in the lower wall. As a result of such velocity distribution, the asymmetries observed
in the vorticity distributions are not surprising.
It can be concluded that at these two Reynolds numbers, the reverse flow creates higher shear and
breakdown to turbulence which never leaves the near wall region. The counter flowing wall layers start to
merge when the flow starts to accelerate. This process of reorganizing the near wall region into a single
layer is completed within the first quarter of the cycle.

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟐𝟐𝟐𝟐

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟗𝟗𝟗𝟗

Figure 5.51. Evolution of instantaneous velocity (left) and vorticity (right) fields with superimposed velocity vectors
obtained at fixed times 𝑡𝑡/𝑇𝑇=0.21 and 0.91 for 𝑅𝑅𝑅𝑅=1140, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9. Cycle starts at minimum velocity.
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The 𝑅𝑅𝑅𝑅 = 2285 case represents a flow in which turbulent flow patches generated in the near wall region

break out into the pipe area around the center line. In a series of figures of pairs of velocity and vorticity

contours at the same phase/time the principal features of the flow will be demonstrated. Figure 5.52 shows
three pairs of contours of velocity and vorticity obtained during the accelerating phase of the pulsating
cycle. The contour of velocity at 𝑡𝑡/𝑇𝑇 = 0.005, right after the minimum velocity was reached, show that the

flow near the wall is close to a standstill with one pocket of negative velocity while the flow at the center
of the pipe moves slowly forward. The reverse flow region at the upper wall appears to be thinner than at
the lower wall region which results in patches of higher vorticity magnitude, indicating the existence of
turbulent spots in the flow field. At time 𝑡𝑡/𝑇𝑇 = 0.113, reverse flow is almost nonexistent, and the standstill

regions disappear as the flow develops higher velocity. The corresponding vorticity shows the presence of
more turbulent spots in the middle of the pipe with significant accumulation of vorticity next to the walls.
At 𝑡𝑡/𝑇𝑇 = 0.210 the flow velocity at the center increases while the near wall layer exhibits the existence of
turbulence, both on the velocity as well as on the vorticity fields. In addition to that, turbulence is evident

at the center of the pipe where the velocity is not uniform and vorticity has been generated at locations of
high shear. Vortical structures inclined up to 30° can be observed at the top and lower walls which extend
towards the middle of the pipe. The velocity is further increased at 𝑡𝑡/𝑇𝑇 = 0.273, shown in Figure 5.53, and

the flow becomes more uniform while the wall layers appear to be turbulent with vortical patches entering
the regions away from the wall. At the next frame at 𝑡𝑡/𝑇𝑇 = 0.373 the flow is more symmetric with less

turbulence spots outside the WVL. At 𝑡𝑡/𝑇𝑇 = 0.538, the flow has started to decelerate and flow structures

detach from the wall region and travel towards the middle section of the pipe. Vortical structures appear
outside the wall region carrying vorticity from 3 to −7𝑈𝑈0 /𝑅𝑅. At 𝑡𝑡/𝑇𝑇 = 0.585, shown in Figure 5.54, the
velocity is less uniform and more flow structures continue to leave the wall region and enter the pipe center

area. At the same time, the near wall vorticity starts to decrease since the near wall velocity is decreasing.
At 𝑡𝑡/𝑇𝑇 = 0.620, the velocity decreases further and the near wall region is highly perturbed. The velocity
is not uniform and various structures carrying significant amount of vorticity appear outside the wall layers.
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At 𝑡𝑡/𝑇𝑇 = 0.698, the first spots of flow reversals are observed with velocity contours indicating substantial
non-uniformities. A large vortical structure can be observed at the top wall, which extends more than 0.7𝑅𝑅

into the center of the pipe region. As shown in Figure 5.55, at 𝑡𝑡/𝑇𝑇 = 0.810 the flow at the top wall layer

has been reversed while the lower wall is in standstill mode. Vortical structures inclined 15° to 20° are

present at the top part of the flow with a length of about 1𝑅𝑅. The entire flow field is filled with vortical

spots characteristic of turbulence. At 𝑡𝑡/𝑇𝑇 = 0.865, the flow decelerates further and becomes more irregular

throughout the domain and partially reversed at the lower wall while reverse flow is present everywhere at
the top wall layer. Long vortical structures emanated from the top wall are stronger than those originated
in the lower wall layer with vorticity content of 5𝑈𝑈0 /𝑅𝑅 compared to 3𝑈𝑈0 /𝑅𝑅. At 𝑡𝑡/𝑇𝑇 = 0.948, the reverse
flow starts to decrease and appears irregular while smaller vortical structures are evident in the middle of

the domain. Thus, the moment the flow reverses is associated with strong vortical interactions. This is the
major difference between this 𝑅𝑅𝑅𝑅 case and those at lower 𝑅𝑅𝑅𝑅 cases where the end of the reversing flow is a
much less violent process.
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𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟎𝟎𝟎𝟎𝟎𝟎

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟏𝟏𝟏𝟏𝟏𝟏

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟐𝟐𝟐𝟐𝟐𝟐

Figure 5.52. Evolution of instantaneous velocity and vorticity fields with superimposed velocity vectors obtained at
fixed times 𝑡𝑡/𝑇𝑇=0.005, 0.113 and 0.210 for 𝑅𝑅𝑅𝑅=2285, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9. Cycle starts at minimum velocity.
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𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟐𝟐𝟐𝟐𝟐𝟐

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟑𝟑𝟑𝟑𝟑𝟑

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟓𝟓𝟓𝟓𝟓𝟓

Figure 5.53. Evolution of instantaneous velocity and vorticity fields with superimposed velocity vectors obtained at
fixed times 𝑡𝑡/𝑇𝑇=0.273, 0.373 and 0.538 for 𝑅𝑅𝑅𝑅=2285, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9. Cycle starts at minimum velocity
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𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟓𝟓𝟓𝟓𝟓𝟓

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟔𝟔𝟔𝟔𝟔𝟔

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟔𝟔𝟔𝟔𝟔𝟔

Figure 5.54. Evolution of instantaneous velocity and vorticity fields with superimposed velocity vectors obtained at
fixed times 𝑡𝑡/𝑇𝑇=0.585, 0.620 and 0.698 for 𝑅𝑅𝑅𝑅=2285, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9. Cycle starts at minimum velocity.
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𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟖𝟖𝟖𝟖𝟖𝟖

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟖𝟖𝟖𝟖𝟖𝟖

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟗𝟗𝟗𝟗𝟗𝟗

Figure 5.55. Evolution of instantaneous velocity and vorticity fields with superimposed velocity vectors obtained at
fixed times 𝑡𝑡/𝑇𝑇=0.810, 0.865 and 0.948 for 𝑅𝑅𝑅𝑅=2285, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9. Cycle starts at minimum velocity
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At 𝑡𝑡/𝑇𝑇 = 0 when acceleration is about to start in the case of 𝑅𝑅𝑅𝑅 = 4825 (Figure 5.56), patches of negative,

zero and positive velocity are evident. Between these patches there is a velocity difference which is
demonstrated as shear/vorticity in the corresponding vorticity contour, where vortical spots can be observed
distributed randomly. At 𝑡𝑡/𝑇𝑇 = 0.063, forward velocity starts to appear, although one spot of negative

velocity close to the lower wall persist to exist, while a boundary layer starts to develop by the top wall
with a forward velocity profile. The vorticity field is populated with single vortices or broken-down shear
layer of the same sign located in a random way.
At 𝑡𝑡/𝑇𝑇 = 0.125, boundary layers on the top and lower walls are clearly formed while the flow away from

the wall becomes more uniform in comparison to the flow at previous instances. Smaller disturbances can
be observed there, which continue to decay and disappear as the acceleration of the flow increases. Vortical
signature pattern of the wall layers becomes evident with varying vorticity magnitude suggesting that the
wall flow has broken down to turbulence. Away from the walls many vortical structures are present with a
random distribution. As the phase/time processes, at 𝑡𝑡/𝑇𝑇 = 0.25 shown in Figure 5.57, the momentum and

vortical layers become stronger, while in the region close to the center of the pipe appears more uniform.
At 𝑡𝑡/𝑇𝑇 = 0.310 one wall structure can be seen leaving the top wall layer and breaking away toward the

center line. This is better demonstrated in the corresponding vorticity contour which exhibit a pronounced

breakdown to turbulence in the upper wall layer, which probably is the most fundamental difference from
𝑅𝑅𝑅𝑅 = 2285 case. At 𝑡𝑡/𝑇𝑇 = 0.385, the velocity profiles become flat in the region away from the walls, with
maximum velocity close to 𝑢𝑢/𝑈𝑈0 = 2 with much less variation. The vorticity contours indicate that the

layer at the top wall seems to be detached. Deceleration has already started at 𝑡𝑡/𝑇𝑇 = 0.503, shown in Figure

5.58, where the contours indicate that the velocity has reached its highest value. Asymmetries start to

develop between top and lower boundary layers with the top one decelerating faster than the lower one. As
a result of this asymmetry, at 𝑡𝑡/𝑇𝑇 = 0.625 the vortical layer at the top wall becomes thicker, exceeding

0.3𝑅𝑅. A few instances later, at 𝑡𝑡/𝑇𝑇 = 0.778, the flow at the wall slows down, especially at the top wall and
as a result, the corresponding vortical layer show bi-modal distribution with two adjacent shear layers which
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starts leaving the wall region 𝑡𝑡/𝑇𝑇 = 0.810 as shown in Figure 5.59. At 𝑡𝑡/𝑇𝑇 = 0.905 a large patch within

the top wall layer has reversed its flow direction with the rest being in a standstill. The reverse flow region
is more pronounced in strength and extent in the upper wall than the flow in the lower wall and the large
vortical structure has completely detached from the wall. At 𝑡𝑡/𝑇𝑇 = 0.975, the reverse flow region spills

into the center part of the pipe while patches with different velocity can be identified. The vorticity contours
show a strong shear layer developing between the forward moving flow and the reverse one, while similar
characteristics of large turbulence fluctuations are evident on the lower wall. This last 2.5% of the cycle is
the instance when fluctuations peak and the flow becomes more irregular.
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𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟎𝟎𝟎𝟎𝟎𝟎

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟎𝟎𝟎𝟎𝟎𝟎

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟏𝟏𝟏𝟏𝟏𝟏

Figure 5.56. Evolution of instantaneous velocity and vorticity fields with superimposed velocity vectors obtained at
fixed times 𝑡𝑡/𝑇𝑇=0.0, 0.063 and 0.125 for 𝑅𝑅𝑅𝑅=4825, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9. Cycle starts at minimum velocity.
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𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟐𝟐𝟐𝟐𝟐𝟐

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟑𝟑𝟑𝟑𝟑𝟑

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟑𝟑𝟑𝟑𝟑𝟑

Figure 5.57. Evolution of instantaneous velocity and vorticity fields with superimposed velocity vectors obtained at
fixed times 𝑡𝑡/𝑇𝑇=0.250, 0.310 and 0.385 for 𝑅𝑅𝑅𝑅=4825, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9. Cycle starts at minimum velocity.
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𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟓𝟓𝟓𝟓𝟓𝟓

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟔𝟔𝟔𝟔𝟔𝟔

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟕𝟕𝟕𝟕𝟕𝟕

Figure 5.58. Evolution of instantaneous velocity and vorticity fields with superimposed velocity vectors obtained at
fixed times 𝑡𝑡/𝑇𝑇=0.503, 0.625 and 0.778 for 𝑅𝑅𝑅𝑅=4825, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9. Cycle starts at minimum velocity.
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𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟖𝟖𝟖𝟖𝟖𝟖

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟗𝟗𝟗𝟗𝟗𝟗

𝒕𝒕/𝑻𝑻 = 𝟎𝟎. 𝟗𝟗𝟗𝟗𝟗𝟗

Figure 5.59. Evolution of instantaneous velocity and vorticity fields with superimposed velocity vectors obtained at
fixed times 𝑡𝑡/𝑇𝑇=0.810, 0.905 and 0.975 for 𝑅𝑅𝑅𝑅=4825, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9. Cycle starts at minimum velocity.
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5.3.4 Discussion
The present results show the existence of reversed flow close to the wall while the flow decelerates. The
reverse flow region is characterized by the presence of individual and rather irregular flow structures very
close to the wall which seem to be of sign according to the reversed flow direction, indicating the presence
of turbulence, even at low Reynolds number. It should be noted here, that pipe flow transition to turbulence
according to Morkovin (1985) is considered to be a bypass transition. The present data suggests that this is
the case here because of the K-H instabilities in the shear layer formed between the forward and reverse
flows in the near wall region. When the Reynolds number is increased, these K-H vortices at the edge of
the separated WVL break up into smaller structures that propagate towards the center of the pipe.
There is a significant influence of flow acceleration/deceleration on the production and suppression of
turbulence in the 𝑅𝑅𝑅𝑅 cases involving flow reversals investigated here. The flow acceleration phase followed

by deceleration, which corresponds to favorable and adverse pressure gradients, have been reported in the
literature to impact transition and turbulence generation and suppression in very different ways. It has been
reported, for instance, that APG effects are associated with flow separation in boundary layers and diffusers.
It is interesting to show how acceleration changes with 𝑅𝑅𝑅𝑅. A normalized acceleration was introduced to
characterize the APG effects, which is defined as 𝑎𝑎 = (1/𝑈𝑈0 )(𝑅𝑅2 /𝜈𝜈)(𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕). This parameter describes
the ratio of the inertia forces per unit volume of the flow, 𝜌𝜌(𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕), over typical viscous forces,

𝜏𝜏𝑤𝑤 /𝑅𝑅~𝜇𝜇(𝑈𝑈0 /𝑅𝑅2 ). Recall that 𝑊𝑊𝑜𝑜 also describes the ratio of typical inertia forces over typical viscous

forces. However, at the end, 𝑊𝑊𝑜𝑜 is independent of velocity and it appears to be constant throughout the
whole flow field. In contrast, the normalized acceleration, 𝑎𝑎, changes across the various flow field regions

and in-time. It is also apparent that this parameter is proportional to the pressure gradient.

Signals of low-pass acceleration data 𝑎𝑎𝐿𝐿𝐿𝐿 are shown in Figure 5.60. The lower 𝑅𝑅𝑅𝑅 data shows the highest

amplitude of approximately 300, while the remaining three cases exhibited amplitude between 150 and 200.
If the flow were laminar, the acceleration, according to the theory, would have been 𝜔𝜔𝑢𝑢𝑜𝑜𝑜𝑜 cos(𝜔𝜔𝜔𝜔), which,
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in the non-dimensional formulation, would be 𝑎𝑎𝑙𝑙𝑙𝑙𝑙𝑙 = (𝑢𝑢𝑜𝑜𝑜𝑜 /𝑈𝑈0 )(𝑅𝑅 2 /𝜈𝜈)𝜔𝜔 cos(𝜔𝜔𝜔𝜔). Since the ratio 𝑢𝑢𝑜𝑜𝑜𝑜 /𝑈𝑈0

was approximately the same in the four experiments considered in this analysis with a value ranging from
0.89-0.95, and the angular frequency was 𝜔𝜔 = 1.57 rad/s, the amplitude of the laminar flow acceleration

appears to be (𝑢𝑢𝑜𝑜𝑜𝑜 /𝑈𝑈0 )(𝑅𝑅 2 /𝜈𝜈)𝜔𝜔 ≈ 130. The corresponding amplitudes in the data plotted in Figure 5.60

shows values from 300 at the lowest 𝑅𝑅𝑅𝑅 = 535 followed by 200 at 𝑅𝑅𝑅𝑅 = 1140. At 𝑅𝑅𝑅𝑅 = 2285 and 4825,

the corresponding amplitudes were 160 and 150, respectively, which are surprisingly closer to the
theoretical laminar estimates. The reason why the case with the lowest Reynolds numbers exhibit the
highest measured amplitudes among the cases investigated here appeared to arise from the wall viscous
effects and the fluid displacement towards the centerline. As demonstrated in Figure 5.31, the maximum
value of velocity 𝑢𝑢/𝑈𝑈0 around the centerline region of the pipe is approximately 3.0 at 𝑅𝑅𝑅𝑅 = 535, while

the corresponding maximum value is only 2.5 at 𝑅𝑅𝑅𝑅 = 2285.

Figure 5.60. Normalized low-pass acceleration data, 𝑎𝑎𝐿𝐿𝐿𝐿 , for four of the experiments in the reverse-flow region.
Phase/time has been shifted to align signals.
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5.4 Structure of turbulence and its conditional sampling
To obtain further insight into the structural characteristics of the predominant events, which are associated
with the structure of turbulence, the time dependent signals of all three quantities of velocity, shear stress
and vorticity components were interrogated using conditional sampling techniques as a tool for identifying
major characteristics and details of the structure of these events coined turbulent spots or burst. In this
context, the stationary high pass data have been further processed to determine quantitatively the behavior
of turbulence during each cycle i.e. its enhancement when the flow decelerates and its suppression when
the flow accelerates.
The conditional-sampling algorithm is similar in principle to that used by Andreopoulos & Bradshaw
(1980) and Andreopoulos (1985). The aim of the present analysis is to differentiate turbulence within
intense events, like burst, from the flow outside, which contained laminar flow durations, noise or low-level
fluctuation of turbulence. Accordingly, the following definitions have been made for the intermittency
factor

𝐼𝐼𝑞𝑞 = �1,
0,

𝑖𝑖𝑖𝑖 𝑞𝑞𝑖𝑖 (𝑥𝑥, 𝑡𝑡) > 𝜃𝜃1 𝑜𝑜𝑜𝑜/𝑎𝑎𝑎𝑎𝑎𝑎
𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

𝜕𝜕𝑞𝑞𝑖𝑖 (𝑥𝑥, 𝑡𝑡)
> 𝜃𝜃2
𝜕𝜕𝜕𝜕

5.2

Where 𝑞𝑞𝑖𝑖 (𝑥𝑥, 𝑡𝑡) is the 𝑖𝑖th component of the fluctuating quantity 𝑞𝑞(𝑥𝑥, 𝑡𝑡) with zero time-averaged value at a

location 𝑥𝑥 of the spatio-temporal domain. The data sets 𝑖𝑖𝑞𝑞1 and 𝑖𝑖𝑞𝑞2 obtained from the different conditioning

criteria based on level and derivative, 𝜃𝜃1 and 𝜃𝜃2 , respectively were merged through a union defined as
𝐼𝐼𝑞𝑞 = 𝐼𝐼𝑞𝑞1 ∪ 𝐼𝐼𝑞𝑞2 �𝑖𝑖: 𝑖𝑖 ∈ 𝐼𝐼𝑞𝑞1 𝑜𝑜𝑜𝑜/𝑎𝑎𝑎𝑎𝑎𝑎 𝑖𝑖 ∈ 𝐼𝐼𝑞𝑞2 �

5.3

The ensemble-standard deviation values of a set of 𝑚𝑚 conditional realizations 𝑞𝑞(𝑥𝑥, 𝑡𝑡) defined as
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𝑚𝑚 − 1

5.4

𝑖𝑖=1

have been generated for the two conditions of equation 5.2, i.e. burst of turbulence, mostly typical within
the turbulent spots, designated as high intensity turbulence (HT) and otherwise, designated as low intensity
turbulence (LT). Efficient data processing routines involving data index manipulation were written which
produced normalized root mean square (rms) values of 𝑢𝑢𝐻𝐻𝐻𝐻 , 𝑣𝑣𝐻𝐻𝐻𝐻 and 𝜔𝜔𝑧𝑧,𝐻𝐻𝐻𝐻 fluctuations from the PIV
measurements.

This conditional sampling algorithm and the bursting of turbulence events are useful to compare the effects
of the amplitude ratio at on the structure of turbulence at fixed Womersley number, 𝑊𝑊𝑜𝑜 = 11.91, and similar

Reynolds numbers.

5.4.1 Low pulsation amplitude, 𝑨𝑨 = 𝟎𝟎. 𝟐𝟐

Figure 5.61 shows instantaneous signals of velocity components, shear stress 𝑢𝑢𝑢𝑢, vorticity, acceleration and
intermittency function 𝐼𝐼𝑢𝑢 for the case of 𝑅𝑅𝑅𝑅 = 579 with pulsation amplitude 𝐴𝐴 ≈ 0.2. High frequency

fluctuations at the near wall region are formed in all cycles as can be observed in the 𝑢𝑢𝐻𝐻𝐻𝐻 /𝑈𝑈0 data. Bursts

of turbulence appear when the acceleration reaches it maximum point, being enhanced as the rate of
acceleration decreases, i.e. 𝜕𝜕𝑎𝑎(𝑥𝑥, 𝑡𝑡)/𝜕𝜕𝜕𝜕 < 0 all the way until the acceleration reaches its minimum value,

after which it starts to decrease until its next zero crossing. A similar behavior is seen in the data for vorticity
and shear stress. It appears that transition takes place at the wall region in a phase-locked manner while the

center of the pipe remains laminar, as was observed in the previous section for this low 𝑅𝑅𝑅𝑅 case. The

conditional algorithm has been helpful in this case to identify the appearance of turbulent spots and its
relationship with the pulsating characteristics of the flow.
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Figure 5.61. Instantaneous normalized signals of 𝑢𝑢, 𝑢𝑢𝐻𝐻𝐻𝐻 , 𝑣𝑣𝐻𝐻𝐻𝐻 , 𝑢𝑢𝐻𝐻𝐻𝐻 𝑉𝑉𝐻𝐻𝐻𝐻 , 𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 , intermittency 𝐼𝐼𝑢𝑢 , and acceleration
scaled by factors of 1, 3, 3, 100, 0.1, 0.5 and 50, respectively. Signals are displaced from each other by 1, 1.5 or 2
units. Signals are obtained at 𝑥𝑥/𝐷𝐷=183.75, 𝑦𝑦/𝑅𝑅=0.901. Case of 𝑅𝑅𝑅𝑅=579, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.2.

As the Reynolds number is increased, a different trend is observed. This can be seen in Figure 5.62 and
Figure 5.63 corresponding to the cases of 𝑅𝑅𝑅𝑅 = 2206 and 4389 respectively, in which the production of
turbulence does not seem to be modulated by the pulsating characteristics of the flow. The intermittency
factor in these plots show some intermittent activity, particularly in the case of 𝑅𝑅𝑅𝑅 = 2206, which is

characterized by small variations in the amplitude of the high frequency oscillation of velocity, shear stress
and vorticity. However, these variations are small and do not correlate with any particular phase of the
pulsation cycle and therefore, the flow remains turbulent the entire time. This agrees with the behavior
observed in the velocity contours shown in section 5.3.3, in which turbulence was not only seen in the near
wall region but also in the center of the pipe throughout the entire pulsation cycle.
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Figure 5.62. Instantaneous normalized signals of 𝑢𝑢, 𝑢𝑢𝐻𝐻𝐻𝐻 , 𝑣𝑣𝐻𝐻𝐻𝐻 , 𝑢𝑢𝐻𝐻𝐻𝐻 𝑉𝑉𝐻𝐻𝐻𝐻 , 𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 , intermittency 𝐼𝐼𝑢𝑢 , and acceleration
scaled by factors of 1, 3, 3, 100, 0.1, 0.5 and 50, respectively. Signals are displaced from each other by 1, 1.5 or 2
units. Signals are obtained at 𝑥𝑥/𝐷𝐷=183.75, 𝑦𝑦/𝑅𝑅=0.901. Case of 𝑅𝑅𝑅𝑅=2206, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.2.

Figure 5.63. Instantaneous normalized signals of 𝑢𝑢, 𝑢𝑢𝐻𝐻𝐻𝐻 , 𝑣𝑣𝐻𝐻𝐻𝐻 , 𝑢𝑢𝐻𝐻𝐻𝐻 𝑉𝑉𝐻𝐻𝐻𝐻 , 𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 , intermittency 𝐼𝐼𝑢𝑢 , and acceleration
scaled by factors of 1, 3, 3, 100, 0.1, 0.5 and 50, respectively. Signals are displaced from each other by 1, 1.5 or 2
units. Signals are obtained at 𝑥𝑥/𝐷𝐷=183.75, 𝑦𝑦/𝑅𝑅=0.901. Case of 𝑅𝑅𝑅𝑅=4389, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.2.
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5.4.2 High pulsation amplitude, 𝑨𝑨 = 𝟎𝟎. 𝟗𝟗

Figure 5.64 shows instantaneous signals of velocity components, shear stress 𝑢𝑢𝑢𝑢, vorticity, acceleration and
intermittency function 𝐼𝐼𝑢𝑢 for the case of 𝑅𝑅𝑅𝑅 = 535. To monitor the introduction and level of disturbances,

data were recorded from the onset of the piston motion. In these plots one can observe the absence of spikes
or other disturbances other than low level noise in the beginning of the signals, which corresponds to the
transitioning of the piston motion from its linear mode to the onset of the pulsation cycle. Immediately after,
at the first peak of pulsation, as shown in the signal 𝑢𝑢/𝑈𝑈0 , and at this low 𝑅𝑅𝑅𝑅, the first spot breaks out with

an amplitude much larger than the noise level. Turbulent spots appear to be formed in all cycles during the
time of maximum velocity of the flow. In fact, it is interesting to follow their appearance, as they are formed
immediately after the first relaxation of the maximum acceleration, 𝜕𝜕𝜕𝜕(𝑥𝑥, 𝑡𝑡)/𝜕𝜕𝜕𝜕 < 0. They reached their

maximum value at approximately the beginning of deceleration 𝑎𝑎(𝑥𝑥, 𝑡𝑡) < 0, followed by a phase of

decreasing amplitude until the maximum value of acceleration. It appears that the growth and decline of
turbulence within the turbulent spots correlated more with the rate of change of acceleration 𝜕𝜕𝜕𝜕(𝑥𝑥, 𝑡𝑡)/𝜕𝜕𝜕𝜕,

rather than the acceleration itself, 𝑎𝑎(𝑥𝑥, 𝑡𝑡), at least for the present low 𝑅𝑅𝑅𝑅 flow. Although similar correlations

have been reported by Brindise & Vlachos (2018), such result is unexpected since the rate of change of

acceleration 𝜕𝜕𝜕𝜕(𝑥𝑥, 𝑡𝑡)/𝜕𝜕𝜕𝜕 = 𝜕𝜕 2 𝑢𝑢(𝑥𝑥, 𝑡𝑡)/𝜕𝜕𝑡𝑡 2 , does not appear in the transport equations of momentum and

kinetic energy. The rate of change of acceleration defines the inflection points of the velocity and therefore
its concavity. The inflection points are determined by 𝜕𝜕 2 𝑢𝑢(𝑥𝑥, 𝑡𝑡)/𝜕𝜕𝑡𝑡 2 = 0 and coincide with the extrema of

acceleration 𝑎𝑎(𝑥𝑥, 𝑡𝑡).

Turbulence is enhanced between two inflection points with concavity of the velocity upwards i.e.,
𝜕𝜕𝜕𝜕(𝑥𝑥, 𝑡𝑡)/𝜕𝜕𝜕𝜕 < 0 and is suppressed when concavity downwards 𝜕𝜕𝜕𝜕(𝑥𝑥, 𝑡𝑡)/𝜕𝜕𝜕𝜕 > 0. The best way to relate

this finding to and incorporate it into the understanding of physics is to consider the rate of change with
time of all the terms in the momentum or any other transport equation. This can be obtained by

differentiating with time the momentum equation and consider the balance of each term. Thus, the rate of
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change of pressure and shear force gradients are balanced by the rate of change of the temporal and
convective accelerations. Since all data obtained are time dependent, interpretation of the results under this
technique maybe helpful. Significant shear stress and vorticity fluctuations are present within the spots.
This suggests possible rollup of the separated wall layer combined with Kelvin-Helmholtz instability. These
results at 𝑅𝑅𝑅𝑅 = 535, as well as the results of the 𝑅𝑅𝑅𝑅 = 1140 case, clearly demonstrate that transition can
take place in much lower than 𝑅𝑅𝑅𝑅 = 2200 because of flow reversals and that turbulence is phase-locked.

Turbulent spots have been identified rather easily by the conditioning algorithm as evident from the
corresponding intermittency signal shown in Figure 5.64. There are parts of the 𝐼𝐼𝑢𝑢 signal outside the main

turbulent spots which are characterized by frequent on-off switching in low level turbulence, activated by
large derivatives of the criteria rather than level, particularly during the increasing flow acceleration phase.

Figure 5.64. Instantaneous normalized signals of 𝑢𝑢, 𝑢𝑢𝐻𝐻𝐻𝐻 , 𝑣𝑣𝐻𝐻𝐻𝐻 , 𝑢𝑢𝐻𝐻𝐻𝐻 𝑉𝑉𝐻𝐻𝐻𝐻 , 𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 , intermittency 𝐼𝐼𝑢𝑢 , and acceleration
scaled by factors of 1, 5, 5, 100, 0.1, 0.5 and 50, respectively. Signals are displaced from each other by 1, 1.5, 2 or
2.5 units. Signals are obtained at 𝑥𝑥/𝐷𝐷=183.75, 𝑦𝑦/𝑅𝑅=0.923. Case of 𝑅𝑅𝑅𝑅=535, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9.
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It is interesting to compare these results with the results shown in Figure 5.65 where the signals for the
𝑅𝑅𝑅𝑅 = 2285 case are plotted. It appears that the main body of the turbulence is formed at the locations of

relaxing the rate of acceleration 𝜕𝜕𝜕𝜕(𝑥𝑥, 𝑡𝑡)/𝜕𝜕𝜕𝜕 < 0, which are bounded by its zero crossings. Figure 5.65

shows about five complete cycles of data, and in almost all of them, the maximum values of turbulence

occurred inside the negative acceleration phase. However, what is interesting here, is the appearance of
turbulence during accelerations which was not observed in the lower 𝑅𝑅𝑅𝑅 = 535 case described before or in

the 𝑅𝑅𝑅𝑅 = 1140 case, which is not presented here. It should be mentioned here that the current understanding
is that transition starts at the core of the WVL, where vorticity is highest, at the beginning of deceleration

after the maximum velocity is reached and turbulence breaks out. The present 𝑅𝑅𝑅𝑅 = 2285 data demonstrate

for the first time that turbulence can also break out during the acceleration of the flow as exhibited in the
first and third complete and last incomplete cycles shown in this figure at time 2 s, 10.2 s and 18.2 s. It is
interesting also to observe that this break out occurs at the same velocity level of about −0.6𝑈𝑈0 below the

average velocity 𝑈𝑈0 , which corresponds to a 𝑅𝑅𝑅𝑅 based on the critical instantaneous velocity of 𝑅𝑅𝑒𝑒𝑖𝑖 ≈ 920.

Figure 5.65. Instantaneous normalized signals of 𝑢𝑢, 𝑢𝑢𝐻𝐻𝐻𝐻 , 𝑣𝑣𝐻𝐻𝐻𝐻 , 𝑢𝑢𝐻𝐻𝐻𝐻 𝑉𝑉𝐻𝐻𝐻𝐻 , 𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 , intermittency 𝐼𝐼𝑢𝑢 , and acceleration
scaled by factors of 1, 5, 5, 100, 0.1, 0.5 and 50, respectively. Signals are displaced from each other by 1, 1.5, 2 or 3
units. Signals are obtained at 𝑥𝑥/𝐷𝐷=183.75, 𝑦𝑦/𝑅𝑅=0.923. Case of 𝑅𝑅𝑅𝑅=2285, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9.
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Further observations of the signals suggest some variability of turbulence intensity among the cycles, which
breaks down the characterization of phase locked turbulence in this 𝑅𝑅𝑅𝑅 case. It should be also mentioned

here that at a closer to the wall location more well-formed turbulent spots can be observed (see Figure 5.66)
between the maximum and minimum deceleration, which correspond between the zero crossings of the
instantaneous velocity zero crossings during the destabilizing phase of the cycle.

Figure 5.66. Instantaneous normalized signals of 𝑢𝑢𝐻𝐻𝐻𝐻 , 𝑣𝑣𝐻𝐻𝐻𝐻 , 𝑢𝑢𝐻𝐻𝐻𝐻 𝑉𝑉𝐻𝐻𝐻𝐻 , and 𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 scaled by factors of 5, 5, 200 and 1,
respectively. Signals are displaced from each other by 1, 1.5, or 2 units. Time-dependent acceleration and 𝑑𝑑𝑢𝑢𝐿𝐿𝐿𝐿 /𝑑𝑑𝑑𝑑
are also shown on the top and scaled by factors of 50 and 2, respectively. Signals are obtained at 𝑥𝑥/𝐷𝐷=183.75,
𝑦𝑦/𝑅𝑅=0.948. Case of 𝑅𝑅𝑅𝑅=2285, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9. Subscript 𝐻𝐻𝐻𝐻 has been dropped in the plots for simplicity.

By considering the results of the highest 𝑅𝑅𝑅𝑅 = 4825 case investigated here, shown in Figure 5.67,

turbulence can appear on the accelerating phase of the cycle only and not during deceleration. This clearly

contradicts the observational data that turbulence in pulsatile flows appears during deceleration. More
interesting is the fact that turbulence breaks out at the minimum velocity point when the acceleration starts
and the local instantaneous 𝑅𝑅𝑅𝑅 is very low, 𝑅𝑅𝑒𝑒𝑖𝑖 ≈ 460, which as expected, is close to the difference between
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the mean and oscillatory 𝑅𝑅𝑅𝑅. While the appearance of turbulence was observed during acceleration, it is not
clear why in three out of four cycles, there is no significant amount of turbulence during the destabilizing

phase of deceleration. Similar finding were also reported by Stettler & Fazle Hussain (1986) in the case of
𝐴𝐴 = 0.8 and 𝑊𝑊𝑜𝑜 = 10, which are values of these parameters very close to those used in the present

investigation.

Figure 5.67. Instantaneous normalized signals of 𝑢𝑢, 𝑢𝑢𝐻𝐻𝐻𝐻 , 𝑣𝑣𝐻𝐻𝐻𝐻 , 𝑢𝑢𝐻𝐻𝐻𝐻 𝑉𝑉𝐻𝐻𝐻𝐻 , 𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 , intermittency 𝐼𝐼𝑢𝑢 , and acceleration
scaled by factors of 1, 5, 5, 100, 0.1, 0.5 and 50, respectively. Signals are displaced from each other by 1, 1.5, 2 or 3
units. Signals are obtained at 𝑥𝑥/𝐷𝐷=183.75, 𝑦𝑦/𝑅𝑅=0.923. Case of 𝑅𝑅𝑅𝑅=4825, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈ 0.9.

It has been demonstrated here and in Brindise & Vlachos (2018) that the evolution of turbulence with time
within the spots and within the cycle in general, as it is depicted by using the quantity 𝑞𝑞(𝑥𝑥, 𝑡𝑡) (velocity,

stress, vorticity) as metric, depends on the acceleration rate with time, 𝜕𝜕𝜕𝜕(𝑥𝑥, 𝑡𝑡)/𝜕𝜕𝜕𝜕. A better metric and

probably a more appropriate for this purpose of determining the onset, duration and intensity of turbulence
in the spots is the gradient of the longitudinal velocity, 𝑢𝑢, in the longitudinal direction 𝑑𝑑𝑢𝑢𝐿𝐿𝐿𝐿 /𝑑𝑑𝑑𝑑. This spatial
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gradient is more appropriate to use because it is included in the generation of turbulent stresses/kinetic
energy term in the corresponding transport equation of 𝑢𝑢𝑖𝑖 𝑢𝑢𝑗𝑗 , which, according to the phenomenological

description of turbulence in tensor notation in general terms is 𝑃𝑃 = −𝑢𝑢𝑖𝑖 𝑢𝑢𝑗𝑗 (𝜕𝜕𝑈𝑈𝑖𝑖 /𝜕𝜕𝑥𝑥𝑗𝑗 ). This is the originating

term leading to the classical turbulent energy production and diffusion terms. In the present case there are
two terms related to the production of TKE, −𝑢𝑢𝑢𝑢(𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕) and −(𝑢𝑢2 − 𝑣𝑣 2 )(𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕). It appears that the

radial velocity, 𝑣𝑣, is extremely small, practically zero. Under these circumstances, the main term responsible
for generating turbulence is −𝑢𝑢2 (𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕), which is of interest here where the gradient 𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕 plays a
dominant role. This gradient is also plotted in Figure 5.66, which according to the present notation is

designated as 𝑑𝑑𝑢𝑢𝐿𝐿𝐿𝐿 /𝑑𝑑𝑑𝑑. It is evident that it can determine the duration of the turbulent spots by its zero-

crossings very well, while the peak in fluctuations corresponds to its maximum value. It is clear, that when

𝑑𝑑𝑢𝑢𝐿𝐿𝐿𝐿 /𝑑𝑑𝑑𝑑 > 0, fluctuations are enhanced and when 𝑑𝑑𝑢𝑢𝐿𝐿𝐿𝐿 /𝑑𝑑𝑑𝑑 < 0, fluctuations are considerably reduced to
small values which seem to follow the above TKE production term. The difference in the outcomes of the
two methods, i.e. one based on acceleration and the second on 𝑑𝑑𝑢𝑢𝐿𝐿𝐿𝐿 /𝑑𝑑𝑑𝑑 is only 2% and 9% in the case of

the signals shown in Figure 5.66. Eventually, however, the method based on acceleration was adopted
because it has been proven to be robust, while the method based on the spatial gradient appeared to be less
consistent owing to the numerical noise and low values in the region around the center line.

One additional experiment was carried out in which the frequency of pulsation was increased to 1 Hz, the
corresponding non-dimensional pulsation was 𝑊𝑊𝑜𝑜 = 23.75 and the 𝑅𝑅𝑅𝑅 was kept at 𝑅𝑅𝑅𝑅 = 535. The results

are shown in Figure 5.68. Although the level of this pulsation was considered extreme for biological and

engineering applications, it was very intriguing to explore its variation. It appeared that there is no adequate
relaxation time of turbulence in the cycle and therefore the flow was completely turbulent. The major
common feature between the longitudinal velocity, shear stress and vorticity fluctuations, is the presence
of sharp spike-like excursions in the signals, which is indicative of large perturbations at the maximum
velocity instances where the destabilization started. As the data show, during the phase of acceleration
decrease, turbulence was enhanced until the minimum acceleration was reached. At that point, the
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fluctuations started to decrease continuously until the maximum deceleration is approach. In that respect,
the observed behavior of turbulence here is associated with destabilization at the zero crossing of
acceleration, i.e. the maximum velocity locations. Although this is the classic case of pulsatile flow
transition, what is new here is that, at the end of each cycle, there is substantial turbulence, which did not
have sufficient time to be quenched and is carried over to the next cycle even at this low Reynolds number
case. This brings into consideration the need to compare the time-scale of turbulence to dissipate into heat
or eddy turnover time, 𝑇𝑇𝜀𝜀 = 𝑞𝑞 2 /𝜀𝜀, with the pulse duration time 𝑇𝑇. Typical estimates of these scales showed

that 𝑇𝑇 < 𝑇𝑇𝜀𝜀 in the present case of 𝑇𝑇=1 s and 𝑇𝑇 ≫ 𝑇𝑇𝜀𝜀 in the case of 𝑇𝑇=4 s.

Figure 5.68. Instantaneous normalized signals of 𝑢𝑢, 𝑢𝑢𝐻𝐻𝐻𝐻 , 𝑣𝑣𝐻𝐻𝐻𝐻 , 𝑢𝑢𝐻𝐻𝐻𝐻 𝑉𝑉𝐻𝐻𝐻𝐻 , 𝜔𝜔𝑍𝑍,𝐻𝐻𝐻𝐻 , intermittency 𝐼𝐼𝑢𝑢 , and acceleration
scaled by factors of 1, 5, 5, 100, 0.1, 0.5 and 50, respectively. Signals are displaced from the origin by 1, 1.5, 2 or 3
units. Signals are obtained at 𝑥𝑥/𝐷𝐷=183.75, 𝑦𝑦/𝑅𝑅=0.923. Case of 𝑅𝑅𝑅𝑅=535, 𝑊𝑊𝑜𝑜 =23.82 and 𝐴𝐴 ≈ 0.9.
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5.5 Conditional statistics of turbulence
Conditional results of the normalized standard deviation of 𝑢𝑢, 𝑣𝑣 and 𝜔𝜔𝑧𝑧 across several locations of the pipe

obtained for four different 𝑅𝑅𝑅𝑅 cases, involving no-reverse and reverse flow, are shown in Figure 5.69 and

Figure 5.70 respectively. These normalized quantities represent the intensity of the corresponding
fluctuations in the two zones characterized as high and low turbulence, HT and LT, respectively.
In the case of no-reverse flow (Figure 5.69), 𝑅𝑅𝑅𝑅 = 579 displays very little fluctuations in the centerline

region while stronger fluctuations, 〈𝑢𝑢𝐻𝐻𝐻𝐻 〉/𝑈𝑈0 = 0.085, are seen in the near wall region. While the

production of turbulent bursts at the wall in the flow at this 𝑅𝑅𝑅𝑅 is modulated by the pulsation characteristics,

little variation is observed between the HT and LT zones. The case of 𝑅𝑅𝑅𝑅 = 1086, displays a similar shape

in the distribution of the normalized quantities, with the difference that higher fluctuations at the wall are
seen in this case. It is important to recall here, that for this 𝑅𝑅𝑅𝑅 case and the higher ones at this low pulsation
amplitude, there is no influence of the pulsation frequency on the production of turbulence and therefore
no distinction between HT and LT is made. At 𝑅𝑅𝑅𝑅 = 2206 significant fluctuations in the longitudinal

velocity with magnitude 〈𝑢𝑢𝐻𝐻𝐻𝐻 〉/𝑈𝑈0 = 0.035 are present in the center of the pipe. They display a rather flat

profile for about 80% of the radius of the pipe and increase at the wall. A similar trend is seen in the
fluctuation of vorticity while the radial velocity shows an opposite behavior, increasing in magnitude at the
centerline region. The case of 𝑅𝑅𝑅𝑅 = 4389 shows a similar behavior as the previous case in terms of the

presence of high fluctuations in the centerline. The main difference between these two higher 𝑅𝑅𝑅𝑅 cases is

the shape of the distribution in velocity fluctuations. For 𝑅𝑅𝑅𝑅 = 2206, fluctuations decrease rapidly in the

near wall region, 𝑦𝑦/𝑅𝑅 > 0.8 and vary slightly in the centerline region, while in the 𝑅𝑅𝑅𝑅 = 4389, they

gradually decreased towards the centerline.
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Figure 5.69. Normalized standard deviation values conditioned on turbulence level. Case of 𝑅𝑅𝑅𝑅=579, 1086, 2206,
and 4389 with 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.2

The shape of the distributions in the two cases of 𝑅𝑅𝑅𝑅 = 535 and 1140 involving reverse flow, which are

shown in Figure 5.70, indicated two regions of interest, one very close to the wall and the second around
the center of the pipe. Turbulence never reached the latter region and therefore the turbulence intensities
there were very low, roughly 0.002 for all quantities. This value was related to the noise level in the
experiment. In the regions close to the pipe wall in the 𝑅𝑅𝑅𝑅 = 535 case, the intensity at the top wall inside

and outside the turbulent spot is 〈𝑢𝑢𝐻𝐻𝐻𝐻 〉/𝑈𝑈0 = 0.118 and 〈𝑢𝑢𝐿𝐿𝐿𝐿 〉/𝑈𝑈0 = 0.012, respectively. This suggests
that, between the spots, there was turbulence of a significant level of 1.2%. Similar, qualitatively, is the
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behavior close to the lower wall albeit with asymmetry with respect to the top wall. The level of radial
velocity fluctuations 〈𝑣𝑣𝐻𝐻𝐻𝐻 〉/𝑈𝑈0 , as well as 〈𝑣𝑣𝐿𝐿𝐿𝐿 〉/𝑈𝑈0 , is low in comparison to the level of longitudinal

fluctuations but it is higher than that of those in the middle of the pipe. A significant level of vorticity
fluctuations is observed in the upper wall, where a value of 〈𝜔𝜔𝐻𝐻𝐻𝐻 〉𝑅𝑅/𝑈𝑈0 = 0.096 is found inside the

turbulent spot and 0.022 is found outside. In the lower wall region, the intensity of vorticity fluctuations
inside the spots is only slightly higher than that outside. At 𝑅𝑅𝑅𝑅 = 1140, the distributions are qualitatively
similar to those obtained at the lower 𝑅𝑅𝑅𝑅 case with some substantially different quantitative results.

Intensities remain high inside the spots but increased outside in the region close to the wall. In the middle

of the pipe region, all data collapse to a value close to 0.0044, which is still very low but somehow higher
than the corresponding value measured at 𝑅𝑅𝑅𝑅 = 535. A major difference between these two cases compared

to the ones at similar 𝑅𝑅𝑅𝑅 number but with low amplitude, is that higher turbulence is seen in the near wall
region 𝑦𝑦/𝑅𝑅 > 0.7, which is where the reverse flow region occurs.

At higher 𝑅𝑅𝑅𝑅, substantial differences in the level of turbulence intensities at the center region of the pipe

take place as evident in the results plotted in Figure 5.70. Turbulence from the near wall region reached the
middle section of the pipe where turbulent spots with high intensity fluctuations are identified. The intensity
of longitudinal fluctuations, 〈𝑢𝑢𝐻𝐻𝐻𝐻 〉/𝑈𝑈0 , increased from 0.004 in the low 𝑅𝑅𝑅𝑅 cases to 0.04 in the two high 𝑅𝑅𝑅𝑅

cases. More surprising is the increase of the radial velocity fluctuations, which are considered in the
literature as always having low values and not affected by the pulsation. They exhibit a large increase to
0.03 and 0.02 at 𝑅𝑅𝑅𝑅 = 2285 and 𝑅𝑅𝑅𝑅 = 4825, respectively.
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Figure 5.70. Normalized standard deviation values conditioned on turbulence level. Case of 𝑅𝑅𝑅𝑅=535, 1140, 2285,
and 4825 with 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9

The effect of increasing the 𝑊𝑊𝑜𝑜 number on turbulence statistics at low 𝑅𝑅𝑅𝑅 = 535 is demonstrated in Figure

5.71. Excessive turbulence is generated inside the near wall layer owing to the lack of complete relaxation
of turbulence within each cycle, which spreads out in the external flow near the pipe center. The peak
intensity 〈𝑢𝑢𝐻𝐻𝐻𝐻 〉/𝑈𝑈0 inside the wall is approximately 10.4% while the same quantity at the center of the pipe,

which is considered the free stream flow, is 1.4%. The first value inside the wall boundary layer is not
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unusual, given the fact that the flow separated too. The value of the intensity at the centerline at this low
𝑅𝑅𝑅𝑅, however, is very unusual. The present conclusion that increasing 𝑊𝑊𝑜𝑜 decreases the critical 𝑅𝑅𝑅𝑅 is in

agreement with the findings of Nerem & Seed (1972) and Falsetti et al. (1983). In fact, the study of Falsetti

et al. provided the ratio of 𝑅𝑅𝑅𝑅/𝑊𝑊𝑜𝑜 > 200 as a criterion for the onset of turbulence, which apparently is not
applicable to the present case. The present results extend the influence of pulsation beyond the 𝑊𝑊𝑜𝑜 = 10

range determined by Stettler & Fazle Hussain (1986), who advocated that the influence of pulsation is
limited to 𝑊𝑊𝑜𝑜 < 10.

Figure 5.71. Normalized standard deviation values conditioned on turbulence level. Case of 𝑅𝑅𝑅𝑅=535, 𝑊𝑊𝑜𝑜 =23.82
and 𝐴𝐴=0.95.

In Figure 5.72, the intensities 〈𝑢𝑢𝐻𝐻𝐻𝐻 〉/𝑈𝑈0 and 〈𝜔𝜔𝐻𝐻𝐻𝐻 〉𝑅𝑅/𝑈𝑈0 measured at the centerline of the pipe as a function

of the mean 𝑅𝑅𝑅𝑅, are presented. They are also compared to a single measurement by Trip et al. (2012)
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obtained with an amplitude ratio of 0.75 and 𝑊𝑊𝑜𝑜 = 25, parameters that are close to those used in the present

study. However, there are considerable differences between the present experiments on pulsatile flows
involving flow reversals and those of Trip et al., which according to the theoretical analysis described in
Chapter 2, may be reversing for the amplitude ratio and 𝑊𝑊𝑜𝑜 they used. Nevertheless, because the data to

compare were obtained at the same flow locations, i.e. the centerline, under similar flow parameters, such
comparison may be meaningful. Both studies showed that the onset of turbulence intensities increases with
increasing 𝑅𝑅𝑅𝑅. The also agree on the level of turbulence intensities at the transitioning flow regime with

𝑅𝑅𝑅𝑅 > 2285. The minor difference between the present turbulence intensity and that of Trip et al. is

attributed to the difference in the fluctuating amplitude between the two cases. The present results also
support the conclusion that the onset of transition is not related to the local 𝑅𝑅𝑅𝑅 based on the value of the

instantaneous velocity or oscillatory 𝑅𝑅𝑒𝑒𝑜𝑜𝑜𝑜 , as found by Trip et al. It is also interesting to see that the intensity
of vorticity fluctuations, 〈𝜔𝜔𝐻𝐻𝐻𝐻 〉𝑅𝑅/𝑈𝑈0 , follows a similar dependence on 𝑅𝑅𝑅𝑅 as the velocity fluctuations

〈𝑢𝑢𝐻𝐻𝐻𝐻 〉/𝑈𝑈0 at 𝑦𝑦/𝐷𝐷 = 0. Although the two cases of lower 𝑅𝑅𝑅𝑅 of the present study indicate a low turbulence

level at the centerline, they cannot be classified as turbulence-free because transition occurred at the near
wall region where phase-locked turbulence appeared even at these low Reynolds numbers.

In Figure 5.72, it is also plotted the data for velocity and vorticity fluctuations, 〈𝑢𝑢𝐻𝐻𝐻𝐻 〉/𝑈𝑈0 and 〈𝜔𝜔𝐻𝐻𝐻𝐻 〉𝑅𝑅/𝑈𝑈0

at 𝑦𝑦/𝑅𝑅 = 0.94 located inside the wall region. The classical turbulence intensity based on velocity decreases

with increasing 𝑅𝑅𝑅𝑅 at low Reynolds number and then a typical plateau is developed up to the last 𝑅𝑅𝑅𝑅

investigated here. The intensity based on vorticity fluctuations seems to increase consistently with 𝑅𝑅𝑅𝑅.

Increasing 𝑊𝑊𝑜𝑜 by quadrupling the frequency of pulsation shows a minor effect on vorticity fluctuations in
the near-wall region and a moderate reduction in velocity fluctuations.
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Figure 5.72. Centerline and near wall turbulence intensities 〈𝑢𝑢𝐻𝐻𝐻𝐻 〉/𝑈𝑈0 and 〈𝜔𝜔𝐻𝐻𝐻𝐻 〉𝑅𝑅/𝑈𝑈0 for various 𝑅𝑅𝑅𝑅 and 𝑊𝑊𝑜𝑜
numbers.

The turbulence fluctuations data were also plotted against the non-dimensional maximum acceleration 𝑎𝑎 =
(1/𝑅𝑅𝑅𝑅)(𝑅𝑅3 /𝜈𝜈 2 )(𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕), as shown in Figure 5.73. Because turbulence breaks at this moment with

destabilizing effects following, this type of scaling may be proven to be more appropriate than 𝑅𝑅𝑅𝑅. It appears

that acceleration is inversely proportional to 𝑅𝑅𝑅𝑅 because 𝑎𝑎 = (1/𝑅𝑅𝑅𝑅)(𝑅𝑅 3 /𝜈𝜈 2 )(𝜕𝜕𝜕𝜕/𝜕𝜕𝜕𝜕). The intensities at

the centerline 𝑦𝑦/𝑅𝑅 = 0 tend to decrease with increasing acceleration and they tend to increase in the region

near the wall. These results suggest that there is a correlation between statistical quantities of turbulence
and normalized maximum acceleration, which is a quantity containing the effects of pulsation. It is also
known that the normalized acceleration is a controlling parameter in pulsatile flows. However, what is
significant in the present results is that normalized acceleration provides a consistent trend of how the nearwall statistical turbulence increases with it, while most of the observations of instantaneous turbulence have
indicated a dependence on the rate of acceleration.
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Figure 5.73. Rescaling centerline and near wall turbulence intensities, 〈𝑢𝑢𝐻𝐻𝐻𝐻 〉/𝑈𝑈0 and 〈𝜔𝜔𝐻𝐻𝐻𝐻 〉𝑅𝑅/𝑈𝑈0 againts maximum
acceleration for two different 𝑊𝑊𝑜𝑜 .

5.6 Shear stress and pressure gradient at the wall
The transport equation for momentum for incompressible flows reads

𝜌𝜌 �

𝜕𝜕𝑢𝑢𝑖𝑖 𝜕𝜕𝑢𝑢𝑖𝑖 𝑢𝑢𝑗𝑗
𝑑𝑑𝑑𝑑 𝜕𝜕𝜏𝜏𝑖𝑖𝑖𝑖
+
�=−
+
𝑑𝑑𝑥𝑥𝑖𝑖 𝜕𝜕𝑥𝑥𝑖𝑖
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑗𝑗

5.5

Each of the terms in this equation has been computed from the experimental results while the pressure
gradient has been evaluated by computing the balance of the remaining terms in the above equation.
At the wall beneath a flow, the inertia term in the Navier-Stokes equations are zero and the pressure gradient
forces are balanced exactly by the shear stress gradients. In that respect, equation 5.5 is transformed into
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5.6

After assuming that the stress gradient 𝜕𝜕𝜏𝜏𝑥𝑥𝑥𝑥 /𝜕𝜕𝜕𝜕 is negligible in comparison to (1/𝑟𝑟)𝜕𝜕(𝑟𝑟𝜏𝜏𝑟𝑟𝑟𝑟 )/𝜕𝜕𝜕𝜕 . Since
the shear stress is related to the vorticity component 𝜔𝜔𝜃𝜃 at the wall, the above relation becomes

−
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5.7

This relation shows that inertia effects do not directly affect wall stresses. The equilibrium between pressure
and shear stress gradients at the wall beneath a flow is always valid regardless of the type of flow in terms
of dimensionality, laminar/turbulent state or unsteadiness. In the present case of an axisymmetric pulsatile
flow, the pressure gradient has been calculated in the previous section to be that shown in equation 2.12,
i.e.
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5.8

Where 𝑝𝑝� is the area-averaged pressure which does not depend on 𝑟𝑟 or 𝜃𝜃 and therefore 𝑝𝑝� = 𝑝𝑝(𝑥𝑥, 𝑡𝑡). This

relation expresses the dynamic equilibrium of forces in 1-D pipe flow where the area-average velocity is
used. A closer look at this relation reveals that an inertia term is present, which makes equation 5.8 not the
same as equation 5.7. If the pressure is constant at each cross section of the pipe, then

−
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5.9
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The right hand side of equations 5.8 and 5.9 represent an accumulated or averaged value across the cross
section and by no means represent values at the wall. For a steady state fully developed laminar flow we
do have the classic relation

dp

�

dx r=R

2

= 𝜏𝜏𝑤𝑤 .
𝑅𝑅

The availability of PIV measurement allows to estimate the pressure gradient, 𝑑𝑑𝑑𝑑/𝑑𝑑𝑑𝑑, inside the flow

domain by computing the spatial gradients of velocity components involved in the shear stresses and

convective acceleration terms of the 2-D Navier-Stokes. Figure 5.74 shows traces of the terms estimated.
The relative magnitude of each of the terms is of interest here. The largest term appears to be the
acceleration, (𝑑𝑑𝑑𝑑/𝑑𝑑𝑑𝑑)(𝑅𝑅2 /𝑈𝑈𝑜𝑜 𝜈𝜈).

Figure 5.74. Navier-Stokes equation terms obtained from PIV data of instantaneous 𝑢𝑢 and 𝑣𝑣 velocity components at
𝑦𝑦/𝑅𝑅=0.95. Case of 𝑅𝑅𝑅𝑅=535, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Data obtained at 𝑥𝑥/𝐷𝐷=183.75
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Contours of the Navier-Stokes terms inside the flow field as a function of time are shown in Figure 5.75.
Higher fluctuations in the pressure gradient are seen in the near wall region where turbulence has broken
out. At locations closer to the centerline of the pipe, pressure gradient signals are clearly periodic.

Figure 5.75. Navier-Stokes equation terms obtained from PIV data of instantaneous 𝑢𝑢 and 𝑣𝑣 velocity components.
Case of 𝑅𝑅𝑅𝑅=535, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Data obtained at 𝑥𝑥/𝐷𝐷=183.75
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Computed traces of shear stress, 𝜏𝜏𝜏𝜏/𝑈𝑈0 , across the radius of the pipe are shown in Figure 5.76. No shearing

activities are present in the center of the pipe while such activities increase with distance towards the wall
region.

Figure 5.76. Contour of shear stress inside the flow field obtained from PIV data. Case of 𝑅𝑅𝑅𝑅=535, 𝑊𝑊𝑜𝑜 =11.91 and
𝐴𝐴 ≈0.9. Data obtained at 𝑥𝑥/𝐷𝐷=183.75

Equation 5.6 can be used to estimate the fluctuation wall shear stress, 𝜏𝜏𝑤𝑤 , from the measured wall pressure
gradient,

𝑑𝑑𝑑𝑑

� , using the pressure sensors and the shear stress inside the flow field at the nearest radial

𝑑𝑑𝑑𝑑 𝑤𝑤

location 𝑦𝑦/𝑅𝑅 = 0.95. The numerical approximation used is

𝜏𝜏𝑤𝑤 = �

𝑑𝑑𝑑𝑑
𝑅𝑅
𝑑𝑑𝑑𝑑
�
∙ ∆𝑟𝑟 + 𝜏𝜏𝑟𝑟=0.95𝑅𝑅 �
≅
�
∙ ∆𝑟𝑟 + 𝜏𝜏𝑟𝑟=0.95𝑅𝑅
𝑑𝑑𝑑𝑑 𝑟𝑟=𝑅𝑅
𝑅𝑅 + ∆𝑟𝑟
𝑑𝑑𝑥𝑥 𝑟𝑟=𝑅𝑅

5.10

The results are displayed in Figure 5.77, where 𝜏𝜏𝑤𝑤 is compared with 𝜏𝜏𝑟𝑟=0.95𝑅𝑅 . There is a significant
agreement in phase/time, apart from the fact that the amplitude of the wall shear stress is larger that the
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shear stress inside the flow field. Most interesting is the instantaneous change of sign of both signals due
to the flow reversals.

Figure 5.77. Comparison of wall shear stress obtained from the measured wall pressure gradient and shear stress
inside the flow field at 𝑦𝑦/𝑅𝑅=0.95. Case of 𝑅𝑅𝑅𝑅=535, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Data obtained at 𝑥𝑥/𝐷𝐷=183.75

To better illustrate the change of sign of the shear stress, its trace is compared to the velocity trace at 𝑦𝑦/𝑅𝑅 =

0.95 in Figure 5.78. As mentioned in Chapter 2, the wall stress in laminar flows changes sign first and then
the velocity inside the flow. In the present case, the flow is turbulent and departures from this finding are
expected.
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Figure 5.78. Comparison of wall shear stress obtained from the measured wall pressure gradient and u-velocity at
𝑦𝑦/𝑅𝑅=0.95. Case of 𝑅𝑅𝑅𝑅=535, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Data obtained at 𝑥𝑥/𝐷𝐷=183.75

The pressure inside the flow field can be estimated by using the pressure gradient inside the flow field and
the pressure at the wall measured with the pressure sensors as boundary values. The results are shown in
Figure 5.79

Figure 5.79. Pressure inside the flow field obtained from the measured wall pressure and the pressure gradient
inside the flow field. Case of 𝑅𝑅𝑅𝑅=535, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Data obtained at 𝑥𝑥/𝐷𝐷=183.75
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Figure 5.80 and Figure 5.81 show the mean pressure and its amplitude measured with the pressure sensors
at the wall along the length of the pipe. The mean pressure displays a constant drop with increasing distance
from the entrance of the pipe, which is caused by the viscous effects. A similar behavior is seen in the
amplitude, which is damped as the flow moves in the longitudinal direction. The rate at which the pressure
amplitude decreases is higher in the lower 𝑅𝑅𝑅𝑅 case, which is caused by the stronger viscous effects the flow
experiences at the wall in this case.

Figure 5.80. Mean pressure measured at the wall along the length of the pipe. Case of 𝑅𝑅𝑅𝑅=535, 1140, 2285 and
4825, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9.
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Figure 5.81. Pressure amplitude measured at the wall along the length of the pipe. Case of 𝑅𝑅𝑅𝑅=535, 1140, 2285 and
4825, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9.

Figure 5.82 shows the pressure at the wall measured with the sensors and the velocity at the centerline.
There is a phase lag of 0.4𝜋𝜋 between the two signals

Figure 5.82. Pressure at the wall and velocity at the centerline. Case of 𝑅𝑅𝑅𝑅=535, 𝑊𝑊𝑜𝑜 =11.91 and 𝐴𝐴 ≈0.9. Velocity
data obtained at 𝑥𝑥/𝐷𝐷=183.75
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Chapter 6 Conclusions

Conclusions

The focus of the present research study is the phenomena related to the transition to turbulence and
relaminarization in pulsatile flows involving reverse and no-reverse flows. An analytical model was
developed to establish the relation between the non-dimensional frequency of pulsation and its amplitude
that can lead to flow reversals in parts of the cycle. The results show that there is a remarkably narrow
domain on the amplitude, 𝑢𝑢𝑜𝑜𝑜𝑜 /𝑈𝑈0 and 𝑊𝑊𝑜𝑜 plane, where no reversals are expected. Based on this analysis,
values of these two parameters were selected to be implemented in the experiments, which involved reverse
and no-reverse flow.
A new experimental facility was designed, constructed, and tested to implement pulsation with variable
frequencies and amplitudes by using a cylinder/piston assembly. The piston was driven by a programable
DC servo motor, which provided the pulsation characteristics in a water flow system.
An uncommon setup of 2-D time-resolved PIV was implemented by using a continuous wave laser and a
high-frame-rate digital camera to acquire data in a refractive index matching setup with an optical correction
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box to minimize distortions. This setup provided spatio-temporal velocity data for pulsatile flows with
Reynolds numbers ranging 535-4825, Womersley numbers 6.3-23.82 and amplitude ratio 𝐴𝐴 ≈ 0.2 and 𝐴𝐴 ≈

0.9.

The non-stationarity of turbulence data was addressed by using trend removal methods involving LP and
HP filtering of the data, and by using empirical mode decomposition together with the relevant HilbertHuang transform to determine the intrinsic mode functions. This latter method is more appropriate for
nonlinear and non-stationary cases for which traditional analysis involving classical Fourier decomposition
is not directly applicable. The empirical mode decomposition data analysis revealed the existence of several
subharmonics in the vorticity and velocity fields, while the trend removal method indicated nonlinear
dynamics through mixed-mode interactions between low and high frequencies. In addition, it was shown
that the high frequency components, which contain turbulence, have rms values lower than the low
frequency components that have a frequency content closer to the pulsation frequency 𝑓𝑓𝑝𝑝 .

It was observed that for low pulsation amplitude flows, when the Womersley number is decreased,
transition occurs at higher Reynolds numbers. The transition process in these cases, which do not involve
flow reversals, happens in a similar fashion as in steady flows in which the laminar WVL breaks down with
increasing 𝑅𝑅𝑅𝑅 number until high frequency fluctuations of velocity populate the entire flow field. The
production of turbulence in this case is not modulated by the frequency of pulsation.

K-H instabilities are observed at low Reynolds numbers, even for the case with low pulsation amplitude
but only when the Womersley number was increased to 𝑊𝑊𝑜𝑜 = 11.91. As the Reynolds number is increased,

the K-H vortices at the edge of the WVL grow in size and break away into smaller structures that protrude
in the radial direction.
The availability of time-dependent data of velocity and vorticity provided information related to the physics
of changing direction in the near wall region where flow reversals are evident. It appears that this process
is gradual in the cases of the lowest 𝑅𝑅𝑅𝑅. During the end of the acceleration phase for low 𝑅𝑅𝑅𝑅 or at the
184

beginning of it for higher 𝑅𝑅𝑅𝑅, vortical patches breakaway from the tip of the separated VWL, while the near

wall reversed flow has changed direction by crossing the zero level through a simple full stop. Confined
turbulence in the near wall region is observed at low 𝑅𝑅𝑅𝑅 = 535 and 1140. At higher 𝑅𝑅𝑅𝑅, the entire flow

field is filled with vortical spots characteristic of turbulence as the flow decelerates further and becomes
more irregular through the whole domain, while flow reversals are more violent due to strong vortical
interactions. This is one difference between this 𝑅𝑅𝑅𝑅 case and those at lower 𝑅𝑅𝑅𝑅.

During the deceleration phase of the pulsation cycle, asymmetries start to develop between the top and
lower wall regions. These asymmetries are reduced when the flow accelerates.
It was found that transition to turbulence is a spontaneous event covering the whole near wall region. The
instantaneous vorticity profiles suggest the development of a large-scale ring-like cylindrical vortical layer
attached to the wall, which does not possess the characteristics of a toroidal vortex, on which smaller
vortices of higher frequencies than the pulsation frequency are superimposed, which point to a K-H shear
layer type of instability leading to the formation of smaller vortices on top of the major WVL structure.
Inflectional instability causes the WVL to separate, which forms a toroidal vortex-like structure that is
associated with the induction of a secondary vortical structure below it. The K-H vortices, located on both
sides of the separated WVL, grow and start breaking away into smaller turbulent patches with vortical
content in the longitudinal direction at low 𝑅𝑅𝑅𝑅 and in the radial at high 𝑅𝑅𝑅𝑅. This appears to be the prevailing

structure of the flow in each of the investigated Reynolds numbers with reverse flow. At high Reynolds
numbers, the strength and extent of the vortices are larger and substantial disturbances appear in the free
stream region of the flow, which are typical of pipe flows at transitional Reynolds numbers. It appears that
the basic mechanism here is inflectional instability of the attached WVL leading to a roll-up of the separated
shear layer with the K-H vortices.
Turbulence appears to be produced at the locations of maximum or minimum vorticity within the attached
WVL where deceleration starts, in the ridges between the K-H vortices around the separated WVL during
acceleration and deceleration, and the upstream side of the secondary vortex where the flow impinges on
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the wall and rapid changes of streamline curvature occur, which serve as a rapid inducer of turbulence. The
near wall turbulence breaks away into the middle pipe region through the eruptions of K-H vortices for
𝑅𝑅𝑅𝑅 ≥ 2200 under either deceleration or acceleration of the flow.

Although the presence of small vortices, which are identified in the present flow for the first time by direct
measurement of vorticity, is similar to the vortices hypothesized to exist in puffs of steady flow, the
structures observed here cannot be classified as puffs because they are modulated by the pulsation frequency
and dominated by its relative amplitude. In addition, they do not possess several geometric characteristics
like the conical shape of the downstream tail of turbulence at the centerline and initial turbulence at the wall
on the upstream side.
The stationary HP data have been further processed to determine quantitatively the behavior of turbulence
during each cycle by conditionally carrying out sampling analysis. It appears that the growth or decline of
turbulence within the turbulent spots depends on the location within the flow domain and correlates more
with the rate of change of acceleration 𝜕𝜕𝜕𝜕(𝑥𝑥, 𝑡𝑡)/𝜕𝜕𝜕𝜕, rather than the acceleration itself 𝑎𝑎(𝑥𝑥, 𝑡𝑡). Timeaveraged statistics, however, correlate better with the normalized acceleration 𝑎𝑎𝑚𝑚𝑚𝑚𝑚𝑚 (𝑥𝑥).

The results for the 𝑅𝑅𝑅𝑅 = 535 and 𝑅𝑅𝑅𝑅 = 1140 cases with 𝑊𝑊𝑜𝑜 = 11.91 and 𝐴𝐴 ≈ 0.9, clearly demonstrate

that transition can take place at much lower than 𝑅𝑅𝑅𝑅 = 2200, because of flow reversals, and that turbulence
is phase-locked.

The effect of increasing the frequency of pulsation to 1 Hz (𝑊𝑊𝑜𝑜 = 23.82), was also investigated at 𝑅𝑅𝑅𝑅 =

535. It appears that there is no adequate relaxation time of turbulence in the cycle and, therefore, the flow
remains completely turbulent. As the data show, during the phase of acceleration decrease, turbulence is

enhanced until the minimum acceleration is reached where the fluctuations start to decrease continuously
until the maximum deceleration is approaching. In that respect, the observed behavior of turbulence here is
associated with destabilization at the zero crossing of acceleration, i.e. the maximum velocity locations.
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