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LetMn be the algebra of all n × nmatrices. We say that an element
G ∈Mn is an all-derivable point inMn if every derivable linear
mapping ϕ at G (i.e. ϕ(ST) = ϕ(S)T + Sϕ(T) for any S, T ∈Mn with
ST = G) is a derivation. Wemainly show in this paper that a matrix
G is an all-derivable point inMn if and only if G /= 0.
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1. Introduction and preliminaries
In this paper, we will mainly discuss all-derivable points in the algebra of all n × nmatrices. Before
proceeding let us ﬁx some notation and symbols in this paper. LetH andK be two Hilbert spaces.
B(H,K) stands for the set of all bounded linear operators fromH intoK, and is abbreviated to
B(H,H) to B(H). LetMn be the algebra of all n × nmatrices. Sincewemay regard an n × nmatrix as
an operator on n-dimension Hilbert space, we may writeMn for B(H) if dimH = n. Let the symbols
x ⊗ y and IH denote the rank one operator 〈·, y〉x and the unit operator onH, respectively. We write
Kn for the real or complex n-dimensional Euclidean space.
LetA be a subalgebra of B(H), and let ϕ be a linear mappings onA. We say that ϕ is a derivation
if ϕ(ST) = ϕ(S)T + Sϕ(T) for any S, T ∈A. Fix an operator G ∈A. We say that ϕ is a derivable mapping
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at G if ϕ(ST) = ϕ(S)T + Sϕ(T) for any S, T ∈Awith ST = G. An element G ∈A is called an all-derivable
point inA if every derivable mapping at G is a derivation. An element G ∈A is called an all-derivable
point in A for the norm-topology (strong operator topology, etc.) if every norm-topology (strong
operator topology, etc.) continuous derivable mapping at G is a derivation.
We describe some of the results related to ours. Jin et al. [2] showed that every derivable mapping
ϕ at 0with ϕ(I) = 0 on nest algebras is a derivation. Hou and Qi [3] prove that every derivablemapping
at unit operator on J-subspace lattice algebras is a derivation. Zhu and Xiong in [6,8] showed that (1)
every invertible operator in nest algebras is an all-derivable point for the strong operator topology;
and (2) a matrix G in the algebra of all upper triangular matrices is all-derivable points if and only if
G /= 0. For other results, see [1,4,5,7].
This paper is organized as follows. Section 2 concerns all-derivable points in B(H), andweobtain the
major new result Theorem 2.2 in this paper. Using the results, we give the proof of our main Theorem
3.1 in Section 3, that is G is an all-derivable point in matrix algebras if and only if G /= 0.
2. All-derivable points in B(H)
Lemma 1. LetH be a Hilbert space, and let G ∈ B(H) be an all-derivable point in B(H). Then PGP−1 is
also an all-derivable point in B(H) for any invertible operator P ∈ B(H).
Proof. Let ϕ : B(H) → B(H) be a derivable mapping at PGP−1, where P is an invertible operator.
Deﬁne a mapping ψ : B(H) → B(H) as follows ψ(S) = P−1ϕ(PSP−1)P for any S ∈ B(H). It is easy to
check that ψ(ST) = ψ(S)T + Sψ(T) for any S, T ∈ B(H) with ST = G, i.e. ψ is a derivable mapping at G
on B(H). SinceG is an all-derivable point in B(H),ψ is a derivation. Thus, for any S, T ∈ B(H), we have
ϕ(ST) = Pψ(P−1STP)P−1 = Pψ(P−1SP · P−1TP)P−1
= P[ψ(P−1SP)P−1TP + P−1SPψ(P−1TP)]P−1
= ϕ(S)T + Sϕ(T),
i.e. ϕ is a derivation. Hence PGP−1 is an all-derivable point in B(H). This completes the proof of the
lemma. 
Lemma 2. LetH be a Hilbert space. Fixing a vector g ∈Hwith ‖g‖ = 1,we writeK = {g}⊥ andK0 =
span{g}. It is obvious thatK⊕K0 is an orthogonal decomposition ofH. If F ∈ B(K) be an all-derivable
point in B(K), then, for every h ∈K, G =
[
F h ⊗ g
0 0
]
is an all-derivable point in B(H). Particularly,
G =
[
F 0
0 0
]
is an all-derivable point in B(H).
Proof. Fix a vector h ∈K. Let ϕ : B(H) → B(H) be a derivable mapping at G =
[
F h ⊗ g
0 0
]
. We only
need to show that ϕ is a derivation on B(H). For arbitrary X ∈ B(K), y ∈K, z ∈K, we write
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ϕ
([
X 0
0 0
])
=
[
A11(X) a12(X) ⊗ g
g ⊗ a21(X) α22(X)g ⊗ g
]
,
ϕ
([
0 y ⊗ g
0 0
])
=
[
B11(y) b12(y) ⊗ g
g ⊗ b21(y) β22(y)g ⊗ g
]
,
ϕ
([
0 0
g ⊗ z 0
])
=
[
C11(z) c12(z) ⊗ g
g ⊗ c21(z) γ22(z)g ⊗ g
]
,
ϕ
([
0 0
0 g ⊗ g
])
=
[
D11 d12 ⊗ g
g ⊗ d21 λ22g ⊗ g
]
,
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respectively, where A11(X), a12(X) and α22(X) are linear mappings from B(K) into B(K), K and K,
respectively; and B11(y), b12(y),β22(y) and c21(z) are linearmappings fromK into B(K),K,K andK,
respectively; and a21(X) is a conjugate linear mappings from B(K) intoK; and b21(y), C11(z), c12(z)
and γ22(z) are conjugate linear mappings fromK intoK, B(K), K and K, respectively. 
Step 1. For arbitrary X ,U ∈ B(K) with XU = F , take S =
[
X h ⊗ g
0 0
]
and T =
[
U 0
0 g ⊗ g
]
, then
ST =
[
F h ⊗ g
0 0
]
= G. Note that ϕ is a derivable mapping at G. So we have[
A11(F) + B11(h) [a12(F) + b12(h)] ⊗ g
g ⊗ [a21(F) + b21(h)] [α22(F) + β22(h)]g ⊗ g
]
= ϕ(G) = ϕ(S)T + Sϕ(T)
=
[
A11(X) + B11(h) [a12(X) + b12(h)] ⊗ g
g ⊗ [a21(X) + b21(h)] [α22(X) + β22(h)]g ⊗ g
] [
U 0
0 g ⊗ g
]
+
[
X h ⊗ g
0 0
] [
A11(U) + D11 [a12(U) + d12] ⊗ g
g ⊗ [a21(U) + d21] [α22(U) + λ22]g ⊗ g
]
=
⎡
⎣A11(X)U + XA11(U) + B11(h)U [a12(X) + b12(h) + Xa12(U)+XD11 + h ⊗ [a21(U) + d21] + Xd12 + α22(U)h + λ22h] ⊗ g
g ⊗ [a21(X) + b21(h)]U [α22(X) + β22(h)]g ⊗ g
⎤
⎦ .
Furthermore, we have
A11(F) + B11(h) = A11(X)U + XA11(U) + B11(h)U + XD11 + h ⊗ [a21(U) + d21], (1)
a12(F) + b12(h) = a12(X) + b12(h) + Xa12(U) + Xd12 + α22(U)h + λ22h, (2)
a21(F) + b21(h) = U∗[a21(X) + b21(h)], (3)
α22(F) + β22(h) = α22(X) + β22(h) (4)
for any X ,U ∈ B(K) with XU = F .
For any invertible operator X ∈ B(K) and U = X−1F , we replace X and U by 2X and 2−1U in Eq.
(4), respectively, and get 2α22(X) = α22(F). It is obvious that α22(X) = 0 for any invertible operator
X ∈ B(K). For arbitrary X ∈ B(K), there exists a real number μ such that μIK + X is an invertible
operator. Hence we have
α22(X) = μα22(IK) + α22(X) = α22(μIK + X) = 0 (5)
for any X ∈ B(K).
Replacing X and U by 2X and 2−1U, respectively, in Eq. (3) we get that
a21(F) + b21(h) = 2−1U∗[2a21(X) + b21(h)].
By the above equation and Eq. (3), we obtain
b21(h) = 0. (6)
For arbitrary real number ξ /= 0, replacing X and U by ξ−1X and ξU in Eq. (1), respectively, we get that
A11(X)U + XA11(U) − A11(F) + ξB11(h)U
+ ξ−1XD11 + ξh ⊗ a21(U) + h ⊗ d21 − B11(h) = 0.
Multiply the above equation by ξ and get
XD11 + ξ [A11(X)U + XA11(U) − A11(F)
− B11(h) + h ⊗ d21] + ξ2[B11(h)U + h ⊗ a21(U)] = 0.
Let us take the limit as ξ → 0 in the above equation. Thenwe have XD11 = 0. Putting X = IK andU = F ,
then we have
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D11 = 0. (7)
Similarly, we also have
B11(h)U + h ⊗ a21(U) = 0 (8)
and
A11(X)U + XA11(U) − A11(F) − B11(h) + h ⊗ d21 = 0. (9)
If we take X = F and U = IK in Eq. (8), respectively, we have
B11(h) = −h ⊗ a21(IK). (10)
Step 2. For arbitrary X ,U ∈ B(K) with XU = F and vector v ∈K, if we put y = h − Xv and S =[
X y ⊗ g
0 0
]
and T =
[
U v ⊗ g
0 g ⊗ g
]
, then ST =
[
F h ⊗ g
0 0
]
= G. Note that ϕ is a derivable mapping at
G. By Eqs. (5)–(7), we have[
A11(F) + B11(h) [a12(F) + b12(h)] ⊗ g
g ⊗ a21(F) β22(h)g ⊗ g
]
= ϕ(G) = ϕ(S)T + Sϕ(T)
=
[
A11(X) + B11(y) [a12(X) + b12(y)] ⊗ g
g ⊗ [a21(X) + b21(y)] β22(y)g ⊗ g
] [
U v ⊗ g
0 g ⊗ g
]
+
[
X y ⊗ g
0 0
] [
A11(U) + B11(v) [a12(U) + b12(v) + d12] ⊗ g
g ⊗ [a21(U) + b21(v) + d21] [β22(v) + λ22]g ⊗ g
]
=
⎡
⎣ A11(X)U + XA11(U) + B11(y)U [A11(X)v + B11(y)v + a12(X) + b12(y) + Xa12(U)+XB11(v) + y ⊗ [a21(U) + b21(v) + d21] +Xb12(v) + Xd12 + β22(v)y + λ22y] ⊗ g
g ⊗ [a21(X) + b21(y)]U [〈v, a21(X) + b21(y)〉 + β22(y)]g ⊗ g
⎤
⎦ .
Furthermore, we have
A11(F) + B11(h) = A11(X)U + XA11(U) + B11(y)U
+ XB11(v) + y ⊗ [a21(U) + b21(v) + d21], (11)
a12(F) + b12(h) = A11(X)v + B11(y)v + a12(X) + b12(y) + Xa12(U)
+ Xb12(v) + Xd12 + β22(v)y + λ22y, (12)
a21(F) = U∗[a21(X) + b21(y)], (13)
β22(h) = 〈v, a21(X) + b21(y)〉 + β22(y) (14)
for any X ,U ∈ B(K) with XU = F and v ∈K, where y = h − Xv.
If we take X = IK, then y = h − v. Bringing them to Eq. (14) and using Eq. (6), we have
〈v, a21(IK)〉 − 〈v, b21(v)〉 − β22(v) = 0
for any v ∈K. Replacing v by 2v in the above equation, we get that
2〈v, a21(IK)〉 − 4〈v, b21(v)〉 − 2β22(v) = 0.
Combining the above two equations, we have 〈v, b21(v)〉 = 0. Thus we obtain
β22(v) = 〈v, a21(IK)〉 (15)
for any v ∈K.
From Eqs. (10) and (11), and y = h − Xv, we have
0 = A11(X)U + XA11(U) + B11(h)U − B11(Xv)U + XB11(v)
+ h ⊗ a21(U) + h ⊗ b21(v) + h ⊗ d21 − Xv ⊗ a21(U) − Xv ⊗ b21(v)
− Xv ⊗ d21 − A11(F) + h ⊗ a21(IK) (16)
For arbitrary real number ζ /= 0, replacing X and U by ζX and ζ−1U in Eq. (16), respectively, we get
that
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0 = [A11(X)U + XA11(U) − B11(Xv)U + h ⊗ d21 + h ⊗ b21(v) − A11(F)
+ h ⊗ a21(IK) − Xv ⊗ a21(U)] + ζ−1[B11(h)U + h ⊗ a21(U)]
+ ζ [XB11(v) − Xv ⊗ b21(v) − Xv ⊗ d21]. (17)
Using the same argument as in Step 1, we may obtain
0 = [A11(X)U + XA11(U) − B11(Xv)U + h ⊗ d21 + h ⊗ b21(v)
− A11(F) + h ⊗ a21(IK) − Xv ⊗ a21(U)], (18)
0 = B11(h)U + h ⊗ a21(U), (19)
0 = XB11(v) − Xv ⊗ b21(v) − Xv ⊗ d21. (20)
For arbitrary real number η, replacing v by ηv in Eq. (20) we get that
0 = η[XB11(v) − Xv ⊗ d21] − η2Xv ⊗ b21(v).
So we have
XB11(v) − Xv ⊗ d21 = 0
and
Xv ⊗ b21(v) = 0.
If we take X = IK and U = F in the above two equations, respectively, then we obtain
B11(v) = v ⊗ d21 (21)
and
b21(v) = 0 (22)
for any v ∈K. From Eqs. (14), (15) and (21), we get that
〈h, a21(IK)〉 = 〈v, a21(X)〉 + 〈y, a21(IK)〉.
Note that h − y = Xv. It follows from the above equation that
〈v,X∗a21(IK)〉 = 〈Xv, a21(IK)〉 = 〈h − y, a21(IK)〉 = 〈v, a21(X)〉
for any invertible operator X ∈ B(K), v ∈K and U = F . Hence, we obtain
a21(X) = X∗a21(IK) (23)
for any X ∈ B(K). From Eqs. (9) and (21), we obtain
A11(X)U + XA11(U) = A11(F)
for any X ,U ∈ B(K) with XU = F , i.e. A11(X) is a derivable mapping at F on B(K). Since F is a all-
derivable point in B(K), A11 is a derivation. Thus there exists an operator A ∈ B(K) such that
A11(X) = XA − AX (24)
for any X ∈ B(K).
If we take X = IK and U = F , then y = h − v. Bring them to Eq. (12) and get
a12(F) + b12(h)= (y ⊗ d21)v + a12(IK) + b12(h) − b12(v)
+ a12(F) + b12(v) + d12 − 〈v, d21〉y + λ22h − λ22v,
i.e. a12(IK) + d12 + λ22h − λ22v = 0. Replacing v by 2v in the above equation, then λ22v = 0, i.e.
λ22 = 0. (25)
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Thus, a12(IK) + d12 = 0. Hence, we obtain
a12(IK) = −d12. (26)
If we take X = F and U = IK, then y = h − Fv. Bring them to Eq. (11) and get by Eqs. (22) and (24)
B11(h) = B11(y) + FB11(v) + y ⊗ [a21(IK) + d21].
From Eq. (21) and the above equation, we obtain
y ⊗ [a21(IK) + d21] = 0.
Since F is an all-derivable point in B(K), F /= 0. Thus there exists v ∈K such that y = h − Fv /= 0.
Hence
a21(IK) = −d21. (27)
Step 3. For arbitrary invertible operatorX ∈ B(K) and vectors y,w ∈K, there exists a vector v ∈K
such that Xv = h. If we take U = X−1(F − y ⊗ w), S =
[
X y ⊗ g
0 0
]
and T =
[
U v ⊗ g
g ⊗ w 0
]
, then ST =[
F h ⊗ g
0 0
]
= G. Note that ϕ is a derivable mapping at G. It follows from Eqs. (5), (15) and (21)–(27)
that [
A11(F) + h ⊗ d21 [a12(F) + b12(h)] ⊗ g
g ⊗ a21(F) −〈h, d21〉g ⊗ g
]
= ϕ(G) = ϕ(S)T + Sϕ(T)
=
[
A11(X) + y ⊗ d21 [a12(X) + b12(y)] ⊗ g
g ⊗ a21(X) −〈y, v〉g ⊗ g
] [
U v ⊗ g
g ⊗ w 0
]
+
[
X y ⊗ g
0 0
] [
A11(U) + v ⊗ d21 + C11(w) [a12(U) + b12(v) + c12(w)] ⊗ g
g ⊗ [a21(U) + c21(w)] [−〈v, d21〉 + γ22(w)]g ⊗ g
]
=
⎡
⎢⎢⎣
A11(X)U + XA11(U) + (y ⊗ d21)U [A11(X)v + 〈v, d21〉y
+[a12(X) + b12(y)] ⊗ w + Xv ⊗ d21 +Xa12(U) + Xb12(v) + Xc12(w)
+XC11(w) + y ⊗ [a21(U) + c21(w)] −〈v, d21〉y + γ22(w)y] ⊗ g
g ⊗ a21(X)U 〈v, a21(X)〉g ⊗ g
⎤
⎥⎥⎦
=
⎡
⎢⎢⎣
A11(X)U + XA11(U) + (y ⊗ d21)U [A11(X)v + 〈v, d21〉y
+[a12(X) + b12(y)] ⊗ w + Xv ⊗ d21 +Xa12(U) + Xb12(v) + Xc12(w)
+XC11(w) + y ⊗ [a21(U) + c21(w)] −〈v, d21〉y + γ22(w)y] ⊗ g
g ⊗ a21(X)U − 〈y, d21〉g ⊗ w 〈v, a21(X)〉g ⊗ g
⎤
⎥⎥⎦ .
Thus, we have
A11(F) + h ⊗ d21 = A11(X)U + XA11(U) + (y ⊗ d21)U + [a12(X) + b12(y)] ⊗ w
+ Xv ⊗ d21 + XC11(w) + y ⊗ [a21(U) + c21(w)], (28)
a12(F) + b12(h) = A11(X)v + Xa12(U) + Xb12(v) + Xc12(w) + γ22(w)y. (29)
Replacing y and w by 2−1y and 2w in Eq. (29), respectively, we obtain
a12(F) + b12(h) = A11(X)v + Xa12(U) + Xb12(v) + γ22(w)y + 2c12(w)
So
c12(w) = 0 (30)
for any w ∈K. Since U = X−1(F − y ⊗ w),Xv = h and A11 is a derivation, it follows from Eq. (28) that
A11(F) + h ⊗ d21 = A11(F − y ⊗ w) + (y ⊗ d21)U + [a12(X) + b12(y)] ⊗ w
+ h ⊗ d21 + XC11(w) + y ⊗ [a21(U) + c21(w)],
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i.e.
0 = −A11(y ⊗ w) + y ⊗ U∗d21 + a12(X) ⊗ w + b12(y) ⊗ w
+ XC11(w) + y ⊗ a21(U) + y ⊗ c21(w).
For arbitrary real number τ , replacing y andw by τ−1y and τw in the above equation, respectively, we
obtain
0 = −A11(y ⊗ w) + b12(y) ⊗ w + y ⊗ c21(w)
+ τ [y ⊗ U∗d21 + y ⊗ a21(U)]
+ τ−1[a12(X) ⊗ w + XC11(w)].
Multiplying the above equation by τ and get
0 = τ2[y ⊗ U∗d21 + y ⊗ a21(U)]
+ τ [−A11(y ⊗ w) + b12(y) ⊗ w + y ⊗ c21(w)]
+ [a12(X) ⊗ w + XC11(w)].
Thus, we obtain
a12(X) ⊗ w + XC11(w) = 0, (31)
y ⊗ U∗d21 + y ⊗ a21(U) = 0, (32)
and
− A11(y ⊗ w) + b12(y) ⊗ w + y ⊗ c21(w) = 0 (33)
for any y,w ∈K. If we take X = IK in Eq. (31), then
C11(w) = −a12(IK) ⊗ w = d12 ⊗ w (34)
for any w ∈K. It follows from Eq. (31) that a12(X) ⊗ w + Xd12 ⊗ w = 0 for any invertible operator
X ∈ B(K). Hence
a12(X) = −Xd12 (35)
for any X ∈ B(K). Since A11 is a derivation and A11(X) = XA − AX , then, by Eq. (33), we get, b12(y) ⊗
w + y ⊗ c21(w) − y ⊗ wA + Ay ⊗ w = 0, i.e.
[b12(y) + Ay] ⊗ w = y ⊗ [−c21(w) + A∗w].
Thus there exists a λ ∈ K such that b12(y) + Ay = λy and −c21(w) + A∗w = λw, i.e.
b12(y) = λy − Ay (36)
for any y ∈K, and
c21(w) = −λw + A∗w (37)
for any w ∈K. Since XU = F − y ⊗ w,Xv = h, it follows from Eqs. (29), (30), (36) and (37) that
−Fd12 + λh − Ah= (XA − AX)v − XUd12 + X(λv − Av) + γ22(w)y
=XAv − Ah − (F − y ⊗ w)d12 + X(λv − Av) + γ22(w)y
=−Ah − Fd12 + 〈d12,w〉y + λh + γ22(w)y.
Hence, 〈d12,w〉 + γ22(w) = 0, that is
γ22(w) = −〈d12,w〉 (38)
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for any w ∈K. In summary, we have
A11(X) = XA − AX , B11(y) = y ⊗ d21,
a12(X) = −Xd12, b12(y) = λy − Ay,
a21(X) = −X∗d21, b21(y) = 0,
α22(X) = 0, β22(y) = −〈y, d21〉,
C11(w) = d12 ⊗ w, D11 = 0,
c12(w) = 0, d12 = −a12(I),
c21(w) = −λw + A∗w, d21 = −a21(I),
γ22(w) = −〈d12,w〉, λ22 = 0.
If we take
A˜ =
(
A −d12 ⊗ g
g ⊗ d21 λg ⊗ g
)
∈ B(H).
For any S =
(
X y ⊗ g
g ⊗ z χg ⊗ g
)
∈ B(H), let us calculate
ϕ(S) = ϕ
([
X y ⊗ g
g ⊗ w χg ⊗ g
])
= ϕ
([
X 0
0 0
])
+ ϕ
([
0 y ⊗ g
0 0
])
+ ϕ
([
0 0
g ⊗ w 0
])
+ χϕ
([
0 0
0 g ⊗ g
])
=
⎡
⎣ XA − AX −Xd12 ⊗ g
−g ⊗ X∗d21 0
⎤
⎦+ [y ⊗ d21 (λy − Ay) ⊗ g
0 −〈y, d21〉g ⊗ g
]
+
[
d12 ⊗ w 0
g ⊗ (−λw + A∗w) −〈d12,w〉g ⊗ g
]
+
[
0 χd12 ⊗ g
χg ⊗ d21 0
]
=
[
X y ⊗ g
g ⊗ w χg ⊗ g
] [
A −d12 ⊗ g
g ⊗ d21 λg ⊗ g
]
−
[
A −d12 ⊗ g
g ⊗ d21 λg ⊗ g
] [
X y ⊗ g
g ⊗ w χg ⊗ g
]
= SA˜ − A˜S.
Hence, ϕ is a derivation.
3. All-derivable points in the algebras of all n× nmatrices
In this section, wewill characterize all-derivable points in the algebra of all n × nmatrices.Wemay
naturally regard an n × nmatrix as an operator on Euclidean n-dimensional space.
Theorem 3.1. G is an all-derivable point inMn if and only if G /= 0.
Proof. Necessity: Since ϕ(S) = S is a derivable mapping at 0 onMn and is not derivation, 0 is not
all-derivable point inMn.
Sufﬁciency: Let 0 /= G ∈Mn. Suppose thatG is an invertiblematrix. It follows fromthemain theorem
in [6] that G is an all-derivable point. Suppose that G is not invertible matrix. Then there exists an
invertible matrix P such that G0 = PGP−1 is a Jordan canonical form. Without loss of generality, we
may assume
G0 =
⎡
⎢⎢⎣
J1 0 · · · 0
0 J2 · · · 0
· · · · · · · · · 0
0 0 · · · Jm
⎤
⎥⎥⎦ ,
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where every Ji is an Jordan block with
Ji =
⎡
⎢⎢⎢⎢⎣
λi 1 · · · 0 0
0 λi · · · 0 0
· · · · · · · · · 1 0
0 0 · · · λi 1
0 0 · · · 0 λi
⎤
⎥⎥⎥⎥⎦ ∈Mni (i = 1, 2, . . .,m)
and |λ1| |λ2| · · · |λm|.
By Lemma 2.1, we only need to prove that G0 is an all-derivable point inMn. The proof of the
statement is divided into following three cases.
Case 1. Suppose that all the eigenvalues λi /= 0 (i = 1, 2, . . .,m). Then G0 is an invertible matrix in
Mn. By the main theorem in [6], G0 is an all-derivable point inMn.
Case 2. Suppose that λi = 0 (i = 1, 2, . . .,m). Note that G0 /= 0. Without loss of generality, we may
assume
J1 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 · · · 0
0 0 1 0 · · · 0
0 0 0 1 · · · 0
· · · · · · · · · · · · · · · 0
0 0 · · · 0 · · · 1
0 0 · · · 0 · · · 0
⎤
⎥⎥⎥⎥⎥⎥⎦
.
First, we show that Z =
[
0 1
0 0
]
is an all-derivable point inM2. In fact, if ϕ is a derivable mapping
at Z , we write⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ϕ
([
1 0
0 0
])
=
[
a11 a12
a21 a22
]
,
ϕ
([
0 1
0 0
])
=
[
b11 b12
b21 b22
]
,
ϕ
([
0 0
1 0
])
=
[
c11 c12
c21 c22
]
,
ϕ
([
0 0
0 1
])
=
[
d11 d12
d21 d22
]
.
For arbitrary S =
[
x y
z p
]
and T =
[
u v
w q
]
inM2 with ST =
[
0 1
0 0
]
, then xu + yw = 0, xv + yq =
1, zu + pw = 0 and zv + pq = 0. If we take x = v = 1 and y = z = p = u = w = q = 0, then[
b11 b12
b21 b22
]
= ϕ
([
0 1
0 0
])
= ϕ(S)T + Sϕ(T)
=
[
a11 a12
a21 a22
] [
0 1
0 0
]
+
[
1 0
0 0
] [
b11 b12
b21 b22
]
=
[
b11 a11 + b12
0 a21
]
.
So a11 = b21 = 0 and a21 = b22. Similarly, we compute the following six cases
If we take y = q = 1 and x = z = p = u = v = w = 0, then b11 = d21 and d22 = 0.
If we take x = v = y = 1 and z = p = u = w = q = 0, then b11 = −b22.
If we take x = v = q = 1 and y = z = p = u = w = 0, then d11 = a22 = 0 and a12 = −d12.
If we take x = v = p = 1 and y = z = u = w = q = 0, then a21 = −d21.
If we take x = v = w = 1 and y = z = p = u = q = 0, then a12 = −c11 and c12 = 0.
If we take x = v = y = w = 1 and z = p = u = q = 0, then b12 + c21 = 0 and a12 = c22.
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Thus, we obtain⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ϕ
([
1 0
0 0
])
=
[
0 a12
a21 0
]
,
ϕ
([
0 1
0 0
])
=
[−a21 b12
0 a21
]
,
ϕ
([
0 0
1 0
])
=
[−a12 0
−b12 a12
]
,
ϕ
([
0 0
0 1
])
=
[
0 −a12
−a21 0
]
.
It is easy to verify from the above equations that ϕ is a derivation. So Z is an all-derivable point inM2.
It follows from Lemma 2.2 that
Z1 =
⎡
⎣0 1 00 0 1
0 0 0
⎤
⎦
is an all-derivable point inM3. Using inductive method and Lemma 2.2, we may prove that J1 is an
all-derivable point inMn1 . Note that
G0 =
[
J1 0
0 D
]
,
where D is an upper triangular matrix with zero diagonal. Using the same methods, we may get that
G0 is an all-derivable point inMn.
Case 3. Suppose that there exists 1  k < m such that λi /= 0(1 i  k) and λi = 0(k + 1 i  m).
Then
G1 =
⎡
⎢⎢⎣
J1 0 · · · 0
0 J2 · · · 0
· · · · · · · · · 0
0 0 · · · Jk
⎤
⎥⎥⎦ ,
is an invertible matrix inMn1+n2+···+nk . By the main theorem in [6], G1 is an all-derivable point in
Mn1+n2+···+nk . Thus we have
G0 =
[
G1 0
0 D
]
∈Mn,
where D is an upper triangular matrix with zero diagonal. Using inductive method, it is easy to verify
from Lemma 2.2 that G0 is an all-derivable point inMn. This completes the proof. 
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