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ABSTRACT
Progress in understanding of giant planet formation has been hampered by a lack of observational
constraints to growing protoplanets. Recently, detection of an Hα-emission excess via direct imaging
was reported for the protoplanet LkCa 15b orbiting the pre-main-sequence star LkCa 15. However,
the physical mechanism for the Hα emission is poorly understood. According to recent high-resolution
three-dimensional hydrodynamic simulations of the flow accreting onto protoplanets, the disk gas flows
down almost vertically onto and collides with the surface of a circum-planetary disk at a super-sonic
velocity and thus passes through a strong shockwave. The shock-heated gas is hot enough to generate
Hα emission. Here we develop a one-dimensional radiative hydrodynamic model of the flow after the
shock by detailed calculations of chemical reactions and electron transitions in hydrogen atoms, and
quantify the hydrogen line emission in the Lyman-, Balmer-, and Paschen-series from the accreting
gas giant system. We then demonstrate that the Hα intensity is strong enough to be detected with
current observational technique. Comparing our theoretical Hα intensity with the observed one from
LkCa 15b, we constrain the protoplanet mass and the disk gas density. Observation of hydrogen line
emission from protoplanets is highly encouraged to obtain direct constraints of accreting gas giants,
which will be key in understanding the formation of gas giants.
Keywords: accretion, accretion disk, line:formation, planets and satellites:detection, planets and satel-
lites: formation, radiative transfer
1. INTRODUCTION
The origins of the solar system and diverse extraso-
lar systems have yet to be revealed. In particular, the
formation of gas giants would be a high-priority issue,
because gas giants are so massive that they have had a
dynamical influence on whole planetary systems. Plan-
ets are formed in circum-stellar gas disks (or protoplan-
etary disks) (e.g. Hayashi 1981). A widespread idea,
which is called the core accretion model, is that once
a core grows to a critical mass via solid accretion, run-
away gas accretion of the disk gas takes place and results
in forming a massive envelope (e.g. Mizuno 1980; Pol-
lack et al. 1996; Ikoma et al. 2000). It is, however, still
uncertain how and when they form.
Progress in understanding of gas giant formation is
hampered by a lack of direct observational constraints to
yaoyama@eps.s.u-tokyo.ac.jp
growing protoplanets. The typical formation timescale
of gas giants, which is constrained from the observation-
ally inferred lifetime of protoplanetary disks, is at most
10 Myr (e.g. Herna´ndez et al. 2008). Although an in-
creasing number of young exoplanets have been recently
detected (e.g., CI Tau b Johns-Krull et al. 2016), most
of gas giants detected so far are several billion years old
(e.g., see exoplanet.eu), Those aged gas giants hardly
have memory of their formation processes (e.g. Marley
et al. 2007).
A challenging issue would be to detect accreting gas
giants. Recent observations have detected infra-red (IR)
excess from the three young stars, LkCa15 (Kraus & Ire-
land 2012), HD169142 (Biller et al. 2014; Reggiani et al.
2014), and HD100546 (Quanz et al. 2015). Those ob-
served excess is interpreted as infra-red (IR) emission
from accreting gas giants (Zhu 2015). Hydrodynamic
simulations of gas accretion onto protoplanets show that
accreting gas giants are surrounded by circum-planetary
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2disks (CPDs hereafter) (e.g. Miki 1982; Tanigawa &
Watanabe 2002). Then, the CPD gas falls toward the
gas giant, losing its angular momentum through spiral
shock waves and turbulent dissipation. Since the an-
gular momentum loss leads to conversion from gravita-
tional energy to thermal energy, the CPD gas is warmer
than the original circum-stellar disk gas. According to
theoretical modelling, CPDs are warm and geometri-
cally large enough to generate detectable IR emission
(Zhu 2015).
Among those stars, in additional to IR, an excess of
hydrogen Balmer-α line (Hα) emission was detected in
the circum-stellar disk of the young star LkCa15 of age 2
Myr (Sallum et al. 2015). In the case of protostars, it is
well known that accretion shock near protostars brings
about hydrogen line emission (Lynden-Bell & Pringle
1974). Likewise, the Hα excess detected for LkCa15
is expected to arise from a shock-heated, accreting gas
giant.
Theoretical models of stellar accretion developed so
far, however, cannot be applied directly to planetary
accretion. In general, Hα line emission occurs from hot
hydrogen of tens of thousands kelvin, which is thought
to be reached by accretion-shock heating. In the case of
stellar accretion, the strong magnetic field is thought to
make a gap between the star and the circum-stellar disk.
Then, the accreting gas falls from the disk edge to the
stellar surface, resulting in strong shocks (Uchida & Shi-
bata 1984; Koenigl 1991). The amount of energy gener-
ated by the accretion flow (i.e., released gravitational en-
ergy) depends on the flow structure. The flow structure
around planets is markedly different from that around
stars, basically because planets are rotating around cen-
tral stars. Thus, it is necessary to develop a new model
in order to explore whether accreting gas giants yield
strong, observable Hα emission.
Recent high-resolution three-dimensional hydrody-
namical simulations of accretion flow onto protoplanets
revealed that the flow enters the Roche lobe (or the Hill
sphere) not through the Lagrange points in the mid-
plane but from high altitudes (Tanigawa et al. 2012).
Then, the vertically accreting flow hits the surface of
the CPD. Because the flow velocity is nearly free-fall ve-
locity, which is much higher than the local sound speed,
strong shock occurs at the CPD surface. In the extreme
case of strong shock, the gas temperature reaches tens of
thousands kelvin just behind the shock front, as shown
later in this paper. In such high temperature regions,
hydrogen line emission occurs. From their 3D radiative
hydrodynamical simulations, Marleau et al. (2017) and
Szula´gyi & Mordasini (2017) pointed out the presence
of hot regions around accreting gas giants that could
be the source of the observed Hα line emission. How-
ever, they never quantified hydrogen line emission from
those hot regions, because those regions, which are much
thinner than the CPD thickness, hardly affect the CPD
structure.
Radiative continuum emission from shock-heated gas
was investigated so far for some other astronomical ob-
jects and events, which include white dwarf accretion
(Frank et al. 1983), protostar accretion (Calvet & Gull-
bring 1998; Lamzin 1998), the interstellar medium (Hol-
lenbach & McKee 1979, 1989; Mac Low & Shull 1986;
Shapiro & Kang 1987), and chondrule formation in pro-
toplanetary disks (Iida et al. 2001). However, there is
no detailed research focusing on hydrogen line emission
from highly shock-heated gas, which is of interest in
this study. In the case of protostellar accretion, Cal-
vet & Gullbring (1998) investigated the shock heating
and atomic line emission at the protostellar photosphere.
They, however, assumed weak shock (or C-type shock),
because of the magnetic effect, in contrast to strong
shock which occurs in our problem. Lamzin (1998) also
investigated the recombination lines emitted from the
ionized atoms, which came not directly from the post-
shock gas but from the heated photosphere. In the case
of the interstellar shock, although Hollenbach & McKee
(1979) investigated the hydrogen line emission, their es-
timation was simply based on optical depth and the es-
cape probability approximation. Namely, they neglected
the absorptive excitation and underestimated the exci-
tation degree in optically thin regions. While hydrogen
level population certainly has little influence on the to-
tal luminosity from and cooling in the postshock regions,
considering it is essential for estimation of each line lumi-
nosity. Hence, in order to interpret the Hα observation,
one must consider transitions between energy levels in
hydrogen in more detail.
The purpose of this study is to quantify the hydrogen
line emission at the surface of the CPD around an accret-
ing gas giant. To that end, we investigate the hydrody-
namic, thermochemical, and radiative properties of the
vertically accreting flow after the passage of the shock
front by performing 1D hydrodynamic simulations with
detailed calculations of hydrogen level population. The
details of the theoretical model and numerical method
are presented in section 2. Then, we show results of
numerical simulations in section 3, where we estimate
the intensities of hydrogen line emission in the Lyman-,
Balmer-, and Paschen-series. In section 4, we demon-
strate that we can obtain constraints to the mass of the
accreting gas giant and the density of the surrounding
disk gas from observed Hα emission, by comparing be-
tween the theoretically estimated and measured Hα lu-
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minosity for LkCa15 as an example. We also discuss the
validity of our assumptions and future studies. Finally,
we summarize and conclude this study in section 5.
2. THEORETICAL MODEL
As described in Introduction, based on recent 3D sim-
ulations (e.g., Tanigawa et al. 2012), we consider the
situation in which the gas from the circum-stellar disk
(CSD) flows almost vertically onto the circum-planetary
disk (CPD) nearly at the free-fall velocity (see Fig. 1 for
a schematic illustration). This type of flow is achieved
when planet mass is large enough for the accreting gas
to form a circum-planetary disk (Tanigawa & Watan-
abe 2002). Since the free-fall velocity is higher than the
local sound velocity, shockwave is formed at the CPD
surface. When passing through the CPD surface (i.e.,
the shock front), the gas is heated up to tens of thou-
sands of kelvins, which is high enough to dissociate hy-
drogen molecules and ionize hydrogen atoms, producing
free electrons. Then, the electrons collide with and ex-
cite hydrogens. After that, de-excitation of the excited
hydrogen results in line emission and cooling.
Thus, to calculate the intensities of hydrogen line
emission from the CPD surface, we simulate chemical
reactions, excitation/de-excitation of hydrogen atoms,
and radiative cooling simultaneously with simulating hy-
drodynamics of the postshock gas. Here we describe our
theoretical model that simulates the hydrodynamic and
thermal properties of the postshock gas. All the physi-
cal processes and associated references are summarized
in Table 1.
Table 1. Physical Process list
Physical Process Reference
1D hydrodynamics Shapiro & Kang (1987)
Chemical reaction Iida et al. (2001)
Radiative transfer Chandrasekhar (1960)
Hydrogen Electron Transitions
Collisional transition Vriens & Smeets (1980)
Spontaneous de-excitation Vriens & Smeets (1980)
Spontaneous recombination Johnson (1972)
Photon induced transition Castor (2004)
Photon absorptive ionization Shu (1991)
Cooling and Heating Processes
Hydrogen molecule dissociation Blanksby & Ellison (2003)
Hydrogen atomic transition Vriens & Smeets (1980)
Molecular lines Iida et al. (2001)
2.1. Key Assumptions
We assume the shock heating as transient. Namely,
the shockwave is jump type and regarded as an infinitely
thin adiabatic layer, which is called a shock front. This
approximation is valid, because the Mach number of the
flow of interest is much larger than unity at the shock
front (& 30). Also, the magnetic effect, which tends
to reduce shock heating, can be ignored, because the
preshock gas is too cold to ionize in gas giant forming
regions which are usually far from host stars (e.g., Ikoma
et al. 2000). Thus, in this study, without observing the
interior of the shock front, we investigate the hydrody-
namical and thermochemical properties of the flow only
after the passage of the shock front.
We consider one-dimensional, plane parallel, hydrody-
namically steady flow (see the inset of Fig. 1). This is
valid because the thickness of the postshock region is
much smaller than the CPD thickness. Note that the
shock front is located a few scale-heights far from the
CPD midplane, and thus the postshock flow is never af-
fected by the CPD. We follow the temporal change in
properties of the gas flow with its motion, using the La-
grangian coordinates, and define the shock front as the
origin.
We assume that the gas is ideal and composed of the
four elements H, He, C, and O and electrons. The
ideal approximation is valid because the temperature
and density of the gas are sufficiently high and low, re-
spectively. We take the relative abundances of those
four elements from Allen (1976), namely H : He : C : O
= 1 : 8.5 × 10−2 : 3.3 × 10−4 : 6.6 × 10−4. We solve
160 chemical reactions that involve 33 gas species (see
§ 2.4) and 10 principal quantum numbers of hydrogen
(see § 2.5 and § 2.7), in addition to the ionized state.
Inclusion of other elements such as N and S has little in-
fluence on the line emission intensities, because those are
much less abundant than H and the regions where molec-
ular cooling occurs are of little interest in this study, as
shown later. We consider the radiative transfer only of
hydrogen lines and CO, OH, and H2O molecular lines.
Also, we assume that the electrons are the same in tem-
perature as other gases, namely neglect the acceleration
by electric and magnetic fields.
Finally, we neglect the presence of dust grains in the
flow. This is a reasonable assumption, because the gas
falling onto the inner CPD comes from high altitudes.
It is thought that dust grains have already settled down
gravitationally and exit in thin layers near the CSD
mid-plane in planet formation stages. Thus, the high
altitude gas hardly contains dust grains (Goldreich &
Ward 1973). In addition, if any, small dust grains cou-
pled with gas are quickly sublimated in the postshock
gas because of high temperature ( 104K). Although
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Figure 1. Schematic illustration of the circum-protoplanetary environment that we suppose in this study (edge-on view,
modified from Tanigawa et al. 2012). The arrows indicate streamlines of the accretion flow. The inset left above shows an
enlarged illustration of the vicinity of the shock front for which we develop a theoretical model here.
recondensation of silicate may occur when gas becomes
cool enough, hydrogen line emission occurs at tempera-
tures higher than the condensation temperature, which
means such dust cooling is of little interest in this study.
2.2. Hydrodynamics
2.2.1. Jump condition across the shock front
In the case of jump-type shock, mass, momentum, and
energy are conserved across the shock front. The rela-
tionship between the gas properties on both sides of the
shock front is described, respectively, as follows (Landau
& Lifshitz 1959):
ρ1v1 =ρ0v0, (1)
ρ1v
2
1 + p1 =ρ0v
2
0 + p0, (2)
v1
(
ρ1v
2
1
2
+
γ
γ − 1p1
)
= v0
(
ρ0v
2
0
2
+
γ
γ − 1p0
)
, (3)
where v0 (v1) is the preshock (postshock) velocity in
the frame of the shock front, ρ0 (ρ1) and p0 (p1) are
the density and pressure of the preshock (postshock)
gas, respectively, and γ is the specific heat ratio. Un-
der the assumption of transient shock heating, all the
abundances of chemical species and all the electron lev-
els remain unchanged across the shock front. Hence the
specific heat ratio is assumed to be constant (γ = 1.42,
since we assume that hydrogen is in its molecular form
and the others are in their atomic forms at the shock
front). The postshock temperature, T1, is given by the
ideal equation of state as
T1 =
µ p1
kBρ1
, (4)
where kB is the Boltzmann constant and µ is the mean
mass of the gas per particle. From the assumed molec-
ular abundances, µ = 3.84 × 10−27 kg at the shock
front. In this paper, we have performed numerical sim-
ulations in the ranges of 20 km/s ≤ v0 ≤ 100 km/s and
1015 m−3 ≤ nH,0 ≤ 1020m−3, where nH,0 is the proton
number density just before the shock. (Note that gas
density becomes higher by a factor of ∼ 5 and ∼ 100,
respectively, just after the shock and where hydrogen
line emission occurs.) Then, the gas temperature just
after the shock, T1, is up to ∼ 4× 105 K.
2.2.2. Postshock gas flow
In the postshock region, mass and momentum are
likewise conserved, but the adiabatic approximation
(Eq. [3]) is invalid. The postshock gas flow is described
by the following three equations.
ρv=ρ1v1, (5)
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ρv2 + p= A1ρ1v
2
1 , (6)
dE
dt
= (Γ− Λ) +
[
p+ E
ρ
dρ
dt
]
, (7)
where p, ρ, and v are the pressure, gas density, and fluid
velocity in the frame of the shock front, respectively,
A1 ≡ 1 + p1
ρ1v21
, (8)
E is the internal thermal energy per unit volume, and Γ
and Λ are the heating and cooling rates per unit volume,
respectively. The expressions of Γ and Λ are given in
section 2.3. We integrate equations (5)-(7) numerically,
following Shapiro & Kang (1987).
2.3. Cooling and Heating Processes
2.3.1. Exothermic and endothermic chemical reactions
Regarding the energy budget relevant to molecular
chemical reactions, we consider only collisional dissocia-
tion and recombination of the major molecule H2 among
the simulated reactions (see section 2.4). The corre-
sponding rate of net energy change
(Λ− Γ)H2 =−EH2
dnH2
dt
, (9)
where EH2 is the binding energy of an H2 molecule
(= 435.998 kJ; Blanksby & Ellison 2003) and nH2 is
the number density of H2 molecules. In Eq. (9), we
have neglected the energy of rotation and vibration of
H2 molecules. The shock heating is strong enough to dis-
sociate H2 molecules completely. Also, the recombined
H2 is of little interest in this study. Hence, neglecting
the rotational and vibrational energies barely affects our
conclusion.
2.3.2. Radiative cooling by molecules
We take into account some major processes of radia-
tive cooling by molecules, which include vibration of CO
and rotation of H2O and OH. The cooling rate due to
CO vibrational emission is given as (Iida et al. 2001)
ΛCO =nCO
 1(
ξHCOnH + ξ
H2
COnH2
)
ECO
+
1
LLTE
−1(10)
where nCO and nH are the number densities of CO
molecules and isolated hydrogen atoms, respectively,
ECO is the CO vibrational transition energy (E˜CO ≡
ECO/kB = 3080K; Millikan & White 1963), and ξ
H
CO
and ξH2CO are the transition rates from the ground level to
the first excited level (v = 1) by collision with H atoms
and H2 molecules, respectively. In Eq. (10), we have ne-
glected collisional excitation by minor gas species other
than H and H2. The above transition rates are given as
(Hollenbach & McKee 1989)
ξHCO = 3.0× 10−18T 0.5
exp
[
−
(
C1
T
)3.43
−
(
E˜CO
T
)]
m3 s−1, (11)
and
ξH2CO = 4.3× 10−20T
exp
[
−
(
C2
T
)0.333
−
(
E˜CO
T
)]
m3 s−1, (12)
where T is the temperature in Kelvin, C1 = 2.0×103 K,
and C2 = 3.14× 105 K. Also, LLTE is the thermal emis-
sion per CO molecule whose level population is in the
local thermodynamic equilibrium (LTE) and is given as
(Neufeld & Kaufman 1993)
LLTE = 1.0× 10−18 exp
(
− E˜CO
T
)
J s−1. (13)
The cooling rate due to rotational transition of
molecules j with dipole moments (j = H2O and OH) is
expressed as (Hollenbach & McKee 1979)
Λrot,j =
nj(nH − nH2)σvthkBT
1 + (nHn
−1
cr )
[
1 + Nj(AjN1/2)
−1] (14)
where vth is the thermal velocity of gas particles defined
by vth =
√
8kBT (piµ)−1, Nj is the column density of
species j integrated from the shock front which is given
by Nj =
∫ t
0
njvdt, σ is the total rotational de-excitation
cross section of the molecules, ncr is the critical number
density above which the collisional deactivation over-
whelms the spontaneous decay for the levels at which
the former dominates cooling, N1/2 is the column den-
sity with which the cooling rate is half of that in the
optically thin limit, and Aj is the dipole moment. The
values of the parameters used in Eq. (14) are given by
Hollenbach & McKee (1979, 1989). This cooling rate,
which is derived based on photon escape probability, is
valid, regardless of optical thickness.
2.3.3. Cooling due to collisional de-excitation
Because of high temperature (& 1 × 104 K), a great
number of free electrons are produced after the shock
front. Those electrons collide with atoms and molecules
and excite the atomic and molecular electron levels.
Subsequent de-excitations result in radiative emission
and make great contribution to cooling. In this study,
regarding the collisional de-excitation, we take only the
contribution of atomic hydrogen (i.e., isolated hydrogen
6atoms) into account, because the others are minor. Al-
though the energy is removed eventually via radiation,
the decrease in kinetic energy, which leads to reducing
temperature, is due directly to collisional excitation and
ionization. Thus, the cooling rate is given by
Λcol =−ne
N∑
j=1
N∑
i=j+1
[(
K↓ijHi −K↑jiHj
)
Eji
+
(
K↓+jneH+ −K↑j+Hj
)
Ej+
]
, (15)
where N is the maximum principal quantum number
taken into account (i.e., N = 10 in this study), Hi is the
number density of the isolated hydrogen atoms whose
principal quantum number is i (i.e., ith level atomic hy-
drogen), ne and H+ are the number densities of the free
electrons and ionized hydrogen (or hydrogen ions), re-
spectively, K↑ji and K
↓
ij are the collisional excitation and
de-excitation coefficients, respectively, for transition be-
tween the lower level j and the upper level i, Eji (> 0)
is the energy difference between the jth and ith levels
in atomic hydrogen, and the subscript + represents the
ionized state. These transition coefficients are given in
Vriens & Smeets (1980). In Eq. (15), the first term in
the square bracket is the effective cooling rate for colli-
sional excitation from the jth to ith levels and the sec-
ond term is that for ionization from the jth level. When
the de-excitation or recombination is dominant, each
term in equation (15) becomes negative, which means
that heating occurs.
2.4. Chemical Reaction
As described in section 2.3, to follow the cooling and
heating processes, we have to know, at least, the abun-
dances of H2, H, CO, OH, and e
−. To simulate the tem-
poral change in their abundances, we adopt the tuned
chemical reaction system developed by Iida et al. (2001)
who also addresses the chemical processes in postshock
gas in a protoplanetary disk. In this study we consider
33 chemical species composed of H, He, C, and O, and
160 chemical reactions, all of which are listed in Tables 1-
4 of Iida et al. (2001). In contrast to Iida et al. (2001)
being interested in molecular line cooling, we consider
the excitation levels of hydrogen atoms before ioniza-
tion and after recombination by Eq. (28), because we
are interested in hydrogen line cooling (see section 2.7).
Also, Iida et al. (2001) focuses on the fate of silicate
dust grains and thus considers Si-bearing species and
relevant reactions, whereas we do not take them into
account because we assume dust-free gas and can ignore
line cooling by minor molecules. We use the numeri-
cal package DLSODE in ODEPACK (Hindmarsh 2002)
in order to integrate the temporal change of chemical
species, numerically. This numerical method is also used
for electron transitions (i.e. Eqs. [19] and [28]).
2.5. Bound-Bound Transition
The number density of hydrogen atoms of principal
quantum number i, Hi, changes with time, because of
excitation/de-excitation, ionization, and recombination
by collision, photon absorption, induced photon emis-
sion, and spontaneous photon emission. The temporal
change in Hi by transitions from and to the jth level
due to collision with electrons, TCji , is given as
TCji = (K
↑
jiHj −K↓ijHi)ne. (16)
The change in Hi by spontaneous photon radiation is
given as
TAij = A
spn
ij Hi, (17)
where Aspnij is the Einstein coefficient for spontaneous
transition from the ith to jth levels. The change in Hi
by photon absorption and induced radiation is given as
(e.g. Castor 2004)
TBji =
∫ ∞
0
uij
(
Babsji Hj −Bindij Hi
)
Ddν, (18)
where uij is the spectral energy density (i.e., energy flow
per unit volume per unit wavelength interval) yielded
by transition from the ith to jth levels and functions
of the frequency ν (see section 2.6), Babsji and B
ind
ij
are the Einstein coefficients for the absorptive and in-
duced transitions between the ith and jth levels, respec-
tively, and D(ν) is the spectral broadening function for
which we use the approximated Voigt function derived
by Huml´ıcek (1982) and consider the Doppler, natural,
and pressure broadenings (see e.g. Castor 2004).
Then, the total temporal change in the number of the
ith level hydrogen is given as
dHi
dt
=
i−1∑
j=1
(
TCji + T
B
ji − TAij
)
+
N∑
j=i+1
(−TCji − TBji + TAij )
+T+i,
(19)
where T+i is the transition rate from the ionized to ith
level state of hydrogen (see Eq. [28]).
2.6. Radiative Transfer
Radiative transfer in the postshock flow plays an es-
sential role in determining the intensity of the hydrogen
line emission from the shock surface. In addition, ab-
sorption of radiation with energy equal to the difference
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between energy levels (i.e., photon resonant absorption)
changes the hydrogen excitation degree and, in some
case, affects the temperature profile after the shock. We
perform two-stream integration of hydrogen line emis-
sion, namely the same and opposite directions relative to
the gas flow. Assuming the spectral energy density per
unit angle as a quadratic function of sin θ (≡ µ), where
θ is the angle measured from the direction of outward
photon flow, we can analytically integrate this quadratic
function and get the spectral energy density and flux as
follows:
uij =
2pi
c
[
4
3
Iij(0) +
1
3
Iij(1) +
1
3
Iij(−1)
]
(20)
F uij = pi
[
1
2
Iij(0) +
7
12
Iij(1) +
1
12
Iij(−1)
]
(21)
F dij = pi
[
1
2
Iij(0) +
1
12
Iij(1) +
7
12
Iij(−1)
]
(22)
where F uij , F
d
ij , and Iij(µ) are the upward energy flux,
downward energy flux, and intensity of each line yielded
by transition from the ith to jth levels and µ = 1, −1,
and 0 correspond to the directions that are the same as,
opposite to, and perpendicular to the gas flow, respec-
tively. The spacial change in the intensity is given as
(e.g. Chandrasekhar 1960)(
∂
∂t
+ v · ∇
)
[µIij(µ)] =[
1
c
(Bindij Hi −Babsji Hj)Iij(µ) +
AspnHi
4pi
]
vhν (23)
Under the assumptions of steady state and plane parallel
structure, the left-hand side in Eq. (23) must be zero.
Thus, the intensity for µ = 0 is given by
I(0) =
cAspnij Hi
4pi(Babsji Hi −Bindij Hj)
. (24)
To obtain steady flows in other directions, we integrate
Eq. (23) with an explicit integration scheme, unlike the
case of chemical reactions and electron transitions. This
is because the radiative field changes much more slowly
than hydrogen transitions occur, in general.
2.7. Bound-Free Transition
Transition between the bound and free states also has
a great effect on the radiation field, which includes ion-
ization of hydrogen and recombination of free electrons
with hydrogen. The temporal change in the spectral en-
ergy density due to the bound-free transition is given
by
∇µI(u,d)+i = hν
[
1
4pi
TA+i −
1
c
I
(u,d)
+i αν,iHi
]
. (25)
The first term in the bracket on the right-hand side of
Eq. (25) represents spontaneous recombination of free
electrons, which causes a change in Hi at a rate T
A
+i
given by
TA+i =
dAspn+i
dx
dx
dν
neH+. (26)
Aspn+i is the probability of spontaneous recombination of
a free electron with an hydrogen atom by which the
electron settles at the energy level i. The express of
Aspn+i is given by Seaton (1959) as
dAspn+i
dx
= 5.197× 10−20 32i+ei+(1−x)gi(x)x−1 m3 s−1
(27)
where x ≡ ν/νi (νi: the minimum frequency of the
ith recombination continuum), i+ ≡ xhνi(kBT )−1 and
gi(x) is the Gaunt factor, for which we use the approxi-
mated polynomial presented in Johnson (1972). We as-
sume that Aspn+i = 0 for x < 1, because all the electrons
are bound by the hydrogen nuclei. The number densities
of hydrogen ions and electrons change with time, which
are expressed as
dH+
dt
=−dne
dt
=
N∑
i=1
[
TCi+ −
c
vhν
∫ ∞
νi
duei
dt
dν
]
, (28)
where
TCi+ = Ki+Hi −K+ineH+. (29)
Note that the second term in Eq. (28) contains both the
radiative absorption and stimulated radiation.
The second term in the bracket on the right-hand side
of Eq. (25) represents photo-absorptive bound-free tran-
sition. Its cross-section is given by Shu (1991) as
αν,i = ia1y
−3
i gi (xi) , (30)
where yi ≡ hν/Ii (Ii: the ionization energy of the
ith level hydrogen), and a1 is a numerical constant (=
7.91 × 10−22m2). In the bound-free transition, we ne-
glect the Doppler broadening (or Doppler shift), be-
cause the typical Doppler broadening ratio (∼ vth/c)
is much smaller than the typical continuum width ratio
(∼ µv2th/2nAhνi, nA: the Avogadro constant). Note
that we also consider free electrons that come from
atoms other than hydrogen.
3. RESULTS
Here we present numerical results of the thermo-
chemical and radiative processes that the flow under-
goes after passing through the shock. The input param-
eters in this flow model include the preshock velocity v0
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Figure 2. Thermo-chemical and radiative processes after the shock front for the preshock velocity v0 = 40 km s
−1 and the
total number density of atomic hydrogen (i.e., protons) per volume nH,0 = 1 × 1017m−3. The panels show temporal changes
in (a) the gas temperature; (b) the numbers of H2 (black), H (red), H
+ (green), e− (orange), OH (brown), H2O (blue), and
CO (purple) relative to nH,0; (c) the cooling rate due to H2 dissociation (black), H collisional excitation (red), OH rotational
line cooling (brown), H2O rotational line cooling (blue), and CO vibrational radiation (purple); (d) the energy fluxes of the
hydrogen Lyman-α (black), Balmer-α or Hα(red), and Paschen-α (blue) emissions.
and the total number density of atomic hydrogen (in-
cluding all the hydrogen nuclei in the molecules such
as H2 and H2O) nH,0. As the fiducial case, we adopt
v0 = 40 km s
−1 and nH,0 = 1 × 1017m−3, for which
we investigate in section 3.1. Then, we show results for
denser gas (nH,0 = 1 × 1020m−3) in section 3.2 and for
higher velocity (v0 = 90 km s
−1) in section 3.3, followed
by a parameter study in section 3.4.
3.1. Fiducial Case
Figure 2 shows temporal changes in postshock quanti-
ties for v0 = 40 km s
−1 and nH,0 = 1×1017 m−3 1. Since
the change of the individual fluid parcel is observed, the
horizontal axis also corresponds to the spatial coordi-
nate z (i.e., the Lagrangian coordinate), which means
that Fig. 2 shows the vertical distribution of the quan-
tities below the shock front.
1 These values are not always the typical ones for accreting gas
giants. We have chosen them for validating our numerical model
by comparing it with the Iida et al. (2001) model.
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First, the gas temperature changes as follows (see
panel [a]): At t = 0, the temperature reaches as high
as 6.9 × 104 K, because of shock heating. The flowing
gas remains at that temperature until t ' 2 × 10−4 s.
Then, the gas cools down to 4×104 K in about 1×10−2 s
and remains at that temperature until t ' 2 × 10−2 s.
After that, cooling occurs again. This change in tem-
perature is related to chemical reactions, as follows. As
shown in panel (b), H continues to form by dissociation
of H2 in the first 3 × 10−3 s. Concurrently, H is being
ionized to H+ and e−. The decrease of H2 is linked to
the increase of H and e−, since the dissociation of H2
is due mainly to collision with H or e−. In panel (c),
it turns out that the gas cools by two different domi-
nant processes: The first cooling phase (t . 10−2 s) is
governed by H2 dissociation, whereas the second phase
(t & 10−2 s) is controlled by collisional excitation of H.
Molecular line emission has little contribution to cooling
at high temperatures shown in Fig. 2, because molecules
such as CO and OH are present only in small amounts.
Panel (d) shows the upward energy fluxes of the hy-
drogen Lyman-α (black), Balmer-α (red), and Paschen-
α (blue) emission. All the fluxes increase monotonically
upstream (from right to left in panel [d]). In this case,
the line emission occurs predominantly at t ' 2×10−2 s.
This is because the gas is relatively cool in the deep re-
gions (t & 2 × 10−2 s), while the number of electrons,
which excite hydrogen, is too small in the shallow re-
gions (t . 2×10−2 s). This can be understood also from
Fig. 3 that shows the temporal change in the number of
isolated hydrogen atoms (relative to the total number
of hydrogen nuclei) with principal quantum number iq
of 1 (black), 2 (red), and 3 (blue) and also the number
of hydrogen ions (orange) and electrons (green). The
numbers of hydrogen ions and electrons increase until
t ' 2-3 × 10−2 s and then become nearly constant.
As seen in Fig. 2a, the temperature immediately after
shock is high enough to dissociate and ionize hydrogen,
producing free electrons. Those electrons collide with
and excite hydrogen atoms. Thus, as electrons increase,
excited hydrogen atoms increase. The hydrogen exci-
tation, on the other hand, results in cooling the gas,
which then leads to reducing the number of free elec-
trons. However, because hydrogen ion recombination
proceeds only slowly (> 10 s), the abundance of H+ and
e− is almost constant for t & 2 × 10−2 s in Fig. 3. For
t & 3×10−2 s, since gas temperature drops, the number
of hydrogen atoms of iq ≥ 2 naturally decreases.
3.2. High Density Case
Figure 4a, b, c, and d are the same as Fig. 2a, c, d, and
Fig. 3, respectively, but for nH,0 = 1 × 1020m−3. In a
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Figure 3. The electron level population after the shock
front for v0 = 40 km s
−1 and nH,0 = 1 × 1017m−3: The
relative number of isolated hydrogen atoms whose principal
quantum number is 1 (black), 2 (red), and 3 (blue), ionized
H (orange), and free electron (green).
denser gas, because of frequent collisions, collisional ex-
citation and de-excitation of hydrogen take place more
frequently, so that the postshock processes driven by
collisions (e.g., temperature drop) proceed on shorter
timescales. On the other hand, the timescale of sponta-
neous de-excitation is independent of gas number den-
sity. Thus, hydrogen is more excited and ionized in a
denser gas. A larger number of electrons also lead to
further excitation of hydrogen.
In Fig. 4c, the profile for the Lyman-α shows a dif-
ferent feature from those for the other two lines. At
t ∼ 10−3 s, the Lyman-α flux is on the order of
105 W m−2, which is high enough that the absorption
and emission of Lyman-α balance with each other there.
(Note that energy density per wavelength, instead of en-
ergy flux, is high enough, exactly to say.) This means
that the gas is optically thick with respect to the Lyman-
α radiation. Thus, for t . 10−3 s, the emission rate of
the Lyman-α line radiation is determined locally by the
abundance of the first-excited hydrogen H2 (red line in
Fig. 4d), which is the source of Lyman-α photons, and
the ground-state hydrogen, H1 (black line in Fig. 4d).
Indeed, the Lyman-α flux increases sharply with de-
creasing time at t ∼ 3×10−5 s, which corresponds to the
peak time for H2, around which H1 also increases mod-
erately. The reason why the Lyman-α increases with
decreasing time is that H2 changes more rapidly than
H1.
No similar feature is seen for the Balmer-α and
Paschen-α lines in Fig. 4c. This is because those fluxes
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Figure 4. Thermal and radiative processes after the shock front for v0 = 40 km s
−1 and nH,0 = 1 × 1020m−3. The panels
show temporal changes in (a) the gas temperature; (b) the cooling rate due to H2 dissociation (black), H collisional excitation
(red), OH rotational radiation (brown), H2O rotational radiation (blue), and CO vibrational radiation (purple); (c) the upward
radiative energy flux of hydrogen Lyman-α (black), Balmer-α or Hα (red), and Paschen-α (blue); (d) the number of isolated
hydrogen atoms whose principal quantum numbers are 1 (black), 2 (red), and 3 (blue) and the number of ionized H (orange).
are too low for the gas to be optically thick. Note that
the Balmer-α flux slightly decreases with decreasing
time around t ∼ 3 × 10−5 s, which corresponds to the
peak time for H3 (see Fig. 4d). Unlike in the case of
Lyman-α, H2 decreases more gently than H3 with de-
creasing time. This is because absorption of Lyman-α,
which suppresses decrease in H2, is greater than that
of Balmer-α or Lyman-β, which suppresses decrease in
H3.
As shown in Fig. 4d, the change in H2 (red line) shows
a somewhat different feature from that in the fiducial
case (red line in Fig. 3). From 3 × 10−5 s to ∼ 10−4 s,
temperature drops and thus the number of the excited
hydrogen atoms decreases, same as in the fiducial case.
However, after that (i.e., t & 10−4 s), the decrease in the
number of excited hydrogen seems to be rather moder-
ate. This is because excitation due to absorption of the
line radiation from downstream compensates for colli-
sional de-excitation. In the fiducial case, namely opti-
cally thin case, the absorptive excitation is much less
efficient than the collisional excitation. The H3 (blue
line) shows the similar feature with H2 (red line), but
increases a bit around t ∼ 10−4 s. In this case, the num-
ber of the second-excited hydrogen H3 is supported by
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both of the de-excitation from upper levels, especially
the ionised state, and line absorptive excitation. There-
fore, H3 increases slightly around t ∼ 10−4 s, though the
collisional de-excitation dominates over the collisional
excitation in that temperature range.
3.3. Higher Velocity Case
Figure 5 is the same as Fig. 4 but for a higher preshock
velocity v0 = 90 km s
−1. In this case, the gas temper-
ature exceeds 1 × 105 K immediately after shock (see
panel [a]). Because of such high temperature, hydrogen
is ionized almost completely (see panel [d]), and thus
the number of hydrogen nuclei with electrons (i.e., neu-
tral hydrogen) is much smaller than in the case of lower
v0. Because of almost no neutral hydrogen, namely no
strong coolant, the cooling timescale is quite long in the
highly ionized region (t & 2 × 10−3 s). Once the gas
temperature goes below a certain value at ∼ 5 s, the
ionization rate drastically drops and neutral hydrogen
is reproduced (see panel [d]). Thus, hydrogen line ra-
diation is generated in that region (see panel [c]). The
rare neutral hydrogen region means optically thin for
hydrogen lines. That is why hydrogen line energy flux
mainly changes before (t . 10−2 s) and after (t & 1 s)
the high ionization region.
3.4. Parameter Study
In Fig. 6, we show the dependence of the Balmer-α
line energy flux on (a) the preshock velocity v0 and (b)
the total number density of hydrogen nuclei nH,0, re-
spectively. In Appendix, we also show the dependences
regarding other lines such as Balmer-β, Paschen-α, and
Paschen-β2. As seen in panel (a), for v0 < 30 km s
−1,
the Balmer-α line flux is quite low. This is because al-
most all the energy of shock heating is consumed for dis-
sociation of hydrogen molecules. For v0 ≥ 30 km s−1,
the energy flux is found to be nearly proportional to
v40 in panel (a) and to nH,0 in panel (b). Intuitively,
however, the energy flux is proportional to v30nH,0, be-
cause the kinetic energy that the flowing gas has before
shock is v30nH,0/2. This holds true for Lyman-α, but
for other lines, we have to take into account the effect
of absorption of radiation propagated from downstream,
as described below.
Figure 7 shows the profiles of the spectral energy den-
sity of the Lyman-α and Balmer-α lines at the shock
front. In the upper row panels, those for different choices
2 Those profiles would be similar even at infinity except for
Lyman-α, because hydrogen is in the form of H2 and excited H
rarely exists above the shock front. As for Lyman-α, absorption
in the interstellar medium modifies the profiles.
of nH,0 are presented for v0 = 40 km s
−1, while in the
lower panels, those for different choices of v0 are pre-
sented for nH,0 = 10
17 m−3. The Gauss profile caused
by the Doppler broadening is seen near the line center,
while the Lorenz profile mainly caused by the natural
broadening is seen far from the line center. The borders
between them are at ∼ 121.48 nm and ∼ 121.53 nm
for Lyman-α (in panel [a]) and ∼ 656.00 nm and ∼
656.26 nm for Balmer-α (in panel [b]), respectively. In
panel (b), for nH,0 = 10
17 to 1019m−3, the energy den-
sity is found to be nearly proportional to nH,0 as a whole.
Basically, the number densities of all the species are
proportional to nH,0. However, because high density
leads to high cooling rate and their relationship is al-
most linear, hydrogen line emission occurs in a shallower
region, the depth of which is inversely proportional to
nH,0. Consequently, the column density of the emis-
sion region hardly depends on nH,0. Thus, another rea-
son is needed for explaining the linear dependence of
Balmer-α emission on nH,0. The electron level distribu-
tion is roughly in equilibrium between the radiative de-
excitation and collisional excitation. Since the former
and latter are proportional to nH,0 and n
2
H,0, respec-
tively, the number ratio of the emitter to absorber of
hydrogen lines and thus the emitted line flux are nearly
proportional to nH,0. On the other hand, comparing the
profiles for nH,0 = 10
19 and 1020 m−3 in panel (b), one
realizes that the energy density is proportional to nH,0
far from the center, but not near the center. This comes
from photo-absorption (see also Fig. 4c). Since the gas
flow velocity is higher where photons are absorbed than
where photons are emitted, the center of absorption fea-
ture is shifted to longer wavelength relative to the center
of emission feature. This is why the left peak is higher
than the right peak of the yellow line in panel (b). For
Lyman-α in panel (a), all the profiles show the same
feature more obviously. Since the Lyman-α is optically
thick enough that the energy density is determined lo-
cally, the energy density near the line center is propor-
tional to H2/H1 ratio in the Lyman-α photosphere (or
optical depth τ = 1 plane).
As shown in panels (c) and (d) of Fig. 7, as v0 in-
creases, the line width becomes larger, because of in-
crease in temperature, and the energy flux becomes
larger, because of increase of excited hydrogen. For
the Lyman-α in Fig. 7c, the absorption feature becomes
weaker with increasing v0 in the case for n0 = 10
17 m−3.
This is because the gas temperature and the H2/H1 ra-
tio, which determines the energy density locally in op-
tically thick case, come to be higher with increase of v0
at the τ = 1 surface of Lyman-α.
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Figure 5. Same as Fig. 4, but for v0 = 90 km s
−1 and nH,0 = 1× 1017 m−3.
4. DISCUSSION
4.1. Hydrogen Line Luminosity from Accreting Planets
As described in Introduction, Sallum et al. (2015) re-
ported on the detection of a source of Hα (or Balmer-α)
emission in the circum-stellar disk of LkCa15. In order
to put a physical interpretation on the origin and in-
tensity of this emission and constrain the ranges of the
planet mass and disk gas density, we integrate the line
emission flux obtained above throughout the CPD sur-
face. The total emergent flux of hydrogen line emission
from the CPD is given by
L=
∫ ∞
rP
2F (v0(r), nH,0)2pirdr, (31)
where F (v0, nH,0) is the emergent intensity per unit area
from the shock front obtained in our simulation, r is the
radial distance from the center of the protoplanet, and
rP is the protoplanet radius, which is assumed to be
twice the Jupiter’s radius. Here we have assumed an
axisymmetric CPD.
We obtain the functions of v0(r) and nH,0(r) from 3D
hydrodynamic simulations by Tanigawa et al. (2012), as
follows. The accreting gas flows vertically onto the CPD
surface. Since the gravity from the CPD is much weaker
than that from the protoplanet, we assume that v0 is the
free fall velocity to the protoplanet,
v0 =
√
2GMp
r
, (32)
Hydrogen line emission from protoplanets 13
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Figure 6. The energy flux of the Balmer-α line (Hα) radiation at the shock front (i.e. the surface of the circum-planetary
disk) against the preshock velocity v0 (panels (a) and (c)) and the total number density of atomic hydrogen (including all the
hydrogen nuclei) nH,0 (panels (b) and (d)). The upper two panels are the same as the lower two, respectively, but the latter
shows the energy flux relative to the total incoming energy flux at the shock front (i.e., ytµv
3
0nH,0/2 where ytnH,0 is the total
number of particles and µ is the mean molecular weight). In the left two panels, each color shows each choice of nH,0; 10
15 m−3
(black), 1016 m−3 (red), 1017 m−3 (blue), 1018 m−3 (orange), 1019 m−3 (purple), and 1020 m−3 (brown). Also in the right two
panels, each color shows each choice of v0; 30 km s
−1 (black), 40 km s−1 (red), 50 km s−1 (blue), 60 km s−1 (orange), 70 km s−1
(purple), 80 km s−1 (brown), and 90 km s−1 (green).
where G is the gravitational constant and Mp is the
protoplanet mass. The number density nH,0 is derived
from the condition of steady flow, namely, the mass flux
J is equal to µytnH,0v0, where yt is the particle number
density normalized by nH,0. According to the 3D simu-
lations (see Fig. 13 of Tanigawa et al. 2012), J ∼ 5Σ0ΩK
in the inner CPD, where Σ0 is the unperturbed surface
density of CSD and ΩK is the Keplerian angular veloc-
ity around the central star. Thus, nH,0 is given from the
relation µytnH,0v0 = 5Σ0ΩK as
nH,0 =
5Σ0
µyt
√
M∗r
2Mpa3
, (33)
where M∗ is the mass of the central star and a is the
orbital semi-major axis of the forming gas giant.
Using M∗ = 1M and a = 14.7 AU (and µ =
2.4 × 10−27 kg) from Sallum et al. (2015), we integrate
Eq. (31) for various values of v0 and nH,0 and get the
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Figure 7. Spectral energy density profile of hydrogen Lyman-α line (left panels) and Balmer-α line (right panels) emitted
upward at the shock front. In panels (a) and (b), the preshock velocity v0 = 40 km s
−1. The lines are colored according to the
total number density of hydrogen nuclei; nH,0 = 10
17 m−3 (black), 1018 m−3 (red), 1019 m−3 (blue), and 1020 m−3 (orange).
Panels (c) and (d) are for the case of nH,0 = 10
17m−3 and v0 = 40 km s−1 (black), 50 km s−1 (red), 60 km s−1 (blue), 70 km s−1
(orange), 80 km s−1 (brown), 90 km s−1 (purple), and 100 km s−1 (green).
Hα luminosity contour shown in Fig. 8. Sallum et al.
(2015) estimated the Hα luminosity of LkCa15b to be
2.3×1022 W. Note that they took interstellar extinction
into account in deriving this luminosity: To be exact,
one also has to consider extinction that occurs in the
vicinity of the planet from this value. This would be,
however, small: The gas falling on CPD hardly scatters
Hα photons because it contains few first-excited hydro-
gen atoms. The disk gas surface density was estimated
by van der Marel et al. (2015) to be 165 kg m−2 at
14.7 AU from LkCa15. Applying those two values to
Fig. 8, we find that the mass of LkCa15b is more than
20 MJ, which is out of the planet mass range. This is
inconsistent with the mass of LkCa15b, 10 MJ, inferred
from the Ks-band observation (Sallum et al. 2015).
This contradiction argues for the need for further ob-
servations of this object and detailed theoretical inves-
tigation of the accretion process of massive gas giants.
Recent IR observation by Thalmann et al. (2016) re-
ported on the detection of scattered radiation from the
outer disk around LkCa15, which might imply that the
Hα detected by Sallum et al. (2015) was also the scat-
tered one. On the other hand, regarding the gas accre-
tion model, the numerical factor of 5 used in Eq. (33)
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Figure 8. Contour plot of the Hα luminosity (see Eq. [31]
and [33] for the definition) versus the protoplanet mass in
Jupiter mass MJ and the surface density of protoplanetary
disk gas at 14.7AU around a 1M protostar.
is valid when the planet’s Hill radius is equal to the
disk scale height (Tanigawa et al. 2012). This factor
may depend on planet mass. According to Tanigawa
& Watanabe (2002), the gas accretion rate is propor-
tional to M1.3P . If we assume that the mass flux onto
the circum-planetary disk is proportional to this gas ac-
cretion rate and apply such a relation to Fig. 8, the mass
of LkCa15b is estimated at 12MJ for Σ0 = 165 kg m
−2.
However, this is to be examined, because this estima-
tion includes no information of the 3D distribution of
gas around the protoplanet.
Uyama et al. (2017) observed the protostar TW Hya
in the Paschen-β line with Keck/OSIRIS. TW Hya is
known to have a multi-ring (or multi-gap) protoplane-
tary disk (e.g. Calvet et al. 2002; Menu et al. 2014), sug-
gesting the presence of accreting gas giants in the gaps
of the disk. No Paschen-β excess was, however, detected
in 5σ detection limit. The detection limits correspond
to 2.4× 1017 W and 6.3× 1016 W for the two large disk
gaps at 25 AU and 95 AU, respectively. Adopting the
gas surface densities of 270 kg m−2 and 4.9 kg m−2 from
the photoevaporating-disk model of Gorti et al. (2011),
we estimate the upper limits of the protoplanet masses
to be ∼ 2 MJ and ∼ 8 MJ, respectively. Note that the
latter estimate is different from that in Uyama et al.
(2017), because we have assumed constant mass flux at
the surface of the circum-planetary disk, in contrast to
Uyama et al. (2017) who assumed constant gas density.
For a set of mass accretion rate and protoplanet mass,
our estimate of hydrogen line emission is weaker by a
few orders of magnitude than that from the empirical
relationship used in stellar accretion context (Gullbring
et al. 1998). This is due to the differences in preshock
velocity and gas accretion feature. Because of weak
gravity, the preshock velocity is lower and then post-
shock gas is cooler in planetary accretion than in stel-
lar accretion. The vertical accretion flow which causes
strong hydrogen line emission accounts for only a small
fraction of the whole accreting gas, while most of the
accreting gas falls onto the outer regions of the CPD,
where the flow velocity is too slow for the gas to be hot
enough to generate hydrogen line emission. Although
of great importance are applying our model to stellar
accretion and then comparing stellar and planetary ac-
cretion, we need more complicated and time-consuming
calculations where absorption of hydrogen line radiation
by the preshock gas will likely make a great contribu-
tion. Such comparison will be done in our future study.
4.2. Caveats
4.2.1. Effects of Magnetic Field
The deep interior of accreting gas giants is hot enough
that hydrogen is ionized and convecting (e.g. Boden-
heimer & Pollack 1986). This suggests that accreting
gas giants have intrinsic magnetic fields. Provided in-
coming gas is partially ionized, magnetic waves can af-
fect the strength of shockwaves, which is weakened, if
the propagation velocity of magnetic waves, vA, (termed
the magnetosonic velocity) is larger than the flow veloc-
ity, v0. In terms of the magnetic field B, this condition
is expressed as
B 2√piρv0
∼ 2.2
( xt
1.4
)( nH,0
1017m−3
) 1
2
( v0
40 km s−1
)
T, (34)
where xt is the molar mass (in gram). Given even the
current surface magnetic field of the Sun is less than
1 T, this condition is unlikely to be satisfied in the case
of gas giants.
In the post-shock regions where hydrogen line radi-
ation is generated, partial ionization occurs obviously.
Thus, the magnetic fields could influence the hydrody-
namic and radiative processes there. From momentum
conservation, the dynamical pressure is converted not
only into the thermal pressure but also into the mag-
netic pressure. This means that the existence of mag-
netic field leads to reducing the gas number density for
a given temperature. The characteristic number density
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nm and temperature Tm, respectively, above and below
which the magnetic pressure dominates over the thermal
one is given by (Hollenbach & McKee 1979):
nm =
√
8piρ
n0v0
B⊥
∼3.1× 1017
( xt
1.4
) 1
2
( n0
1017m−3
) 3
2
( v0
40 km s−1
)(B⊥
1T
)−1
m−3, (35)
Tm =
ρ0v
2
0
ytnmkB
∼1.5× 105
( xt
1.4
)− 12 ( yt
0.6
)−1 ( n0
1017m−3
)− 12
( v0
40 km s−1
)(B⊥
1T
)
K, (36)
where B⊥ is the perpendicular component of the mag-
netic field and yt is the number ratio of all the particles
to hydrogen nuclei. Since the magnetic field of accret-
ing gas giants is highly uncertain, we are unable to vali-
date our assumption of no magnetic effects at present. If
B⊥ ∼ 1 T, according to the above estimates, the charac-
teristic number density and temperature are comparable
to those observed in the previous section, meaning the
magnetic effects should be important for the post-shock
processes. In reality, however, B⊥ may be much smaller
than 1 T. In any case, detailed investigate of the mag-
netic field of accreting gas giants is needed for resolving
this issue.
4.2.2. Effects of Preshock Heating
We have performed numerical simulations only in
postshock regions in this study, assuming the thermal
energy of the preshock gas is negligibly small relative
to that of the postshock gas. However, absorption of
radiative energy from postshock regions can heat the
preshock gas and, thus, weaken the shock strength, be-
cause the Mach number becomes low. Consequently,
the heating of the preshock gas leads to weakening the
hydrogen line emission.
Marleau et al. (2017) performed 1D radiative hydrody-
namical simulations, taking account of radiative transfer
in the preshock region. They obtained 2-3 times weaker
hydrogen line luminosity than in the case without ab-
sorption. However, in contrast to this study, they as-
sumed the local thermodynamic equilibrium, in which
the electron energy states are uniquely determined at a
given temperature, and simply the blackbody emission.
This approximation is valid on large spatial scales that
they were interested in. The scales of interest in this
study are much smaller than theirs.
On the other hand, Szula´gyi et al. (2016) performed
3D radiative hydrodynamical simulations and showed
that the accreting gas giant could not have a circum-
planetary disk, but have a circum-planetary envelope
that extended to about the Hill radius. Consequently,
the shock strength at the surface of the circum-planetary
envelope is too weak to excite the hydrogen atoms. How-
ever, as also shown in Szula´gyi (2017), whether an ac-
creting gas giant is surrounded by a disk or an envelope
depends on the temperature of the protoplanetary sur-
face, which is given as the numerical boundary condi-
tion. The hydrodynamic accretion simulations that also
determine planetary temperature in a self-consistent
fashion will be needed for clarifying the environments
around accreting protoplanets.
4.2.3. Effects of Thickness of Postshock Region
We ended the numerical integration, once the gas tem-
perature decreases to 1× 104 K. At that point, the flow
still retains about a half of its initial energy. Thus, the
actual value of line energy flux from the shock surface
is up to twice as large as estimated above. However, in
deeper regions we have ignored, molecules such as OH,
CO, and H2O make dominant contribution to cooling,
instead of hydrogen line cooling, and have no significant
influence on the radiative properties of the shallower re-
gions.
While we consider only a vertical flow, there is also
a flow rotating around a central protoplanet, namely a
circum-planetary disk. The typical timescale on which
both flows merge with each other is approximately the
Keplerian period multiplied by the ratio of the vertical
flow to horizontal flow densities. Since this timescale is
longer than the time for which we have integrated, our
assumption is valid.
5. SUMMARY AND CONCLUSIONS
According to recent high-resolution 3D hydrodynamic
simulations of accreting flow onto gas giants, the in-
coming gas falls vertically down to the surface of the
circumplanetary disk and then passes through strong
shockwaves. Because of strong shock heating, the gas
becomes hot enough that hydrogen line emission is gen-
erated in postshock regions. To estimate the flux of
the hydrogen line radiation, we have developed a 1D
radiative hydrodynamic model of the flow after passing
through the shockwave, performing the detailed calcu-
lations of chemical reactions, electron transitions in hy-
drogen atoms, and radiative transfer.
We have found that most of the energy that the flow
has before shock is lost through radiative emission of hy-
drogen Lyman-α line. Since the Lyman-α line is widely
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broadened by natural broadening and the postshock re-
gion is thin for the radiation from the line wing, absorp-
tion of the radiation from downstream by upstream gas
has little influence on the Lyman-α flux at the shock
front. However, the absorption of line radiation has
a great effect on the distribution of energy levels of
electrons and enhances emission of other lines such as
Balmer-α (Hα), Paschen-α and so on.
Integrating the energy flux throughout the surface of
the circum-planetary disk, we have estimated the hy-
drogen line luminosity from an accreting gas giant as
a function of protoplanet mass and circum-stellar disk
gas density. Then we have demonstrated that the Hα
luminosity could be strong enough as the source of the
observed Hα flux reported by Sallum et al. (2015), al-
though the accretion process is to be examined in fur-
ther detail for confirming whether the Hα emission is
of planetary origin. Other lines in the atmospheric win-
dow such as Paschen-α and Paschen-β could be observed
with current observation instruments. Observation of
hydrogen line emission from protoplanets is highly en-
couraged to obtain direct constraints to accreting gas
giants, which will be key in understanding their forma-
tion.
APPENDIX
Figure 9 is the color contour plot of the Balmer-α (Hα), Balmer-β, Paschen-α, and Paschen-β line energy fluxes
versus the preshock velocity v0 and the total number density of hydrogen nuclei nH,0.
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Figure 9. Contour plot of the energy flux of (a) Balmer-α, (b) Balmer-β, (c) Paschen-α, and (d) Paschen-β lines versus the
preshock velocity v0 and total number density of hydrogen nuclei.
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