Map Enhanced Route Travel Time Prediction using Deep Neural Networks by Das, Soumi et al.
ar
X
iv
:1
91
1.
02
62
3v
1 
 [c
s.L
G]
  6
 N
ov
 20
19
Map Enhanced Route Travel Time Prediction using Deep Neural
Networks
Soumi Das
IIT Kharagpur
Rajath Nandan Kalava
IIT Kharagpur
Kolli Kiran Kumar
IIT Kharagpur
Akhil Kandregula
IIT Kharagpur
Kalpam Suhaas
IIT Kharagpur
Sourangshu Bhattacharya
IIT Kharagpur
Niloy Ganguly
IIT Kharagpur
ABSTRACT
Travel time estimation is a fundamental problem in transportation
science with extensive literature. The study of these techniques
has intensified due to availability of many publicly available large
trip datasets. Recently developed deep learning based models have
improved the generality and performance and have focused on esti-
mating times for individual sub-trajectories and aggregating them
to predict the travel time of the entire trajectory. However, these
techniques ignore the road network information. In this work, we
propose and study techniques for incorporating road networks along
with historical trips’ data into travel time prediction. We incorpo-
rate both node embeddings as well as road distance into the exist-
ing model. Experiments on large real-world benchmark datasets
suggest improved performance, especially when the train data is
small. As expected, the proposed method performs better than the
baseline when there is a larger difference between road distance
and Vincenty distance between start and end points.
KEYWORDS
Spatio-temporal LSTM,Geo-Convolution, Unmapped Points,Mapped
Points, Attribution Error, Node Embedding
1 INTRODUCTION
Travel time estimation [6, 10] is an important and core research
problem in the area of intelligent transportation, with applications
in route recommendation, planning and navigation [6], congestion
and anomaly detection [11], etc. Not surprisingly, the problem has
been extensively studied for the past few decades [2, 6, 10]. While
a detailed survey is provided in Section 2, a recent deep learning
based approach, called “Geo-convolution” [10], has seen consider-
able success over its competitors. The key idea of geo-convolution
is to extract representations from short segments of trajectories for
prediction of their travel times and then stitch them together using
multi-task learning. However, the above method does not take the
road network into account. In this paper, we study the effective-
ness of using the map information explicitly into the prediction
process.
We propose to attribute each point in a trajectory to a node
in the road network. We utilize two extra pieces of information
from the road network: (1) embeddings of nodes using unsuper-
vised network representation learning techniques e.g. Node2Vec
[4], and (2) the network/map distance between source and desti-
nation points. While the node embeddings are used in the geo-
convolution layer, map distance is used for the combined end to
end prediction. We evaluate all combinations of proposed tech-
niques on two real world benchmark datasets. We find the addi-
tional information indeed improves the overall accuracy of predic-
tion, especially when the number of training trajectories is lower.
Additionally, we find that proposed method performs better than
the baseline technique in cases where there is a larger difference
between actual distance and map distance, confirming the hypoth-
esis that the road network indeed provides additional information
for predicting travel times.
2 RELATED WORK
Travel time prediction problem has been extensively studied for
the past few decades [2, 6, 10]. While early papers on travel time
predictionmostly use static data collection techniques, recent tech-
niques have focused on large amounts of publicly collected GPS
traces [10, 12], which have resulted in large training datasets for
complex deep learning models. Recent success of Deep Learning in
uncovering complex feature interaction patterns has led to its ap-
plication in link travel time prediction as well. Siripanpornchana
et al. [7] has used Deep Belief Network with a stack of Restricted
Boltzmann Machine to learn the features in unsupervised fashion.
Recurrent Neural Networks such as LSTMs are capable of captur-
ing sequential patterns, and have also been adopted to select op-
timal features automatically [3]. Zhang et al. [12] have learned
spatio-temporal grid parameters using BiLSTMs and auxiliary su-
pervision for penalizing the deviation from prediction of travel
times at intermediate points.Wang et al. [10] have used geo-convolution
layer which captures learned combinations of points in short seg-
ments, and a 2-layer stacked LSTM to capture spatial and temporal
dependencies among the trajectories. The overall architecture is ex-
pected to capture both short term signals from different segments
as well as a long term prediction.
3 TRAVEL TIME PREDICTION
In this section, we describe the problem of trip travel time predic-
tion followed by a recent state-of-the-art baseline approach [10]
for predicting trip travel times, without information of the road
network. We then describe our proposed modifications (in Section
3.3) over the baseline approach which uses the information of the
road network for predicting the travel times.
3.1 Problem Definition
Let D be a given set of trips. A trip T is represented by a sequence
of unmapped locations x1, x2, ...., xn , the identity of the driver as-
signed to the trip (driverID), the day of the month and week in
which the trip occurs (dateID, weekID), starting time of the trip
(timeID), distance covered in the trip (dist ), total time taken for the
trip (time), and n − 1 – timeдaps and distanceдaps. Both timeдap
and distanceдap are provided by the difference between time and
distance between current location and first location of the trip.
Each location xi is in the form of {xi1,xi2}, denoting its latitude
and longitude. The attribute timeID corresponds to the slot num-
ber which is obtained on dividing a day into 1440 timeslots.
Additionally, let G = (V , E) denote the road network where V
is the set of all vertices (locations) in the graph. Hence, each ele-
ment of the set V , denoted by ®Vi is in the form of (vi1,vi2), denot-
ing latitude and longitude of the location ®Vi . An edge set denoted
as E ⊂ V × V , represents the set of road links between locations.
Given a road networkG and a set of unattributed/unmapped trips
D, we can attribute the locations in the trips to the locations (nodes)
in the road network, hence obtaining an attributed/mapped set of
trips D˜ . Hence, each trip S ∈ D˜ is characterised by sequence of
mapped nodesy1,y2, ....,yn , alongwithdriverID,dateID,weekID,
timeID, dist , time , timeдap and distanceдap . The problem of trip
travel time prediction thus stands as learning a function f such
that it takes a trip S or T and predicts the travel time : f (T ) ∈ R+
(unmapped) or f (S) ∈ R+ (mapped).We have performed our exper-
iments using the set of mapped trips in all the upcoming method-
ologies.
3.2 Node Geo-convolution model
We consider the baseline model described in [10] to set up the ar-
chitecture. We term this architecture as L-GC. The authors have
used three components in their model - Attribute, Spatio-Temporal,
Multi-Task Learning. The Attribute component considers the ba-
sic information of the trips viz. driverID, timeID etc, the Spatio-
Temporal component tries to learn the spatial and temporal depen-
dencies from the trip nodes, and the Multi-Task learning compo-
nent relies on the other two components to learn the travel times
of a path and also its respective sub-paths.
The main architecture resides in the Spatio-Temporal compo-
nent. This component is made up of two sub-parts, one being the
geo-convolutional neural network which intends to capture the
spatial correlation between successive nodes by forming feature
maps from the nodes, and the other being the Recurrent Neural
Network which captures the temporal correlation in the feature
maps.
Each node xi in the trip sequence is non-linearly mapped into
output sequence loci ∈ R16 which represents the geographical
features of the original node withWloc being the corresponding
weight matrix for non linear mapping.
loci = tanh(Wloc .[xi1 · xi2]) (1)
The output sequence loc is convolved using a filter of kernel size
k with weight matrixWconv . This step typically learns the spatial
feature of the i − th local path comprising of k nodes.
locconvi = σcnn (Wconv ∗ loci :i+k−1 + b) (2)
The output of the convolutional layer is appended with the dis-
tance of the i − th local path leading to a refined feature map locf .
This resultant map essentially retrieves the spatial dependencies of
every local path. In order to capture temporal dependencies among
the local paths, Recurrent Neural Networks are added to the out-
put of the geo-convolution layer. Thus, it goes as one of the inputs
to the Recurrent Neural Networks aided by the representation vec-
tor of the attributes (attr) obtained from Attribute component. The
Recurrent Neural Network is thus updated with hi as the hidden
state in the following way:
hi = σrnn(Wf .loc
f
i +Wh .hi−1 +Wa .attr ) (3)
This spatio-temporal sequence of local paths comprising of hi
is converted to a scalar ri having used fully connected layers. The
scalar ri gives the predicted travel time of local path i . In order
to predict the travel time of the entire path, the authors have used
attention pooling mechanism over the sequence hi . Following this,
the local path estimation loss (Llocal ) and entire path estimation
loss (Lдlobal ) are linearly weighted to train the model.
L = β .Llocal + (1 − β).Lдlobal (4)
3.3 Embedding enhanced Geo-convolution
model
We develop some modifications over the existing baseline model
[10] described in Section 3.2. Having used the second variant of
trips described in Section 3.1, we learn the embeddings of the nodes
of graph G using the standard Node2Vec [4] framework. We use
128-dimensional Node2Vec embeddings for our experiments. The
intuition behind using embeddings is that nodes and edges lying
close to each other will get similar embedding patterns. This will
aid in capturing the spatial dependencies among the roads in a
trip. Each node yi is represented as a 128 dimensional embedded
vector. Let B denote the embeddings where each element b ∈ B
is a feature representation of a node. Let ID denote the identities
of nodes where each element i ∈ ID ranges from {1, ...,n} and n
denotes the total number of vertices in the graph G. We rewrite
each node yi in the form (bi , i)where bi represents the embedding
and i represents the ID of node yi .
Our modifications lie in some proposed changes in the Spatio-
Temporal component which stands as the main building block for
the entire architecture. Having used the sequence ofmappednodes,
we propose two modifications to the baseline model described in
Section 3.2:
Emb-Geo-Conv (E-GC): In this method, we map the embed-
ding (Emb) of every node yi of the trip sequence, denoted by bi
into the output sequence locembi . The convolution operation and
update of recurrent layer follow the same procedure described in
Section 3.2. Equation set (5) represent the mapping, convolution
operation and recurrent layer update respectively.
locembi = tanh(Wloc .bi )
locconv
embi
= σcnn (Wconv ∗ locembi :i+k−1 + b)
hi = σrnn (Wf .loc
f
embi
+Wh .hi−1 +Wa .attr )
(5)
Emb-Node-Geo-Conv (EL-GC): We map the concatenation of
embedding of yi , denoted by bi and the mapped node denoted by
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yi1 and yi2 into the output sequence locembcnodei . This is repre-
sented using Equation set (6) which follow the convolution opera-
tion and recurrent layer update as described in Section 3.2
locembcnodei = tanh(Wloc .[bi · yi1 · yi2])
locconv
embcnodei
= σcnn (Wconv ∗ locembcnodei :i+k−1 + b)
hi = σrnn (Wf .loc
f
embcnodei
+Wh .hi−1 +Wa .attr )
(6)
4 EXPERIMENTAL RESULTS
In this section, we describe the empirical results comparing exist-
ing state-of-the-art [10] andmap enhanced techniques described in
this paper. We demonstrate our studies with the real world bench-
mark dataset from the city of Porto and Beijing. In Section 4.1, we
describe the dataset pre-processing for extraction of trips, acquisi-
tion of map from OpenStreetMap 1 and the map attribution of the
unmapped points. In Section 4.2, we compare the baseline tech-
nique with new proposed techniques using the metric Mean Abso-
lute Percentage Error(MAPE).
4.1 Dataset Creation
Porto GPS Taxi Dataset: We have used this publicly available
dataset for our experiments. Each trip information in this dataset is
represented by several attributes among which we used TAXI_ID,
TIMESTAMP and POLYLINE to obtain the trip sequence format de-
scribed in Section 3.1.
TAXI_ID gives the unique number for the taxi driver of that trip,
TIMESTAMP denotes the trip’s start time and POLYLINE contains
a list of GPS coordinates with each pair of coordinates defining 15
seconds of trip. This dataset consists of a total of 3,26,424 trips, out
of which 79%was used for training, 9% was used for validation and
the remaining was used as the test set.
Beijing Taxi Dataset: We have used the sample Beijing dataset
provided by the authors in the baseline model [10]. This has been
laid out in the format described in Section 3.1. The sample dataset
consists of a total of 15,772 trips, out of which 68% was used for
training, 23% was used for validation and the rest was used as the
test set.
OSM Dataset: Following standard practice in trip travel time pre-
diction e.g. [8], we use OpenStreetMap (OSM) data for creating the
road network. We use the OSMNX [1] python package to create
the road topology of Porto between longitude range : (-8.835479,
-8.285479) and latitude range : (40.893646, 41.443646) and that of
Beijing between longitude range : (103.47912, 104.507725) and lat-
itude range : (30.292236, 30.957301). We thus obtain 454842 nodes
and 864853 line-strings (connected nodes) from the Porto Map and
179469 nodes and 320649 line-strings from Beijing Map. The justi-
fication behind the choice of the above range has been explained
later in this section.
Mapping Points: We use Locality Sensitive Hashing(LSH) [5] to
map the unmapped location xi to the closest node yi in the road
network represented by graph G. Owing to the large number of
map nodes, we optimize the LSH mapping. We divide the entire
area into a number of grids bounded by a max and min pair of
(lat,lon). EachOSMnode and Porto/Beijing trip data node ismapped
1www.openstreetmap.org
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Figure 1: Attribution error of trip nodes with frequency of
errors on y-axis and error (in km) on x-axis.
into one of the grids. This eventually leads to querying in one of the
grids while mapping any trip data node to OSM node, thus reduc-
ing the computation time. Figure 1 demonstrates the distribution
of attribution/mapping error on both the datasets, which is mea-
sured by the vincenty distance [9] between each unmapped node
in the trip data and its corresponding mapped node from OSM ob-
tained using LSH. As seen from the figure, the attribution/mapping
error does not cross 0.2 km (in case of Porto data) and 0.25 km (in
case of Beijing data).
Formation of trip data: The original Porto GPS Taxi Dataset en-
compasses an area between longitude range : (-9.385479, -6.724395)
and latitude range : (38.693646, 42.069915). We have selected a re-
gion of a specific width (0.55 × 0.55) where maximum number of
trips were covered thus taking the area between longitude range
: (-8.835479, -8.285479) and latitude range : (40.893646, 41.443646).
Having used TAXI_ID, TIMESTAMP and POLYLINE features from
the dataset and mapping them to OSM nodes using LSH mapping,
we modified the existing dataset to create the trip data of mapped
nodes in the sequence described in Section 3.1. However, in case of
Beijing data, we considered the entire region covered in the sam-
ple trip data, thus obtaining the map in the previously mentioned
range.
4.2 Results
In this section, we tabulate the performance of the baseline method
(L-GC) beside our proposedmodifications (E-GC and EL-GC).We
perform the experiments on the two datasets, Porto and Beijing
described in Section 4.1.
In order to perform the experiments, we have used two types of
distance measures:
Coordinate Distance: It is found by computing the vincenty dis-
tance [9] between two geographical points (lat,lon). The attributes,
distanceдap and dist in the data (described in section 3.1) have co-
ordinate distance values organized in them.
Network/Map Distance: It is computed by finding the shortest
path between two points, from the graph obtained using Open-
StreetMap (OSM). The points are the coordinates obtained after
mapping the original trip data to OSM (described in Section 4.1).
Thus, the attributes distanceдap and dist in the data (described in
Section 3.1) have the map distance values organized in them.
The reason behind using Map Distance is that there will be several
pair of nodes which do not have a direct edge between them, but
has a series of nodes connecting the pair in the road network. Co-
ordinate distance fails to capture this information of road network.
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On the contrary, Map distance essentially retrieves the connect-
ing nodes from the road network and returns the shortest path
between the individual node in the pair.
We have reported the Mean Absolute Percentage Error (MAPE)
on the test set of both the datasets using the baseline model L-GC
and our proposedmodifications, E-GC and EL-GC described in Sec-
tion 3.2 and 3.3 using the above-mentioned distance measures. Ta-
ble 1 (under Coordinate Distance) shows the comparison of perfor-
mance metric (MAPE) obtained using these three methodologies
and Coordinate Distance as the distance measure. We observe that
both our proposed modifications E-GC and EL-GC perform better
in comparison to L-GC (the baseline model [10]) overall, for both
the datasets. However, the margin of difference is noted higher in
Beijing than that in Porto. We also performed the similar experi-
ment using the Map Distance as the distance measure in Table 1
(under Map Distance). The proposed modifications performed bet-
ter than the baseline, with a lower margin.
We also show the variation of MAPE across different distance
buckets for Beijing dataset. Figure 2a shows the variation across
Coordinate distance bucket while Figure 2b shows the variation
across Map distance bucket. It is observed that L-GC has a very
high MAPE for the shorter path trips (with Coordinate distance),
which eventually keeps on decreasing with longer trips. Alongside,
E-GC and EL-GC perform better across all length paths. For paths
with Map distance, L-GC and EL-GC show similar performance
while E-GC degrades in performance for longer path trips. How-
ever, in overall EL-GC performs the best across all length trips of
both Map and Coordinate distance.
Following the same set of experiments, wemodified on the grounds
of using distance metric. We concatenated both the Map Distance
and Coordinate Distance to the output of the convolution layer
(locconvi ). Table 1 (under Map & Coordinate Distance) shows the
comparison of the baseline method L-GCwith that of the twomod-
ifications E-GC and EL-GC.We observe that both themodifications
E-GC and EL-GC outperform L-GC. We also plot the MAPE across
varying buckets holding the difference between Map Distance and
Coordinate Distance. The assumption that holds in coordinate dis-
tance, that all nodes are directly connected is violated by map dis-
tance which includes the map information to find the shortest dis-
tance between two nodes (which can be connected by a series of
nodes in map). It can be clearly seen from Figure 3 that although
at a lower difference value in distance (on x-axis), L-GC starts at
a lower MAPE, it keeps increasing as the difference gets higher.
On the other hand, E-GC and EL-GC remain on the lower side as
the difference in distance increases. The inclusion of embeddings
along with the nodes help in a better interpretation of spatial de-
pendencies among the nodes thus aiding in better prediction of the
trips with large difference between map and coordinate distance.
This suggests that our proposed modifications perform better for
trips which have the subsequent nodes connected by a series of
nodes in the road network (and not directly connected).
5 CONCLUSION
In this paper, we study the problem of travel time prediction of any
given path. We build our modifications on an existing state-of-the-
art method [10] based on deep neural networks. We incorporate
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Figure 2: Distribution of MAPE(y-axis) across L-GC, E-GC
and EL-GC over varying Coordinate and Map distance buck-
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and EL-GC over the varying difference between Coordinate
and Map distance buckets (x-axis) on Beijing Dataset.
Map Distance and node embeddings in the network which prove
to perform better compared to the baseline method. The informa-
tion from the road network aided by the embeddings which essen-
tially captures the vicinity of nodes around each other, account for
the better performance of the modifications, thus confirming our
hypothesis.
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