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Re´sume´ – Des codes de compression sans perte base´s sur l’utilisation d’un ensemble de re`gles de re´-e´criture sont introduits et leur performance
the´orique en compression est analyse´e. Le formalisme des re`gles de production permet d’obtenir un degre´ de liberte´ important lors de la cre´ation
de codes. En particulier, il est possible de trouver des codes qui compressent sous le bit ou d’obtenir des codes dont la probabilite´ marginale bit
est uniforme.
Abstract – This article introduces a new set of lossless source codes based on re-writing rules. Theoretical compression efficiency is analytically
derived. These production rules allows to obtain an higher degree of freedom in the design of variable length codes. Hence, it is possible to
design some codes generating less than 1 bit per encoded symbol or codes such that the marginal bit distribution is uniform.
1 Introduction
Cet article pre´sente des codes de compression de´finis a` par-
tir de re`gles de production de la forme al → b, ou` a ∈ A
repre´sente un symbole de l’alphabet A et ou` l, b sont des pe-
tites suites de bits. Contrairement aux algorithmes base´s sur un
dictionnaire (par ex. [1]), ou aux codes propose´s dans [2], les
re`gles de production sont ici pre´-de´finies en accord avec les
probabilite´s de source, ce qui rapproche ces codes des codes a`
longueur variable (CLV), tels que les codes de Huffman [3].
Ces derniers sont naturellement englobe´s par le formalisme
propose´. Le degre´ de liberte´ re´sultant de l’extension des CLV
permet d’obtenir des codes ayant une longueur de description
plus courte que celle des codes de Huffman, pour la meˆme com-
plexite´ d’encodage et de de´codage. En effet, l’encodage est ef-
fectue´ en utilisant des automates d’encodage et de de´codage.
Dans cet article, nous pre´sentons ces codes dans la section 2
ainsi que la me´thode de construction des automates d’encodage
et de de´codage. L’analyse de leur efficacite´ en compression
est fournie dans la section 3. Nous de´crivons ensuite, dans la
section 4, une me´thode de construction qui permet d’obtenir
des codes tels que la probabilite´ marginale des bits e´mis est
de 12 , et ceci meˆme si la loi de probabilite´ n’est pas connue
a` l’encodage. Ce re´sultat est prouve´ analytiquement. Ceci est
inte´ressant dans la mesure ou` cette hypothe`se est largement uti-
lise´e lors du codage de canal et permet d’espe´rer de meilleures
performances en de´codage conjoint source/canal.
2 Syste`mes de re´-e´criture entropiques
Dans la suite les variables ale´atoires sont note´es en majus-
cules et les re´alisations correspondantes en minuscules. Les
ensembles sont e´crits en caracte`res calligraphiques. Le cardi-
nal d’un ensemble X est note´ |X |. Nous de´finissons X+ =⋃∞
i=1 X
i et X ∗ = {ε}∪X+, ou` ε repre´sente la se´quence vide,
i.e. l’e´le´ment neutre pour la concate´nation. AinsiX ∗ repre´sente
l’ensemble des se´quences forme´es d’e´le´ments de X . Soit S ∈
A+ une se´quence de symboles a` valeur dans l’alphabet A =
{a1, ...ai, ...}. La longueur d’une telle se´quence sera note´e L(S).
Soit B = {0, 1} l’alphabet binaire. Dans la suite, le train bi-
naire e´mis est note´ E = E1...EL(E) ∈ B∗ et la re´alisation
correspondante e.
De´finition 1: un Syste`me de Re´-e´criture Entropique (SRE)
est un ensemble R de re`gles de production de la forme ri,j :
ai li,j → bi,j ou` li,j ∈ B
∗, bi,j ∈ B
+
. La re`gle ri,j repre´sente
ici la j e`me re`gle de production associe´e au symbole ai et Ri
repre´sente l’ensemble des re`gles associe´es a` un symbole donne´
ai. Le SRE doit en outre ve´rifier les conditions suivantes :
1. ∀i, |Ri| ≥ 1,
2. l’ensemble des mots de code
⋃|A|
i=1
⋃|Ri|
j=1 {bi,j} est tel
qu’aucun mot de code n’est le pre´fixe d’un autre mot de
code, i.e. cet ensemble correspond a` un code pre´fixe [4].
3. ∀i,
⋃|Ri|
i=1 {li,j} est l’ensemble {ε} ou est un code pre´fixe
complet. (i.e. tel que l’e´galite´ de Kraft est ve´rifie´e).
4. ∀i ∀i′ 6= i, ∀j, j′, bi,j = li′,j′ ou bi,j n’est pas pre´fixe de
li′,j′ .
La de´finition 1 ne garantit pas qu’un tel syste`me de´finisse
un syste`me de compression valide. Par exemple, une re`gle de
production ri,j telle que bi,j est pre´fixe de li,j n’est pas va-
lide. Nous supposons dans la suite que le syste`me conside´re´
est valide. Ces re`gles de production permettent de transformer
une suite de symboles s en une suite de bits e par application
successive de re`gles de production. Ces re`gles sont suppose´es
re´versibles, i.e. inverser les directions des fle`ches du syste`me
de re´-e´criture permet de retrouver la se´quence s a` partir de e.
Un CLV peut eˆtre vu comme un SRE. C’est le cas de C1 dans
l’exemple ci-dessous.
Exemple :
C1 =


r1,1 : a1 → 0
r2,1 : a2 → 10
r3,1 : a3 → 11
C2 =


r1,1 : a10 → 10
r1,2 : a11 → 01
r2,1 : a2 → 00
r3,1 : a3 → 11
(1)
C3 =


r1,1 : a11 → 0
r1,2 : a10 → 10
r2,1 : a2 → 110
r3,1 : a3 → 111
(2)
Le code C2 est un code a` contrainte de suffixe, c’est-a`-dire
un code tel que ∀i, j li,j est suffixe de bi,j . Ces codes ont e´te´
conside´re´s dans [5] dans un contexte de re´sistance aux erreurs.
Les SRE sont un ensemble de codes qui inclut et ge´ne´ralise
celui propose´ dans [5]. Ainsi, le code C3 n’est pas un code a`
contrainte de suffixe. Les SRE sont e´galement repre´sente´s sous
forme d’arbres, comme pre´sente´s sur la figure 1. La structure
d’arbre correspond a` celle du code pre´fixe de´fini par
|A|⋃
i=1
|Ri|⋃
j=1
{bi,j}. (3)
Les feuilles sont en relation a` la fois avec le symbole ai et avec
la suite de bits li,j .
Rappelons qu’a` l’encodage, les re`gles de production trans-
forment s pour obtenir la se´quence binaire e. Un segment quel-
conque de la se´quence courante (compose´e de symbole(s) et
de bit(s)) peut eˆtre re´-e´crit s’il existe une re`gle de production
qui a ce segment en entre´e. De par la de´finition des re`gles pro-
pose´es, cette entre´e est compose´e d’un symbole et d’un nombre
variable de bits. Un SRE n’est valide que s’il n’y a pas d’am-
biguı¨te´ sur la re`gle a` appliquer. Par conse´quent, les re`gles de
productions s’arreˆtent lorsqu’il n’y a plus de symbole et que la
se´quence courante n’est constitue´e que de bits.
Dans le cas ge´ne´ral, comme c’est le cas pour les codes C2
et C3, les re`gles de production qui de´finissent le SRE ne per-
mettent pas d’encoder la suite S en passe avant. Ainsi l’en-
codage est effectue´ en passe arrie`re. Pour initier le processus
d’encodage, des re`gles spe´cifiques doivent eˆtre utilise´es pour
la fin de la se´quence, car le dernier symbole peut ne pas eˆtre
suffisant pour de´clencher l’application d’une re`gle de produc-
tion. Dans la plupart des cas, les re`gles a` utiliser peuvent eˆtre
arbitrairement de´finies en supposant que les bits manquant pour
de´clencher une re`gle sont e´gaux a` ze´ro. Ceci est un choix valide
si ces ze´ros ne permettent pas de de´clencher une re`gle par eux-
meˆmes. En effet au de´codeur un symbole de trop serait alors
de´code´. Ainsi, le choix du bit de terminaison 0 est valide pour
les codes C1 et C2 mais ne peut pas eˆtre utilise´ pour le code
C3, parce que 0 suffit a` de´clencher la re`gle r1,1. Si un code a`
contrainte de suffixe est utilise´, les bits de terminaison ne sont,
par de´finition, pas modifie´s par une re`gle subse´quente. Il n’est
donc pas requis de les transmettre, puisqu’ils sont connus au
de´codeur par convention. Dans le cas ge´ne´ral, ces bits de ter-
minaison doivent eˆtre transmis.
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FIG. 1: Exemples de SRE. De haut en bas puis de gauche a` droite :
repre´sentation en arbre des codes, transitions ge´ne´re´es par les re`gles, auto-
mates de de´codage associe´s, treillis de de´codage. Les transitions qui corres-
pondent au bit 0 et au bit 1 sont repre´sente´es respectivement en pointille´ et en
train continu.
Exemple : la se´quence s1 = a1a1a1a1a1 est encode´e avec le
code C3 de la manie`re suivante (le bit de terminaison est 1) :
r1,1 : s11 = a1a1a1a1a11
r1,2 : a1a1a1a10
r1,1 : a1a1a110
r1,2 : a1a100
r1,1 : a1100
e1 = 000
Remarquez que l’encodage de la se´quence s1 produit un train
binaire de longueur 3, ce qui revient a` transmettre le symbole
a1 avec 0.6 bit seulement. Cet exemple illustre donc la capa-
cite´ de ces codes a` encoder des se´quences avec moins d’un
bit. Ceci est impossible dans le cas des codes de Huffman.
Pour ces derniers, seule une vectorisation de la source per-
met d’encoder avec moins d’un bit. On parle alors de codes de
Huffman ge´ne´ralise´s. L’utilisation de codes ge´ne´ralise´s (Huff-
man ou Tunstall [6]) requiert des tables dont la dimension croıˆt
ge´ome´triquement avec la longueur de la se´quence, ce qui rend
leur utilisation impossible.
Au de´codage, les re`gles inverses sont utilise´es. L’encodage
et le de´codage peuvent eˆtre facilement implante´s sous forme
d’automates. Ces automates sont utilise´s afin de conserver la
me´moire des processus d’encodage et de de´codage. Aux e´tats
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FIG. 2: Le code primitif C1, son inverse C˜1 et le SRE re´sultant.
de ces automates correspondent ainsi les segments de bits utiles
pour appliquer les re`gles de production suivantes. Les auto-
mates sont ge´ne´re´s a` partir de l’ensemble des re`gles de re´-
e´criture. Les transitions sur l’automate d’encodage repre´sentent
le processus d’encodage et sont de´clenche´es par des symboles
de s. Les e´tats internes de cet automate sont de´finis par les seg-
ments de longueur variable {li,j}. Ainsi, l’ensemble des e´tats
de l’automate d’encodage est respectivement donne´, pour les
codes C1, C2 et C3 par {ε}, {0, 1} et {0, 1}. Les e´tats de l’au-
tomate de de´codage correspondent aux segments de bit qui
ont de´ja` e´te´ de´code´s, mais qui ne suffisent pas a` identifier un
symbole. Pour les CLV tels que les codes de Huffman, ces
noeuds internes correspondent aux noeuds internes de l’arbre
du code. Ainsi, pour les codes C1, C2 et C3, l’ensemble des
noeuds internes est donne´ respectivement par {ε, 1}, {ε, 0, 1}
et {ε, 1, 11}.
La repre´sentation graphique des automates de de´codage ainsi
que les treillis correspondants peuvent eˆtre facilement de´duits
de la repre´sentation en arbre des codes, comme indique´ sur la
figure 1. Bien qu’ils n’apparaissent pas sur la figure pour des
raisons de clarte´, notez que l’ensemble des symboles ge´ne´re´s
est e´galement associe´ a` chaque bit de transition. Pour les codes
C1 et C2, il y a au maximum 1 symbole associe´ a` chaque bit
de transition. Ce n’est pas le cas pour le code C3, ou` la transi-
tion partant du l’e´tat 1 de l’automate de de´codage ge´ne`re deux
symboles a1, permettant ainsi d’obtenir un couˆt d’encodage
infe´rieur au bit pour ce SRE.
3 Efficacite´ en compression
La source S est suppose´e eˆtre sans me´moire et caracte´rise´e
par sa densite´ de probabilite´ surA : µ = {P(a1), . . . P(ai), . . .}.
Soit
δ(ri,j) = L(bi,j)− L(li,j) (4)
le nombre de bits ge´ne´re´s par une re`gle de production donne´e
ri,j . Pour le cas particulier ou` ∀i, ∀j, j ′ δ(ri,j) = δ(ri,j′ ),
l’espe´rance El de la longueur de description est donne´e par
El =
∑
ai∈A
P(ai)δi,1. (5)
Ainsi, si µ1 = {0.7, 0.2, 0.1}, nous avons El = 1.3 pour C1
comme pour C2. Remarquez que l’entropie de la source est de
1.157.
Soit Rt : StLt → Bt la variable ale´atoire qui correspond
a` la re`gle utilise´e pour encoder le symbole St. Le processus
obtenu a` partir de Rt en inversant l’horloge symbole forme une
chaıˆne de Markov invariante (Zt′). Les probabilite´s de cette
chaıˆne de Markov sont obtenues a` partir de µ de la manie`re
suivante :
P(Zt′ |Zt′−1) = P(Rt = ri,j |Rt+1 = ri′,j′) (6)
=
{
P(ai) si li,j est pre´fixe de bi′,j′ ,
0 sinon.
Sous l’hypothe`se que (Zt′) est irre´ductible et ape´riodique,
hypothe`se dont il est possible de ve´rifier la validite´ par une ana-
lyse spectrale du noyau de transition de ce processus, la pro-
babilite´ marginale du processus est obtenue comme l’unique
vecteur de probabilite´ invariant pour le noyau de transition de
l’e´quation 6. C’est-a`-dire c’est le seul vecteur propre positif
normalise´ associe´ a` la valeur propre 1. On en de´duit la valeur
de E(δ(Rt′)) de l’espe´rance du nombre de bits produits. Avec
le the´ore`me de Cesaro, cette valeur correspond e´galement a` la
valeur asymptotique de El lorsque la taille de la se´quence S
tend vers l’infini.
Les performances obtenues en pratique sont tre`s proches de
cette performance asymptotique. Il est e´galement possible de
calculer de manie`re exacte de l’espe´rance du nombre de bits
e´mis pour les se´quences finies.
Exemple : pour le code C3, le calcul de la loi stationnaire
me`ne a` P(Rt = ri,j) = {0.412, 0.288, 0.2, 0.1} et donc El =
0.412 × 0 + 0.288 × 1 + 0.2 × 3 + 0.1 × 3 = 1.188, contre
El = 1.3 pour le code de Huffman.
4 Construction de codes avec une pro-
babilite´ bit de 1/2
Pour construire le code, on part d’un CLV initial
H = {b1,1, . . . b|A|,1}, (7)
par exemple un code de Huffman. On conside`re alors le CLV
H˜ de´fini tel que chaque bit de transition de l’arbre de H˜ est
l’inverse du bit de transition correspondant deH, comme de´crit
sur la figure 2. Le SRE recherche´ est obtenu en rassemblant ces
deux codes avec un nouveau bit de transition. Remarquez que
ce SRE est un code a` contrainte de suffixe. La de´monstration de
la proprie´te´ annonce´e repose sur le calcul de la quantite´ ft =
P(B1t = 0) :
ft =
∑
i∈[1..|A|],j∈[1..2]
P(Rt = ri,j , B
1
t = 0) (8)
=
∑
i∈[1..|A|],j=1
P(St = ai, B
1
t+1 = l
L(li,1)
i,1 ) (9)
=
∑
i∈[1..|A|],j=1
P(St = ai, L
L(Lt)
t = 0) ft+1
+
∑
i∈[1..|A|],j=1
P(St = ai, L
L(Lt)
t = 1) (1− ft+1). (10)
Ainsi cette probabilite´ ve´rifie la relation de re´currence
ft = α ft+1 + (1− α)(1− ft+1), (11)
ou`
α =
∑
ai∈A
P(ai, l
L(li,1)
i,1 = 0) (12)
ve´rifie
0 < α < 1, (13)
ce qui permet d’appliquer le the´ore`me du point fixe car la fonc-
tion g(x) = α x + (1 − α)(1 − x) est contractante. En effet
g′(x) = 2 α − 1 et avec l’ine´galite´ stricte de l’e´quation 13 on
de´duit |g′(x)| < 1. Ce point fixe est 0.5. On en de´duit alors
la proprie´te´ annonce´e en remarquant que deux mots de code
oppose´s ont la meˆme probabilite´ d’occurence, ce qui garantit
l’e´quiprobabilite´ du 0 et du 1.
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