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• l. Introduction 
• 
• 
An F(2A. ;A., A.)-square with two treatments ~ symbols or simply an F-square is a 
square matrix of order 2A. in which each of two symbols appears exactly A. times in 
every row and column. Two F(2A.;A.,A.)-squares are orthogonal if each ordered 
pair of symbols appears together A. 2 times when the first F-square is super-
imposed on the second. A set of s F(2A.;A.,A.)-squares is (mutually) orthogonal 
if every pair of these s F-squares are orthogonal. Such a set is denoted by 
OF(2A.;A.,A.;s), and is complete if s = (2A. -1)2 • These definitions suffice for 
the material presented in this paper. Far more general definitions and greater 
detail, including comments on the practical application of F-square methods, 
see Hedayat and Seiden (1970) and Hedayat, Raghavarao, and Seiden (1975). 
A cyclic Latin square of order 2n, for which no orthogonal Latin square exists, 
n ( n n-1 n-1 
can be decomposed into 2 -1 mutually orthogonal F 2 ;2 ,2 )-squares. If 
(2n-1)(2n-2) additional mutually orthogonal F-squares can be found, the result 
will be a complete set, OF(2n;2n-l,2n-l;(2n-l)2 ). Row and column operations 
have been used to construct complete sets of orthogonal F-squares for cyclic 
Latin squares of order four (Mandeli, 1975), order eight (Federer, 
Mandeli, and Schwager, 198la), and order 16 (Federer, Mandeli, and Schwager, 
198lb). It will be shown here that these operations give a complete set of 
orthogonal F-squares when applied to a cyclic Latin square of order 2n for 
any n ~ 2. 
The remainder of this paper is organized as follows. Further definitions and 
notation are presented in Section 2. Examples are given in Section 3, where the 
constructions for orders 4 and 8 are discussed. The proof that row and 
column operations yield a complete set of orthogonal F-squares for order 2n con-
stitutes Section 4. Concluding remarks appear in Section 5. 
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2. Definitions and notation 
~ The two symbols of an F-square will be denoted by + and - in this paper. It 
will be helpful to view these symbols as representing the numbers +1 and -1, 
respectively. Multiplication follows the usual algebraic rules, (+)(+) = (-)(-) 
=+and (+)(-) = (-)(+) = -. The Hadamard product, element-by-element multipli-
cation of equally-dimensioned vectors or matrices, will be denoted by *, and 
the direct or Kronecker product of vectors and matrices by®, e.g., 
([+-] ® [++]) * ([++] ® [+-]) = [++--] * [+-+-] = [+--+] 
Hadamard products will be referred to simply as products, and the product operator 
IT will indicate a Hadamard product. Matrix transposition will be denoted by the 
superscript t. The commutativity of *, associativity of * and ®, and other easily 
derived elementary properties of these operators, e.g., (u ® v) * (u 1 ® v 1 ) 
= (u*u 1 ) ® (v*v 1 ) for all conformable u, v, U 1 , V 1 , will be used freely. For 
~ further background information, see Searle (1982). 
~ 
Let e[l] denote the row vector of length land E[l] the l X l square matrix 
consisting entirely of + 1 s. n Fork= 1,··· ,n, define the row vector of length 2 
' 
Under the operation* vectors g •·• g generate a 
' 1' ' n 
finite group H* of 2n members with identity element g0• The elements of H* will 
be denoted by h., i = 0,1,···,2n-1. To define these as products of the generators 
1 
~' observe that for any i from 1 to 2n-1, there is a unique set I(i) c [1,2,··· ,n} 
k-1 
such that i = ~ei(i)2 • As is easily seen by considering the binary expres-
sian for i, i /= i 1 iff (if and only if) I(i) /= I(i 1 ). 
n define the row vector of length 2 
Fori- 1 2 ••• 2n-l 
- ' ' ' ' 
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and define h0 = g0• The vector ~ is a generator of hi if k€I(i). For instance, 
~- 5 = l + 4 = 2l-l + 23-1, so I(5) = [1,3}, h5 = g1*g3, and the generators of 
~ 
~ 
k-1 -- . -
h5 are g1 and g3. Note that~= hm when m = 2 and that hi*hi = hO for 
every i. 
The rows h., i = 0,1,··· ,2n-l form a symmetric Hadamard matrix of order 2n. 
~ 
The rows, or by symmetry the columns, correspond to factorial model main effect 
and interaction contrasts. Rows h1 = g1 , h2 = ~' h4 = g3, h8 = g4, • • • 
correspond to main effects of factors A, B, c, D, · • ·; rows h 3 = g1*g2, 
h5 = g1 *g3, · · · correspond to two-factor interactions AB, AC, • • ·; rows ~ = g1*g2*g3, 
• • • correspoo.d to three-factor interactions ABC, ···;and so on. Any row h. for which 
~ 
~is a generator represe~ts a main effect or interaction contrast involving the kth factor. 
Let H(~+l'~+2 ,··· ,gn) denote the subgroup of H* generated by ~+l'···,gn' 
and let H(¢) = [g0 ]. Define H = H* - H(¢) and 
for k = l,···,n 
Thus H = ~=lHk' the number of elements in ~ is #[Hk] n-k = 2 , and Hk consists 
of all elemects of H whose lowest generator is ~· 
Three classes of square matrices derived from row vectors will appear through-
out this paper. For any row vector v of length t, the l X l ~ matrix R(v) 
t 
corresponding to v is the standard matrix product of e[l] and v, 
t R(v) = e[l] v 
' 
and the l X l column matrix C(v) corresponding to v is the transpose of R(v), 
t t C(v) = R(v) = v e[l] 
• 
• 
• 
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Let the rotation by~ places o~ v = (v1 ••• vl) be denoted by 
and de~ine the l X l ~ matrix F(v) corresponding to v as the circulant matrix 
(see Searle (1979)) whose l rows are v, lov, 2ov, · • ·, and (l -l)ov. This F 
matrix is an F-square whenever l is even and v has equal numbers of' + 1 s and - 1 s . 
Let k denote a nonnegative integer. A row vector or ~ is symmetric of order 
2k or S0(2k) with root w i~ it consists o~ 2k copies of a row vector w concatenated, 
i.e., it is of the ~orm (w,w,···,w) with the arbitrary row vector w appearing 2k 
times. A row vector is antisymmetric o~ order 2k or AS0(2k) with root w if it 
k is the concatenation of 2 row vectors that are alternating copies of a row 
vector wand its (element-by-element) negative, i.e., it is o~ the form (w,-w,w,-w, 
) . th d . 2k-l t. h 
···,w,-w w~ wan -w appear~ng ~mes eac. A matrix is symmetric o~ order 
2k or S0(2k) i~ each o~ its rows is S0(2k), and a matrix is antisymmetric of' 
k k k 
order g_ or AS0(2 ) i~ each of' its rows is AS0(2 ). An example that will prove 
use~ul in Section 3 is the row vector ~' which is both AS0(2k) and S0(2k-l). 
More general de~initions o~ symmetric and antisymmetric row vectors and matrices 
could be given, but these are su~~icient ~or the work presented here. 
A row operation on the F matrix F(v) is element-by-element multiplication of 
F(v) and a row matrix R(v 1 ), yielding F(v)*R(v 1 ). A column operation on F(v) 
is element-by-element multiplication o~ F(v) and a column matrix C(v 1 ), yielding 
F(v)*C(v 1 ) • If a row (column) operation produces an F-square, this square is 
a row (column) operation F-square • 
• 
• 
• 
/' 
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3- The embedding for orders 4 and 8 
----
For order 4, consider the cyclic Latin square and the Hadamard matrix 
l 2 3 4 + + + + ho go 
F(l2 34) 4 l 2 3 and + + hl gl = = 
3 4 l 2 + - + h2 g2 
2 3 4 l + + h3 gl*~ 
The Latin square decomposes into the three orthogonal F-squares 
+ + + + + 
+ + + + + + 
+ + + + + + 
+ + + + + + 
There are nine possible row operations F(h. )*R(h.) w.i th i, j = l, 2, 3, and nine 
~ J 
corresponding column operations F(hi)*C(hj). Some of these (F(h2 )*R(~), 
F(h2 )*R(~), F(~)*C(h1), F(h2 )•C(h3)) yield unique F-squares orthogonal to 
F(~), F(h2), F(h3), and all other row and column operation F-squares; some 
(F(~)*R(h2 ) =F(h3 )*C(~), F(h3)*R(h2 ) =F(~)*C(~)) yield F-squares that 
appear twice and have the same orthogonality property; and the rest do not yield 
F-squares. For instance, 
+ + + + + + 
+ + ; 
+ + + + 
* = 
+ + + + + + 
+ + + + + + 
+ + + + + + 
+ + + + ; 
+ + 
+ + + + 
Table 1 grummarizes these results, using notation defined in the next two para-
graphs, where the case of order 8 is discussed. 
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For order 8, consider the cyclic Latin square F(l 2 •·• 8) and the Hadamard 
4lt matrix given in Figure 1. It is easily checked that Hi = [h1 ,h3,h5,h7} , 
• 
• 
H2 = [h2 ,h6} , and ~ = [h4} . The Latin square decomposes into the seven 
orthogonal F-squares F(h. ), i = 1,··· ,7. There are 49 possible row operations 
l 
F(h.)*R(h.) with i,j = 1,··· ,7, and the same number of column operations. When 
l J 
these are examined, four cases arise. (A) Some yield unique F-squares ortho-
gonal to the original seven F-squares and to every new F-square produced. (B) 
Some yield F-squares appearing twice, once from a row operation and once from 
a column operation, that are orthogonal to all original and new F-squares. 
(C) Certain column (row) operations yield F-squares that are unique and ortho-
gonal to all original and column (row) operation F-squares, but are not ortho-
gonal to some row (column) operation F-squares. (D) Some do not yield F-squares. 
Table 2 lists the F-squares obtained from row and column operations; A, B, 
c, and - indicate that both row and column operations produce F-squares of the 
types described in (A), (B), (C), and (D), respectively. Performing all row 
operations and then all column operations shows that the table gives 14 + 6 
+ 8 + 14 = 42 mutually orthogonal F-squares. This embeds the original Latin 
square in a complete set o~ orthogonal F-squares. In the next section, it is 
proved that an embedd~g o~ this type is accomplished by the row and column 
procedure for a cyclic Latin square of order 2n for any n ~ 2 . 
• 
• 
• 
Figure 1 
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Table l 
Six mutually orthogonal F-squares of order 4 obtained by 
row and column operations 
Row and column operations 
Original F-square R(h.) 
J 
and C(h. ), 
J 
j =1,2,3 
F(h. ), i=l,2,3 l 2 3 ]. 
1 B 
2 A A 
3 B 
Symbols A, B, and - are explained in text 
Cyclic Latin square F(l 2 •·• 8) and Hadamard matrix of order 8 
1 2 3 4 5 6 7 8 + + + + + + + + ho go 
8 1 2 3 4 5 6 7 + + + + h1 g1 
( 8 1 2 3 4 5 6 + + - - + + h2 g2 
6 7 8 1 2 3 4 5 + + - + + h3 gl*~ = = 
5 6 7 8 1 2 3 4 + - + - + - + - h4 g3 
4 5 6 7 8 1 2 3 + - + - - + - + h5 gl*g3 
3 4 5 6 7 8 1 2 + - + + - + h6 ~*~ 
2 3 4 5 6 7 8 1 + - + - + + h7 gl*g2*g3 
• 
• 
• 
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Table 2 
Forty-two mutually orthogonal F-squares of order 8 obtained 
by row and column operations 
Row and column operations 
Original F-square R(hj) and C(hj), j = 1, ... '7 
F(hi), i 1, ... '7 1 2 3 4 5 6 
1 c B c 
2 A A B A 
3 c B c 
4 A A A A A 
5 c B c 
6 A A B A 
7 c B c 
Symbols A, B, C, and - are explained in text 
7 
A 
A 
A 
• 
• 
• 
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4. The embedding for order 2n 
Some usefUl symmetry properties of' rows and their (Hadamard) products and 
rotations will now be given. Routine proof's will be omitted. 
Lemma 4.1. Any AS0(2k) ~with k ~ 1 is S0(2k-l). Any S0(2k) ~with k ~ 1 
is S0(2k-1 ). These statements also hold for matrices. 
Lemma 4.2. The (Hadamard) product of' two AS0(2k) rows is ~ S0(2k) ~· The 
product of two S0(2k) rows is ~ S0(2k) row. The product of an AS0(2k) row and 
~ S0(2k) row is an AS0(2k) row. These statements also hold for matrices. 
Lemma 4. 3. The rotation by l places of ~ AS0(2k) ~ is AS0(2k) for any t . 
The rotation by l places of' !!!_ S0(2k) ~ is S0(2k) for any t. 
All rows, columns, and square matrices from here to the end of this section 
are of order 2n unless there is an explicit indication to the contrary. 
Lemma 4.4. The ~ gk is AS0(2k) for k = 1, • · • ,n. 
Proof'. The row hi is a product gk*h, where h is the product of' some subset 
of (gk+l'··· ,~},possibly the null product g0. Since each of' gk+l'··· ,gn and 
g0 is S0(2k) by Lemmas 4.4 and 4.1, the product h is S0(2k) and hi = gk*h is 
AS0(2k) by Lemmas 4.4 and 4.2. Lemma 4.3 completes the proof' for F(hi). 
Lemma 4.6. Let hi be AS0(2k) with root w. Then F(hi) = E[2k-l] ® F(w,-w) and 
R(hi) = E[2k-l] ® R(w,-w), where F(w,-w) and R(w,-w) ~the square, order 
- ll -
2n-k+l . t . F matrlx and row rna rlx corresponding to the row vector (w,-w) of length 
• 2n-k+l. 
• 
Lemma 4.7. If F(hi) is A80(~), then its transpose F(hi)t is A80(2k). If F(hi) 
is 80(2k), then F(h. )t is 80(2k). 
-- l -
The first major step after these preliminaries is to find the conditions 
under which performing a row or column operation on F(hi) produces an F-square. 
Theorem 4.1. Take h. E R and h. E R 1, where 1 ~ k, k 1 ~ n. The products 
-- l -K -- J -K 
F(h. )*R(h.) and F(h. )*C(h.) are F-squares iff k' ~ k • 
l J -- l J 
Proof. Assume k 1 ~ k. (i) If k 1 > k, then F(hi) is AS0(2k) by Lemma 4.5 and 
R(hj) is 80(2k) by Lemmas 4.5 and 4.1, soP= F(hi)*R(hj) is A80(2k) by Lemma 
n-1 4.2. Each row of P therefore has equal numbers of +'s and-'s, 2 of each. 
Each column of P is either a duplicate of the corresponding column of the F-
( ) 2n-l 1 2n-l 1 square F hi or its negative, hence has + s and - s. Thus P is an 
F-square. k
1 k 1 (ii) If k 1 < k, then F(hi) is 80(2 ) and R(hj) is AS0(2 ), so Pis 
A80(2k 1), and the reasoning just used shows that Pis an F-square. 
Assume now that k 1 = k. It will be established that the number of + 1s varies 
from row to row of P, which suffices to show that P is not an F-square. (i) If 
k 1 = k = 1, then hj = g1*h., for some hj1 that is 80(21 ) as shown in the proof 
" J 
1 
ofLemma4._5, andg1 isA80(2) from.Lemma4.4. Tile matrix P:c:F(hi)*R(~)*R(hj,) 
is a product of two A80(21 ) and one 80(21 ) matrices, so it is 80(21 ), making 
its left half and right half identical. Note also that the left halves 
of F(hi) and F(hi)*R(g1 ) are identical. Compare the left halves of any two 
adjacent rows, e.g., the first and the second, of F(h. ). The differenced between 
l 
the numbers of + 1s in these two left halves will now be shown to be an odd integer. 
Let #(x,x') denote the number of positions in the row's left half at which 
• (a) the upper row of F(hi) being considered contains x and (b) the row below it 
• 
• 
• 
J2 -
in F(hi) contains x'. Let #(x, x' ;~'f) denote the number of positions in the row's 
lef'thalfatwbich(a)and(b)holdand (c) the row h., cootains x". 'lherotationof' 
J 
the lower row of F(hi) by one more place than the row above it changes by: 1 
the number of +'s in the row's left half'. Thus, in moving from the upper row of' 
F(hi) to the row below it, the number of' positions in the row's left half' where + 
changes to - differs by ~ 1 from the number of' positions where - changes to +: 
#(+,-) = #(-,+) ± 1 = #(+,-;+) + #(+,-;-) = #(-,+;+) + #(-,+;-) ± 1. (1) 
The number of' +'s in the left half' of' the upper row of Pis #(+,+;+) + #(+,-;+) 
+ #(-,+;-) + #(-,-;-), and the number of' +'s in the left half of the following 
row of Pis #(+,+;+) + #(-,+;+) + #(+,-;-) + #(-,-;-), so their difference is 
d = #(-,+;+) + #(+,-;-) - #(+,-;+) - t(-,+;-). Solving equation (1) for #(+,-;+) 
and substituting into the formula ford gives d = 2#(+,-;-) ± 1, which must be 
an odd integer. Thus the number of +'s differs from one row of P to the next 
row, by two times an odd number, which establishes that P is not an F-square • 
(ii) If' k' = k > 1, then F(hi) = E[2k-l] ® F(w,-w) and R(hj) = E[2k-l] ® R(w',-w') 
by Lemma 4.6, where w and w' are the roots of hi and hj' respectively. Therefore, 
p = E[2k-l] ® Q where Q = F(w,-w)•R(w',-w'). The rows (w,-w) and (w',-w') of' 
length 2n-k+l are AS0(21 ), so the analysis just presented for the case k' = k = 1, 
with P replaced by Q and n by n - k + 1, shows that the number of +'s differs from 
one row to the next of' Q, and thus of' P. 
For column operations, note that F(h.)*C(h.) is an F-square iff its trans-
1 J 
pose F(hi)t•R(hj) is one. Using Lemma 4.7, the analysis for row operations 
applies to this transpose with only minor modifications, concluding the proof 
of the theorem. 
The next two theorems establish the orthogonality of all F-squares resulting 
from row (column) operations and the duplication of certain F-squares that are 
• 
• 
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formed once from a row operation and once from a column operation • 
Theorem 4.2. When all possible (2n-1) 2 ~operations F(hi )*R(hj) with i, j = 1, •.• , 2n-l 
n n ) ~performed, f(2 -1)(2 -2 of these produce F-squares, which are 
mutually orthogonal and orthogonal to every original F-square F(hi). The same 
result holds for column operations. 
Proof. The number of row operation F-squares is 
Two F-squares are orthogonal iff their (Hadamard) product contains equal numbers 
of +'sand-'s. Consider the product of any pair of distinct row operation 
F-squares, 
s = [F(h. )*R(hj) ]*[F(h. I )*R(h. ')] c F(hi*h. I )*R(h. *h.') . ~ ~ J ~ J J 
/= h0 , so S = R(hjn), which has equal numbers of +'sand -ts. If i /= . ' ~ , then 
h.n = h.*h. 1 /= h0 , so F(h;n) has equal numbers of + 1 S and - 1 s in each column. ~ ~ ~ ... 
This property is preserved under Hadamard multiplication by R(h) for an arbi-
trary row vector h, and again S has equal numbers of + 1 s and -'s. This estab-
lishes mutual orthogonality. The orthogonality of F(h. }*R(hj) to any F(h.,) ~ ~ 
follows from the same reasoning with j replacing j". Column operations are 
immediate using transposition. 
Theorem 4. 3. n-1 n-1 n-1 Let .; 1 -- .; + 2 for .; -- 0 1 2 1 d · 1 • 2 f 
... .... ... , , · · · , - an ~ = l. - or 
i = 2n-1, ••• ,2n-1, and let m = 2n-l. Then F(hi)*R(nm) ~ F(hi 1 )*C(hm) for 
each i, and this product is an F-square for i /= O,m • 
• 
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Proof • It is easy to demonstrate that F(hi•) = 
F(h )~(h ) = R(h ). Therefore, 
m m m 
F(h1 )*R(h ) = F(h1 )*F(h )~(h) = F(h1 ,)•C(h ) m m m · m 
By Theorem 4.1, this is an F-square if if O,m. Fori= O,m, either hi or hi' 
equals h0, so the product is not an F-square. 
The next theorem specifies which column operation F-squares are orthogonal 
to every row operation F-square, and vice versa. It will provide enough ortho-
gonal column operation F-squares in addition to the set of all row operation 
F-squares to result in a complete set. 
Theorem 4.4. ~ column operation F-square F(hi)*C(hj) is orthogonal to every row 
operation F-square iff hie flk and hj e ~=i H.e for ~ k = 2, 3, · · ·, n . There 
are i(2n-1)(2n-2) column operation F-sguares of this ~· ~ column operation 
• F-square F(h1 )*C(hj) is not orthogonal to some row operation F-square iff 
hiE Hk and hj E uPL=k+lHL for some k = l,···,n-1. The statements remain true 
if the roles of row and column operations ~ interchanged. 
• 
Proof. Choose any i, j, • I 1. ' j' such that for some k, k': 
hi ' E I\: , , and h j , E H- ff:k.' • 
product 
Define hi" = h.*h., and consider the (Hadamard) 
l. l. 
S- [F(h.)*C(h.)]*[F(h.,)*R(h.,)] = F(h.")*C(h.)*R(h.,) 
1. J l. J 1. J J 
If k' ~ k, then hi" E Iic" for some k" ~ k, and hj E H-I\:", so F(hi" )*C(h.) is 
J 
an F-square by Theorem 4.1. Hadamard multiplication by R(hj•) preserves the 
equal numbers of +'s and-'s in each column, so S contains equal numbers of +'s 
and - 's. If k' < k, then hi" E I\:• and F(h. 11 )*R(h.,) is an F-square by Theorem 
1. J 
4.1. Hadamard multiplication by C(hj) preserves the equal numbers of +'sand-'s 
• 
• 
• 
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in each row, so again S contains equal numbers of +'s and -'s. This implies 
orthogonality of F(h1. )*C(h.) and F(h. ,)*R(h. ,) . J l J 
The number of F-squares F(h. )*C(h.) 
l J 
k = 2,···,n is 
These have already been shown to be orthogonal to the original F-squares F(hi) 
and to each other in Theorem 4.2. Combining them with the 2n-l original 
F-squares and the set of all row operation F-squares gives a complete set 
OF(2n; 2n-l,2n-l;(2n-1)2 ). This set contains the maximal number of orthogonal 
F-squares possible (Hedayat, Raghavarao, and Seiden (1975)), so all remaining 
column operation F-squares must lack orthogonality to some member(s) of the 
set. Any such F-square F(hi)*C(hj) must have hi E Hk' hj E ur£=k+lHt for some 
k = 1,··· ,n-1 by Theorem 4.1, and must lack orthogonality to some row operation 
F-square by Theorem 4.2. 
Combining Theorems 4.1 to 4.4 yields the main result: 
Theorem 4.5. ~cyclic L~tin square of order 2n, n ~ 2, which has no orthogonal 
Latin square, ~ be embedded in ~ complete set of orthogonal F(2n; 2n-1,2n-l)-
squares with two treatments ~ symbols. Decompose the cyclic Latin square into 
the 2n-l orthogonal F-squares F(hi), form all (2n-l) 2 ~operation squares 
F(hi)*R(hj), i,j =1, ... ,2n-1, and then form all (2n-1)2 column operation squares 
F(h. )*C(h.) • The row operation squares consist of: 
l J ---- ---- -- ---
(i) ~(2n -l)(2n -2) F-squares that are orthogonal to each other and to 
the original F-squares; and 
• 
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(ii) i(22n-l) squares that are not :-squares • 
The column operation squares consist of: 
(iii) i(2n-l)(2n-2) F-squares that are orthogonal to each other, to the 
---- ---- -- ---- -- ---
original F-squares, and to the row operation F-squares from (i); 
.(iv) 2n-2 F-squares that are duplicates ofF-squares from (i); 
(v) i(2n-2)(2n-4) F-squares that are orthogonal to each other, to the 
original F-squares, and to the column operation F-squares from (iii) 
and (iv), but are not orthogoncl to the set of row operation F-sguares 
from (i); and 
(vi) i(22n-l) squares that are not ?-squares. 
The 2n-l original F-squares and the (2n-1)(2n-2) F-squares of (i) and (iii) pro-
vide ~ complete set of orthogonal F(2n;2n-l,2n-l)-squares with two symbols, in 
• which the cyclic Latin square is embedded. The structure of the sets of squares 
in (i)-(vi) is specified in Theorems 4.1 to 4.4. These results all remain true 
if the roles of row operations and column operations are reversed. A different 
complete set of orthogonal F-squares is ~roduced by this interchange for n > 2. 
5. Concluding remarks 
Row and column operation squares were generated and the orthogonality rela-
tions of the F-squares among them, to the original F-squares and to each other, 
were calculated with computer assistance. Checking by hand even a single 8 X 8 or 
16 X 16 matrix of +'sand-'s to determine whether it is an F-square, or a 
single pair ofF-squares to determine whether they are orthogonal, is quite 
laborious and susceptible to error. Using a computer for arithmetic involving 
large collections of 8 x 8 and 16 x 16 matrices was an attractive alternative 
• 
to hand calculation, especially since the formulation of the approach 
• 
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to the general 2n case was based on the patterns that emerged from the special 
cases of orders 8 and 16. Computer programs for finding the row and column 
operation F-squares and checking orthogonality were written in the APL 
language by the first author, and are available on request. They took 
advantage of the extremely efficient handling of 0-l matrices, whose storage 
required only one bit per entry, by using 0 and l to replace the symbols -
and +. 
The question of whether cyclic Latin squares of orders other than 2n can 
be embedded in a complete set of orthogonal F-squares is a natural one. The 
only results to date are negative, involving the cyclic Latin squares of 
orders 2A = 12, 20, and 24. Each of these squares was decomposed into 2A-l 
orthogonal F(2A;A,A)-squares, which are F matrices corresponding to rows 
h1 to h2 A-l of an order 2A Hadamard matrix (Hedayat and Wallis, 1978, pp. 
• 1222-1223) whose first row is ho = e[2A]. In each case, when the row and column 
operations were performed on the F-squares F(hl) to F(h2A-l), no F-squares were 
obtained~ The nature of the geometries suggests that the row and column pro-
cedure will never embed the cyclic Latin square in a complete set of OF(2A;A,A)-
squares. This situation may extend to cyclic Latin squares of order 4t F 2n • 
• 
• 
• 
• 
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