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a b s t r a c t
Given positive integers n, k where n ≥ k, let f (n, k) denote the
largest integer s such that there exists a cyclic ordering of the
k-sets on [n] = {0, 1, . . . , n − 1} such that every s consecutive
k-sets are pairwise intersecting. Equivalently, f (n, k) is the largest
s such that the complement K(n, k) of the Kneser graph K(n, k)
contains the sth power of a Hamiltonian cycle.
For each n ≥ 6 we show that f (n, 2) = 3. We show that
f (n, 3) equals either 2n − 8 or 2n − 7 when n is sufficiently large,
conjecturing that 2n− 8 is the correct value. For each k ≥ 4 and n
sufficiently large we show that
2nk−2
(k− 2)! −
( 72 k− 2)nk−3
(k− 3)! − O(n
k−4)
≤ f (n, k) ≤ 2n
k−2
(k− 2)! −
( 72 k− 3.2)nk−3
(k− 3)! + o(n
k−3).
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper we let [n] = {0, 1, . . . , n − 1}, since many computations will be done modulo
n. Let

[n]
k

denote the collection of k-sets in [n]. Given positive integers n, k, the Kneser graph
K(n, k) has vertex set V =

[n]
k

and edge set {{S, S ′} : S, S ′ ∈

[n]
k

, S ∩ S ′ = ∅}. There is
an extensive literature on Kneser graphs. One of the most well-known results on Kneser graphs is
Lovász’s (topological) proof [11] of Kneser’s conjecture [10] that the chromatic number of K(n, k)
is at least n − 2k + 2 whenever n ≥ 2k ≥ 2. Subsequent new proofs were found, including a
combinatorial proof by Matoušek [12]. Another well-known example of the study of Kneser graphs
E-mail addresses: jiangt@muohio.edu (T. Jiang), manley.perkel@gmail.com (M. Perkel), pritikd@muohio.edu (D. Pritikin).
0195-6698/$ – see front matter© 2012 Elsevier Ltd. All rights reserved.
doi:10.1016/j.ejc.2012.05.004
T. Jiang et al. / European Journal of Combinatorics 33 (2012) 1882–1899 1883
is the Hamiltonian problem for Kneser graphs (see [4,1–3,7,9], for example). It is widely conjectured
that all Kneser graphs except the Petersen graph K(5, 2) have Hamiltonian cycles. Chen [1] made
significant progress on the conjecture by showing that K(n, k) has a Hamiltonian cycle for all n ≥ 3k.
Using Baranyai’s partition theorem and Gray codes, Chen and Füredi [3] later gave a very short proof
of the result for the special case when k divides n. Chen [2] further sharpened her own result to show
that K(n, k) has a Hamiltonian cycle whenever n ≥

3k+ 1+√5k2 − 2k+ 1

/2.
Our study in this paper is motivated by both the study of Kneser graphs and the study of
intersecting families. Recall that a family F ⊆

[n]
k

is intersecting if every two members of F have
non-empty intersection. The well-known Erdős–Ko–Rado theorem asserts that for n ≥ 2k the largest
size of an intersecting subfamily of

[n]
k

is

n−1
k−1

. Furthermore, for n ≥ 2k+1, equality is achieved if
and only if F consists of all the k-sets on [n] containing a fixed element. Here, instead of focusing on
finding one intersecting subfamily of

[n]
k

of large size,wewant to find the largest possible s forwhich
there exists a cyclic arrangement of all members of

[n]
k

such that every interval of s consecutive
members in this ordering forms an intersecting family. We may interpret the problem in terms of
Kneser graphs as follows. An intersecting subfamily of

[n]
k

corresponds to an independent set in
K(n, k), or equivalently, a clique in the complement, K(n, k). The Erdős–Ko–Rado Theorem shows that
ω(K(n, k)) =

n−1
k−1

. Here, we want to find the largest s such that K(n, k) contains the sth power of
a Hamiltonian cycle. On a related note, it is perhaps worth mentioning that a well-known conjecture
of Seymour [14] asserts that every n-vertex graph G with minimum degree at least knk+1 contains the
kth power of a Hamiltonian cycle.
Now, we define our problemmore formally. Given a cyclic arrangementπ of

[n]
k

, let f (π) denote
the largest s such that every s consecutive k-sets in π form an intersecting family. Let f (n, k) denote
the maximum of f (π) over all cyclic arrangements of the members of

[n]
k

. For each n ≥ 6, we show
that f (n, 2) = 3. We show that f (n, 3) equals either 2n− 7 or 2n− 8 when n is sufficiently large. For
each k ≥ 4 and n sufficiently large, we obtain lower and upper bounds on f (n, k) that nearly match.
We organize our paper as follows. In Section 2 we give lower bounds on f (n, k) via explicit
constructions. In Section 3 we give upper bounds on f (n, k) by analyzing the intersection structure of
various types of intervals in our cyclic arrangements π of

[n]
k

and applying some global averaging
arguments. We utilize some well-known facts such as the Erdős–Ko–Rado theorem and Erdős’
theorem on independent tuples. The analysis is also closely related to the lower bound constructions.
2. Constructive lower bounds
It is trivial to verify that f (n, 1) = 1 for each n > 1. The k = 2 case is also quite straightforward.
In this case, we want to find the maximum s such that the edges of Kn can be cyclically arranged
with every s consecutive edges intersecting. To avoid triviality, we assume n ≥ 6. A longest stretch
of intersecting edges forms either a star or a triangle. In either case, the next edge in the ordering is
disjoint from one of the three edges before it. So the maximum s is at most 3. On the other hand,
it is not hard to obtain a cyclic ordering in which every 3 consecutive edges are intersecting, as
follows. First we obtain a partial listing by listing edges in the order of {i, i + 2}, {i, i + 3}, {i, i + 1}
(in increasing order of i andwith all parameters takenmod n).We call this sublisting the skeleton. Then
for each remaining edge we arbitrarily designate one endpoint as the center and put all remaining
edges with center i between {i, i + 2} and {i, i + 3} (except when n = 6 in which case the ordering
(02, 03, 01; 13, 15, 14, 12; 24, 25, 23; 35, 34, 45, 40, 50) works). For example, such an ordering of
[10]
2

is given below. The terms in bold form the skeleton. Note that ten is written as 0 since we use
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integers modulo 10. For convenience a pair {i, j} is abbreviated as ij.
π = (02, 06, 04, 03, 01; 13, 15, 14, 12; 24, 25, 23; 35, 37, 39, 38, 36, 34; 46, 49,
47, 45; 57, 50, 59, 58, 56; 68, 61, 62, 69, 67; 79, 72, 71, 70, 78; 80, 84, 82,
81, 89; 91, 92, 90).
For k ≥ 3, our lower bound construction is inspired by that of the k = 2 case. Roughly speaking, the
skeleton consists of tuples {i, i+ 2, ∗}, {i, i+ 3, ∗}, {i, i+ 1, ∗}, where ∗ indicates a (k− 2)-set. These
types of tuples are called type 2, type 3, and type 1 terms, respectively in our construction below. The
remaining tuples will be called type 4 terms. For each type 4 term, we designate some element in it
(called its rank) as its center. To flesh out the skeleton, between {i, i+ 2, ∗} and {i, i+ 3, ∗}we insert
all type 4 terms with center i. Typically, we will need to make some adjustments to the rule described
above to balance out various segments. Also, sometimes care must be taken in the ordering within
each type. To formally define our construction, we introduce some terminology.
For a term Xi of a cyclic ordering π = (X1, X2, . . . , X( nk )) of

[n]
k

, let f (Xi, π) denote the least
positive integer j such that Xi is disjoint from the jth set succeeding it in the ordering π . Thus to
verify that f (π) ≥ m it suffices to show that f (Xi, π) ≥ m for each term Xi of π . Recall that we let
[n] = {0, 1, . . . , n−1}. For an integer x, we use notation x mod n to denote the element of [n] congruent
modulo n to x. Given x, y ∈ [n] let d(x, y) = min((x− y) mod n, (y− x) mod n), the modulo n distance
between x and y. We write x → y if (y − x) mod n < n/2, and write y → x if (y − x) mod n > n/2.
For instance, for n = 7, we have 2 → 3, 5 → 1, etc. When (x − y) mod n = n/2, we choose not to
define a→ relation between x and y, for some delicate reasons. We assign to each X ∈

[n]
k

a type
and a rank as follows. Let d(X) = min{d(x, y) : x, y ∈ X, x ≠ y}. If d(X) = t ∈ {1, 2, 3}, then we
define the type t(X) of X to be t . If d(X) ≥ 4, then we define t(X) = 4. We call i a lead value of X if
both i and (i + d(X)) mod n are elements of X . We define the rank r(X) of X as follows. First, suppose
t(X) ∈ {1, 2, 3}. If X has exactly two lead values i1, i2 where i1 → i2, then let r(X) = i1. Otherwise let
r(X) be any lead value of X . Next, suppose t(X) = 4. Then let r(X) be any element of X . For examples
of this terminology, consider the case n = 16, k = 3, X = {0, 6, 14}, Y = {1, 6, 11}, and Z = {2, 5, 8}.
The types and ranks are given by t(X) = 2, t(Y ) = 4, t(Z) = 3, r(X) = 14, r(Y ) is 1 or 6 or 11, and
r(Z) = 2.
Once we have settled on specific rank assignments, for each r ∈ [n] and each t ∈ {1, 2, 3, 4} let
Fr,t ⊆

[n]
k

denote the subfamily of k-sets of rank r and type t and let πr,t be any ordering of Fr,t .
Define a standard ordering π of

[n]
k

to be a cyclic ordering resulting from the following concatenation
of the πr,t ’s (where ; is used to break the ordering naturally into sections depending on rank.)
π = (π0,2, π0,4, π0,3, π0,1;π1,2, π1,4, π1,3, π1,1; . . . ;πn−1,2, πn−1,4, πn−1,3, πn−1,1).
A family F ⊆

[n]
k

is a star with center i ∈ [n] if all members of F contain i. Thus standard
orderings decompose into n sections that are stars, a 0-star followed by a 1-star, 2-star, . . . , (n − 1)-
star, before coming back to the 0-star. Our general lower bound constructions will be based on the
standard ordering defined as above with some balancing adjustments. In our subsequent discussions,
we omit the mod n subscript whenever there is no confusion. For instance, i+ 2 ∈ X is shorthand for
(i+ 2) mod n ∈ X .
Proposition 2.1. f (n, 3) ≥ 2n− 8 for each n ≥ 16.
Proof. We modify the notions of rank, type and standard orderings in

[n]
3

slightly as follows. Each
3-set of the form X = {i, i+ 3, i+ 5} is now assigned rank r(X) = i and type 3 (whereas formerly it
would have been of rank i + 3 and type 2). So, it is now one of the terms of πi,3. Each 3-set of type 4
having form {i, i+5, i+9} or {i, i−5, i−10} or {i, i−4, i−10} is now to be assigned rank i (whereas
formerly its rank could have been any of its elements).
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We also refine the definition of the intervals πi,2, πi,4, πi,3 as follows. Interval πi,2 is to start with
3-sets {i, i+2, i−11} and {i, i+2, i−5} in that order. Intervalπi,4 is to startwith the 3-set {i, i+5, i+9}
and end with 3-sets {i, i− 10, i− 5} and {i, i− 10, i− 4} in that order. Interval πi,3 is to end with the
3-set {i, i+ 3, i+ 10}. In the table below, the 3-sets of rank i are shown in order (each 3-set shown as
a column), followed by the 3-sets of rank i+ 1 in order, etc. Asterisked columns in the figure indicate
the arbitrarily ordered long stretches of πi,2, πi,4, πi,3, πi,1, etc., with order not specified within them.
With these modifications, it is straightforward to verify for each n ≥ 16 that such a standard ordering
π exists, so consider any such π .
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
i i i · · · i i · · · i i i · · · i i
i+ 2 i+ 2 i+ 2 · · · i+ 5 i+ (≥ 4) · · · i− 10 i− 10 i+ 3 · · · i+ 3 i+ 1
i− 11 i− 5 ∗ · · · i+ 9 ∗ · · · i− 5 i− 4 ∗ · · · i+ 10 ∗
←− πi,2 · · · −→ ←− · · · πi,4 . . . −→ ←− πi,3 −→ πi,1
i+ 1 i+ 1 i+ 1 · · · i+ 1 i+ 1 · · · i+ 1 i+ 1 i+ 1 · · · i+ 1 i+ 1
i+ 3 i+ 3 i+ 3 · · · i+ 6 i+ (≥ 5) · · · i− 9 i− 9 i+ 4 · · · i+ 4 i+ 2
i− 10 i− 4 ∗ · · · i+ 10 ∗ · · · i− 4 i− 3 ∗ · · · i+ 11 ∗
←− πi+1,2 · · · −→ ←− · · · πi+1,4 . . . −→ ←− πi+1,3 −→ πi+1,1
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
Each interval πi,1 has n−3 terms, of the form {i, i+1, j}where j ≠ i−1, i, i+1. Each interval πi,2
has n− 7 terms, of the form {i, i+ 2, j}where j ≠ i− 3, i− 2, i− 1, i, i+ 1, i+ 2, i+ 3. Finally, each
intervalπi,3 has n−8 terms, of the form {i, i+3, j}where j ≠ i−3, i−2, i−1, i, i+1, i+2, i+3, i+4.
Consider any term X of π of rank i. It suffices to show that X intersects each of the next 2n−9 or more
terms just to its right, so that f (X, π) ≥ 2n− 8.
Case 1. X has type 1.
Then it shares element i + 1 with all terms of rank i + 1 that immediately follow it. There are at
least n− 7+ n− 8+ n− 3 ≥ 2n− 9 such terms. So f (X, π) ≥ 2n− 8.
Case 2. X has type 2 or 4 and X ≠ {i, i− 5, i− 10}, {i, i− 4, i− 10}.
Then it shares element i with all terms with rank i that immediately follow it. There are at
least 2 of these of type 4, n − 8 of type 3, and n − 3 of type 1 following X , so there are at least
2+ n− 8+ n− 3 = 2n− 9 such terms. So, f (X, π) ≥ 2n− 8.
Case 3. X has type 3, with X ≠ {i, i+ 3, i+ 10}.
Then it shares element i with terms with rank i and of type 3 or 1 that follow it. There is at least
1 term of type 3 and there are at least n − 3 terms of type 1 following X . Further to the right, X
shares element i + 3 with the next n − 7 terms of rank i + 1, type 2. Collectively, there are at least
1+ n− 3+ n− 7 = 2n− 9 such terms. So, f (X, π) ≥ 2n− 8.
Case 4. X is one of {i, i− 5, i− 10}, {i, i− 4, i− 10}, {i, i+ 3, i+ 10}.
It is straightforward to verify in each of these three subcases that f (X, π) ≥ 2n − 8, completing
the proof. 
Later we show that 2n − 7 is an upper bound for f (n, 3) for large values of n. We conjecture that
the construction just given in Proposition 2.1 is optimal.
Conjecture 1. For each n ≥ 16, f (n, 3) = 2n− 8.
Our construction in the case k ≥ 4 is more complicated, in both its specification and its analysis.
Toward its analysis, we make use of the following two elementary lemmas. We leave out their
straightforward proofs.
Lemma 2.2. Fix an integer K ≥ 3 and a constant c. As a function of N,
N
K

= N
K
K ! −
NK−1
2(K − 2)! +
(3K − 1)NK−2
24(K − 3)! + O(N
K−3), and thus
N − c
K

= N
K
K ! −
(2c + K − 1)NK−1
2(K − 1)! + O(N
K−2).
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For a subset S of an interval {i + 1, i + 2, . . . , i + N} of N consecutive integers, we say that S is
d-buffered in {i + 1, i + 2, . . . , i + N} if every pair of elements of S ∪ {i, i + N + 1} differ by more
than d.
Lemma 2.3. Let N, K , d, i be positive integers. The number of K-sets S that are d-buffered in {i + 1,
i+ 2, . . . , i+ N} is

N−d(K+1)
K

.
To motivate the following theorem, we offer some intuition concerning the construction it uses.
It turns out for t = 1, 2, 3 and for n large relative to k that the number of k-sets in [n] of type t
is roughly n
k−1
(k−2)! − tkn
k−2
(k−3)! . Furthermore, almost all of these k-sets of type 3 or less have at most two
pairs of elements whose modulo n distance is 3 or less. Now, k-sets toward the end of πr,3 are going
to intersect all those k-sets in πr,1 and πr+1,2, but not intersect many k-sets in the next subinterval
πr+1,4. So, whichever value of |πr,1| + |πr+1,2| is least among the n choices for r , that value will serve
(roughly) as an upper bound for f (π). Sowewant to distribute type 1 sets evenly across all ranks r and
type 2 sets evenly across all ranks r . If we can achieve such a balance, each of the values |πr,1|+|πr+1,2|
will equal roughly 2n
k−2
(k−2)!− 3kn
k−3
(k−3)! . Similarly, by considering k-sets toward the end ofπr,4, f (π) is upper
bounded roughly by the least value of |πr,1| + |πr,3| over all r . So we want to distribute type 3 sets
evenly across all ranks r also. If such an even distribution can be achieved, the resulting bound will be
roughly 2n
k−2
(k−2)! − 4kn
k−3
(k−3)! . The gap between this bound and the earlier bound is attributed to the fact that|πr,2| is quite a bit larger than |πr,3|. Thus, we can improve our bound if we can further attain balance
between type 2 sets and type 3 sets. For that reason, we will choose certain k-sets that were of type
2 under the old rule and reassign type 3 to them so that there are now roughly n
k−2
(k−2)! − 2.5kn
k−3
(k−3)! many
k-sets in each πr,2 and πr,3. Thus each value |πr,1 ∪ πr,3| and |πr,1 ∪ πr+1,2| will be roughly 2nk−2(k−2)! −
3.5knk−3
(k−3)! . This value will serve as the bulk of our bound. Further small adjustments (via the definition of
setsAi, etc.)will bemade concerningwhich k-setswe place at the start and end of various subintervals.
This allows us to push our lower bound slightly higher, towhatwe conjecture to be the asymptotically
optimal value.
Theorem 2.4. Fix an integer k ≥ 4. As a function of n, we have
f (n, k) ≥ 2n
k−2
(k− 2)! −
 7
2k− 2

nk−3
(k− 3)! − O(n
k−4).
Proof. First, we slightly modify our definition of the rank and type of a k-set X ∈

[n]
k

. The reader
should recall our definitions of d(x, y), x → y, d(X) and a lead value of X before proceeding. We
remind the reader that algebraic operations on [n] are taken modulo n. We define the type t(X) and
rank r(X) of X according to the following new set of rules.
1. If X contains i, i + 2, j, j + 3 for some i, j where 6 ≤ (j − i) mod n ≤ 5 + nk2k−6 and X contains no
pairs other than {i, i+ 2}, {j, j+ 3} at distance 3 or less, then let t(X) = 3 and r(X) = j. (Note that
in the old definition, we have t(X) = 2, r(X) = i.)
2. Suppose X is not of the kind described in 1 and d(X) = t ∈ {1, 2, 3}. Then let t(X) = t . If X contains
exactly two lead values i1, i2 where i1 → i2, then let r(X) = i1. Otherwise, let r(X) equal any lead
value of X .
3. Suppose d(X) ≥ 4. Then let t(X) = 4. Let r(X) = i if any one of the following applies
(i) X contains i, i − 4, i − 8 and has no pairs other than {i, i − 4}, {i − 4, i − 8} at distance 4 or
less,
(ii) X contains i, i− 5, i− 9 and has no pairs other than {i, i− 5} and {i− 5, i− 9} at distance 5
or less,
(iii) X contains i, i− 5 and has no pairs other than {i, i− 5} at distance 5 or less, or
(iv) X contains i, i− 4 and has no pairs other than {i, i− 4} at distance 5 or less.
If none of (i)–(iv) applies, then let r(X) be any element of X .
T. Jiang et al. / European Journal of Combinatorics 33 (2012) 1882–1899 1887
For each r ∈ [n] and t ∈ {1, 2, 3, 4}, let Fr,t denote the subfamily of k-sets X ∈

[n]
k

that have
rank r and type t . We further define the following subfamilies that will be used in our analysis. For
each i ∈ [n], define
Ai = {X ∈ Fi,2 : i− 5 ∈ X} Bi = {X ∈ Fi,2 : i− 9 ∈ X, i− 5 ∉ X},
Ci = {X ∈ Fi,4 : i− 5, i− 9 ∈ X} Di = {X ∈ Fi,4 : i− 5, i− 11 ∈ X},
Ei = {X ∈ Fi,4 : i− 4, i− 10 ∈ X}, Fi = {X ∈ Fi,4 : i− 4, i− 8 ∈ X},
Gi = {X ∈ Fi,3 : i− 8 ∈ X, i− 4 ∉ X}, Hi = {X ∈ Fi,3 : i− 4 ∈ X}.
We show that each of these subfamilies has size at least n
k−3
(k−3)! − O(nk−4). As an example case,
consider G0. Let S be any set that is 5-buffered in {4, 5, . . . , n − 12}. Then Y ∪ {n − 8, 0, 3} will be a
member of G0. Applying Lemma 2.3 using i = 3,N = n− 15, K = k− 3, d = 5 and using Lemma 2.2
afterward, we have that |A0| ≥

n−5k−5
k−3

≥ nk−3
(k−3)! − O(nk−4). In this application of the lemmas, if
we replace {n− 8, 0, 3} by {n− 5, 0, 2}, {n− 9, 0, 2}, {n− 9, n− 5, 0}, {n− 11, n− 5, 0}, {n− 10,
n − 4, 0}, {n − 8, n − 4, 0} and {n − 4, 0, 3} respectively, we obtain the identical lower bound for
each of |A0|, |B0|, |C0|, |D0|, |E0|, |F0|, |H0|. By symmetric argument, the lower bound holds for each of
|Ai|, |Bi|, |Ci|, |Di|, |Ei|, |Fi|, |Gi| and |Hi|.
Now, we specify our ordering π of

[n]
k

. As before, we order sets in increasing value of their ranks.
For each rank i, we list members of Fi,2, then members of Fi,4, then members of F1,3, then members
of Fi,1. However, we will define the ordering πi,t of Fi,t for t = 2, 3, 4 more carefully as follows. Let
F ∗i,t denote the set of members of Fi,t not among any of Ai, Bi, Ci,Di, Ei, Fi,Gi,Hi. Ordering πi,2 begins
with all members of Ai, followed immediately by all members of Bi, then followed by the members of
F ∗i,2 (the rest of Fi,2). Ordering πi,4 begins with all members of Ci, followed immediately by Di, then
F ∗i,4, then Ei, and lastly all members of Fi. Ordering πi,3 begins with all members of F
∗
i,3, then those of
Gi, followed by those of Hi. Thus the interval of π comprised of πi,2, πi,4, πi,3, πi,1 has the following
form (shown in more detail in the array below).
Ai, Bi,F ∗i,2; Ci,Di,F ∗i,4, Ei, Fi; F ∗i,3,Gi,Hi; Fi,1.
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
i i i i i i i i i i i i
i+ 2 i+ 2 i+ 2 i− 5 i− 5 ∗ i− 4 i− 4 i+ 3 i+ 3 i+ 3 i+ 1
i− 5 i− 9 ∗ i− 9 i− 11 ∗ i− 10 i− 8 ∗ i− 8 i− 4 ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
Ai Bi Ci Di Ei Fi Gi Hi
←− πi,2 −→ ←− . . . πi,4 . . . −→ ←− πi,3 −→ πi,1
i+ 1 i+ 1 i+ 1 i+ 1 i+ 1 i+ 1 i+ 1 i+ 1 i+ 1 i+ 1 i+ 1 i+ 1
i+ 3 i+ 3 i+ 3 i− 4 i− 4 ∗ i− 3 i− 3 i+ 4 i+ 4 i+ 4 i+ 2
i− 4 i− 8 ∗ i− 8 i− 10 ∗ i− 9 i− 7 ∗ i− 7 i− 3 ∗
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
Ai+1 Bi+1 Ci+1 Di+1 Ei+1 Fi+1 Gi+1 Hi+1
←− πi+1,2 −→ ←− . . . πi+1,4 . . . −→ ←− πi+1,3 −→ πi+1,1
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
Weuse Lemmas 2.2 and 2.3 to bound the sizes of various subfamilieswe defined. First, for each pair
i, jwith 6 ≤ (j−i) mod n ≤ 5+ nk2k−6 , letWi,j denote the subfamily of k-sets X that contain i, i+2, j, j+3
and have no pairs other than {i, i+ 2}, {j, j+ 3} at distance 3 or less. By our first rule,Wi,j is contained
inFj,3 instead ofFi,2. Applying Lemma 2.3 (with N = n− 3, K = k− 4, d = 3), it is easy to show that
n−3k−3
k−4

≤ |Wi,j| ≤

n−3k+6
k−4

. This estimate on |Wi,j|will be used when we bound |Fi,2| and |Fj,3|.
Claim 1. For each i ∈ [n], |Fi,1| ≥ nk−2(k−2)! − kn
k−3
(k−3)! − O(nk−4).
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Proof of Claim 1. We count various disjoint subtypes of sets in Fi,1. By our definition, all sets X
containing i, i+ 1 and no other pairs at distance 1 belong toFi,1. By Lemma 2.3 (with N = n− 2, K =
k − 2, d = 1), the number of such X is

n−k−1
k−2

. All sets X containing i, i + 1, i + 2 and no pairs
other than {i, i + 1}, {i + 1, i + 2} at distance 1 belong to Fi,1. By Lemma 2.3, the number of such
X is

n−k−1
k−3

. Also, all sets X containing exactly two pairs {i, i + 1}, {j, j + 1} at distance 1, where
3 ≤ (j − i) mod n < n2 , belong to Fi,1 (since i → j). Fixing i, for each allowable j, by Lemma 2.3
there are at least

n−k−3
k−4

such X (using N = n − 2, K = k − 4, d = 1, avoiding the t = 4
elements j − 1, j, j + 1, j + 2). Thus there are at least n−62

n−k−3
k−4

such X altogether. Now, we have
|Fi,1| ≥

n−k−1
k−2

+

n−k−1
k−3

+ n−62

n−k−3
k−4

=

n−k
k−2

+ n−62

n−k−3
k−4

. By Lemma 2.2 (using c = k
and c = k+ 3) we have that |Fi,1| ≥ nk−2(k−2)! − kn
k−3
(k−3)! − O(nk−4). 
Claim 2. For each i ∈ [n], |Fi,2| ≥ nk−2(k−2)! − 5kn
k−3
2(k−3)! − O(nk−4).
Proof of Claim 2. By Lemma 2.3, the number of k-sets X with d(X) = 2 that have i as the only lead
value is

n−2k−1
k−2

. All of them are inFi,2 except those inWi,j, where 6 ≤ (j− i) mod n ≤ 5+ nk2k−6 . Thus,
using our earlier bound on |Wi,j|, the number of members of Fi,2 where i is the only lead value is at
least

n−2k−1
k−2

− nk2n−6

n−3k+6
k−4

. The family Fi,2 also contains all k-sets X that contain i, i + 2, i + 4
and have no pairs other than {i, i+2}, {i+2, i+4} at distance 2 or less. By Lemma 2.3, the number of
such X is

n−2k−1
k−3

. Finally, Fi,2 contains all k-sets X with d(X) = 2 that have exactly two lead values
i, j, where 5 ≤ (j− i) mod n < n2 (note that i → j). Applying Lemma 2.3, one can show for each j that the
number of such X is at least

n−2k−4
k−4

. Thus for fixed i, there are at least n−102

n−2k−4
k−4

such k-sets X .
By our discussion above, |Fi,2| ≥

n−2k−1
k−2

− nk2n−6

n−3k+6
k−4

+

n−2k−1
k−3

+ n−102

n−2k−4
k−4

=

n−2k
k−2

−
nk
2n−6

n−3k+6
k−4

+ n−102

n−2k−4
k−4

. Applying Lemma 2.2, we get |Fi,2| ≥ nk−2(k−2)! − 5kn
k−3
2(k−3)! − O(nk−4). 
Claim 3. For each i ∈ [n], |Fi,3| ≥ nk−2(k−2)! − 5kn
k−3
2(k−3)! − O(nk−4).
Proof of Claim 3. The proof is very similar to that of Claim 2. Very briefly, the number of k-sets X
that contain i, i + 3 and no other pairs at distance 3 or less is at least

n−3k−1
k−2

and these X all
belong to Fi,3. The number of k-sets X that contain i, i + 3, i + 6 and no other pairs at distance
3 or less is at least

n−3k−1
k−3

and these X all belong to Fi,3. The number of k-sets X that contain
i, i + 3, j, j + 3, where 6 ≤ (j − i) mod n ≤ 5 + nk2k−6 is at least n−142

n−3k−5
k−4

and these X all
belong to Fi,3. Finally, members of Wi′,i, where 6 ≤ (i − i′) mod n ≤ 5 + nk2n−6 are also in Fi,3 by
our first rule. Using our earlier bound onWi′,i, there are at least
 nk
2n−6 − 1
  n−3k−3
k−4

such k-sets. So,
|Fi,3| ≥

n−3k−1
k−2

+

n−3k−1
k−3

+ n−142

n−3k−5
k−4

+ nk2k−6 − 1  n−3k−3k−4  =  n−3kk−2 + n−142  n−3k−5k−4 + nk
2k−6 − 1
  n−3k−3
k−4

= nk−2
(k−2)! − 5kn
k−3
2(k−3)! − O(nk−4). 
Now, we bound f (X, π) for any X ∈

[n]
k

. By Claims 1–3, for each i ∈ [n], |Fi,3 ∪ Fi,1| and
|Fi,1∪Fi+1,2| are roughly 2nk−2(k−2)! − 3.5kn
k−3
(k−3)! . This value forms the bulk of our bound. Each of |Ai|, . . . |Hi|
is lower bounded by n
k−3
(k−3)! − O(nk−4). Suppose X has rank i. Referring back to our ordering π (see the
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array displayed earlier), it is straightforward to verify the following (which exhausts all possible cases
concerning X):
If X has type 1 then f (X, π) ≥ |Fi+1,2Fi+1,3Fi+1,1|.
If X has type 3 and is not in Gi

Hi then f (X, π) ≥ |GiHiFi,1Fi+1,2|.
If X has type 2 or 4 and is not in Ei

Fi then f (X, π) ≥ |Ei FiFi,3Fi,1|.
If X is in Hi then f (X, π) ≥ |Fi,1Fi+1,2 Ci+1Di+1|.
If X is in Gi then f (X, π) ≥ |HiFi,1Fi+1,2 Ci+1|.
If X is in Fi then f (X, π) ≥ |Fi,3Fi,1 Ai+1 Bi+1|.
If X is in Ei then f (X, π) ≥ |FiFi,3Fi,1 Ai+1|.
In each case we have f (X, π) ≥ 2nk−2
(k−2)! −

7
2 k−2

nk−3
(k−3)! − O(nk−4). 
In the next section, we prove an upper bound on f (n, k) that nearly matches the lower bound in
Theorem2.4. Supported by a tedious verification that there are negligiblymany k-setsX with d(X) ≤ 3
unaccounted for in the proof of Theorem 2.4, we make the following conjecture.
Conjecture 2. Fix k ≥ 4. As a function of n, we have
f (n, k) = 2n
k−2
(k− 2)! −
 7
2k− 2

nk−3
(k− 3)! + O(n
k−4).
3. Upper bounds
In the rest of the paper we assume that k ≥ 3. We prove an upper bound that nearly matches the
lower bound given in Theorem2.4. Our approach is inspired by the standard (lower bound) orderingπ
presented in Theorem 2.4. Recall that in π we order k-sets X in [n] by their ranks. For each i, the k-sets
of rank i form a star with center i. Within each rank i, we list in order members of Fi,2,Fi,4,Fi,3,Fi,1.
We transition from rank i sets to rank i+1 sets viaFi,3∪Fi,1∪Fi+1,2. Eachmember ofFi,3∪Fi,1∪Fi+1,2
contains at least two elements from {i, i+1, i+3}.Wewill later call such a family a triple star. Note that
for our standard ordering π, f (π) is roughly achieved by f (X, π) for those X in or near a transitional
triple star (namely for those X near the end of πi,3 or πi,4).
Consider an ordering π of

[n]
k

for which f (π) is large. We will argue that π must resemble the
standard ordering given in Theorem 2.4, in that it consists of long stretches that are stars and that
the transition from one star to another star is made via a triple star. Then we give an upper bound on
f (X, π) for those X in or near a transitional triple star in terms of the size of a certain portion of that
triple star. Then we apply some global averaging arguments by considering a large number of disjoint
transitional triple stars and argue that somemust have small size, thus obtaining our upper bound on
f (π).
Toward an upper bound, in Lemma 3.6 we establish that each sufficiently large intersecting family
must be either a star with a few exceptional sets or a triple star. For the proof of the lemma we need
some well-known results on intersecting families.
Theorem 3.1 (Erdős–Ko–Rado [6]). Let n, k be positive integers, with 2 ≤ k ≤ n2 . Let F ⊆

[n]
k

be an
intersecting family. Then |F | ≤

n−1
k−1

. Furthermore, equality is attained only when F is a star.
An intersecting family F is trivial if

A∈F A ≠ ∅. In other words, an intersecting family is trivial if
it is a star. An intersecting family that is not trivial is called a nontrivial intersecting family.
Theorem 3.2 (Hilton–Milner [8]). Let n, k be positive integers,with n > 2k. Let F ⊆

[n]
k

be a nontrivial
intersecting family. Then |F | ≤

n−1
k−1

−

n−1−k
k−1

+ 1.
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Erdős [5] generalized Theorem3.1 for large n to show that themaximumsize of a familyF ⊆

[n]
k

that does not containm+1 pairwise disjoint members is  nk − n−mk , attained by the family of k-sets
of [n] that intersect some fixed set S ⊆ [n] of sizem.
Theorem 3.3 (Erdős [5]). Let k,m be positive integers. There exists a number n(k,m) such that for all
integers n > n(k,m), if F ⊆

[n]
k

contains nom+1 pairwise disjointmembers then |F | ≤  nk − n−mk .
Furthermore, equality holds if F consists of all the k-sets of [n] intersecting a fixed set S of m elements
of [n].
For convenience, we use the following crude version of Theorem 3.3.
Corollary 3.4. Let k,mbe positive integers. There exists a number n(k) such that for all integers n > n(k),
if F ⊆

[n]
k

contains no m+ 1 pairwise disjoint members then |F | ≤ m

n−1
k−1

.
We now use these results to establish our lemma on intersecting families. First we define a triple-
star more formally.
Definition 3.5. A family F ⊆

[n]
k

is called a triple star with core {a, b, c} if there exist distinct
elements a, b, c ∈ [n] such that each member of F contains at least two of a, b, c . For each pair
u, v ∈ {a, b, c}, we let Fu,v denote the set of members of F containing u and v.
For F ⊆

[n]
k

, if there exists i ∈ [n] such that all but at most k(k − 1)2

n−3
k−3

members of F
contain i, then we call F a near i-star, or a near star for brevity.
Lemma 3.6. Let k ≥ 3 be an integer and n a sufficiently large integer as a function of k. Let F ⊆

[n]
k

be an intersecting family. Suppose that |F | ≥ k(k− 1)2

n−3
k−3

. Then either
1. F is a triple star, or
2. F is a near star.
Proof. Given a pair of elements x, y ∈ [n], we let Fx denote the family of k-sets in F that contain
element x, and define the co-degree d(x, y) of x and y in F to be |Fx ∩ Fy|, the number of k-sets in F
that contain both x and y. We consider two cases.
Case 1. For some x, y ∈ [n], d(x, y) > k

n−3
k−3

.
We may assume without loss of generality that x = 1, y = 2. LetL = {A− {1, 2} : A ∈ F1 ∩ F2}.
By our assumption, |L| > k

n−3
k−3

. By Corollary 3.4, L contains k + 1 pairwise disjoint (k − 2)-sets
B1, . . . , Bk+1. For each i = 1, . . . , k+1, let B′i = Bi∪{1, 2}. Then B′1, . . . , B′k+1 ∈ F . If C is a member of
F that does not contain 1 or 2, then C must intersect each B′i in a different element,which is impossible
since C has only k elements. So, no such C exists, and thus F = F1 ∪ F2.
Wemay assumewithout loss of generality that |F1| ≥ |F2|. If |F1−F2| ≤ k

n−3
k−3

, thenF is a near
2-star, andwe are done. So,wemay assume that |F1−F2| > k

n−3
k−3

. LetH = {A−{1} : A ∈ F1−F2}.
We consider two subcases.
Subcase 1.1.H is an intersecting family of (k− 1)-sets.
Since |H | > k

n−3
k−3

≥

n−2
k−2

−

n−2−(k−1)
k−2

+1, by Theorem3.2,H is not a nontrivial intersecting
family. Without loss of generality assume thatH is a star with center 3. LetM = {A− {3} : A ∈ H}.
Since |M| = |H | > k

n−3
k−3

, by Corollary 3.4, M contains k + 1 pairwise disjoint (k − 2)-sets
C1, . . . , Ck+1. For each i = 1, . . . , k + 1, let C ′i = Ci ∪ {1, 2}. If A is a member in F2 − F1 that does
not contain 3, then A has to intersect each C ′i in a different element, which is impossible since A only
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has k elements. So each member of F2−F1 must contain 3. Also, sinceH is a star with center 3, each
member of F1 − F2 contains 3. So, F = F1 ∪ F2 is a triple-star with core {1, 2, 3}.
Subcase 1.2.H has two disjoint (k− 1)-sets B and C .
Let A be a member of F2 − F1. Since 1 ∉ A, yet A intersects B ∪ {1} and C ∪ {1}, Amust intersect
B and C . Since B and C are disjoint (k − 1)-sets, there are at most (k − 1)2

n−3
k−3

k-sets containing 2
that intersect both B and C . Hence |F2 − F1| ≤ (k− 1)2

n−3
k−3

, and F is a near 1-star.
Case 2. There is no pair of elements whose co-degree is more than k

n−3
k−3

.
Without loss of generality, we may assume that C = {1, . . . , k} ∈ F . Suppose first that each
member ofF intersects C in at least two elements. For every two elements x, y in C , by our assumption
of the case, there are at most k

n−3
k−3

members of F that contain both x and y. Hence we have
|F | ≤

k
2

k

n−3
k−3

, contradicting our assumption in the lemma about the size of F . Therefore we
may assume that there is a member B of F that intersects C in exactly one element, say 1.
If A ∈ F − F1, then Amust intersect C and B in different elements. There are (k− 1)2 pairs (x, y)
with x ∈ C − {1}, y ∈ B − {1}. Each such pair is contained in at most k

n−3
k−3

members of F − F1.
Thus |F − F1| ≤ k(k− 1)2

n−3
k−3

. So, F is a near 1-star. 
A triple star that is not a near star is called a nontrivial triple star. By Lemma 3.6, we have the
following.
Corollary 3.7. Let k ≥ 3 be an integer and n a sufficiently large integer as a function of k. Let F ⊆

[n]
k

be an intersecting family of size at least k(k−1)2

n−3
k−3

. ThenF is either a near star or a nontrivial triple
star.
Given a cyclic ordering π of

[n]
k

, a set of k-sets that are consecutive in π is called an interval of π .
Definition 3.8. Fix a cyclic ordering π of

[n]
k

. Given an interval I in π that forms a nontrivial
triple star with core S, we define I∗ to be a smallest interval in π that contains I and contains
4(k− 2)3

n−4
k−4

+ 2 many k-sets that intersect S in at most one element, with 2(k− 2)3

n−4
k−4

+ 1
of those k-sets preceding I and 2(k − 2)3

n−4
k−4

+ 1 many following I. We call I∗ an extension of I
with respect to S.
We let
 n
m

equal 0 form < 0, so that the following lemma holds even for k = 3. The lemma shows
that f (π) is bounded by the sizes of certain portions of each triple star interval.
Lemma 3.9. Let k ≥ 3 be an integer. Let n be a positive integer that is sufficiently large as a function of k.
Let π be a cyclic ordering of

[n]
k

. Let I be an interval in π that forms a nontrivial triple star with core S.
Let I∗ be an extension of I with respect to S. Then either
f (π) ≤ 3
2

n− 2
k− 2

+ 2(k− 2)3

n− 4
k− 4

,
or the elements of S can be named a, b, c such that
f (π) ≤ min |I∗a,b| + |I∗a,c |, |I∗a,b| + |I∗b,c |+ 2n− 3k− 3

+ 2(k− 2)3

n− 4
k− 4

+ 1,
where for each pair u, v ∈ S, I∗u,v denotes the family of k-sets in I∗ containing both u and v.
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Proof. First, note that since I is a nontrivial triple star, |Iu,v| > k(k−1)2

n−3
k−3

for each pair u, v ∈ S
(otherwise I would be a near star). Let I′ denote the subfamily of k-sets of I∗ that precede I and
intersect S in two or more elements. Let A denote the subfamily of k-sets of I∗ that precede I and
intersect S in at most one element. Let I′′ denote the subfamily of k-sets of I∗ that follow I and
intersect S in two or more elements. Let B denote the subfamily of k-sets of I∗ that follow I and
intersect S in at most one element. By our definition of I∗, we have |A| = |B| = 2(k−2)3

n−4
k−4

+1.
Suppose first that for some A ∈ A, A ∩ S = ∅. The number of members of I′ ∪ I that intersect A is
smaller than

3
2

k

n−3
k−3

< |I| (because each such member must contain two elements of S and at
least one element of A). So among the first 3k

n−3
k−3

members of I′∪I, some are disjoint from A. This
yields f (π) ≤ 3k

n−3
k−3

+|A| ≤ 32

n−2
k−2

+2(k−2)3

n−4
k−4

, for large n, and we are done. So wemay
assume that every member of A intersects S in exactly one element. Similarly, we may assume that
every member ofB intersects S in exactly one element.
Suppose there exist A ∈ A and B ∈ B such that A∩ S = B∩ S, say A∩ S = B∩ S = {a}. Note that A
and B lie on opposite sides of I in π . By our assumption, |Ib,c | > k(k− 1)2

n−3
k−3

> 2k

n−3
k−3

. So by
Corollary 3.4, Ib,c contains 2k + 1 members D1, . . . ,D2k+1 such that D1 − {b, c}, . . . ,D2k+1 − {b, c}
are pairwise disjoint. Since A does not contain b or c , A can intersect at most k of the Di’s. Similarly, B
can intersect at most k of the Di’s. So for some i ∈ [2k+ 1], Di is disjoint from both A and B. This yields
f (π) ≤ |I∗|−12 . By the definition of I∗, it is easy to see that |I∗| ≤ (3

n−2
k−2

−2)+4(k−2)3

n−4
k−4

+2.
Hence, f (π) ≤ 32

n−2
k−2

+ 2(k − 2)3

n−4
k−4

, and we are done. Hence, we may assume for all A ∈ A
and B ∈ B that A∩ S ≠ B∩ S. This forces either |{A∩ S|A ∈ A}| = 1 or |{B∩ S|B ∈ B}| = 1. Without
loss of generality, wemay assume that A∩ S = {a} for all A ∈ A. Then B∩ S = {b} or {c} for all B ∈ B.
Since |B| ≥ 2(k− 2)3

n−4
k−4

+ 1, by the pigeonhole principle wemay assume B∩ S = {b} for at least
(k− 2)3

n−4
k−4

+ 1 members B ∈ B.
Since I is a nontrivial triple star with core {a, b, c}, by definition, |Ib,c − (Ia,b ∪ Ia,c)| ≥
k(k − 1)2

n−3
k−3

> 2

n−3
k−3

. Let J ⊆ I∗ denote the smallest interval in π that contains A and
2

n−3
k−3

+ 1 many k-sets that contain b, c , but not a. The interval J is well-defined. Also, |J| ≤
|I∗a,b| + |I∗b,c | + 2

n−3
k−3

+ 1 + |A| ≤ |I∗a,b| + |I∗b,c | + 2

n−3
k−3

+ 1 + 2(k − 2)3

n−4
k−4

+ 1. By
Corollary 3.4, among the 2

n−3
k−3

+1many k-sets that contain b, c , but not a, there exist D1,D2,D3 in
J such that D1−{b, c},D2−{b, c}, and D3−{b, c} are pairwise disjoint. The number of members ofA
(all ofwhich contain a) that intersect all ofD1,D2,D3 is atmost (k−2)3

n−4
k−4

< |A|. So somemember
ofA is disjoint from one of D1,D2,D3. This shows that f (π) ≤ |J| − 1 ≤ |I∗a,b| + |I∗a,c | + 2

n−3
k−3

+
2(k − 2)3

n−4
k−4

+ 1. Similarly, consider a smallest interval in I∗ that contains (k − 2)3

n−4
k−4

+ 1
members B ofB with B∩ S = {b} and 2

n−3
k−3

+ 1 many k-sets that contain a, c , but not b. We obtain
f (π) ≤ |I∗a,b| + |I∗b,c | + 2

n−3
k−3

+ 2(k− 2)4

n−4
k−4

+ 1. Thus, we have
f (π) ≤ min |I∗a,b| + |I∗a,c |, |I∗a,b| + |I∗b,c |+ 2n− 3k− 3

+ 2(k− 2)3

n− 4
k− 4

+ 1. 
Next, we show that we can find n − o(n) well-separated (to be defined more formally) triple star
intervals in π . Toward that goal, we need the following lemma that says that as we transit from an
i-star to a j-star that follows it, we will find a triple star.
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Lemma 3.10. Let k ≥ 3 be an integer. Let n be a positive integer that is sufficiently large as a function of
k. Let s =

3
2

n−2
k−2

. Let π be a cyclic ordering of

[n]
k

such that f (π) ≥ s. Let I andJ be two adjacent
intervals of s many k-sets in π . If I is a near i-star and J is a near j-star, where i, j ∈ [n] and i ≠ j, then
I ∪ J contains a nontrivial triple star.
Proof. First note that J cannot also be a near i-star. This is because, if J was also a near i-star, then all
but at most 2k(k − 1)2

n−3
k−3

of the members of J would contain both i and j. Since there are fewer
than

n−2
k−2

many k-sets that contain both i and j, wewould have |J| <

n−2
k−2

+2k(k−1)2

n−3
k−3

< s
for large n, a contradiction.
For eachm ∈ {0, . . . , s}, let I+m denote the interval obtained from I by shifting I to the right by
one place in π . In particular, I + 0 = I and I + s = J. Let t , with 1 ≤ t ≤ s, be the smallest integer
such that I+ t is not a near i-star. Since J = I+ s is not a near i-star, t exists. By our assumption, all
but k(k − 1)2

n−3
k−3

+ 1 members of I + t contain i. Since k(k − 1)2

n−3
k−3

< |I + t| = s ≤ f (π),
I + t forms an intersecting family, which by Lemma 3.6 is either a triple star or a near k-star for
some k ≠ i. In the former case we are done, so we may assume the latter. In this case, all but at most
2k(k− 1)2

n−3
k−3

+ 1 of the members of I + t must contain both i and k. Since there are fewer than
n−2
k−2

many k-sets that contain both i and k, we get |I + t| <

n−2
k−2

+ 2k(k − 1)2

n−3
k−3

+ 1 < s,
for large n, a contradiction. This completes the proof. 
Given a cyclic ordering π of

[n]
k

, a collection of intervals is said to be well-separated if every pair
of intervals in the collection are separated by at least 4

n−2
k−2

places in π .
Lemma 3.11. Let k ≥ 3 be a positive integer and n a positive integer that is sufficiently large as a function
of k. Let π be a cyclic ordering of

[n]
k

with f (π) ≥ s =

3
2

n−2
k−2

. There exist at least n − 2n k−1k
well-separated intervals I each of which is a nontrivial triple star.
Proof. Since s =

3
2

n−2
k−2

> k(k − 1)2

n−3
k−3

for large n and f (π) ≥ s, by Corollary 3.7, every
interval of smany sets in π is either a near star or a nontrivial triple star. We algorithmically proceed
through the terms of π , accumulating sufficiently many well-separated intervals, each a nontrivial
triple star, as follows. We maintain a list T of triple stars. Initially T is empty. Now, skip the ‘first’
4

n−2
k−2

many k-sets in π and then perform the following procedure. Consider the next interval I of
s many k-sets in π . If I is a nontrivial triple star, we label it as a type 1 nontrivial triple star, add it
to T , and skip the next 4

n−2
k−2

many k-sets in π . If I is a near i-star for some i ∈ [n], then we skip
these s many k-sets and consider the next interval of s many k-sets. We continue doing so, until the
next interval of smany k-sets is no longer a near i-star. If it is a nontrivial triple star, then we label it
as a type 2 nontrivial triple star and add it to T . We also declare that i is a guiding value (in the sense
that it guides us into a non-trivial triple star). Otherwise, it must be a near j-star for some j ≠ i. By
Lemma 3.10, we can find a nontrivial triple star A contained in the union of the previous interval of
length s and the current interval of length s. Label A as a type 2 nontrivial triple star and add it to
T . We also declare i as a guiding value. Skip the next 4

n−2
k−2

many k-sets afterA. We continue this
process until we have at most 4

n−2
k−2

many k-sets left in π . Observe that the intervals that we have
included in T are well-separated in π because after each inclusion we skip the next 4

n−2
k−2

many
k-sets.
Letm =

2n
k−1
k

. We may assume that T contains fewer than n triple stars and fewer than n−m
type 2 triple stars, since otherwise we are done. In particular, this means that there are at most n−m
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guiding values and at least m non-guiding values in [n]. Consider k-sets that consist entirely of non-
guiding values. There are three types. Type 1: those in the triple stars we included in T . Type 2: those
among the first 4

n−2
k−2

sets we skipped, or among the 4

n−2
k−2

sets we discarded following each
triple star that we included in T , or among the 4

n−2
k−2

or fewer k-sets leftover at the end of π . Type
3: those contained in near i-stars where i is a guiding value. The total number of k-sets of type 1 is at
most n · 3

n−2
k−2

, since there are at most n triple stars in T and each has at most 3

n−2
k−2

members.
The total number of k-sets of type 2 is at most (n+ 2)4

n−2
k−2

. The total number of type 3 is bounded
as follows. In any interval of length s that is a near i-star, where i is a guiding value, the proportion of
k-sets that consist entirely of non-guiding values is at most the proportion of k-sets not containing i,
which is at most k(k − 1)2

n−3
k−3

/

3
2

n−2
k−2

< k
4
n . So, the number of k-sets of type 3, quite
generously, is smaller than k
4
n
 n
k

. Let M denote the number of k-sets in π that consist entirely of
non-guiding values. By the preceding discussion, we have
M ≤ 3n

n− 2
k− 2

+ 4(n+ 2)

n− 2
k− 2

+ k
4
n
n
k

≤ (7n+ 8)

n− 2
k− 2

+ k
4
n
n
k

<
2k4nk−1
k! ,
for large n. On the other hand, since there are at leastm non-guiding values, we have
M ≥
m
k

>
(m− k)k
k! .
Combining the last two inequalities, we have
(m− k)k
k! <
2k4nk−1
k! .
From this we get m < k + (2k4)1/kn k−1k < 2n k−1k for large n, contradicting our definition of m. This
completes the proof. 
If two triple star intervals I1 and I2 are well separated, then by definition they are separated by
at least 4

n−2
k−2

places in π . This ensures that I∗1 and I
∗
2 are disjoint for large n, since by definition
|I∗i | ≤ 3

n−2
k−2

+ 2(k− 2)3

n−4
k−4

+ 1 < 4

n−2
k−2

for large n.
Now, we are almost ready to establish our upper bound. The general idea of the upper bound proof
is to apply some averaging arguments to the upper bounds we obtained in Lemma 3.9 (which was
based on individual triple star intervals). There are twomain cases to consider. First, we need a lemma
(Lemma 3.13) that will be used in one of the two main cases. We recall a simple fact related to the
Inclusion–Exclusion principle.
Lemma 3.12. Let U be a universe of elements and A1, . . . , Am be sets in U. For each p ∈ [m], let
sp =1≤i1<i2<···<ip≤m |Ai1 ∩ Ai2 ∩ . . . ∩ Aip |. Then |mi=1 Ai| ≤ s1 − s2 + s3.
Proof. Let x be any element in
m
i=1 Ai. Suppose x belongs to exactly q of the Ai’s. Since x ∈
m
i=1 Ai,
q ≥ 1. The number of times x is counted in s1 − s2 + s3 is
 q
1
 −  q2  +  q3  ≥ 1. So, each element ofm
i=1 Ai is counted at least once in s1 − s2 + s3. 
Lemma 3.13. Let k ≥ 3 be a positive integer. Let n be a positive integer that is sufficiently large as a
function of k. Let G be a graph on vertex set [n], having m edges, where n2 ≤ m ≤ 3n. Suppose that the
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maximum degree of G is at most 10k. Let A be the family of k-sets on [n] that contain at least one edge
of G. Then for some positive constant ck depending on k, we have
|A| ≤ m

n− 2
k− 2

− 2m(2m− n)
3n

n− 3
k− 3

+

m(2m− n)
n
− m(m− 1)
2

×

n− 4
k− 4

+ cknk−3. (1)
Proof. Suppose the edges ofG are E1, . . . , Em. For each i ∈ [m], letAi denote the subfamily of k-sets in
A that contain Ei. ThenA =mi=1Ai. For each p ∈ [m], let sp =1≤i1<i2<···<ip≤m |Ai1∩Ai2∩. . .∩Aip |.
By Lemma 3.12,
|A| ≤ s1 − s2 + s3.
Let λ denote the number of K1,2’s in G, and let t denote the number of triangles in G. Note that
t ≤ λ3 , since each triangle has three K1,2’s while each K1,2 lies in at most one triangle. It is easy to see
that s1 = m

n−2
k−2

. To evaluate s2, note that for λ choices of two edges Ei1 , Ei2 of G, the union of the
two edges spans three vertices and for all the other
m
2
− λ choices the union of the two edges spans
four vertices. Thus s2 = λ

n−3
k−3

+ m2 − λ  n−4k−4.
As for s3, part of it arises from the t triples of edges forming triangles inG, those triples contributing
precisely t

n−3
k−3

≤ λ3

n−3
k−3

. Another part arises from triples of edges all meeting at a common
vertex. Their contribution is atmost n

10k
3
 
n−4
k−4

, since there are n choices for the vertex in common,
that vertex having degree bounded by 10k. Another part arises from triples of edges forming a path
of length 3 in G. Their contribution is at most n2 (10k)
3

n−4
k−4

, since there are n choices for one end
of such a path, from which there are (10k)3 paths of length 3 emanating. Another part arises from
triples of independent edges. Their contribution is at most
m
3
  n−6
k−6

. The only contributions to s3
remaining are from triples of edges in which one edge is independent of the other two, but the other
two have a vertex in common. Their contribution is at mostm(n− 2)

10k
2
 
n−5
k−5

, since there arem
choices for the independent edge, and n − 2 choices for the common vertex. Thus s3 ≤ λ3

n−3
k−3

+
n

10k
3
 
n−4
k−4

+ n2 (10k)3

n−4
k−4

+ m3   n−6k−6 + m(n − 2)  10k2   n−5k−5. Since m ≤ 3n, this yields
s3 ≤ λ3

n−3
k−3

+ cknk−3 for some constant ck depending on k. Putting our bounds on s1, s2, s3 together,
we have that |A| ≤ s1 − s2 + s3 ≤ m

n−2
k−2

−

λ

n−3
k−3

+ m2 − λ  n−4k−4+ λ3  n−3k−3+ cknk−3.
Now, for each vertex u ∈ V (G), let d(u) denote its degree in G. Let d denote the average degree of
G, so d = 2mn . By a standard argument, λ =

u∈V (G)

d(u)
2

≥ n

d
2

= n (2m/n)(2m/n−1)2 = m(2m−n)n ,
where the first inequality uses the convexity of the function
 x
2

. Wemay rewrite the above inequality
as follows:
|A| ≤ m

n− 2
k− 2

− λ

n− 3
k− 3

− 1
3

n− 3
k− 3

−

n− 4
k− 4

−
m
2

×

n− 4
k− 4

+ cknk−3. (2)
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For large n, the coefficient of λ in the right hand side of (2) is negative. Since λ ≥ m(2m−n)n , we have
|A| ≤ m

n− 2
k− 2

− m(2m− n)
n

n− 3
k− 3

− 1
3

n− 3
k− 3

−

n− 4
k− 4

−
m
2
n− 4
k− 4

+ cknk−3.
Rearranging the terms, we obtain inequality (1). 
Theorem 3.14. Let k ≥ 3 be a positive integer. Let n be a positive integer that is sufficiently large as a
function of k. We have
f (n, k) ≤ 2n
k−2
(k− 2)! −
7
2k− 3.2
(k− 3)! n
k−3 + 1+ o(nk−3).
Proof (Note that the term 1 in the upper bound is not negligible when k = 3, justifying its inclusion.
For k ≥ 4, however, we can combine the 1 and o(nk−3), so the bound becomes 2nk−2
(k−2)! −
7
2 k−3.2
(k−3)! n
k−3 +
o(nk−3).). Let π be a cyclic ordering of

[n]
k

. We prove that f (π) ≤ 2nk−2
(k−2)! −
7
2 k−3.2
(k−3)! n
k−3+o(nk−3). We
may assume that f (π) ≥ 32

n−2
k−2

, since for large enough n, 32

n−2
k−2

is smaller than the upper bound
that we need to prove. By Lemma 3.11, there exist at least m = n − 2n k−1k well-separated intervals
I1, . . . , Im each ofwhich is a nontrivial triple star. By the remark after Lemma 3.11, the corresponding
extensions I∗i are pairwise disjoint. For each i ∈ [m], suppose the core of Ii is {ai, bi, ci}. Applying
Lemma 3.9 to each Ii, we get either
f (π) ≤ 3
2

n− 2
k− 2

+ 2(k− 2)3

n− 4
k− 4

, (3)
or
f (π) ≤ min |I∗ai,bi | + |I∗ai,ci |, |I∗ai,bi | + |I∗bi,ci |+ 2n− 3k− 3

+ 2(k− 2)3

n− 4
k− 4

+ 1. (4)
If (3) holds, then we are already done, since the bound is smaller than what we need to prove. So
we may assume that (4) holds for each i ∈ [m]. By (4), we have
2f (π) ≤ 2|I∗ai,bi | + |I∗ai,ci | + |I∗bi,ci | + 4

n− 3
k− 3

+ 4(k− 2)3

n− 4
k− 4

+ 2. (5)
Summing over all i ∈ [m] and regrouping, we get
2mf (π) ≤
m
i=1
|I∗ai,bi | +
m
i=1
|I∗ai,bi | + |I∗ai,ci | + |I∗bi,ci |
+ 4m

n− 3
k− 3

+ 4m(k− 2)3

n− 4
k− 4

+ 2m. (6)
Let G be the graph on [n] whose edges are a1b1, a1c1, b1c1, . . . , ambm, amcm, bmcm. Suppose first that
these 3m edges are not all distinct. Suppose without loss of generality that aibi = bjcj for some
i, j ∈ [n], i ≠ j. Then |I∗ai,bi | + |I∗bjcj | = |I∗ai,bi ∪ I∗bj,cj | ≤

n−2
k−2

, since there can be no more than
n−2
k−2

many k-sets in π that contain aibi. This yields either |I∗ai,bi | ≤ 12

n−2
k−2

or |I∗bj,cj | ≤ 12

n−2
k−2

.
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In either case, by (4), we have f (π) ≤ 32

n−2
k−2

+ 2

n−3
k−3

+ 2(k − 2)3

n−4
k−4

+ 1, which is smaller
than the bound we need to prove, for large n. So we may assume that G is a simple graph on [n]with
3m edges.
We consider two cases.
Case 1.∆(G) > 10k (where∆ is the maximum degree).
With t = 10k, let H be a copy of K1,t in Gwith edges uv1, uv2, . . . , uvt . LetB denote the family of
k-sets in [n] that contain at least one edge of H . By Lemma 3.12, we have
|B| ≤ t

n− 2
k− 2

−

t
2

n− 3
k− 3

+

t
3

n− 4
k− 4

= t

n− 2
k− 2

−

t
2

n− 3
k− 3

1− t − 2
3
· k− 3
n− 3

≤ t

n− 2
k− 2

− 9
10

t
2

n− 3
k− 3

, for large n.
So, some edge of H (and hence some edge in G) is contained in at most |B|/t ≤

n−2
k−2

− 910 ·
t−1
2

n−3
k−3

≤

n−2
k−2

− 4k

n−3
k−3

many k-sets. Without loss of generality, we may assume that the
edge a1b1 is contained in at most

n−2
k−2

− 4k

n−3
k−3

many k-sets in I∗a1,b1 . Now, we have
f (π) ≤ |I∗a1,b1 | + |I∗a1,c1 | + 2

n− 3
k− 3

+ 2(k− 2)3

n− 4
k− 4

+ 1
≤

n− 2
k− 2

− 4k

n− 3
k− 3

+

n− 2
k− 2

+ 2

n− 3
k− 3

+ 2(k− 2)3

n− 4
k− 4

+ 1
= 2

n− 2
k− 2

− 4k

n− 3
k− 3

+ 2

n− 3
k− 3

+ 2(k− 2)3

n− 4
k− 4

+ 1,
which is smaller than the bound we need to prove for large n.
Case 2.∆(G) ≤ 10k.
Let G′ denote the subgraph of Gwhose edges are a1b1, a2b2, . . . , ambm. LetA denote the family of
k-sets in [n] that contain at least one edge of G′. Note thatmi=1 |I∗ai,bi | ≤ |A|, since the I∗ai,bi ’s are
pairwise disjoint. By Lemma 3.13, we have
|A| ≤ m

n− 2
k− 2

− 2m(2m− n)
3n

n− 3
k− 3

−

m(2m− n)
n
+ m(m− 1)
2

n− 4
k− 4

+ cknk−3. (7)
LetB denote the family of k-sets in [n] that contain at least one edge of G. Note thatmi=1(|I∗ai,bi |+|I∗ai,ci | + |I∗bi,ci |) ≤ |B|, again by the disjointness. By Lemma 3.13 with 3m in place ofm, we have
|B| ≤ 3m

n− 2
k− 2

− 6m(6m− n)
3n

n− 3
k− 3

−

3m(6m− n)
n
+ 3m(3m− 1)
2

n− 4
k− 4

+ cknk−3. (8)
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By (6)–(8), and the fact that
m
i=1 |I∗ai,bi | ≤ |A| and
m
i=1(|I∗ai,bi |+|I∗ai,ci |+|I∗bi,ci |) ≤ |B|, we have
2mf (π) ≤ 4m

n− 2
k− 2

− m(40m− 8n)
3n

n− 3
k− 3

−

m(20m− 4n)
n
+ m(10m− 4)
2

n− 4
k− 4

+ 4m

n− 3
k− 3

+ 4m(k− 2)3

n− 4
k− 4

+ 2m+ 2cknk−3. (9)
Dividing (9) through by 2m and usingm = n− 2n k−1k , we get
f (π) ≤ 2

n− 2
k− 2

− 20m− 4n
3n

n− 3
k− 3

−

10m− 2n
n
+ 5m− 2
2

n− 4
k− 4

+ 2

n− 3
k− 3

+ 1+ o(nk−3)
≤ 2

n− 2
k− 2

−

16
3
+ 2.5(k− 3)− 2

n− 3
k− 3

+ 1+ o(nk−3)
≤ 2

n− 2
k− 2

− (2.5k− 4.2)

n− 3
k− 3

+ 1+ o(nk−3). (10)
From Lemma 2.2 we have

n−2
k−2

= nk−2
(k−2)! − (k+1)n
k−3
2(k−3)! + O(nk−4) and

n−3
k−3

= nk−3
(k−3)! − O(nk−4),
from which we have
f (π) ≤ 2n
k−2
(k− 2)! −
 7k
2 − 3.2

nk−3
(k− 3)! + 1+ o(n
k−3). 
By Proposition 2.1 and the case k = 3 of Theorem 3.14, we have the following corollary.
Corollary 3.15. Let n be a sufficiently large positive integer. We have
2n− 8 ≤ f (n, 3) ≤ 2n− 7.
Theorems 2.4 and 3.14 yield the following corollary.
Corollary 3.16. Let k ≥ 4 be a positive integer and n a positive integer that is sufficiently large as a
function of k. Then
2nk−2
(k− 2)! −
 7
2k− 2

nk−3
(k− 3)! − O(n
k−4) ≤ f (n, k) ≤ 2n
k−2
(k− 2)! −
 7
2k− 3.2

nk−3
(k− 3)! + o(n
k−3).
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