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PREFACE 
We ara familiar with the faces of the people with whom we live. 
Yet we are rarely conscious of the details of their features. If, as we 
look at a familiar face, we do take particular notice of the details, 
such as a curve of the lip or a line in the forehead, it seems as though 
we are seeing them for the first time. Then, seeing these features that 
we never notice, we suddenly have the feeling that we are looking at the 
face of a stranger. We shall have a similar experience with the familiar 
numbers of everyday life. When we use these numbers, we take advantage 
of certain properties that they have. However, we are so accustomed to 
these properties that we are not aware of them, nor do we give any thought 
to them as we use them. We propose to take particular notice of these pro¬ 
perties and list some of them explicitly. Looking at the familiar features 
of ordinary numbers, we shall see the strange new face of what has become 
modern concepts of mathematics. 
The first numbers we learn to use are those needed to answer the 
question, “How raany?“. They are numbers such as 1, 2, 3, i|, f>, 6, 7» and 
so on. There is an endless chain of these numbers. We use them for count¬ 
ing, and we perform calculations with them, such as addition and multi¬ 
plication. We call this set of numbers the Natural Numbers. 
We find that the two operations, addition and multiplication, can be 




When we attempt to perform the operation known as subtration, we 
find the set of natural numbers does not suffice. An example of this is 
subtracting a number from itself, (5-5), and subtracting a larger number 
from a smaller number, (U-7). Because of this situation we need a set 
of numbers that will include the set of natural numbers and some others. 
This we call, "The Set of Integers*• 
In the set of integers we may perform the three operations, addition, 
multiplication and subtraction without encountering any impossible situ¬ 
ations. We further propose to tabs particular notice of some of the pro¬ 
perties of the set of integers, and list some of them explicitly. 
There is a fourth operation that is impossible to perform in the set 
of natural numbers and the set of integers. This operation is division. 
We may divide 6 by 2 and the result is 3, which is a natural number. 
We may divide 6 by 6 and the result is 1, which is a natural number, but 
if we attempt to divide 6 by 7, the result is neither a natural number nor 
is it an integer. This creates a problem that can be solved by the 
inclusion of an additional set of numbers. This set we call, "The Set of 
Rational Numbers", 
We may perform the operations of addition, multiplication, subtrac¬ 
tion and division in the set of rational numbers and (almost)^- always arrive 
at a solution. 
We further propose to take particular notice of some of the proper¬ 
ties of the set of rational numbers and list some of them explicitly. 
We propose to limit our discourse to the set of naturil numbers, the 
set of integers, and the set of rational numbers. 
4he word almost has to be included, because there is one number in 
this set whose use as a divisor is forbidden. 
vi 
The idea for this work came as a result of attempting to teach the 
basic concepts of formal proofs to high school students of Algebra I and 
II. There it became apparent that some of the fundamentals of formal 
proofs are vital in helping students to understand the essential premise 
that mathematics is a logical science. Therefore, the writer dedicates 
this attempt to all those high school students whom he has taught and 
hopes to teach, also to Ethia, Danny, Ruth and Janette. 
We wish to acknowledge the encouragement and guidance of Dr. Lonnie 
Cross. His zest for encouraging mathematical thinking has been a true in¬ 
spiration. The motivation gained as a result of the courses taken under 
Dr. S. C. Saxena has been indispensable. We shall be forever grateful to 
these two truly dedicated teachers of mathematics. 
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Symbols and Abbreviations» The following symbols and abbreviations 
will be used consistently throughout this presentation. 
Posit. Not. positional notation 
less than 
greater than 
greater than or equal to 
^ less than or equal to 
not equal to or different from 
times 
implies 













Mapping, One-to-One Correspondence# Cardinal Number 
Suppose that on a day in late August you want to see how many months 
are left till the end of the year. It is likely that you will take count 
in this ways you will call off the names of the months, September, Octo¬ 
ber, November, and December, and for each month that you name, you will 
turn down one finger on your right hand. After completing the list of 
months, you find that you have turned down all the fingers on your right 
hand except the thumb. So you conclude that there are four months left 
till the end of the year. We find hidden in this procedure three impor¬ 
tant mathematical concepts: the idea of mapping, the idea of a one-to-one 
correspondence, and the idea of the cardinal number. 
A mapping is a matching operation between two sets of objects: to 
each member of one set a member of the other set is assigned as a partner 
The two sets in this case are the set of months being counted, and the set 
of fingers on your hand. A mapping is set up when you single out a finger 
to turn down for each month you count. The mapping might be summarized in 
the following table: 
September ^little finger 
October  ^ring finger 
"^Irving Adler, The New Mathematics. New York, 19U0, p.l£. 
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November ^ Biiddle finger 
December ^ index finger 
The arrowheads indicate that the mapping has a direction. You select a 
finger for each month you name. This is not the same as selecting a 
month for each finger. To specify the direction of the mapping, we say 
that it is a mapping of the set of months into the set of fingers. We 
refer to the finger into which a day is mapped as its image under the 
mapping. 
Another mapping is shown in the diagram below. In this mapping a 
set of names of people has been mapped into the set of whole numbers from 
30 to 3h by assigning to each name the person's age in years. 
Ross —  
This mapping differs from the other one in one important respect. 
The two names, Ethel and Julia are both mapped into the same number. 
This is an example of a many-to-one mapping, in which a single object may 
be the image of more than one object. In this mapping of months into fin¬ 
gers, however, no two months were mapped into the same finger. This is an 
example of one-to-one mapping, in which each object is the image of at 
most one object. 
In the mapping of the set of months into fingers of the right 
hand, one of the fingers, the thumb was not used at all. For this reason, 
the mapping of the set of months into the set of fingers on the right hand 
is not reversible. If we try to reverse it, we find that there is no 
3 
Mapping of the thumb into a month. We do not consider it a mapping then, 
because a mapping should provide an image for each object in the set on 
which the mapping is performed. However, if we consider only the set of 
fingers turned down, then the mapping is reversible. Then, while each 
month named has a separate finger as its image, in the reverse mapping, 
each finger has a separate month as its image. In this case we say that 
the two sets are in one-to-one correspondence. Two sets are in one-to- 
one correspondence when there is a reversible mapping that assigns each 
member of a set to one and only one partner of the other. The diagram 
below using doubleheaded arrows shows the one-to-one correspondence between 
the set of months and the set of fingers turned down: 
September ^ ^little finger 
October ^ ^ring finger 
November ^^ middle finger 
December ^^ index finger 
When two sets can be put into one-to-one correspondence by some map¬ 
ping, we say that they contain the same number of objects, or have the 
same cardinal number. All sets that have the same cardinal number can be 
put into one-to-one correspondence with each other. They form a family of 
sets associated with that cardinal number. Each cardinal number has its 
own family of sets. For example, sets consisting of single objects only 
belong to the family of sets associated with the number we call one. Sets 
of pairs of objects belong to the family of sets associated with the num¬ 
ber we call two, and so on. 
Any set we ever deal with belongs to one of these families. When we 
ask the question, "How many objects are there in a set?**, it is really like 
asking, "Which family of sets does it belong to?" To answer the question, 
U 
we follow this procedure: we pick one set from each family, and use it as 
a standard set for making comparisons* We match the set we are interested 
in against these standard sets until we find one with which it can be put 
into one-to-one correspondence. In this way we identify the family of 
sets that it belongs to, and the cardinal number associated with that 
family* This is precisely what is done when you match months against fin¬ 
gers. You use the set consisting of your little finger alone as a stan¬ 
dard set to represent one. You use the set consisting of little finger and 
ring finger as a standard set to represent the number two. You use the set 
consisting of the little finger, ring finger, and middle finger as a stan¬ 
dard to represent the number three. The set consisting of little finger, 
ring finger, middle finger, and index finger is your standard set repre¬ 
senting the number four. That is why you can draw the conclusion, in this 
case, that there are four more months to the end of the year. 
On other occasions, we use a method of counting that is more sophis¬ 
ticated but is essentially the same. We count out four objects by saying 
to ourselves, one, two, three, four. As we count, we set up a one-to-one 
correspondence between the objects we are counting and sets of spoken num¬ 
ber-names. The first object is matched with the set consisting of the sin¬ 
gle word, "one". The first two are matched with the set consisting of the 
words, "one, two". The first three are matched with the set consisting of 
the words, "one, two, three", and so on. By using the number names of the 
numbers in order of size, we keep enlarging the standard set step by step. 
When the count ends, we know that the last number-name used is the cardi¬ 
nal number of the last standard set against which we matched the objects 
we are counting. So it is also the cardinal number of the counted objects. 
3y using standard sets made up of number-names arranged in order we tele- 
5 
scope a whole series of matching operations into one, and end up with 
2 
the answer to the question, ttHow many?" 
"Irving Adler, The New Mathematics, New York, 1958, pp. 16-17* 
CHAPTER II 
THE NATURAL NUMBERS 
The Peano Postulates^ 
(1) There is a natural number. (Call it 1.) 
(2) For each natural number n, there is a unique natural number 
n’ (the successor of n). 
(3) If n* ■ m*, then n - m 
(U) There is no n such that n* ■ 1. 
(5) If M is a set of natural numbers such that 
(i) 1 is in M 
(ii) n' is in M whenever n is in M 
Then M is the entire set of natural numbers. 
Notations 
M for the set of natural numbers. 
1 for the first natural number 
1* for 2 
2« for 3 
3* for U> and so on. 
Definition of Addition 
Al. n + 1 * n* 
A2?. n + m* - (n + m)* 
3 
Herein after the peano postulates will be referred to as PI, P2, 




Consider a system of numbers where Postulate 1 is omitted. Then 
P2 through P5 are vaccusly true for the empty set* 
Omit P2. Then you get an interpretation which is not the natural 
number. 
1 > 2 > 3 » U 




P£ assures that the natural numbers all are in a straight line 
with no branches. 
Theorem 2.1. If n then n' . 
Proof (by contradiction): Assume n 7^ m, but not n' 7^ m' from 
n' = m' and P3, we get n * m, contradicting n 7^ in. 
Theorem 2.2. For every a, b, and c,^ (a + b) + c ■ a + (b + c) 
(associative law). 
Proof: Fix a and b and do induction on c, i.e., let M be the 
set of natural numbers c so that 
(a + b) + c ■ a + (b + c). 
To show that 1 is in M and that 
(a + b) + 1 - a + (b + l). 
Î 
1 
^a, b, c,....stand for any arbitrary natural numbers 
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Now (a + b) + 1 ■ (a + b)‘, by Al, (a + b)' ■ a + b', by A2 
a ♦ b* ■ a+(b + l), by Al 
(ii) To show if c is in M, then c* £ M. Assume (a + b) + c = a + 
(b + c). And show (a + b) + c* ■ a + (b + c1). Observe 
(a + b) + c* a /”(a + b) + c_/', by A2. 
/“(a + b) + c_7‘ » /“a + (b + c)Jx9 by Ind. hyp. 
A ♦ (b + c)J* - a + (b + c)', by A2. 
a + (b + c)‘ ■ a + (b + c'), by A2. 
Theorem 2.3» For every b, 1 + b = b + 1. 
Proof: Induction on b, i.e., let M be the set of all b so that 
1 + b ■ b + 1. 
(i) To show that 1 is in M, we must show that 1 + 1 * 1 + 1, which 
is trivial. 
(ii) Assume b is in M to show b' is in M, i.e., assume 1 + b * b + 1 
to show 1 + b' - b' + 1. 1 + b* « (l + b)', by A2, (1 ♦ b)' * (b + l), by 
Ind.hyp., (b + l)' » (b')j by Al and (b* ) - b' +1, by Al. 
Theorem 2.li. (General Commutative law) For every a and b, a + b ■ 
b + a. 
Proof: Induction on a. Fix b and let M be the set of natural num¬ 
bers so that a + b « b + a. 
(i) 1 is in M, since 1 + b ■ b + 1, by Th. 2.3» 
(ii) Assume a + b - b + a, To show a' + b»b + a*. a' + b * 
(a + 1) + b, by Al, (a + l) + b » a + (1 + b), by Th. 2.2, a + (1 + b) * 
a ♦ (h + 1>), by Th. 2.3# a + (b * l) - a ♦ b1, hy Al, a + b' - (a + b)*, 
by A2, (a ♦ b)’, by Ind. hyp., (b + a)’ = b + a', by A2. 
Theorem 2.$. (Cancellation Law of Addition) For every a, b, and c, 
a + c ■ b + c •*' ~ a • b. 
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Proof» Induction on ca Fix a and b and let M be the set of all 
c so that 
a + c ■ b ♦ c a ■ b 
(i) When c - 1 
a ♦ 1 « b + 1 ■■ "jfr a’ * b', by A1 
a' - b* a ■ b, by P3 
(ii) Assume a * c ■ b ♦ c a ■ b, to show 
a ♦ c' ■ b + c' a ♦ b 
a + c' • b + c* (a + c)' ■ (b + c)', by A2 
(a + c)’ ■ (b ♦ c)' 11111»■> a + c*b + c, byP3 
a + c * b + c a - b, by Ind. Hyp. 
Corollary* 
a ♦ c ■ c + b 1 ' ^ a ■ b 
c ♦ a * c + b ■■ a * b 
Proof follows hy commutative law* 
Theorem 2.6. For every a, a ^ 1 a - m* for some m. 
Proof: Let M consist of 1 and all a such that 
a ■ m* for some m. 
(i) 1 is in M by the definition of M. 
(ii) Suppose a £ M, To show a' € M. 
a' * a1, i*e., a1 ■ (m1)1» where m' is a. 
Therefore, a1 is in M. Therefore, M is the entire set N of natural 
numbers. Every natural number a is either 1 or a successor. 
Therefore, if a ^ 1, then a is a successor. 
Order 
Definition* a ^b means a + m » b for some m, 
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Example. 2 ^ 7j since 2 ♦ *> • 7 
b > a means a b 
Remark* â<b m + a ■ b for some m. 
Proof» This is Immediate from the commutative lair* 
Theorem 2*7* For every b, b ^ b* • 
Proof» b + 1 ■ b1, by Al. 
Corollary» There is no greatest natural number* 
Theorem 2*8* For every a, a 1—^1^. a* 
Proof» a *j*> 1 —^ a » m* for some m (Th* 2.6.) 
a ■ m* "") a - m + 1 
a * m + 1 ■■■■) 1< a. 
Theorem 2*9» For every a, b, and c, if aZ. b and b ^ c, then 
a^.c. (transitive law) 
Proof» Suppose a^ b and b^c. 
Then a * m * b for some m and b + n » c for some n, 
Therefore, (a + m) + n - c. 
a + (m + n) ■ c (assoc* law). 
Therefore, a^c. 
Theorem 2*10* For every b, b^.b is false* 
Proof» Induction on b. Let If be the set of all b such that 
b < b is false* 
(i) By contradiction 
Assume 1^1* Then m ♦ 1 f 1 for some m* 
Therefore, m' - 1, by Al. 
This contradicts Pi» 
1 ^.1 is false, i*e*, 1 is in M* 
(ii) Assume b ^ b is false to show b'^b» is false. 
We use contraposition t-vr p says the same thing as P Q) 
We prove 
b*^b* —» b4b. 
b'^£ b' m ♦ b1 ■ b‘ for seme m 
m ♦ b‘ - b« —^ (ra ♦ b)' - b', by A2 
(m + b)' - b’ (m ♦ b) ■ b, by P3 
m + b ■ b b^ b 
Theorem 2.11» For every a, b, and c, b^ c a + b^a + c 
Proof i Suppose b ^ c. Then b ♦ m » c for some m, so that 
a + (b * m) ■ a ♦ c, 
(a*b)+m"a + c (assoc, law). 
Hence, 
a + b < a ♦ c. 
Proof: ^ — Suppose a + b^. a + c. Then 
(a + b)+m*a*c for some m, 
a+(b + m)»a + c (assoc, law) 
b + m ■ c (cancel, law). 
Hence, 
b< c. 
Theorem 2.12. For every a, b, aid c, and d, if a < b and c < d, 
then a ♦ c < b ♦ d. 
Proof: Suppose a^b and c < d. Then 
a + m - b for some m 
c ♦ n - d for some n 
b ♦ d ■ (a ♦ m) ♦ (c ♦ n) 
(a ♦ m) * (c ♦ n) - ^“(a ♦ m) * cJ * n ( assoc, law) 
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^”(a + m) ♦ c_7 ♦ n ■ / a ♦ (m ♦ c )J * n (assoc, law) 
/"a ♦ (m + c)J * n ■ /"a * (c + m)_7 + n (commut. law) 
£a ♦ (c * a)_7 ♦ n ■ ^""(a + c) ♦ aJ + n (assoc, law) 
/”(a ♦ c) ♦ a_7 * n » (a * c) ♦ (a ♦ n) (assoc, law) 
Therefore, a + c < b + d. 
Theorem 2,13, For every a and b exactly one of the following is 
true: 
(1) a^.b 
(2) a - b 
(3) b< a 
Proof: First we show by contradiction that no two are true sinru- 
taneously. Suppose a<b and a - b, then b < b by substitution. This 
contradicts theorem 2,10, Suppose a< b and b < a, then a < a by transi» 
tivity. This contradicts theorem 2,10, Now we prove by induction on b 
that at least 1 of the three holds. Fix a and let M be the set of all b 
such that at least 1 of the three holds, 
(i) Consider b ■ 1 
If a ■ 1, then 1 is less than a by theorem 2.8, Then b^a 
and three holds, 
(ii) Assume 1, 2, and 3, holds for b, to show 1, 2, and 3 holds 
for b'. 
Case 1, a <b, now b ^ b*, by Th, 2,7, 
Therefore, a < b', (transitivity) 
Therefore, 1 holds for b* 
Case 2, a - b, again b <b', by Th. 2.7. 
Therefore, a ^.b' (substitution) 
Therefore 2 holds for b' 
Case 3* b < a, then b < n for some n. If n - 1, then a ■ b + 1. 
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b ♦ 1 ■ b* 
Therefore, 3 holds for b*# If n ^ 1, then m ■ m' for some 
m, by Th. 2»6. 
Then a ■ b ♦ m* 
b + m* ■ (b ♦ m)', by A2 
, (b + a)’ ■ (m ♦ b)’, by commit» law 
(m ♦ b)* « m ♦ b', by A2 
Therefore b*< a 
Therefore, 3 holds for b*. 
Definition» â^b means a -<.b or a ■ b, b^a means a<Ç b. 
Theorem 2»llu For every a and b; 
(i) If a<b, then a5£ b 
(ii) If a ■ b, then a^ b 
Proofs Definition of a<^ b 




Proofs Ey theorem 2»llw 
(i) If a < b, then a"£ b 
If a ■ b, then a^b 
If b ^ a, then b< a. 
Theorem 2.16» For every a and b, if a ^ b, and b^ a, then a ■ b. 
Proofs 
Case 1» a<b and b^a, then 
a <"a, by transitivity - impossible 
Case 2» a = b and b < a, then a < a - impossible 
2k 
Case 3* a <.b and b - a, then b <b - impossible 
Case lu a » b and b » a, therefore» a ■ b 
Theorem 2.17» For every a» b» and c, if a^ b and b^ c, then 
» 
Proof* 
Case 1. a<b and b^c, then 
a by Th. 2*9» then 
a ^c, by Th, 2.lit. 
Case 2. a ■ b and b <. c, then 
a^.c, then 
a^c, by Th. 2.1iu 
Case 3* a -C b and b<Lc, then 
a < c, then 
a^ c, by Th. 2.11u 
Case lu a ■ b and b • c, then 
a * c, then 
a^F c, by Th. llu 
Theorem 2.18. For every a, b, and c, b^ c 4s» a ♦ b ^ra + c. 
Proof* Suppose b— c 
Case 1. b ^c, then a * c ^a ♦ c, by Th. 2.11» then 
a + b^a + c, by Th. 2.11u 
Case 2. b ■ c, then a + b ■ a + c, then 
a + b^a + c, by Th. 2.Uu 
Proof* IM1 Suppose a ♦ b ^ a ♦ c 
Case 1* a + b^£a ♦ c, then b-<£ c, by Th. 2.11, then 
b dt c, by Th. 2.Hu 
Case 2. a ♦ b ■ a + c, then bee (cancel, law) 
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Therefore, b ^ c, by Th. 2.1U. 
Theorem 2.19. For every a, b, and c, if a$ b and c ^ d, then 
a + c b ♦ d. 
Proof» 
Case 1. If a < b and c < d, then a + c + d, then a + m ■ b 
for some m, c * n - d for some n 
(a + m) ♦ (c ♦ n) « b ♦ d 
a ♦ £\m ♦ (c + n)J7 “ b ♦ d, by Th. 2.2 
a ♦ /~(m ♦ c) + nJ • b * d, by Th. 2*2 
a ♦ /"(c ♦ m) ♦ n J - b ♦ d, by Th. 2.U 
a + fc * (m + n)J - b ♦ d, by Th. 2.2 
(a ♦ c) + (m * n) - b + d, by Th. 2.2 
Therefore, 
a + b + d 
Therefore, 
a + c^b + d. by Th. 2.U*. 
Case 2. If a - b and d, then a + b + d 
a ■ b and c ^ d, then 
a + c^a + d, by Th. 2.18 
a + c^b + d 
Case 3. a^T b and c * d, then a + b + d 
a^ b and c ♦ d, assume then 
a ♦ b * c, by Th. 2.18, then 
a ♦ b + d 
Theorem 2.20. For every a, 1^ a 
Proof: Efjr induction on a. Let M be the set of all a such that 
l^a. 
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(i) To show 1 is in M, 
1^ 1 True. 
(ii) Assume that 1^ a, to show 1^ a« 
1^ a Assume 
a*fa‘, Th. 2.7 
Ka', \jy Th. 2.17 
Therefore 
l^fa, by Th. 2.U* 
Multiplication 
Definition. 
Ml x . 1 » x 
M2 x . y' = xy = x 
Example. Let x = 0, then 
5 . 1 » 0, by Ml 
5 . 2 - 5 . 1* 
0 . 2 « 0 . 1 + 0 
0.1+0-0+0 
0+5-10 
0 . 3-0.2» 
0.2* -0.2+0, by M2 
0.2+0 - 10 + 0 
10 + 0-10 
Theorem 2.21. For every a and b, b‘ • a - ba + a. 
Proof: Induction on a. Fix b and let M be the set of all a 
such that b'a * ba + a 
17 
(i) b* . 1 - b', by KL 
b« - b ♦ 1, by Al 
b + l«*b.l + l, by Ml 
(il) Assume b'a ■ ba + a, to show b'a’ ■ ba' ■ a’ 
b'a' ■ b'a + b', fcy M2 
b'a' + b' » (ba + a) + b*, by Ind. hyp. 
(ba + a) + b' - ba + (a + b' ), by assoc, law of add. 
ba + (a + b*) * ba + (a + b)', by A2 
ba + (a + b)' = ba + (b + a)', by commut. law of add. 
ba + (b + a)' ■ ba + (b + a'), by A2 
ba + (b + a') » (ba ♦ b) + a*, by assoc* law of add. 
(ba + b) + a' ■ ba + a', by M2 
Theorem 2.22. For every b, 1 • b ■ b • 1. 
Proof A Induction on b. Let M be the set of all b such that 
1 . b - b . 1. 
(i) Let b ■ 1, then 1 . 1 ■ 1 . 1 true 
(ii) Assume 1 . b - b • 1, to show 
1 . b« - b« .1 
l.b* - 1 . b + 1, by M2 
l.b + l»b.l + l, bF Ind. hyp. 
b.l + l^b + l, byHl 
b + 1 - b', by A1 
b* « b' . 1, by Ml 
Theorem 2.23» For every a and b, ab ■ ba. 
Proof : Induction on a. Fix b and let M be the set of all a 
such that ab * ba. 
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(i) Let a ■ 1, then 
1 . b - b . 1, by Th. 2.23 
(11) Assume ab * ba, to show a'b ■ ba', 
a'b » ab + b, by Th. 2.23 
ab + b » ba ♦ b, by Ind. hyp. 
ba + b * ba', by M2 
Theorem 2.2k. For every a, b and c, a(b + c) * ab + ac. 
Proof: Induction on c. Fix a and b, and let M be the set of 
all c such that a(b ♦ c) ■ ab + ac. 
(i) To show 1 is in M, 
a(b + l) = ab + a . 1, i.e., 
a(b + l) ■ ab', by A1 
ab' * ab + a, by M2 
ab * a • ab + a • 1, by Ml 
(ii) Assume a(b ♦ c) ■ ab + ac, to show a(b « c') ■ ab + ac'. 
a(b + c') * a(b + c)', by A2 
a(b + c)' ■ a(b ♦ c) * a, by M2 
a(b + c) ♦ a ■ (ab +■ ac) ♦ a, by Ind. hyp. 
(ab ♦ ac) + a * ab * (ac + a), by Th. 2.2 
ab * (ac + a) « ab ♦ ac', by M2 
Theorem 2.25. For every a, b, and c, (ab)c * a(bc). 
Proof: Induction on c. Fix a and b, and let M be the set of all 
c such that (ab)c ■ a(bc). 
(i) Let c a 1 
(ab)l - a(b.l) 
(ab)l ■ ab, by Ml 
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ab ■ a(b.l), by Ml 
(ii) Assume (ab)c * a(bc), to show (ab)c* - a(bc')« 
(ab)c* - (ab)c + ab, by 1C 
(ab)c ♦ ab ■ a(bc) ♦ ab, by Ind. hyp. 
a(bc) + ab - a(bc + b), by Th. 2.25. 
a(bc + b) ■ a(bc' ), by M2 
We state nine other theorems of the natural numbers without proof. 
Theorem 2.26. For every a, b and c, ab * be a ■ b. 
Theorem 2.27. For every a, b and c, 
(1) b^c ab^! ac, 
(2) b^ c 4"1 ab^ac. 
Theorem 2.28. For every a, b, c and d, 
(1) If a <b and c< d, then ac< bd. 
(2) If a < b and c ^ d, then ac ^ bd. 
(3) If a^ b and c < d, then ac^ bd. 
(U) If f b and c*£ d, then ac^ bd. 
Theorem 2.29» (Well Ordering) Every non-empty set of natural 
numbers has a least element. 
Theorem 2.30. (Strong Induction) If M is a set of natural num¬ 
bers such that: 
(i) 1 is in M, and 
(ii) n is in M whenever a is in M for all a < n, or 
(iii) n + 1 is in M whenever a is in M for all a <4 n, then 
M is the entire set of natural numbers. 
Theorem 2.31. (Generalized Associative Law) The sum and product 
of any finite number of natural numbers do not depend on how the paren¬ 
theses are placed. 
20 
Theorem 2>32» (Generalized Associative-Commutative Law) The 
sum and product of any finite number of natural numbers do not depend 
on the parentheses or the order of the elements. 
Theorem 2.33. (Generalized Distributive Law) For all natural 
numbers a^ b^,..., bm, (a^ - ... + ajj) (b^ + •••\) ■ the 
sum of all terms of the form a^ bj where 1 ^ i n and 1 ^ j ^ m. 
Theorem 2.3lu If M is a set of natural numbers such that; 
(i) k is in M, 
(ii) n* is in M whenever n is in H (for n ^ k), then all natural 
numbers ^ k are in M. 
CHAPTER HI 
THE INTEGERS 
Definition of the Integers 
The integers consist of the natural numbers, the negatives of the 
natural numbers, and the number 0; the natural numbers are the positive 
integers, their negatives are the negative integers. The natural num¬ 
bers form a subset of the integers# 
Postulates of the Integers 
Postulates of Addition# In this discussion, let I equal the set 
of integers# And a, b, c...refer to any arbitrary member or element of 
I. 
PI. If a and b are elements of I, the sum of a + b is a unique^ 
element of I# (closure) 
P2# If a and b are elements of I, then a + b * b + a. 
(commutative postulate) 
P3# If a is an element of I, there is a unique element of I 
(called zero and written "0**) such that a + o- o + a*a. 
(additive identity) 
PU# If a is an element of I, there is a unique element (-a) of 
I such that a + (**a) ■ (-a) + a * o. (inverse) 
'’Mae Hickey Maria, The Structure of Arithmetic and Algebra, New 
York, 1958, p. 1U8. 
6„ Uniquert means one and only one. 
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P5* If a, b, and c are elements of I, then (a + b) + c- 
a + (b + c). (associative postulate) 
Postulates of Multiplication, 
P6. If a and b are elements of I, the product a • b is a unique 
element of I. (closure) 
P7* If a and b are elements of I, then a • b » b . a. 
(commutative postulate) 
P8, If a is an element of I, there is a unique element of I 
(called the unit element and written “I") such that a.l = l.a = a. 
(ideitity) 
P9# If a, b, and c are elements of I, then (a . b) . c - a • (b . c). 
(associative postulate) 
P10. If a, b, and c are elements of I, then e . (a • b) ■ c • a + 
c . b. (left distributive postulate) 
Note that postulate 10 ties addition with multiplication» 
Notes on the Postulates 
Postulate 1 states that any two members of set I can be added and 
that the sum is one, and only one element of I« 
P3 states the existence of the identity element zero. 
In PU (-a) is called the additive inverse of a. 
P5 means (a + b) + c » a + (b + c) and a + (b + c) » (a + b) + c. 
We define a + b + c to be (a ♦ b) * c. Note how postulates 6, 7, 8, 
10 compare respectively with postulates 1, 2, 3, and 5. 
P8 states the existence of the unit element in set I. 
P10 means (a.b) . c = a.(b.c) and a.(b.c) ■ (a.b).c. 
In addition to the ten postulates relating to set I, we shall use 
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four postulates which are more general. They are as follows* 
F, 11. a = a (reflexive postulate) 
P, 12. If a ■ b, then b ■ a. (symmetric postulate) 
P. 13. If a ■ b, then b * c, then a * c. (transitive postulate) 
Pj5_lU. If a * b, then b can be substituted for a in any state» 
ment without destroying the truth or falseness of the statement. 
Some Theorems of the Integers and Proofs 
We shall now prove some theorems which are consequences of the 
postulates. 
Theorem 3.1. If a, b, and c are elements of I, and a = b, then 
a + c ■ b + c. 
Proofs a + c is in set I, by PI 
a+c«a+c, by PU 
a ■ b, given 
a + c*b + c, by Plli 
Theorem 3.2» If a, b, and c are elements of I, and a = b, then 
a • c ® b . c. 
Proof: a . c is in set I, by P6 
a.c-a.c, by Pll 
a ■ b, given 
a.c-b.c, by Pli* 
Theorem 3.3» If a, b, c, and d are elements of I, a ■ b, and 
c ■ d, then a ♦ c - b ♦ d. 
Proof: a = b, given 
a + c»b + c, by Th. 3.1 
c ■ d, given 
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Then a + c ■ b + d, by PlU 
Theorem_3«j±« If a, b, c, and d are elements of I, a 3 b, and 
c * d, then a • c * b • d. 
Proof: a ■ b, given 
a.c»b.c, by Th# 3«2 
Then a*c*b*d*by PlU 
Theorem 3«5« If a, b, and c are elements of I and b ♦ a * c + a, 
then b ■ c. 
Proofs b + a and c + a are elements of I, by PI 
b + a ■ c + a, given 
-a is an element of I, by PU 
(b + a) + (-a) ■ (c + a) + (-a), by Th. 3.1 
b + * (-a)_7 " c + ^“a ♦ (-a)_7, by P$ 
/"a + (-a)_7 ■ o, by PU 
b + o3c + o, byPlU 
b + o » b and c + o * c, by P3 
Then b = c 
Theorem 3*6» If a, b, and c are elements of I, then (a ♦ b) • c ■ 
a . c + b . c. 
Proof: a + b is an element of I, by PI 
(a + b) . c is an element of I, by P6 
(a + b) • c * c • (a + b), by P7 
c, (a + b)«c#a + c*b, by P13 
c . a ■ a . c and c.b = b.c, byP7 
Then (a + b).c-a.c+b.c, by PlU 
Theorem 3«7» If a is an element of I, then -(-a) = a. 
Proof: -a is an element of set I, by PU 
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-(-a) is an element of set I, by PU 
-(-a) + (-a) * o, by Pi* 
(-a) + (-a)_7 + a ■ o + a, by Th. 3*1 
-(-a) ♦ /”(«a) + a_7 ■ o + a, by P5 and PlU 
(-a) + a ■ o, by PU 
-(•a) ♦ o ■ o ♦ a, by FlU 
-(-a) - a, by P3 and PlU 
Theorem 3«8. If o is an element of I, then (*»o) ■ o 
Proofs («o) is an element of I, by PU 
(-o) ♦ o ■ o, by PU 
o ♦ o ■ o, by P3 
Then o * o, by P12 
From (2) and (U)» (-o) ♦ o ■ o * o, by PlU 
Then (-o) « o, by Th. 3*5• 
Theorem 3.9. If a and b are elements of I and a ■ b, then -a + -b. 
Proof: -a and -b are elements of I, by PU 
a ■ b, given 
Then b » a, by P12 
b + (-a) - a + (-a), by Th. 3*1 
a ♦ (-a) ■ o, by PU 
Then b ♦ (-a) « o, by PlU 
-b * £b ♦ (-a)_7 " (-b) ♦ o, by Pll and Th. 3.3 
(-b) ♦ o - -b, b7 ?3 
-b * £~X> * (-a) ■ -b, by PlU 
(-b + b) + (-a) ■ -b, b7 P5» and Fl5 
-b b - o, by PU 
o + (-a) ■ -b, by PlU 
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Theorem 3«10» If a, b, c, and d are elements of I, a - c, and 
b + d, then a - b = c - d. 
Proofs a - c and b - d, given 
-b - -d, by Th. 3.9 
a ♦ (-b) - c ♦ (-d), by Th. 3.3 
a * (-b) * a - b, and c + )-d) = c - d, by def. 
a - b - c - d, by Pllt 
Theorem 3.11» If a and b are elements of I, then -(a + b) • 
-a —b. 
Proof: a + b is an element of I, by PI 
-(a ♦ b) is an element of I, by Pit 
-(a + b) + (a ♦ b) ■ o, by Pit 
-b is an element of set I, by Pit 
«(a ♦ b) + (a ♦ b) + («b) - o ♦ (~b), by Th. 1 
o ♦ (-b) ■ -b, by P3 
-(a ♦ b) + (a ♦ b) ♦ (-b) * -b, by Pllt 
-(a ♦ b) + a /"b + (-b)J ■ ~b, by P5 
-(a + b) ♦ a * -b, by P2 and P5 
-(a + b) + a + (-a) - -b + (-a), by Pllt 
-(a + b) + o ■ (-b) + (-a), by P3 
-(a + b) - (-b) ♦ (-a), by PUt 
-(a ♦ b) - (-a) + (-b), by P2 and Pllt 
-(a + b) - -a "b, by def. and Pllt 
Theorem 3.12. If a is an element of I, then a - a * o. 
Proof: «a is an element of I, by Pit 
a « a ■ a + (-a), by def. 
a + (-a) * o, b7 Pit 
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Then a - a » o, by P13 
Theorem 3«13» If a and o are elements of I, then a • o ■ o 
and o • a = o. 
Proof: o = o, by P3 
a - a, by PH 
a • o - a • (o + o), by Th. 3«U 
a . (o + o) - (a • o) + (a • o), by P10 
From steps (3) and (U), 
(a . 0) ■ (a « o) + (a . o), by PlU 
(a • o) + o ■ (a • o) ♦ (a . o), by P3 and PlU 
o + (a • o) ■ (a • o) ♦ (a • o), by P2 and PlU 
o - a • o, by Th. 3*5 
a • o ■ o, by P2 
Theorem 3.1U. If a and b are elements of I, then a . (~b) - 
-(a . b). 
ProofL b + (-b) * o, by PU 
/"”b + (-b)_7 • a - o . a, by Th. 3.2 
a • £\> + (»b)_7 ■ a . o, by P2 
a . o - o, by Th. 3.13 
a./b + (-b) » o, by PiU 
(a • b) + a • (-b) * o, by P10 and PlU 
a . (-b) ♦ (a . b) » o, by P2 
a . (-b) - -(a . b), by Th. 3.11 
Theorem 3.1$. If a and b are elements of I, then (-a) . (-b) ■ 
a . b. 
Proof: (-a) and (-b) are elements of I, by PU 
(-a) + a ■ o, by PU 
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/"(-a) + a_7 • (-b) ■ o, by Th. 3.2 
/~(-a) . (~b)J + a • (-b) ■ o • (-b), by Th* 3.U and Pl5 
o * (-b) » o, by Th. 3.13 
(-a) * (—b) + a • (-b) ■ o, by PlU 
a • (-b) - a(a . b), by Th, 3.1U 
(-a) * (-b) + ^-(a • b)_y « o, by Th. 3.1U 
(-a) * (*»b) ■ -/"-(a . b)J7. by Th. 3.11 
(-a) . (-b) - a . b, by Th. 3.7 and PlU 
Theorem 3.16. If a and b are elements of I, there is in set I 
a unique solution of the equation y + a ■ b, which is x = b + (-a). 
Proof : Part I. To show that if there is a solution, it is 
b + (-a). Suppose there is a solution y in I, then y + a » b is given. 
-a is in I, by pU 
(y + a) + (-a) ■ b ♦ (-a), by Th. 3.1 
y + /""a ♦ (-a)_7 ■ b + (-a), by P2 
a + (-a) ■ o, by PU 
Then y o ■ b ♦ (-a), by PlU 
Then y » b + (-a), by P3 and P15 
Part II. to show that b + (-a) is a solution: 
y ♦ a = b, given 
Does /~b + (-a)__7 * a * b? 
Does b + /”(-a) + a ■ b? 
Does b + o ■ b? 
Does b * bî, Yes 
Then b + (-a) is a solution 
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The Integers Form a Ring 
Definition of a Ring» A ring (R) is a set of objects a, b, c, 
•••called elements together with two operations, addition and multi¬ 
plication satisfying the following propertiess 
Addition. 
Al, For every a and b in R, a + b is in R and is unique, (closure) 
A2. For eveiy a, b, and c in R, (a + b) + c * a + (b + c). 
(associative law) 
A3* There is an element o in R such that a + o » a for every a 
in R. (the zero axiom) 
AU, For every a in R there is a b in R such that a + b ■ o. 
(negative) 
A3>. For every a and b in R, a + b » b ♦ a. (coiranutive law) 
Multiplication. 
Ml. For every a and b in R, the product ab is in R is unique, 
(closure) 
M2. For eveiy a, b, and c in R (ab)c ■ a(bc), (associative law) 
Distributive laws. 
Dl. For every a, b, and c in R a(b+ c) « ab + ac and 
D2. (a + b)c * ac + be. 
Theorems of a Ring and Proofs 
Theorem Rl.l. A ring has one and only one zero (o). 
Proofs There is one (a zero), by A3 
only one (zero) 
Let o and o* be zeros of R 
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Then o ♦ o’ ■ o, because o is zero 
But l + o* » o, because o' is a zero 
Therefore, o* ■ o, by equality. 
Theorem R1.2* Each element a of a ring (R) has one and only one 
negative* 
Proofi "One" is guaranteed by AJ* 
"Only one", suppose b and c are each negative of a. 
Note that (b + a) ♦ c » b + (a + c), by A2 
Now (b + a) + c ■ o + c, since b is a negative of a. 
o + c ■ c, by A3 
Now b + (a ♦ c) ■ b + o, since c is a negative of a, 
but b + o ■ b, by A3 
Therefore, b ■ c, by equality. 
Theorem R1.3* —a » a. 
We know that a + (-a) * o. (-a means the negative of a) From the same 
equation a is the negative of -a. Therefore, a - -(-a) - —a. 
Definition* b - a means b + (-a) 
Theorem Rl.iu For each a and b there is one and only one z such 
that a + z = b. 
Proof; Two parts 
z " b • a is a solution because a+(b-a)*a + b (-a) 
a * b + (-a) ■ /"a + (-a)_7 ♦ b, l^y A2 and A$ 
/"a + («a) * b ■ o + b 
o ♦ b ■ b 
"Only one" Suppose a + y - b 
Then -a + /"a + y J ■ -a ♦ b 
Then (-a + a) + y - b + (-a), by A2 and A5 
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y ■ b - a, by def., and AU 
Definition of 1 as a unit* 
Let 1 be a unit for a ring R, i.e., 
al = l*a«a for all a in R 
Theorem Rl»j?. If R has a unit, it has only one. 
Proof: Let 1 and 1' be units 
Then 1 . 1* » 1', because 1 is a unit 
Therefore, 1* - 1, by equality. 
Theorem R1.6, ob ■ o and bo ■ o for all b. 
Proof: o ■ o + o, by AU 
Therefore, ob ■ (o + o)b, by PlU 
(o + o)b - ob + ob, by D2 
Add -(ob) to both sides 
o * ob. 
Theorem Rl»7* (-l)a » -a for every a in R. 
Proof: To show (-l)a + a * o 
(-l)a ♦a - (-l)a + la, by unity 
(-l)a * la « (-1 + l)a,by D2 
(-1 + l)a ■ oa, by AU 
oa ■ o 
Theorem R1.8* (-1) (-1) ■ 1. 
Proof: In R1.7> let a ■ -1. 
This gives (-1) (-1) - -(-l) 
-(-1) » 1, by R1.3 
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Isomorphism 
Definition» Let S and S* he two systems with addition and mulf 
tiplication defined in each* Then S is isomorphic to S' (written S^H 
S') means ï 
(i) There is a pairing which assigns to each s in S one and only 
one s' in Si and assigns to each s'in S' one and only one s in S. That 
is, s 4; ) s'. (Little s and s' have been paired off.) 
(ii) si + s2 “ ®3 s'i + s*g * s'3 311(1 
S
1 s2 ‘ 
s3 s’l 8'2 ' s,3 
Example, s is 1, 2, 3» U».*« to the base 10. 
s' is 1, 2, 3» 1+,*.. to the base 2. 
S(base 10) 
1  
2  ;  
3  
k  
5   
6   
7   







   1 
  10 
  11 
  100 
  101 
  110 
  111 
  1000 
  1010 
  ion 
Holtipncation 
11 (3) n (3) 
11 ill 10 (2) 
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I. The integers form a ring which: 
(1) is commutative, 
(2) has a unit, 
(3) has no zero divisors. 
II. There is a subset p of the integers such that; 
(1) p is isomorphic to the natural numbers. 
(2) For every integer a, exactly one of the following is trues 
(i) a is in p, 
(ii) a - o, 
(iii) -a is in p. (The negative of a is positive.) 
Theorems and Proofs 
Definition. 
a is positive means a is in P. 
a is negative means -a is in P. 
Theorem R2.1. If a ^ o, is positive. 
Proof: If a ^ o, then either a is in p or -a is in p, by 112 
2 
If a is in p, then a is again in p, \jy III 
2 2 2 





a -^.b means that b - a is positive 
a ^b means a<b or a a b. 
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Theorem R2.2* a is positive a >o. 
Proof: a is positive a is in P 
a is positive a - o is in P 
a is positive a > o 
Theorem R2.3* a is negative a < 
Proof: a is negative ( -a is in P 
a is negative ^1 ) o - a is in P 
a is negative a < o. 
Theorem R2.U* If a 4* b and b < c, then a ^ c. 
Proofi Assume a <Cb and b< c 
This means b «• a is positive 
and c - b is positive 
also c - a is positive 
Therefore, a ^ c. 
Theorem R2.5>« If a is positive (a >o), and b is positive (b >o), 
then a ♦ b and ab are positive /""(a tb^o) and (ab > o)_/. 
Proof: Axiom III. Add positive numbers and you get a positive 
number; multiply and the same happens* 
Theorem R2*6* If a >o and b *£ o, then ab^, o* 
Proof: Assume a is positive and -b is positive 
Now a(-b) is positive, fcy Th. R2.5 
But a(-b) ■ -(ab), by R7 
-(ab) is positive means ab is negative or ab^o. 
Remark. The following statements are equivalent. 
(1) The ring (R) has no zero divisors. 
(2) If ab ■ o, then a * o or b ■ o. 
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(3) If a 7^ o, and b 7^ o, then ab ■■ o For all a and b in R. 
(U) If ab ■ o, and b 7^ o, then a *^0. 
Theorem R2.7, If c *7** o and ac = be, then a - b. (Only true 
when R has no zero divisors). 
Proof* Let c f o, and let ac ■ be 
Then ac - be * o, by AU and R2.3 
Then (a - b)c » o, by D2 
Since c 7^ o, Remark U» step 2— a - b * o 
Therefore, a - b 
Theorem R2,8. If a -<b and c <£o, then ac > be. 
Proof* Assume b - a is positive, 
and o - c is positive 
Therefore, ~c(b - a) is positive 
-cb + ca is positive 
-cb + ca^ o 
ca - cb > o 
ac - be o 
Therefore, ac^> be. 
Another Ring 
The elements of the ring are ordered pairs (a, b) of integers. 
Addition and Multiplication are defined in this ring as follows: 
(a,b) ♦ (c,d) » (a ♦ c, b ♦ d) /"addition^/ 
(a,b) • (c,d) - (a.c.b.d) /"multiplication^ 
Remark, This ring has zero divisors. 
(2,0) . (0,3) - (0,0) 
(a,b) + (0,0) ■ (a * o, b + o) - (a,b) 
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(-2,7) ♦ (2,-7) - (0,0) 
Axiom 1» Closure for addition 
Proof* (a,b) + (c,d) « (a + c, b + d) 
Because adding integers gives an integer and is unique. 
Axiom 2. Associative law for addition 
Proof: ^"(a,b) + (c,d)_7 + (e,f) “ + c, b + d)J + (e,f), by def. 
^”(a + c), (b + d)J7 ♦ (e,f) ■ /~(a + c) + e (b + d) ♦ t)J, by def. 
Z”(a ♦ c) ♦ e, (b ♦ d) ♦ f+ (c + a) + b + (d + f)_7> assoc law of 
mult. 
b * (d + f )J - /"(a + b) «■ (c ♦ e,d + f )J 
/"(a + b) + (c + e, d + f )J - /”(a,b) + (c + d) + (e ♦ f )J 
Axiom 3» The zero axiom 
(o.o) suppose this is the zero axiom of the ring 
(a,b) + (o,o) - (a + o, b + o) ■ (a,b) 
(o,o) + a,b) » (o + a, o + b) « (a,b) Properties of integers. 
Axiom U. The negative axiom 
Let a in R equal (a,b). To show that a solution (y,z) holds 
and that (a,b) + (y,z) ■ (o,o). 
a + y ■ o ■■|,||^> y ■ -a 
b + z ■ o ■■ z ■ -b 
(y,z) » (-a,-b), equality 
(a,b) + (-a, -b) -_^"a + (-a), b + (-b)J - (o,o). 
Axiom 5. Commutative law of addition. 
(a,b) ♦ (c,d) ■ (a + c, b + d) 
(a + c, b + d) ■ (c ♦ a, d + b) 
(c ♦ a, d + b) » (c,d) + (a,b) 
Axiom Ml. Closure for multiplication. 
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(a,b) • (c.d) - (ac,bd). 
Multiplication of integers yields integers and the product is unique. 
Axiom M2. Associative law for multiplication. 
Z"(a,b) . (c,d)_7 • (e,f) - (a . c, b . d) . (e,f), by def. 
(a . c, b . d) • (e,f) ■ ^“(a . c) . e, (b . d) • fJ7, by def. 
/“(a • c) . e, (b . d) . tj - /“a . (c . e), b . (d . f)J, by 
assoc, law of mult, for integers 
£ a • (c . e), b . (d . f)_J7 ■ (a*b) . • ©)» (d*fdef. 
(a,b) . /“(c . e), (d . î)J - (a,b) . /”(c,d) • (e,f)_7, by def. 
Axiom Dl. Left distributive law of multiplication. 
(a,b) . £(c,d) + (e,f)_7 “ (a,b) . (c ♦ e, d + f), by def. 
(a,b) , (c + e, d + f) -f* • (c + e), b . (d + f)J, by def. 
/"a . (c ♦ e), b . (d + i)J - /”(a • c) + (a • e), (b . d) + (b . f), 
by dist. law of the integers 
/”(a • c) + (a • e), (b + d) + (b . f)J7 - (a . c, b . d) + (a . e, 
b . f), by def. 
Axiom D2. Right distributive law for multiplication. 
/”(a,b) + (c,d)_7 • (e,f) - (a + c, b + d) . (e,f), by def. 
(a + c, b+ d) . (e,f) - /""(a + c) • e, (b + d) . tjt by def. 
/"(a + c) . e, (b ♦ d) . tj - /"(a . e) + (c . e), (b , f) + 
(d • f), dist. law for the integers 
/""(a . e) + (c . e), (b . f) + (d . f» (a • e, b • f) + 
(c . e, d . f), by def. 
Proof of Arithmetic Résulta 
The preceding theorems enable us to give vigorous proofs of arith¬ 
metic results which in elementary grades are merely presented and illu s— 
trated. We will illustrate the procedure by giving two such proofs# 
We begin by defining the terms 2, 3» U» etc. 
By postulate 1, there is a number 1, which by theorem 1#3 of the 
natural numbers can be added to itself. The result, 1 + 1, occurs so 
frequently that we need 4 short name for it# We call it 2. Thus, the 
equation 1 + 1 ■ 2 is true by definition. Similarly, we define 3 as 
2 + 1; 1* as 3 + 1, and so on. Instead of inventing new symbols indefi¬ 
nitely (and straining our memories) when we get to M9" we switch to 
positional notation, letting "10" stand for ten plus 0 (where 0 is de¬ 
fined in postulate 3 of the integers, and where ten is 9 + !•)• Simi¬ 
larly, 11 * 10 + 1 and so forth. 
Now we prove the following theorems: 
2 + 2 - U. 
We have seen from the definition that k + 3 
h - 3 + 1 
U - (2 + 1) + 1 
k - 2 + (1 ♦ 1) 
h - 2 + 2 
+ 1, and we proceed as follows: 
def. of k 
def. of 3 
F9 
def. of 2 
Now we prove a second illustrative theorem: 3 
3 . 12 - 3(10 + 2) 
3.12=3.10+3.2 
3# 10+ 3. 2 = 30 + 6 
30 + 6 = 36 
12 = 36. 
def# of posit, not. 
P10 
P10 and previous Th. 
posit, not. 
CHAPTER IV 
THE RATIONAL NUMBERS 
Definition 
The numbers that are expressible in the quotient form a, where 
b 
a, b are integers and b f o, constitute the rational numbers. 
According to this definition any integer a is a rational number 
for by definition the integer a can be written as a, where a, 1 are in¬ 
tegers and 1 7^0. The quotient 7 is by definition a rational number, 
-5 3 
for 7j are integers; the quotient £, though not the quotient of inte- 
2 
gers can be expressed as the quotient and this by definition is a 
10 
rational number. 
A rational number a, where a, b are integers and a ^ b, is said 
b 
to be in reduced form when a, b contain no common integral factors other 
than 1 and -1. 
In general cases, a rational number is a solution x of an equation 
of the type nx ■ m, where m, n are integers, n o. The solution x is 
unique, and is written as the quotient m. For a number to be rational, 
n 
it is not necessary that it actually appear as a quotient of integers, or 
arise as a solution of a certain type of equation, but only that it be 
expressible as a quotient of integers, or obtainable as a quotient from 
an equation nx * m, according to the definition of a rational number 
given earlier. That there are rational numbers which are not integers is 
shown by the fact that 1 satisfies the condition o < 1 <1, and hence is 
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ho 
a positive rational number and not an integer, since there is no posi« 
tive integer less than !• 
Postulates of the Rational Numbers 
Since the set of integers is a subset of the rational numbers, we 
make the following statements The fourteen postulates as stated far the 
integers hold for the rationals. 
In this discussion, let R stand for the set of rational numbers. 
Rl. If a (not zero) is an element of set R, there is a unique 
element 1 such that a. 1 = 1. a* 1. (multiplicative inverse) 
a a a 
Some Theorems of the Rationals and Proofs 
The Rationals Form a Field. A Field (F) is a ring such that 
(1) F is commutative 
(2) F has a unit 
(3) For every a in F, a ^ o, there is a b in F so that ab * 1. 
Notation. If ab ■ 1, we say a is the inverse of b and write 
a * 1. Similarly, b is the inverse of a, and we write b ■ 1. a, b, c, 
b  
... are arbitrary elements of F. 
Theorem U.l. If a ^ o and c is any element of F, then there is 
one and only one x in F so that ax = c. 
Proof: 1 is such an x, because a(l)c = le = c uniqueness, 
a  
Suppose ay = c, to show that y = le. If ay = c then 
a 
l(ay) = lc, by Pll; 
a a 
l(ay) = (la)y, by M2 
a a 
1(a) y = ly, prop. 3 of F 
a 
1 • 7 B 7, by prop. 3 of F 
Notation, c for 1 c 
a a 
Ui 
Theorem U» 2. A field has no zero divisors. 
Proofs Suppose ab - o and b ^ o, to show a = o. 
ab - o since b o, 1 exists, by prop. 3 of F 
b 
Then (ab) 1 - o • 1, mult, by 1 
b b b 
a(b l) = o, by P3, M2, R6 
b 
a . 1 » o, by Th. 1, part I, prop. 2 of F 
a = o. 
Theorem U»3« If ac = be and c o, then a = b 
Two Proofs: 
No. 1. Let c o and let ac => be 
Then ac - be ■ o, by AU 
(a - b)c » o, by D2 
Since c o 
a - b = o 
a = b 
No. 2. 
ac = be, assume 
(ac) 1 ■ (be) 1, mult, by 1 
c c c 
a = b 
Theorem U»U« a . c a ac, b ^ o, d*?Ao 
b d bd 
Proof: Let x ■ a, y ** c and z » ac 
F d bd 
From 1 we get bx «* a, dy = c and bdz ■ ac 
So bxdy = ac 
Then bcLxy * ac, by commut. law 
or xy a ac 
bd 
or xy = z 
hZ 
Theorem U«5« a + c ■ ad * be, b ^ o, d ^ o 
b d bd 
Proofs Let x = a, y = £ and z * ad + be 
b d bd 
Then bx » a, dy * c and bdz » ad + be 
M: by d, bdx * da 
M: by b, bdy " bc 
Adds bdx + bdy ■ da ♦ be 
bd (x + y) =» da + be 
Therefore, x + y ■ ad + be 
bd 
byt z = x + y 
We know z * ad + be, x * a, y ■ c 
bd b d 
Therefore, a + e ■ ad + be 
b d bd 
Theorem U.6* a * c iff ad =* be, b o, d o 
“ b d 
Proofs Suppose a “ £ 
b d 
Let x ■ a ■ c, common value 
b d 
Then bx = a and dx = c 
Then bdx = ad and bdx = be 
Therefore, ad * be, by Plli 
Now suppose ad » be 
l*l.a^“l*l.#c 
b J F d 
a ■ c 
b d 
Theorem U.7. -a » a » -a 
Ï ' -b b 
Proofs Consider the first two -a ■ a 
b -b 
We know that (-a) (-b) = ab in any ring. 
To show -a = a 
b -b 
-a + a ■ o 
E b 
U3 
By theorem five of a field 
-a + a = (-a)b + ab 
b b bb 
(-a)b + ab » (-a ♦ a)b 
bb bb 
(-a + a)b * ob 
bb bb 
o » o . 1 
bb bb 
o • 
bb ■ o, by R 
An Ordered Field 
Definition» A field (F) is ordered if and only if there is a 
subset P of F called the set of positive elements such that: 
1, For every x in F exactly one of the following holds: 
(i) x is positive 
(ii) x is zero 
(iii) -x is positive 
2» If x and y are positive, then so are x + y and xy. 
Theorem U.8» If F is an ordered field and x is in F, and x ^ o, 
2 
then x is positive» 
Proof: Since x ^ o, then either x is positive or -x is positive. 
2 9 
By I. Note that x . x a x and also -x » x ■ x , prop of Rings 
2 
If x is positive, then x is positive, by 2 
If -x is positive, then (-x)^ is positive, by 2 
Theorem lu9» In any ordered field, 1 is positive. 
Proof: 1*1^ 
1 + 1 is positive, by 2 
Then use Theorem lu 8 
hk 
Theorem lull* R (pa prime) cannot be ordered. 
P 
Note: A prime is any number that has no factors except itself 
and one. 
Proof by contradiction: Suppose R is ordered. By Theorem 3» 
P 
1 + 1 + 1. ..+ 1 is positive, but 
p; times 
1 + 1 + 1 +•••+ 1 * o. This contradicts I 
p times 
Theorem lulO* In any field the numbers 1, 1 + 1, 1 + 1 + 1... are 
all positive. 
Proof: 1 is positive, by Th. H.2 
1 + 1 is positive, by 2 
(1 + l) + 1 is positive, by 2 
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