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Preface
Modular forms are important objects in Number Theory. In a simplified way, a modular
form is a function on an open subset of Cn with an invariance property under a sufficiently
large discrete group and a nice Fourier expansion. The theory of modular forms was initi-
ated in the 19th century and was intimately related to the theory of integrals over algebraic
functions (e. g. elliptic integrals). A systematic theory of modular forms with respect to
the symplectic group Sp(n,Z) was developed by C. L. Siegel (1939). Modular forms can
be used to determine for example numbers of representations of a quadratic form (Siegel’s
Hauptsatz) or Abelian extensions of (real or imaginary) number fields. Recently they were
part in Wiles’ proof of Fermat’s last Theorem. One possible generalization of symplectic
modular forms are paramodular forms.
First results about paramodular forms were shown by Christian [Ch1] and Köhler ([Kö1],
[Kö2] and [Kö3]). Generators of a graded ring of paramodular forms of degree 2 were
first determined by Igusa for Γ1 (the paramodular group of degree 2 and level 1), i. e. the
ring of Siegel modular forms of genus 2. Igusa’s proof ([Igu]) was simplified by Freitag
([Fr4]) using a distinguished Siegel modular form Θ5 with non-trivial multiplier system and
known zeros. Then, using similar techniques, Freitag ([Fr2]) determined generators of the
graded ring of modular forms of even weight with respect to Γmax2 , the maximal normal
discrete extension of Γ2 (the paramodular group of degree 2 and level 2) of index 2. Only
recently, these results were extended to Γ2 by Ibukiyama and Onodera ([IO]). Moreover,
Runge [Run, Thm 2.3] described the even part of the graded ring of modular forms for
paramodular groups of arbitrary degree as invariants of a certain space of theta constants.
This result could so far not be used to give explicit information on generators. On the other
hand Ibukiyama determined the dimension of the spaces of cusp forms ([Ib1]) from which
one can deduce the Hilbert series for A(Γt) for small t (cf. [Ib2], [IO]).
Recent results of Borcherds ([Bor]) can be used to construct paramodular forms with known
zeros, so-called Borcherds products. Note that Θ5 is an example of a Borcherds product.
Other examples of Borcherds products with respect to the paramodular group were given
in [GN]. Using Borcherds products Dern ([Der]) generalized the method of Freitag ([Fr4])
and determined the generators for modular forms with respect to Γ3. He found a Borcherds
product which has a zero of order one on the divisor λ⊥ with the lowest discriminant and
no other zeros. Using generaliziations of Maaß’s construction [Ma2] [Ma3] introduced by
Gritsenko [Gr1], [Gr2] and Gritsenko-Nikulin [GN]– so-called "arithmetical liftings"– he
was then able to lift all modular forms with respect to StabΓ3 λ⊥ to paramodular forms for
Γ3.
iii
iv Preface
This method was extended by Dern and Krieg ([DKr1], [DKr2]) in order to determine the
algebraic structure of some graded rings of hermitian modular forms of degree 2.
Given t ∈ N and Pt = diag(1, t), the paramodular group of level t is defined by Γ̂t = {M ∈
GL4(Z);Mtr
( 0 −Pt
Pt 0
)
M =
( 0 −Pt
Pt 0
)}. Since Γ̂t can be embedded into Sp2(Q) (denoted by
Γt), Γt acts on the Siegel upper half-space H2 = {Z = X + iY ;X = X tr,Y tr = Y > 0} in the
usual way.
The main objects of this thesis are paramodular forms of degree 2, i. e. holomorphic func-
tions f :H2 → C with
f ((AZ +B)(CZ +D)−1) = ν(M)det(CZ +D)k f (Z) for M =
(
A B
C D
)
∈ Γt ,
where k ∈ Z is the weight and ν is an Abelian character of Γt . The vector space Mk(Γt ,ν)
of these functions is finite dimensional.
The goal of this thesis was to determine the algebraic structure of (or at least a set of gen-
erators for) the Z-graded algebra of all paramodular forms A(Γt) =⊕kMk(Γt ,1) for t = 5.
In the course of the computations we were able to determine the structure of a graded ring
of modular forms with respect to a certain subgroup Γ⊂ SL2(Z)2 using methods from com-
mutative algebra. The main result of this thesis yields a method to determine an invariant
ring for a polynomial ring modulo a (principal) ideal I. In order to describe A(Γ5) we use
the methods by Dern and Krieg, and thus obtain some structural results about A(Γ5), e. g.
the Hilbert series and a basis for Mk(Γ5) for small weights k. Furthermore, we are able to
determine four algebraically independent forms which are candidates for a homogeneous
system of parameters. In any case their degrees match the degrees that are predicted by the
Hilbert series.
Now we give a short description of the thesis:
In the first chapter we fix notations. In the second chapter we summarize results about
the paramodular group – such as generators, extensions and the group of Abelian charac-
ters – and paramodular forms. Moreover, we calculate a system of representatives for the
equivalence classes of (n− 1)-cusps for the paramodular group Γ(P) for arbitrary n and P
(Theorem 2.5.13) and give an equivalent characterization of a paramodular cusp form.
Since Borcherds theory is written in the language of orthogonal groups, we translate, in
Chapter 3, the paramodular group of degree 2 with square-free level t into the orthogonal
setting. In the same way (Section 3.4) we can translate paramodular forms of degree 2 to
orthogonal modular forms via a modular isomorphism (cf. the commutative diagram in
Equation (3.16)). Following [FH] we consider Eichler transformations in order to prove
that for square-free t all quadratic divisors of fixed discriminant are equivalent under Γmaxt .
We determine the stabilizers for some quadratic divisors in case t = 5 with particular em-
phasis on λ⊥9 . This stabilizer contains the group SL2(Z)[3]2 as a normal subgroup with
Stabλ⊥9 /SL2(Z)[3]2 ∼= SL2(Z/3Z). We complete this chapter with a characterization of
f ∈ A(Stabλ⊥9 ) (i. e. the ring of all modular forms with respect to Stabλ⊥9 ), which allows
vus to determine A(Stabλ⊥9 ) by first determining A(SL2(Z)[3]2) and then the invariant ring
of A(SL2(Z)[3]2) with respect to SL2(Z/3Z).
In Chapter 4 we give some group theoretical results about the main congruence subgroup
SL2(Z)[3], e. g. generators, cusps and character table. Then we calculate generators for
the graded ring of all modular forms with respect to SL2(Z)[3] using well-known results
from [Miy]. We then determine the algebraic structure of the ring of all modular forms with
respect to SL2(Z)[3]2 which is isomorphic to C[X1, . . . ,X4]/〈X1X4−X2X3〉. Finally we cal-
culate the exact representation of the invariance group.
At the beginning of Chapter 5 we collect some necessary results from Commutative Alge-
bra. The most important structure – Cohen-Macaulay rings – will be discussed in Section
5.2, especially we generalize the Theorem of Hoechster-Eagon to Cohen-Macaulay rings.
We calculate the structure of the ring
A(SL2(Z)[3]2)SL2(Z/3Z).
using the fact that this ring is Cohen-Macaulay and an exact sequence. More explicitly
the exact sequence allows us to determine the invariants by calculating C[X1, . . . ,X4]G and
C[X1, . . . ,X4]χ for some character χ which can be done using computer algebra systems.
In Chapter 6 we discuss the Maaß lift which is essentially a lift from half-integral Jacobi
forms with character to paramodular forms with character. The main result, Theorem 6.3.2,
is essentially a reformulation of results from [Gr1] and [GN]. Using a dimension formula
for these Maaß spaces from Skoruppa [Sko], we are able to give generators for the free
C[g4,g6]-module of Jacobi forms (where g4 and g6 denote the elliptic Eisenstein series of
weight 4 and 6, respectively).
In Chapter 7 we construct paramodular forms of level 5 using Borcherds products. Using
some properties of these forms we give a possible set of primary generators in the case that
A(Γ5) is Cohen-Macaulay. Using Ibukiyama’s dimension formula ([Ib2]) for paramodular
cusp forms we compute the exact Hilbert series for A(Γ5) and determine a basis ofMk(Γ5)
for small weights. To close this chapter there are some remarks about a reduction process to
determine the algebraic structure of A(Γ5), and some ideas on further work.
This thesis was developed mainly at Lehrstuhl A für Mathematik at RWTH Aachen under
the direction of Prof. Dr. A. Krieg. I would like to thank Prof. Krieg deeply for the
suggestion of this topic, his continous interest and his valuable suggestions. I would like
to thank PD. Dr. J. Müller, Lehrstuhl D für Mathematik RWTH Aachen, for help with
the theory of commutative algebras and [MAGMA], his patience in answering sometimes
easy questions and his willingness to report on this thesis. I would like to thank Prof.
Ibukiyama for giving me the opportunity to join his research team for one year and for his
support during my stay in Osaka. I want to thank the East-Asia program of Daimler-Chrysler
and the AIEJ program of the Japanese government for their financial and organisational
support, which made this stay in Japan possible. Since October 2003 I was an associated
member of Graduiertenkolleg "Hierarchie und Symmetrie in mathematischen Modellen"at
RWTH Aachen which opened the chance for fruitful mathematical discussions. To all my
colleagues at Lehrstuhl A für Mathematik I would like to express my thanks for moral
vi Preface
support and many inspiring discussions. In particular I want to thank Tobias Dern and Ingo
Klöcker for mathematical help, Sebastian Mayer for support in [MAPLE] problems and my
office mate Thorsten Heck for bearing my moods, and many questions.
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1 Notations
We denote by N= {1,2,3, . . .}, Z, Q, R and C the set of natural, integral, rational, real and
complex numbers, respectively, and define N0 := N∪{0}. Let ]A be the cardinality of the
set A (throughout this thesis always finite). Given z = x+ iy ∈ C by x,y ∈ R, then x := Rez
is the real part and y := Imz is the imaginary part of z. The upper half-plane is denoted by
H := {z ∈ C; Imz > 0}.
Let G be a group, H a subgroup of G (denoted by H ≤ G) and a,b ∈ G. We write a ≡
b mod H if aH = bH. Furthermore, we denote by H EG that H is normal in G. Given
S ⊂ G, we denote by 〈S〉 ≤ G the subgroup of G generated by all elements of S. The
commutator of a and b is given by [a,b] := aba−1b−1. The commutator group DG is the
subgroup of G generated by all commutators of elements of G. Let Gab = Hom(G,C×) be
the group of all Abelian characters of G which is isomorphic to G/DG. We denote by G×G
the direct product of G with itself. We also use the abbreviation G2 = G×G.
Let n,m,k, l be elements of N. Given a ring R (always assumed to be commutative and
with unity), we denote by Matn(R) the set of n by n matrices with entries in R. For
A, B ∈ Matn(R), we denote by Atr (resp. A−1) the transpose (resp. the inverse provided
its existence) of A ∈ Matn(R). Moreover, B[A] := AtrBA and A−tr := (A−1)tr. The entries
of A are denoted by ai j for i, j ∈ {1, . . . ,n}, i. e. A = (ai j). Let In = (δi j) ∈ Matn(R)
be the identity-matrix of rank n. We sometimes use I instead of In if n is obvious. The
diagonal matrix with given diagonal entries t1, . . . , tn is denoted by diag(t1, . . . , tn) = (t jδi j).
E(n)kl = (δkiδl j) ∈ Matn(R) is the matrix, where the (k, l)-entry is 1 and all others are 0.
e
(n)
k = (δki) ∈Rn is the column vector with k-entry 1 and 0 otherwise. We write Ekl for E(n)kl
and ek for e
(n)
k if the rank n is implicitly given by the context. If k = l, we use Ek instead of
Ekk.
SLn(R), GLn(R) and Spn(R) ⊂ GL2n(R) denotes the special linear group, the general
linear group and the symplectic group over the ring R, respectively. We use (M1,M2) 7→
M1×M2 for the standard embedding Spm(R)×Spn(R) ↪→ Spm+n(R) of symplectic groups
as in [Kr4, p. 44]. We denote by Symn(R) the set of all symmetric matrices M = Mtr ∈
Rn×n. If additionally R is a subring of R and S ∈ Sym(R), we denote by S > 0 (resp.
S ≥ 0) positive definite (resp. positive semi-definite) matrices. Let Cn be the cyclic group
of order n, i. e. Cn := Z/nZ. We use m | n if m divides n, m - n if m does not divide
n and m ‖ n if m | n and gcd(m,n/m) = 1. Given P, U ∈ GLn(R) and S ∈ Matn(R), we
use the abbreviations rot(U) =
(
U 0
0 U−tr
)
and trans(S) =
( In S
0 In
)
. Moreover, we define JP =(
0 −P−1
P 0
)
and ĴP =
( 0 −P
P 0
)
. If P = I, we write J := JI =
(0 −I
I 0
)
.
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2 Notations
Given matrices A, B, N ∈ Matn(Z), we write A ≡ B mod N if a j,k ≡ b j,k mod n j,k for all
1≤ j,k ≤ n, i. e. if the congruence is satisfied for every coefficient.
Given a map f , we write ker f for the kernel and im f for the image of f .
Given a field F we denote by F [X1, . . . ,Xn] the polynomial ring in the variables X1, . . . ,Xn.
If the variables are not necessary free, we use instead the notation F〈X1, . . . ,Xn〉. Let R be
a ring and r1, . . . ,rl ∈R. Then we denote by 〈r1, . . . ,rl〉 the ideal which is generated by the
elements r1, . . . ,rl .
2 Paramodular Groups
2.1 Definition and Generators
Given P ∈ Posn(Q) = {M ∈Matn(Q) ; M = Mtr > 0}, the paramodular group of level P is
defined by
Γ(P) =
{
M ∈ Spn(Q)
∣∣∣( I 00 P)−1 M ( I 00 P) ∈Mat2n(Z)} .
The conjugate group
Γ̂(P) =
( I 0
0 P
)−1 Γ(P)( I 00 P)⊂Mat2n(Z)
is the integral paramodular group of level P. Alternatively, Γ̂(P) can be defined by
Γ̂(P) =
{
M ∈Mat2n(Z) ; ĴP[M] = ĴP
}
.
This leads to the following integral symplectic relations of Γ̂(P): Given a matrix M =(A B
C D
) ∈Mat2n(Z), we have
M ∈ Γ̂(P) ⇐⇒ AtrPC, DtrPB symmetric and AtrPD−CtrPB = P. (2.1)
For P 6= λ I, the paramodular group Γ(P) is not invariant under transposition. Instead, Γ(P)
is invariant under the involution
τP : M 7→
(
P 0
0 P−1
)−1
Mtr
(
P 0
0 P−1
)
.
As is well-known, every paramodular group Γ(P) is conjugate to a paramodular group Γ(P′),
where P′ = diag(t1, . . . , tn) is a matrix of elementary divisors (essentially, t1, . . . , tn are the
elementary divisors of qP, where 0 < q ∈Q is chosen in such a way, that qP is integral and
primitive; see [Run]).
Thus we can assume without restriction, that P is a matrix of elementary divisors, i. e. from
now on we have P = diag(t1, . . . , tn) with t1 = 1 and t j/t j−1 ∈ N for all 2≤ j ≤ n. Since the
quotients ti/t j are used frequently in the sequel, we write ti, j := t−1i t j for short. Of course,
we have ti, j ∈ N if i ≤ j ≤ n. For reasons explained later, it is also convenient to define
t0,1 := tn,n+1 := 12 (see Section 2.3).
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4 Paramodular Groups
We define
Ω(P) =
{
U ∈ GLn(Z) ; PUP−1 ∈Matn(Z)
}
,
Σ(P) =
{
M ∈Matn(Q) ; M = Mtr, MP ∈Matn(Z)
}
,
Σ̂(P) =
{
M ∈Matn(Z) ; MP−1 symmetric
}
.
Typical elements of Γ(P) are rot(U) for U ∈Ω(P), trans(S) for S ∈ Σ(P) and JP.
In degree 2 we define Pt = diag(1, t), Γt = Γ(Pt) and Γ̂t = Γ̂(Pt) as abbreviations. In the
same way we set τt = τPt , Ωt = Ω(Pt), Σt = Σ(Pt) and Ĵt = ĴPt .
The entries of M ∈ Γ(P) have bounded denominators, depending on the entries of P (cf.
[Mar]). We briefly show that using both Γ(P) and Γ̂(P) have their advantages depending
on the context: The congruence-properties of paramodular matrices can be described most
easily by the integral realisation Γ̂(P): Given M =
(A B
C D
) ∈ Γ̂(P), we get by the symplectic
relations
A,B,C,D≡ 0 mod N(P) with N(P) = (max{1, ti, j})1≤i, j≤n. (2.2)
Thus all four blocks of M ∈ Γ̂(P) have the same congruence-properties, which is obviously
not true for M ∈ Γ(P). On the other hand Γ(P) (as a subgroup of Spn(Q)) acts in the usual
way on the Siegel upper half-space
Hn := {Z = X + ι˙Y ∈Matn(C) ; X , Y ∈ Symn(R), Y > 0} ,
which is in turn not true for M ∈ Γ̂(P). As a matter of fact, we will skip between the two
realizations of the paramodular group.
Lemma 2.1.1 ([Ka1, Lem 1.2]) Given 1 ≤ n < m, let P = diag(t1, . . . , tn) ∈ Posn(Z) and
Q = diag(u1, . . . ,um) ∈ Posm(Z) be matrices of elementary divisors. Let σ : {1, . . . ,n} →
{1, . . . ,m} satisfy σ(i)< σ( j) if i < j and ti = guσ(i) for all i = 1, . . . ,n with a fixed g ∈ N.
Extend σ to a mapping σ˜ : {1, . . . ,2n} → {1, . . . ,2m} by σ˜(i) := m+σ(i− n) for i = n+
1, . . . ,2n. Then there is an injective homomorphism Λσ : Γ̂(P)→ Γ̂(Q), defined by
(Λσ (M))kl =
{
mi j, if (k, l) = (σ˜(i), σ˜( j)),
δkl, otherwise,
for M = (mi j) ∈ Γ̂(P).
Example 2.1.2 a) Let n = 1. In this special case every mapping σ : {1} → {1, . . . ,m}
satisfies the conditions in the Lemma 2.1.1 (since t1 = 1), and we write Λi :=Λσ for short
if σ(1) = i. Thus for every i ∈ {1, . . . ,n} we have an embedding Λi : SL2(Z) ↪→ Γ̂(P).
b) Given 1 ≤ j < k ≤ n, we define σ j,k : {1,2} → {1, . . . ,n} by 1 7→ j and 2 7→ k. Since σ
fulfills the condition of Lemma 2.1.1, we get an embedding
Λ j,k : Γ̂(Pt j,k)→ Γ̂(P).
We will need these embeddings to calculate the number of inequivalent cusps.
2.2 An Extension of Γt 5
c) Obviously, we can combine these embeddings to embed direct products of paramodular
groups, e. g. we can embed SL2(Z)n diagonally into Γ̂(P) by
(M1, . . . ,Mn) 7→M1× . . .×Mn.
Knowing suitable “elementary” generators of Γ̂(P) is essential for many calculations for
Γ̂(P). The following lemma was proven by Kappler [Ka1] using results from [Ch1], [Gro]
and [Kl2].
Lemma 2.1.3 ([Ka1, Thm 1.12]) Γ̂(P) is generated by ĴI and trans(Si j) for 1 ≤ i ≤ j ≤ n
with
Si j =
{
Eii, if i = j,
ti, jEi j +E ji, if i < j.
Example 2.1.4 Let t ∈ N. Then the group Γt is generated by
Jt and trans(S) for S =
(
1 0
0 0
)
,
(
0 1
1 0
)
,
(
0 0
0 1t
)
.
Note that Rosati ([Ros]) and Runge ([Run]) also determined (different) sets of generators
for the paramodular group.
2.2 An Extension of Γt
The paramodular group Γ(P) ⊂ Spn(Q) has in general non-trivial discrete extensions in
Spn(R) ([Kö1]). In this section we give a short description of these extensions in the case
of degree 2 following [Gr1].
Let t = ∏p|t prp be the prime decomposition of t ∈ N and ν(t) the number of prime factors
of t. For each prime p with p | t, let dp = prp be the highest p-power dividing t. Moreover,
we define ∆t =
{
d | t ; d 6= 1, gcd(d, td ) = 1
}
. For d ∈ ∆t , we choose x, y ∈ Z such that
xd− y td = 1 and define Vd ∈ Sp2(R) by
Vd =
(
Ud 0
0 U−trd
)
with Ud = 1√d
(
dx −t
−y d
)
. (2.3)
Up to Γt-equivalence, Vd does not depend on the choice of x and y: All possible choices of
(x,y) are equivalent modulo gcd( td ,d). If we replace (x,y) in Ud by (x
′,y′) = (x+ j td ,y+ jd)
for some j ∈ Z, we have
U ′d = 1√d
(
d(x+ j td ) t
y+ jd d
)
= 1√d
(
dx t
y d
)(1 0
j 1
)
=Ud
(1 0
j 1
)
and V ′d =Vd rot
(1 0
j 1
)
.
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Since the problems we are dealing with later (extensions of Γt generated by Vd’s, char-
acters and modular forms to these extensions etc.) are (shown to be) invariant under Γt-
equivalence, we suppress this choice of (x,y) in the notation. Let Γmaxt = 〈Γt ,Vd; d ∈ ∆t〉 be
a discrete normal extension of Γt and Γ∗t = 〈Γt ,Vt〉. Since every discrete normal extension
of Γt is contained in Γmaxt ([Kö2, Satz 4’]) it is often called a maximal discrete extension of
Γt .
From now on let t be square-free. We consider
Ω(Pt) = Γ0(t) = {
(
α β
γ δ
)
∈ SL2(Z); β ≡ 0 mod t}
and the maximal discrete extension, the so-called Fricke-group (cf. [Kr2]),
Γ0(t)max =
〈
Γ0(t),Ud; d ∈ N, d | t
〉
.
We choose without loss of generality
Ut =
(
0
√
t
1/
√
t 0
)
and U1 = I.
The extensions in higher degrees are defined in an analogous way ([Kö1]). Let Γ(P)max the
maximal discrete normal extension of Γ(P) as defined in [Kö2].
2.3 Abelian Characters for Γ̂(P)
In this paragraph we will summarize the result from [DM]. Keep in mind that these results
were already known before in the case of degree n≤ 2, see for example [GH].
Since the result depends on the 2-powers dividing the quotients ti,i+1, we define
si,i+1 := gcd(ti,i+1,4) for i = 0, . . . ,n
(recall t0,1 = tn,n+1 = 12, thus s0,1 = sn,n+1 = 4). Especially, we have to distinguish cer-
tain sub-blocks of P corresponding to distinguished patterns that appear in the sequence
(si,i+1)0≤i≤n:
Definition 2.3.1 a) diag(t j, t j+1) is a sub-block of P of type 1 if s j−1, j > 1, s j, j+1 = 1 and
s j+1, j+2 > 1.
b) diag(t j, . . . , t j+d−1) with d ≥ 2 is a sub-block of P of type 2 if s j−1, j = 4, si,i+1 = 2 for
j ≤ i≤ j+d−2 and s j+d−1, j+d = 4.
Note that every entry t j belongs at most to one sub-block (and to none at all in general). Let
c j be the number of sub-blocks of P of type j and define li = gcd(ti−1,i, ti,i+1) for i= 1, . . . ,n.
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Given M =
(A B
C D
) ∈ Γ̂(P) and i, k ∈ N with i+ k−1≤ n, we define
pii,k(M) =
(
Ai,k Bi,k
Ci,k Di,k
)
where for X = A,B,C,D the matrix Xi,k is the sub-block of dimension k of X given by
Xi,k = (xlm)i≤l,m≤i+k−1.
We get the following homomorphisms by a straightforward calculation.
Lemma 2.3.2 [DM, Lem 5.1]
The following maps are homomorphisms of groups:
a) Ψi,1,li : Γ̂(P)→ SL2(Cli),M 7→ pii,1(M) mod li,
b) Ψi,2,2 : Γ̂(P)→ Sp2(C2),M 7→ pii,2(M) mod 2, if diag(ti, ti+1) is a sub-block of type 1,
and
c) Ψi,k,N : Γ̂(P)→ Γ̂(Qk)[N],M 7→ pii,k(M) mod N, if diag(ti, . . . , ti+k−1) is a sub-block of
type 2, where Qk = diag(1,2,4, . . . ,2k−1) and Γ̂(Qk)[N] is in principle the group Γ̂(Qk)
modulo a certain matrix N. The exact definition is contained in [DM].
Example 2.3.3 Let t ∈ N.
a) We have li = gcd(12, t) for i = 1,2 and therefore
Ψi,1,li : Γ̂t → SL2(Cli), M 7→
(
Aii Bii
Cii Dii
)
mod li.
b) Pt itself is a sub-block of type 1 if and only if 2 - t. In this case we have
Ψ1,2,2 : Γ̂t → Sp2(C2), M 7→M mod 2.
c) Pt itself is a sub-block of type 2 if and only if 2 ‖ t. In this case we have N =
(
N˜ N˜
N˜ N˜
)
with
N˜ =
(4 4
2 4
)
and
Ψ1,1,N : Γ̂t → Γ̂2[N], M 7→M mod N.
Using these homomorphisms, we can define characters of Γ̂(P) in the following way:
1) Let µ = v2η be the generator of SL2(Z)ab determined by µ(T ) = e2pii/12. Given l ∈Nwith
l | 12, one has ker(µ12/l) ⊂ SL2(Z)[l]. Therefore we can think of µ12/l as a character
of SL2(Cl) ∼= SL2(Z)/SL2(Z)[l]. Thus for i ∈ N with i ≤ n we get a character µi of
Γ̂(P) of order li = gcd(ti−1,i, ti,i+1) defined by µi := µ12/li ◦Ψi,1,li . Explicit values can be
calculated with Corollary 4.2.5.
2) Let κ : Sp2(C2)→ C∗1 be the unique non-trivial character of Sp2(C2) (see Section 8.2).
If diag(ti, ti+1) is a sub-block of P of type 1, we get a character κi,2 of Γ̂(P) of order 2,
defined by κi,2 := κ ◦Ψi,2,2. Explicit values of κi,2 (on generators at least) can be easily
derived from [Ma1, (37)].
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3) Let λk ∈ Γ̂(Qk)[N]ab be the special character of order 4 from [DM]. If diag(ti, . . . , ti+k−1)
is a sub-block of P of type 2, we get a character λi,k of Γ̂(P) of order 4, defined by
λi,k := λk ◦Ψi,i+k−1,N . More explicit values of λi,k (on generators at least) can be derived
from [DM, Lem 4.2].
Example 2.3.4 Let t ∈ N.
a) If l = gcd(12, t) 6= 1, we have two characters defined by
µi : Γ̂t → C, µi(M) = µ12/l
((
Aii Bii
Cii Dii
)
mod l
)
for i = 1,2.
b) If 2 - t, we get the character
κ1,2 : Γ̂t → C, κ1,2(M) = κ (M mod 2) .
We are now able to state the main result of [DM]:
Theorem 2.3.5 Given j ∈ {1,2}, let c j be the number of sub-blocks of P of type j. Then
Γ̂(P)ab has order
2c1+c2
n
∏
i=1
gcd(ti−1,i, ti,i+1,12).
More precisely, if D1, . . . ,Dc1 are the sub-blocks of type 1 and Dc1+1, . . . ,Dc1+c2 are the
sub-blocks of type 2 with D j = diag(ti j , . . . , ti j+k j−1), then Γ̂(P)ab is generated by
µi, 1≤ i≤ n, κi j,2, 1≤ j ≤ c1, λi j,k j , c1 +1≤ j ≤ c1 + c2.
Example 2.3.6 Let t ∈ N.
a) Γ̂abt has order gcd(12, t)gcd(12,2t).
b) Let t 6= 2,3 be a prime number. Then Γ̂abt ∼= C2 is generated by κ1,2. Moreover, (Γ̂maxt )ab
is isomorphic to C2×C2 and generated by κ1,2 and χt which is defined by χt(Vt) = −1
and χt(Γ̂t) = 1.
2.4 Paramodular Forms
Let k ∈ Z and n≥ 2. Since Γ(P)max ⊂ Spn(R), this group acts on { f :Hn → C} by
( f |k M)(Z) = det(CZ +D)−k f
(
(AZ +B)(CZ +D)−1
)
for M =
(
A B
C D
)
∈ Spn(R).
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Definition 2.4.1 Let Γ ⊂ Γ(P)maxof finite index and ν ∈ Γab. A holomorphic function f :
Hn → C is a paramodular form of weight k with respect to Γ and character ν if
( f |k M)(Z) = ν(M) f for all M ∈ Γ.
The space of paramodular forms of weight k with respect to Γ and character ν is denoted
byMk(Γ,ν). If ν = 1, then we often writeMk(Γ).
Since
Mk(Γ,ν1) ·Ml(Γ,ν2)⊂Mk+l(Γ,ν1ν2)
and
Mk(Γ,ν) =
{
{0}, k < 0 or (k = 0 and ν 6= 1),
C, k = 0,ν = 1,
we get the Z-graded algebra A(Γ) :=⊕k∈N0Mk(Γ) and the A(Γ)-module
A(Γ,ν) :=
⊕
k∈N0
Mk(Γ,ν) in the algebra
⊕
ν∈Γab
A(Γ,ν).
Remark 2.4.2 Since every Γ ⊂ Γmaxt of finite index is commensurable with Γ1, we know
([Fr1, II Thm 6.11]) that the C-algebra A(Γ) is finitely generated. Moreover, the tran-
scendence degree of the homogeneous field of fractions Quothom(A(Γ)), which contains all
quotients of paramodular forms of the same weight, is equal to 3. Especially the length of
a set of algebraic independent paramodular forms of degree 2 is lower or equal to 4. For a
direct proof of this statement see Section 7.
Throughout this thesis let Γ(P) ⊂ Γ ⊂ Γ(P)max. Therefore Γ contains a congruence sub-
group Spn(Z)[l] := {M ∈ Spn(Z);M ≡ I mod l} such that ν is a character mod l for every
ν ∈ Γab. Thus the Koecher principle holds, i. e. every f ∈Mk(Γ,ν) has a Fourier expansion
of type
f (Z) = ∑
T∈Λn(l),T≥0
α f (T )epiiSp(T Z)
with
Λn(l) = {T ∈ Symn(Q); lT even, integral matrix}.
In the case of Γ = Γt and ν = 1 we can Λ2(l) substitute by
Λ2(Pt) = {T =
(
2λ1 λ2
λ2 2tλ3
)
; λi ∈ Z for all 1≤ i≤ 3}.
In order to calculate the exact lattice Λ(P,ν) for other Abelian characters ν ∈ Γ(P)ab, we
need to determine all S with trans(S) ∈ Λ and f (Z +S) = f (Z), which depends on P and ν
only (compare with [Mar]).
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2.5 Cusps of Γ(P) and Paramodular Cusp Forms
2.5.1 Cusp Forms
We define the Siegel Φ-operator by
Φ :Mk (Γ(P),ν)→Mk
(
Γ((Pi, j)1≤i, j≤n−1), ν˜
)
, f 7→ f |Φ,
where (Pi, j)1≤i, j≤n−1 = diag(t1, . . . , tn−1), the character ν˜ : Γ(diag(t1, . . . , tn−1))→ C is de-
fined by ν˜(M) = ν(M× I) for M ∈ Γ(diag(t1, . . . , tn−1)) and
f |Φ :Hn−1 → C, ( f |Φ)(Z1) = limy→∞ f
(
Z1 0
0 iy
)
.
Φ is well-defined and a homomorphism of vector spaces. A real matrix A is called projetive
rational if there exists a t ∈ R\{0} such that tA is rational. As in [Fr1, II 6.9]:
Definition 2.5.1 f ∈Mk (Γ(P),ν) is called a paramodular cusp form of weight k and char-
acter ν if and only if
( f |k N) |Φ = 0 for all projective rational matrices N ∈ Spn (R).
We denote by Sk (Γ(P),ν) the space of all paramodular cusp forms of weight k and character
ν .
Since Spn(Z) and Γ(P) are commensurable, it is sufficient to take N ∈ Spn(Z) from a system
of representatives of the cosets
(
Γ(P)∩Spn(Z)
)
N. It is possible to choose the representa-
tive in Spn (Q). We define the stabilizer of the standard boundary component of maximal
dimension in Spn (Q) (compare with [Kl1, §5]) as follows
C (Q) :=Cn,n−1 (Q) = {M ∈ Spn(Q); M =
( ∗ ∗
0tr2n−1 ∗
)
}. (2.4)
Every M ∈C (Q) has the form
M =

A1 0 B1 ∗
∗ u−1 ∗ ∗
C1 0 D1 ∗
0 0 0 u
 with M1 := (A1 B1C1 D1
)
∈ Spn−1(Q) and u ∈Q\{0} .
From
f |k NM |Φ = u−k f |k N |Φ |k M1 for all N ∈ Spn(Q) and M ∈C (Q)
and
f |k NM = f |k M for all M ∈ Spn(Q) and N ∈ Γ(P),
we conclude
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Proposition 2.5.2 Let f ∈Mk (Γ(P),ν) .T hen f is a paramodular cusp form if and only if
f |M |Φ = 0 for all M ∈ Γ(P)\Spn(Q)/C (Q).
Especially, the number of matrices to be checked is finite.
2.5.2 Short Repetition on Cusps
Most of the results of this paragraph are contained in [Nam, §1 and §4 ]. Define Dn :={
Z ∈ Symn(C); In−ZZ > 0
}
and let Dn be the topological closure of Dn in Symn(C), i. e.
Dn = {Z ∈ Symn(C); In−ZZ ≥ 0}. Dn is isomorphic to Hn via the Cayley transformation
C :Hn → Dn, τ 7→ Z = (τ− iI)(τ+ iI)−1 .
The inverse C−1 is given by C−1(Z) = i(Z + In)(−Z + In)−1. For given p, q ∈ Dn, we call
p∼D q if and only if there exist holomorphic maps ξi : D1 → Dn, i = 1, . . . , m, such that
ξ1(0) = p, ξm(0) = q, and ξi(D)∩ξi+1(D) 6= ∅.
This is an equivalence relation. Roughly speaking, p ∼D q, if they can be connected by
a finite number of holomorphic curves. A maximal subset in Dn of mutually equivalent
points is called a boundary component of Dn. Therefore Dn is a disjoint union of boundary
components. The action of Spn(R) onDn, which is induced from the Cayley transformation,
can be extended to Dn and has the following form:
(M, Z) 7→M ∗Z = ((A− iC)(Z + I)+(B− iD) i(Z− I)) ·
((A+ iC)(Z + I)+(B+ iD) i(Z− I))−1 .
The disjoint union of Dn into its boundary components is invariant under the operation of
Spn(R). The set Fl = {
(
Z′ 0
0 In−l
)
; Z′ ∈Dl} ∼=Dl is called the Standard boundary component
of degree l and is a boundary component. We get the decomposition Dn =
⋃
0≤l≤n Spn(R)∗
Fl . If F= M ∗Fl for a given M ∈ Spn(R), then F is called a boundary component of degree
l. A generalization of C(Q) in Equation (2.4) is given by
Definition 2.5.3 a) Let F ∈ {R,Q}, then we decompose the matrix X for X = A, B,C, D
into blocks
X =
(
X11 X12
X21 X22
)
,
such that X11 ∈Mat j(F). We introduce the following groups:
Cn, j(F) = {M ∈ Spn(F); C21 =C22 = D21 = 0} and Cprojn, j = Spn(R)proj∩Cn, j(R),
where Spn(R)proj contains all M ∈ Spn(R) which are projective rational.
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b) Given a boundary component F ofDn, we define the parabolic subgroup to F byP(F) :=
{M ∈ Spn(R); M ∗F= F}.
The parabolic subgroup of Fl is Cn, l(R). Given two boundary components F1 and F2, such
that M ∗F1 = F2 for a matrix M ∈ Spn(R), thenP(F2) = MP(F1)M−1. IfP(F1) =P(F2),
then F1 = F2. Given boundary components F1, F2 of Dn, we write
F1 < F2 if and only if F1 ⊂ F2.
A boundary component F of Dn is called rational if and only ifP(F)⊂ Spn(Q). It is known
([Nam, p. 27]) that a boundary component F of Dn is rational if and only if there exists a
matrix M ∈ Spn(Q), such that M ∗F= Fl . Moreover ([Nam, Rem. 4.16]), if F is a rational
boundary component of Dn, then there exists a matrix M ∈ Spn(Z), such that M ∗F= Fl .
Definition 2.5.4 Let Γ ≤ Spn(R)proj be commensurable with Spn(Z). The cusps of Γ are
the rational boundary components. More detailed, let j ∈ N satisfy 0 ≤ j ≤ n− 1. Then a
j-cusp is a rational boundary component of degree j. Two j-cusps F1 and F2 are equivalent
if and only if there is a matrix M ∈ Γ, such that
M ∗F1 = F2.
Remark 2.5.5 a) The concept of a j-cusp can be also found in [Ch2].
b) Let Γ≤ Spn(R)proj be commensurable with Spn(Z). Then∣∣∣Γ\Spn(R)proj/Cprojn, j ∣∣∣
is equal to the number of Γ-inequivalent j-cusps.
c) Let Γ ⊂ Spn(Q) be commensurable with Spn(Z). Then the number of Γ-inequivalent
j-cusps is equal to ∣∣∣Γ\Spn(Q)/Cn, j(Q)∣∣∣ .
Corollary 2.5.6 Let Γ≤Spn(R)proj be commensurable with Spn(Z) and let F be a boundary
component of degree l with l ≤ n−1. Then there exists a matrix M ∈ Spn(R)proj such that
M ∗F< Fn−1.
In view of Proposition 2.5.2 and Corollary 2.5.6 we calculate a system of representatives for
the equivalence classes of (n−1)-cusps.
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2.5.3 The Cusps of Γ(P)
Already Reefschläger ([Ree]) determined the 1-cusps for the paramodular group of degree
2:
Proposition 2.5.7 Given t ∈ N with the prime factor decomposition t = ∏mi=1 pαii , then the
number of 1-cusps is equal to∣∣Γt\Sp2(Q)/C(Q)∣∣= m∏
i=1
(αi +1) ,
i. e. the number of divisors of t.
In order to determine the number of inequivalent (n−1)-cusps, we need to calculate∣∣Γ(P)\Spn(Q)/C(Q)∣∣ .
An easy calculation (see for example [Mar]) reveals
Corollary 2.5.8 Spn(Q)/C(Q) is isomorphic to P2nQ =
(
Q2n \{0})/Q∗ via the transforma-
tion which maps MC(Q) onto the n-th column of M.
A vector X = (x1, . . . , xn)tr ∈ Zn is called primitive if and only if gcd(x1, . . . , xn) = 1. Let
VP :=
( I 0
0 P
)
and MP := VP
{
x ∈ Z2n; x is primitive}. Therefore P2nQ = (Q2n \{0})/Q∗ ∼=
MP/{±1}. Since ±I ∈ Γ(P) and Γ(P) acts on MP via multiplication from the left, we get
Γ(P)\Spn(Q)/C(Q)∼= Γ(P)\MP.
Definition 2.5.9 Let X = (x1, . . . ,x4)tr ∈ Z4 be primitive. Then we define the t-divisor of X
as
dt(X) = gcd(x1, tx2,x3, tx4).
Obviously dt(X) | t. Moreover, Gritsenko ([Gr2, Lem 2.3]) showed that
Lemma 2.5.10 Let X = (x1, . . . ,x4)tr ∈ Z4 be primitive. Then
Γ̂t X = Γ̂t (dt(X), 1, 0, 0)tr.
In order to calculate the number of cusps of the paramodular group of arbitrary degree, we
generalize this result as follows:
Proposition 2.5.11 Let n≥ 2, P= diag(t1, . . . , tn) and X = (x1, . . . ,x2n)tr ∈Z2n be primitive.
Then
Γ̂(P) X = Γ̂(P) (Y1, . . . ,Yn,0n)tr
with Yl = gcd(R
(n)
l X) and R
(n)
l = I2l−2×diag(1, tl,l+1, . . . , tl,n,1, tl,l+1, . . . , tl,n).
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Proof: We show this proposition by induction. The case n = 2 is solved by Lemma 2.5.10.
Let n≥ 3. Before we start with the proof, we need the following definitions:
1) Let gcd(q) = 0 for q = 0.
2) For a vector X ∈ Zn and M ⊂ {1, . . . ,n} we denote by X |M the vector (Xi)i∈M,n−i∈M so
that X1,2 = (x1,x2,xn+1,xn+2)tr.
If X ∈ Zn, then there exists a primitive X ′ ∈ Zn such that X = gcd(X)X ′. Therefore we can
use Lemma 2.5.10 to get a matrix M1 ∈ Γ̂tn such that
X2 := Λ1,n(M1)X =

gcd(x1, tnxn,xn+1, tnx2n)
x2
.
.
.
xn−1
gcd(x1,xn,xn+1,x2n)
0
xn+2
.
.
.
x2n−1
0

.
Using the induction hypothesis there exists a matrix M2 ∈ Γ̂((Pi, j)1≤i, j≤n−1) such that
X3 := (M2× I2)X2 =

gcd(R(n)1 X)
gcd(R(n−1)2 X |{1,...,n−1},xntn,x2ntn)
.
.
.
gcd(R(n−1)n−1 X |{1,...,n−1},xntn,x2ntn)
gcd(x1,xn,xn+1,x2n)
0n

.
Again by Lemma 2.5.10 we obtain a matrix M3 ∈ Γ̂tn−1,n such that
M3
(
gcd(R(n−1)n−1 X |{1,...,n−1}, tnxn, tnx2n)
gcd(x1,xn,xn+1,x2n)
)
=
(
gcd(R(n−1)n−1 X |{1,...,n−1}, tn−1,nxn, tn−1,nx2n)
gcd(X)
)
=
(
gcd(R(n)n−1X)
1
)
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Therefore
X4 := Λn−1,n(M3)X3 =

gcd(R(n)1 X)
gcd(R(n−1)2 X |{1,...,n−1},xntn,x2ntn)
.
.
.
gcd(R(n−1)n−2 X |{1,...,n−1},xntn,x2ntn)
gcd(R(n)n−1X)
1
0n

.
If we notice that
gcd(R(n−1)k X |{1,...,n−1}, tnxn, tnx2n, tk,k+1R(n)k+1X) = gcd(R(n)k (X)) for k = 1, . . . ,n−2,
there exist matrices M4 ∈ Γ̂tn−2,n−1, . . . ,Mn+1 ∈ Γ̂t1,2 such that we get the desired result. 
It is easily checked that (Yi)1≤i≤n has the following properties:
Corollary 2.5.12 a) Yi | ti,n for all 1≤ i≤ n.
b) 1 = Yn | Yn−1 | . . . | Y1.
c) Yi | Yi+1ti,i+1 for all 1≤ i≤ n−1.
d) The numbers Yi are invariants of the Γ̂(P)-orbits. In particular the vectors (Yi)1≤i≤n
(defined as above) are a system of representatives for Γ̂(P)\V−1P MP
Now we want to determine the set of all vectors (Yi)1≤i≤n: Therefore we check whether
every vector l = (l1, . . . , ln)tr ∈ Z2n with the following conditions (*) appear as cusp:
1) li | ti,n for all 1≤ i≤ n.
2) 1 = ln | ln−1 | . . . | l1.
3) lili+1 | ti,i+1 =
ti,n
ti+1,n
for all 1≤ i≤ n−1.
We have to find a primitive vector X = (x1, . . . ,x2n)tr ∈Z2n such that gcd(R(n)i X) = li for i =
1, . . . ,n. This gives us a equation system. Since we have 2n variables and only n equations
we choose xi = xn+i for i = 1, . . . ,n. Moreover it is sufficient to solve this equation system
for every prime p seperately. Then we get the numbers xi by the Chinese remainder theorem.
Fix a prime p and let
pαi ‖ li and pβi ‖ ti,n.
If we set xi = pαi for all i = 1, . . . ,n, then the (n− k)-th equation is satisfied since
βn−k−βn−k+i ≥ αn−k−αn−k+i for all k ≥ i≥ 1
and therefore
pαn−k = gcd(pα1, . . . , pαn−k pβn−k−βn−k+1+αn−k+1, . . . , pβn−k−βn−k+i+αn−k+i, . . . , pβn−k−βn+αn)
Therefore every vector l as above represents a cusp of Γ(P) via isomorphism:
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Theorem 2.5.13 One has
Γ(P)\Spn(Q)/C(Q)∼= {l ∈ Zn; l fulfills condition (*)}=: Ln.
Especially, the number of inequivalent (n−1)-cusps of Γ(P) is equal to
n−1
∏
i=1
(number of divisors of ti,i+1) .
Setting
UL = {U ∈ GLn(Z);U =
(
In−1 (li)1≤i≤n−1
0 1
)
with l ∈ Ln}.
we get the following
Proposition 2.5.14 Let f be inMk(Γ̂(P),ν). Then the following statements are equivalent:
(i) f ∈ Sk(Γ̂(P),ν).
(ii) For all U ∈ UL we have f |k rot(U) |Φ = 0.
(iii) If T is not positive definite, then the Fourier coefficient α(T ) = 0.
Example 2.5.15 a) Let n = 2 and t be a prime number. From Proposition 2.5.14 we get
that f ∈Mk(Γ̂t ,ν) is a paramodular cusp form if and only if
f |Φ = ( f | rot(T ))|Φ = 0 with T = (1 10 1).
Comparing (ii) and (iii) we see that we can also choose a different system of representa-
tives:
f is a paramodular cusp form if and only if f |Φ = ( f |Vp)|Φ = 0.
b) Let P = diag(1,2,4). Then Γ̂(P) has 4 cusps. We can choose for example
L= {(1,1,1)tr,(2,1,1)tr,(2,2,1)tr,(4,2,1)tr}.
3 The Paramodular Group as an
Orthogonal Group
3.1 Orthogonal Groups
Let S ∈ Symn(R) be positive definite,
S0 =
0 0 10 −S 0
1 0 0
 ∈ Symn+2(R) of signature (1,n+1) and
S1 =
0 0 10 S0 0
1 0 0
 ∈ Symn+4(R) of signature (2,n+2).
Then the real orthogonal group is defined by
O(S1;R) := {M ∈Matn+4(R); S1[M] := MtrS1M = S1}.
Starting with the decomposition
M =
α atr βb A c
γ dtr δ
 ∈Matn+4(R) with α,β ,γ,δ ∈ R, a,b,c,d ∈ Rn+2, (3.1)
we calculate
S1[M] =
 2αγ+S0[b] αdtr + γatr +btrS0A αδ +βγ+btrS0cαd + γa+AtrS0b adtr +datr +S0[A] δa+βd +AtrS0c
αδ +βγ+ ctrS0b δatr +βdtr + ctrS0A 2βδ +S0[c]
 . (3.2)
Given M ∈ O(S1;R), we have
M−1 = S−11 M
trS1 =
 δ ctrS0 βS−10 d S−10 AtrS0 S−10 a
γ btrS0 α
 . (3.3)
Using (3.2) we verify the following
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Proposition 3.1.1 The following matrices belong to O(S1;R):
a) J =
( 0 0 −1
0 V 0
−1 0 0
)
with V =
(
0 0 −1
0 In 0−1 0 0
)
,
b) Mλ =
(
1 −λ trS0 − 12 S0[λ ]
0 In+2 λ
0 0 1
)
with λ ∈ Rn+2,
c) M˜λ = JMµJ =
( 1 0 0
λ In+2 0
− 12 S0[λ ] −λ trS0 1
)
with λ ∈ Rn+2, µ =−Vλ ,
d) RA =
(1 0 0
0 A 0
0 0 1
)
with A ∈ O(S0;R), especially RV ,
e) MD =
(D∗ 0 0
0 In 0
0 0 D
)
with D =
(
α β
γ δ
)
∈ SL2(R), D∗ =
(
α −β
−γ δ
)
,
f) M˜D = RV MD∗RV =
(
αI2 0 βE
0 In 0
γE 0 δ I2
)
with D =
(
α β
γ δ
)
∈ SL2(R), E =
(−1 0
0 1
)
,
g)
(
α 0 0
0 In 0
0 0 α−1
)
, 0 6= α ∈ R.
Let HS be the corresponding half-space
HS = {w = u+ iv = (τ,ztr,ω)tr ∈ Cn+2; S0[v]> 0;τ,ω ∈H}.
O(S1;R) acts on HS∪ (−HS) via
w 7→M 〈w〉 := (−12S0[w]b+Aw+ c)(M{w})−1 with M{w} :=− γ2S0[w]+dtrw+δ .
In particular, we get the following actions for some of the matrices from Proposition 3.1.1
J 〈w〉= −11
2S0[w]
(ω,−ztr,τ)tr, Mλ 〈w〉= w+λ , RA 〈w〉= Aw, (3.4)
MD 〈w〉=
 τ− γ2(γω+δ )S[z]zγω+δ
αω+β
γω+δ
 , M˜D 〈w〉=
 ατ+βγτ+δz
γτ+δ
ω− γ2(γτ+δ )S[z]
 . (3.5)
We denote by O(S1;R)+ the subgroup of O(S1;R) which maps HS onto HS. Given M =
( ∗ ∗ ∗C ∗ D) with C,D ∈Mat2(R), we have
M ∈ O(S1;R)+ ⇐⇒ det(CQ+D)> 0, Q =
(
0 1
1 0
)
. (3.6)
Especially, we get (
α 0 0
0 In 0
0 0 α−1
)
,
(1 0 0
0 V 0
0 0 1
)
6∈ O(S1;R)+ for α < 0.
Correspondingly, we write O(S0;R)+ for the group of matrices A ∈ O(S0;R), i. e. S0[A] =
S0, for which RA belongs to O(S1;R)+. With the decomposition A =
(∗ ∗ ∗
γ ∗ δ
)
, γ , δ ∈ R, this
property is – because of Equation (3.6) – equivalent to
γ+δ > 0. (3.7)
For detailed proofs, we refer the reader to [Büh, §2.2].
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3.2 Integral Orthogonal Group
Additionally, let S now be even and ΓS =O(S1;Z)+. Using Proposition 3.1.1 and Equation
(3.6) we have
J ∈ ΓS, Mλ ∈ ΓS for all λ ∈ Zn+2. (3.8)
Proposition 3.2.1 The following matrices belong to the subgroup of ΓS which is generated
by J and Mλ , λ ∈ Zn+2:
a) M˜λ for λ ∈ Zn+2,
b)
( ε 0 0
0 W 0
0 0 ε
)
, W = (I− ελλ trS0)V for λ ∈ Zn+2 with ε = 12S0[λ ] =±1,
c) RA, A =
(
1 µ trS 12 S[µ]
0 In µ
0 0 1
)
,
( 1 0 0
µ In 0
1
2 S[µ] µ
trS 1
)
, µ ∈ Zn,
d) MD, M˜D, D ∈ SL2(Z).
Proof: a) Proposition 3.1.1 c).
b) follows directly from the proposition in [Kr5].
c) For D1 =
(1 1
0 1
)
and D2 =
(1 0
1 1
)
, we have
MD1 = Men+2, M˜D1 = Me1, and MD2 = M˜−e1, M˜D2 = M˜−en+2, respectively
where {e j} is the standard basis of Rn+2. Since SL2(Z) = 〈D1,D2〉, the statement is
true. 
From [Büh, Satz 2.31] we adopt
Proposition 3.2.2 ΓS is generated by the matrices
J, Mλ , λ ∈ Zn+2, RA, A ∈ O(S0;Z)+.
Defining
Γ̂S := {M ∈ ΓS; M ∈ In+4 +Matn+4(Z) ·S1},
we easily verify
Lemma 3.2.3 Γ̂S is normal in ΓS and contains the matrices
J, Mλ , λ ∈ Zn+2.
As in [Büh, Satz 2.31] we determine the generators of Γ̂S
Corollary 3.2.4 Γ̂S is generated by the matrices
J, Mλ , λ ∈ Zn+2, RA, A ∈ Ô(S0;Z)+, i. e. A ∈ In+2 +Matn+2(Z)S0.
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Proof: Let M ∈ Γ̂S be given as in Equation (3.1). Then detM =±1 and
gcd(γ,d1, . . . ,dn+2,δ ) = 1 for d = (d1, . . . ,dn+2)tr ∈ Zn+2.
Furthermore, let ∆ be the subgroup of Γ̂S which is generated by J, Mλ , λ ∈ Zn+2 and RA,
A ∈ Ô(S0,Z)+. We choose D ∈ SL2(Z) such that M1 = MMD has (0,d′1, . . . ,d′n+2,δ ′) as last
row. If d′ 6= 0, then there exists a µ ∈ Zn such that
1
2
S[µ]d′1 +
n
∑
i=1
µid′i+1 +d′n+2 6= 0.
In this case, it is also possible (if necessary multiply with a appropriate RA) to assume
d′n+2 6= 0. Given 2≤ j ≤ n+1, we take
P1 := ∅, Pj := {p ∈ P; there exists l < j with p - d′l , p | d′n+2}.
Defining
u = ∏
p∈P, p -δ ′,
p|d′n+2
p and g j := ∏
p∈Pj
p (for 1≤ j ≤ n+1),
the column g = u(g1, . . . ,gn+1,0)tr ∈ Zn+2 so that Mg ∈ ∆. Then M1Mg has (∗,d′n+2,δ ∗) as
last row with δ ∗ = δ ′+u∑n+1j=1 g jd′j. Now we show that
gcd(δ ∗,d′n+2) = 1.
Let p be prime with p | d′n+2. Using p - δ ′ we obtain p | u, hence the claim. In the case p | δ ′
we conclude that p - u and that there exists exactly one r ∈ {1, . . . ,n+1} with p - grd′r, that
is to say r = min{l;1 ≤ l ≤ n+ 1, p - d′l}. Furthermore, there exists a D1 ∈ SL2(Z), such
that M2 = M1MgMD1 has the last row (∗, d̂tr,1). Defining h = −S−10 V d̂ the matrix Mh ∈ ∆
and we get
M2JMhJ =
(1 ∗ ∗
0 ∗ ∗
0 0 1
)
∈ ∆.
In the case d′ = 0, this follows directly. Altogether, we showed M ∈ ∆, which was to be
proven. 
Since for M ∈ ΓS, the matrix M−1 is integral, too, (3.3) provides already a,d ∈ S0Zn+2.
Therefore, M ∈ Γ̂S is equivalent to
A ∈ In+2 +Matn+2(Z)S0. (3.9)
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Let H2 be the Siegel half-space and S = (2t), t ∈ N. Then the map
Φt :HS →H2, w =
( τ
z
ω
)
7→ Z =
(
τ z
z ωt
)
,
is a bijection with the property
S0[w] = 2(τω− tz2) = 2t ·detZ.
Given U =
(
α β
γ δ
)
∈ GL2(R), we calculate
Z[U tr] =UZU tr =
(
α2τ+2αβ z+β 2ωt αγτ+(αδ +βγ)z+βδ
ω
t
∗ γ2tτ+2γδ tz+δ 2ωt
)
.
Therefore,
Φ−1t
(
UΦt(w)U tr
)
= AU ·w with AU =
 α2 2αβ β2tαγ αδ+βγ βδt
γ2t 2γδ t δ 2
 . (3.10)
A calculation yields
S0[AU ] = (detU)2 ·S0 and detAU = (detU)3. (3.11)
Given A =
(
α a β
b m c
γ d δ
)
, we verify analogously to (3.2)
S0[A] =
(
2αγ−2tb2 αd+γa−2tmb αδ+βγ−2tbc
αd+γa−2tmb 2ad−2tm2 δa+βd−2tmc
αδ+βγ−2tbc δa+βd−2tmc 2βδ−2tc2
)
(3.12)
Proposition 3.3.1 The map
PSL2(R)→ SO(S0;R)+, ±U 7→ AU ,
is an isomorphism of groups.
Proof: Since (Z,U) 7→UZU tr is a group action, the map is in view of the equations (3.10)
and (3.11) a group homomorphism, which is trivially injective. Let A ∈ SO(S0;R)+ be as
above. Then the defining equations (3.12) yield
2αγ = 2tb2.
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Hence we know that there exist x,y ∈ R, ε =±1 with
α = εx2, b = εxy, and γ = εy2t.
Because A is invertable we get (x,y) 6= 0. Therefore there exists a matrix U ∈ SL2(R) with
first column (x,y)tr. Since the first column of AU is up to a factor ε equal to the first column
of A, we get
B = A−1U ·A =
( ε ∗ ∗
0 ∗ ∗
0 ∗ ∗
)
∈ SO(S0;R)+.
From (3.12) we deduce
B =
( ε 0 0
0 δ 0
0 0 ε
)(
1 2tλ tλ 2
0 1 λ
0 0 1
)
=
( ε 0 0
0 δ 0
0 0 ε
)
·A(1 tλ
0 1
), λ ∈ R,δ =±1.
From this statement we conclude that( ε 0 0
0 δ 0
0 0 ε
)
∈ SO(S0;R)+, hence ε = δ = 1 and A = AU(1 tλ0 1 ).

From now on, let t be square-free. We consider, as in paragraph 2.2, Γ0(t) and Γ0(t)max.
Then the cosets
Vd ·Γ0(t) = Γ0(t) ·Vd = {U = 1√d
(
αd β t
γ δd
)
; α, β , γ, δ ∈ Z, detU = 1}
are independent of the choice of x,y. Above U accomplishes
AU =
(
α2d 2αβ t β 2 td
αγ αδd+βγ td βδ
γ2 td 2γδ t δ
2d
)
∈ SO(S0;Z)+. (3.13)
Corollary 3.3.2 Given square-free t, the map
PΓ0(t)max → SO(S0;Z)+, ±U 7→ AU ,
is an isomorphism of groups.
Proof: Because of Theorem 3.3.1 and (3.13), the surjectivity remains to be shown. Let
(α, b, γ)tr be the first column of a matrix A ∈ SO(S0;Z)+. In view of (3.12), we obtain
αγ = tb2 and gcd(α,b,γ) = 1.
Since t is square-free, we get gcd(α,γ) = 1 and therefore
α = r2d, b = rs and γ = s2 td
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for appropriate d,r,s ∈ Z with d | t and gcd(rd,s td ) = 1. Using Proposition 3.3.1 we get
d ∈ N and there exist u,v ∈ Z with rd ·u− s td · v = 1, hence
U =
1√
d
(
rd vt
s ud
)
∈Vd ·Γ0(t).
As before, we obtain
B = A−1U ·A =
(1 ∗ ∗
0 ∗ ∗
0 ∗ ∗
)
∈ SO(S0;Z)+.
With (3.12) and detB = 1 we conclude that
B =
(
1 2λ t λ 2t
0 1 λ
0 0 1
)
= A(1 tλ
0 1
), λ ∈ Z,
hence
A = A
U
(
1 tλ
0 1
) with U (1 tλ0 1 ) ∈Vd ·Γ0(t). 
Using Equation (3.13) and αδd−βγ td = 1 we obtain
gcd(αδd +βγ td −1,2t) = gcd(2βγ
t
d ,2t) = 2
t
d ,
since gcd(βγ,d) = 1. Therefore one has
AU ∈ ŜO(S0;Z)+, i. e. A ∈Mat3(Z) ·S0
if and only if d = 1, thus U ∈ Γ0(t). We obtain the following
Corollary 3.3.3 Given square-free t ∈ N, the map
PΓ0(t)→ ŜO(S0;Z)+, ±U 7→ AU ,
is an isomorphism of groups.
Let Γt denote the rational realization of the paramodular group of level
(1 0
0 t
)
and Γmaxt the
maximal discrete extension. It is known by Lemma 2.1.3 that Γt is generated by
Jt =
( 0 0 1 0
0 0 0 1t−1 0 0 0
0 −t 0 0
)
, trans(S), S =
(
α β
β γt
)
, α,β ,γ ∈ Z,(
U 0
0 U−tr
)
,U ∈ Γ0(t), M0 =
(
1 0
0 −1
)
×
(
1 0
0 −1
)
.
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Γmaxt is generated by Γt and
(Vd 0
0 V−trd
)
, d ∈ N, d | t. Now Equation (3.4) leads to
Jt 〈Z〉=− 1τω− tz2
(
ω −z
−z τt
)
= Φt(J 〈w〉)
(transS)〈Z〉= Z +S =
(
τ+α z+β
z+β ω+γt
)
= Φt(Mλ 〈w〉), S =
(
α β
β γt
)
, λ =
αβ
γ
 ,
M0 〈Z〉=
(
τ −z
−z ωt
)
= Φt(M∗0 〈w〉), M∗0 =
(−I2 0 0
0 1 0
0 0 −I2
)
∈ Γ̂S.
Thus we can transfer the results for the generators and obtain the following
Corollary 3.3.4 Let t ∈ N be square-free.
a) The groups PΓmaxt and PΓS as well as ΓS∩SL5(Z) are isomorphic.
b) The groups PΓt and PΓ̂S as well as Γ̂S∩SL5(Z) are isomorphic.
This isomorphism is denoted by Ψt throughout this paper.
Analogously to (3.9), we obtain that M ∈ Γ̂S if and only if a2,2 ≡ 1 mod 2t, thus Γ̂S =
Odis(S1,Z)+, where the discriminant kernel of O(S1,Z)+ is defined as in [FH, p. 222].
Remark 3.3.5 In order to determine the image of a given matrix under this isomorphism Ψt ,
we have to decompose this matrix into a product of generators. A more explicit isomorphism
(see Section 8.4) was developed in [GN, §1.3].
3.4 Orthogonal Modular Forms and their Relationship to
Paramodular Forms of Degree 2
In this section, let n = 1, S = (2t) with t ∈ N square-free. Given M ∈ O(S1;R), k ∈ Z, and
holomorphic functions f :HS → C, we define the action f |M = f |k M via
( f |M)(w) = (M{w})−k f (M 〈w〉) for w ∈HS. (3.14)
Definition 3.4.1 Given k ∈ Z and ν ∈ ΓabS , a holomorphic function f :HS → C is called an
(orthogonal) modular form of weight k with respect to ΓS and ν if
f |M = ν(M) · f for all M ∈ ΓS.
The vector space of all modular forms of weight k with respect to ΓS and character ν is
denoted byMk(ΓS,ν). If ν = 1, we writeMk(ΓS).
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Let Λ1 = Zn+4, Λ0 = Zn+2 and Λn = Zn be lattices with the associated quadratic forms
belonging to S1, S0 and S respectively. Given w∈HS, λ ∈Λ0 and f ∈Mk(ΓS), we conclude
f (w) = ( f |Mλ )(w) = f (w+λ ),
thus f possesses an absolutely convergent Fourier expansion of type
f (w) = ∑
ρ∈Λ]0
α f (ρ)e2piiw
trS0ρ .
Definition 3.4.2 Given g = (α,h,β )tr ∈ Rn+2, α,β ∈ R, h ∈ Rn, let
g > 0 :⇔ α > 0, β > 0, S0[g]> 0,
g≥ 0 :⇔ α ≥ 0, β ≥ 0, S0[g]≥ 0.
Given f ∈Mk(ΓS) the Koecher principle holds
f (w) = ∑
ρ∈Λ]0
ρ≥0
α f (ρ)e2piiw
trS0ρ , w ∈HS. (3.15)
Moreover, the have a Fourier-Jacobi expansion (see [Büh])
f (w) =
∞
∑
m=0
ϕm(z,τ)e2piimw
with
ϕm(z,τ) =
∞
∑
l=0
∑
λ∈Λ]
2ml≥S[λ ]
α f (ρ)e2pii(lτ+λ
trS0z), ρ =
mλ
l
 .
Obviously there exist analogous expansions for f ∈Mk(ΓS,ν). As always, f ∈Mk(ΓS,ν)
is called an (orthogonal) cusp form if the Fourier coefficients fulfill
α f (ρ) 6= 0⇒ ρ > 0.
The vector space of (orthogonal) cusp forms is denoted by Sk(ΓS,ν). For generators M of
Γt , we obtain M{Z}= Ψt(M){Φt(Z)} and thus we get the following commutative diagram
PΓmaxt ×H2
(Ψt ,Φt)−−−−→ PΓS×HSy y
H2
Φt−−−→ HS
(3.16)
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where the vertical arrows symbolize the action of the corresponding group on the corre-
sponding half-space. Whenever F ∈Mk(Γmaxt ) with Fourier expansion
F(Z) = ∑
λi j∈Z
T=
(
2λ11 λ12
λ12 2λ22
)
≥0
αF(T )e2pii(λ11τ+λ12z+λ22ω),
we conclude from ρ = (ρ1, ρ22t ,ρ3) with ρi ∈ Z and (3.15) that
α f (ρ) = αF
(
2ρ3 −ρ2
−ρ2 2tρ1
)
.
3.5 Eichler Transformations
We adopt from [FH] the Eichler transformations for our special case. Let V = R5, qt(x) :=
x1x2 + x3x4 − tx25 of signature (2,3) and Gram matrix SFr as well as 〈x,y〉 = qt(x + y)−
qt(x)− qt(y) the corresponding bilinear form. The associated standard basis is denoted by
f1, . . . , f4 and e1. Thus we get the decomposition V = H1(R)⊕H2(R)⊕V0 with hyperbolic
planes
H1(R) := R f1 +R f2, H2(R) := R f3 +R f4 and V0 := Re1.
For L = Z5, this induces the decomposition
L = H1⊕H2⊕L0
with
H1 = Z f1 +Z f2, q(x1 f1 + x2 f2) = x1x2,
H2 = Z f3 +Z f4, q(x3 f3 + x4 f4) = x3x4.
Then L is even and the dual lattice is given by
L′ := {a ∈V ;〈a,x〉 ∈ Z for all x ∈ L}= Z4× 12tZ.
As usual, O(L) acts on the discriminant group Dis(L) := L′/L. The discriminant kernel is
defined as Odis(L) := ker(O(L)→ Aut(Dis(L))). Since 4t is the smallest number such that
qt is integral on L′, the discriminant is equal to ∆ : L′→ Z, a 7→ −4tq(a). This induces a
map
∆ : Dis(L)→ Z/4tZ.
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BecauseO(L) :=O(SFr,Z) andO(S1) have the same signature, they are isomorphic, where
the isomorphism is induced by SFr = PtrFrS1PFr with
SFr =

0 1
1 0
0 1
1 0
−2t
 and PFr =

1
1
1
1
1
 .
Let u be an isotropic element, i. e. q(u) = 0 and u 6= 0, and let v be an element, which is
orthogonal to u, i. e. 〈u,v〉= 0. The Eichler transformation
E(u,v)(a) := a−〈a,u〉v+ 〈a,v〉u−q(v)〈a,u〉u
belongs to O(L). In the case u,v ∈ L, one even has E(u,v) ∈ Odis(L).
Definition 3.5.1 Given L = H1⊕H2⊕L0, let EO(L0) ⊂ Odis(L) be the subgroup which is
generated by all Eichler transformations E( fi,v), where 1≤ i≤ 4 and v ∈ L with 〈v, fi〉= 0
for fixed i.
A simple calculation shows
Lemma 3.5.2 Given u,v1,v2 ∈V with q(u) = 0, u 6= 0 and 〈u,v1〉= 〈u,v2〉= 0, we have
E(u,v1)E(u,v2) = E(u,v1 + v2).
The groupO(SFr,Z) acts on the lattice L′. A vector a∈ L′ is called primitive ifQa∩L′=Za.
Since any vector in L′ \ {0} is a multiple of a primitive vector, we only have to determine
the orbits of primitive vectors.
We will use the following lemmata from [FH]
Lemma 3.5.3 Let L be a lattice which contains two hyperbolic planes. Two primitive vec-
tors a,b∈ L′ of the same norm q(a) = q(b) are contained in the same orbit of EO(L0) if and
only if they have the same image in the discriminant group Dis(L).
Lemma 3.5.4 Let Γ ⊂ O(SFr,Z) be a group that contains EO(L0). Assume that Γ acts
transitively on the set of elements of Dis(L) with the same value of ∆. Then Γ acts transitively
on the set of primitive vectors of L′ of a given norm.
3.6 Quadratic Divisors
Again, let S = (2t) and qS the quadratic form which belongs to S1. Following [Der] we
define for λ = (l1, l2,β , l3, l4) with qS(λ )< 0 the rational quadratic divisor
λ⊥ :=
{
Z =
(
τ z
z ω
)
∈H2; l1− l4t det(Z)+ trace
((
l3 −tβ
−tβ tl2
)
Z
)
= 0
}
. (3.17)
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If λ is primitive, the discriminant of λ⊥ is ∆(λ⊥) := ∆(λ ) = −4tqS(λ ). Let Mλ⊥ :=
{M〈Z〉; Z ∈ λ⊥}, then Γmaxt acts on the set of rational quadratic divisors of fixed discrimi-
nant.
Using [FH, Lemma 6.1] we get (Ψ−1t (M)λ )⊥ = Mλ⊥.
Lemma 3.6.1 Let t be square-free. Then all rational quadratic divisors of fixed discrimi-
nant are equivalent under Γmaxt .
Proof: Using the table in Section 8.3 we know that Ψ−1t (EO(L0)) ⊂ Γmaxt . In view of
Lemma 3.5.3 and Lemma 3.5.4, we only need to show the following
Claim: For S = (2t) with t square-free, the group ΓS acts transitively on the set of elements
of Dis(L) with the same value ∆.
Proof: Let x1, y1 ∈ {0, . . . ,2t−1} with x21 ≡ y21 mod 4t. Define
d = ∏
pi|t, pi|(x1−y1)
pi-(x1+y1)
pi, hence gcd(
t
d ,d) = 1.
Therefore 2d | (x1− y1) and 2 td | (x1 + y1) (Observe that 2 | (x1 + y1) holds if and only if
2 | (x1− y1)). Then there exist k, l ∈ Z with x1 = y1 +2dk and x1 =−y1 +2 td l so that
x1 = dk+
t
d l and y1 =−dk+
t
d l.
Using the equations (2.3) and (3.13) with β = x12t
RAVd (0,0,β ,0,0)
tr = (0,−2txβ ,β (xd + td y),−2tyβ )
tr (3.18)
Since y td ≡−1 mod d,
2t ·β (xd + td y)≡ (−dk−
t
d l)(1+2y
t
d )≡−dk−
t
d l−2
( t
d
)2
yl ≡−dk+ td l mod 2t
holds. Using (the proof of) Lemma 3.5.3 the lemma is proven. 
Example 3.6.2 If t = 5, then the following table lists all inequivalent, primitive divisors
with 0≥ q(λ )≥−1.
j λ j = (l1, l2,β , l3, l4) q(λ j) defining equation
1 (0,0, 110 ,0,0) − 120 z = 0
4 (1,0, 210 ,0,0) −15 z = 12
9 (1,0, 310 ,0,0) − 920 z = 13
16 (1,0, 410 ,0,0) −45 z = 14
25 (1,0, 510 ,0,0) −54 z = 15
5 (0,1, 510 ,1,0) −14 τ−5z+5ω = 0
20 (0,1,0,−1,0) −1 ω = 15τ
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We would like to determine the stabilizer in Γ(P)max of these divisors. Let F ∈ {Q,R}.
An easy calculation (using for example the elementary divisor algorithm) shows that all
matrices which preserve λ⊥1 are given by
M1×M2 and M1×tr M2 with M1,M2 ∈ SL2(F),
where
M1×M2 =

a1 0 b1 0
0 a2 0 b2
c1 0 d1 0
0 c2 0 d2
 , M1×tr M2 =

0 a1 0 b1
a2 0 b2 0
0 c1 0 d1
c2 0 d2 0
 .
Because of the special form for matrices from Γt (see Equation (2.2)), we get
Corollary 3.6.3 Let t ∈ N be square-free.
a) {
M ∈ Γt ;M〈λ⊥1 〉= λ⊥1
}
= SL2(Z)×t SL2(Z)∪SL2(Z)×tr SL2(Z)
with
M1×t M2 = M1×
(
PtM2P−1t
)
.
b) If t is a prime, then{
M ∈ Γmaxt ;M〈λ⊥1 〉= λ⊥1
}
= 〈SL2(Z)×t SL2(Z),Vt〉 .
Remark 3.6.4 Since for td > 1 the variable x in 1 = xd+y td cannot be zero, the result in b)
is also true for square-free t.
Let c ∈ R and Hc = {Z ∈H2;z = c}. Using
Hc = Mc〈λ⊥1 〉 with Mc = trans
(
0 c
c 0
)
,
we conclude
StabSp2(F)Hc = Mc
(
StabSp2(F)λ
⊥
1
)
M−1c for F = R,Q.
Using the abbreviation SL2(Z)M := M SL2(Z)M−1 for M ∈ SL2(R), we get
Corollary 3.6.5
StabΓ5 λ
⊥
9
∼=
{(
a1 b1/3
3c1 d1
)
×
(
a2 b2/15
15c2 d2
)
∈ SL2(Z)P3 ×SL2(Z)P15;(
a1 b1
c1 d1
)
≡
(
a2 b2
c2 d2
)−tr
mod 3
}
.
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Proof: An easy calculation shows that
M :=M1/3
[(
a1
b1
3
3c1 d1
)
×
(
a2
b2
15
15c2 d2
)]
M−11/3
=

a1 5c2 −5c23 + b13 d2−a13
c1 a2
d1−a2
3
b2
15 − c13
3c1 0 d1 −c1
0 15c2 −5c2 d2
 ∈ Γ5 (3.19)
if and only if
M1 :=
(
a1 b1
c1 d1
)
, M2 :=
(
a2 b2
c2 d2
)
∈ SL2(Z) with M1 ≡
(
d2 −c2
−b2 a2
)
mod 3.
Furthermore,
M1/3
[(
a1
b1
3
3c1 d1
)
×tr
(
a2
b2
15
15c2 d2
)]
M−11/3
=

5c2 a1 d2−a13
b1
3 − 5c23
a2 c1
b2
15 − c13 d1−a23
0 3c1 −c1 d1
15c2 0 d2 −5c2
 6∈ Γ5. 
Remark 3.6.6 In the same way we calculate the following stabilizers:
a)
StabΓ5 λ
⊥
4
∼=
{(
a1 b1/2
2c1 d1
)
×
(
a2 b2/10
10c2 d2
)
∈ SL2(Z)P2 ×SL2(Z)P10;(
a1 b1
c1 d1
)
≡
(
a2 b2
c2 d2
)−tr
mod 2
}
.
b)
StabΓ5 λ
⊥
16
∼=
{(
a1 b1/4
4c1 d1
)
×
(
a2 b2/20
20c2 d2
)
∈ SL2(Z)P4 ×SL2(Z)P20;(
a1 b1
c1 d1
)
≡
(
d2 c2
b2 a2
)
mod 4
}
.
The last equation cannot be written as M−tr2 .
c) The stabilizer for λ⊥20 can be calculated with an adjusted method.
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We are especially interested in the quadratic divisor λ⊥9 , since this divisor is a good candi-
date for a reduction process. For more details see Section 7.4.
StabΓ5 λ⊥9 acts on λ⊥9 in the same way as the isomorphic subgroup of SL2(Z)P3×SL2(Z)P15
acts on (τ,w) ∈ H×H. Let G := {(M1,M2) ∈ SL2(Z)2; M1 ≡ M−tr2 mod 3} which is iso-
morphic to StabΓ5 λ⊥9 . The group theoretical situation is described in the following, easily
proven
Lemma 3.6.7 a)
SL2(Z)[3]2EG ≤ SL2(Z)2.
b)
G/SL2(Z)[3]2 ∼= SL2(Z/3Z).
c)
G = 〈SL2(Z)[3]2, (T−tr,T ), (J,J)〉 .
Therefore
f ∈ A(G) if and only if f ∈ A(SL2(Z)[3]2) and f |(T−tr,T ) = f |(J,J) = f . (3.20)
So the first step in order to determine A(G) is to determine A(SL2(Z)[3]2).
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4 Modular Forms with Respect to
SL2(Z)[3]×SL2(Z)[3]
4.1 Group Theoretical Results
Let N ∈ N,
SL2(Z) =
〈
T =
(
1 1
0 1
)
, J =
(
0 1
−1 0
)〉
and SL2(Z)[N] := {M ∈ SL2(Z); M ≡ I mod N} the principal congruence subgroup of level
N, which obviously is normal in SL2(Z). A group Γ⊂ SL2(Z) is called congruence group
if there exists an N ∈ N with SL2(Z)[N] ⊂ Γ. The group SL2 (Z/3Z) acts on (Z/3Z)2 via
multiplication from the left. The latter vector space has four one-dimensional subspaces,
which are permuted by SL2 (Z/3Z). In that way, we obtain a homomorphism into the sym-
metric group ϕ : SL2 (Z/3Z)→ S4 with kerϕ = {±I} and imϕ = A4 (the only subgroup of
S4 of index 2). In other words, we have an exact sequence of groups
1→C2 → SL2
(
Z/3Z
)→ A4 → 1. (4.1)
Given a subgroup G≤ SL2(Z), we set G := G∪ (−I) ·G. Hence
SL2(Z)/SL2(Z)[3]∼= A4.
Because of [New, Thm VIII.7], every normal subgroup of PSL2(Z) of index µ 6= 2,3 is free
of rank 1+ µ6 . Therefore SL2(Z)[3]/{±I} ⊂ PSL2(Z) is a free group of rank 3. If there is no
danger of confusion, we denote the elements of PSL2(Z) by the same letters as the elements
in SL2(Z).
Corollary 4.1.1 a) SL2(Z)[3] is generated by
T 3, S :=−JT−3J = (1 03 1) , K = T−1S−1T = ( 4 3−3 −2) and − JK−1J = (4 −33 −2) .
b) SL2(Z)[3]/{±I} ⊂ PSL2(Z) is generated by
T 3, S and L =
(−2 3
−3 4
)
.
There is no algebraic relation among these generators.
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Proof: a) was proven in [Der] and b) is an easy consequence or can be calculated using
[GAP]. 
A free group of rank r has Zr as Abelian character group. We therefore determined the
character group for all principal congruence subgroups. Since modular forms have a Fourier
expansion (see Definition 4.2.1), we are only interested in the following characters.
Definition 4.1.2 Let Γ be a congruence subgroup of SL2(Z) and χ a linear character of Γ.
χ is a character mod N of Γ if SL2(Z)[N]⊂ Γ and χ(M) = 1 for all M ∈ SL2(Z)[N].
Every character mod N is a finite character. Throughout this thesis, I will principally con-
sider characters of SL2(Z) which are obviously characters modulo 12.
Let us look at the cusps of SL2(Z)[3] (i. e. the fixpoints of a parabolic matrix from SL2(Z)[3]).
SL2(Z)[3] is a Fuchsian group (i. e. a discrete subgroup of SL2(R)) and has finite index in
SL2(Z). Therefore Q∪{∞} is the set of cusps and, due to [Miy, Thm 4.2.10], SL2(Z)[3]
has four (regular) inequivalent cusps. We choose {∞,−1,0,1} as a transversal and from
the following table we can read off the parabolic subgroup Γx associated with a cusp x as
well as a transformation matrix σx with σx〈x〉=∞:
cusp x σx Γx
∞ I Γ∞ =
{(
1 3
0 1
)m
,m ∈ Z
}
−1
(
0 1
−1 −1
)
Γ−1 =
{(−2 −3
3 4
)m
,m ∈ Z
}
0
(
0 1
−1 0
)
Γ0 =
{(
1 0
3 1
)m
,m ∈ Z
}
1
(
0 1
−1 1
)
Γ1 =
{(−2 3
−3 4
)m
,m ∈ Z
}
We consider now the character table of SL2(Z/3Z) and A4. In the headline of the table, we
specify the orders of the elements in the different conjugacy classes of A4. In parenthesis we
add the order of the elements in SL2(Z/3Z) if the conjugacy class does not split. In the other
case, we write the order in the line below. In the first half of the table there are the characters
of A4, below the second double line there are the additional characters of SL2(Z/3Z). You
can find the character table of A4 in [JL] with a proof and more details.
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ord 1 2(4) 3 3
2 6 6
1 1 1 1 1
λ 1 1 ζ3 ζ 23
λ ′ 1 1 ζ 23 ζ3
τ 3 −1 0 0
2 0 −1 −1
ϑ 2 0 −ζ3 −ζ 23
2 0 −ζ 23 −ζ3
In this table ζ3 = e2pii/3 ∈ C denotes a third root of unity.
4.2 Modular Forms with Respect to SL2(Z)[3]
The following results can be found in [Miy] or [Kr1, §III.7]. Let H := {z ∈ C; Im(z)> 0}
be the upper half-plane and k ∈ Z. Then SL2(Z) acts on { f :H→ C} by
( f |k M)(τ) := (cτ+d)−k f
(
aτ+b
cτ+d
)
for all M =
(
a b
c d
)
∈ SL2(Z), τ ∈H.
Definition 4.2.1 Let k∈Z, SL2(Z)[N]≤Γ a congruence group and ν ∈Γab. A holomorphic
function f : H→ C is called an entire modular form of weight k with respect to Γ and
character ν if
(EF1) f |k M = ν(M) · f for all M ∈ Γ,
(EF2) f |k M has a Fourier expansion of type
( f |k M)(τ) =
∞
∑
m=0
α f (m,M)e2pii
m
N τ for all M ∈ SL2(Z).
We write Mk(Γ,ν) for the vector space of all modular forms of weight k with respect to Γ
and character ν . If ν = 1, then we often writeMk(Γ). Since
Mk(Γ,ν1) ·Ml(Γ,ν2)⊂Mk+l(Γ,ν1ν2)
and
Mk(Γ,ν) =
{
{0}, k < 0 or (k = 0 and ν 6= 1),
C, k = 0 and ν = 1,
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we get the Z-graded algebra A(Γ) :=⊕k∈N0Mk(Γ) and the A(Γ)-module
A(Γ,ν) :=
⊕
k∈N0
Mk(Γ,ν) in the algebra
⊕
ν∈Γab
A(Γ,ν).
If for given f ∈Mk(Γ,ν) the coefficient α f (0,M) = 0 for every M ∈ SL2(Z), then we call f
a cusp form, denoted by f ∈ Sk(Γ,ν). Given f ∈Mk(Γ,ν) and g ∈ Sk(Γ,ν) (or vice versa),
we define the Petersson scalar product by
( f ,g) = µ (FΓ)−1
∫
FΓ
f (τ)g(τ) Im(τ)kdµ(τ),
where dµ(τ) := y−2dxdy for τ = x+ iy, FΓ is a µ-measurable fundamental domain of Γ\H
and µ (FΓ) =
∫
FΓ 1dµ(τ). Defining
Nk(Γ,ν) = {g ∈Mk(Γ,ν);( f ,g) = 0 for all f ∈ Sk(Γ,ν)} ,
we conclude
Mk(Γ,ν) = Sk(Γ,ν)⊕Nk(Γ,ν).
Using the dimension formula in [Miy, §2.5] and the formula for the genus of a Riemann
surface to SL2(Z)[3] ([Miy, Thm 4.2.11]), we get
Theorem 4.2.2 a)
dimCMk (SL2(Z)[3]) =
{
0, k < 0,
k+1, k ≥ 0.
b)
dimCSk(SL2(Z)[3]) =
{
0, k < 3,
k−3, k ≥ 3.
Proof: Using dimCS2(SL2(Z)[3]) = 0 we conclude that dimCS1(SL2(Z)[3]) = 0, since for
f ∈ S1(SL2(Z)[3]) the function f 2 ∈ S2(SL2(Z)[3]). Keep in mind that SL2(Z)[3] has genus
0, four inequivalent cusps and no elliptic points. 
We now define certain Eisenstein series with respect to SL2(Z)[3]:
Definition 4.2.3 a) Let N ∈ N. A map χ : Z→ C is called a Dirichlet character modN if
there exists a linear character χ ′ : (Z/NZ)∗→ C∗ with
χ(n) =
{
χ ′(n+NZ), gcd(n,N) = 1,
0, gcd(n,N) 6= 1.
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b) Let χ and ψ be Dirichlet characters modulo L and modulo M, respectively. Then we
define an Eisenstein series with parameter s:
Ek(τ,s;χ,ψ) =
∞
∑′
m,n=−∞
χ(m)ψ(n)(mτ+n)−k |mτ+n|−2s .
The right side of this definition converges absolutely and uniformly for all s with k +
2Re(s) ≥ 2+ ε (ε > 0). Therefore this series is holomorphic for Re(s) > 1− k2 . In the
case of k≤ 2 the right side does not converge in s = 0, but in the case χψ(−1) = (−1)k the
function Ek(τ,s;χ,ψ) possesses a meromorphic continuation to the whole complex s-plane
due to [Miy, Thm 7.2.9]. This meromorphic continuation – again denoted by Ek(τ,s;χ,ψ)
– is holomorphic in s = 0, thus we define
Ek(τ;χ,ψ;L,M) := Ek(τ,0;χ,ψ).
(L, M will only be added if this seems to be necessary.) Due to [Miy, Thm 7.2.13], we
calculate the following Fourier coefficients K ·∑∞n=0 ane2pii
n
3 τ (some explicit values can be
found in Section 8.5)
u
v
χ ψ L M K a0 formula for an, n≥ 1
1
(∗
3
)
1 3 3 −4pii9 1 an = 3 ·∑0<c|n χ(nc ) ·
{
−1, 3 - c,
2, 3 | c.
1 1
(∗
3
)
1 3 2pi
√
3
9 1 an = 6 ·∑0<c|nψ(c).
The mentioned normalized Eisenstein series from above (i. e. a0 = 1, K = 1) will be denoted
by E∗1 (τ;χ,ψ;L,M).
Since we also would like to calculate Fourier expansions in cusps x 6= ∞, we need the
following Eisenstein series:
Given N ∈ N, ν ,µ ∈ N0 with µ,ν < N, we set
Ek(τ,s; ν ,µ; N) = ∑′
m≡µ mod N
n≡ν mod N
(mτ+n)−k |mτ+n|−2s ,
where ∑′ = ∑(m,n)6=(0,0). The relation between these two kinds of Eisenstein series can be
determined with the Identity Theorem. Let χ and ψ be Dirichtlet characters modL and
mod M, respectively, for factors L and M of N, u, v ∈ N, such that uL | N and vM | N. Then
Ek
(u
v
τ,s;χ,ψ
)
= vk|v|2s ∑
0≤µ,ν<N
u|µ,v|ν
χ
(µ
u
)
ψ
(ν
v
)
Ek(τ,s;µ,ν ;N) (4.2)
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and
Ek(τ,s;µ,ν ;N) =
v−k|v|−2s
ϕ(L)ϕ(M) ∑χ mod L
ψ mod M
χ(µ ′)ψ(ν ′)Ek
(u
v
τ,s;χ,ψ
)
(4.3)
with u = gcd(µ,N), v = gcd(ν ,N), µ ′ = µ
u
, ν ′ = ν
v
, L = N
u
, M = N
v
and ϕ(L) = ](Z/LZ)×.
Since the series Ek(τ,s; µ,ν ; N) is holomorphic in s = 0 for k ∈ N, we are able to define
Ek(τ;µ,ν ;N) := Ek(τ,0;µ,ν ;N) and
E (1)k (Γ[N]) := 〈Ek(τ;µ,ν ;N);0≤ ν ,µ < N〉 ,
E (2)k (Γ[N]) :=
〈
Ek
(u
v
τ;χ,ψ
)
;χ,ψ,u,v for χ,ψ,u,v as above.
〉
The important property of these new Eisenstein series is the fact that we can easily calculate
the action of matrices M ∈ SL2(Z), i. e. we have
Ek(τ,s;µ,ν ;N)|kM = Ek(τ,s;µ ′,ν ′;N) for M ∈ SL2(Z)
with 0≤ µ ′,ν ′ < N and
(µ ′,ν ′)≡ (µ,ν)M mod N.
[Miy] has already shown the following
Theorem 4.2.4 Given N ∈ N, one has
a) E (1)k (Γ[N]) = E (2)k (Γ[N]) for all k ∈ N,
b) E (1)k (Γ[N]) =Nk(Γ[N]) for k ∈ N\{2},
c) E (1)2 (Γ[N])∩M2(Γ[N]) =N2(Γ[N]).
The explicit Fourier expansion was determined by [Miy, §7.1] (see also Section 8.5). With
these Fourier expansions it is easy to show that (powers of) E3,3 = E1(τ;
(∗
3
)
,1;3,3) and
E1,3 = E1(τ; 1,
(∗
3
)
; 1,3) generateMk(SL2(Z)[3]) for k ≤ 3.
We are interested in the Fourier expansion of f ∈Mk(SL2(Z)[3]) in all inequivalent cusps.
If we fix a cusp x of SL2(Z)[3], σ ∈ SL2(Z) with σ 〈x〉 =∞, then the Fourier expansion
with respect to the cusp x can be calculated by
( f ∣∣kσ−1)(τ) = ∞∑
n=0
an( f ,x)e2pii n3 τ .
Using (4.2), (4.3) and
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(x,y) (x,y)σ−10 mod 3 (x,y)σ
−1
1 mod 3 (x,y)σ
−1
−1 mod 3
(1,1) (1,2) (2,2) (0,2)
(1,2) (2,2) (0,2) (1,2)
(2,1) (1,1) (0,1) (2,1)
(2,2) (2,1) (1,1) (0,1)
(0,1) (1,0) (1,0) (1,0)
(0,2) (2,0) (2,0) (2,0)
we get(
E3,3 | σ−10
)
(τ) = (E1(τ;1,1;3)+E1(τ;1,2;3)−E1(τ;2,1;3)−E1(τ;2,2;3)) | σ−10
= E1(τ;1,2;3)+E1(τ;2,2;3)−E1(τ;1,1;3)−E1(τ;2,1;3)
=−4pi
√
3
27
(
E∗1,3−E∗3,3
)
(τ).
In the same way, we obtain
E1,3 | σ−10 =−2pii9 (E∗1,3 +2E∗3,3),
E3,3 | σ−11 =
(
−2pi
√
3
27 +
2pii
9
)
E∗3,3− 4pi
√
3
27 E
∗
1,3,
E1,3 | σ−11 =
(
2pi
√
3
9 +
2pii
9
)
E∗3,3− 2pii9 E∗1,3, (4.4)
E3,3 | σ−1−1 =
(
−2pi
√
3
27 − 2pii9
)
E∗3,3− 4pi
√
3
27 E
∗
1,3,
E1,3 | σ−1−1 =
(
−2pi
√
3
9 +
2pii
9
)
E∗3,3− 2pii9 E∗1,3.
Explicit Fourier coefficients of these functions can be taken from Section 8.5. Using these
Fourier coefficients we can show that the matrix
M =

a0(E3,3,∞)m a0(E3,3,∞)m−1a0(E1,3,∞) · · · a0(E1,3,∞)m
.
.
.
.
.
.
.
.
.
.
.
.
a0(E3,3,1)m a0(E3,3,1)m−1a0(E1,3,1) · · · a0(E1,3,1)m

has rank 4 (for example we can show that the determinant of the matrix which consists of
the first three columns and the last column is not zero). Therefore I can construct for every
weight k and cusp x a polynomial F in E3,3 and E1,3 such that a0(F,x) = 1 and F vanishes
at all cusps which are inequivalent to x.
Let η be the Dedekind η function defined by
η :H→ C, η(τ) = epii τ12
∞
∏
m=1
(1− e2piimτ). (4.5)
It is well-known (compare with [Kr1, III §6.3] and [GN, Lem 1.2]) that
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Corollary 4.2.5 a)
η(Mτ) = νη(M)(cτ+d)1/2η(τ) for all M ∈ SL2(Z),
where ν24η = 1. More explicitly, we have for D even
νDη =
{
exp
(2piiD
24 ((a+d)c−bd(c2−1)−3c)
)
, c≡ 1 mod 2,
exp
(2piiD
24 ((a+d)c−bd(c2−1)+3(d− cd−1))
)
, d ≡ 1 mod 2.
Especially,
η(Tτ) = e
pii
12 ·η(τ) and η(Jτ) =
√
τ
i
·η(τ),
where we choose the branch of the root which is positive for positive arguments.
b) η(τ) = ∑n odd
(12
n
)
e2pii
n2
24 .
Example 4.2.6 a) ν8η(M) = 1 for M ∈ {T 3,S,K,−JK−1J}.
b) ν12η (M) =−1 for M ∈ {T,T−tr,J,T 3,S,K,−JK−1J}.
Because of Example 4.2.6, we have
η8(Mτ) = (cτ+d)4η8(τ) for M ∈ SL2(Z)[3].
Because of η8(τ) = q 13 +∑n≥1 aη8(n)q
n
3 and(
η8
∣∣
4σ
−1
0
)
(τ) = η8(τ),
(
η8
∣∣
4σ
−1
1
)
(τ) = e2pii/3η8(τ),
(
η8
∣∣
4σ
−1
−1
)
(τ) = e4pii/3η8(τ),
we conclude that η8 ∈ S4(SL2(Z)[3]).
Theorem 4.2.7 The graded ring of modular forms with respect to SL2(Z)[3] is generated
by two normalized Eisenstein series of weight 1:⊕
k∈Z
Mk (SL2(Z)[3]) = C
[
E∗3,3,E
∗
1,3
]
.
The ideal of cusp forms is generated by η8.
Proof: Let f ∈Mk(SL2(Z)[3]). Then there exists a polynomial F in E∗3,3 and E∗1,3 such
that f −F ∈ Sk(SL2(Z)[3]). Therefore this difference can be divided by η8 and we get the
desired result by induction because of
η8 = q
1
3 −8 ·q 43 +20 ·q 73 +O(q 133 ) =− 127(E∗3,3)4 + 127E∗3,3 · (E∗1,3)3. (4.6)
Since the homogeneous field of fractions Quothom(A(SL2(Z)[3])) – i. e. all quotients of
modular forms in A(SL2(Z)[3]) of the same weight – has a transcendence degree equal to
1 (see [Fr1, Thm 6.11]), the two functions E3,3 and E1,3 are algebraically independent. 
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Remark 4.2.8 The ring of modular forms with respect to SL2(Z)[3] have already been
determined by Ebeling ([Eb, Prop. 5.4]). His generators are θ0 = E∗3,3 and θ1 = 3 f ∗1 =
1
3(E
∗
1,3−E∗3,3).
The proof that E∗3,3 and E∗1,3 are algebraically independent can also be done directly with
methods from Commutative Algebra, see Example 5.3.10.
Similarly we can prove that η4 ∈ S2(SL2(Z)[3],ν12η ) and that the A(SL2(Z)[3])-module
A(SL2(Z)[3], ν12η )= η4 ·C[E∗3,3,E∗1,3] .
Because of Equation (4.6) we know that the algebra⊕
ν∈〈ν12η 〉
A(SL2(Z)[3], ν)∼= C[X1,X2,X3]/〈27X23 +X41 −X1X32 〉.
4.3 Lift from SL2(Z)[3] to SL2(Z)[3]×SL2(Z)[3]
Similarly to the case of elliptic modular forms, we define an operation of SL2(Z)2 on { f :
H×H→ C} by
( f |k (M1,M2))(τ1,τ2) := (c1τ1 +d1)−k(c2τ2 +d2)−k f
(
a1τ1 +b1
c1τ1 +d1
,
a2τ2 +b2
c2τ2 +d2
)
with Mi =
(
ai bi
ci di
)
∈ SL2(Z) for i = 1,2.
Definition 4.3.1 Let Γ be a group with SL2(Z)[N]2 ⊂ Γ ⊂ SL2(Z)2 and ν ∈ Γab. A holo-
morphic function f :H×H→ C is called an entire modular form of weight k with respect
to Γ and character ν if
(MF1) f |kM = ν(M) · f for all M ∈ Γ,
(MF2) f |k (M1,M2) has a Fourier expansion of type
∞
∑
m1=0
∞
∑
m2=0
α f (m1,m2;M1,M2)e2pii(
m1
N τ1+
m2
N τ2) for all (M1,M2) ∈ SL2(Z)2.
Again, let Mk(Γ,ν) be the vector space of all entire modular forms of weight k with re-
spect to Γ, Sk(Γ,ν) the vector space of all cusp forms (i. e. α f (0,0,M1,M2) = 0 for all
(M1,M2) ∈ SL2(Z)2) and A(Γ) the associated Z-graded algebra. An f ∈ A(Γ) is called
symmetric (skew-symmetric) if f (τ1,τ2) = f (τ2,τ1) ( f (τ1,τ2) = − f (τ2,τ1)). The associ-
ated modules are denoted by A(Γ)sym and A(Γ)skew.
Let X ,Y be free variables, f = E∗3,3 and g = E∗1,3. f (τ1), f (τ2), g(τ1) and g(τ2) are alge-
braically independent, since f , g are algebraically independent and C is an infinite field.
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Therefore C[ f (τ1), f (τ2),g(τ1),g(τ2)] is polynomial. Since {X iY j⊗XkY l; i, j, k, l ∈ N0}
is a vector space basis for C[X ,Y ]⊗C[X ,Y ], a comparison of the coefficients shows that
X⊗1, Y ⊗1, 1⊗X and 1⊗Y are algebraically independent, too. Therefore the map
C[X ,Y ]⊗C[X ,Y ]→ C[ f (τ1), f (τ2),g(τ1),g(τ2)],
X⊗1 7→ f (τ1), Y ⊗1 7→ g(τ1), 1⊗X 7→ f (τ2), 1⊗Y 7→ g(τ2),
is well-defined and moreover an isomorphism. Since every F ∈ A(SL2(Z)[3]2) is an entire
elliptic modular form in each variable (when the other one is fixed), we have
F(τ1,τ2) =
l
∑
µ,ν=1
aνµhν(τ1)hµ(τ2)
with a basis {hν ; ν = 1, . . . , l} forMk(SL2(Z)[3]). Hence the above isomorphism yields
A(SL2(Z)[3]2)∼= C〈X⊗X ,X⊗Y,Y ⊗X ,Y ⊗Y 〉. (4.7)
In the case that F is symmetric, we get
F(τ2,τ1) =
l
∑
ν ,µ=1
aνµhν(τ2)hµ(τ1) =
l
∑
ν ,µ=1
aνµhν(τ1)hµ(τ2) = F(τ1,τ2),
hence aνµ = aµν for µ , ν = 1, . . . , l and therefore
A(SL2(Z)[3]2)sym ∼= C〈X⊗X ,X⊗Y,Y ⊗X ,Y ⊗Y 〉sym,
where C〈X ⊗ X ,X ⊗Y,Y ⊗ X ,Y ⊗Y 〉sym consists of all polynomials which are invariant
under changing the components of the tensor product, i. e. under the homomorphism which
is defined by A⊗B 7→ B⊗A for A,B ∈ {X ,Y}.
Claim: C〈X⊗X ,X⊗Y,Y ⊗X ,Y ⊗Y 〉sym = C〈X⊗X ,Y ⊗Y,X⊗Y +Y ⊗X〉. (4.8)
Let F be in the left set of homogeneous degree n, such that
F = ∑
i+ j=k+l=n
i≤k
ai jkl
(
X iY j⊗X lY k +X lY k⊗X iY j
)
= ∑
i+ j=k+l=n
i≤k
ai jkl(X⊗X)min{i,l}(Y ⊗Y )min{ j,k}
(
(X⊗Y )max{i+k,n}+(Y ⊗X)max{i+k,n}
)
It is therefore sufficient to prove that (x1y1)h +(x2y2)h, h ∈ N, can be described as a poly-
nomial in x1x2, y1y2 and x1y1 + x2y2 (the change of variables was necessary to get concise
formulae):
This fact will be proven by induction: The case h = 1 is obvious. Given h > 1 we get
(x1y1)h +(x2y2)h− (x1y1 + x2y2)h =−
h−1
∑
k=1
(
h
k
)
(x1y1)k(x2y2)h−k.
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Using the symmetry of binomial coefficients we get
−
b h−12 c∑
k=1
(
h
k
)
(x1y1)k(x2y2)h−k +(x1y1)h−k(x2y2)k−
{
0, h odd,(h
h
2
)
(x1y1)h/2(x2y2)h/2, h even.
Next,
(x1y1)k(x2y2)h−k +(x1y1)h−k(x2y2)k = (x1y1)min{k,h−k} · (x2y2)min{k,h−k}
·
(
(x1y1)max{k,h−k}−min{k,h−k}+(x2y2)max{k,h−k}−min{k,h−k}
)
yields the claim by the induction hypothesis.
Remark 4.3.2 The above given proof (in the cases of (special) modular forms) can be found
in [Kl1, Prop 9.3] or [Fr1, III.1.4].
Theorem 4.3.3
A(SL2(Z)[3]2)∼= C[X1, . . . ,X4]/(X1X4−X2X3)
via the isomorphism which is induced by
X1 7→ F1 := f (τ1) f (τ2), X2 7→ F2 := f (τ1)g(τ2),
X3 7→ F3 := g(τ1) f (τ2) and X4 7→ F4 := g(τ1)g(τ2),
where f = E∗3,3 and g = E∗1,3.
Proof: Obviously we have F1F4 = F2F3. Let P ∈ C[X1, . . . ,X4] be a homogeneous poly-
nomial of degree k satisfying the relation P(F1,F2,F3,F4) = 0. Using F1F4 = F2F3 we can
assume
0 =
k
∑
j1=0
k− j1∑
i1=0
αi1 j1F
j1
1 F
i1
2 F
k− j1−i1
3 +
k
∑
j2=1
k− j2∑
i2=0
αi2 j2F
j2
4 F
i2
2 F
k− j2−i2
3 .
Using the definition of Fi and the algebraic independency of f (τ1), . . . ,g(τ2), this equation
holds if and only if
( j1 + i1,k− i1,k− j1− i1, i1) = (i2,k− j2− i2,k− i2, i2 + j2).
Hence
i2 = j1 + i1 = j1 + j2 + i2, and therefore j1 = j2 = 0
which provides a contradiction to j2 ≥ 1. 
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An easy calculation reveals
Corollary 4.3.4 Via the isomorphism of Theorem 4.3.3 one has
a)
A(SL2(Z)[3]2)sym ∼= C[X1,X4,X2 +X3].
b)
A(SL2(Z)[3]2,ν12η ×ν12η )sym = η4(τ1)η4(τ2) ·A(SL2(Z)[3]2)sym.
c)
A(SL2(Z)[3]2,ν)skew = (F2−F3)A(SL2(Z)[3]2,ν)sym for ν ∈ {ν12η ×ν12η ,1}.
Remark 4.3.5 a) In the proof of Theorem 4.3.3 we basically determined a Gröbner basis.
b) Corollary 4.3.4 a) and c) can also be shown using invariant theory (see for example
Example 5.2.14).
4.4 The Invariant Group
The second step to determine A(G) using Equation (3.20) is to calculate the action of
G/SL2(Z)[3]2 ∼= SL2(Z/3Z) (see Lemma 3.6.7) on the generators of A(SL2(Z)[3]2):
Because of SL2(Z)[3]ESL2(Z), we know that
f |N ∈ A(SL2(Z)[3]) for f ∈ A(SL2(Z)[3]), N ∈ SL2(Z),
hence we can describe f |N by the generators E∗3,3, E∗1,3. Using σ−10 =−J and the equations
(4.4) and (8.1), we get
E∗3,3|J = −i√3
(
E∗1,3(τ)−E∗3,3(τ)
)
and E∗1,3|J = −i√3
(
2E∗3,3(τ)+E∗1,3(τ)
)
.
Given f (τ) = ∑∞n=0 anq
n
3 with q = e2piiτ , we get ( f |T )(τ) = ∑∞n=0 anζ n3 q
n
3
. We therefore
conclude from
(E∗3,3|T )(τ) = 1+(32 −
√
33
2 i)q
1
3 +O(q 23 ), and
(E∗1,3|T )(τ) = 1− (3−
√
3
3
i)q
1
3 +O(q 23 )
that
E∗3,3|T = (12 +
√
3
6 i)E
∗
3,3 +(
1
2 −
√
3
6 i)E
∗
1,3 and E∗1,3|T = (1− i√3)E
∗
3,3 +
i√
3E
∗
1,3.
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Since T−tr = JT J3, we define
MJ =
( i√
3 −
i√
3
− 2i√3 −
i√
3
)
, MT =
(
1
2 +
√
3
6 i
1
2 −
√
3
6 i
1− i√3
i√
3
)
and MT−tr = MJMT M3J .
Then we have
Fi 7→
n
∑
j=1
mi jFj for 1≤ i≤ 4 and M = (mi j)i, j ∈ {MJ⊗MJ,MT−tr ⊗MT},
where M1⊗M2 is the Kronecker product of two matrices, i. e. (mi jM2) for M1 = (mi j)i, j.
Note that we have been choosing the row convention for these matrices, since many com-
puter algebra systems use this convention. If we used columns, the linear transformations
with respect to the basis {F1, . . . ,F4} from above would be represented by the matrices Mtr.
To sum up, we see that G/SL2(Z)[3]2 acts on A(SL2(Z)[3]2) with kernel {±(I, I)}. Ad-
ditionally, f ∈ A(SL2(Z)[3]2) (written as a polynomial in the generators) is symmetric if
f |MFlip = f with MFlip :=

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 . (4.9)
Thus we define the two groups G := 〈MJ⊗MJ,MT−tr ⊗MT 〉 and Ĝ :=
〈
G,MFlip
〉
. It is easy
to show that G∼=A4 and Ĝ∼=A4×C2, e. g. with [GAP]. Notice that MFlip is a matrix of order
2, but this matrix does not commute with MT−tr ⊗MT . Instead, the matrix (MJ⊗MJ)MFlip
commutes with all matrices in Ĝ.
The character χ which is associated to the representation of G from above is four dimen-
sional and has the values trace(MT−tr⊗MT ) = ζ3 on a conjugacy class of order 3 (we choose
the last column in the table on page 35) and trace(MJ ⊗MJ) = 0 on the conjugacy class of
order 2. It is easy to calculate by hand that there are no invariants of degree 1. Therefore
the trivial character is no constituent of χ . The character is therefore uniquely determined
(assuming the above mentioned choice of the conjugacy classes): χ = τ+λ ′. Since ϑ ⊗ϑ
has the same values on the conjugacy classes, we have
χ = ϑ ⊗ϑ = τ+λ ′ and detϑ = λ ′ = λ−1. (4.10)
The character ϑ ⊗ϑ can be realized over F =Q(ζ3), a fact which does not follow directly
from the table on page 35. Since we do not need this explicit result, we omit the proof.
The character which is associated to the representation of Ĝ from above is determined in
Section 5.6.
46 Modular Forms with Respect to SL2(Z)[3]×SL2(Z)[3]
So we are interested in the graded algebra(C[X1, . . . ,X4]/〈X1X4−X2X3〉)H ,
with H = G, Ĝ, i. e. in all polynomials mod I = 〈X1X4−X2X3〉 which remain in the same
coset under the operation of H.
In the classical invariant theory this problem was only considered for polynomial rings, i. e.
F [X1, . . . ,Xn]H for a field F . In the next chapter we develop the theory to be able to calculate
invariant rings like the one from above.
5 Algebraic Methods
The structural results of this chapter, especially from Section 5.3 were done in team-work
with Dr. Jürgen Müller.
5.1 Commutative Algebra
In this section we give a short repetition of the structures and results of the commutative
algebra we will need:
Throughout this section let F be a field, V be a finite dimensional F-vector space with n =
dimF V . The main objects are finitely generated commutative F-algebras. A commutative
F-algebra R is called Z-graded (or simply graded) if R =⊕d≥0Rd as F-vector spaces,
R0 ∼= F , dimFRd ∈N0 for all d ∈N and Rd1 ·Rd2 ⊂Rd1+d2 for all d1, d2 ≥ 0. We call Rd
a homogeneous component and set Rd = {0} for d < 0. Let r = (rd)d∈Z ∈R with rd ∈Rd
for all d ∈Z, then there are only finitely many rd 6= 0. If r 6= 0, then degr = max{d; rd 6= 0}
is called the degree of r. An example for a graded F-algebra is the symmetric algebra
S[V ] := T [V ]/〈x⊗ y− y⊗ x; x,y ∈ T [V ]〉,
where T [V ] = F ⊕⊕d≥1V⊗d denotes the tensor algebra. Obviously, S[V ] is finitely gen-
erated and as a graded F-algebra it is isomorphic to the polynomial ring F [X1, . . . ,Xn] with
the standard grading defined by degXi = 1 for all i.
Definition 5.1.1 Let R be a graded F-algebra. An R-module M is graded if there exists a
dM ∈ Z such that M =⊕d≥dM Md as F-vector spaces with dimF Md ∈ N0 for all d ≥ dM
and Rd1 ·Md2 ⊂ Md1+d2 for all d1, d2 ≥ dM. Again, we set Md = {0} for d < dM and
degm = max{d;md 6= 0} for 0 6= m = (md)d∈Z ∈M.
5.1.1 Noetherian Modules and Krull dimension
Let R be a commutative ring, then we call an R-module M Noetherian if every ascending
chain of submodules is eventually constant. A ring itself is said to be Noetherian if it is so
as a module over itself.
The following properties are well-known (compare [Ben, §1.2])
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Theorem 5.1.2 (Hilbert’s Basis Theorem) If R is a commutative Noetherian ring, then
R[X ] is Noetherian.
Lemma 5.1.3 a) A module M over a Noetherian ring R is Noetherian if and only if it is
finitely generated.
b) A submodule of a finitely generated module over a Noetherian ring is again finitely
generated.
c) A commutative ring R is Noetherian if and only if every ideal I is finitely generated.
d) If A is a finitely generated commutative F-algebra, then A is Noetherian.
From now on we formulate the following hypothesis which describes the generality we
choose to work with:
Hypothesis 5.1.4 LetR=⊕d≥0Rd withR0 ∼=F be a graded commutative ring and {0} 6=
M =
⊕
d≥dM Md a finitely generated R-module. Let the characteristic of F be charF = 0
and let R be finitely generated over F with finitely many elements of positive degree. We set
R+ =⊕d≥1Rd the maximal homogeneous ideal.
If R and M fulfill the Hypothesis 5.1.4, they are in view of Lemma 5.1.3 Noetherian.
The Krull dimension of a commutative ring R is the maximal length n of a chain of proper
inclusions of prime ideals P0 ⊃P1 ⊃ . . . .⊃Pn, or∞ if the maximum does not exist. If M is
aR-module, then the Krull dimension of M is the Krull dimension of the ringR/AnnR(M),
where
AnnR(M) = {r ∈R;rm = 0 for allm ∈M},
is the annihilator of M in R. We write dimR and dimM, respectively. Whenever we refer
to the dimension of a vector space, we keep the field as a subscript.
The height of a prime ideal P – denoted by heightP – is the maximal length n of a chain of
proper inclusions of prime ideals P = P0 ⊃P1 ⊃ . . .⊃Pn, or ∞, if the maximum does not
exist.
Let R1,R2 be two commutative rings with R1 ⊂ R2. We call r ∈ R2 integral over R1
if there exists a polynomial p with coefficients in R1 and leading coefficient 1 such that
p(r) = 0. We callR2 a finite extension if every element inR2 is integral overR1 and ifR2
(as a module) is finitely generated over R1.
Lemma 5.1.5 ([Ben, Cor 1.4.5])
IfR2 ⊃R1 is a finite extension of rings, then the Krull dimensions of R1 andR2 are equal.
Now we can cite Krull’s Principal Ideal Theorem ([Ben, Thm 2.3.3])
Theorem 5.1.6 Suppose thatR is a commutative Noetherian ring and I = 〈x〉 is a principal
ideal in R. Then any prime ideal P , which is minimal among the prime ideals containing I
has height at most one.
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5.1.2 Nakayama Lemma and Noether Normalization
Lemma 5.1.7 ([DKe, Lem 3.5.1])
LetR and M satisfy Hypothesis 5.1.4 with dM ≥ 0. Then for a subset S⊂M of homogeneous
elements the two conditions are equivalent:
(i) S generates M as an R-module.
(ii) S generates M/R+M as a vector space over F. Here R+M is the submodule of M
generated by the elements r ·m with r ∈R+ and m ∈M.
In particular, a generating set S for M is of minimal cardinality if no proper subset of S
generates M.
In the situation that Hypothesis 5.1.4 is fulfilled we define the the Hilbert series of M as
H(M, t) := ∑
d≥dM
(dimF Md) td.
The Hilbert series is sometimes also called Poincaré series. A consequence of the Theorem
of Hilbert-Serre ([Ben, Thm 2.1.1]) is that H(M, t) converges in the pointed open unit disc
{z ∈ C;0 < |z| < 1} and has at most a pole in t = 1. The order of this pole is denoted by
ordM. Moreover the Hilbert series is of the form
H(M, t) =
p(t)
∏rj=1(1− tk j)
with p(t) ∈ Z[t, t−1]. (5.1)
We cite the Noether normalization in the graded case:
Theorem 5.1.8 ([Ben, Thm 2.2.7])
Let R and M satisfy Hypothesis 5.1.4. Then there exist homogeneous elements f1, . . ., fn
of positive degree in R, which generate a polynomial subring F [ f1, . . . , fn] in R/AnnR(M)
over which M is finitely generated as a module. Furthermore,
n = dimM = ordM.
If R = M is an integral domain, the number n is also equal to the transcendence degree of
the field of fractions Quot of R, i. e. trdegQuot(R) = n.
Therefore we define (cf. [DKe, §2.4.2])
Definition 5.1.9 Let R and M satisfy Hypothesis 5.1.4.
A subset { f1, . . . , fn} ⊂ R/AnnR(M) of homogeneous elements of positive degree is called
a homogeneous system of parameters for M if
(hsop1) f1, . . . , fn are algebraically independent and
(hsop2) M is finitely generated as module over F [ f1, . . . , fn].
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By Theorem 5.1.8 the length of a homogeneous system is uniquely determined. Therefore
we get
Remark 5.1.10 Let R and M satisfy Hypothesis 5.1.4 with dM ≥ 0 and let f1, . . . , fn ∈
R/AnnR(M) be homogeneous of positive degree. Then
dimF M/∑ni=1 M fi <∞ if and only if dimM/∑ni=1 M fi = 0.
Proof: Let N = M/∑ni=1 M fi. If dimN = 0, then by Theorem 5.1.8 N is finitely generated
as F-module. If dimF N <∞, then H(N, t) is a polynomial and we get ordN = dimN = 0
by Theorem 5.1.8. 
We show now a characterization that { f1, . . . , fn} ⊂R/AnnR(M) is a homogeneous system
of parameters for M:
Proposition 5.1.11 Let R and M satisfy Hypothesis 5.1.4 with dM ≥ 0 and let f1, . . . , fn ∈
R/AnnR(M) be homogeneous of positive degree.
{ f1, . . . , fn} ⊂ R/AnnR(M) is a homogeneous system of parameters for M if and only if
dimF(M/∑ni=1 M fi)<∞ and the Krull dimension n = dimM.
Proof: S := F〈 f1, . . . , fn〉. By Nakayama’s Lemma 5.1.7 M is a finitely generated S-module
if and only if M/∑ni=1 M fi is a finitely generated F-module. If { f1, . . . , fn} is a homogeneous
system of parameters, we get using Theorem 5.1.8 that n = ordM = dimM. Let vice versa
n = dimM. In the case that f1, . . . , fn would be algebraically dependent, we would get that
S is a finite extension of F [X ], where X is a subset of { f1, . . . , fn} with a cardinality at most
n−1. Thus ordS = ord(F [X ]) = ]X ≤ n−1. Since M is a finitely generated S-module, M
is also a finitely generated F [X ]-module. Therefore
n = dimM 6= ]X .
which provides a contradiction to Theorem 5.1.8. 
5.1.3 Invariants
Let R satisfy Hypothesis 5.1.4 and G be a group of graded algebra automorphisms of R.
We denote the corresponding action by rg for r ∈ R and g ∈ G. This leads to the definition
of the invariant ring
RG := { f ∈R; f g = f for all g ∈ G}.
Obviously, this is a graded F-subalgebra of R. Moreover, let λ : G → F be an Abelian
character of G, then we denote by
Rλ := { f ∈R; f g = λ (g) · f for all g ∈ G}
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the RG-module of λ -relative invariants.
Given a group G and an F-representation DV : G → GL(V ) ∼= GLn(F), then V is an FG-
module by vg := v ·DV (g) for v ∈ V , g ∈ G. By diagonal operation of G on V⊗d , i. e.
(
⊗
i vi)g =
⊗
i v
g
i , the symmetric algebra is an FG-module, too. Thus S[V ]G and S[V ]λ are
well-defined.
Note that we can define the relative fixmodule V λ for every FG-module V in the same way.
In the literature V λ is often called an isotypic component. Since charF = 0, we could use
representation theory, i. e. the decomposition of V into irreducible FG-modules, to define
λ -relative invariants also in the case that λ is a non-linear character.
We want to prove that R = S[V ]G and M = S[V ]λ satisfy the Hypothesis 5.1.4. Therefore
we need the Reynolds operator.
5.2 The Generalized Reynolds Operator
Throughout this section let R fulfill Hypothesis 5.1.4 and G be a finite group of graded al-
gebra automorphisms ofR and λ : G→ F a linear character. Then the generalized Reynolds
operator is defined by
Rλ :=
1
|G| ∑g∈Gλ (g
−1)g ∈ FG,
where FG := {∑g∈Gαgg;αg ∈ F} is the group algebra. Given λ = 1, we use RG instead of
Rλ . Obviously, the Reynolds operator acts on R by
Rλ f := 1|G| ∑g∈Gλ (g
−1) f g for f ∈R
and is an RG-homomorphism, since
Rλ ( f1 · f2) = f1 ·Rλ ( f2) for f1 ∈RG and f2 ∈R.
We need the following easily proven result:
Lemma 5.2.1 Let λ : G→ F be a linear character. Then the generalized Reynolds operator
is a projection from R onto Rλ . Especially, one has:
a) g ·Rλ = Rλ ·g for all g ∈ G.
b) Rλ f = f for all f ∈Rλ and Rλ (R) =Rλ , thus (Rλ )2 = Rλ .
Proof: a) Using the index transformation h 7→ ghg−1 we get
g ·Rλ = 1|G| ∑h∈Gλ (h
−1)gh = 1|G| ∑h∈Gλ (h
−1)hg = Rλ ·g
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b) If f ∈Rλ , then
Rλ ( f ) = 1|G| ∑g∈Gλ (g
−1) f g = 1|G| ∑g∈G f = f .
In particular Rλ (R)⊃Rλ . For f ∈R we use the index transformation h 7→ hg and get
(Rλ ( f ))g = 1|G| ∑h∈Gλ (h
−1) f hg = λ (g) · 1|G| ∑h∈Gλ ((hg)
−1) f hg = λ (g)Rλ ( f ),
so that Rλ (R) =Rλ . 
For an FG-module homomorphism α we have
(Rλ ◦α) = 1|G| ∑h∈Gλ (h
−1)α( f )g = α( 1|G| ∑h∈Gλ (h
−1) f g) = α ◦Rλ .
so that Rλ commutes with every FG-module homomorphism α .
Again our main example will be R= S[V ].
Given F with charF = 0, we call 0→U α−→V β−→W → 0 an exact sequence of FG-modules if
α : U →V is an injective FG-homomorphism, β : V →W is a surjective FG-homomorphism
and kerβ = imα .
Lemma 5.2.2 Let G be a finite group, F a field with charF = 0 and λ : G → F a linear
character. For every exact sequence 0→U α−→V β−→W → 0 of FG-modules the sequence of
the relative fixmodules
0→Uλ α−→V λ β−→Wλ → 0
is also exact.
Proof: Given u ∈Uλ , we have
Rλ (α(u)) = (Rλ ◦α)(u) = (α ◦Rλ )(u) = α(Rλ (u)) = α(u),
hence α(u) ∈ V λ and therefore α|Uλ : Uλ → V λ and in the same way β |Vλ : V λ →Wλ is
well-defined. Obvioulsy, α : Uλ → V λ is injective. Let now w ∈Wλ . Thus there exists a
v ∈V with β (v) = w. It follows that Rλ (v) ∈V λ and
β (Rλ (v)) = Rλ (β (v)) = Rλ (w) = w,
hence β : V λ →Wλ is surjective.
It remains to be shown that kerβ |Vλ = imα|Uλ . Let v∈V λ with β (v) = 0. Then there exists
an u ∈U with α(u) = v. Hence Rλ (u) ∈Uλ and
α(Rλ (u)) = Rλ (α(u)) = Rλ (v) = v,
which proves kerβ |Vλ ⊂ imα|Uλ . The other inclusion follows directly from β ◦α = 0. 
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Later on we will need the following generalization: Let U , V be FG-modules and χ : G→ F
be a linear character. Let α : U → V be a linear transformation which satisfies (α(u))g =
χ(g)α(ug) for all g∈G and u∈U . In particular α is not a FG-homomorphism. We call this
a χ-twisted FG-homomorphism. Let Fχ = F be the FG-module where an element g ∈ G
acts as follows: 1 7→ χ(g) · 1. Via the isomorphism U ⊗F F ∼= U , u⊗ 1 7→ u · 1, we can
translate the operation of G on U to U⊗F Fχ :
(u⊗a)g = ug⊗χ(g)a for u ∈U , a ∈ F and g ∈ G.
Hence αχ : U⊗F Fχ →V , αχ(u⊗1) = α(u) fulfills
(αχ(u⊗1))g = α(u)g = α(ug)χ(g) = α(ugχ(g)) = αχ((u⊗1)g)
and therefore αχ is a FG-homomorphism.
Let α : U → V be an injective χ-twisted FG-homomorphism and β : V →W a surjective
FG-homomorphism such that kerβ = imα . We call this a χ-twisted exact sequence and
denote it by
0→U α−→V β−→W → 0.
Then
0→U⊗F Fχ α
χ
−−→V β−→W → 0
is an exact sequence of FG-modules. Using Lemma 5.2.2 for a linear character λ : G → F
we get that
0→ (U⊗F Fχ)λ α
χ
−−→V λ β−→Wλ → 0
is an exact sequence. Using V λ = Rλ (V ) and
Rλ (αχ(u⊗1)) = 1|G| ∑g∈Gλ (g
−1)(αχ(u⊗1))g = 1|G| ∑g∈Gλ (g
−1)α(ug)χ(g)
= α
(
1
|G| ∑g∈Gλ (g
−1)χ(g)ug
)
= α(Rχ
−1λ (u)),
we get
imαχ |(U⊗F Fχ )λ = im(αχ ◦Rλ )|U⊗F Fχ = im(Rλ ◦αχ)|U⊗F Fχ
= im(α ◦Rχ−1λ )|U
and therefore obtain the following χ-twisted exact sequence
0→Uχ−1λ α−→V λ β−→Wλ → 0.
We summarize this result in the following
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Lemma 5.2.3 Let G be a finite group, F a field with charF = 0 and χ,λ : G→ F two linear
characters. Let 0→U α−→V β−→W → 0 be a χ-twisted exact sequence, then
0→Uχ−1λ α−→V λ β−→Wλ → 0
is also a χ-twisted exact sequence.
Remark 5.2.4 a) For χ = 1 we get the same result as in Lemma 5.2.2.
b) Lemma 5.2.2 and Lemma 5.2.3 can be generalized to groups which possess a Reynolds
operator. These groups are called linearly reductive.
5.2.1 More on Invariants
From ([Ben, Thm 1.3.1]) we cite the well-known
Theorem 5.2.5 (Hilbert-Noether)
Let G be a finite group. Then S[V ]G is a finitely generated F-algebra which is integrally
closed. Moreover S[V ]G ⊂ S[V ] is a finite ring extension.
Using this theorem it is possible to prove
Corollary 5.2.6 ([Ben, §1.4])
Let G be a finite group, F a field and V a finite dimensional FG-module. Then
dimS[V ] = dimF V = dimS[V ]G.
We want to generalize these results to relative-invariants Rλ for rings R which satisfies
Hypothesis 5.1.4:
Proposition 5.2.7 Let R be an integral domain which fulfills Hypothesis 5.1.4 and let G
be a faithful finite group of graded algebra automorphisms of R. Then for the invariant
field (QuotR)G we have (Quot(R))G = Quot(RG) and the field extension (Quot(R))G ⊂
Quot(R) is finite Galois with Galois group G.
Proof: We clearly have Quot(RG) ⊂ Quot(R)G. Conversely let f = f1f2 ∈ Quot(R)G for
fi ∈ R. By extending with ∏16=g∈G f g2 we may assume that f2 ∈ RG and hence f1 ∈ RG as
well, thus f ∈ Quot(RG). By Artin’s Theorem, see [Lan, Thm VI.1.8], the field extension
(Quot(R))G ⊂ Quot(R) is Galois. 
Proposition 5.2.8 Let R fulfill Hypothesis 5.1.4 and let G be a finite group of graded alge-
bra automorphisms of R.
a) R is a finite ring extension of RG.
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b) dimRG = dimR.
c) RG is a finitely generated F-algebra.
d) Let R have no zero-divisors and Rλ 6= {0}. Then dimRλ = dimR.
e) Rλ is a finitely generated RG-module.
Proof: a) For f ∈ R let p f := ∏g∈G(X − f g) ∈ RG[X ]. Hence we have p f ( f ) = 0 and f
is monic so that f is integral over RG. Let { f1, . . . , fr} ⊂ R be an F-algebra generating
set of R and let S ⊂ RG ⊂ R be the F-algebra generated by the coefficients of the
polynomials {p f1, . . . , p fr} ⊂ RG[X ]. As all fi are integral over S, the F-algebra R is
integral over S. As R is a finitely generated F-algebra, it is also a finitely generated
S-algebra and hence the ring extension S ⊂R is finite. In particular, the ring extension
RG ⊂R is finite.
b) Follows directly from a) using Lemma 5.1.5.
c) S is a finitely generated F-algebra and therefore Noetherian due to Lemma 5.1.3. As
the S-module R is finitely generated, it is a Noetherian S-module by the same lemma
Thus the S-submodule RG ⊂ R is also Noetherian and therefore a finitely generated
S-module. As S is a finitely generated F-algebra, RG is a finitely generated F-algebra
as well.
d) One has
dimRλ = dimRG/AnnRG(Rλ ) = dimRG/{0}= dimRG.
e) In c) we showed that R is a finitely generated S-module, therefore it is also a finitely
generated RG-module. Since RG is Noetherian we get by Lemma 5.1.3 that Rλ is a
finitely generated RG-submodule of R. 
We have already seen in Section 5.1.2 that if M fulfills Hypothesis 5.1.4 that the Krull
dimension of M is equal to the order of the rational function H(M, t) which was abbreviated
by ordM. Therefore
degM :=
(
H(M, t)(1− t)ordM
)
(1) ∈ R
is well-defined. Moreover, it is a rational number because of Equation (5.1).
Example 5.2.9 Let R = F [ f1, . . . , fn] be a polynomial ring with deg fi = ki for 1 ≤ i ≤ n.
Then
H(R, t) =
n
∏
i=1
1
1− tki
and therefore we get
ordR= n and degR=
n
∏
i=1
1
ki
.
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Theorem 5.2.10 ([Ben, Prop 2.4.2])
LetR fulfill Hypothesis 5.1.4 and letR⊂S be a finite extension of graded F-algebras such
that S is a domain. Then we have
degS = [Quot(S) : Quot(R)]deg(R).
S[V ] is a finitely generated graded algebra. Therefore, if S[V ]λ 6= {0}, then the F-algebra
R= S[V ]G and the R-module M = S[V ]λ fulfill the Hypothesis 5.1.4 by Proposition 5.2.8.
In the case of M = S[V ]λ we can calculate the Hilbert series using
Theorem 5.2.11 (Molien’s formula, [Ben, Thm. 2.5.2, 2.5.3])
Let F be a field of charF = 0. Then
H(S[V ]λ , t) = 1|G| · ∑g∈Gλ (g)
−1 ·
(
m
∏
i=1
1
1−λi(g) ·T
)
∈ C(T ),
where m := dimC(V ) and λ1(g), . . . ,λm(g) ∈ C are the eigenvalues of the action of g ∈ G
on V .
Hence if the character afforded by V is known, this formula can be evaluated from the
character table of G, see [Ben, Ch.2.5]. This method and the necessary character theoretic
data are available in GAP.
Another very useful concept is the Jacobi-criterion:
Definition 5.2.12 For { f1, . . . , fn} ⊂ F [X1, . . . ,Xn] the Jacobian matrix is defined as
J( f1, . . . , fn) :=
(
∂ fi
∂X j
)
1≤i, j≤n
∈Matn(F [X1, . . . ,Xn]).
Its determinant detJ( f1, . . . , fn) ∈ F [X1, . . . ,Xn] is called Jacobian determinant.
Proposition 5.2.13 (Jacobian criterion)
Let F be a field with charF = 0 and { f1, . . . , fn} ⊂ F [X1, . . . ,Xn].
a) If rankJ( f1, . . . , fn) = r, then there exist r algebraically independent elements in the al-
gebra F〈 f1, . . . , fn〉. Moreover these elements can be chosen from the set { f1, . . . , fn}.
b) { f1, . . . , fn} are algebraically independent if and only if detJ( f1, . . . , fn) 6= 0.
Proof: a) If rankJ( f1, . . . , fn) 6= 0, we can achieve by changing the order of f1, . . . , fn and
X1, . . . ,Xn that det (J( f1, . . . , fn)i, j)1≤i, j≤r 6= 0. Let assume that there exists a 0 6= h ∈
F [X1, . . . ,Xr] of minimal degree such that h( f1, . . . , fr) = 0. Differentiation ∂∂X j using the
chain rule yields the following system of linear equations over Quot(F [X1, . . . ,Xr]):(
∂h
∂Xi
( f1, . . . , fr)
)
i=1,...,r
· (J( f1, . . . , fn)i, j)1≤i, j≤r = 0
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Since degh > 0, there exists an i ∈ {1, . . . ,r} such that ∂h∂Xi 6= 0. As deg
∂h
∂Xi < degh we
have ∂h∂Xi ( f1, . . . , fr) 6= 0. Hence the above system of linear equation has a non-trivial
solution and det (J( f1, . . . , fn)i, j)1≤i, j≤r = 0 providing a contradiction.
b) "⇐" follows directly by a). Let { f1, . . . , fn} be algebraically independent. As the tran-
scendence degree trdeg(F [X1, . . . ,Xn]) = n, see [Lan, §8.1], the sets {Xk, f1, . . . , fn} are
algebraically dependent for k ∈ {1, . . . ,n}. Let 0 6= hk ∈ F [X0,X1, . . . ,Xn] of minimal
degree such that hk(Xk, f1, . . . , fn) = 0. Differentiation ∂∂X j yields(
∂hk
∂Xi
(Xk, f1, . . . , fn)
)
k,i=1,...,n
· J( f1, . . . , fn) = diag
(
− ∂hk
∂X0
(Xk, f1, . . . fn)
)
k=1,...,n
As { f1, . . . , fn} are algebraically independent, the indeterminate X0 occurs in hk, hence
we have degX0 hk > 0. Since charF = 0, we get
∂hk
∂X0
6= 0, and in F [X0,X1, . . . ,Xn] we get
deg ∂hk
∂X0
< deghk.
Therefore we have ∂hk∂X0 (Xk, f1, . . . ,Xn) 6= 0. Hence we conclude
detdiag
(
− ∂hk
∂X0
(Xk, f1, . . . fn)
)
k=1,...,n
6= 0 and thus detJ( f1, . . . , fn) 6= 0. 
Example 5.2.14 Let Fi be as in Theorem 4.3.3, then we have the
isomorphism of algebras
C〈Y1Y2,Y1Z2,Y2Z1,Z1Z2〉 ∼= C〈F1,F2,F3,F4〉.
The Jacobian matrix of {Y1Z1,Y1Z2 +Y2Z1,Y1Z2−Y2Z1,Z2Z2} is given as
Z1 0 Y1 0
Z2 Z1 Y2 Y1
Z2 −Z1 −Y2 Y1
0 Z2 0 Y2
 ∈Mat4(C[Y1,Y2,Z1,Z2])
which has vanishing determinant, but all (3× 3)-minors are non-vanshing. Hence all
subalgebras of C〈Y1Y2,Y1Z2,Y2Z1,Z1Z2〉 generated by three of {Y1Z1,Y1Z2 +Y2Z1,Y1Z2−
Y2Z1,Y2Z2} are by the Jacobian criterion polynomial. Thus F1, F2 +F3 and F4 are alge-
braically independent. From Equation (4.8) and the isomorphism of Theorem 4.3.3 we get
A(SL2(Z)[3]2)sym ∼= C[X1,X2 +X3,X4].
Since {F1,F2 +F3,F2−F3,F4} generate C〈F1,F2,F3,F4〉, we have
A(SL2(Z)[3]2) =A(SL2(Z)[3]2)sym⊕A(SL2(Z)[3]2)skew (5.2)
= C[F1,F2 +F3,F4]⊕ (F2−F3)C[F1,F2 +F3,F4]. (5.3)
and dimA(SL2(Z)[3]2) = 3 by Theorem 5.1.8.
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5.3 Cohen-Macaulay Rings and Modules
Definition 5.3.1 Under the Hypothesis 5.1.4 we define
a) A homogeneous element f ∈R+ is called regular (non-zero divisor) for M if kerM(· f ) =
{0}, where · f : M →M, m 7→m f . A sequence f1, . . . , fr ⊂R+ of homogeneous elements
is called regular for M if f j is regular for M/∑ j−1i=1 M fi for j = 1, . . . ,r. An element or a
sequence is called regular for R if it is regular for M =R.
b) The depth of M – denoted by depthM ∈ N0 ∪{∞} – is the length of a longest regular
sequence for M.
c) A ring or a module R is called Cohen-Macaulay if its depth is equal to its Krull dimen-
sion.
Some properties for these concepts are listed in the following
Proposition 5.3.2 Let R= M fulfill Hypothesis 5.1.4. Then
a) If f ∈R is homogeneous, then we have dimM/M f ≥ dimM−1. If f ∈R is regular for
M, then we have dimM/M f = dimM−1.
b) Let M be Cohen-Macaulay. Then f ∈ R+ homogeneous is regular for M if and only if
dimM/M f = dimM−1.
c) Every regular sequence is algebraically independent.
d) Each regular sequence f1, . . . , fr ⊂ R+, for r ≤ dimR, can be extended to a homoge-
neous system of parameters. In particular, a regular sequence of length r = dimR is a
homogeneous system of parameters.
e) depthM ≤ dimM
Proof: a) [Smi, Prop 6.7.1] b) [Smi, Thm 6.7.6] c) [Smi, Prop 6.2.1] d) [Smi, Cor 6.7.2]
e) [Smi, Cor 6.2.2]
Except for c) you find these results also in [Mül, Prop. 8.2 and Prop. 8.3]. 
Benson ([Ben, Thm 4.3.5]) showed the following
Theorem 5.3.3 Under Hypothesis 5.1.4 the following is equivalent:
(i) M is Cohen-Macaulay.
(ii) There exist homogeneous elements f1, . . . , fn (n = dimM) generating a polynomial
subring F [ f1, . . . , fn] ⊂ R/AnnRM such that M is a finitely generated free module
over F [ f1, . . . , fn].
(iii) Whenever f1, . . . , fn ∈R are homogeneous elements generating a polynomial subring
over F [ f1, . . . , fn] ⊂ R/AnnRM over which M is finitely generated, then M is a free
F [ f1, . . . , fn]-module.
We already know an example for a Cohen-Macaulay ring, i. e. R = A(SL2(Z)[3]2) (cf.
Example 5.2.14) with dimR= 3.
Using Theorem 5.3.3 we can generalize the decomposition in (5.3).
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Example 5.3.4 Let R and M fulfill Hypothesis 5.1.4 with dimR= n.
a) If R is a Cohen-Macaulay ring, then there exist a homogeneous system of parame-
ters { f1, . . . , fn} ⊂ R and other homogeneous elements g1, . . . ,gr ∈ R, such that R =⊕r
j=1 g jF [ f1, . . . , fn]. We call the polynomials fi primary generators and the gi sec-
ondary generators. If R is an invariant ring, we call the generators also (primary or
secondary) invariants.
b) If M =Rλ is a Cohen-Macaulay module for RG, then there exist a homogeneous sys-
tem of parameters { f1, . . . , fn} ⊂ RG and other homogeneous elements g1, . . . ,gr ∈ Rλ
such that Rλ =⊕rj=1 g jF [ f1, . . . , fn]. In that case, we call the polynomials fi relatively
primary invariants and the polynomials gi secondary relative-invariants.
In both cases the associated decomposition is called Hironaka decomposition.
Remark 5.3.5 In view of Theorem 5.3.3 we know that every homogeneous system of pa-
rameters is a set of primary invariants.
Corollary 5.3.6 Let R and M satisfy Hypothesis 5.1.4.
a) Let R be a Cohen-Macaulay ring with given Hironaka decomposition
r⊕
j=1
g jF [ f1, . . . , fn] with deg fi = ki and degg j = l j for 1≤ i≤ n and 1≤ j ≤ r.
Then
H(R, t) = ∑
r
j=1 t l j
∏ni=1(1− tki)
.
In particular, we have
degR= r∏ni=1 ki
with r = rankF [ f1,..., fn]R.
b) Let M be a Cohen-Macaulay R-module with Hironaka decomposition as in a), then
H(M, t) =
∑rj=1 t l j
∏ni=1(1− tki)
.
Proof: Using Example (5.2.9) the Hilbert series for a polynomial ring F [ f1, . . . , fn] is given
by
H(F [ f1, . . . , fn], t) = 1∏ni=1(1− tki)
.
The assertion follows directly from the Hironaka decomposition and comparison of the
dimension as F-vector spaces. The degree is easily calculated if we use 1−t
k
1−t = ∑k−1j=0 t j. 
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We now prove two generalizations for the Theorem of Hochster-Eagon (see [Ben, Thm
4.3.6]).
Proposition 5.3.7 Let R= M satisfy Hypothesis 5.1.4. If R is a Cohen-Macaulay ring, so
is RG.
Proof: Let n = dimR= dimRG (equality holds because of Proposition 5.2.8). Because of
the Noether normalization 5.1.8 (M =RG), there exists a set { f1, . . . , fn} ⊂RG with
F [ f1, . . . , fn] ⊂
finite
RG ⊂
finite
R.
Since R is a Cohen-Macaulay ring, it follows from Theorem 5.3.3 that R is a finitely
generated graded free F [ f1, . . . , fn]-module. RG is a graded F [ f1, . . . , fn]-module because
F [ f1, . . . , fn] ⊂ RG. From Proposition 5.2.8 we get that RG is a finitely generated graded
F [ f1, . . . , fn]-module. Since it is the image of a projection it is also projective. Since ev-
ery graded F [ f1, . . . , fn]-module is projective if and only if it is free (by Lemma [Ben, Lem
4.1.1]), we therefore know that RG is a free finitely generated graded F [ f1, . . . , fn]-module.

Proposition 5.3.8 Let R be a Cohen-Macaulay ring without zero-divisors and Rλ 6= {0},
then Rλ is a Cohen-Macaulay RG-module. Moreover we have dimR= dimRG = dimRλ
and any system of primary invariants is also a system of relatively primary invariants.
Proof: Without loss of generality let λ 6= 1, hence Rλ ∩RG = {0}. Since R has no zero-
divisors (and Rλ 6= {0}), we know that AnnRG(Rλ ) = {0}. As in the proof of Proposition
5.3.7 we get a homogeneous system of parameters { f1, . . . , fn} ⊂ RG, such that R is a
finitely generated F [ f1, . . . , fn]-module. Using Proposition 5.2.8 we get that Rλ is a finitely
generated projective F [ f1, . . . , fn]-module. Hence it is free by [Ben, Lem 4.1.1] (note that
R is a free F [ f1, . . . , fn]-module). Therefore { f1, . . . , fn} is also a homogeneous system of
parameters forRλ . SinceRλ 6= {0}, Proposition 5.2.8 yields dimRλ = dimRG = dimR=
n and therefore Rλ is a Cohen-Macaulay module. 
Remark 5.3.9 Is the condition “R has no zero-divisors” necessary, or is it only of technical
nature? In the general setting this is an interesting question, but in the case that R is a
graded algebra of modular forms this condition is always fulfilled.
We will call relatively primary invariants again primary invariants. For these structures we
will look at the relation between the Hilbert series and the associated Hironaka decomposi-
tion:
If λ = 1, then g1 = 1 is always a secondary invariant. Suppose that λ 6= 1, then g = 1 is
never a secondary relative-invariant.
Let S[V ]G be a Cohen-Macaulay ring and let the Hilbert series – which can be calcu-
lated using Molien’s formula 5.2.11 which is for example available in [GAP] – be given
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by ∑
r
j=1 t
l j
∏ni=1(1−tki)
. Suppose we found a homogeneous system of parameters { f1, . . . , fn} with
degrees deg fi = ki, then the numerator polynomial determines, in which homogeneous com-
ponents we have to look for secondary relative-invariants, i. e. let p(t) = ∑i ait i ∈ Z[t] be
the numerator polynomial, then we need ai linear independent secondary relative-invariants
of degree i. If the denominator does not match with the degrees in the homogeneous system
of parameters, we have to extend the fraction with a suitable polynom, e. g. see [DKe, p.
84].
Example 5.3.10 Let Γ = SL2(Z).
a) Since R=A(Γ)∼= C[g4,g6], the ring R is Cohen-Macaulay with Hilbert series
H(R, t) = 1
(1− t4)(1− t6) .
b) In Theorem 4.2.7 we showed that A(Γ[3]) = C〈E∗3,3,E∗1,3〉. Since A(Γ) =A(Γ[3])Γ/Γ[3]
is an integral extension we have
2 = dimA(Γ) = dimA(Γ[3])
by Lemma 5.1.5. Therefore E∗3,3 and E∗1,3 are algebraically independent.
5.4 A Twisted Exact Sequence
We want to consider the more complicated example(
C[X1, . . . ,X4]/〈X1X4−X2X3〉
)G
with the group G = 〈MJ⊗MJ,MT−tr ⊗MT 〉 ∼= A4.
Let R := C[X1, . . . ,X4]/〈X1X4−X2X3〉. We have already shown in Equation (5.3) that
R := C[F1,F2 +F3,F4]⊕ (F2−F3)C[F1,F2 +F3,F4]
and that dimR= 3. This is the Hironaka decomposition and thereforeR is Cohen-Macaulay
with Hilbert series
H(R, t) = (1+ t)
(1− t)3 . (5.4)
Using Proposition 5.2.8 and Proposition 5.3.7 we get that dimRG = 3 and thatRG is Cohen-
Macaulay. In order to be able to calculate the invariants for R, we need a λ -twisted exact
sequence, where λ is the character of the group A4 which was defined in Section 4.1.
In Section 4.3 and in Example 5.2.14 we showed that
A(SL2(Z)[3]2)∼= C〈Y1Z1,Y1Z2,Y2Z1,Y2Z2〉 ⊂ C[Y1,Y2,Z1,Z2].
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The isomorphism of Theorem 4.3.3 translates into the surjective algebra homomorphism
pi : C[X1,1,X1,2,X2,1,X2,2]→ C〈Y1Z1,Y1Z2,Y2Z1,Y2Z2〉 (5.5)
given by pi : Xi, j 7→ YiZ j. Because of Theorem 4.3.3 we know that kerpi = 〈Fpi〉 with Fpi =
X1,1X2,2−X1,2X2,1. Note that the ideal 〈Fpi〉 is related to the Segre-variety. This relation is
explained in the Appendix 8.7. There you find also a different (more general) proof for this
result using algebraic geometry. In this section you also find a remark about determinental
rings. We easily observe that pi is aCG-module homomorphism if we define on both sides of
Equation (5.5) the G-action by the isomorphism from Example 5.2.14 and the representation
of G in Chapter 4.4.
Let V ∼=C2 and {v1,v2} be a basis of V , then we see that C[X1,1,X1,2,X2,1,X2,2]∼= S[V ⊗V ]
and impi ∼=⊕d≥0S[V ]d ⊗S[V ]d . Moreover, Fpi translates into vpi = (v1⊗ v1)(v2⊗ v2)−
(v1⊗v2)(v2⊗v1). If we define σ : S[V ⊗V ]→S[V ⊗V ] by σ(1) = vpi , then σ is obviously
a linear transformation.
Given h =
(
a b
c d
) ∈ GL(V ), we get
v
(h,1)
pi = (vh1⊗ v1)(vh2⊗ v2)− (vh1⊗ v2)(vh2⊗ v1) (5.6)
= ((v1a+ v2b)⊗ v1)((v1c+ v2d)⊗ v2)− ((v1a+ v2b)⊗ v2)((v1c+ v2d)⊗ v1)
= det(h) · vpi
Analogously, we have v(1,h)pi = det(h) · vpi . Since G operates diagonal on S[V ⊗V ] and G
operates on V ⊗V with character ϑ ⊗ϑ , we get using Equation (4.10)
v
g
pi = (detϑ(g))2vpi = λ−2(g)vpi = λ (g)vpi ,
where λ is the character from the table on page 35. Hence σ is a λ -twisted CG-homomor-
phism and we get the λ -twisted exact sequence
0→S[V ⊗V ] σ−→S[V ⊗V ] pi−→
⊕
d≥0
(S[V ]d⊗S[V ]d)→ 0. (5.7)
Note that this is a little abuse of notation since pi is defined in a different way. Because of
Lemma 5.2.3 the twisted sequence
0→S[V ⊗V ]λ−1
σ |S[V⊗V ]λ−1−−−−−−−→S[V ⊗V ]G
pi|S[V⊗V ]G−−−−−−→ (impi)G → 0
is also exact. Rχ is a projection for χ = 1,λ−1 so that (impi)G = im(pi|S[V⊗V ]G) and
(imσ)G = im(σ |S[V⊗V ]λ−1 ). Hence(S[V ⊗V ]/imσ)G ∼= (impi)G ∼= impi|S[V⊗V ]G (5.8)
∼= S[V ⊗V ]G/imσ |S[V⊗V ]λ−1 ∼= S[V ⊗V ]
G/(imσ)G.
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Let ϕd : S[V ⊗V ]→ S[V ⊗V ]d be the restriction onto the d-th homogeneous component.
Since ϕd commutes with pi , σ and the action of G, we get using Equation (5.8)(S[V ⊗V ]/kerpi)Gd ∼= S[V ⊗V ]Gd /(vpi · S[V ⊗V ]λ−1d−2). (5.9)
Using Molien’s formula 5.2.11 which is for example implemented in [GAP] (see Section
8.9), we can calculate the following Hilbert series
H(S[V ⊗V ]G, t) = 1− t
2 + t3 +2t4
(1− t3)2(1− t2)2 =
1+ t3 + t4 + t5 +2t6
(1− t4)(1− t3)2(1− t2) ,
H(S[V ⊗V ]λ , t) = 2t
2 + t3− t4 + t6
(1− t3)2(1− t2)2 =
2t2 + t3 + t4 + t5 + t8
(1− t4)(1− t3)2(1− t2) ,
H(S[V ⊗V ]λ ′ , t) = t + t
2− t3 + t4 + t5
(1− t3)2(1− t2)2 =
t + t2 +2t4 + t6 + t7
(1− t4)(1− t3)2(1− t2) .
Comparing the dimension as F-vector spaces we deduce from Equation (5.9) that
Htot = H((S[V ⊗V ]/kerpi)G, t) = H(S[V ⊗V ]G, t)− t2 ·H(S[V ⊗V ]λ
′
, t) (5.10)
=
1+ t4 + t5
(1− t3)2(1− t2) =
1+ t3 + t5 + t6
(1− t2)(1− t3)(1− t4) . (5.11)
For S[W ]H (W an FG-module with charF = 0) there exist algorithms to determine primary
and secondary invariants. The algorithms are well-known (see e. g. [DKe, Alg 3.3.4 and
Alg 3.5.2]) and are implemented in [MAGMA]. Using the instructions from Section 8.10
we can determine primary and secondary invariants for S[V ⊗V ]G denoted by pi and s j,
respectively. The explicit polynomials are written out in Section 8.8 and have the following
degrees:
invariant p1 p2 p3 p4 s1 s2 s3 s4 s5 s6
degree 2 3 3 4 0 3 4 5 6 6
The map pi is easily implemented in the computer and therefore we can calculate relations
of subsets of {pi(pi),pi(s j); i = 1, . . . ,4, j = 1, . . . ,6} by determining the relation ideal with
a Gröbner basis algorithm ([DKe, §1.2 and §3.6]) using the embedding into the polynmo-
mial ring C[Y1,Y2,Z1,Z2]. This algorithm is implemented in [MAGMA] and we refer the
interested reader to Section 8.9.
For the above example we get
pi(s2) = 0, pi(s5) = 0 and (pi(p1))2 = pi(p4)+ 34pi(s3).
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In our case we know that impi and S[V ⊗V ] are Cohen-Macaulay. Therefore both rings
have primary invariants. Note that every homogeneous system of parameters is by Remark
5.3.5 a set of primary invariants.
Because of the isomorphism (5.8), we know that { f1, f2, f3} is a homogeneous system of
parameters for impi if and only if {pi−1( f1),pi−1( f2),pi−1( f3)} is a homogeneous system
of parameters for S[V ⊗V ]/kerpi . Since S[V ⊗V ] is a domain, vpi is regular for S[V ⊗V ].
By Proposition 5.3.2 part d) it can be extended to a homogeneous system of parameters for
S[V ⊗V ]. Therefore we have shown that
{ f1, f2, f3} is a set of primary invariants for impi if and only if
{vpi ,pi−1( f1),pi−1( f2),pi−1( f3)} is a set of primary invariants for S[V ⊗V ].
In view of Remark 5.1.10 this fact is equivalent to the fact that
H(S[V ⊗V ]/I, t) is a polynomial for I = 〈vpi ,pi−1( f1),pi−1( f2),pi−1( f3)〉.
Note that for every homogeneous ideal I in S = S[V ⊗V ] the quotient S/I is a graded
S-module so that the Krull-dimension and the Hilbert-series are well-defined. In this case,
the Hilbert series of S/I can be calculated with [MAGMA].
Let S = S[V ⊗V ] and R = S/kerpi . Using the method mentioned above we get that
S/〈vpi , p1, p2, p3〉 has dimension 0, since the associated Hilbert series is a polynomial. Thus
R/〈pi(p1),pi(p2),pi(p3)〉 has dimension 0 and therefore the set {pi(p1),pi(p2),pi(p3} is a
homogeneous system of parameters for RG. In the same way we recognize that
{pi(p1),pi(p3),pi(p4)} and {pi(p2),pi(p3),pi(p4)}
are also homogeneous systems of parameters. Only the set {pi(p1),pi(p2),pi(p4)} is not
a homogeneous system of parameters. If we fix {pi(p1),pi(p2),pi(p3)} as a homogeneous
system of parameters, we have to find – in view of the Hilbert series – secondary invariants
of degree 4 and 5. Because of the above relations, we can choose pi(s3) of degree 4. Since
the homogeneous component of degree 5 is generated by {pi(p1)pi(p2),pi(p1)pi(p3),pi(s4)}
we get the following Hironaka decomposition
RG = C[pi(p1),pi(p2),pi(p3)]⊕pi(s3)C[pi(p1),pi(p2),pi(p3)]
⊕pi(s4)C[pi(p1),pi(p2),pi(p3)],
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with
pi(p1) = Y 21 Z
2
1 − 12Y 21 Z1Z2− 12Y 21 Z22 − 12Y1Y2Z21 +Y1Y2Z1Z2− 12Y1Y2Z22 − 12Y 22 Z21
−12Y 22 Z1Z2− 18Y 22 Z22 ,
pi(p2) = Y 31 Z
3
1 +
3
2Y
3
1 Z
2
1Z2 + 34Y
3
1 Z1Z
2
2 +
1
8Y
3
1 Z
3
2 +
3
2Y
2
1 Y2Z
3
1 − 98Y 21 Y2Z1Z22 − 38Y 21 Y2Z32
+34Y1Y
2
2 Z
3
1 − 98Y1Y 22 Z21Z2 + 38Y1Y 22 Z32 + 18Y 32 Z31 − 38Y 32 Z21Z2 + 38Y 32 Z1Z22 − 18Y 32 Z32 ,
pi(p3) = Y 31 Z
2
1Z2− 12Y 31 Z1Z22 + 14Y 31 Z32 −Y 21 Y2Z31 + 34Y 21 Y2Z1Z22 + 14Y 21 Y2Z32 + 12Y1Y 22 Z31
−34Y1Y 22 Z21Z2 + 14Y1Y 22 Z32 − 14Y 32 Z31 − 14Y 32 Z21Z2− 14Y 32 Z1Z22 ,
pi(s3) = 4Y 31 Y2Z31Z2 + 12Y
3
1 Y2Z
4
2 +
1
2Y
4
2 Z
3
1Z2 +
1
16Y
4
2 Z
4
2 ,
pi(s4) = Y 41 Y2Z
5
1 − 52Y 41 Y2Z31Z22 + 54Y 41 Y2Z21Z32 + 14Y 41 Y2Z52 −Y 31 Y 22 Z51 − 54Y 31 Y 22 Z31Z22
−54Y 31 Y 22 Z21Z32 + 18Y 31 Y 22 Z52 + 18Y1Y 42 Z51 − 516Y1Y 42 Z31Z22 + 532Y1Y 42 Z21Z32
+ 132Y1Y
4
2 Z
5
2 − 18Y 52 Z51 − 532Y 52 Z31Z22 − 532Y 52 Z21Z32 + 164Y 52 Z52 .
Using the isomorphisms 4.3.3 and Example 5.2.14 we can express these invariants in a
different way:
pi(p1) =̂ F21 − 12F1(F2 +F3)+2F1F4− 12(F2 +F3)2− 12(F2 +F3)F4− 18F24
pi(p2) =̂ F31 +
3
2F
2
1 (F2 +F3)− 32F21 F4 + 34F1(F2 +F3)2− 32F1(F2 +F3)F4
+34F1F
2
4 +
1
8(F2 +F3)
3− 38(F2 +F3)2F4 + 38(F2 +F3)F24 − 18F34
pi(p3) =̂ (F2−F3)
(
F21 − 12F1(F2 +F3)+ 12F1F4 + 14(F2 +F3)2 + 14(F2 +F3)F4 + 14F24
)
pi(s3) =̂ 4F31 F4− 32F1(F2 +F3)F24 + 12(F2 +F3)3F4 + 116F44
pi(s4) =̂ 12F
4
1 (F2 +F3)+F
4
1 F4− 12F31 (F2 +F3)2− 54F31 (F2 +F3)F4− 198 F31 F24
+38F
2
1 (F2 +F3)
2F4− 54F31 F4(F2 +F3)+ 916F21 F34 + 116F1(F2 +F3)4
+ 516F1(F2 +F3)
3F4− 2132F1(F2 +F3)2F24 + 18F1(F2 +F3)F34 + 532F1F44
− 116(F2 +F3)5 + 18(F2 +F3)4F4− 164(F2 +F3)3F24 − 564(F2 +F3)2F34
+ 164(F2 +F3)F
4
4 +
1
64F
5
4
+(F2−F3)
(−12F41 + 12F31 (F2 +F3)− 54F31 F4 + 34F21 (F2 +F3)F4− 916F21 F24
− 116F1(F2 +F3)3− 316F1(F2 +F3)2F4− 332F1(F2 +F3)F24 − 732F1F34
+ 116(F2 +F3)
4 + 18(F2 +F3)
3F4 + 964(F2 +F3)
2F24 + 564F
3
4 (F2 +F3)+
1
64F
4
4
)
The exact algebraic structure of this ring will be calculated in the next section (cf. Equation
(5.19)).
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5.6 Invariants with Respect to Ĝ
We will now determine generators for the graded algebra of symmetric modular forms.
Therefore, we need the group Ĝ =
〈
MJ⊗MJ,MT−tr ⊗MT ,MFlip
〉
. We already know that
(MJ⊗MJ)MFlip commutes with all elements of G.
More detailed, we have
(MJ⊗MJ)MFlip =

−13 13 13 −13
2
3 −23 13 −13
2
3
1
3 −23 −13
−43 −23 −23 −13
 and F1F4−F2F3 (MJ⊗MJ)MFlip−−−−−−−−→ F1F4−F2F3.
Furthermore, ((MJ ⊗MJ)MFlip)2 = I and V ⊗V is a SL2(Z/3Z)×C2-module, since these
matrices define a (non-faithful) representation of SL2(Z/3Z)×C2 in GL4(C).
Let Flip : V ⊗V →V ⊗V , v⊗v′ 7→ v′⊗v. Moreover, let H = 〈Flip〉, 1 the trivial character of
H and 1− the non-trivial character of H. Then the 1-component of V ⊗V ∣∣Flip has the basis
{vi⊗vi,vi⊗v j +v j⊗vi, i 6= j} and the 1− component has the basis {vi⊗v j−v j⊗vi, i 6= j},
hence we get the following decomposition into irreducible CH-modules
V ⊗V =
2⊕
i=1
sp(vi⊗ vi)⊕ sp(v1⊗ v2 + v2⊗ v1)⊕ sp(v1⊗ v2− v2⊗ v1).
Therefore the associated character is equal to 3 · 1+ 1 · 1−. Since the ideal kerpi is fixed
under the operation of (MJ⊗MJ)MFlip, we get a λ -twisted exact sequence of CĜ-modules
0→S[V ⊗V ] σ−→S[V ⊗V ] pi−→
⊕
d≥0
(S[V ]d⊗S[V ]d)→ 0.
Obviously, we have RGsym = R1G×1 and RGskew = R1G×1
−
with the trivial character 1G on
G. If we understand V ⊗V as a Ĝ-module, we conclude with Schur’s Lemma (e. g. [JL,
Lem 9.1]) that (MJ ⊗MJ)MFlip acts as a scalar on the τ- and λ ′-components, respectively.
Because trace(MJ⊗MJ)MFlip =−2, τ(1) = 3 and λ ′(1) = 1, we conclude that the character
associated to the representation of Ĝ is equal to τ⊗1−+λ ′⊗1. The action of Ĝ on vpi has
the character λ ⊗1 with inverse λ ′⊗1.
Once more, we can determine the Hilbert series with [GAP]
Hsym = H((S[V ⊗V ]/kerpi)Ĝ, t) = H(S[V ⊗V ]1G⊗1, t)− t2 H(S[V ⊗V ]λ
′⊗1, t) (5.12)
=
1+ t3 + t4 + t5 +2t6
(1− t2)(1− t3)(1− t4)(1− t6) −
1+ t +2t3 + t5 + t6
(1− t2)(1− t3)(1− t4)(1− t6) (5.13)
=
1+ t4 + t5
(1− t2)(1− t3)(1− t6) . (5.14)
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Using
(S[V ⊗V ]/kerpi)1G⊗1− = S[V ⊗V ]1G⊗1−/(vpiS[V ⊗V ]λ ′⊗1−)
we get
Hskew = H((S[V ⊗V ]/kerpi)1G⊗1
−
) = H(S[V ⊗V ]1G⊗1−, t)− t2 H(S[V ⊗V ]λ ′⊗1−, t)
=
t3 + t7 + t8
(1− t2)(1− t3)(1− t6) .
As a trial, we compute
Hsym+Hskew =
1+ t4 + t5
(1− t2)(1− t3)2 = Htot .
With [MAGMA] we determine the primary and secondary invariants of S[V ⊗V ]Ĝ which
have the following degrees:
invariant p̂1 p̂2 p̂3 p̂4 ŝ1 ŝ2 ŝ3 ŝ4 ŝ5 ŝ6
degree 2 3 4 6 0 3 4 5 6 6
Again, we take map these invariants with pi and get the following relations:
pi(ŝ2) = 0, pi(ŝ5) = 0 and (pi(p̂1))2 = pi(p̂3)+ 34pi(ŝ3).
With the same method as for G we get that
{pi(p̂1),pi(p̂2),pi(p̂4)}, {pi(p̂1),pi(p̂3),pi(p̂4)} and {pi(p̂2),pi(p̂3),pi(p̂4)}
are homogeneous systems of parameters. This time {pi(p̂1),pi(p̂2),pi(p̂3)} cannot be cho-
sen as homogeneous system of parameters. Because of the above relations, we have the
following Hironaka decomposition of RGsym:
RGsym = C[pi(p̂1),pi(p̂2),pi(p̂4)]⊕pi(ŝ3)C[pi(p̂1),pi(p̂2),pi(p̂4)]
⊕pi(ŝ4)C[pi(p̂1),pi(p̂2),pi(p̂4)]. (5.15)
Thereby we have
pi(p̂1) = pi(p1), pi(p̂2) = pi(p2), pi(p̂3) = pi(p4), (5.16)
pi(p̂4) = 114157pi(p1)
3 + 43157pi(p2)
2 + 117628pi(p3)
2− 333314pi(s3)pi(p1), (5.17)
pi(ŝ3) = pi(s3), pi(ŝ4) = 2pi(s4)+pi(p1)pi(p3). (5.18)
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Because of the above decomposition (5.15), we know that the ideal of all relations is gen-
erated by the relations of pi(ŝ3)2, pi(ŝ4)2 and pi(ŝ3)pi(ŝ4). Using the Fourier coefficients we
get:
pi(ŝ3)2 =−1681pi(p̂1)4 + 1681pi(p̂1)pi(p̂2)2− 89pi(ŝ4)pi(p̂2)+ 89pi(ŝ3)pi(p̂1)2.
pi(ŝ3)pi(ŝ4) =−81041053pi(p̂1)3− 32001053pi(p̂2)3 + 1256117 pi(p̂4)pi(p̂2)+ 1514117 pi(ŝ3)pi(p̂2)pi(p̂2)
+49pi(ŝ4)pi(p̂1)
2,
pi(ŝ4)2 =−10241053pi(p̂1)5 + 628117pi(p̂1)2pi(p̂4)− 35681 pi(p̂1)2pi(p̂2)2 + 256117pi(ŝ3)pi(p̂1)3
+400117pi(ŝ3)pi(p̂2)
2− 15713 pi(ŝ3)pi(p̂4)+ 1540117 pi(ŝ4)pi(p̂2)pi(p̂1).
The above results can also be calculated using computational commutative algebra. There-
fore we get the following
Theorem 5.6.1
A(G)sym ∼=RGsym ∼= C[X1,X2,X3,X4,X5]/Isym,
where Isym is the ideal which is generated by the polynomials
X24 + 1681X
4
1 − 1681X1X2 + 89X5X2− 89X4X21 ,
X4X5 + 81041053X
3
1 X2 +
3200
1053X
3
2 − 1256117 X3X2− 1514117 X4X1X2− 49X5X21 and
X25 +
1024
1053X
5
1 − 628117X21 X3 + 35681 X21 X22 − 256117X4X31 − 400117X4X22 + 15713 X4X3− 1540117 X5X1X2.
In the same way, we can choose {pi(p̂1),pi(p̂2),pi(p̂4)} as a homogeneous system of pa-
rameters for RGskew. In view of the Hilbert series, we are looking for skew-symmetric forms
of weight 3, 7 and 8. pi(p3), pi(p3)pi(ŝ3) and pi(p3)pi(ŝ4) are skew-symmetric. Hence
RGskew = pi(p3)RGsym.
pi(p3) fulfills a relation which is already written down in (5.17) so that
A(G)∼= C[X1, . . . ,X6]/〈Isym,X26 + 15239 X31 + 172117X22 − 628117X3− 7413X4X1〉. (5.19)
At the end of this section, we want to compare these results with modular forms for SL2(Z)2.
Because of Equation (3.19), we know that for every symmetric modular form g∈ [SL2(Z)2,k]
the function g(3z) is a modular form of weight k for StabΓ5 λ⊥9 , e. g. we have
g4(3τ1)g4(3τ2) = 1681pi(ŝ3) and
g6(3τ1)g6(3τ2) = 896028431pi(p̂1)
3 + 358428431pi(p̂2)
2− 1004828431pi(p̂4)− 16003159pi(p̂1)pi(ŝ3).
The other generator ofA(SL2(Z)2) (see Theorem 8.6.1) can also be expressed in the gener-
ators of RG. The explicit relations can be found in Section 8.6.
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5.7 Further Interesting Questions
As far as I know there is not much known about the calculation of invariant rings of type
F [X1, . . . ,Xn]/I with an ideal I. It would be very interesting to generalize the results of this
chapter and develop a generalized theory.
I would like to mention two points which could be interesting:
• Our examples are very easy in some sense, e. g. the ideal is a principal one. We
only had to deal with short exact sequences. If you want to generalize this result, you
have to compute syzygies and consider (longer) exact sequences (compare with [DKe,
§1.3]). If you could get some general result about these (longer) exact sequences
and the relation to the action of G with respect to I, you would be able to compute
more complicated examples with the computer. For example, one could calculate the
relations of the invariants of RGsym with computer algebra systems. As you have seen
in Section 5.5 I have done it quite easily.
• You could get some constraints about the degrees of generators:
For example in the non-modular case we know that in the classical theory the product
of the degrees of primary invariants is divisible by |G| (see [DKe, Prop 3.3.5]). This
is not always true for RG and RĜ since
|G|= 12 - 18 = 2 ·3 ·3 = deg(p1)deg(p2)deg(p3) and
|Ĝ|= 24 - 36 = 2 ·3 ·6 = deg(p̂1)deg(p̂2)deg(p̂4).
In both cases you have to multiply the right side with at least two.
We used arguments in Section 5.3 which are well-known in the classical invariant theory. If
you are lucky, you could prove some results – e. g. the ones mentioned above – with the
same ideas as in the classical theory. I want to illustrate this idea considering the second
item as example (we refer the reader to the proof of [DKe, Thm 3.7.1]):
Let R be an integral domain which satisfies the Hypothesis 5.1.4 and let G be a finite group
of graded algebra automorphisms. Then by Theorem 5.1.8 there exists a homogeneous
system of parameters { f1, . . . , fn} with deg fi = ki for RG. Let S := F [ f1, . . . , fn]. Using
Proposition 5.2.7 we get
degR= [Quot(R) : Quot(RG)]degRG = |G|degRG = |G| [Quot(RG) : Quot(S)]degS
In Example 5.2.9 we showed that degS = ∏ni=1 1ki so that we get
|G|[Quot(RG) : Quot(S)] = degR
n
∏
i=1
ki
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and since [Quot(RG) : Quot(S)] ∈ N we get
|G|
∣∣∣ deg(R)∏
i
ki.
If R is Cohen-Macaulay, we have degR= rankSR∏i ki by Corollary 5.3.6.
In view of Proposition 5.3.7 RG is also Cohen-Macaulay and f1, . . . , fn is also a homoge-
neous system for R since
F [ f1, . . . , fn] ⊂
finite
RG ⊂
finite
R.
Then Quot(S) = F( f1, . . . , fn). Let {h1, . . . ,hr} ⊂ RG be a minimal set of secondary gen-
erators. As the S-module R is free of rank r, the set {h1, . . . ,hr} is a Quot(S)-linearly
independent generating set of Quot(RG), hence [Quot(RG) : Quot(S)] = rankSRG which
leads to
rankSRG = degR∏
n
i=1 ki
|G| .
Hence we proved the following
Proposition 5.7.1 Let R be an integral domain which satisfies the Hypothesis 5.1.4 and let
G be a finite group of graded algebra automorphisms. Then
|G|
∣∣∣ deg(R)∏
i
ki.
If R is additionally Cohen-Macaulay, we have
rankSRG = degR∏
n
i=1 ki
|G| .
Remark 5.7.2 We did not prove the generalization for [DKe, Thm 3.7.1] ifR is not Cohen-
Macaulay.
In the exampleR∼=A(SL2(Z)[3]2) the ring is Cohen-Macaulay and we get using Corollary
5.3.6 and the Hilbert series in Equation (5.4) that degR = 2 which explains the missing
factor 2.
This generalized invariant theory could then be used to calculate the algebraic structure of
certain rings of modular forms. It will give new possibilities to calculate generators for
rings of modular forms. Before we can use this method effectively we have to determine
rings of modular forms with respect to smaller groups, e. g. main congruence subgroups or
embeddings from other rings of modular forms.
6 Maaß lift for Γmax5
The Maaß lift, defined by Gritsenko ([Gr1], [Gr2]), and Gritsenko, Nikulin ([GN]), is a fun-
damental method to construct paramodular forms with multiplier systems. In this chapter,
there is a short description of this method following [Der, §3].
6.1 Half-integral Jacobi Forms with Character
The metaplectic group Mp2(R) consists of all pairs (M,α) with M =
(
a b
c d
) ∈ SL2(R) and
α : H→ C, τ 7→ α(τ) a holomorphic root of j(M,τ) = cτ+d, i. e. α(τ)2 = j(M,τ). The
multiplication of two elements is defined by
(M1, α1(τ)) · (M2, α2(τ)) = (M1M2, α1(M2τ)α2(τ)) .
Let k ∈ 12Z and V be a C-vector space. Then Mp2(R) acts on { f :H→V} via( f ∣∣kM)(τ) = α(τ)−2k f (Mτ).
Often, we write (cτ+d)−k instead of α(τ)−2k. The group Mp2(Z) = {(M,α) ∈Mp2(R);
M ∈ SL2(Z)} is generated by
T̂ := (T,1) and Ĵ =
(
J,
√
τ
)
,
where
√
τ is the principal value of the square root of τ , determined by Re(
√
τ) > 0 or
Re(
√
τ) = 0 and Im(
√
τ)≥ 0. More explicitly, we have the following defining relations:
Ĵ 2 = (Ĵ T̂ )3 = Ê with Ê = (−I, i) , Ê4 = 1.
Given N ∈ N, the (metaplectic) principal congruence group of level N is defined by
Mp2(Z)[N] := {(M,α) ∈Mp2(Z);M ∈ SL2(Z)[N]}.
Let
H(Z) =
{
[λ ,ν ;κ] = rot
(
1 0
λ 1
)
trans
(
0 µ
µ κ−λµ
)
;λ ,µ,κ ∈ Z
}
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be the integral Heisenberg group and MJ2(Z) := Mp2(Z)nH(Z) be the metaplectic Jacobi
group, where the action of Mp2(Z) on H(Z) is given by the action of the first component
M ∈ SL2(Z), i. e.
((M1,α1), [λ1,µ1;κ1]) · ((M2,α2), [λ2,µ2;κ2]) =(
(M1M2,α2(τ)α1(M2τ)), [(λ1,µ1)+(λ2,µ2)M−11 ;κ1 +κ2 +λ1µ2−µ1λ2]
)
.
Given k ∈ 12Z, the group MJ2(Z) acts on functions f : H2 → V (here again V is a C-vector
space) via
f ∣∣k((M,α), [λ ,µ;κ])(Z) := α(τ)−2k f ((M× I2) rot( 1 0λ 1) trans( 0 µµ κ−λµ)〈Z〉) ,
with Z = ( τ zz ω ). Furthermore, let νH be the character of H(Z) defined by νH([λ ,µ;κ]) :=
(−1)λ+µ+λµ+κ . It was proven in [GN] that all characters of MJ2(Z) are given by νa,b :=
νaη ×νbH with a ∈ Z/24Z and b ∈ Z/2Z.
Given Φ :H×C→C, we abbreviate Φ˜m :H2 →C, Z 7→Φ(τ,z)e2piimω . As in [GN, Def 1.4]
and [Der, Def 3.1] we need the following generalized definition of a Jacobi form (compare
with [EZ, §I.1]):
Definition 6.1.1 Let νa,b ∈ MJ2(Z)ab. A holomorphic function Φ : H×C→ C is called a
Jacobi form of weight k ∈ 12Z, index m ∈ 12Z with respect to νa,b if
Φ˜m
∣∣
kM = νa,b(M)Φ˜m for all M ∈MJ2(Z) (6.1)
and if Φ has a Fourier expansion of the form
Φ(τ,z) = ∑
n,l∈Q,n≥0
4mn−l2≥0
c(n, l)e2pii(nτ+lz),
where n, l have bounded denominators depending on νa,b. Moreover, Φ is a cusp form if
c(n, l) 6= 0 implies 4mn− l2 > 0. The space of Jacobi forms of weight k, index m with
respect to νa,b is denoted by [MJ2(Z),k,m,νa,b]. The subspace of cusp forms is written as
[MJ2(Z),k,m,νa,b]cusp. If we drop the condition 4mn− l2 < 0 ⇒ c(n, l) = 0, we call Φ a
weak Jacobi form of weight k, index m with respect to νa,b. The associated space will be
abbreviated by [MJ2(Z),k,m,νa,b]weak.
Using Equation (6.1) we conclude
Lemma 6.1.2 Let k,m ∈ 12Z, a,b ∈ Z and Φ ∈ [MJ2(Z),k,m,νa,b] with Fourier coefficients
c(n, l).
a) If 2m 6≡ b mod 2, then [MJ2(Z),k,m,νa,b] = {0}.
b) If n 6≡ a24 mod 1 or l 6≡ b2 mod 1, then c(n, l) = 0.
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c) Let ni, li ∈Q with 4mn1− l21 = 4mn2− l22 and l1− l2 ∈ 2mZ, then
e−piib
l1
2m c(n1, l1) = e−piib
l2
2m c(n2, l2),
hence e−piib l2m c(n, l) depends only on 4nm− l2 and l mod 2m.
From now on, we assume 2m≡ b mod 2. Before we mention a few explicit examples which
we will need later on, we cite two methods to construct Jacobi forms:
Lemma 6.1.3 a) If ϕ ∈ [MJ2(Z),k,m,1]cusp (hence m ∈ Z), then
ϕη− j ∈ [MJ2(Z),k− j2 ,m,ν− j,0] for all j ∈ N with jm≤ 18.
b) Let Φi ∈ [MJ2(Z),ki,mi,νi], i = 1,2, be two Jacobi forms with mi,ki ∈ 12Z and νi ∈
MJ2(Z)ab. We define
[Φ1,Φ2] :=
1
2pii
(m2Φ′1Φ2−m1Φ1Φ′2),
where Φ′(τ,z) = ∂Φ(τ,z)∂ z for a Jacobi form Φ.
Then
[Φ1,Φ2] ∈ [MJ2(Z),k1 + k2 +1,m1 +m2,ν1 ·ν2].
Proof: a) [Der, Eq (3.4)].
b) The differential operator from [EZ, Thm 9.5] was generalized by [GN, Lem 1.23]. In
that source, the Jacobi function is used to prove that result. Since I had some difficulties
with different root-branches which I could not solve, I give a different proof here:
Obviously [Φ1,Φ2] is a holomorphic function and has the correct Fourier expansion.
Given M =
(
a b
c d
)
, we calculate
M˜ := (M× I) rot( 1 0λ 1) trans( 0 µµ κ−λµ)=
(
a 0 b aµ−bλ
λ 1 µ κ
c 0 d cµ−dλ
0 0 0 1
)
and therefore, we conclude(
τ˜ z˜
∗ ω˜
)
:= M˜〈Z〉=
(
M〈τ〉 λτ+z+µ
cτ+d
∗ −λτ+z+µ
cτ+d (cz+ cµ−dλ )+λ z+ω+κ
)
.
Since ω˜ = 1
cτ+d (z(−2cµ+2dλ )+O(τ,ω,1)), we calculate by differentiation of Equa-
tion 6.1
α(τ)−2ki
∂
∂ z
(
Φi(τ˜, z˜)e2piimiω˜
)
= α(τ)−2ki−2
∂Φi
∂ z
(τ˜, z˜)e2piimiω˜
+νi(M)α(τ)−2ki−22piimi(2dλ −2cµ)Φi(τ,z)e2piimiω
= νi(M)(
∂
∂ z
Φi(τ,z))e2piimiω ,
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hence
α(τ)−2ki−2Φ′i(τ˜, z˜)e2piimiω˜ = νi(M)e2piimiω
(
Φ′i(τ,z)−
2piimi
cτ+d (2dλ −2cµ)Φi(τ,z)
)
.
This leads to
˜([Φ1,Φ2])m1+m2|k1+k2+1 ((M,α), [λ ,µ;κ]) (Z)
=
α(τ)−2k1−2k2−2
2pii
e2pii(m1+m2)ω˜ [Φ1,Φ2](τ˜, z˜)
= (ν1ν2)(M)e2pii(m1+m2)ω
1
2pii
{
m2Φ′1Φ2−
2piim1m2
cτ+d (2dλ −2cµ)Φ1Φ2
−m1Φ1Φ′2 +
2piim1m2
cτ+d (2dλ −2cµ)Φ1Φ2
}
(τ,z)
= (ν1ν2)(M) [Φ1,Φ2] (τ,z)e2pii(m1+m2)ω . 
Example 6.1.4 a) The first example is the Dedekind η-function η ∈ [MJ2(Z), 12 ,0,ν1,0],
which was defined in Equation (4.5).
b) We need the non-trivial (weak) Jacobi forms (see for example [EZ])
Ek,m ∈ [MJ2(Z),k,m,1] (for m ∈ Z,k ∈ 2Z,k ≥ 4)
Φ10,1 ∈ [MJ2(Z),10,1,1]cusp, Φ12,1 ∈ [MJ2(Z),12,1,1]cusp,
Φ̂−2,1 :=
Φ10,1
∆ ∈ [MJ2(Z),−2,1,1]weak and Φ̂0,1 :=
Φ12,1
∆ ∈ [MJ2(Z),0,1,1]weak.
Using the abbreviations q = e2piiτ and r = e2piiz, we get the following Fourier expansions
Φ10,1(τ,z) = (r−2+ r−1)q+(−2r±2−16r±1 +36)q2 +O(q3) and
Φ12,1(τ,z) = (r+10+ r−1)q+(10r±2−88r±1−132)q2 +O(q3).
c) Moreover, we need the two theta series (compare with [Der, §3] or [GN, Ex 1.5, Lem
1.6])
ϑ1/2 ∈ [MJ2(Z), 12 , 12 ,ν3,1] and ϑ3/2 ∈ [MJ2(Z), 12 , 32 ,ν1,1].
They satisfy
ϑ1/2(τ,z) = ∑
n∈Z
(−4
n
)
qn
2/8rn/2 = ∑
n≡1 mod 2
(−1) n−12 qn2/8rn/2
=−q1/8r−1/2 ∏
n∈N
(1−qn−1r)(1−qnr−1)(1−qn) and
ϑ3/2(τ,z) = ∑
n∈Z
(12
n
)
qn
2/24rn/2 =
η(τ)ϑ1/2(τ,2z)
ϑ1/2(τ,z)
= q1/24r−1/2 ∏
n∈N
(1+qn−1r)(1+qnr−1)(1−q2n−1r2)(1−q2n−1r−2)(1−qn)
where
(
n
m
)
is the Kronecker symbol of n and m.
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d) Since dimC [MJ2(Z),10,1,1]cusp = 1, we get Φ10,1 = ϑ 21/2η18.
e) Using the isomorphism ([EZ, p. 108])
P : Mk⊕Mk+2⊕ . . .⊕Mk+2m −→ [MJ2(Z),k,m,1]weak,
( f0, f1, . . . , fm) 7−→ ∑
i
fiΦ̂i−2,1Φ̂m−i0,1 ,
we define a cusp form
Φ6,5 := ∆Φ̂3−2,1Φ̂20,1−g4∆Φ̂5−2,1 ∈ [MJ2(Z),6,5,1]cusp.
Given ν ∈ N0, k ∈ N, let D2ν be the operator
D2ν :[MJ2(Z),k,m,1]weak → Mk+2ν(SL2(Z)),
Φ = ∑
n,l
c(n, l)qnrl 7→
∞
∑
n=0
∑
l
P(k−1)2ν (l,mn)c(n, l)q
n,
where
(k+ν−2)!
(2ν)!(k−2)!P
(k−1)
2ν (l,n) = coefficient of t
2ν in (1− lt +nt2)−k+1.
The operator Dν can be defined in an analogous way for ν odd ([EZ, p. 29]).
From [EZ, Thm 9.2] we know that every Φ ∈ [MJ2(Z),k,m,1]weak for k ∈ Z is uniquely
determined by the image under the operator
⊕2m
ν=0D2ν if k is even, or
⊕m−2
ν=0 D2ν+1 if k
odd.
Using the fact that every elliptic modular form f (τ) = ∑∞n=0 ane2piinτ fulfills
f ≡ 0 if an = 0 for all 0≤ n≤ k12
leads to
Lemma 6.1.5 Let k ∈ Z, Φ ∈ [MJ2(Z),k,m,1]weak with Fourier coefficients c(n, l). Then Φ
is uniquely determined by the Fourier coefficients c(n, l) with n≤ k+2m12 (in the case that k is
odd, an upper bound is actually k+2m−312 ).
6.2 Vector-valued Meromorphic Modular Forms
Definition 6.2.1 Let ρ : Mp2(Z)→GL(V ) be a finite dimensional representation, such that
ρ factors over Mp2(Z)[N]. A holomorphic function f :H→V is a (V -valued) meromorphic
modular form of weight k ∈ 12Z with multiplier system ρ , if
f ∣∣kM = ρ(M) f for all M ∈Mp2(Z),
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and f has at most a pole at the cusp i∞. If in addition f has no pole at i∞, then f
is a (holomorphic) modular form. Moreover, if limIm(τ)→∞ f (τ) = 0, then f is a cusp
form. The space of meromorphic modular forms of weight k and multiplier system ρ is
denoted by [Mp2(Z),k,ρ]mer, the subspace of (holomorphic) modular forms is denoted by
[Mp2(Z),k,ρ] and the subspace of cusp forms by [Mp2(Z),k,ρ]cusp.
Given m,x ∈ 12Z and b ∈ Z with m≡ x≡ b2 mod 1, we define
θm,x,b :H×C→ C, (τ,z) 7→ ∑
l≡x mod 2m
epiibl/2me2pii(l
2τ/4m+lz)
and Vm := { f : (m+Z)/2mZ→ C} the vector space of all complex valued functions on
(m+Z)/2mZ. A typical basis of Vm are the characteristic functions f cx := cδx,c ∈ Vm,
x ∈ (m+Z)/2mZ. Then
Θm,b :H×C→ Vm, (τ,z) 7→ (θm,x,b)x∈(m+Z)/2mZ.
Dern ([Der, §3]) showed that Θm,b is a Vm-valued metaplectic Jacobi form of weight 12 with
a multiplier system ρm,b which is defined by(
ρm,b
(
T̂
)
f
)
(x) = e2piix
2/4m f (x),(
ρm,b
(
Ĵ
)
f
)
(x) = e2piibx/4m
1√
2mi ∑y:(m+Z)/2mZe
−2piiyx/2me−2piiby/4m f (y).
Furthermore, up to isomorphy, ρm,b does not depend on b.
Given f :H→ Vm, we define the components fx :H→ C for x ∈ (m+Z)/2mZ by f (τ) =
∑x∈(m+Z)/2mZ fx(τ) f cx . There exists a scalar product on Vm defined by
( f ,g) = ∑
x∈(m+Z)/2mZ
fxgx,
which respects holomorphy instead of being hermitian. For a given representation ρ :
Mp2(Z) → Vm, let ρ∗ denote the dual representation with respect to the above pairing,
i. e.
(ρ∗(M) f ,ρ(M)g) = ( f ,g) for all f ,g ∈ Vm and M ∈Mp2(Z).
The matrix representation which belongs to ρ(M) is denoted by Aρ(M). Obviously Aρ∗ =
A−trρ . Using [Der, Lem 3.5] we get
Lemma 6.2.2 Given k ∈ 12Z, νa,b ∈MJ2(Z)ab and m ∈ 12Z with 2m≡ b mod 2. Then[
Mp2(Z),k− 12 ,νaηρ∗m,b
] → [MJ2(Z),k,m,νa,b]
f = ( fx)x∈(m+Z)/2mZ 7→ ( f ,Θm,b) = ∑
x∈(m+Z)/2mZ
fxθm,x,b
is an isomorphism of vector spaces.
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Since this map respects also multiplication with R := C[g4,g6], it is even an isomorphism
of R-modules.
We can calculate the Fourier expansion of the image under the above isomorphism explicitly
which can be found in the proof in [Der]: Let Φ∈ [MJ2(Z),k,m,νa,b] with Fourier expansion
Φ(τ,z) = ∑
n≡n0,l≡l0 mod Z
4nm−l2≥0
c(n, l)e2pii(nτ+lz),
then we get Φ(τ,z) = ( f ,Θm,b)(τ,z) with
fx(τ) = ∑
0≤N≡4mn0−x2 mod Z
cx(N)e2pii
N
4m τ , x ∈ (m+Z)/2mZ, (6.2)
where
cl(4mn− l2) := e−piib
l
2m c(n, l),
(which depends (cf. Lemma 6.1.2) on 4nm− l2 and l mod Z only.)
Lemma 6.2.3 Let f ∈ [Mp2(Z),k− 12 ,νaηρ∗m,b]. If 1 is not a eigenvalue of νaηρ∗m,b(T̂ ), thenf is a cusp form. Especially in this case, we have
[Mp2(Z),k− 12 ,νaηρ∗m,b] = [Mp2(Z),k− 12 ,νaηρ∗m,b]cusp.
Proof: f (τ+1) =
(
f |kT̂
)
(τ) = νaη(T )ρ∗m,b(T̂ ) f (τ). Since all eigenvalues of Aρ∗m,b(T̂ ) have
the form e2piir1 with r1 ∈Q, we know that f (τ+1) = e2piir2 f (τ) with r2 ∈Q∩ [0;1). Hence
f (τ) = ∑
N≡r2 mod 1, N≥0
aNe
2piiNτ ,
which is a cusp form for r2 6= 0. 
Skoruppa’s dimension formula ([ES], [Sko]) for [Mp2(Z),k,ρ] holds only if ρ(Ĵ 2) acts as
a scalar. This is only true for ρ = ρm,b in the case m ≤ 1. Therefore, we decompose ρm,b
with W := ρm,b(Ĵ 2). Let Vm,s be the eigenspace with eigenvalue s ∈ {±i} with respect to
W and let ρm,b,s be the restriction of ρm,b to Vm,s. Then we get (compare with [Der]) the
decomposition ρm,b = ρm,b,i⊕ρm,b,−i. In general, ρm,b,s is not irreducible (see [Sko], [EZ]),
but in the later considered examples m∈ {52 , 72 , 5, 7} the representation ρm,b,s is irreducible,
which can be shown using Schur’s Lemma.
Before we define the arithmetical lifting, we introduce the following construction method
for metaplectic modular forms which we will need later on. It is a generalization of the
differential calculus for elliptic modular forms.
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Lemma 6.2.4 Let k ∈ 12Z and f ∈ [Mp2(Z),k,ρ]. Then one has
1
∆ [ f ,∆] := 12 f
′− k f · ∆
′
∆ ∈ [Mp2(Z),k+2,ρ].
Proof: Obviously, the function 1∆ [ f ,∆] :H→V is holomorphic. Let (M,α)∈Mp2(Z), then
∂Mτ
∂τ
= α(τ)−4 and ∂α
∂τ
=
c
2
α(τ)−1.
Using [Kr1, III.6 (1)] we have(
∆′
∆
∣∣∣
2
(M,α)
)
(τ) =
∆′
∆ (Mτ)α(τ)
−4 =
12c
α(τ)2
+
∆′
∆ (τ).
Differentiating α(τ)−2k f (Mτ) = ρ(M) f (τ) leads to( f ′|k+2(M,α))(τ) = α(τ)−2k−4 f ′(Mτ) = ρ(M) f ′(τ)+ kcα(τ)−2k−2 f (Mτ)
= ρ(M) f ′(τ)+ kcα(τ)−2ρ(M) f (τ).
Additionally, ((
f ∆
′
∆
)∣∣∣
k+2
(M,α)
)
(τ) = ρ(M) f (τ) ·
(
12c
α(τ)2
+
∆′
∆ (τ)
)
.
Hence (
12 f ′− k f · ∆
′
∆
)∣∣∣
k+2
(M,α) = 12 f ′− k f · ∆
′
∆ . 
6.3 Hecke Operators and the Arithmetical Lift
First of all, we define Hecke operators as in [GN, (1.12)]: Given Φ ∈ [MJ2(Z),k,m,ν×νbH]
with integral weight k, b ∈ Z and ν ∈ SL2(Z)ab as well as Q ∈N with SL2(Z)[Q]⊂ ker(ν),
we define T (Q)(l) by(
Φ˜m|kT (Q)(l)
)(τ z
z ω
)
:= l2k−3 ∑
ad=l
b mod d
d−kν (σa)Φ(
aτ+bQ
d ,az)e
2piilmω ,
where σa ∈ SL2(Z) is chosen such that σa ≡
(
a−1 0
0 a
)
mod Q. Given l ≡ 1 mod Q with
gcd(l,2bQ) = 1 we have
Φ|kT (Q)(l) ∈ [MJ2(Z),k, lm,ν×νbH].
Furthermore, if Φ ∈ [MJ2(Z),k,m,1] with k ∈ Z (hence m ∈ Z, too), then the Hecke oper-
ators T−(l) from [Gr1] match the Hecke operators T (1)(l). This is an easy consequence of
[Koh, p. 64] and [Gr1, (2.6)].
6.3 Hecke Operators and the Arithmetical Lift 79
Theorem 6.3.1 Let k, t ∈ Z be non-negative and let Φ ∈ [MJ2(Z),k, t,1] be a Jacobi form
with Fourier expansion
Φ(τ,z) = ∑
n,l∈Z
4nt≥l2
c(n, l)e2pii(nτ+lz).
In the case that c(0,0) 6= 0 we assume k ≥ 4. Define LiftΦ :H2 → C by
LiftΦ(Z) :=−Bk2k c(0,0)gk(τ)+
∞
∑
m=1
m2−kΦ˜t
∣∣∣
k
T (1)(m)(Z),
where gk(τ) is the elliptic Eisenstein series
gk(τ) := 1− 2kBk
∞
∑
n=1
σk−1(n)e2piinτ .
Then LiftΦ satisfies:
a) The series converges absolutely and uniformly on subsets of H2 of type Y ≥ δ I2 for all
δ > 0.
b) LiftΦ ∈Mk(Γt) and it fulfills LiftΦ |kVt = (−1)k LiftΦ.
c) If Φ is cuspidal, then LiftΦ ∈ Sk(Γt).
d) The mapping Liftt : Φ 7→ LiftΦ is injective and linear.
e) LiftΦ has the Fourier expansion
LiftΦ =−Bk2k c(0,0)(gk(τ)+gk(tω)−1)
+ ∑
m≥1,n≥1
l∈Z,4nmt≥l2
(
∑
a|gcd(n,m,l)
ak−1c(
nm
a2
,
l
a
)
)
e2pii(nτ+lz+mtω).
Proof: [Gr1, Hauptsatz 2.1] or more detailed in [Koh, Thm 4.6]. 
Theorem 6.3.2 Let k ∈ Z, t ∈ 12Z, and Q ∈ {1,2}, such that tQ ∈ Z is odd. For a given
Jacobi form Φ ∈ [MJ2(Z),k, t,ν
24
Q
η ×ν
2
Q
H ]cusp with Fourier expansion
Φ(τ,z) = ∑
n≡ 1Q mod 1
n>0
∑
l≡ 1Q mod 1
4nt>l2
c(n, l)e2pii(nτ+lz),
let
LiftΦ(Z) := ∑
m≡1 mod Q
m>0
m2−k(Φ˜t
∣∣∣
k
T (Q)(m))(Z).
Then
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a) The series converges absolutely for k ≥ 0.
b) LiftΦ ∈ Sk(ΓQt ,κQ1,2) and it fulfills LiftΦ |VQt = (−1)k LiftΦ.
c) If Φ 6≡ 0, then LiftΦ(Z) 6≡ 0, too.
d) LiftΦ has the Fourier expansion
LiftΦ(Z) = ∑
N,M>0
N,M≡1 mod Q
∑
L≡ 2Q mod 2
4NM tQ>( L2 )
2
(
∑
a|gcd(N,L,M)
ak−1c(
NM
Qa2 ,
L
2a
)
)
e
2pii(NQ τ+
L
2 z+Mtω).
Proof: Most of this result can be found in a more general version in [GN, Thm 1.12]. We
just have to check that LiftΦ |VQt = (−1)k LiftΦ which follows directly from the symmetry
of the Fourier expansion with respect to (τ, ωQt ) 7→ (ω, τQt ). 
Remark 6.3.3 a) The restriction that Qt is odd was only chosen so that we can write down
the character explicitly.
b) For Qt prime b) is equivalent to the fact that LiftΦ ∈ Sk(ΓmaxQt ,κQ1,2χkQt).
Since we want to identify later on Borcherds products and Maaß lifts, we need a result from
[GN, Lem 1.16] about constraint zeros on divisors:
Corollary 6.3.4 Let Q and LiftΦ be defined as in Theorem 6.3.2.
a) If Φ(τ,z)|z=0 has a zero of order m, then LiftΦ has at least a zero of order m in H0 =
{Z = ( τ zz ω ) ∈H2;z = 0}.
b) Let M ⊂ Q/Z be a subset which is invariant with respect to multiplication with {a ∈
Z;gcd(a,Q) = 1}. If Φ(τ,z)|z=α has a zero of order m for all α ∈M, then LiftΦ has at
least a zero of order m in Hα = {Z = ( τ zz ω ) ∈H2;z = α} for all α ∈M.
Proof: (
Φ˜m|kT (Q)(l)
)
(Z) := l2k−3 ∑
ad=l
b mod d
d−kΦ(aτ+bQd ,az)e
2piilmω = 0
for all l ≡ 1 mod Q, which yields the assertion. 
Remark 6.3.5 Let t = 5. In view of Example 3.6.2 we therefore have a result about con-
straint zeros on the divisors λ⊥i2 for i = 1, . . . ,5. Does there exist an analogous statement for
λ⊥5 and λ⊥20?
Now we have all the methods we need to prove a generalized version of [Der, Prop 3.6]:
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Proposition 6.3.6 Let t ∈ N be prime with t 6= 2,3, k ∈ N and d ∈ {1,2}. Then there exists
an injective homomorphism
M : [Mp2(Z),k− 12 ,ν
24
d
η ρ∗t
d ,2
t
d
]→Mk(Γ∗t ,κ
2
d
1,2χ
k
t )
defined by
M( f )(Z) = c0(0)−Bk2k gk(τ)+ ∑
m∈N
m≡1 mod d
m2−k
(
f ,Θ t
d ,2
t
d
)∼
t
d
∣∣∣
k
T (d)(m)(Z),
where cl(n) is the nth Fourier coefficient of τ 7→ fl(τ). Moreover, M maps cusp forms onto
cusp forms.
Proof: In view of Lemma 6.2.2 we define
Φ := ( f ,Θ t
d ,2
t
d
) ∈ [MJ2(Z),k, td ,ν 24d ,2 td ].
1. case d = 2: The representation ν12η (T )ρ∗t
2 ,t
(T̂ ) =−ρ∗t
2 ,t
(T̂ ) has the eigenvalues
−e−2pii(t+2 j−2)2/8t with j = 1, . . . , t.
None of these values equals 1, since
e−2pii(t+2 j−2)
2/8t =−1 ⇐⇒ (t +2 j−2)
2
8t =
1
2
mod 1,
which can only be satisfied if 2 | t.
Therefore Φ is a cusp form by Lemma 6.2.3 so that M( f ) = LiftΦ, and the claim follows
directly from Theorem 6.3.2.
2. case d = 1: Thus ν
24
d
η = 1. The claim for cusp forms follows analogously to the first
case. Since t is square-free, we know from [EZ, p. 24], that Φ is cuspidal if and only if
Φ(τ,0) ∈ Sk(SL2(Z)). If Φ is not a cusp form, we therefore know that k ∈ 2Z with k ≥ 4,
so that M( f ) = LiftΦ. The claim follows now from Theorem 6.3.1. 
Remark 6.3.7 M is called Maaß lift and the image
Mk,d :=M([Mp2(Z),k− 12 ,ν
24
d
η ρ∗t
d ,2
t
d
])
is the Maaß space with character κ
2
d
1,2χ
k
t .
82 Maaß lift for Γmax5
6.4 Dimension Formula for Mk,d
Using Lemma 6.2.2, the Maaß lift 6.3.6 and the definition
Mk,d,s :=M([Mp2(Z),k− 12 ,ν
2
d
η ρmd ,2 md ,s]),
the decomposition ρm,b := ρm,b,i⊕ρm,b,−i leads to
[Mp2(Z),k,νaηρ∗m,b] = [Mp2(Z),k,νaηρ∗m,b,i]⊕ [Mp2(Z),k,νaηρ∗m,b,−i],
[MJ2(Z),k,m,νa,b] = [MJ2(Z),k,m,νa,b, i]⊕ [MJ2(Z),k,m,νa,b,−i],
Mk,d =Mk,d,i⊕Mk,d,−i,
With these decompositions we are able to use Skoruppa’s dimension formula ([ES, Thm
4.2], [Sko, Satz 5.1]):
Lemma 6.4.1 Let ρ : Mp2(Z)→GL(V ) be a representation of dimension n of Mp2(Z) with
Mp2(Z)[N] ⊂ ker(ρ) for some N ∈ N and ρ(Ĵ2) = ζ idV with a fourth root of unity ζ . Let
l j ∈ R, j = 1, . . . ,n, such that e2piil j runs through the eigenvalues of ρ(T̂ ). Define
A(ρ) := ]{ j; l j ≡ 0 mod 1} and B(ρ) =
n
∑
j=1
B1(l j)
with
B1(x) =
{
0, x ∈ Z,
x−bxc− 12 , x ∈ R\Z.
Then, for k ∈ 12Z, one has
dimC [Mp2(Z),k,ρ]−dimC [Mp2(Z),2− k,ρ∗]cusp
=

0, ρ(Ê) 6= i−2k idV ,
k−1
12 dim(ρ)+
A(ρ)
2 −B(ρ)+ 14 Re(e2pii
k
4 traceρ(Ĵ))
+ 23
√
3 Re(e
2pii( k6+
1
12 ) traceρ(ĴT̂ )), ρ(Ê) = i−2k idV .
In the case k ≥ 2, we have dimC [Mp2(Z),2− k,ρ∗]cusp = 0, hence we get an explicit for-
mula. In the cases k = 12 and k =
3
2 , there exist explicit expressions (see [Sko]), too.
Let R := C[g4,g6] be again the graded ring of elliptic modular forms. As in [Sko] or [Der],
we see that
[Mp2(Z),
1
2
Z,ρ] :=
⊕
k∈ 12Z
[Mp2(Z),k,ρ] (6.3)
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is always a free module of rank dim(ρ) over R. By Lemma 6.2.2, we transfer this fact to
the analogously defined spaces [MJ2(Z), 12Z,m,νa,b].
Let s ∈ {±i}, s0 :=−i(−1)2m, f cx,s := f cx − sW f cx and Bs := B0,s∪B1,s with
B0,s :=
{
{ f cx ;x ∈ (m+Z)/2mZ,2x≡ 0 mod 2m}, s = s0,
∅, else,
B1,s := { f cx,s;x ∈ [0;m]∩ (m+Z),2x 6≡ 0 mod 2m}.
Then Bs is a basis of Vm,s. We would like to calculate the parameters needed in Lemma
6.4.1 for ρ = ν
24
d
η ρ∗m,b,s.
Given f ∈ Vm,s, we know that
ρm,b,s(M̂) f = ∑
g∈Bs
c f ,g(M̂)g.
The coefficients c f ,g for f , g ∈ Bs can be calculated easily, e. g.
c f , f (Ĵ) =
e−2piix
2/2m
√
2mi
+
is e
2piix2/2m√
2mi , f ∈ B1,s,
0, f ∈ B0,s0,
c f , f (ĴT̂ ) =
e−2piix
2/4m
√
2mi
+
is e
2piix23/4m√
2mi , f ∈ B1,s,
0, f ∈ B0,s0.
Therefore, we determine all the parameters in the dimension formula for the representation
ρ = ν
24
d
η ρ∗m,b,s.
Example 6.4.2 Let t = m = 5. Then these parameters are given by
d s ρ dim(ρ) A(ρ) B(ρ) traceρ(Ĵ) traceρ(ĴT̂ )
1 i ρ∗5,i 4 0
1
2 0 i
1 −i ρ∗5,−i 6 1 34 0 0
2 i ν12η ρ∗5
2 ,i
3 0 18
1−i√
2 0
2 −i ν12η ρ∗5
2 ,−i
2 0 −14 0 i
This leads to the following dimensions of Mk,d,s. Because of
dimC [Mp2(Z),k+12,ρ] = dimρ+dimC [Mp2(Z),k,ρ], (6.4)
we only list the dimensions for k ≤ 14:
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m s 1 2 3 4 5 6 7 8 9 10 11 12 13 14 ν
5 i 0 0 0 0 1 0 1 0 2 0 3 0 3 0 1
5 −i 0 0 0 1 0 2 0 3 0 4 0 5 0 6 1
5
2 i 0 0 0 0 1 0 1 0 2 0 2 0 3 0 κ1,2
5
2 −i 0 0 0 1 0 1 0 1 0 2 0 2 0 2 κ1,2
The most cases can be calculated directly by Lemma 6.4.1 or the fact that depending on the
choice of s the space Ml,d,s = {0} for all even or odd l. The only remaining cases are the
following four cases:
1) dimCM1,1,i = 0, because of [EZ, Thm 5.7].
2) dimCM2,1,−i = 0, because of [EZ, p. 118].
3) dimCM1,2,i = 0, since for every f ∈M1,2,i the function f 2 ∈M2,1,i = {0}.
4) Now let f ∈ [MJ2(Z),2,5/2,ν12,1,−i]. Then f has only Fourier coefficients unequal to
zero if n≡ 12 mod 1, n≥ 0 and l ≡ 12 mod 1. Hence f 2 ∈ [MJ2(Z),4,5,1,−i]cusp, which
leads to f = 0 so that dimCM2,2,−i = 0.
6.5 Generators for [MJ2(Z),k,m,ν ] with 2m | 5
Case 1: k ∈ 2Z, m = 52 , ν = ν12,1, hence s =−i.
The C[g4,g6]-module [MJ2(Z),2Z, 52 ,ν12,1] is free (because of (6.3)), so that it has a basis:
Due to Lemma 6.1.5 we only need to consider the Fourier coefficients with n≤ 2∗14+1012 = 196
at most. The following table lists the generators and dimensions for [MJ2(Z),k,m,ν ]:
k dimC generators
4 1 Φ4,5/2 := ϑ 21/2ϑ3/2η
5
6 1 Φ6,5/2 := ϑ3/2Φ12,1η−13
8 1 g4Φ4,5/2
10 2 g4Φ6,5/2, g6Φ4,5/2
12 2 g6Φ6,5/2, g24Φ4,5/2
14 2 g24Φ6,5/2, g4g6Φ4,5/2
Lemma 6.5.1 a) The graded C[g4,g6]-module [MJ2(Z),2Z, 52 ,ν12,1] has a basis
{Φ4,5/2, Φ6,5/2}.
b) For even k ≥ 6, we get
dimC [MJ2(Z),k, 52 ,ν12,1] =
[
k+2
6
]
.
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Proof: Φ10,1 and Φ12,1 are linear independent over R = C[g4,g6] and ϑ 21/2η18 = Φ10,1.
Thus the linear independency of Φ4,5/2 and Φ6,5/2 over R follows. Using Equation (6.3)
with dimρ = 2, we get a). Given k ≥ 6, we get
dimC [MJ2(Z),k, 52 ,ν12,1] = ]{x,y ∈ N0,4x+6y = k−4}+ ]{x,y ∈ N0,4x+6y = k−6}
=
{[k−4
12
]
+
[k−6
12
]
+1, k ≡ 6,8 mod 12,[k−4
12
]
+
[k−6
12
]
+2, k 6≡ 6,8 mod 12.
It is easily verified that this is equal to the desired result. 
Using the same method we can determine the generators in the remaining cases:
Case 2: k+1 ∈ 2Z,m = 52 ,ν = ν12,1, hence s = i.
k dimC generators
5 1 Φ5,5/2 := [ϑ1/2,ϑ3/2]ϑ1/2η5
7 1 Φ7,5/2 := ϑ 31/2E4,1η
3 =
[
Φ12,1
η18 ,ϑ3/2
]
η5
9 2 g4Φ5,5/2, Φ9,5/2 := ϑ1/2Φ12,1η−15E4,1
11 2 g6Φ5,5/2, g4Φ7,5/2
13 3 g4Φ9,5/2, g24Φ5,5/2, g6Φ7,5/2
Lemma 6.5.2 a) The graded C[g4,g6]-module [MJ2(Z),2Z+1, 52 ,ν12,1] has a basis{
Φ5,5/2, Φ7,5/2, Φ9,5/2
}
.
b) Let k ≥ 9 be odd, then
dimC [MJ2(Z),k, 52 ,ν12,1] =
{[k−5
12
]
+
[k−7
12
]
+
[k−9
12
]
+2, k ≡ 7,9,11 mod 12,[k−5
12
]
+
[k−7
12
]
+
[k−9
12
]
+3, k 6≡ 7,9,11 mod 12.
Case 3: k ∈ 2Z,m = 5,ν = 1, hence s =−i.
k dimC generators
4 1 E4,5
6 2 E6,5, Φ6,5 := ∆Φ̂3−2,1Φ̂20,1−g4∆Φ̂5−2,1
8 3 Φ24,5/2, g4E4,5, E4,2E4,3
10 4 g4E6,5, g4Φ6,5, g6E4,5, Φ4,5/2Φ6,5/2
12 5 g6E6,5, g6Φ6,5, g24E4,5, g4Φ24,5/2, g4E4,2E4,3
14 6 g4 · (generators of weight 10), g6E4,2E4,3, g6Φ24,5/2
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Lemma 6.5.3 a) The graded C[g4,g6]-module [MJ2(Z),2Z,5,1] has a basis{
E4,5, E6,5, Φ6,5, Φ24,5/2, E4,2E4,3, Φ4,5/2Φ6,5/2
}
.
b) Let k ≥ 10 be even, then
dimC[MJ2(Z),k,5,1] =

[k−4
12
]
+2
[k−6
12
]
+2
[k−8
12
]
+
[k−10
12
]
+4, k ≡ 8,10 mod 12,[k−4
12
]
+2
[k−6
12
]
+2
[k−8
12
]
+
[k−10
12
]
+5, k ≡ 6,12 mod 12,[k−4
12
]
+2
[k−6
12
]
+2
[k−8
12
]
+
[k−10
12
]
+6, otherwise.
Case 4: k+1 ∈ 2Z,m = 5,ν = 1, hence s = i.
k dimC generators
5 1 Φ5,5 := ϑ3/2ϑ 71/2η
2
7 1 Φ7,5 := ϑ3/2ϑ 51/2Φ12,1η
−16
9 2 g4Φ5,5, Φ4,5/2Φ5,5/2
11 3 g4Φ7,5, g6Φ5,5, Φ11,5 := ϑ 33/2ϑ1/2η
18
13 3 g4Φ4,5/2Φ5,5/2, g6Φ7,5, g24Φ5,5
Lemma 6.5.4 a) The graded C[g4,g6]-module [MJ2(Z),2Z+1,5,1] has a basis{
Φ5,5, Φ7,5, Φ4,5/2Φ5,5/2, Φ11,5
}
.
b) Let k ≥ 11 be odd, then
dimC[MJ2(Z),k,5,1] =
{[k−5
12
]
+
[k−7
12
]
+
[k−9
12
]
+
[k−11
12
]
+3, k ≡ 1,7,9,11 mod 12,[k−5
12
]
+
[k−7
12
]
+
[k−9
12
]
+
[k−11
12
]
+4, otherwise.
Using Example 6.1.4, we easily get that
ϑ1/2(τ,z)|z=m and ϑ3/2(τ,z)|z=(2m+1)/2
have a zero of order 1 for all m ∈ Z. Using Corollary 6.3.4 with (M,Q) = (0,1), (0,2),
(12Z,1) or (
1
2Z\Z,2), we get the following zeros of F = LiftΦ:
Φ Φ4,5/2 Φ5,5/2 Φ6,5/2 Φ7,5/2 Φ9,5/2 Φ5,5 Φ7,5 Φ11,5
F 2λ⊥1 ∪λ⊥4 λ⊥1 λ⊥4 3λ⊥1 λ⊥1 7λ⊥1 ∪λ⊥4 5λ⊥1 ∪λ⊥4 λ⊥1 ∪λ⊥4
In the next chapter we will introduce another fundamental method to construct paramodular
forms.
7 Borcherds products to Γmax5
R. Borcherds ([Bor]) gave a method to construct orthogonal modular forms with known ze-
ros on quadratic divisors, so called Borcherds products. Using Section 3.4 we can construct
paramodular forms of degree 2 with certain multiplier systems.
7.1 Definition and First Results
In [Der, Cor 4.3] and [GN, Thm 2.1], Borcherds Theorem in the paramodular setting was
already given. We use the first formulation:
Theorem 7.1.1 Let f ∈ [Mp2(Z),−12 ,ρ∗t,0]mer with Fourier coefficients c(l,n) for l ∈ L′/L
and −∞¿ n ∈ qt(l)+Z. Assume c(l,n) ∈ Z for all n≤ 0 and l ∈ L′/L.
a) There exists a (meromorphic) modular form B( f ) of weight c(0,0)2 for Γ∗t with some
multiplier system, such that all zeros and poles of B( f ) are along rational quadratic
divisors λ⊥, λ ∈ L′ primitive, qt(λ )< 0, with multiplicity
∑
r∈N
c(rλ ,r2qt(λ )).
b) Given n0 :=−min{n ∈ 14tZ;c(l,n) 6= 0 for some l ∈ L′/L}, we define
A = 124 ∑
l∈Z
c( l2t ,− l
2
4t ), B =
1
2 ∑
l∈N
lc( l2t ,− l
2
4t ),
C = 14 ∑
l∈Z
l2c( l2t ,− l
2
4t ), D = ∑
n∈N,l∈Z
σ1(n)c( l2t ,−n− l
2
4t ),
and set λW =
(
A B/2
B/2 C
)
(this is essentially the Weyl vector from [Bor, Thm 13.3]). Then
B( f ) has a product expansion, converging for Im(Z)> n0I2, of the form
B( f )(Z) = e2pii trace(λW Z) ∏
(m,n,l)>0
(1− e2pii(nτ+lz+tmω))c( l2t ,mn− l
2
4t )
(here (m,n, l) > 0 means m,n, l ∈ Z with m > 0, (m = 0, n > 0) or (m = n = 0, l < 0).
Moreover, the Borcherds products satisfy
B( f )(Vt〈Z〉) = (−1)DB( f )(Z)
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Remark 7.1.2 a) We corrected the formulation of (m,n, l) > 0 in [Der, Cor 4.3]. Espe-
cially n is not always in N0.
b) Let L be as in Section 3.5. Then ρ∗t,0 is essentially the Weil-representation ρL with respect
to the quadratic module (L′/L,qt mod Z) as in [Bor]. This relation is explained in more
detail in [Der].
c) Borcherds products are multiplicative, i. e. let f , g be two functions satifying the above
assumptions, then B( f +g) = B( f ) ·B(g).
d) Every f ∈ [Mp2(Z),k,ρ∗t,0]mer has a Fourier expansion of the form
f = ∑
l∈ 12tZ/Z
∑
−∞¿n∈qt(l)+Z
c(l,n)e2piinτ f cl .
e) We only have to consider [Mp2(Z),−12 ,ρ∗t,0,−i]mer since [Mp2(Z),−12 ,ρ∗t,0,i]mer = {0}.
Example 7.1.3 Let f have a pole at the cusp i∞ of order less or equal to one. Then the
following table lists the order ordΨ of the Borcherds product Ψ = B( f ) associated to the
form f ∈ [Mp2(Z),−12 ,ρ∗5,0,−i]mer with Fourier coefficients c(l,n), along the divisors λ⊥jfrom Example 3.6.2:
j Z ordΨ(λ⊥j )
1 z = 0 c( 110 ,− 120)+ c( 210 ,− 420)+ c( 310 ,− 920)+ c( 410 ,−1620)
4 z = 12 c(
2
10 ,− 420)+ c( 410 ,−1620)
5 τ−5z+5ω = 0 c( 510 ,− 520)+ c(0,−1)
9 z = 13 c(
3
10 ,− 920)
16 z = 14 c(
4
10 ,−1620)
20 τ = 5ω c(0,−1)
In order to construct Borcherds products explicitly, we need to find modular forms f in the
vector space [Mp2(Z),−12 , ρ∗t,0,−i]mer with given singularities:
1) We can use the fact
[Mp2(Z),−12 ,ρ∗t,0,−i]mer = ∑
n∈N
∆−n12 [Mp2(Z),12n− 12 ,ρ∗t,0,−i].
Using the isomorphism 6.2.2 and methods as in Section 6.5 it is possible to calculate
the vector space [Mp2(Z), 12n− 12 , ρ∗t,0,−i]. Later we will use this fact to calculate the
Fourier expansion of some Borcherds products.
2) First of all, we will instead use a method described by Borcherds ([Bor, Thm 3.1]) which
gives a simple criterion for a given singularity at i∞ of type(
∑
n∈qt(l)+Z
−∞¿n≤0
h(l,n)qn
)
l∈L′/L
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to be extensible to a meromorphic form in [Mp2(Z),−12 ,ρ∗t,0]mer:
There exists an f ∈ [Mp2(Z),−12 ,ρ∗t,0]mer (with Fourier coefficients c f (l,n)) such that
h(l,n) = c f (l,n) for all l ∈ 12tZ/Z and 0≥ n ∈ qt(l)+Z,
if and only if
∑
l∈ 12tZ/Z
∑
0≥n∈qt(l)+Z
h(l,n)cg(l,−n) = 0 for all g ∈ [Mp2(Z), 52 ,ρt,0]. (7.1)
Note that one direction is trivial:
Given f ∈ [Mp2(Z),2−k,ρ]mer and g ∈ [Mp2(Z),k,ρ∗], we have that the scalar product
( f ,g) ∈ [SL2(Z),2,1]mer and therefore ∑l,n≤0 c f (l,n)cg(l,−n) = 0. We call the vector
space [Mp2(Z), 52 ,ρt,0] the obstruction space for [Mp2(Z),−12 ,ρ∗t,0]mer.
The following table lists the dimension of this obstruction space for small t:
t 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
dimC 1 1 1 2 2 2 2 3 3 3 3 4 3 4 4 5 4 5
In view of [Bru], the Eisenstein series in the obstruction space determines the weight of a
Borcherds product. As explained in [Der], finding generators forA(Γ∗t ) gets more and more
involved, as the dimension of obstruction space increases. The complexity of this problem
does not depend on this dimension only since it also depends on the fact how twisted the
equation system (7.1) for the generators of the obstruction space is.
The rest of this chapter we consider the example t = 5 which is the first interesting example,
where the dimension of the obstruction space is greater or equal to 2. Keep in mind that Γ4 is
conjugated to a subgroup of Sp2(Z). An element of the obstruction space [Mp2(Z), 52 ,ρt,0]
is the vector-valued Eisenstein series E 5
2
as given in [BK, (8)]. The Fourier coefficients (see
[BK, Prop 11]) of E 5
2
are given by
(γ,n) (0,0) (0,1) ( 110 ,
1
20) (
1
5 ,
1
5) (
3
10 ,
9
20) (
2
5 ,
4
5) (
1
2 ,
1
4)
α(γ,n) 1 −26413 − 513 −3513 −12513 −27513 −2413
Using Θt,0 ∈ [Mp2(Z), 12 ,ρt,0] and Lemma 6.2.4 we know that
F :=
1
∆ [Θt,0,∆] ∈ [Mp2(Z),
5
2 ,ρt,0].
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The first Fourier coefficients are given by
F0(τ) = −12 + 12q1 + 36q2 + 48q3 + O(q4),
F1(τ) = 110q
1
20 + 12q
21
20 + 36q
41
20 + O(q 6120 ),
F2(τ) = 1910q
1
5 + 12q
6
5 + 36q
11
5 + O(q 165 ),
F3(τ) = 4910q
9
20 + 12q
29
20 + 64910 q
49
20 + O(q 6920 ),
F4(τ) = 9110q
4
5 + 33110 q
9
5 + 48q
14
5 + O(q 195 ),
F5(τ) = 0q
1
4 + 29q
5
4 + 24q
9
4 + O(q 134 ).
The following table lists some Borcherds products with weight at most 17 which we calcu-
lated using method 2 restricting the order of the pole at i∞ to be less or equal to one.
weight λ⊥1 λ⊥4 λ⊥5 λ⊥9 λ⊥16 λ⊥20 ν A B C D
4 2 1 1 0 0 0 κ1,2 12
3
2
5
2 0
5 7 1 0 0 0 0 χ5 1 4 5 0
10 2 0 0 1 0 0 1 1 2 5 0
11 1 3 4 0 0 0 χ5 1 2 5 0
12 0 0 3 0 0 1 χ5 1 0 0 1
13 5 0 2 0 0 1 κ1,2 32
5
2
5
2 1
14 10 0 1 0 0 1 χ5 2 5 5 1
15 15 0 0 0 0 1 κ1,2 52
15
2
15
2 1
17 1 2 3 1 0 0 κ1,2χ5 32
5
2
15
2 0
These Borcherds products will be denoted by Ψk with the weight k as index.
You can find some more Borcherds products in the Appendix 8.11. The multiplier-system
can be determined directly by Theorem 7.1.1 as follows:
1) Ψk|kV5 = (−1)k+DΨk, hence ν(V5) = (−1)k+D = χ5(V5)k+D.
2) From the product expansion we deduce Ψk(Z +
(1 0
0 0
)
) = e2piiAΨk(Z) and therefore we
get ν(trans
(1 0
0 0
)
) = e2piiA = κ1,2(trans
(1 0
0 0
)
)2A.
Altogether the character is uniquely determined by these conditions and we get
ν = χk+D5 κ
2A
1,2.
Remark 7.1.4 a) First of all, we recognize that we constructed Borcherds products for
every character ν ∈ (Γmax5 )ab, e. g. Ψ4 for κ1,2, Ψ5 for χ5, Ψ10 for 1 and Ψ17 for κ1,2χ5.
b) There are two skew-symmetric forms of even weight, e. g. Ψ12 and Ψ14.
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c) Given any divisor λ⊥ of discriminant 0 > q(λ⊥) ≥ −1 we have a Borcherds product
Ψλ with ordλ⊥ Ψλ = 1, e. g. Ψ4 for λ⊥4 and λ⊥5 , Ψ10 for λ⊥9 , Ψ11 for λ⊥1 , Ψ12 for λ⊥20
and Ψ29 for λ⊥16. Unfortunately these Borcherds products always have other zeros which
forces a reduction process to be more complicated.
Now we want to identify the input of some Borcherds products. Therefore we recall that one
can think of these Borcherds products as a lift from [MJ2(Z),12,5,1] (via the isomorphism
from Lemma 6.2.2 and method 1): If f ∈ [Mp2(Z),−12 ,ρ∗t,0] has a pole of order less or equal
to one at the cusp i∞, then
f ∆ ∈ [Mp2(Z),12− 12 ,ρ∗t,0] ⇐⇒ ( f ∆,Θt,0) ∈ [MJ2(Z),12,5,1]. (7.2)
The latter C-vector space has a basis {g6E6,5, g6Φ6,5,g24E4,5, g24Φ24,5/2,g4E4,2E4,3} (com-
pare with Section 6.4). Using Example 7.1.3 we get for the input function f of Ψ10 the
Fourier coefficients c( 110 ,− 120) = 1, c( 310 ,− 920) = 1, c(0,0) = 20 and all other c(l,n) = 0 for
n≤ 0. Thus
( f ∆,Θt,0) = q(r±3 + r±1 +20)+O(q2).
Moreover, the Fourier coefficient at q2r±5 is zero. Therefore, we can identify
( f ∆,Θt,0) =− 172g6E6,5− 11563g6Φ6,5 + 172g24E4,5 + 23g4Φ24,5/2.
With this method we can also easily identify the following inputs for Ψk:
weight g6E6,5 g6Φ6,5 g24E4,5 g4Φ24,5/2 g4E4,2E4,3
11 − 172 − 713300096 118 −56 - 124
12 512 − 685100032 524 12 38
13 59144 − 815150048 25144 56 512
14 2972 − 1205300096 536 76 1124
15 1948 − 6525008 548 32 12
17 − 148 − 809300096 116 0 − 124
Using the Fourier expansion of these functions, the (explicit) isomorphism in Equation
(6.2), and Equation (7.2) we can calculate the exact Fourier expansion of the input fΨ ∈
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[Mp2(Z),−12 ,ρ∗t,0], e. g. for Ψ10 we get
f0(τ) = 20 + 1200q1 + 20720q2 + 204160q3 + O(q4),
f1(τ) = q− 120 − 320q 1920 − 5633q 3920 − 56768q 5920 + O(q 7920 ),
f2(τ) = − 492q 45 − 10044q 95 − 107616q 145 + O(q 195 ),
f3(τ) = q− 920 + 192q 1120 + 5188q 3120 + 61824q 5120 + O(q 7120 ),
f4(τ) = + 20q 15 + 688q 65 + 10480q 115 + O(q 165 ),
f5(τ) = − 510q
3
4 − 10880q 74 − 119300q 114 + O(q 154 ).
Note that in this example we have c f (0,−1) = 0. We can now calculate the Fourier coeffi-
cients for the Borcherds product Ψ if we use the following facts:
• The condition (m,n, l) > 0 allows only negative n if m > 0, so that there are only
finitely many cases in which n is negative. In the particular case that f has a pole of
order at most 1 at i∞, we only have one possibility: (m,n, l) = (1,−1,0).
• In the case that c( l2t ,mn− l
2
4t )< 0 we use the geometric series (1−q)−1 = ∑∞n=0 qn.
• We recognize that all c(n, l)∈Z for all n∈N and l ∈ L′/L which follows from c(n, l)∈
Z for all n < 0 and l ∈ L′/L.
In the above example we get (using the abbreviations q1 = e2piiτ , q2 = e2pii5ω , r = e2piiz)
Ψ10(Z) = q1q2(r±2− r±1)+(q1q22 +q21q2)(−r±5 + r±4− r±3−18r±2 +18r±1 +2)
+q21q
2
2(r
±8− r±7−18r±6−135r±5 +648r±5−117r±3)
+q21q
2
2(−1022r±2 +509r±1 +270)+O(q31, q32),
where r±k = rk + r−k andO(q31, q32) means that every remaining term can be divided by one
of these polynomials in q1 and q2. Furthermore,
Ψ11(Z) = q1q2(±r±2±2r±1)+(q21q2−q1q22)(±3r±4±4r±3±18r±2 +36r±1)
+O(q31, q21q22, q32),
Ψ12(Z) = (q1−q2)−24(q21−q22)+(q1q22−q2q21)(2r±5 +275r±4)
+(q1q22−q2q21)(4050r±3 +19450r±2 +45100r±1 +58830)+O(q31, q21q22, q32),
Ψ14(Z) = (q1q22−q21q2)(−r±5 +10r±4−45r±3 +120r±2−210r±1 +252)
+O(q31, q21q22, q32),
where we use the abbreviation ±r±k = rk− r−k.
If we look at the above table of Borcherds products a little bit closer, we get conjectures
about relations between the character, the weight and zeros on certain quadratic divisors:
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7.2 More on Zeros for Paramodular Forms of Level t = 5
Note that modular forms of weight k with multiplier-system ν necessarily have zeros along
certain quadratic divisors λ⊥ if this divisor is fixed pointwise by a transformation Mλ ∈
Γmax5 , such that j2(Mλ ,Z)−k 6= ν(Mλ ) for all Z ∈ λ⊥. Here are some examples of such
transformations for some of the rational quadratic divisors of discriminant less or equal to
one:
Z ∈ λ⊥1 =⇒ Z = Z
[(
1 0
0 −1
)]
,
Z ∈ λ⊥4 =⇒ Z = Z
[(
1 0
0 −1
)]
+
(
0 1
1 0
)
,
Z ∈ λ⊥20 =⇒ Z = Z
[(
0 1/
√
5√
5 0
)]
.
In all cases we have j2(Mλ ,Z) =−1. Thus any f ∈Mk(Γmax5 ,χ j5κ l1,2) satisfies
f (Z) = 0 on

λ⊥1 , if (−1)k 6= 1,
λ⊥4 , if (−1)k 6= (−1)l,
λ⊥20, if (−1)k 6= (−1) j.
(7.3)
Especially, we have
f = 0 on λ⊥1 for f ∈M2k+1(Γmax5 ,ν) and all k ∈ Z, ν ∈ (Γmax5 )ab,
f = 0 on λ⊥4 for f ∈M2k(Γmax5 ,κ1,2χ j5) and all k, j ∈ Z,
f = 0 on λ⊥4 for f ∈M2k+1(Γmax5 ,χ j5) and all k, j ∈ Z,
f = 0 on λ⊥20 for f ∈M2k(Γmax5 ,χ5κ l1,2) and all k, l ∈ Z,
f = 0 on λ⊥20 for f ∈M2k+1(Γmax5 ,κ l1,2) and all k, l ∈ Z.
Moreover, we know that the other divisors with discriminant less or equal to one do not have
such a fixpoint transformation. Using Borcherds products we detect that all paramodular
forms have zeros on certain divisors:
Lemma 7.2.1 Let f ∈Mk(Γmax5 ,κ l1,2χ j5). Then
ord f λ⊥1 ≡ k mod 2, ord f λ⊥4 ≡ k+ l mod 2 and ord f λ⊥20 ≡ k+ j mod 2. (7.4)
Proof: 1) Given ord f λ⊥1 = m, we consider
f ∗ = f · (Φ−15 Φ34)m ∈Mk+7m(Γmax5 ,νκm1,2χm5 ).
Due to ord f ∗ λ⊥1 = 0 and Equation (7.3), we get (−1)k+7m = 1. This leads to k≡m mod
2.
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2) Given ord f λ⊥4 = m, we consider
f ∗ = f · (Φ410Φ−15 )m ∈Mk+35m(Γmax5 ,νχm5 ).
Due to ord f ∗ λ⊥4 = 0 and Equation (7.3), we get (−1)k+35m = (−1)l . This leads to
k+ l ≡ m mod 2.
3) Given ord f λ⊥20 = m, we consider
f ∗ = f · (Φ−112 Φ11)m ∈Mk−m(Γmax5 ,ν).
Due to ord f ∗ λ⊥20 = 0 and Equation (7.3), we get (−1)k−m = (−1) j. This leads to k+ j≡
m mod 2. 
Using the Table 6.5 we get LiftΦ5,5 = c ·Ψ5 with some c 6= 0. Without loss of generality, we
normalize Ψ5 such that c = 1. In [GN, p. 53] it is shown that LiftΦ4,5/2 = Ψ4 by identifying
the exact zero divisor of LiftΦ4,5/2 . The divisor λ
⊥
5 is twisted in such a way that I could
not calculate the Fourier expansion of LiftΦ4,5/2 |z∈λ⊥5 , since you need an infinite number of
Fourier coefficients for the Lift to calculate a Fourier coefficient of the restriction. Therefore
this divisor is in this sense far more complicated than the divisors {Z ∈H2;z = α}.
7.3 The Hilbert Series H(A(Γ5),s)
Given t ∈ N, we define the Witt-operator Wt on functions f :H2 → C by
Wt( f )(τ1,τ2) := f
(
τ1 0
0 τ2t
)
.
From the embedding ×t : SL2(Z)2 → Γt defined by
M1×t M2 := M1×
(
a2
b2
t
tc2 d2
)
for M2 =
(
a2 b2
c2 d2
)
,
we get that f ∈Mk(Γt ,ν) implies that Wt( f )∈Mk(SL2(Z)2, ν˜) with ν˜(M1,M2) = ν(M1×t
M2). Therefore
Wt :
⊕
ν∈Γabt
A(Γt ,ν)→
⊕
ν∈Γabt
A(SL2(Z)2, ν˜)
is an homomorphism of graded algebras. Moreover, we have
Wt( f |kVt)(τ1,τ2) = (−1)k f
(
Vt ·
(
τ1 0
0 τ2t
))
= (−1)k f
(
τ2 0
0 τ1t
)
= (−1)k Wt( f )(τ2,τ1).
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We recognize that
Wt( f )(τ1,τ2) =
(
f |λ⊥1
)
(τ1, τ2t ). (7.5)
Since there are no modular forms of odd weight in A(SL2(Z)2), we get for all t ∈ N
ord f λ⊥1 ≥ 1 for k odd and f ∈Mk(Γt),
which is in the case of t = 5 a weaker form of Lemma 7.2.1.
In the case t = 5, we have the following
Example 7.3.1 a) Because of
(Ψ12|V5)(Z) = (−1)12Ψ12(Z[U tr5 ]) =−Ψ12(Z),
we know that (Ψ12|λ⊥1 )(τ1,
τ2
5 ) is a skew-symmetric form. Using Theorem 8.6.1 we know
that
W5(Ψ12)(τ1,τ2) = (Ψ12|λ⊥1 )(τ1,
τ2
5 ) = c12
(
g34(τ1)g
2
6(τ2)−g26(τ1)g34(τ2)
)
with c12 6= 0 (since trace(λW Z) = τ). Without loss of generality, we renormalize Ψ12
such that c12 = 1.
b) Using the Fourier coefficients or Equation (7.5) we determine W5(Ψ5) = 0 and
W5(LiftE4,5)(τ1,τ2) =
1
240g4(τ1)g4(τ2), W5(LiftE6,5)(τ1,τ2) =− 1504g6(τ1)g6(τ2).
c) Using Fourier coefficients we get
W5
(
2496
7 Liftg6E6,5−75 Lift3E4,5− 53147 Lift2E6,5
)
(τ1,τ2) = g34(τ1)g
2
6(τ2)+g
2
6(τ1)g
3
4(τ2).
d) Using Φ6,5/2 = q1/2r±3/2 +11q1/2r±1/2 +O(q3/2) we determine
W5(LiftΦ6,5/2)(τ1,τ2) = 24η
12(τ1)η12(τ2).
Therefore we get
Corollary 7.3.2 a) The Witt-operator W5 :A(Γ5)→A(SL2(Z)2) is a surjective homomor-
phism of graded algebras and W5(A(Γ5,κ1,2)) =A(SL2(Z)2,ν12η ×ν12η ).
b) The Φ-operator Φ : A(Γ5)→ A(SL2(Z)), f 7→ f |Φ is a surjective homomorphism of
vector spaces.
Proof: We only have to check b): We consider the Φ-operator which maps from the algebra
A(SL2(Z)2) to A(SL2(Z)) (since this is a standard notation and since the arguments make
clear which of the two operators is meant, we do not make a distinction between these
operators). This operator is an homomorphism of algebras and obviously surjective, since
(ga4(τ1)g
b
6(τ1)g
a
4(τ2)g
b
6(τ2))|Φ = ga4(τ1)gb6(τ1).
Using a) and f |Φ = Wt( f )|Φ we get the desired result. 
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Proposition 7.3.3
dimCMk(Γ5)−dimCSk(Γ5) =
{
dimCMk(SL2(Z))+dimCSk(SL2(Z)), k even,
0, k odd.
Proof: Since there are no modular forms of odd weight in A(SL2(Z)2), we get f |Φ =
W5( f )|Φ = 0 for f ∈M2k+1(Γ5). Given f ∈ A(Γ5), we have f |V5 ∈ A(Γ5) and therefore
f |Φ = ( f |V5)|Φ = 0 for f ∈M2k+1(Γ5). From Example 2.5.15 we know that
f is a cusp form ⇐⇒ f |Φ = 0 and ( f |V5)|Φ = 0,
so that f ∈M2k+1(Γ5) is always a cusp form.
Let k be even. Then we can decompose f in f = fsym + fskew + f0, where W5( f0) = 0,
W5( fsym) is symmetric and W5( fskew) is skew-symmetric. This decomposition is uniquely
if we fix a transversale of preimages of W5, e. g. the one from Example 7.3.1. If W5( f ) is
(skew)-symmetric, then W5( f ) =±W5( f |V5). Hence in this case,
f |Φ 6= 0 or ( f |V5)|Φ 6= 0 if and only if W5( f )|Φ 6= 0.
Since W5 :A(Γ5)→A(SL2(Z)2) is surjective and
A(SL2(Z)2)sym∩A(SL2(Z)2)skew = {0},
Theorem 8.6.1 leads to
dimCMk(Γ5)−dimCSk(Γ5) = dimCM(SL2(Z)2)sym|Φ+dimCM(SL2(Z)2)skew|Φ
= dimCMk(SL2(Z))+dimCSk(SL2(Z)). 
Ibukiyama ([Ib1]) calculated a dimension formula for paramodular cusp forms for weight
k ≥ 5, so that we are able to determine the following table
k 0 1 2 3 4 5 6 7 8 9 10 11 12
dimCMk(Γ5) 1 0 0 0 1 1 2 1 3 2 5 4 9
dimCSk(Γ5) 0 0 0 0 0 1 1 1 2 2 4 4 6
dimCMk+13(Γ5) 5 10 8 16 12 21 16 28 22 36 30 48 37
dimCSk+13(Γ5) 5 9 8 13 12 18 16 25 22 33 30 43 37
dimCMk+26(Γ5) 56 48 72 60 87
dimCSk+26(Γ5) 53 48 67 60 82
Ibukiyama ([Ib2]) used some ad-hoc arguments to determine the dimension for small weights
and showed that either (dimCM4(Γ5) = 1 and dimCS4(Γ5) = 0) or (dimCM4(Γ5) = 2 and
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dimCS4(Γ5) = 1). Since we constructed all forms of weight 8, we are able to decide which
case is true:
The set {LiftΦ24,5/2,Liftg4E4,5 LiftE4,2E4,3} is a basis of M8(Γ5) since the Maaß lift is injective
and linear for trivial character. Let f1 ∈ S4(Γ5), then
f1(Z) = ∑
n,m,l
4nmt>l2
α f1(m,n, l)e
2pii(nτ+mtω+lz).
Since f 21 ∈ S8(Γ5), we can express f 21 in the above basis. Moreover,
α f 21 (1,m, l) =
n
∑
n1=0
∑
4n1t>l21
α f1(1,n1, l1)α f1(0,n−n1,0) = 0.
Therefore we have to solve the following equation system:00
0
=
 α f 21 (0,0,0)α f 21 (1,1,−4)
α f 21 (1,1,−3)
=
 1480 0 14801 0 0
300 4 158
αβ
γ

which leads to α = β = γ = 0, hence f1 = 0.
In this case (i. e. dimensionM4(Γ5) = 1 which we showed above) Ibukiyama ([Ib2]) calcu-
lated the Hilbert series for A(Γ5) summing the dimensions ofMk(Γ5).
Corollary 7.3.4
H(A(Γ5),s) =
∞
∑
k=0
dimCMk(Γ5)sk =
P(s)
(1− s4)(1− s5)(1− s6)(1− s12)
with
P(s) = 1+ s6 + s7 +2s8 + s9 +2s10 + s11 +2s12 +2s14
+2s16 +2s18 + s19 +2s20 + s21 +2s22 + s23 + s24 + s30.
Remark 7.3.5 a) Due to notation conflicts in this section we use s (instead of t) as variable
in the Hilbert series.
b) The above numerator polynom is a palindrome – i. e. a polynomial Q(s) = ∑ni=0 aisi with
an−i = ai for 1≤ i≤ n – which probably implies some additional information about the
structure of R=A(Γ5). More explicitly we get
H(R,1/s) = s3 H(R,s)
By [DKe, p. 102] a Noetherian graded domain R over a field F =R0 is Gorenstein if
and only if it is Cohen-Macaulay and the Hilbert series satisfies the identity
H(R,1/s) = (−1)dimRsl H(R,s) for some l ∈ Z.
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If additionally l = dimR we speak of strongly Gorenstein. Therefore, if R is Cohen-
Macaulay, we have that it is Gorenstein, but not strongly Gorenstein. For more informa-
tion on Gorenstein rings I refer the interested reader to [Eis, Chap 21].
c) IfA(Γ5) is a Cohen-Macaulay ring, we could use the Hilbert series to determine primary
and secondary generators, e. g. we could hope that we find a set of primary generators in
the weights (4,5,6,12) and therefore only have to calculate modular forms up to weight
30. The paramodular group is isomorphic to PΓS (Corollary 3.3.4), hence in particular
is not compact, and it seems unlikely that algebraic techniques as described in Section
5 could be apllied successfully. Γ5 contains the main congruence group Sp2(Z)[5] with
finite index. In the case thatA(Sp2(Z)[5]) is Cohen-Macaulay, we could use Proposition
5.3.7 to prove that A(Γ5) is Cohen-Macaulay. Unfortunately, this problem has not been
solved yet. Shigeaki Tsuyumine ([Tsu1], [Tsu2]) showed thatA(Sp2(Z)[l]) is not Cohen-
Macaulay for l ≥ 6 and that A(Sp2(Z)) is Cohen-Macaulay. Unfortunately his method
did not work for l = 5.
Every set of primary generators is algebraically independent. Therefore we are looking for
an algebraic independent set of paramodular forms of weight 4, 5, 6 and 12:
Corollary 7.3.6 The paramodular forms LiftE4,5 , Ψ5, LiftE6,5 and Ψ12 are algebraically
independent.
Proof: Assume that Q ∈ C[X1, . . . ,X4], Q 6= 0 with minimal degree satisfies
Q(Ψ5,LiftE4,5,LiftE6,5,Ψ12) = 0 on H2.
We write Q = ∑degQj=0 X j1 R j with R j ∈ C[X2,X3,X4] for all 0 ≤ j ≤ degQ. Restricting this
equation to H×H we find
0 = W5(Q(Ψ5,LiftE4,5,LiftE6,5,Ψ12)) = R0(W5(LiftE4,5),W5(LiftE6,5),W5(Ψ12)).
Since W5(LiftE4,5), W5(LiftE6,5) and W5(Ψ12) are algebraically independent (see Theorem
8.6.1) on H×H we get R0 = 0. Then Q = X1(∑degQ−1j=0 X j1 R j+1) = X1Q˜ is divisible by X1
and
Q˜(Ψ5,LiftE4,5,LiftE6,5,Ψ12) = 0 on H2
which is a contradiction to the assumption that Q has minimal degree. 
Remark 7.3.7 In the case that the A(Γ5)-module and ideal kerW5 would be a principal
ideal, we could easily show with a similar proof that the above sequence is regular: You
have to use the Cohen-Macaulay property of A(SL2(Z)2) which is known by Remark 8.6.2.
Furthermore, we note that the regularity of a sequence does not depend on the order.
Unfortunately, it is easily shown that this ideal is not a principal one, e. g. take Ψ4 and
LiftΦ11,5 . (compare with case weight 11 on page 100 to see that LiftΦ11,5 is not a multiple of
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Ψ5.) Moreover, if we substract the two Hilbert series H(A(Γ5),s) and H(A(SL2(Z)2),s),
we get
P(s)− (1− s5)(1+ s12)
(1− s4)(1− s5)(1− s6)(1− s12)
so that the ideal seems to be quite complicated. But perhaps it is possible to adopt the above
proof to prove that the sequence from Lemma 7.3.6 is regular. In any case, it seems to be
worthwile to calculate the ideal kerW5.
A(Γ5)∼=A(Γ̂5) contains no zero-divisors and is finitely generated graded C-algebra. Let Γ
be the group Γ = Sp2(Z)[5] and R=A(Γ). Since ΓE Γ̂5 and ΓESp2(Z) = Γ̂1 with
[Γ̂5 : Γ]<∞ and [Γ̂1 : Γ]<∞
the rings A(Γ̂1) =RSp2(Z/5Z) and A(Γ̂5) =RΓ̂5/Γ are finite extensions of R. Therefore we
get by Proposition 5.2.8
dimA(Γ̂5) = dimA(Γ) = dimA(Γ̂1) = 4
Since dimA(Γ̂5) = 4, each subalgebra of it has dimension at most 4, and hence an alge-
braically independent subset has cardinality at most 4. By Noether Normalisation there
exist a algebraically independent subset of cardinality 4.
If we assume thatA(Γ5) is a Cohen-Macaulay ring and that the elements given in Corollary
7.3.6 are a set of primary generators, then the Hilbert series given in Corollary 7.3.4 tells
us the degrees of the elements of any associated set of secondary generators. Hence we
have calculated bases for Mk(Γ5) for small k, and under the above assumptions we get the
following subset of a set of secondary generators:
Since the Maaß lift for trivial character is injective and linear, we can choose in weight 6
the form LiftΦ6,5 and in weight 7 the form LiftΦ7,5 as secondary generators.
weight 8 Using the Fourier coefficients we can show that Lift2Φ4,5/2 , Lift
2
E4,5 and LiftE4,2E4,3
are linear independent: Given f ∈Mk(Γt), we have the Fourier expansion
∑
n,m∈N0
l∈Z,4nmt≥l2
α(n,m, l)e2pii(nτ+lz+mtw).
We calculate the Fourier coefficients α(n,m, l)
α(n,m, l) (0,0,0) (1,1,−4) (1,1,−3)
Lift2Φ4,5/2 0 0 1
Lift2E4,5
1
57600
1
120
1
10
LiftE4,2E4,3 1480 0 2
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and get the desired result, since the above matrix has full rank. We therefore choose
as secondary generators Lift2Φ4,5/2 and LiftE4,2E4,3 . Comparing the Fourier coefficients
(for example the same α(n,m, l) as above) we get the following relations:
LiftΦ24,5/2 = Lift
2
Φ4,5/2 and Liftg4E4,5 = 120Lift
2
E4,5 .
Using the same method we get the following results:
weight 9 • secondary generator: LiftΦ4,5/2Φ5,5.2 .
• relations:
Liftg4Φ5,5 =
1
240 LiftE4,5 LiftΦ5,5 and LiftΦ4,5/2 LiftΦ5,5/2 = LiftΦ4,5/2Φ5,5/2 .
• possible list of needed Fourier coefficients: (1,1,−4 . . .−3).
weight 10 • secondary generators: Liftg4E6,5 and LiftΦ4,5/2Φ6,5/2 .
• relations:
Liftg4Φ6,5 = 240LiftE4,5 LiftΦ6,5 +5760Lift
2
Φ5,5,
Liftg6E4,5 =−504LiftE4,5 LiftE6,5 +290304521 Lift2Φ5,5 +2110 Liftg4E6,5,
LiftΦ4,5/2 LiftΦ6,5/2 =−12Lift2Φ5,5 +LiftΦ4,5/2Φ6,5/2,
Ψ10 = 72 LiftE4,5 LiftE6,5 +
40
521 LiftE4,5 LiftΦ6,5−1056521 Lift2Φ5,5
− 111440 Liftg4E6,5 +16 LiftΦ4,5/2Φ6,5/2 .
• possible list of needed Fourier coefficients: (0,0,0), (1,1,−4 . . .−2), (2,2,−8)
weight 11 • secondary generators: LiftΦ11,5 .
• relations:
Liftg4Φ7,5 = 240LiftE4,5 LiftΦ7,5 +30LiftΦ5,5 LiftΦ6,5,
Liftg6Φ5,5 =−504LiftΦ5,5 LiftE6,5 +20727521 LiftΦ5,5 LiftΦ6,5,
Ψ11 = 124 LiftΦ5,5 LiftΦ6,5 +LiftΦ11,5 .
• possible list of needed Fourier coefficients: (1,1,−4 . . .−3), (2,2,−8).
weight 12 Every Maaß lift of even weight is symmetric so that Ψ12 (as a skew-symmetric
form) cannot be identified with a Maaß lift. Because of this phenomenon we distin-
guish between symmetric and skew-symmetric paramodular forms:
• secondary generators: Liftg6E6,5,Liftg6Φ6,5 .
7.4 Some Remarks on a Reduction Process 101
• relations:
Liftg24E4,5 = 200Lift
2
E6,5 +
4080000
171409 LiftE6,5 LiftΦ6,5−44236800171409 LiftΦ5,5 LiftΦ7,5
+19200Lift3E45 +
50
63 Liftg6E6,5 +
170000
3599589 Liftg6Φ6,5,
Liftg4E4,2E4,3 = 200Lift
2
E6,5 +
1365590
171409 LiftE6,5 LiftΦ6,5−7897760171409 LiftΦ5,5 LiftΦ7,5
−9600Lift3E45 +240LiftE4,5 LiftE4,2E4,3 +5063 Liftg6E6,5
+ 68279543195068 Liftg6Φ6,5,
Liftg4Φ24,5/2 = 240LiftE4,5 LiftΦ24,5/2,
LiftΦ26,5 =
4168
329 LiftE6,5 LiftΦ6,5−200064329 LiftΦ5,5 LiftΦ7,5 + 52120727 Liftg6Φ6,5 .
• possible list of needed Fourier coefficients for symmetric forms:
(0,0 . . .1,0), (1,1,−4 . . .−1), and (2,2,−8 . . .−7).
In [GN, Rem 4.4], it is explained that there exists a skew-symmetric form of weight
12 with respect to Γt for every t > 1. This fact is related to a Borcherds product of
weight 12 with respect to the orthogonal group to a lattice L which is the orthogonal
sum of two hyperplanes and the Leech lattice – the only even unimodular lattice in 24
dimensions with minimal norm 4 (cf. [CS, §16.1]).
The additional generators of weight 13 and 14 are written down in Section 8.12. In weight 15
we do not need additional generators. In weight 16, there is a skew-symmetric paramodular
form LiftE4,5 Ψ12. I can also show that there exists one additional generator, e. g. we can
choose Liftg34E4,5 . Using all Fourier coefficients up to n ≤ 3 and m ≤ 3 we could not find
the second additional generator, so perhaps I have not yet found all necessary paramodular
forms. The other possibility is that we can distinguish these paramodular forms only with
more Fourier coefficients. In weight 18 there are at least three linear independent skew-
symmetric paramodular forms, i. e. Ψ14 LiftE4,5 , Ψ12 LiftE6,5 and Ψ12 LiftΦ6,5 which can be
shown using the Fourier coefficients at (0,1,0) and (1,2,−4 . . .−5).
7.4 Some Remarks on a Reduction Process
With Borcherds products it is sometimes possible to calculate generators for the ring of
modular forms using a reduction process analogous to A(SL2(Z)), where ∆ is in fact a
Borcherds product. In most cases, which have been treated so far, the dimension of the
obstruction space was one (or at least there exists a Borcherds product which had only a
zero on one divisor), but a few other examples (e. g. [DKr1]) also exist. For the reduction
process we need a Borcherds product (or a quotient/polynomial of Borcherds products with
positive weight) such that we can divide every modular form with respect to Γ with a zero
on a certain divisor λ⊥. To guarantee this zero we have to determine all modular forms with
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respect to StabΓλ⊥ which can be lifted to a modular form with respect to Γ. Sometimes it
was necessary to look at more than one divisor.
In general, the lifting from a certain divisor λ⊥ gets more and more involved as the discrim-
inant of λ⊥ increases.
In the case of paramodular forms with respect to Γ5 we can look at the table of Borcherds
products on page 121. The divisor λ⊥ with the lowest discriminant which admits a Bor-
cherds product with the above mentioned property, is λ⊥9 . The associated Borcherds product
ist Ψ10Ψ−14 . Before we consider this situation more closely we determine the restriction of
the character κ1,2 to StabΓ5 λ⊥9 :
Because of Corollary 4.1.1 and Lemma 3.6.7 we know the generators of G ∼= StabΓ5 λ⊥9 .
Comparing the values of ν12η × ν12η on these generators with the values of κ1,2 (Corollary
8.2.1) on these generators (embedded into Γ5 via the isomorphism in Equation (3.19)) we
get
κ1,2|λ⊥9 = ν
12
η ×ν12η .
More detailed, let f ∈Mk(DΓmax5 ). Then f = ∑ν∈(Γmax5 )ab fν with fν ∈Mk(Γ
max
5 ,ν). There-
fore we can restrict ourselves without loss of generality to f = fν .
case 1: k ≡ 0 mod 2,ν(Vt) =−1. Since f has a zero in λ⊥20, we can multiply with Ψ11Ψ12 and
get
f · Ψ11
Ψ12
∈Mk−1(Γmax5 ,ν).
case 2: k≡ 1 mod 2,ν(Vt) = 1. Since f has a zero in λ⊥20, we can multiply with Ψ11Ψ12 and get
f · Ψ11
Ψ12
∈Mk−1(Γmax5 ,ν).
case 3: k ≡ 0 mod 2,ν = κ1,2. Hence
f |λ⊥9 :H×H→ C ∈Mk(G,ν
12
η ×ν12η )sym and ordλ⊥4 f |λ⊥4 ≥ 1.
case 4: k ≡ 0 mod 2,ν = 1. Hence
f |λ⊥9 :H×H→ C ∈Mk(G,1)sym.
case 5: k ≡ 1 mod 2,ν = κ1,2χ5. Hence
f |λ⊥9 :H×H→ C ∈Mk(G,ν
12
η ×ν12η )sym and ordλ⊥1 f |λ⊥1 ≥ 1.
case 6: k ≡ 1 mod 2,ν = χ5. Hence
f |λ⊥9 :H×H→ C ∈Mk(G,1)sym and ordλ⊥i f |λ⊥i ≥ 1 for i=1,4.
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If we knew a (finite) set of generators for the ideals
J1 = { f ∈ A(G)sym; there exists an F ∈ A(Γmax5 ,χk5) with F |λ⊥9 = f} and
J2 = { f ∈ A(G,ν12η ×ν12η )sym; there exists an F ∈ A(Γmax5 ,κ1,2χk5) with F |λ⊥9 = f},
we could determine the ring A(DΓmax5 ) quite explicitly:
Let Gi be a finite set of generators of Ji. In the cases 3 to 6 there would exist a polynomial
P in these generators such that f −P would be zero on the divisor λ⊥9 . Therefore
( f −P) · Ψ4
Ψ10
∈Mk−6(Γmax5 ,νκ)
which switches the cases 3 and 4 as well as 5 and 6. We can even get rid of the ideal J2
if we use Ψ24Ψ
−1
10 in the reduction process and multiply the cases 3 and 5 once with Ψ4.
Moreover, if we multiply the function in case 6 with Ψ5, we obtain case 1 and therefore we
only have to determine symmetric paramodular forms of even weight and character ν = 1
with no constraint zeros.
The constraint zeros in the other cases include at least some information on the constraint
zeros for modular forms with respect to the stabilizer (with the restricted character) and
some information on the values in the cusps.
So we have to determine the ideal
J new1 = J1∩A(Γ5)evensym |λ⊥9 , where A(Γ5)
even
sym :=
⊕
k
M2k(Γmax5 )sym:
First of all, we recognize that we cannot lift every modular form with respect to the stabilizer
StabΓmax5 λ
⊥
9
∼= G, since dimCM2(G) = 1 6= 0 = dimCM2(Γ5,1). So far, I have not been able
to determine this ideal.
Needless to say, we can give some elements of the ideal J1 respectively Jnew1 :
LiftE4,5 |λ⊥9 =
8
243pi(p̂1)
2− 1135pi(ŝ3),
LiftΦ5,5 |λ⊥9 =−
2
81(ζ3−ζ 23 )pi(p̂1)pi(p̂2)+ 181(ζ3−ζ 23 )pi(ŝ4),
LiftE6,5 |λ⊥9 =−
785056
4937517pi(p̂1)
3− 222150444437653pi(p̂2)2 + 2323601280097pi(p̂4)+ 7645843840291pi(p̂1)pi(ŝ3),
LiftΦ6,5 |λ⊥9 =−
14336
3159 pi(p̂1)
3− 64003159pi(p̂2)2 + 2512351 pi(p̂4)+ 2560351 pi(p̂1)pi(ŝ3).
In the same way we can determine
Ψ12|λ⊥9 = pi(p3)
(
57344
767637pi(p̂1)
3pi(p̂2)− 1024085293pi(p̂1)pi(p̂2)pi(ŝ3)
+ 66457620726199pi(p̂2)
3− 1004885293pi(p̂2)pi(p̂4)
)
.
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7.5 Outlook
In this section we summarize some of the possibilities to get more information on the alge-
braic structure of A(Γ5):
1) Determine the ideal J new1 and use the reduction process in Section 7.4.
2) Calculate the ring A(Sp2(Z)[5]) and use the methods from Chapter 5.
3) The easiest problem which is not solved in this thesis is to show that LiftE4,5 , Ψ5, LiftE6,5 ,
Ψ12 is a homogeneous system of parameters. In order to prove this statement we have to
find an argument that A(Γ5)/∑4i=1A(Γ5) fi for f = (LiftE4,5,Ψ5,LiftE6,5,Ψ12)tr is finite-
dimensional over C (cf. Remark 7.3.7).
4) Determine the kernel of the algebra homomorphism W5 (cf. Remark 7.3.7)
5) We could determine generators for allMk(Γ5) for k less or equal to an upper bound kmax
and find some argument that all paramodular forms of higher degree are polynomials
in these generators. For example we could choose kmax = 30 and show that A(Γ5) is a
Cohen-Macaulay ring and that {LiftE4,5,Ψ5,LiftE6,5,Ψ12} is a set of primary invariants.
The latter fact can be shown directly or by using the fact that A(Sp2(Z)[5]) is Cohen-
Macaulay (compare with Remark 7.3.5). In order to calculate these generators you have
to determine at least a lot of Fourier coefficients, but there is also a chance that the
paramodular forms which are mentioned in this thesis are not sufficient. Then you have
to determine other paramodular forms for example by reduction from orthogonal forms
of higher degree, i. e. O(2,n) for n ≥ 4. For weight 16 I tried the modular embedding
from [Kö4] with Q(i). This ring was determined explicitly in [DKr2], but I did not find
any new form. One other possibility would be to raise the restriction of the order of the
pole for the input in Borcherds Theorem. Keep in mind that the Fourier coefficients of
the Eisenstein series E 5
2
require often long calculations with the computer.
8 Appendix
8.1 General Remark on Fourier Coefficients
Most of the Fourier coefficients in this thesis (especially in chapter 6 and 7) were determined
using [MAPLE]. Only in a few cases a faster calculation was necessary, e. g. for the Fourier
coefficients of the Eisenstein series E 5
2
on page 89. Then we wrote a short programm in
[C++]. Some of these Fourier coefficients are available on my homepage.
8.2 The Non-trivial Abelian Character of Γ1
We consider the action of Γ1 on theta characteristics (compare with [Fr1, I.3.2]): Given
a,b ∈ (Z/2Z)2 and M =
(A B
C D
) ∈ Γ1, then(
a˜
b˜
)
:= M
(
a
b
)
:=
(
D −C
−B A
)(
a
b
)
+
(
(CDtr)0
(ABtr)0
)
mod 2,
where T0 denotes the column vector consisting of the diagonal entries of T . Let
T0 :=
{(
a
b
)
∈ (Z/2Z)4;atrb≡ 1 mod 2
}
be the set of odd theta characteristics.
Corollary 8.2.1 Let sgn denote the sign-character of the symmetric group S6 of 6 elements.
Then we get the non-trivial character of Γ1 via
κ : Γ1 →{±1}, M → sgnpiM,
where piM ∈ S6 is the induced permutation of T0 →T0, g 7→M{g}.
A detailed proof can be found in [Kr3].
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8.3 Eichler Transformations
Eichler transformation orthogonal matrix M in the modell ΓS Ψ−1t (M) ∈ PΓmaxt
E( f1, f3) Mλ for λ = (1,0,0)tr trans
(
1 0
0 0
)
E( f1, f4) M˜λ for λ = (1,0,0)tr Jt trans
(
0 0
0 1t
)
Jt
E( f2, f3) Mλ for λ = (0,0,1)tr trans
(
0 0
0 1t
)
E( f2, f4) M˜λ for λ = (0,0,1)tr Jt trans
(
1 0
0 0
)
Jt
E( f1,h) RA for A =
(
1 −2th th2
0 1 −h
0 0 1
)
rot
(
1 −th
0 1
)
E( f2,h) RA for A =
(
1 0 0
−h 1 0
th2 −2th 1
)
rot
(
1 0
−h 1
)
E( f3,h) Mλ for λ = (0,−h,0)tr trans
(
0 −h
−h 0
)
E( f4,h) M˜λ for λ = (0,−h,0)tr Jt trans
(
0 h
h 0
)
Jt
Thereby rot(U) :=
(
U 0
0 U−tr
)
.
8.4 Explicit Isomorphism
Following [GN] we will give a more explicit isomorphism between the paramodular group
and the orthogonal group of signature (3,2).
Let L = Ze1⊕Ze2⊕Ze3⊕Ze4 be a lattice in R4 and L∧ L the exterior algebra (see for
example [Eis, p. 575]), i. e. L⊗L/〈l⊗ l, l ∈ L〉. The elements in L∧ L are sometimes
called integral bivectors and can be written as α = ∑i< jαi jei∧ e j. For u,v ∈ Z6 with u =
(u12,u13,u14,u23,u24,u34) let
(u,v) := u12v34−u13v24 +u14v23 +u23v14−u24v13 +u34v12.
The corresponding Gram matrix is given by
1
−1
1
1
−1
1
 .
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This is an even, unimodular, symmetric bilinear form of signature (3,3) and via the substi-
tution homomorphism we get for u,v ∈ L∧L
u∧ v = (u,v)e1∧ e2∧ e3∧ e4.
This bilinear form is invariant under the diagonal action
SL(L)×L∧L → L∧L,
(M, l1∧ l2) 7→ Ml1∧Ml2,
because the generators from SL4(Z) are – due to [New, Thm VII.3] – the matrices
P =

1
1
1
−1
 and T = (1 10 1
)
× I2.
Given u ∈ L∧L, we get
Tu = (u12,u13 +u23,u14 +u24,u23,u24,u34), Pu = (u23,u24,u12,u34,u13,u14)
and therefore
(Tu,T v) = (Pu,Pv) = (u,v) for all u,v ∈ L∧L.
Let ωt = te1∧ e3 + e2∧ e4 and Ωt = Zωt . Given x,y ∈ L, let Ĵt(x,y) = xtrĴty with
Ĵt =
(
0 Pt
−Pt 0
)
and Pt =
(
1 0
0 t
)
.
Then Ĵt is skew-symmetric and fulfills via the substitution homomorphism
Ĵt(x,y)e1∧ e2∧ e3∧ e4 =−x∧ y∧ωt .
Thus the integral realisation of the paramodular group is representable as
Γ̂t =
{
M ∈ SL(L); Ĵt(Mx,My) = Ĵt(x,y) for all x,y ∈ L
}
and Γ̂t acts on Lt = Ω⊥t . The lattice Lt has the Z-basis
f1 = e1∧ e2, f2 = e2∧ e3, f3 = te1∧ e3− e2∧ e4, f4 = e4∧ e1, f5 = e4∧ e3.
For given f = ∑5i=1αi fi with α tr = (α1, . . . ,α5) and analogous definition of g and β , we get
( f ,g) = α trStβ with St =

−1
−1
2t
−1
−1
 .
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Since O(St ,Z) =O(−St ,Z), we consider O(Lt) :=O(−Ŝt).
Let M ∈ Γ̂t and f ,g ∈ Lt as above. From (M f ,Mg) = ( f ,g) we deduce that in these new
coordinates the corresponding M˜ ∈ O(Lt) . Since Γ̂t is conjugated to Γt , we obtain a map
Φ : Γ̂t →O(Lt), M 7→ M˜.
Because of (M f ,Mg) = ( f ,g) this map is an homomorphism.
8.5 Fourier Coefficients
The first Fourier coefficients of Ek(uz,s;χ,ψ) = K ∑∞n=0 ane2piinz/3 are given by
u χ ψ L M K a0 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
1
(∗
3
)
1 3 3 −4pii9 1 -3 0 6 -3 0 0 -6 0 6 0
1 1
(∗
3
)
1 3 2pi
√
3
9 1 6 0 6 6 0 0 12 0 6 0
1 1
(∗
3
)
3 3 4pi√3 0 1 0 0 1 0 0 2 0 0 0
1
(∗
3
)
1 3 1 −2pi3 1 0 0 6 0 0 0 0 0 6 0
1
3
(∗
3
)
1 3 1 −2pi3 1 6 0 6 6 0 0 12 0 6 0
3 1
(∗
3
)
1 3 2pi
√
3
9 1 0 0 6 0 0 0 0 0 6 0
We denote the first two normalized series by f = E∗3,3 and g = E∗1,3. The other less important
normalized series are denoted by f ∗k where k+2 is the number of the line it is written in this
table. Therefore we have the following relations:
9 f ∗1 = E∗1,3−E∗3,3, 3 f ∗2 = 2E∗3,3 +E∗1,3, (8.1)
f ∗3 = E∗1,3, 3 f ∗4 = 2E∗3,3 +E∗1,3. (8.2)
The next table contains the Fourier coefficents for polynomials in f = E∗3,3 and g = E∗1,3:
8.6 Generators for A(SL2(Z)2) 109
function a0 a1 a2 a3 a4 a5 a6 a7 a8 a9
f 2 1 -6 9 12 -42 18 36 -48 45 12
g2 1 12 36 12 84 72 36 96 180 12
f g 1 3 -18 12 21 -36 36 24 -90 12
f 3 1 -9 27 -9 -117 216 27 -450 459 -9
g3 1 18 108 234 234 864 756 900 1836 2178
f 2g 1 0 -27 72 0 -216 270 0 -459 720
f g2 1 9 0 -90 117 0 -216 450 0 -738
f 4 1 -12 54 -84 -147 756 -756 -1212 3510 -2028
g4 1 24 216 888 1752 3024 7992 8256 14040 24216
f 2g2 1 6 -27 -84 438 -378 -756 2064 -1755 -2028
f 3g 1 -3 -27 159 -219 -378 1431 -1032 -1755 4533
f g3 1 15 54 -84 -363 756 -756 -672 3510 -2028
The next table contains the first Fourier coefficients for f = E3,3 and g = E1,3 with respect to
the cusps−1, 0 and 1. Note that this table should be read line by line so that the abbreviation
ai represents the element ai in the same line.
x a0 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
f -1 −2pii9 − 2pi
√
3
9
2pi(i−√3)
3 0 6a0 a1 0 0 2a1 0 6a0 0
f 0 0 − 4pi√3 0 6a0 a1 0 0 2a1 0 6a0 0
f 1 2pii9 − 2pi
√
3
9 −2pi(i+
√
3)
3 0 6a0 a1 0 0 2a1 0 6a0 0
g -1 −2pi
√
3
9 −2pi(3i−
√
3)
3 0 6a0 a1 0 0 2a1 0 6a0 0
g 0 −2pii3 0 0 6a0 a1 0 0 2a1 0 6a0 0
g 1 2pi
√
3
9 −2pi(3i+
√
3)
3 0 6a0 a1 0 0 2a1 0 6a0 0
8.6 Generators for A(SL2(Z)2)
Using the same methods as in Theorem 4.3.3 we get
Theorem 8.6.1 Let l ∈ Z with 1≤ l ≤ 24. Then
a)
A(SL2(Z)2)sym = C
[
g4(τ1)g4(τ2),g6(τ1)g6(τ2),g34(τ1)g
2
6(τ2)+g
2
6(τ1)g
3
4(τ2)
]
.
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b)
A(SL2(Z)2,ν lη ×ν lη)sym = η l(τ1)η l(τ2) ·A(SL2(Z)2)sym.
c)
A(SL2(Z)2,ν lη ×ν lη)skew =
(
g34(τ1)g
2
6(τ2)−g26(τ1)g34(τ2)
) ·A(SL2(Z)2,ν lη ×ν lη)sym.
d)
A(SL2(Z)2)∼= C[X1,X2,X3,X4]/〈X31 X24 −X2X3〉.
The isomorphism is given by mapping Xi to Fi with the following modular forms
F1 := g4(τ1)g4(τ2), F2 := g34(τ1)g
2
6(τ2),
F3 := g26(τ1)g
3
4(τ2) and F4 := g6(τ1)g6(τ2).
Remark 8.6.2 Especially
R=A(SL2(Z)2)∼= C[F1,F4,F2 +F3]⊕ (F2−F3)C[F1,F4,F2 +F3]
is a Cohen-Macaulay ring with dimR= depthR= 3.
Using the Fourier expansion we can express some modular forms in A(SL2(Z)2) in the
generators of A(SL2(Z)[3]2):
g34(3τ1)g26(3τ2)+g26(3τ1)g34(3τ2) = 104857643046721pi(p̂1)
6 + 64028672559607373pi(p̂2)
2pi(p̂1)3
+ 4980736186535791pi(p̂2)
4− 41156608559607373pi(p̂4)pi(p̂1)3− 51445760559607373pi(p̂4)pi(p̂2)2
− 91750420726199pi(ŝ3)pi(p̂1)4− 308019220726199pi(ŝ3)pi(p̂2)2pi(p̂1)+ 257228820726199pi(ŝ3)pi(p̂4)pi(p̂1)
− 9502726908733pi(ŝ4)pi(p̂2)pi(p̂1)2
and
g34(3τ1)g26(3τ2)−g26(3τ1)g34(3τ2) =
pi(p3) ·
(
11632640
186535791pi(p̂2)pi(p̂1)
3 + 3801088186535791pi(p̂2)
3− 514457662178597pi(p̂2)pi(p̂4)
− 203161620726199pi(ŝ3)pi(p̂2)pi(p̂1)+ 163841594323pi(ŝ4)pi(p̂1)2
)
.
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8.7 Segre Variety
In this section let F be an algebraically closed field with charF = 0 and V1 and V2 be two
F-vector spaces of dimension n1 and n2. Let {v( j)i , i = 1, . . . ,n j} be a basis for Vj. Let
V ∗i denote the dual vector space associated to Vi and fix for V ∗i the dual basis associated to
{v( j)i , i = 1, . . . ,n j}. Then we have S[Vi]∼= F [v(i)1 , . . . ,v(i)ni ] and
S[V1]⊗S[V2]∼= F
[
v
(1)
1 , . . . ,v
(1)
n1 ,v
(2)
1 , . . . ,v
(2)
n2
]∼= S[V1⊕V2]
via the identification
v
(1)
j 7→
(
v
(1)
j ,0
)
∈V1⊕V2, v(2)j 7→
(
0,v(2)j
)
∈V1⊕V2.
We get an F-algebra homomorphism
pi :
S[V1⊗V2] → S[V1]⊗S[V2],
v
(1)
i ⊗ v(2)j 7→ v(1)i v(2)j .
Obviously,
impi =
⊕
d≥0
S[V1]d⊗S[V2]d ⊂ S[V1]⊗S[V2].
Then there exists (e. g. by [CLO, §5.4, Prop 8]) a unique polynomial mapping (sometimes
also called morphism of affine varieties) pi∗ : V ∗1 ⊕V ∗2 → V ∗1 ⊗V ∗2 , This map is called the
pullback of pi . If we identify V ∗i ∼= Cni×1 with their coordinate (column) vectors, we get
pi∗(v1,v2) = v1 · vtr2 for v1 ∈ C1×n1 , v2 ∈ Cn2×1.
Given f1, . . . , fs ∈ F [X1, . . . ,Xn], we set
var( f1, . . . , fs) :=
{
(a1, . . . ,an)tr ∈ Fn; fi(a1, . . . ,an) = 0 for all i
}
,
the affine variety defined by f1, . . . , fs. Given an affine variety W ⊂ Fn, let
ideal(W ) = { f ∈ F [X1, . . . ,Xn]; f (a1, . . . ,an) = 0 for all (a1, . . . ,an) ∈W}
the ideal associated to W . We need later on also projective varieties:
Let Pn(F) = (Fn+1 \{0})/F∗ where x,y∈ Fn+1 \{0} are equivalent if there exists a λ ∈ F∗
such that x = λy. We write [x0 : . . . : xn] for the equivalence class which contains the element
(x0, . . . ,xn)∈ Fn+1 \{0}. If f1, . . . , fs ∈ F [X0, . . . ,Xn] are homogeneous polynomials, we set
var( f1, . . . , fs) := {[a0 : . . . : an] ∈ Pn(F); fi(a0, . . . ,an) = 0 for all i} ,
the projective variety defined by f1, . . . , fs. Given a projective variety W ⊂ Pn(F), let
ideal(W ) = { f ∈ F [X0, . . . ,Xn]; f (a0, . . . ,an) = 0 for all [a0 : . . . : an] ∈W}
the ideal associated to W .
Now we are able to calculate the image of pi∗
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Lemma 8.7.1 Let
Ipi = {(v(1)i ⊗ v(2)j )(v(1)k ⊗ v(2)l )− (v(1)i ⊗ v(2)l )(v(1)k ⊗ v(2)j );1≤ i < k ≤ n1,1≤ j < l ≤ n2},
then
impi∗ ∼= var(Ipi).
Proof:
impi∗ ∼= 〈A ∈ Fn1×n2; rankA≤ 1〉 .
This is fulfilled if and only if all (2×2)-minors of A vanish. This leads directly to the claim.

Let R := F [X1, . . . ,Xn] and R∗ := F [X0,X1, . . . .Xn]. For given f ∈R, let
f ∗(X0,X1, . . . ,Xn) = Xdeg f0 f
(
X1
X0 , . . . ,
Xn
X0
)
∈R∗
be the homogenization of f . For g ∈R∗, we define the dehomogenization as
g∗(X1, . . . ,Xn) = g(1,X1, . . . ,Xn) ∈R.
Moreover,we define for IER the ideal I∗ := 〈 f ∗; f ∈ I〉 and for homogeneous J ER∗ the
ideal J∗ := 〈 f∗; f ∈ J 〉.
Lemma 8.7.2 Let J := 〈 f1, . . . , fs〉ER∗ a homogeneous ideal. Then
a) J∗ = 〈( f1)∗, . . . ,( fs)∗〉.
b) If J is a prime ideal, then J∗ =R or J∗ is prime.
c) If (( fi)∗)∗ = fi for 1≤ i≤ s and J∗ =R or J∗ is a prime ideal, then J =R∗ or J is a
prime ideal.
Proof: a) For given f ∈ J , there exists a set {hi} ⊂R∗ such that f = ∑i hi fi. Hence
f∗ = f (1,X1, . . . ,Xn) = ∑
i
(hi)∗( fi)∗.
b) Let f ,g ∈ R with f ·g ∈ J∗. Assume f ,g 6∈ J∗, which means especially J∗ 6=R. Thus
f ∗,g∗ 6∈ J , since otherwise f = ( f ∗)∗, g = (g∗)∗ ∈ J∗. Since J is prime, we know that
f ∗ · g∗ = ( f · g)∗ 6∈ J . Without restriction we can choose the fi homogeneous. Given
f ·g = ∑i hi( fi)∗ with hi ∈R, we get
( f g)∗ = ∑
i
(hi)∗(( fi)∗)∗Xni0 with ni ∈ N0.
For every i there exist ci ∈ N0 such that (( fi)∗)∗Xci0 = fi. Then there exists an N ∈ N
such that XN0 ( f g)∗ = ∑i(hi)∗XN−ci+ni0 fi ∈ J . Since J is a prime ideal, XN0 ∈ J . Hence
1 = (XN0 )∗ ∈ J∗ providing a contradiction to f 6∈ J∗. Hence J∗ is prime.
8.7 Segre Variety 113
c) Let f ,g∈R∗, f ·g∈J , J 6=R∗ and without restriction let f ,g be homogeneous. There-
fore ( f ·g)∗ ∈ J∗. Since J∗ is a prime ideal, f∗ ∈ J∗ or g∗ ∈ J∗. Without restriction we
choose f∗ ∈ J∗. Thus f∗ = ∑i hi( fi)∗ with hi ∈R which leads to
( f∗)∗ = ∑
i
(hi)∗(( fi)∗)∗ ·Xni0 = ∑
i
(hi)∗ fiXni0 ∈ J .
Since f is homogeneous, we know that there exists an N ≥ 0 such that f = XN0 ( f∗)∗ ∈J ,
hence J is prime. 
Proposition 8.7.3 Given m,n ∈ N0, let
Pq(F) =
{
[zi, j] := [z0,0 : . . . : z0,m : z1,0 : . . . : z1,m : . . . : zn,m]
}
with q = nm+n+m
be the q-dimensional projective space over the field F.
a) The mapping
σSeg : Pn(F)×Pm(F)→ Pq(F), [x0 : . . . : xn]× [y0 : . . . : ym] 7→ [zi, j = xiy j]
is an injective mapping.
b) Let Seg := {Zi, jZr,s−Zi,sZr, j;0≤ i,r ≤ n,0≤ j,s≤ m} ⊂ F [Z0,0, . . . ,Zn,m]. Then
imσSeg = var(Seg)⊂ Pq(F).
c) 〈Seg〉CF [Z0,0, . . . ,Zn,m] is a prime ideal.
The mapping σSeg is called Segre-mapping and the projective variety var(Seg) is called
Segre-variety.
Proof: a) Let x = [x0 : . . . : xn] ∈ Pn(F),y = [y0 : . . . : yn] ∈ Pm(F). We take λ (x0, . . . ,xn) ∈
[x0 : . . . : xn] and y = µ[y0, . . . ,ym] ∈ (y0 : . . . : yn). Hence λµ(x0y0, . . . ,xiy j, . . . ,xnym) ∈
[x× y] and σSeg is well-defined. If
[x(1)0 y
(1)
0 : . . . : x
(1)
n y
(1)
m ] = [x
(2)
0 y
(2)
0 : . . . : x
(2)
n y
(2)
m ],
then there exists a λ ∈ F∗ such that
(x(1)0 y
(1)
0 , . . . ,x
(1)
n y
(1)
m ) = λ (x
(2)
0 y
(2)
0 , . . . ,x
(2)
n y
(2)
m ).
Since x(1) ∈ [x(1)] ∈ Pn, there exists an x(1)i 6= 0. This leads to y(1)j = λ x
(2)
i
x
(1)
i
y(2)j , therefore
[y(1)] = [y(2)]. Analogously [x(1)] = [x(2)].
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b) Since 〈Seg〉 is a homogeneous ideal, the projective variety var(Seg) is well-defined. The
inclusion imσSeg ⊂ var(Seg) is trivial, since the coordinates of [x× y] satisfy
zi, jzr,s− zi,szr, j = xiy jxrys− xiysxry j = 0.
Let [wi, j] ∈ var(Seg). Without loss of generality w0,0 6= 0. Set
x := [1, w1,0
w0,0
: . . . :
wn,0
w0,0
] and y := [w0,0 : w0,1 : . . . : w0,m].
Then [wi, j] = [(xi× y j)i, j] ∈ imσSeg.
c) All elements of Seg are homogeneous and Z0,0 - a for all a ∈ Seg so that (a∗)∗ = a for
all a ∈ Seg. Using Lemma 8.7.2 it is enough to show that 〈Seg∗〉 = 〈Seg〉∗ER :=
F [Z0,1, . . . ,Zn,m] is a prime ideal. We get (Z0,0Zr,s−Z0,sZr,0)∗ = Zr,s−Z0,sZr,0 ∈ 〈Seg〉∗
for r,s 6= 0.
We compute in R/〈Zr,s−Z0,sZr,0;r,s 6= 0〉 that
Z0, jZr,s−Z0,sZr, j = 0, Zi,0Zr,s−Zi,sZr,0 = 0 and Zi, jZr,s−Zi,sZr, j = 0
hold for i, j,r,s 6= 0. Therefore 〈Seg〉∗ = 〈B〉ER with B := {Zr,s− Z0,sZr,0;r,s 6= 0}.
Moreover, if we take the lexicographic ordering with Zr,s > Zr,0 > Z0,s, then B is a Gröb-
ner basis for 〈Seg〉∗, since the leading terms are different (e. g. by [CLO, II.6 Thm 6]),
hence
F [Zr,0,Z0,s;r,s 6= 0]∩〈Seg〉∗ = {0} and F [Zr,0,Z0,s;r,s 6= 0]+ 〈Seg〉∗ =R.
Hence R/〈Seg〉∗ ∼= F [Zr,0,Z0,s;r,s 6= 0] is an integral domain so that 〈Seg〉∗ is prime. 
Remark 8.7.4 Via the projective algebra-geometry dictionary (e. g. [CLO, VIII.3]) c) is
equivalent to the fact that var(Seg) is irreducible. For another proof for the irreducibility of
the Segre-variety we refer the interested reader to [Mum, p. 50/51].
With this result and some results of the algebra-geometry dictionary we can prove the fol-
lowing
Lemma 8.7.5 a) Ipi = kerpi , hence
impi =
⊕
d≥0
(S[V1]d⊗S[V2]d)∼= S[V1⊗V2]/Ipi .
b) heightIpi = (n1−1)(n2−1).
Proof: a) Using the definition of pi∗ we conclude that for (v1,v2) ∈ V ∗1 ⊕V ∗2 and f ∈
ideal(impi∗) the equation f pi((v1,v2)) = ( f ◦ pi∗)(v1,v2) = 0 holds. Thus f pi = 0 and
f pi ∈ kerpi . Vice versa, 0 = ( f ◦pi∗)(v1,v2) for f ∈ kerpi which leads to f ∈ ideal(impi∗).
Altogether, we have
ideal(impi∗) = kerpi.
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Therefore we get an injective embedding S[V1⊗V2]/kerpi → S[V1]⊗S[V2]. The last
structure is an integral domain (since F [X1, . . . ,Xn] is an integral domain), thus kerpi is a
prime ideal in S[V1⊗V2] by [CLO, V.1 Prop 4] and impi∗ is an irreducible variety.
Using the Strong Nullstellensatz [CLO, IV.2 Thm 6] we get
radIpi = ideal(var(Ipi)) = ideal(impi∗) = kerpi,
where radI denotes the radical of IES[V ], i. e. the ideal { f : f m ∈ I for some m ∈N}.
Because of Proposition 8.7.3, we know that Ipi is a prime ideal. Since every prime ideal
is radical, we get
Ipi = radIpi = kerpi.
b) In a) we have already shown that Ipi is a prime ideal. Therefore the concept height is
well-defined. Let us now determine the fibres of pi∗. Let A ∈ impi∗. If A 6= 0, we get
vi ∈V ∗i so that
(pi∗)−1(A) =
{
(λv1,λ−1v2) for λ ∈ F∗
}
.
Hence dim(pi∗)−1(A) = 1 and (pi∗)−1(A) is irreducible. If A = 0, we get
(pi∗)−1(A) = (0⊕V ∗2 )∪ (V ∗1 ⊕0).
These components are irreducible and dim(pi∗)−1(A) = max(n1,n2). Therefore we get –
due to [Mum, I Thm 8.3] –
dimimpi∗ = dimF V ∗1 ⊕V ∗2 −1 = n1 +n2−1 = dimimpi
and
heightIpi = dim(S[V1⊗V2])−dimimpi = (n1−1)(n2−1). 
Remark 8.7.6 We want to close this section with a remark on determinantal rings:
A ringR is determinantal if it can be written in the form S/I, where S is a Cohen-Macaulay
ring and I is the ideal generated by the r× r-minors of a p× q matrix M, for some p,q,r
such that the codimension of I in S is exactly (p− r+ 1)(q− r+ 1). Determinantal rings
are Cohen-Macaulay by Theorem [Eis, Thm 18.18]. S[V1 ⊗V2] is a determinantal ring
with S = S[V1]⊗S[V2], p = n1, q = n2 and r = 2 by Lemma 8.7.5. Therefore impi is a
Cohen-Macaulay ring. For more information we refer the interested reader to [BV, §5.D].
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8.8 Invariants for S[V ⊗V ]H for H = G
A set of primary invariants for S[V ⊗V ]G is given by
p1 = x21− 12x1x2− 12x1x3 + 12x1x4− 12x22 + 12x2x3− 12x2x4− 12x23− 12x3x4− 18x24,
p2 = x31 +
3
2x
2
1x2 +
3
2x
2
1x3 +
3
4x1x
2
2− 34x1x2x4 + 34x1x23− 34x1x3x4 + 18x32− 38x22x3− 38x22x4
−38x2x23 + 38x2x24 + 18x33− 38x23x4 + 38x3x24− 18x34,
p3 = x21x2− x21x3− 12x1x22 + 12x1x2x4 + 12x1x23− 12x1x3x4 + 14x32 + 14x22x3 + 14x22x4− 14x2x23
+14x2x
2
4− 14x33− 14x23x4− 14x3x24,
p4 = x41− x31x2− x31x3− 18x31x4− 34x21x22− 38x21x2x3− 34x21x2x4− 34x21x23− 34x21x3x4 + 38x21x24
+12x1x
3
2− 34x1x22x3− 38x1x22x4− 34x1x2x23 + 32x1x2x3x4− 316x1x2x24 + 12x1x33
−38x1x23x4− 316x1x3x24 + 116x1x34 + 14x42− 18x32x3 + 18x32x4 + 38x22x23− 316x22x3x4
+38x
2
2x
2
4− 18x2x33− 316x2x23x4 + 316x2x3x24 + 18x2x34 + 14x43 + 18x33x4 + 38x23x24 + 18x3x34
− 132x44.
A set of secondary invariants for S[V ⊗V ]G is given by
s1 = 1,
s2 = x21x4− x1x2x3 + 12x1x2x4 + 12x1x3x4− 12x1x24− 12x22x3− 12x2x23 + 12x2x3x4,
s3 = x31x4 +3x21x2x3 + 12x
3
2x4 +
1
2x
3
3x4 +
1
16x
4
4,
s4 = x41x3− x31x2x4− x31x23− 18x31x24− 32x21x22x3 + 34x21x22x4− 34x21x2x3x4− 38x21x2x24
+12x1x
3
2x3− 38x1x22x23− 34x1x22x3x4 + 18x1x43− 316x1x23x24 + 116x1x3x34 + 14x42x4− 18x32x23
+18x
3
2x
2
4− 18x2x33x4 + 332x2x23x24 + 132x2x44− 18x53− 532x33x24− 532x23x34 + 164x54,
s5 = x41x
2
4−2x31x2x3x4 + x31x2x24 + x31x3x24− x31x34 + x21x22x23−2x21x22x3x4 + 14x21x22x24
−2x21x2x23x4 + 52x21x2x3x24− 12x21x2x34 + 14x21x23x24− 12x21x3x34 + 14x21x44 + x1x32x23
−12x1x32x3x4 + x1x22x33−2x1x22x23x4 + x1x22x3x24− 12x1x2x33x4 + x1x2x23x24− 12x1x2x3x34
+14x
4
2x
2
3 +
1
2x
3
2x
3
3− 12x32x23x4 + 14x22x43− 12x22x33x4 + 14x22x23x24,
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s6 = x61 +
6
47x
5
1x2− 8447x51x3− 647x51x4− 1547x41x22− 3047x41x2x3− 1547x41x2x4− 10547 x41x23
+1594x
4
1x3x4 +
15
94x
4
1x
2
4 +
140
47 x
3
1x
3
2− 3047x31x22x3 + 3047x31x22x4 + 1547x31x2x23
+6047x
3
1x2x3x4 +
15
47x
3
1x2x
2
4 +
5
2x
3
1x
3
3 +
15
94x
3
1x
2
3x4− 1594x31x3x24 + 3594x31x34−
15
47x
2
1x
4
2 +
30
47x
2
1x
3
2x3 +
60
47x
2
1x
3
2x4 +
45
47x
2
1x
2
2x
2
3 +
45
47x
2
1x
2
2x3x4− 4594x21x22x24 + 1594x21x2x33
−4594x21x2x23x4 + 31594 x21x2x3x24− 1594x21x2x34− 105188x21x43− 1594x21x33x4− 45376x21x23x24
+ 15188x
2
1x3x
3
4 +
15
376x
2
1x
4
4 +
6
47x1x
5
2 +
30
47x1x
4
2x3 +
15
47x1x
4
2x4 +
15
47x1x
3
2x
2
3− 3047x1x32x3x4
−3047x1x32x24− 1594x1x22x33 + 31594 x1x22x23x4− 4594x1x22x3x24 + 1594x1x22x34− 15188x1x2x43
−1594x1x2x33x4 + 45188x1x2x23x24 + 1547x1x2x3x34 + 15376x1x2x44− 21188x1x53 + 15752x1x43x4
+ 15188x1x
3
3x
2
4 +
15
376x1x
2
3x
3
4− 15752x1x3x44− 3376x1x54− 747x62 + 347x52x3− 347x52x4
− 15188x42x23− 1547x42x3x4− 15188x42x24 + 3594x32x33− 1594x32x23x4 + 1594x32x3x24− 3594x32x34
− 15752x22x43 + 15188x22x33x4 + 45188x22x23x24 + 15188x22x3x34− 15752x22x44 + 3752x2x53
+ 15376x2x
4
3x4 +
15
376x2x
3
3x
2
4− 15376x2x23x34− 15376x2x3x44− 3752x2x54− 157752x63 + 21376x53x4
−105752x43x24− 516x33x34− 105752x23x44 + 21376x3x54 + 164x64.
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a) First the code for the invariants with respect to G:
# Definition of the character table and the character lambda
gap> a4:=CharacterTable("a4");
gap> lambda:=Sum(Irr(a4){[3,4]});
# Calculation of the Hilbert series without character
gap> Hil:=MolienSeries(lambda);
(1-z^2+z^3+2*z^4 ) / ( (1-z^3)^2*(1-z^2)^2 )
gap> MolienSeriesWithGivenDenominator(Hil,[2,3,3,4]);
( 1+z^3+z^4+z^5+2*z^6 ) / ( (1-z^4)*(1-z^3)^2*(1-z^2) )
# Calculation of two Hilbert series with character
gap> Hil2:=MolienSeries(lambda,Irr(a4)[2]);
( 2*z^2+z^3-z^4+z^6 ) / ( (1-z^3)^2*(1-z^2)^2 )
gap> Hil3:=MolienSeries(lambda,Irr(a4)[3]);
( z+z^{2}-z^3+z^4+z^5 ) / ( (1-z^3)^2*(1-z^2)^2 )
b) Now we give the additional instructions for invariants with respect to Ĝ. We used the
abbreviation char for the character τ⊗1−+λ ′⊗1.
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# Definition of the character table
gap> c2:=CharacterTable("Cyclic",2);
CharacterTable( "C2" )
gap> c2a4:=CharacterTableDirectProduct(c2,a4);
CharacterTable( "C2xa4" )
# Display the character table
gap> Display(c2a4);
C2xa4
2 3 3 1 1 3 3 1 1
3 1 . 1 1 1 . 1 1
1a 2a 3a 3b 2b 2c 6a 6b
2P 1a 1a 3b 3a 1a 1a 3b 3a
3P 1a 2a 1a 1a 2b 2c 2b 2b
X.1 1 1 1 1 1 1 1 1
X.2 1 1 A /A 1 1 A /A
X.3 1 1 /A A 1 1 /A A
X.4 3 -1 . . 3 -1 . .
X.5 1 1 1 1 -1 -1 -1 -1
X.6 1 1 A /A -1 -1 -A -/A
X.7 1 1 /A A -1 -1 -/A -A
X.8 3 -1 . . -3 1 . .
A = E(3)
= (-1+ER(-3))/2 = b3
# Definion of the character char
gap> char:=Sum(Irr(c2a4){[3,8]});
# Definition of two Hilbert series
gap> Hil:=MolienSeries(char);
( 1-z^2+z^3+2*z^4 ) / ( (1-z^6)*(1-z^3)*(1-z^2)^2 )
gap> MolienSeriesWithGivenDenominator(Hil,[2,3,4,6]);
( 1+z^3+z^4+z^5+2*z^6 ) / ( (1-z^6)*(1-z^4)*(1-z^3)*(1-z^2) )
gap> Hil2:=MolienSeries(lambda,Irr(c2a4)[3]);
( 1+z-z^2+z^3+z^4 ) / ( (1-z^6)*(1-z^3)*(1-z^2)^2 )
gap> MolienSeriesWithGivenDenominator(Hil2,[2,3,4,6]);
( 1+z+2*z^3+z^5+z^6 ) / ( (1-z^6)*(1-z^4)*(1-z^3)*(1-z^2) )
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8.10 [MAGMA]-Code for Section 5.5 and 5.6
I deleted some of the output of [MAGMA] so that you can extract the idea more easily.
a) First we give the instructions for the invariant ring with respect to G. Since we want
to shorten the instructions, we use the abbreviations
MJ := MJ⊗MJ MT := MT−tr ⊗MT and Flip := MFlip.
# Get more output for Gröbner basis calculations
> SetVerbose ("Groebner",1);
# Definitions
> F<w>:=CyclotomicField(3);
> MJ:=[ -1/3, 1/3, 1/3, -1/3, 2/3, 1/3, -2/3, -1/3, 2/3,
> -2/3, 1/3, -1/3, -4/3, -2/3, -2/3, -1/3 ];
> MT:=[ 2/3*w+1/3*w^2, 1/3*w-1/3*w^2, 0, 0, 2/3*w-2/3*w^2,
> 1/3*w+2/3*w^2, 0, 0, 0, 0, -1/3*w-2/3*w^2,
> -2/3*w-1/3*w^2,0, 0, -4/3*w-2/3*w^2, 1/3*w-1/3*w^2 ] ;
>
> g:=MatrixGroup<4,F|[MJ,MT]>;
> invring:=InvariantRing(g);
> hsinvring:=HilbertSeries(invring);
> prim:=PrimaryInvariants(invring);
> sec:=SecondaryInvariants(invring);
With the instruction >invring; we can get a lot of information on the invariant ring,
e. g. Hilbert series and a set of primary and secondary invariants. The Hilbert series
can be found in Section 5.5 and a set of primary and secondary invariants are written
out in Section 8.8.
b) Now we give the instructions to decide whether a given set is a homogeneous system
of parameters in S[V ⊗V ]/kerpi .
# Definition of the kernel of pi.
> k:=RationalField();
> P<x1,x2,x3,x4>:=PolynomialRing(k,4);
> id:= hom<P->P|[x1,x2,x3,x4]>;
> prim:=id(prim);
> sec:=id(sec);
> ker:=[x1*x4-x2*x3];
# Testing whether the set test is a hsop
> test:=[ker[1],prim[2],prim[3],prim[4]];
> hs:=HilbertSeries(Ideal(test));
> hs;
120 Appendix
t^8 + 4*t^7 + 9*t^6 + 14*t^5 + 16*t^4 + 14*t^3 + 9*t^2 + 4*t + 1
# Further examples
> test1:=[ker[1],prim[1],prim[2],prim[3]];
> hs1:=HilbertSeries(Ideal(test1));
> test2:=[ker[1],prim[1],prim[3],prim[4]];
> hs2:=HilbertSeries(Ideal(test2));
> test3:=[ker[1],prim[1],prim[2],prim[4]];
> hs3:=HilbertSeries(Ideal(test3));
> hs1;
t^6 + 4*t^5 + 8*t^4 + 10*t^3 + 8*t^2 + 4*t + 1
> hs2;
t^7 + 4*t^6 + 8*t^5 + 11*t^4 + 11*t^3 + 8*t^2 + 4*t + 1
> hs3;
(t^6 + 2*t^5 - 3*t^3 - 4*t^2 - 3*t - 1)/(t - 1)
c) We also give the instructions to determine further relations. The images of the set of
primary and secondary invariants can be found in Section 5.5.
# Definition of pi
> Q<y1,y2,z1,z2>:=PolynomialRing(k,4);
> gens:=[y1*z1, y1*z2, y2*z1, y2*z2];
> pi:=hom<P->Q|gens>;
> primpi:=pi(prim);
> secpi:=pi(sec);
# More relations can be calculated in the following way
> R<t1,t2,t3>:=PolynomialRing(k,3);
> RelationIdeal([primpi[1],primpi[4],secpi[3]],R);
Ideal of Polynomial ring of rank 3 over Rational Field
Lexicographical Order
Variables: t1, t2, t3
Basis:
[
t1^2 - t2 - 3/4*t3
]
d) Since the instructions to determine the results of Section 5.6 can be determined in an
analogous way, we only write out the definition of the new group.
> l3:=[1,0,0,0,0,0,1,0,0,1,0,0,0,0,0,1];
> g:=MatrixGroup<4,F|[l1,l2,l3]>;
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8.11 More Borcherds Products
The following table lists more Borcherds products with weight at most 100:
weight λ⊥1 λ⊥4 λ⊥5 λ⊥9 λ⊥16 λ⊥20 ν A B C D
4 2 1 1 0 0 0 κ1,2 12
3
2
5
2 0
5 7 1 0 0 0 0 χ5 1 4 5 0
10 2 0 0 1 0 0 1 1 2 5 0
11 1 3 4 0 0 0 χ5 1 2 5 0
12 0 0 3 0 0 1 χ5 1 0 0 1
13 5 0 2 0 0 1 κ1,2 32
5
2
5
2 1
14 10 0 1 0 0 1 χ5 2 5 5 1
15 15 0 0 0 0 1 κ1,2 52
15
2
15
2 1
17 1 2 3 1 0 0 κ1,2χ5 32
5
2
15
2 0
18 0 5 7 0 0 0 κ1,2 32
5
2
15
2 0
23 1 1 2 2 0 0 χ5 2 3 10 0
24 0 4 6 1 0 0 1 2 3 10 0
29 1 0 1 3 0 0 κ1,2χ5 52
7
2
25
2 0
29 1 4 1 0 1 0 κ1,2χ5 52
7
2
25
2 0
30 0 3 5 2 0 0 κ1,2 52
7
2
25
2 0
30 0 1 0 0 1 1 κ1,2χ5 52
3
2
15
2 1
30 6 4 0 0 1 0 1 3 6 15 0
35 1 3 0 1 1 0 χ5 3 4 15 0
36 0 2 4 3 0 0 1 3 4 15 0
36 0 6 4 0 1 0 1 3 4 15 0
39 3 0 1 0 1 2 κ1,2χ5 72
5
2
15
2 2
40 8 0 0 0 1 2 1 4 5 10 2
42 0 1 3 4 0 0 κ1,2 72
9
2
35
2 0
42 0 5 3 1 1 0 κ1,2 72
9
2
35
2 0
48 0 0 2 5 0 0 1 4 5 20 0
48 0 0 2 1 1 2 1 4 2 10 2
48 0 4 2 2 1 0 1 4 5 20 0
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weight λ⊥1 λ⊥4 λ⊥5 λ⊥9 λ⊥16 λ⊥20 ν A B C D
54 0 3 1 3 1 0 κ1,2 92
11
2
45
2 0
54 0 7 1 0 2 0 κ1,2 92
11
2
45
2 0
55 5 7 0 0 2 0 χ5 5 8 25 0
60 0 2 0 4 1 0 1 5 6 25 0
60 0 6 0 1 2 0 1 5 6 25 0
65 1 0 0 4 1 1 κ1,2 112
11
2
45
2 1
65 1 0 0 0 2 3 κ1,2 112
5
2
25
2 3
80 4 10 0 0 3 0 1 7 10 35 0
84 0 0 1 2 2 3 χ5 7 7 30 1
84 0 0 1 6 1 1 χ5 7 4 20 3
95 1 1 0 8 1 0 χ5 8 10 40 0
8.12 Paramodular Forms
weight 13 • secondary generator: none
• relation:
LiftΦ6,5 LiftΦ7,5 = 2880Lift
2
E4,5 LiftΦ5,5−24LiftΦ5,5 LiftE4,2E4,3 .
• possible list of needed Fourier coefficients: (1,1,−4 . . .−2), (2,2,−8 . . .−7).
weight 14 As in weight 12, there exists a skew-symmetric Borcherds product: Ψ14. We
therefore need only nine symmetric paramodular forms:
• secondary generators: Liftg24Φ6,5,Ψ14.
• relations:
Lift2Φ7,5 = 240Lift
2
Φ5,5 LiftE4,5 +48LiftΦ5,5 LiftΦ4,5/2Φ6,5/2,
LiftΦ6,5 LiftΦ24,5/2 = 48LiftΦ5,5 LiftΦ4,5/2Φ6,5/2,
LiftΦ6,5 LiftE4,2E4,3 = 6528Lift
2
Φ5,5 LiftE4,5 +192LiftΦ5,5 LiftΦ4,5/2Φ6,5/2
+136Lift2E4,5 LiftΦ6,5−
1
3600 Liftg24Φ6,5 .
• possible list of needed Fourier coefficients:
(0,0,0), (1,1,−4 . . .−1), (1,2,−5), and (2,2,−8 . . .−6).
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[Mp2Z][Mp2(Z),k,ρ], 76
[Mp2(Z),k,ρ]cusp, 76
[Φ1,Φ2], 73
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A4, 33
Atr, 1
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A[B], 1
Aρ(M), 76
A(Γ,ν), 9, 36
αχ , 53
α(τ), 71
algebra
group, 51
exterior, 106
symmetric, 47
tensor, 47
Z-graded, 47
AnnR(M), 48
annihilator, 48
Bs, 83
B0,s, 83
B1,s, 83
B( f ), 87
bivector
integral, 106
block
of type 1, 6
of type 2, 6
Borcherds product, 87
boundary component, 11
rational, 12
Standard, 11
Cn, 1
c j, 6
χt , 8
Cn, j(R), 11
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calculus
differential, 77
Cayley transformation, 11
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Dirichlet, 36
mod n, 34
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of SL2(Z/3Z), 34
characteristic function, 76
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odd theta, 105
code
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commutator group, 1
component, 76
homogeneous, 47
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congruence group, 33
principal, 33
criterion, 88
Jacobian, 56
cusp, 12, 34
cusp form
congruence group, 36
orthogonal, 25
paramodular, 10
dt , 13
D∗, 18
Dn, 11
Dn, 11
∆, 26
∆, 26
∆t , 5
dµ(z), 36
Dedekind η function, 39
degree, 47
transcendecne, 49
degr, 47
dehomogenization, 112
depth, 58
depthM, 58
diag(t1, . . . , tn), 1
diagram
commutative, 25
differential operator, 73
dimF V , 47
dimension
Krull, 48
dimension formula
Ibukiyama, 96
dimR, 48
direct product, 1
Dirichlet character, 36
discrete, 34
discriminant, 26
group, 26
kernel, 26
of quadratic divisor, 28
Dis(L), 26
divisor
non-zero, 58
quadratic, 27
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(n)
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E(n)kl , Ekl , 1
E 5
2
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E1,3, 38
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E3,3, 38
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Ek(τ;χ,ψ), 37
Ek(τ;χ,ψ;L,M), 37
Ek(τ,s;χ,ψ), 37
Eichler transformation, 26, 106
Eisenstein series, 37
elliptic, 79
element
isotropic, 27
orthogonal, 27
regular, 58
EO(L0), 27
equivalence
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exact sequence, 33
χ-twisted, 53
of FG-modules, 52
of relative fixmodules, 52
f ∗, 112
f |M
orthogonal, 24
fx, 76
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fi, 26
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F [X1, . . . ,Xn], 2
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F1 < F2, 12
FG, 51
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finite extensions of rings, 48
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relative, 52
fixpoint, 34
Flip, 66
Fourier expansion, 25, 35
to a cusp, 38
Fricke-group, 6
Fuchsian group, 34
G, 31
Gab, 1
G2, 1
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g∗, 112
gk(τ), 79
Γ∗t , 6
Γmaxt , 6
Γ0(t), 6
Γ0(t)max, 6
ΓS, 19
Γ̂S, 19
Γ(P), 3
Γ̂(P)ab, 6
generators
of Γ(P), 5
GLn(R), 1
Gorenstein
strongly, 98
graded Nakayama lemma, 49
group
algebra, 51
cyclic, 1
discrete, 34
discriminant, 26
general linear, 1
integral orthogonal, 19
linearly reductive, 54
metaplectic, 71
paramodular, 3
real orthogonal, 17
special linear, 1
symplectic, 1
H, 1
Hn, 4
HS, 18
Hc, 29
Hskew, 67
Hsym, 66
Htot, 63
H(Z), 72
H(M, t), 49
H(RG, t), 59
H(Rλ , t), 59
half-plane
upper, 1
half-space
orthogonal, 18
Hecke operator, 78
height of an ideal, 48
heightP , 48
Heisenberg group, 72
Hilbert series, 49
Hilbert’s Basis Theorem, 48
Hironaka decomposition, 59
homogeneous system of parameters, 49
homogenization, 112
hyperbolic plane, 26
hypothesis, 48
I∗, 112
ideal
height, 48
radical, 115
ideal(W ), 111
image, 2
im f , 2
input
for Borcherds products, 91
integral
element, 48
paramodular group, 3
invariant
λ -relative, 51
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ring, 50
invariant ring, 50
j-cusp, 12
J, 1, 18
Ĵ, 71
JP, 1
ĴP, 1
J∗, 112
J1, 103
J2, 103
j(M,τ), 71
Jacobi
cusp form, 72
form, 72
weak form, 72
Jacobi group
metaplectic, 72
Jacobian
determinant, 56
matrix, 56
κ , 7, 105
κi,2, 7
kernel, 2
discrimant, 26
ker f , 2
Koecher principle, 25
Krull dimension, 48
Krull’s Principal Ideal Theorem, 48
li, 6
L′, 26
Ln, 16
λ , 34
λk, 8
λW , 87
λi,k, 8
λ ′, 34
λ⊥, 27
Λi, 4
Λi, j, 4
Λσ , 4
L∧L, 106
lattice
dual, 26
Lemma
Nakayama, 49
LiftΦ(Z), 79
Maaß
lift, 81
space, 81
Mc, 29
Mλ , 18
MD, 18
MFlip, 45
M˜D, 18
M˜λ , 18
Mk,d , 81
MP, 13
µ , 7
M( f ), 81
µi, 7
m | n, 1
m ‖ n, 1
m - n, 1
M ∗Z, 11
M 〈w〉, 18
M{w}, 18
M1×M2, 1
M1×t M2, 29
M1×tr M2, 29
Mk(Γ,ν), 35
Mk(ΓS,ν), 24
mapping
Segre, 113
Matn(R), 1
matrix
parabolic, 34
positive definite, 1
symmetric, 1
metaplectic group, 71
MJ2(Z), 72
modular form
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skew-symmetric, 41
symmetric, 41
to congruence groups, 35
vectorvalued, 75
module
Cohen-Macaulay, 58
depth, 58
Noetherian, 47
Z-graded, 47
Molien’s formula, 56
morphism, 111
Mp2(R), 71
Mp2(Z), 71
Mp2(Z)[N], 71
multiplier system, 75
N(P), 4
νa,b, 72
νη , 40
νH, 72
Nk(Γ,ν), 36
ν˜ , 94
Noether normalization, 49
Noetherian module, 47
ω , 21
O(L), 27
Odis(L), 26
Ω(P), 4
O(S1;R), 17
O(S1;R)+, 18
obstruction space, 89
operator
differential, 73
Hecke, 78
order, 49
ordM, 49
pi, 116
PFr, 27
P2nQ , 13
P(t), 97
P(F), 12
ϕd , 63
Φt , 21
Φ˜m, 72
Φ′(τ,z), 73
Φ4,5/2, 84
Φ6,5/2, 84
pi , 62, 111
piM, 105
pi∗, 111
pii,k(M), 7
Ψk, 90
Ψt , 24
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palindrome, 97
parabolic subgroup, 12
paramodular
cusp form, 10
part
imaginary, 1
real, 1
Poincaré series, 49
polynomial mapping, 111
Posn(Q), 3
primitive, 13, 27
principal congruence group
metaplectic, 71
pullback, 111
q, 74
qt , 26
r, 74
RA, 18
R+, 48
R+M, 49
R∗, 112
Rλ , 51
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RGskew, 66
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radI, 115
radical, 115
rational paramodular group, 3
regular, 58
relativ-invariant
secondary, 59
representation
dual, 76
Reynolds operator, 51
ring
Cohen-Macaulay, 58
determinantal, 115
determinental, 62
finite extension, 48
Gorenstein, 98
rot(U), 1
S0, 17
S1, 17
S4, 33
SFr, 27
s0, 83
si, 116
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S[V ], 47
S[V ]G, 51
S[V ]λ , 51
σ , 62
σa, 78
Σ(P), 4
Σ̂(P), 4
Sk(Γ(P),ν), 10
Sk(Γ,ν), 36
Sk(ΓS,ν), 25
scalar product, 76
Petersson, 36
Segre
mapping, 113
variety, 113
sequence
regular, 58
sgn, 105
Siegel Φ operator, 10
Siegel upper half-space, 4
SL2(Z)M, 29
SLn(R), 1
Spn(R), 1
Spn(R)proj, 11
standard graduation, 47
subblock
of P, 6
Symn(R), 1
symplectic relations, 3
T0, 105
T̂ , 71
ti, 3
ti, j, 3
τ , 34
τP, 3
T [V ], 47
T−(l), 78
T (Q)(l), 78
Θm,b, 76
θm,x,b, 76
t-divisor, 13
Theorem
Hilbert-Noether, 54
Hilbert-Serre, 49
of Höchster Eagon, 60
theta series, 76
trans(S), 1
trdeg, 49
Ud , 5
V , 18
vpi , 62
V0, 26
Vd , 5
VP, 13
V ∗, 111
V λ , 51
Vm, 76
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variety
Index 135
affine, 111
projective, 111
Segre, 62, 113
vector
primitive, 27
vector space
dual, 111
volume element, 36
W , 77
Wt , 94
Weil representation, 88
Witt-operator, 94
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