Abstract
Introduction
With the rapid development of information technology and Internet technology, the speech remote communication is becoming more and more convenient. But people can use multimedia software to edit and modify the digital products. An attacker can easily tamper and eavesdrop the speech information with the opening of communication channel of wireless and network. At the same time the source of the information is difficult to certification. So, it's necessary to carry out security authentication method for the speech communication [1] [2] .
The speech perceptual hashing authentication algorithm can protect speech messages by verifying content integrity and authenticity of speech information. It has robustness to content preserving operations and strict distinction to malicious tampering. At the same time, it has good security for communication. The algorithm can better realize the content integrity authentication of speech and broadband audio signal. Since put forward, this technology has been widely used because of its good performance [3] [4] [5] [6] [7] , but most of them don't consider the security of the algorithm itself. For example, M. Nouri et al. [3] proposed a speech perceptual hashing algorithm based on secret key, so the algorithm has certain security and collision resistance. Y. Huang et al. [4] proposed a speech perceptual hashing algorithm based on modified Linear Prediction Analysis. This algorithm has high efficiency for authentication, but it has weak robustness. H. Wang et al. [5] proposed a speech remote identity authentication algorithm based on perceptual hashing through extracting fingerprint biometric, the fingerprint information that embedded into the algorithm would not affect the normal use of the speech and the experiment results show that it has good collision resistance, good robustness and security for remote authentication. Q.Y. Zhang et al. [6] proposed an efficient robust speech perceptual hashing authentication algorithm based on wavelet packet decomposition. This algorithm has good robustness and distinction. N. Chen et al. [7] proposed a perceptual hashing algorithm based on discrete-wavelet-transform and non-negative matrix factorization. This algorithm has good robustness, but it has high FAR and weak distinction, could not resist the effects of low pass filter and noise.
At present, there are a few literatures about security of the speech perceptual hashing algorithm and many algorithms ensure their security by increasing their complexity. For example, Z. Liu et al. [8] proposed a modified perceptual hashing authentication algorithm based on fuzzy commitment scheme for the weak security of the algorithm. The improved perceptual hashing authentication algorithm enhances the security of each part and increases the complexity of the algorithm. It makes the improved algorithm having a certain security and improvement on the performance compared with before. But the algorithm ignores the premise which is called Kerckhoffs principle. Under the principle of Kerckhoffs the algorithm becomes transparent and an attacker can easily tamper or forge the speech information and not be found. That is why the perceptual hashing authentication algorithm needs new requirements to protect their security [9] . However, most of the existing encryption methods are proposed for specific algorithm and these methods don't consider the generality of quantitative analysis of security. It even doesn't give an explanation about the performance of the encrypted algorithm.
L. Liu et al. [10] use a typical robust video hashing algorithm as an example to mathematically model the feature extraction process. The author uses the Shannon unicity distance to measure the level of security of the algorithm considering of the different types of attacks and then quantitatively analyzes the security of the algorithm. The authors reveal a detailed introduction by the way of theory analysis and obtain the calculation formula of the unicity distance. But the authors don't give the specific experiment process to verify the correctness of the analysis. D. Hu et al. [11] proposed a secure architecture based on robust perceptual hashing for the weakness that traditional perceptual hashing algorithm included. The security protocols that the author designed based on the architecture further ensure that an attacker can not obtain the plaintext/hash value pair or secret key/hash value pair at the same time. It further ensures the security of the algorithm. But the architecture ignores the attacker's attack during the transmission process. J. Zhou et al. [12] proposed a key estimation method. The authors use the embedded virtual watermarking serving as secret key to protect the security of the algorithm. But the security analysis is based on specific perceptual hashing algorithm and the authors don't give a modified algorithm after the key is estimated. Y. Mao et al. [13] proposed a security analysis for the image perceptual hashing algorithm according to the principle of Shannon unicity distance and finally the unicity distance is worked out. However, the evaluation method has a high dependence on specific algorithm and different algorithm has different amount of calculation. O. Koval et al. [9, 14] proposed to use Shannon equivocation to analyze the security of perceptual hashing. The difference is that in [9] the authors only present the upper bound of information leakage and in [14] the authors give a more detailed description. But both the conclusions are proposed based on theory analysis and the general experiments are not revealed. M. Long et al. [15] pr oposed the security analysis for the collisions and drawbacks of the algorithm of the chaotic one-way hash function. It takes corresponding prevention countermeasures, improvement measures and safety design principles to research. But its analysis is not comprehensive and the algorithm's revise is designed according to specific attack, which don't have universality. Y.H. Jiao et al. [16] proposed two indexes of security analysis according to the research on perceptual hashing. One is entropy rate and the other is the ability of weak collision resistance. But the authors don't present explanations for the specific algorithm. Y.W Liu et al. [17] analyzed the security of perceptual hashing from four aspects. The four aspects are unipolarity, scrambling, diffusion and transmission security. Although the authors analyze the concepts of the four aspects, the authors don't present specific analysis method and analysis index. From the above analyses we can see that most of the security analyses are proposed based on specific perceptual hashing algorithm which is related with secret key. This is because under the principle of Kerckhoffs the algorithm should uses the key to protect its security. But the above analyses don't reveal the relationship between the algorithm and the key, and don't present specific improvement measures to protect the security of perceptual hashing algorithm after the process of security analysis.
Based on above, this paper presents the quantitative security analysis for the speech perceptual hashing algorithm in [6] based on the Shannon unicity distance. Firstly , the algorithm in [6] is encrypted to guarantee the security of the algorithm under the principle of Kerckhoffs. Secondly, the encryption scheme is confirmed that won't affect the performance of the algorithm through the experiment simulation. Thirdly , the security of encrypted algorithm is analyzed based on the Shannon unicity distance and the unicity distance is calculated. Finally, this paper presents a modified encryption scheme according to the unicity distance to continue protecting the security of the algorithm. The experiment results illustrate that the encrypted speech perceptual hashing algorithm still satisfies the performance requirements of hash function, such as real-time property, robustness and safety under the mobile computing environment.
Problem Statements and Preliminaries
The speech perceptual hashing algorithm mainly consists of three parts-the random selection of perceptual feature, the subsequent processing of feature value and the generation of perceptual hash value. The security of speech perceptual hashing algorithm is mainly reflected on the encryption process to these three parts. And the most important part in these three parts is the feature extraction stage [9, 11, 12, 14, 16, 17] . That's because the robustness and security of speech perceptual hashing algorithm are mainly reflected on this part. But under mobile computing environment, the speech perceptual hashing authentication algorithm is subject to certain restrictions, such as the requirement of real-time, the requirement of computing ability and the storage capacity of the mobile terminals, and so on. Therefore, it is not realistic to encrypt the perceptual hashing algorithm in the feature extraction stage based on the present situation of mobile terminals. Besides, the encryption process that conducted in feature extraction stage should aim at specific algorithm and consider specific encryption process. This point greatly increases the complexity of the algorithm and the time consumption. So, most algorithms only use simple randomization process to protect their security in feature extraction stage. Based on the above reasons, this paper doesn't consider encryption process in feature extraction stage under mobile computing environment.
The subsequent processes of feature value of speech perceptual hashing algorithm generally include quantization, compression and other operations. In this process, the feature value of perceptual hashing can be further randomized, such as the confusion and diffusion operations of the feature value. However, in order to remain the well robust feature value that received at the feature extraction stage, the randomization operation in this stage is limited. For example, if the feature value is encrypted based on the cryptography, the little change or even one bit change of the feature value all would lead to a lot of change of the perceptual hash value that received at last. Because the inherent structure of the feature value will be changed after various operations on feature value. At last, the perceptual hash value that received after content preserving operations will be also changed. So, the most important point in speech perceptual hashing is how to keep stability of the inherent structure of feature value. Therefore, in order to guarantee the stability of inherent structure of feature value, this paper mainly focuses on the generation stage of the final perceptual hashing value. This is because the majority of perceptual hash values are expressed as binary form and the encrypted binary sequence based on certain International Journal of Security and Its Applications V ol.10, No. 1 (2016) rule satisfies the requirements of robustness and distinction. It also will be found in the following experiments that the encryption process on the feature value can lead to great change in the end and seriously influence the purpose of the experiments.
This paper uses h(•) to represent speech perceptual hashing function, I represents the input speech segment, K represents the secret key, the output speech perceptual hash vector is represented by V=h k (I). When repeatedly use the same key to encrypt n perceptual hash values, there can be received n speech hash value pairs, represented by (I 1 , V 1 ), (I 2 , V 2 ), …, (I n , V n ). If an attacker can intercept the speech hash value pairs in the process of attacking, the attacker would estimate the uncertainty of the secret key according to the conditional entropy
According to the knowledge of information theory, the uncertainty of K will reduces gradually with the increasing of n. The K will be estimated completely when n reaches to a certain limit, that is to say the uncertainty of K becomes zero. So, this paper mainly focuses on the reducing of uncertainty of secret K according to the increasing of speech hash value pairs. The experiment ideas of this paper are explained as following: first, the perceptual hash value sequence should be encrypted by a randomly selected key. Then, the perceptual hash value and the encrypted perceptual hash value are sent into a key estimation algorithm and then an estimated key can be received. The accuracy of the estimated key will increase with the increasing of the observed speech hash value pair. We wonder that the estimated key more and more close to the actual key until the estimated key and the actual key are exactly the same.
The encrypted perceptual hash value that comes from the original perceptual hash value and the encrypted perceptual hash value that comes from the content preserving operations of the original perceptual hash value should be similar due to the robustness constraints of constructing the speech perceptual hashing algorithm. This suggests that the secret key can be estimated approximately when observing one speech and its corresponding encrypted perceptual hash value. Then the estimated key can be used to encrypt another perceptual hash value and the encrypted perceptual hash value can be received. The distance d K of the estimated key and the actual key can be reflected by the distance d H of the two encrypted perceptual hash values, conversely too. These two parameters reflect the basic of the key estimation algorithm in this paper.
Secret Key-based Speech Perceptual Hashing Authentication Algorithm
This paper analyzed the security of efficient speech perceptual hashing authentication algorithm based on the algorithm proposed in [6] . Then the security analysis indexes of speech perceptual hashing algorithm can be obtained. This paper simply introduced the flowchart of the algorithm that taken as the experiment object in [6] . Then the specific encryption link that will not affect the performance of algorithm was found out through the experiment simulation. Considering that the requirements of real-time and the requirements of resource limitations of mobile terminals are quite high under the mobile computing environment, the encryption process that used in this paper should not be too complicated.
The Efficient Speech Perceptual Hashing Authentication Algorithm Based on Wavelet Packet Decomposition
In [6] , the author presented a speech perceptual hashing authentication algorithm based on wavelet packet decomposition for speech content authentication. Firstly, a wavelet packet coefficient matrix of wavelet reconstruction is generated from an original speech signal which experienced high frequency pre-processing followed by wavelet packet International Journal of Security and Its Applications V ol.10, No. 1 (2016) decomposition. Secondly, the wavelet packet coefficient matrix is partitioned into equal-sized sub-matrixes, and each sub-matrix is converted into new sub-matrix which has good decorrelation and energy compaction by two-dimensional discrete cosine transform (DCT). Finally, the feature parameter matrix is obtained by QR Decomposition (QRD) using a Givens Rotation (GR) on the new sub-matrix. The experiment results illustrate that the proposed algorithm is very robust in content preserving operations and it has very low hash bit rate. Besides, it can meet the requirements of real-time speech authentication with high certification efficiency. The flow chart of the perceptual hashing algorithm proposed in [6] is shown in Figure 1 . 
Pre

The Choice of Encryption Scheme
The purpose of encryption to the algorithm is to guarantee the safety of the algorithm, because the algorithm becomes transparent under the principle of Kerckhoffs. That is to say every attacker can obtain the specific algorithm. This makes the algorithm no longer safe. Now, the effective way to guarantee the security of the algorithm is the encryption process to the algorithm.
From the introduction of Section 2 we know that speech perceptual hashing algorithm can be divided into three parts. The encryption process to the algorithm is mainly reflected on the encryption of these three parts. As shown in Figure 2 , the red dotted box of the figure represents the link that can be encrypted. Due to the real-time requirement of speech perceptual hashing algorithm under the mobile computing environment, the encryption to the perceptual feature selection stage is no longer applicable, because the time consumption and the resource consumption of the mobile terminals will be greatly increased. So, at this stage the simple randomization operations are often applied without using encryption process. Therefore, this paper mainly focuses on the encryption process to the perceptual feature value and the perceptual hash value, because the perceptual feature value and the perceptual hash value occupy less storage resources. Besides, it meets the requirement of mobile computing environment because the amount of calculation that needed to encryption are small. It's important to note that no matter choose which link to encrypt, the performance of encrypted perceptual hashing algorithm can't be lower than the performance that before encryption. In this section, the perceptual feature value is encrypted first. Then the performance will be compared before and after encryption. Finally, the analysis of the performance after encryption is simply introduced. After above processes to the perceptual feature value, we do the same thing to the perceptual hash value. At the same time, in order to make the encryption process as simple as possible and have lower computational complexity, this paper uses the random number encryption scheme to encrypt.
The Encryption of the Perceptual Feature Value:
The algorithm is slightly modified in the generation stage of perceptual feature value. The encryption process and the perceptual hashing algorithm are separated, that is to say the perceptual hashing algorithm and the encryption process are divided into two independent processes. The feature value is directly sent to the encryption process part to encrypt as soon as the feature value is calculated through the perceptual hashing algorithm. When the encryption process is finished, the encrypted feature value is directly returned to the perceptual hashing algorithm without any middle link. This operation further guarantees the security of the algorithm and prevents the leakage of information. The encryption process is shown in Figure 3 .
Feature value
Encryption process Secret key In order to adapt to the various requirements of the mobile computing environment, the encryption algorithm should be simple and fast in the encryption link. Therefore, this paper uses the random number generator to generate a random number encryption matrix to encrypt the feature value.
Suppose that the received perceptual feature value after feature extraction is a sequence with dimension m×1, denoted by A m×1 . So, the random number matrix with dimension m×m is generated from the random number generator in the link of encryption, denoted by S m× m . This matrix is generated totally random and doesn't subject to any rule. A new feature value whose size is same to the original feature value will be received after the matrix S and the sequence A to multiply, denoted by D m×1 . The encryption process is shown as follows
Among the equation, D is the new feature value of encrypted. The sequence D is directly sent back to the perceptual hashing algorithm to continue the subsequent processing of feature value. Finally, the perceptual hash value can be obtained. It can be seen from the comparison between this perceptual hash value and the original perceptual hash value that these two perceptual hash values are obviously different. That is to say the final perceptual hash value is actually changed after encryption.
The performance of speech perceptual hashing algorithm of before and after encryption is compared through the experiments. The performance indexes used in here are the basic performance indexes of perceptual hashing, including Bit Error Rate (BER), False Accept Rate (FAR) and False Reject Rate (FRR) [6] .
BER: Can reflect the percentage of error bits in the total number of bits. It is widely used in the research area of perceptual hashing as evaluation criterion of robustness.
FAR: Refers to the percentage that the speeches of different perceptual content are considered as the speeches of same perceptual content and mistakenly accepted by the system. FRR: Refers to the percentage that the speeches of same perceptual content are considered as the speeches of different perceptual content and mistakenly rejected by the system.
The FAR-FRR curve reflects the relationship of robustness and distinction of perceptual hashing algorithm. We say that the algorithm has good robustness and distinction when the curve has no intersections. That is to say the algorithm has good robustness to the content preserving operations and has good distinction to malicious tampering. The BER comparison of before and after encryption of the speech signal is shown in Figure 4 , the performance comparison of FAR-FRR of before and after encryption is shown in Figure 5 . The experiment process is completely same to the process in [6] . 
Figure 5. The Performance Comparison of FAR-FRR before and after Encryption
It can be seen from the performance comparisons of before and after encryption of Figure 4 and Figure 5 that the process of using random number matrix to encrypt perceptual feature value seriously influence the performance of the perceptual hashing algorithm.
The random number matrix we used above that generated from the random number generator doesn't subject to any rule. At this moment, we use random number generator to generate a random matrix that conforms to standard normal distribution with mean 0 and variance 1. Then this matrix is used to encrypt the perceptual feature value just as above. The performance indexes are observed before and after encryption.
It can be seen from the performance comparisons of Figure 6 and Figure 7 of before and after encryption that the performance has certain improvement after using the random number matrix that has certain regularity to encrypt the perceptual feature value. However, the performance still doesn't satisfy the requirements of perceptual hashing compar ing with the original algorithm. 
Figure 7. The Performance Comparison of FAR-FRR before and after Encryption
Based on above discussions we can conclude that the performance of perceptual hashing will be seriously influenced when using random number to encrypt the perceptual feature value. Just as section 2 has talked about that it is not suitable for speech perceptual hashing authentication algorithm that uses random number to encrypt perceptual feature value. Because the inner structure of the perceptual feature value will be changed when using random number to encrypt perceptual feature value. This will lead to great change on the final perceptual hash value. For example, there are two speeches α and β, β is the speech that comes from content preserving operations of α. These two speeches are sent to the perceptual hashing algorithm that includes encryption link. Ideally, these two perceptual hash values that finally generated from the algorithm should be very similar, but the reality is that these two perceptual hash value sequences are very different. Because the encryption process of the perceptual feature value changes the inner structure of the feature value and makes the final perceptual hash value changed a lot.
Therefore, the random number encryption of perceptual feature value will seriously influence the performance of perceptual hashing algorithm. As a result, the encryption of perceptual feature value doesn't satisfy the requirements of this paper.
The Encryption of Perceptual Hash Value:
According to the discussion of section 3.2.1, the encryption scheme of perceptual feature value based on the random number matrix can't satisfy the requirements of perceptual hashing algorithm. So, this section discusses the encryption scheme of perceptual hash value after hash sequence construction. The encryption process in this stage is similar to the process of perceptual feature value stage. The calculated perceptual hash value is directly sent to the encryption process part and encrypted by the random number matrix that generated from the random number generator. It's important to note that the function of random number matrix generated by the random number generator is different from the random number matrix that proposed in the encryption scheme of perceptual feature value. In this stage, the function of random number matrix is equivalent to confusion operations and this matrix is called random number confusion matrix. The final perceptual hash value that generated from the perceptual hashing algorithm is binary sequence with dimension m×1, denoted by Z m×1 . The generated random number confusion matrix should be with dimension m×m, denoted by X m× m . Multiply matrix X with sequence Z and the encrypted perceptual hash value with dimension m×1 can be received, denoted by C m×1 . The generation process is shown as follows:
The C in equation (2) is still a binary sequence, because the random number matrix generated from the random number generator is generated according to specific requirements. The function of the matrix is to confusion the perceptual hash value, but it doesn't change the value of the perceptual hash sequence. The final encrypted perceptual hash value and the speech information are sent to the receiver after encryption process.
It can be seen that the performance of encrypted speech perceptual hashing algorithm doesn't reduce comparing with before encryption through the experimental proof. This is because the perceptual hash value is calculated from perceptual hashing algorithm and inherited the robustness and distinction of perceptual hashing. That is to say the perceptual hash value that go through content preserving operations has very high robustness and the perceptual hash value that go through malicious tampering has very high distinction. The performance comparisons of FAR-FRR before and after encryption are shown in Figure 8 . 
Figure 8. The Performance Comparison of FAR-FRR before and after Encryption
It can be concluded from the above discussions that the encryption on perceptual feature value will seriously affect the performance of perceptual hashing algorithm. However, the encryption process of perceptual hash value won't affect the performance of perceptual hashing algorithm. This point is also discussed in [16] . Y.H. Jiao et al. [16] pointed out that when the relationship between secret key and input information is small, the performance of resisting weak collision is strong. This won't affect the performance of perceptual hashing and obviously improves its security. Y.W. Liu et al. [17] also pointed out that the security mainly depended on secret key and the specific optimization of attacks on local content. Therefore, this paper chooses the encryption scheme of perceptual hash value. The encryption process that applied in this paper is just simple random number encryption scheme and its purpose is to guarantee the good working under mobile computing environments. In reality, any kinds of encryption schemes that won't affect the performance of perceptual hashing algorithm can be used to guarantee the security of the algorithm.
Proposed Scheme
The perceptual hash value is called plaintext before encryption, denoted by I. The perceptual hash value is called ciphertext after encryption, denoted by V. The purpose of the security analysis of hash algorithm is to calculate the Shannon unicity distance and then the secret key used in encryption process can be estimated based on the Shannon unicity distance. This paper firstly estimates the secret key, then this key is used to calculate the encrypted perceptual hash value, finally the mathematical distance of the estimated perceptual hash value and the actual perceptual hash value is used to reflect the distance of estimated secret key and the actual secret key.
The steps of security analysis of encrypted speech perceptual hashing authentication algorithm are shown as follows:
Step 1: We say that an attacker gets a plaintext/ciphertext pair when the attacker intercepts a set of speech signal and perceptual hash value. It can be shown as follows:
, V I (3) Assume that the received plaintext and ciphertext are sequence with dimension m×1, the secret key is a matrix K with dimension m×m. So, an encryption equation can be received and shown as follows:
It also can be shown as follows:
According to the theory of linear algebra there is
The K can't be calculated in this stage because there is no inverse matrix of I 1 . But at this moment the least square method can be used to approximately estimate the secret key. The secret key K′ can be approximately estimated according to the concept of the least square method. The received secret key K′ can be used to encrypt the plaintext I 1 and then the ciphertext V 1 ′ is obtained. The mathematical distance d H of V 1 and V 1 ′ is calculated according to the equation
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Step 2: When the attacker intercepts a pair of plaintext and ciphertext again, the attacker can obtain another encryption equation (8) At this moment the specific value of secret K still can't be calculated. Based on above, here the least square method still can be used to approximately calculate the secret key K′. The estimated secret key K′ is used to encrypt the plaintext I 2 and then the ciphertext V 2 ′ can be obtained. The mathematical distance d H of V 2 and V 2 ′ is calculated to approximately reflect the distance d K of real secret key K and estimated secret key K′.
Step 3: Assume that the number of plaintext-ciphertext pairs that the attacker intercepted are n, denoted by (11) Now, the specific value of K can be calculated.
The mathematical distance of estimated secret key and real secret key is shown in Figure 9 . The horizontal axis shows the number of plaintext/ciphertext pairs that the attacker intercepted, the vertical axis shows the normalization mathematical distance of estimated secret key and real secret key, that is to say d K . This paper assumes that m is equal to 256. It can be seen from the Figure 9 that with the increasing of the number of plaintext/ciphertext pairs that the attacker intercepted the mathematical distance of estimated secret key and real secret key is correspondingly decreasing, until m=256. That is to say the normalization mathematical distance of estimated secret key and real secret key reduced to zero when the number of plaintext/ciphertext pairs that the attacker intercepted reaches to 256 or more. The estimated secret key at this moment is the real secret key. We say that the minimum number of m that needed to obtain the plaintext/ciphertext pairs is the unicity distance of this encryption scheme according to the concept of Shannon unicity distance. We say that the algorithm loses its security when an attacker calculates the unicity distance.
From above discussions we know that the secret key can be estimated by an attacker without error when using the same secret key to encrypt reaches a certain limit in encryption algorithm. At this moment we say that the algorithm loses its security. So, how to continue keeping the security of the algorithm at this moment? There are two points needed to pay attention: the first point is the value of m. It can be seen from the above discussions that with the increasing of m the number of plaintext/ciphertext pairs that needed to observe by the attacker should also be increasing. This obviously increases the difficulty of the attacker to estimate the key. But if the value of m is too large it will accordingly increases the amount of calculation. This is not suitable for mobile computing environment. Therefore, the selection of m should comprehensively consider the actual situation of the amount of calculation and the application environment. The second point is the using of secret key. This paper uses the same secret key, that is to say repeatedly using the same key to encrypt the algorithm. So, the secret key can be estimated without error when the attacker intercepts enough plaintext/ciphertext pairs. Therefore, in order to protect the security of the algorithm, the random key method can be used to encrypt in the stage of encryption process. That is to say the random number generator generates a new random key when the number of repeatedly using the same key to encrypt reaches a certain limit. Then the new random key will be applied to encrypt. The aim is to avoid repeatedly using the same key too many times so that the key can be figured out by the attacker.
Conclusions
This paper proposed a security analysis method for the speech perceptual hashing algorithm. The experimental results show that the encrypted speech perceptual hashing algorithm is still robust to content preserving operations and the encryption process won't affect the original performance of speech perceptual hashing algorithm. In order to quantitatively analyze the security of speech perceptual hashing algorithm, this paper analyzed the security of encrypted speech perceptual hashing algorithm based on the Shannon unicity distance. The unicity distance is calculated and obtained an important conclusion: the number of times that reusing the same key to encrypt can't exceed the unicity distance, or the secret key can be estimated without error. That is to say it is necessary to efficiently avoid reusing the same secret key too many times. Based on this, this paper proposed a solution that use random key to encrypt. This action efficiently improved the security of the algorithm. The key point of this paper is to determine the specific link that won't affect the performance of the algorithm after encryption. In addition, this paper presents a method of how to continue keeping the security of algorithm after the unicity distance is calculated.
In this paper, the research is established on the basis of the experimental simulation. Therefore, the research point of next step is to combine the theoretical analysis of security and the experiments of perceptual hashing.
