We investigate and derive second solutions to linear homogeneous secondorder difference equations using a variety of methods, in each case going beyond the purely formal solution and giving explicit expressions for the second solution. We present a new implementation of d'Alembert's reduction of order method, applying it to linear second-order recursion equations. Further, we introduce an iterative method to obtain a general solution, giving two linearly independent polynomial solutions to the recurrence relation. In the case of a particular confluent hypergeometric function for which the standard second solution is not independent of the first, i.e. the solutions are degenerate, we use the corresponding differential equation and apply the extended Cauchy-integral method to find a polynomial second solution for the difference equation. We show that the standard d'Alembert method also generates this polynomial solution.
Introduction
There are a number of distinct methods for generating a second independent solution to a second-order linear differential equation when one solution is known. These include 1) The extended Cauchy-integral method, 2) The application of D'Alembert's reduction of order method, and 3) Recursion using selected starting values.
In this paper we present analogous methods for finding explicit forms for a second independent solution (also called "solution of the second kind") to linear second-order difference equations when a first solution is known. 1 Our aim in each case is to go beyond the purely formal solution and derive explicit expressions for the second solution.
For the confluent hypergeometric function, with the first solution given by 1 F 1 (a; b; x), the standard second solution is not independent of the first when the first parameter takes on negative integer values. In this case we give the explicit polynomial second solution when the second parameter is a positive integer. These polynomials also arise in second solutions to the confluent hypergeometric differential equation.
Reduction of order method for the second solution of recurrence relations
D'Alembert's reduction of order technique is widely used to find second solutions to second-order differential equations. In this section we apply an analogous technique to the general second-order linear homogeneous recurrence relation expressed by a n y n+2 + b n y n+1 + c n y n = 0 (2.1)
where a n c n = 0. Suppose we know one solution of the above recurrence relation to be
Then an ansatz for a second solution, possibly independent of the first, is
3)
The difference equation for w n can be solved explicitly. Assuming y (2) n to be a solution of the recurrence relation, and using ∆w n ≡ w n+1 − w n , the w n will satisfy a n w n + 2∆w n + ∆ 2 w n f n+2 + b n (w n + ∆w n ) f n+1 + c n w n f n = 0 (2.4) which becomes, since f n is a solution, a n 2∆w n + ∆ 2 w n f n+2 + b n (∆w n ) f n+1 = 0 . (2.5) Let u n = ∆w n . (2.6) Then a n f n+2 (2u n + ∆u n ) + b n (u n ) f n+1 = 0 a n f n+2 (u n + u n+1 ) + b n f n+1 u n = 0 . (2.7)
The u n satisfy a first-order difference equation (assuming none of the f n vanish):
= c n f n a n f n+2 u n . (Following convention, we take products that have an upper limit smaller than the lower limit to be unity and sums that have an upper limit smaller than the lower limit as vanishing.) We can drop w 0 and the term k = 0 in the sum, as they will reproduce the first solution, and also select the overall factor to be independent of the index n, since the general solution is constructed by a sum of an arbitrary constant times each of two independent solutions. We write our second solution as
In the next section we evaluate the second solution as given in (2.13) for a few simple examples. We then consider the reduction of the sum in (2.13), and derive a recurrence relation for the second solution.
Examples of second solutions
In this section, we evaluate the solution Eq. (2.13) for some simple examples.
1. First, the case with constant coefficients, ay n+2 + by n+1 + cy n = 0 (2.14)
and a double root to the characteristic equation ar 2 + br + c = 0, i.e., r = −b/2a with b 2 = 4ac. One solution to the given recurrence relation is
Our second solution is then
The expression contains a linear combination of the first and a second solution, which we can take as nr n .
Now, suppose we do not have a double root, but rather
Starting with y The above is simplified with c − ar
and
21) 
So, the 'new part' of our solution becomes
We recover the second solution from the first solution.
2. As an example with a factorial solution, consider
One solution is y
Our second solution will be
A second solution independent of the first can be taken as
3. An example giving a harmonic-number solution comes from solving (n + 2) y n+2 − (2n + 3) y n+1 + (n + 1) y n = 0 (2.31) which is the same as the difference relation (n + 2) ∆ 2 y n + ∆y n = 0 (2.32) (where ∆y n ≡ y n+1 − y n ). Evidently, one solution is just a constant.
Starting with the constant solution: f k = 1, we write our second solution
which is the harmonic number H n as promised.
Another less trivial example comes from
(n + 1) y n+2 − n 2 + 7n + 8 y n+1 + 2 (n + 2) (n + 3) y n = 0 (2.35) which has a solution y
We construct the second solution using
In the second sum, let k = l + 1. Then
We see that a second independent solution is
Reduction of the second solution sum
We have found that the second solution to the linear homogeneous second-order recurrence relation, Eq. (2.1), can be usefully expressed as
This sum may look intimidating, especially when the first solution is not a simple function of the index or auxiliary parameters within the coefficients. However, in these cases, by a sequential 'peeling back' on the summation terms, starting with k = n − 2 and k = n − 1, the sum can be made simpler in form. Consider
and so forth, until the first sum drops to zero terms. The f 1 factor in the second term will then cancel with an f 1 in the denominator, leaving no more denominator factors of f k . The general form of the result will be
where Y n , satisfying 
. These polynomials will be described in section 3.2.
Iterative derivation of the second solutions
The second solution given by Eq. (2.44) can also be deduced by direct iteration. Start with the linear second-order difference equation (2.1). Make the substitution
Let β n = −b n and γ n = −a n−1 c n , and define a −1 = 1. Then
Realizing that the iterated solution will depend on the pair of initial values, say Y 0 and Y 1 , we write the second-order difference equation as a 2x2 matrix equation:
Iteration gives
Constant coefficient example
As a special case, when the recurrence coefficients β and γ do not depend on their index, we will have
These solutions must correspond to the simpler looking ones commonly found from the characteristic equation, namely
where
Expanding the n th power of these roots into a binomial series gives
and similarly for r n 1 but without the (−1) k factor. Now
etc. Eq. (3.6) can be expressed as a matrix equation:
while our solution is expressed as
Our solution Eq. (3.13) can be transformed to the expression Eq. (3.12) by finding the eigenvalues of the matrix that appears in Eq. (3.13). Suppose the matrix S has the property that
It is easy to show that one such matrix is
with eigenvalues λ 1 = r 1 and λ 2 = r 2 , so that
resulting in
This solution from the recurrence relations is, as expected, polynomial in the parameters β and γ (no square-roots!). We can see this by observing that
Note also that as r 1 approaches r 2 , the ratio above becomes a derivative, giving solutions proportional to nr n−1 .
Independence of second solution from the first
The functions f 1 and f 2 are linearly dependent if there exists a relation
with n in a defined range, and the constants c 1 and c 2 are not zero. The Casorati determinant for the pair f 1 (n), f 2 (n) is defined to be
The f 1 and f 2 will be linearly dependent iff C (n) = 0 over the range of n.
For our solutions,
i.e.,
More generally, we will have
(3.27)
The solutions up to y n+1 will be independent as long as γ k = 0 for 1 ≤ k ≤ n.
Rules for constructing the general solutions
In view of β n = −b n and γ n = −a n−1 c n , and in order to simplify keeping track of indices, we define γ n−1,n ≡ γ n .
Because we let a −1 = 1,
By examining the solution (3.28) expanded into polynomials in β n and γ n−1,n , the following rules for constructing Y n+2 in terms of the initial values Y 1 and Y 0 apply:
the factors P n and Q n will be polynomials in the coefficients β l and γ l−1,l , homogeneous of degree n in the sense that under the scaling β l → λβ l and γ l−1,l → λ 2 γ l−1,l , we will have P n → λ n P n and Q n → λ n Q n .
2. There will be a Fibonacci number F n+1 of terms in the polynomial P n . (This can be seen by substituting ones for β n and γ n−1,n in Eq. (3.28). Here,
3. The polynomial P n is constructed as follows:
(a) For n even, form an even number of initially unindexed factors of β, starting with n such factors (with no γ factor), and then work down to zero β factors. For each term with 2k factors of β, put in n/2 − k factors of γ, at first unindexed. Enumerate the terms having a given number of β factors to produce all possible positions of the β ′ s among the γ factors. The last term with no β factors will have n/2 factors of γ. Now put indices on the β and γ factors, sequentially, from 0 to n − 1.
(b) For n odd, form an odd number of initially unindexed factors of β in each term, starting with n factors (with no γ factor), and working down to one β factor. For each term with 2k + 1 factors of β, put (n − 1)/2 − k factors of γ, at first unindexed. Enumerate the terms having a given number of β factors to produce all possible positions of the β ′ s among the γ factors. The last set of terms will have just one β factor. Now put indices on the β and γ factors, sequentially, from 0 to n − 1.
4. The polynomial Q n is constructed just like P n , except that the indices run from 1 to n instead of from 0 to n − 1.
To exercise these rules, let's write out an example for n = 3 to get Y 5 from Eq. (3.4). The functions P 4 and Q 3 will be polynomials in the β and γ of degree no higher than 4 and 3, respectively. There will be F 5 = 5 terms in P 4 , and F 4 = 3 terms in Q 3 . Now, from rule 3a, we start constructing P 4 by writing the set {ββββ, ββγ, βγβ, γββ, γγ} .
(3.30)
Now decorate sequentially with indices and add:
This is P 4 . For Q 3 , we apply rule 3b to generate the set
With indices according to rule 4, the set produces
This is Q 3 . So
The second solution via the second-order differential equation
The extended cauchy-integral method
The close connection between differential equations and recurrence relations enables one to use solutions to differential equations to generate solutions to the corresponding recurrence relations. Functions of the hypergeometric type are of particular interest in that they obey a second order differential equation in the continuous independent variable, and a difference equation in any one of its parameters.
In the following sections we use the extended Cauchy-integral method not only to obtain a second solution to the differential equation but to provide as well a second solution to the difference equation obeyed by one of the parameters. The results obtained using the Cauchy-integral method are then also shown to follow from d'Alembert's reduction of order method. 2 We illustrate these methods by considering the differential equation for the confluent hypergeometric function:
in which a = −N, a non-positive integer, and b = n + 1, a positive integer. Although the analysis that follows requires b = n + 1, our original interest in this choice of parameters was the observation that the two standard solutions, 1 F 1 (a; b; x) and U(a, b, x), are no longer independent provided only that a = −N, in which case 
which constitutes a first solution of the differential equation in x and a first solution of the difference equation in the first parameter, N:
We derive a polynomial solution to this equation that is linearly independent of the function Φ(N, n, x).
Following Nikiforov and Uvarov [9, §11, p. 97, Eq. (4)], a second linearly independent solution to Eq. (4.1) is given by the extended Cauchy integral:
in which the weight function ρ(x) = e −x x b−1 is, for the differential equation (4.1), a solution of the equation
We next show that Ψ(N, n, x) as defined in (4.4) with b = n + 1 obeys the same difference equation as Φ(N, n, x):
in view of (4.3). Substituting (4.2) in the last integral in (4.5) we have
for N = 1, 2, . . . . Thus, the function Ψ(N, n, x) satisfies the difference equation (4.3), i.e.,
Next we write (4.4) in the form
Inserting the polynomial expression (4.2) for Φ, the first of the two integrals in Eq. (4.8) is appears. There results
where the polynomial P (N, n, x) is
The normalization of the polynomial P (N, n, x) has been chosen to make the coefficient of x N +n−1 be (−1) N . It then turns out that all the coefficients of the powers of x are integers.
Since both Φ(N, n, x) and Ψ(N, n, x) satisfy the difference equation (4.3), it follows that Ψ(N, n, x) also satisfies this equation, as factors independent of N, such as e x and Ei(x) in Eq. (4.11), do not modify the difference equation. Moreover, we can show that Ψ(N, n, x) is linearly independent of Φ(N, n, x): Multiplying (4.3) by Ψ(N, n, x) and (4.7) written for Ψ by Φ(N, n, x) and subtracting, we have (N + n + 1)C(N + 1) = NC(N) (4.14)
4 It is worth noting that an analogous result exists for the Legendre polynomials: Q n (x) = −W n−1 (x) + P n (x) ln (1 + x)/(1 − x) in which W n−1 is a polynomial of order n − 1, as shown in Erdélyi [5, §3.6.2, Eq.(26)], and reflecting the natural separation of second solutions to homogeneous second-order hypergeometric differential equations into a so-called "polynomial" part and a "logarithmic part".
where C is the Casoratian:
(4.15)
From (4.14)
From (4.2) and (4.11)
We then have .
(4.24)
From the first double sum on the right-hand side we have, writing
in which we can use Gauss' formula 2 F 1 (a, b; c;
Thus the first double sum on the right-hand side of (4.24) gives
From (4.12) and (4.24) there results
(4.28)
In Appendix A we show how to simplify the inner sum in the second term. We give here a few explicit cases for the polynomial P (N, n, x) : (4.33) The coefficients of x in the polynomial P (N, n, x) up to the power x n−1 are all positive and contain relatively simple (factorial) factors, while those for powers x n up to the highest power x N +n−1 have oscillating signs and some may have very high prime number factors, much larger than N + n − 1, so that they will not reduce to simple factorials. Rather, the coefficients for powers at and above x n involve harmonic sums.
5
(See Appendix A.) The function Φ(N, n, x) considered here is, apart from a normalization factor, the well-known associated Laguerre polynomial L (n) N (x) (DLMF [10, Eq. 18.5.12]). We therefore define a suitably normalized associated Laguerre polynomial of the first kind with L
and an associated Laguerre function of the second kind with 
where 1 F 1 (a; b; x) is a confluent hypergeometric function with a = −N, b = n + 1.
We have, for either L
as well as
D'Alembert's reduction of order method
We now use d'Alembert's reduction-of-order method to generate the second solution to the confluent hypergeometric recurrence relation found in the previous section using the extended Cauchy-integral method. We have, for any second-order homogeneous linear differential equation, taken in the form
with a known solution
a second solution that can be found with the ansatz
Substituting, one finds
in the range of x for which p dx is not infinite, the two solutions are independent.
The integral in Eq. (4.43) looks difficult in cases in which Φ(x) is not simple. However, this indefinite integral marvelously simplifies 6 when Φ is a solution to the secondorder equation (4.40). In the case of rational integrands, perhaps with transcendental arguments and algebraic factors, algorithms for doing such indefinite integrals now exist. 7 Note, however, that the simplification that occurs in the integration specified in Eq. (4.43) is delicate, in that the integers that appear in the polynomials in Eq. (4.43) must be precisely those in the polynomial Φ(x). Slight deviations can cause an explosion of extra terms in the resultant integral.
If we apply Eq. (4.43) to our confluent hypergeometric differential equation (4.1) with a = −N and b = n + 1, then we can take y 1 = Φ(N, n, x) as a polynomial first solution, and have p (x) = (n + 1) /x − 1, (4.44) so that an independent second solution will be
Performing the integrations (described in Appendix B) we find that this second solution matches that found earlier (Eq. (4.11)):
6 Although many such intriguing integrals can be generated, such as the Legendre case ′ , where the Wronskian of the two independent solutions y 1 and y 2 is proportional to exp (− p dx).
7 For a description of these methods, see Bronstein [3] and also Geddes et al. [6] . Many have been implemented in a variety of symbolic manipulation programs, notably Mathematica and Maple.
apart from the overall factor. One can verify this overall factor in the case of positive integer n by using
and lim
to find from Eq. (4.46) that
This agrees with the normalization of the P (N, n, x) we selected that has the coefficient of the highest power of P (N, n, x) to be (−1) N .
Conclusion
As expected, systematic methods can be developed and applied for finding second solutions to linear second-order difference equations, analogous to those for differential equations. We have applied these methods to find a general solution to the confluent hypergeometric recurrence relations Eqs. (4.36, 4.37) in the degenerate case a = −N, b = n + 1 (N ≥ 0 and n ≥ 0). The second solution to these recurrence relations is proportional to (n!/(N + n)!)x −n P (N, n, x), where the polynomial P (N, n, x) is given by Eq. (4.28). In particular, the second solution to just the recurrence relation of Eq. (4.38) is proportional to the polynomial Ψ(N, n, x) = (n!/(N + n)!)P (N, n, x) .
Curiously, the closed-form second solution to the confluent hypergeometric differential equation in the degenerate case when the first parameter a in 1 F 1 (a; b; x) takes the value of a non-positive integer and the second parameter b is an integer greater than zero is not yet found in standard references. For example, the DLMF gives instead an infinite Laurent power-series representation (see DLMF [10, Eq. 13.2.31]), a result which we reconstruct in Appendix C. In Appendix D, we show that the DLMF expression matches our closed-form solution Eq. (4.11).
A Re-summing in the confluent hypergeometric polynomial of the second kind
Our confluent hypergeometric second solution polynomial is given by Eq. 4.28 as:
The expression for the coefficients in the inner sum of the second term, which we write as
can be simplified considerably.
First, we re-express the 3 F 2 hypergeometric polynomial in terms of an integral over
In our case, (1 − t)
Now the trick for re-summing in our coefficients is to expand the integrand factor
where we used
We have arrived at an alternate and simpler expression for our coefficients:
As a check, note that if m = N − 1 (corresponding to the highest power of x in our polynomial P (N, m, x) ), c (N, n, N − 1) = (−1)
N .
The case m = 0 is particularly simple, and shows that harmonic numbers enter these coefficients.
The case m = 1 leads to
The Pochhammer factor (N +n+1−k) m in Eq. (A.7) is a polynomial of degree m in the summation variable k. The contribution to c(N, n, m) from this polynomial expanded in powers of k will be a harmonic sum from the k 0 term while the terms for powers of k from 1 to m will, after canceling the denominator k, lead to a polynomial in N and n.
B Handling integrals over inverse polynomials
The algorithms implemented in presently-available symbolic programs such as Mathematica and Maple can solve a variety of indefinite integrals over integrands containing ratios of polynomials, multiplied by algebraic and transcendental functions. These methods do not require knowledge of the roots of the denominator polynomial. 8 In our case, Eq. (4.45), we have the inverse of a polynomial squared, namely [Φ] 2 , together with a weight factor. Typically, the first step is to simplify the integrand by removing the double poles arising from the zeros of the polynomial in the denominator, making the polynomial 'square-free'. This can be done as follows. First, note that
Here, primes denote a derivative. Now we use Bézout's identity ( [4, A.2, p.231]) that for any two polynomials a and b, there exist polynomials s and t such that
where gcd(a, b) is the greatest common divisor of a and b, and the degree of the polynomial s is less than deg(b) − deg(gcd (a, b) ) and the degree of t is less than deg(a) − deg(gcd (a, b) ). There are simple methods going back to the Babylonians [8] that extract the greatest common divisors of a pair of integers, requiring only a sequence of subtractions. These methods extend to polynomials. Because Φ and Φ ′ are relatively prime, we have
where the degree of s is N − 2, while the degree of t is N − 1. As an identity in the independent variable of these polynomials, there will be 2N − 1 relations to solve for the 2N − 1 coefficients in the polynomials s and t. (Equation (B.3) is often expressed by a (2N − 1) × (2N − 1) 'Sylvester' matrix times a column vector formed from the coefficients in the polynomial s and t, equal to a column vector (1, 0, 0, · · · ) T .) The relations are solvable for a given N by Gaussian reduction; with some effort, it is also possible to construct the polynomials s and t for arbitrary N. 
If we take f = tg and integrate, we will have the identity
Now for our integral, g = exp (− p dx), which satisfies g ′ = −pg, we have
in which p = p(x) is given in (4.44). The next step in the commonly-used symbolic programs is to first ensure, by repeated subtraction, that the numerator polynomial, which we call A, is of degree less than that of the square-free denominator polynomial, which we call B, and that A and B have no common polynomial divisors. Then the programs apply the Rothstein-Trager method and its improvements [3, 6] to express the integral as a particular sum over the roots {z i } of the resultant constructed from A and (A − zB ′ ). However, in our case, by employing the solutions given in footnote (9), one can deduce that t ′ − pt + s = cΦ/x (B.7) 9 The polynomials s and t, solutions to Eq. (B.3), are given by
where c is (n + 1) ((n + N)!/(n!N!)). The denominator Φ in the integrand of Eq. (B.6) is canceled, leaving an exponential integral. One recognizes that this cancellation requires that the exact solution to xΦ ′′ + (n + 1 − x)Φ ′ + NΦ = 0 appears in the integrand denominator. Any other polynomial, even if only slightly different from Φ, will integrate to a sum over all the zeros of the resultant described above.
C The series solution for the confluent hypergeometric function in the degenerate case
Because the derivation of the series representation of the second solution for the confluent hypergeometric function in the degenerate case is not easily found in standard references, we re-derive it here. Consider the Cauchy integral that produces the standard, regular, first solution to the confluent hypergeometric equation zy ′′ +(b − z) y ′ −ay = 0 when the poles of Γ (−s) are surrounded:
(The Cauchy representation of the hypergeometric function was extensively studied in the early 1900's by Barnes [2] .) We can verify that I (z) is a solution with more general contours by
In the last line, the contour in the first integral was shifted to the right by one, which will have little affect on the integral if the contour is over large s where the integrand is negligible (See Statler [12, §1.8.1]). Now consider the integral solution with the contour surrounding all the poles of the integrand within a large circle. We are particularly interested in the degenerate case a = −N, b = n + 1 where N and n are nonnegative integers. Let
The poles of the integrand in the complex s plane come from the numerator gamma factors. In the cases for which s = −n − 1, −n − 2, · · · , the poles of the numerator are canceled by those in the denominator. There are three remaining cases for pole contributions: (1) The poles in the integrand from s = −n to −1, which are of order one; (2) For s from zero to to N, the poles of the integrand are of second order due to the overlap of the poles of the two numerator gamma factors; (3) For s above N, the poles in the integrand are order one. We will use the Cauchy residue theorem in the form
where g (z) is meromorphic within the contour, and has poles of order p k + 1 when z approaches z k . In our case,
To calculate the residues, we will be using the identities We will also employ cot (π (N − s)) = − cot (πs) .
(C.15)
The single-pole residues for s = −k + ǫ for small ǫ and k = 1, 2, · · · , n come from those in Γ (a + s) as we see that the log term in Ψ P M (N, n, x) matches that in Ψ DL (N, n, x). Moreover, the γ term, coming from the ψ terms in Ψ DL (N, n, x), also matches. As Ψ P M (N, n, x) and Ψ DL (N, n, x) are both solutions to the confluent hypergeometric equation, they can only differ by another independent solution, i.e. 
