In this paper, we present a first polynomial time algorithm for the monotone min-max tree partitioning problem and show that the min-max tree partitioning problem is NP-hard if the cost function is not monotone, and that the min-sum tree partitioning problem is NP-hard even if the cost function is monotone. We also consider an evacuation problem in dynamic networks as an application of the tree partitioning problem. The evacuation problem is one of the basic studies on crisis management systems for evacuation guidance of residents against large-scale disasters. We restrict our attention to tree networks and consider flows such that all the supplies going through a common vertex are sent out through a single arc incident to it, since one of the ideal evacuation plans makes everyone to be evacuated fairly and without confusion.
Introduction
We consider the monotone min-max tree partitioning problem. Let T = (V, E) be a tree with a vertex set V and an edge set E, S be a subset of V and C : {W ⊆ V | |W ∩ S| = 1} → R + be a cost function. Here, R + denotes the set of all nonnegative reals. Our problem is to find a partition of V into k sets V 1 , V 2 , · · · , V k such that for each i = 1, 2, · · · , k the subgraph induced by V i is connected, V i contains a single sink s i , and max i=1,···,k C(V i ) is minimized. For general k, it is known that the problem can be solved in n(c log n) k+1 time for some constant c [15] , where n is the number of vertices in a given network. In this paper, we first present a polynomial time algorithm for the problem when k is general. More precisely, we show that if the cost function is of min-max type and is monotone, then the problem can be solved in polynomial time. We also show that the partitioning problem becomes intractable if the min-max cost function is not monotone, and the min-sum partitioning problem is intractable even if the cost function is monotone. Our results strengthen the previous work [2] for the partitioning problems with general cost functions, where it is shown that the partitioning problem (without specified vertices) can be solved in polynomial time if the cost function is either (i) max-min and monotone, or (ii) min-max and invariant.
We also investigate an evacuation problem in dynamic networks as an application of the tree partitioning problem. The evacuation problem is considered as one of the basic studies on crisis management systems for evacuation guidance of residents against largescale disasters. Recently, it has widely been recognized how important it is to establish crisis management systems against large-scale disasters such as big earthquakes. It is one of the most important issues in the crisis management against disasters to secure evacuation pathways and to effectively guide residents to safe places.
Mathematical models for evacuation problems are classified into two groups: microscopic models and macroscopic models. Microscopic models are used for experimental analyses by simulation of behaviors of individual residents. Typical such microscopic models are cellular automata simulation models [3] and probabilistic models [9] for pedestrians and traffic movement. In macroscopic models behaviors of individual residents are not directly treated but residents are regarded as a homogeneous group. There are several classes of mathematical macroscopic models such as static networks, dynamic networks, and traffic assignments [4, 6, 13, 17, 18] .
In this paper, we adopt dynamic networks as a model for evacuation [6, 11] . Namely, we regard evacuation problems as flow problems on dynamic networks. A dynamic network is defined by a directed graph G = (V, A) with capacities u(a) and transit times τ (a) on its arcs a ∈ A. For example, if we consider building evacuation [5, 7] , vertices v ∈ V model workplaces, hallways, stairwells, and so on, and arcs a ∈ A model the connection between these parts of the building. For each arc a = (v, w), u(a) represents the maximum number of people per unit time which can traverse the component corresponding to a per unit time, and τ (a) denotes the time it takes to traverse a = (v, w) from v to w.
The quickest transshipment problem is defined by a dynamic network with several sources and sinks; each source has a specified supply and each sink has a specified demand. The problem is to send exactly the right amount of flow out of each source and into each sink in the minimum overall time. Here sources can be regarded as places where the people to evacuate are staying, and sinks as emergency exits. Hoppe and Tardos [12] constructed a polynomial time algorithm for the problem, which is the first and still only one polynomial time algorithm for the problem.
1 Unfortunately, their algorithm requires polynomial time of high degree complexity, and hence is not practical.
In our evacuation problem, we restrict our attention to tree networks and consider flows such that ( * ) all the supplies going through a common vertex are sent out through a single arc incident to it toward a single sink, since one of the ideal evacuation plans makes everyone to be evacuated fairly and without confusion. Although our dynamic flow in the above sense may not directly be used for actual evacuation, it gives us guidelines to evacuation plans. Given a dynamic tree network N = (T = (V, E), u, τ, b), where b is a supply function, and a sink set S ⊆ V ( |S| = k), we define C(W ) for W ⊆ V to be the completion time for a quickest flow f in the network N [W ] with a sink set S ∩ W , i.e., the time in which f can send all the supplies b(v) (v ∈ W \ (S ∩ W )) to a sink set S ∩ W as quickly as possible, where N [W ] denotes the network induced by W . From restriction ( * ) given above, our evacuation problem can be regarded as the tree partitioning problem of a tree with specified vertices. Namely, our evacuation problem is to find a k-partition of V minimizing max i C(V i ) such that each component contains exactly one vertex in S. It is known that the problem when k = 1 can be solved in O(n log 2 n) time [16] , i.e., we compute the completion time in which all the initial supplies can be sent to a single sink. Note that restriction ( * ) on flows is automatically satisfied when k = 1. For general k, it is known that the problem can be solved in n(c log n) k+1 time for some constant c [15] . In this paper, we first present a polynomial time algorithm for the problem when k is general. We remark that Fleischer and Tardos [8] and Hoppe and Tardos [12] construct polynomial time algorithms without restriction ( * ) given above.
The rest of the paper is organized as follows. The next section formally defines the problem and introduces some notations. Section 3 considers the evacuation problem as an application of the tree partitioning problem, Section 4 presents a polynomial time algorithm for our problem, and Section 5 discusses the complexity of some other tree partitioning problems. Finally, we conclude the paper with Section 6.
Min-max Tree Partitioning Problem
Let T = (V, E) be an undirected tree, S = {s 1 , · · · , s k } be a subset of V and C : {W ⊆ V | |W ∩ S| = 1} → R + be a cost function. We note here that the cost function C is defined on a set of vertex subsets containing exactly one vertex in S.
Here V i can be regarded as the area which is covered with (or controlled by) a facility s i ∈ S, for example. We denote by P(V ) the family of all feasible partitions of V . Then the min-max tree partitioning problem computes a partition that attains
For example, let us regard S as the set of facilities in some network T . Then V i can be regarded as the area which is covered with (or controlled by) s i ∈ S, and thus the problem computes a minimum-cost partition with respect to the min-max criterion.
For the tree partitioning problem with a cost function C, we call C monotone if for all vertex subsets W and W with W ⊆ W and |W ∩S| = |W ∩S| = 1 we have
The monotonicity is quite a natural assumption on the cost function. Intuitively, cost C(W ) is greater than or equal to C(W ) if the facility s in S ∩ W covers area W larger than W . For example, the evacuation problem has a monotone cost function.
Evacuation Problem
We consider a dynamic tree network N = (T = (V, A), u, τ, b), where V is a set of vertices, A is a set of arcs, u : A → R + is the upper bound for the rate of a flow that enters each arc per unit time, τ : A → R + is a transit time function, and b : V → R + is a supply function. Here, T contains an arc (v, w) if (w, v) is an arc of T , where we obtain an undirected tree from T by ignoring the direction of arcs and then identifying parallel edges.
The problem considered in this paper is to compute a quickest flow which sends given initial supplies b(v) (v ∈ V \ S) to a given sink set S ⊆ V . Here we assume that flows satisfy restriction ( * ) given in Section 1, i.e., all the supplies that go through a common vertex are sent to a single sink.
For any arc a ∈ A and any θ ∈ R + , we denote by f a (θ) the rate of a flow entering arc a at time θ which arrives at the head of a at time θ + τ (a). We call f a (θ) (a ∈ A, θ ∈ R + ) a continuous dynamic flow in T (with a sink set S) if it satisfies the following three conditions (a), (b), and (c):
(a) (Capacity constraints): For any arc a ∈ A and θ ∈ R + ,
(b) (Flow conservation): For any v ∈ V \ S and Θ ∈ R + , 
Here δ + v and δ − v are, respectively, the set of arcs having v as their tails and heads, and
Based on restriction ( * ) given above, we consider continuous dynamic flows that satisfy (d-1) For any arc a = (v, w) ∈ A with v ∈ S and θ ∈ R + , we have f a (θ) = 0. (d-2) For each v ∈ V \ S there exists at most one arc a ∈ δ + v such that f a (θ) = 0 for some θ ∈ R + . We call the flow satisfying (d-1) and (d-2) feasible. For a feasible (continuous dynamic) flow f , let θ f denote the completion time for f , i.e., the minimum Θ in Condition (c). A feasible flow f with the minimum θ f is called a quickest flow. Our problem, called the evacuation problem, is to compute a quickest flow in a given network N with a sink set S ⊆ V . From restriction ( * ) on flows, the evacuation problem can be regarded as a special case of the tree partitioning problem in Section 2.
For the evacuation problem, if we define C(W ) for W ⊆ V to be the completion time for a quickest flow f in the network N [W ] with a sink set S ∩ W , where N [W ] denotes the network induced by W , then the problem of computing C(W ) can be regarded as a min-max tree partitioning problem given by (2.1) with V being replaced by W . Note that the cost function C for the evacuation problem can thus be defined on the set of all vertex subsets W , and it is in fact a min-max function
where we define C(W ) = +∞ if P(W ) = ∅. We further note that C(W ) for the evacuation problem can be computed in O(|W | log 2 |W |) time if |W ∩ S| = 1 ([16] ). In the next section, we solve the monotone min-max tree partitioning problem that includes our evacuation problem as a special case.
Monotone Min-max Tree Partitioning Problem
In this section, we show that the min-max tree partitioning problem is solvable in polynomial time if the cost function is monotone. For the sake of simplicity, we first assume without loss of generality that any vertex in S is a leaf. This assumption can be validated as follows.
Let S l and S non-l denote the set of leaves and non-leaves in S, respectively. For T = (V, E) and S ⊆ V , we construct a tree
* is a tree with at most 2n vertices and any s ∈ S * is a leaf, where n denotes the number of vertices in T . Furthermore, we define a cost function
where M denotes a sufficiently large real. It is not difficult to see that C * is monotone, and the cost of a feasible partition P(V * ) of V * is less than +M if and only if {W ∩ V | W ∈ P(V * )} is a feasible partition of V . Hence, we assume without loss of generality that any vertex in S is a leaf. Throughout the remainder of this section, we always assume this property.
Let us extend the domain {W ⊆ V | |W ∩ S| = 1} of the cost function C to 2 V as (3.1). Then we apply dynamic programming to T , in order to compute the optimal objective function value C(V ).
Let us regard T as a tree rooted at an arbitrary internal vertex r, and let V v denote the set of vertices that are descendants of v (including v). As usual, we perform dynamic programming in a bottom-up manner, i.e., we compute C(V v ) by using C(V w ) (w ∈ V v \{v}). For a vertex s ∈ V v ∩ S, let C(V v ; s) denote the minimum cost among all possible feasible partitions of V v such that s and v belong to the same component. Namely, 
(see an illustrative example given in Figure 1 ). Note that v, s ∈ U i , P sv ⊆ U i and U i ⊆ V v . Then we have the following lemma. 
Proof. Let us first show that
holds for all i. Let W 1 , · · · , W r be connected components of the graph that is obtained by
and it is easy to see that we can create from this P a feasible partition P * such that max
We next prove (4.4). Let us assume that
, where C i * +1 = +∞ if i * = and C < +∞. Note that such an i * exists, since we have C(V v ; s) ≥ C({s}; s) from (4.1) and the monotonicity of C. Let P be a feasible partition of V v that attains C (V v ; s) . Then U i * is contained in some set W in P , i.e., U i * must be covered with s, since otherwise C(V v ; s) ≥ C i * +1 holds. This implies 
, g is lower unimodal and its minimum is attained at
Proof. Let us first show that g is lower unimodal.
These two facts imply that g is lower unimodal. We then show that the minimum of g is attained at 
Lemmas 4.1 and 4.2 immediately imply that we can compute C(V
Step 3: output C(V ) and halt. 2
Here
Step 2 computes C(V v ; s) (and hence C(V v )) by using the information about
* , where i 0 is an integer with By a standard argument of dynamic programming, an optimal partition can also be computed in O(nk(n + η)) time. We also remark that η = Ω(n) is required in most settings, since the domain of C is a family of sets in 2 V . Moreover, for our evacuation problem we have η = O(n log 2 n) [16] . Hence we have the following.
Corollary 4.4
The evacuation problem can be solved in O(n 2 k log 2 n) time.
Related Tree Partitioning Problems
In this section, we consider tree partitioning problems with different cost functions. In Section 4 we have presented a polynomial time algorithm for the problem with a monotone min-max cost function. However, the problem with a non-monotone cost function is intractable as shown below.
Theorem 5.1 The min-max tree partitioning problem is NP-hard in general.
Proof. We show that the problem is NP-hard, by reducing to it the satisfiability problem (SAT), which is known to be NP-complete [10] . Given a problem instance I of SAT, we construct the corresponding instance of our problem as follows (see Figure 2) . where M denotes a sufficiently large real. Then it is not difficult to see that ϕ is satisfiable if and only if the corresponding problem instance has cost 0, and ϕ is unsatisfiable if and only if the corresponding problem instance has cost M. This shows the NP-hardness of our problem.
2
We finally consider a min-sum cost function:
Unlike the problem with a min-max cost function, the problem with a min-sum cost function is intractable, even if the cost function is monotone.
Theorem 5.2 The min-sum tree partitioning problem is NP-hard, even if the cost function is monotone.
Proof. We show that the problem is NP-hard, by reducing to it the minimum vertex cover problem, which is known to be NP-hard [10] . We can see that this cost function C is monotone. We claim that the size of a minimum vertex cover of G is equal to the minimum cost for the partitioning problem, which completes the proof. Let {P 0 , P 1 , · · · , P n } be a feasible partition ofṼ such that 0 ∈ P 0 and n + i ∈ P i for i = 1, 2, · · · , n. Then it is not difficult to see that the cost n i=0 C(P i ) is at most n if and only if P 0 \ {0} is an independent set, and moreover, it is k (≤ n) if and only if V \ P 0 is a vertex cover of the size k. This proves the claim. 
Minimum Vertex Cover

Concluding Remarks
In this paper, we have constructed a polynomial time algorithm for the tree partitioning problem with a monotone min-max cost function, and as a corollary we have shown that the evacuation problem can be solved in polynomial time. We have also shown that without the monotonicity the partitioning problem becomes NP-hard. Furthermore, we have shown that the min-sum tree partitioning problem is NP-hard, even if the cost function is monotone. 
