INTRODUCTION
In the area of signal processing, a model that is often used involves expressing the observation vector a. the sum of noise vector and vector of linear combinations of the (random) signal vector. The noise vector and signal vectors are usually assumed to be distributed independently as normal with zero mean vectors. When the noise is white, the problem of detection of the number of signals transmitted is related to finding the multiplicity of the smallest eigenvalue of the covariance matrix of the observation vector.
So, eigenvalue methods play an important role in signal processing. These methods play a dominant role in the area of multivariate statistical analysis.
Some workers (e.g., see Kumaresan and Tufts(1980) , Liggett(1973) , Schmidt(1979) .
Tufts, Kirsteins and Kurmaresan(1983), ) in signal processing have used the eigenvalue methods.
Recently, eigenvalue methods involving information theoretic criteria are used by and Zhao, Krishnaiah and Bai (1985) for determination of the number of signals in presence of white noise. The object of this paper is to detect the number of signals present in presence of colored noise. This problem is equivalent to the problem of studying the rank of r when ^2 = T^ + AS^, A is a known or unknown scalar, }:^ and }:^ are pxp covariance matrices and r is nonnegative definite matrix of unknown rank q < p. This problem arises in other areas like one-way multivariate components of variance model and factor analysis. Now, let n^S^ and n2S2 be distributed independently as central Wishart matrices with n^ and n2 degrees of freedom and E(S.) = i.,(i=l,2). Rao (1983) derived the likelihood ratio test (LRT) statistic for the rank of r when A is unknown. He also derived a modified LRT statistic for the rank of r when A is known. The main contribution of our paper is to propose certain information theoretic criteria for detection of the number of signals and establish the property of strong consistency. The paper is organized as follows.
In Section 2 of the paper, we discuss the model considered in the case of colored noise. In Section 3, we discuss the LRT and other test procedures for testing the hypothesis that the last few eigenvalues of i^^'. are equal to A for the cases when x is known and unknown. We propose certain information theoretic criteria in Section 4 for detection of the number of signals when A is known as well as when it is unknown and establish the strong consistency of these procedures. Some alternative information theoretic criteria are also mentioned.
In Section 5, we discuss the applications of the above results to determine the rank of the covariance matrix of random effects vector under multivariate one-way classification model. The results in Sections 3-5 are discussed when the first q eigenvalues Ap...,A of E^z" are simple (distinct). When these eigenvalues have multiplicities (that is, they are equal in groups), the situation becomes complicated. In this case, the problem invlolves not only estimation of q but also the multiplicities of the first q eigenvalues. This problem is investigated in Section 6.
A MODEL IN SIGNAL PROCESSING
In the area of signal processing, the following model is used:
. x(t) = As(t) + An(t) (2.1) where x(t): pxl is the observation vector,
...,s (t)), s^.(t) is a complex waveform which is referred to as i-th signal, A(*^) is pxl complex vector which depends upon the vector $. of unknown parameters associated with i-th signal, n(t) is a complex vector associated with the noise and A is known or unknown scalar. We assume that s(t) and n(t) are distributed independently as complex multivariate normal with covariance matrices >^ and ):^ respectively, E(s(t))= 0, and E(n(t))=0. where I is the pxp identity matrix, and "n "" "l^"' ^n " "^Z^"^' " " "i + "2" ^"^"^^ From (3.5) it follows that AVA'^V is symmetric and hence AV'A"^V=V'A~^VA. Sine Substituting this into (3.5) we find
Also, we have by (3.5)
By (3.4), (3.9) and (3.10)
where 0|^ denotes the parametric space when H. is true. Let x = #{i £ p: (S. > 1}.
Also, let d = niin{k,T}, and set
We note that 6^ > 6^ > ... and Sup <t>Q = -n y log(a +3"6. 
. ^ So, the LRT statistic for testing the hypothesis H, against the alternative that the rank is more than k is given by
Th e LRT statistic for testing H. against H. (I<<t) is given by
Rao (1983) considered the problem of testing the hypothesis that the rank of r is k against the alternative that it is greater than k when ir, = r + AZ^ and r is nonnegative definite for the cases when x ^ 1 and when X is unknown. He proposed a modified LRT procedure and the LRT procedure for testing the hypothesis on the rank of r according as A = 1 and A is unknown.
When A is unknown, let H, denote the hypothesis that for k -0,l,..,,(p-l). Let M^ denote the model for which H* is true. It is known (see Rao(1983) ) that the supremum of the logarithm of the likelihood * function under H. is given by 2 loglSj --^logls^l -M
where x^^. satisfies the equation
or equivalently. j = k+l a A. +e 6. n ko ^n j
As pointed out in Rao (1983) , the logarithm of the likelihood ratio statistic is given by
which is distributed as chi-square with [(p-k)(p-k+l)-2]/2 degrees of freedom as n^ and n^ tend to infinity.
We will propose the following alternative procedures for testing the hypothesis Hj^ against the alternative that \^_^_^ > 1. We accept or reject H. If H^ is rejected, we accept or reject the subhypothesis H* , accordinq as ^•/^p ^ ^al , (3.28) for i=k+2,...,p-l.
The hypothesis H* when tested against {j With probability one for large n, we have min(q,T) = q so that, for large n,
and (4.8)
when k > q. Thus with probability one, for large n. Since, with probability one, min(q,T) = q, for large n, we have Note that being 6^ > 6^ > ... > 6 with probability one, we can see from (3.21) or (3.22) that \^^ > \^_^^ Q ^°^ ° -"^ -P"^'
We assume that M is the true model, and k >^ q. As mentioned above. j=k "n^-^n^j " ^ j4+l "n^^t^n^j a"A.+B"A. By (4.27) and (4.37) we see that with probability one for n large, q = q' ■ (4.38) and the theorem is proved.
MULTIVARIATE ONE-WAY RANDOM EFFECTS MODEL
In this section, we discuss the relationship between drawing inference on i we can take advantage of this knowledge in estimating ^p. Anderson (1984 Anderson ( ,1985 and Schott and Saw (1984) have independently derived the LRT statistic for testing the hypothesis on the rank of i). Now let S^ and S respectively denote the between groups and within group sums of squares and cross products matrices respectively. Then S^ and S^ are distributed independently as central Wishart matrices with (k-1) and (km-k) degrees of freedom respectively, E(S,) = (k-1) (x-^+mijj) and E(SJ= (km-k)E,-.
6" DETECTION OF NUMBER OF SIGNALS WHEN EIGENVALUES OF Z^T'^"^ HAVE MULTIPLICITIES
In Sections 3 and 4, we discussed the problem of detection of the number of signals under the assumption that the nonzero eigenvalues of the matrix AvA' are distinct. But situations arise when it is unrealistic to make the above assumption. In this section, we consider the problem of detecting the number of signals and finding the multiplicities of the eigenvalues of AvA'. We will first discuss the problems of finding the rank of r when the underlying distri-i bution is real multivariate normal. .,-1,
-n^trVV -n2tr(AV'A"'V) = -(n^+n^)?.
(6.9)
Now, using (6.3), (6.4), (6J8) and (6.9), we get Sup 2L (e)= Sup and Q being a Hermite matrix instead of an orthogonal matrix and rewrite 0' * as Q in (3.7) and (3.8). Finally we can get the same representations of the
