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This thesis focuses on the structure and properties of bulk and thin films of
a new material, Cu covetic, that contains carbon in concentrations up to 16 at.%.
X-ray photoelectron spectroscopy (XPS) shows C 1s peak with both sp2 and sp3
bonded C measuring up to 3.5 wt.% (16 at.%). High resolution transmission elec-
tron microscopy and electron diffraction of bulk covetic samples show a modulated
structure of ⇡ 1.6 nm along several crystallographic directions in regions that have
high C content suggesting that the carbon incorporates into the copper lattice form-
ing a network. Electron energy loss spectra (EELS) from covetics reveal that the
level of graphitization from the source material, activated carbon, is maintained in
the covetic structure. Bulk Cu covetics have a slight increase in the lattice constant,
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Density functional theory calculations predict bonding between C and Cu at the
edges and defects of graphene sheets. The electrical resistivity of bulk covetics first
increases and then decreases with increasing C content.
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(PLD) at different temperatures. No copper oxide or any allotropes of carbon are
present in the films. The e-beam films show enhanced electrical and optical proper-
ties when compared to pure Cu films of the same thickness even though no carbon
was detected by XPS or EELS. They also have slightly higher ampacity than Cu
metal films. EELS analysis of the C-K-edge in the PLD films indicate that graphitic
carbon is transferred from the bulk into the films with uniform carbon distribution.
PLD films exhibit flatter and higher transmittance curves and sheet resistance two
orders of magnitude lower than e-beam films leading to a high figure of merit as
transparent conductors
CHARACTERIZATION OF COPPER COVETIC BULK AND
FILMS: COPPER WITH HIGH CARBON CONTENT
by
Romaine Antonio Isaacs
Dissertation submitted to the Faculty of the Graduate School of the
University of Maryland, College Park in partial fulfillment













Dedicated to my mother, Rosemarie Antonette...
ii
Acknowledgments
I would like to thank my advisor, Professor Lourdes Salamanca-Riba, for her
guidance throughout this project. Your ideas, insight and patience were valuable to
me throughout this process. You gave me an opportunity to get in on the ground
floor and study a new material that has a lot of potential and I am grateful for the
time you spent teaching, reviewing and critiquing my work.
This project would not have been possible without the various funding agencies
that made my tenure as a graduate student possible: MRSEC funding in 2011 and
NIST-ARRA Fellowhip from 2012-2013. The University of Maryland funded this
work in the beginning when external funding was not forthcoming. This allowed
us to garner enough results to secure subsequent funding from DARPA, ONR and
DOE-ANL.
Thanks to my dissertation committee: Prof. Min Ouyang, Prof. Salamanca-
Riba, Prof. Liangbing Hu, Prof. Oded Rabin and Prof. Marc Zupan for your
support and guidance when I needed it and for reading my dissertation.
The study of covetics was made possible by the inventions of Jason Shugart,
Roger Shearer who developed the process to incorporate high amounts of carbon in
metal lattices. The company they founded, Third Millennium Materials, including
the executive team: Lou Luedtke, Harry Couch and Michael Braydich, provided
insights into the processing and characterization of covetics. Thank you to these
and other collaborators, without whose insights, ideas and hard work this thesis
would not have been possible.
iii
Characterization of covetics is quite challenging and it was not possible to do
it alone. I relied on Dr. Azzam Mansour at NSWC who performed XPS, H. M.
Iftekhar Jaim, M.S. who helped me with Raman and AFM, Dr. Joshua Schumacher
and Valery Ray who assisted when I had challenging FIB lamellas, Dr. Sz-Chian
Liou who helped me tune the GIF for EELS acquisition, Dr. Karen Gaskell for XPS
deconvolution, Dr. Peter Y. Zavalij for XRD analysis, Dr. Sergey Rashkeev for DFT
simulation and phonon density of state calculations, and Dr. Daniel Cole for KPFM
measurements. For insights into transparent conductors and measurements I thank
Jiayu Wan, Dr. Colin Preston, Dr. Hongli Zhu and Dr. Wenzhong Bao in the group
of Prof. Liangbing Hu. The staff of the University of Maryland Nanocenter FabLab
who kept the equipment running, especially Tom Loughran who made it possible to
deposit e-beam films. Special thanks to Prof. Oded Rabin, who opened up his lab,
and PLD chamber to help me deposit many PLD films.
To my colleagues and group members: Joshua Taillon who introduced me to
Hyperspy for EELS analysis, H. M. Iftekhar Jaim and XiaoXiao Ge who also worked
on covetics and shared their ideas. Thanks to my friend and computational physicist,
Adam Iaizzi, who reviewed an early manuscript of my thesis and provided useful
feedback. The extended group who also worked on covetics - Prof. Marc Zupan
from UMBC who had new ways about thinking about results and for challenging
me to think outside of the box. Dr. Rick Everett, Dr. David Forrest and Prof.
Iwona Kasiuk, who provided insight, direction and shared their results.
To my mother, Rosemarie, who provided moral and financial support. You
have always been supportive of my dreams, through good times and bad. You
iv
listened to me talk about my work even though you are not a scientist; empathized
when it was frustrating and celebrated when I had breakthroughs. You motivated
me to keep going even when the road was rocky. I will be forever grateful to you.
v
Table of Contents
List of Figures viii
List of Abbreviations xii
1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Carbon Nanostructures . . . . . . . . . . . . . . . . . . . . . . 3
1.1.2 Carbon in Metals . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.3 Metal-Carbon Nanostructures . . . . . . . . . . . . . . . . . . 5
1.1.4 Cu-Carbon Nanostructures . . . . . . . . . . . . . . . . . . . . 8
1.2 Cu Covetics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2.1 Transparent Electrodes . . . . . . . . . . . . . . . . . . . . . . 13
2 Experimental Approach 17
2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1.1 Bulk Metal Fabrication . . . . . . . . . . . . . . . . . . . . . . 18
2.1.2 Thin Film Fabrication . . . . . . . . . . . . . . . . . . . . . . 18
2.1.3 Mechanical Polishing . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Characterization Techniques . . . . . . . . . . . . . . . . . . . . . . . 23
2.2.1 Transmission Electron Micropscopy . . . . . . . . . . . . . . . 23
2.2.1.1 Electron Energy Loss Spectroscopy . . . . . . . . . . 26
2.2.2 X-ray Diffraction . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2.3 Atomic Force Microscopy . . . . . . . . . . . . . . . . . . . . . 29
2.2.4 X-ray Photoelectron Spectroscopy . . . . . . . . . . . . . . . . 34
2.2.5 Time of Flight Mass Spectrometry . . . . . . . . . . . . . . . 36
2.2.6 Raman Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . 37
2.2.7 Ellipsometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3 Incorporation of C into the Cu lattice 41
3.1 Characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.1.1 Modeling Bulk Cu covetics . . . . . . . . . . . . . . . . . . . . 65
3.1.2 Electrical Properties of bulk Cu covetic . . . . . . . . . . . . . 73
vi
4 E-beam deposited Films 76
4.1 Structural Characterization . . . . . . . . . . . . . . . . . . . . . . . 76
4.1.1 Optoelectrical properties of e-beam deposited films . . . . . . 78
4.2 Improvement in Ampacity . . . . . . . . . . . . . . . . . . . . . . . . 88
5 Pulsed Laser Deposited Films 90
5.1 Fabrication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.1.1 Structural Characterization . . . . . . . . . . . . . . . . . . . 93
5.1.2 Electrical and Optical Properties of PLD Films . . . . . . . . 100
6 Conclusion 106
6.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106




1.1 Low carbon region of the Iron-carbon phase diagram . . . . . . . . . 6
1.2 Low carbon region of the Copper-Carbon phase diagram (31 ) . . . . 9
1.3 (a) Average price of Indium in the decades up to 2008, (b) cracks in
ITO film that can lead to increased electrical resistivity and eventual
device failure. (22 ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1 Schematic showing electron beam interaction with a sample in the
TEM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 Schematic of AFM apparatus.(51 ) . . . . . . . . . . . . . . . . . . . . 31
2.3 The XPS photoemission process whereby an incoming photon causes
the ejection of a photoelectron.(52 ) . . . . . . . . . . . . . . . . . . . 35
2.4 Raman spectroscopy of graphene showing the G peak emblematic of
pristine graphite and D peaks which is observed at the edges of the
graphene sheet.(53 ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.5 Schematic showing the J.A.Woollam Co. Inc. spectrometer.(55 ) . . . 39
3.1 Optical images of (a) an extruded Cu cv 3% sample cut to reveal the
bulk structure, polished surface (b) 5x, (c) 10x, (d) 20x, (e) 50x and
(f) 80x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2 (a) SEM-EDS spectrum of a Cu covetic bulk sample with nominally 5
wt.% C showing 3.67 wt.% (⇡ 15.32±0.7 at.%) C (b) SEM secondary
electron image of the region acquired, with mapping showing the
presence of (b) Cu, (c) O, and (d) C with false color images overlaying
the secondary electron image . . . . . . . . . . . . . . . . . . . . . . . 44
3.3 XPS survey spectra of a Cu covetic and Cu metal sample showing
atomic concentration of C 1s, O 1s and Cu 2p3/2 (a) before and (b)
after sputtering. Depth profile of the (c) Cu metal and (d) Cu covetic
samples showing average C concentration of 2 at.% (⇡ 0.38 wt.%) and
16 at.% (⇡ 3.5 wt.%) respectively after 50 min and 60 min of sput-
tering respectively. Photoemission spectra of the C 1s peaks after 30
minutes of sputtering of the (e) Cu metal and (f) Cu covetic samples
with deconvolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4 TOF-SIMS mapping and mass spectra of Cu and Cu cv 5% sample. . 50
viii
3.5 XRD spectra of Cu cv 5%, 10% and 15% showing slightly increase in
the lattice constant compared to bulk Cu and texturing in <111> . . 51
3.6 (a) Bright field TEM image of a sample with nominally 5 wt.% C in
the Cu covetic bulk, (b) is the HRTEM image from the area shown in
(a) showing a modulated structure. (c) Electron diffraction pattern
from the modulated region, (d) EDS spectrum from the area in (a) . 54
3.7 EELS C K-edge spectrum of (a) different allotropes of C: diamond,
amorphous C and graphite,(58 ) (b) single crystals of single walled
CNTs formed by self-assembly.(59 ) . . . . . . . . . . . . . . . . . . . 55
3.8 (a) HAADF image of Cu cv 5% bulk sample showing the regions
where a spectrum image was obtained. (b) High magnification of
spectrum image from the area shown in (a), (c) C K-edge after back-
ground subtraction of one pixel labeled 1 in (b) showing pre-peak at
285 eV and peak at 290 eV, (d) Gaussian fitting to edge in (c), (e)
C-K edge of activated carbon fitted with Gaussian peaks . . . . . . . 57
3.9 (a) EELS spectrum from a single pixel of the Cu M edge before de-
composition, (b) Spectrum after PCA decomposition, (c) scree plot
showing three principal components. . . . . . . . . . . . . . . . . . . 58
3.10 Decomposition of the C K-edge from the spectrum shown in Figure
3.8(b) resulting in the (a) signal space and (b) navigation space . . . 61
3.11 (a)SEM image of surface of a Cu cv 3% sample showing inclusions
(b) Cross-section of the same sample showing that inclusions are per-
sistent within the bulk, (c) Low magnification TEM image of lamella
made from the same sample showing a few inclusions, (d) a single
inclusion, elliptical in shape, measuring ⇡ 830 nm ⇥1090 nm . . . . . 62
3.12 HRTEM image of a region outside the inclusion. The inset of (a)
is the [1¯11] electron diffraction pattern from the same region, (b)
HRTEM image of a region inside the inclusion with a d-spacing mea-
suring 0.233 and 0.283. The inset of (b) is an electron diffraction
pattern taken inside the inclusion. TEM-EDS spectrum of regions
(c) outside and (d) inside the inclusion, showing 0 wt.% and 2.33
wt.% C respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.13 Decomposition of the C K-edge from the inclusion in the Cu cv 3%
sample resulting in the (a) navigation space and (b) signal space . . . 65
3.14 (a) 2D model showing the graphene plane (yellow) superimposed on
the B and C sites of the Cu (111) plane (blue), (b) 3D model showing
the C atoms (blue) at the interstitial sites in the Cu (red) fcc lattice . 66
3.15 DFT model of the covetic supercell after relaxation to the lowest
energy state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
ix
3.16 (a) Average Raman Spectrum from 20 points along a 300 µm line from
Ag cv 6%, each spectrum is shown in the inset, (b) Average Raman
spectrum from 10 points along a 400 µm line of a Cu cv 5% sample
with each spectrum is shown in the inset, (c) Phonon Density of
states shows a good fit with the experimental data acquired in (a), (d)
Phonon density of states plotted with the experimental average data
in (b) indicates the best fit occurs when only one layer of graphene
nanoribbons is bonded to the top Cu plane. . . . . . . . . . . . . . . 71
3.17 Model of the Cu covetic generated using CrystalMaker R , (b) sim-
ulated electron difraction pattern from the structure in (a) using
SingleCrystalTM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.18 Electrical conductivity of Cu cv 3% and Cu metal wires as a function
of temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.1 (a) SEM-EDS of an 18 nm thick Cu cv 5% film deposited by e-beam
on Si. (b) AFM of surface of the film with roughness ⇡1 nm (c)
cross section HRTEM image of a region within this film, (d) XRD
spectrum of the same film displaying a crystalline structure with Cu
[111] texture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 (a) HAADF survey image showing target region for EELS spectrum
imaging in green and spectra sum in red, (b) integrated spectra of the
target (red) region showing Cu M-edge, C K-edge and O K-edge, (c)
Magnified spectrum image of target region. Maps of (d) Cu M-edge,
(e) C K-edge, (f) O K-edge and (g) line profiles of the Cu, C and O
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.3 (a) Optical Image of 10 nm, 20nm and 30 nm e-beam Cu covetic
films (b) Transmittance measurement comparing Cu metal (0% C)
with e-beam nominal Cu cv 5% films of 10, 20 and 30 nm thickness.
(c) Stability measurement comparing the resistivity of Cu metal with
Cu cv 5% films in air. (d) Transmittance vs. sheet resistance of the
e-beam covetic and Cu films measured at 550 nm . . . . . . . . . . . 81
4.4 (a)Transmittance measurement comparing e-beam Cu cv 5% and Cu
cv 15% films grown at room temperature, (b) Electrical stability mea-
surement of the Cu cv 15% films grown at room temperature (250 C),
(c) Transmittance measurement so Cu cv 15% films grown at 250 C
and 3500 C, (d) Electrical stability of the films Cu cv 15% films grown
at high temperature (3500 C). . . . . . . . . . . . . . . . . . . . . . . 84
4.5 AFM height and phase of a Cu cv 15% film grown at 3500C measured
over a three month period shows very little change in the height and
phase contrast, indicating a stable structure. . . . . . . . . . . . . . . 86
4.6 Ellipsometry of Cu cv 5% and Cu metal e-beam films on Si substrate
using the same B-spline model and the corresponding optical constants. 87
4.7 Current at thermal limit as a function of the sample width for 20 nm
films. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
x
5.1 AFM images comparing the grain structure in the height image (left
column) the phase contrast (center column) and KPFM images (right
column) mapping the surface potential of a Cu covetic and Cu metal
sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.2 (a) X-ray diffraction of the Cu cv 4% films grown via PLD described
in table 3, (b) XPS of film (7) showing 0.55 wt.% (2.87 at.%) C
concentration in the film region, with the inset showing the C 1s peak. 96
5.3 (a) Low resolution image of a TEM cross section lamella made using
FIB, (b) TEM bright field image of the Cu cv 4% PLD film (7)
measuring 21.16 nm on Si (100) with Pt protection layer, (c) HRTEM
of film and substrate, (d) nanodiffraction from film region. . . . . . . 97
5.4 (a) HAADF survey image showing target region for EELS spectrum
imaging in green and region for spectra sum in red, (b) Magnified
HAADF image of target region, (c) spectrum image of the target
region in the energy range of the C K-edge, (d) integrated spectra
from region highlighted in red after background subtraction, (e) Line
profile across the scanned region, (f) C K-edge distribution in scanned
region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.5 Decomposition of the Spectrum image of Film 7 using Blind Source
Separation, shows three clear regions in the navigation and signal
spaces: background, C contamination and C from the covetic film
region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.6 (a) TEM bright field image of a cross section lamella of the Cu cv
4% PLD film (8) made using FIB measuring 50.23 nm (b) Diffraction
from film region including some of the substrate, (c) EELS spectrum
from the film after background subtraction. . . . . . . . . . . . . . . . 102
5.7 (a) Transmittance of Cu cv 4% PLD films, (b) Stability measurement
of Cu cv 4% - Film 8, (c) Figure of Merit comparing Cu covetic films
with various materials.(36 ),(37 ),(3 ),(4 ),(47 ),(88 ),(78 ) . . . . . . . . 104
5.8 (a) Spectroscopic data of Cu coveitc film (8) deposited by PLD, (b)
derived optical constant from the data in (a) . . . . . . . . . . . . . . 105
xi
List of Abbreviations
AFM Atomic Force Microscopy
BSS Blind Source Separation
CNT Carbon Nanotube
CVD Chemical Vapor Deposition
EDS Energy Dispersive x-ray Spectroscopy
EELS Electron Energy Loss Spectroscopy
FIB Focused Ion Beam
KPFM Kelvin Probe Force Microscopy
MVA Multi Variate Analysis
PCA Principal Component Analysis
PLD Pulsed Laser Deposition
SEM Scanning Electron Microscopy
SIMS Secondary Ion Mass Spectroscopy




Copper is an essential component in motors for wiring, radiators, connectors,
brakes, and bearings used in vehicles, communication equipment and power genera-
tion. Any improvement in the electrical and/or thermal properties of copper could
have wide ranging implications as losses in high voltage transmission lines alone
can be calculated in the billions of dollars. Additionally, the ubiquity of copper
in consumer electronic devices, which use copper wire as conductors would mean
lower power demands and higher efficiency if the electrical, thermal and mechanical
properties of copper are improved.
Conductors must be able to transmit electrical power or data signals with min-
imal loss. The material properties used in these conductors are of critical importance
to their performance. In high-tension power cables, the tensile strength and stability
of the material are important factors to withstand high thermal loads. High-tension
wires are typically made from an aluminum alloy with steel reinforced cores. In data
servers, cables made from Cu are used to transmit data with high carrier frequen-
cies. Cu is also used in interconnects in integrated circuits within servers.(1 ),(2 )
An interconnect in an integrated circuit (IC) distributes clock and signal, as well as
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provides a path for the current and ground. Its performance is determined by the
current-carrying capacity, resistance, inductance and capacitance.(2 ) Engineering
solutions have made it possible for Cu to be used in IC interconnects in a layered
structure,(1 ) but problems with exposed Cu persist, especially as dimensions shrink
due to the high propensity of copper to oxidize when exposed to the environment.
In aerospace and naval applications, cabling is used for communication sys-
tems, power supply and navigation. NASA has been on a mission to improve the
payload and fuel efficiency of aircraft. Since cabling is a major component of the
total mass of aircraft, any substantial improvements in the ampacity would aid in
achieving this goal. On naval ships and aircraft carriers corrosion due to the sea
salt environment presents a unique challenge. In these environments, reliability is
important, and conductors must be able to withstand large changes in pressure
and temperature without large variations in resistivity. Cu conductors face some
challenges in this regard. They have limitations such as poor cycling fatigue, lower
electrical conductivity as temperature increases. Hence, there is great demand for
an electrical conductor that has >50% higher conductivity per mass and superior
mechanical properties than comparable rated Cu wires, particularly when operat-
ing at high temperatures (5000 - 6000 F). In addition to electrical conductivity new
conductors must also have high strength, low AC loss characteristics and be rugged
enough for real world applications where corrosion, wear and tear and other factors
are a reality. Volume density is also crucial, since a new conducting wire could be
lighter, with equal resistivity but have a large diameter or cross section compared
to Cu, which would increase the weight of insulation coating.
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1.1.1 Carbon Nanostructures
Recent developments of carbon-based conductors, carbon nanotubes (CNTs)
and graphene, have shown superior properties to traditional conductors like Cu.
(3 )(4 )(5 )(6 ) CNT’s have current carrying density of ⇡ 4⇥ 109A/cm2, three orders
of magnitude higher than Cu. A cable made of CNTs could reduce traditional cable
mass per unit length by up to 50%. They have also been able to withstand >200,000
bending cycles without increase resistivity, and exhibit no increase resistivity after 80
days in a corrosive environment.(7 ) The major challenge with CNTs is the inability
to produce bulk quantity with suitable purity in a reproducible manner. CNTs
suffer from lower conductivity than traditional conductors like Cu. Wires made
from CNTs have shown electrical conductivities of up to 3⇥ 104S/m,(6 ) but this is
an order of magnitude below the conductivity of Cu metal (5.8⇥105 S/cm). Further
improvements in CNT growth would make such wires a true contender for a new
class of commercial electrical conductors.
Another form of carbon with impressive properties is graphene. It has high
electron mobilities ⇡ 1500 cm2V  1s 1, low resistivity ⇡ 106 Ohm-cm and high op-
tical transmittance (95% for 2 nm thick film).(8 ) Fabrication and performance of
graphene has improved steadily over the past decade. Bae et. al. have demonstrated
large scale roll-to-roll production of graphene grown on flexible Cu substrates with
sheet resistance of ⇡ 125 Ohm/sq with 97.4% optical transmittance and layer by
layer stacking to fabricate a HNO3 doped four layer film with 30 Ohm/sq at 90%
transmittance.(4 ) Khrapach et. al. have intercalated FeCl3 into few layer graphene
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(FLG) to achieve sheet resistance of 8.8 Ohm/sq with an optical transmittance of
84%. FeCl3 enhances the electrical conductivity of FLG while maintaining the high
optical transparency of graphene.(3 ) The challenge of graphene has been main-
taining the high electrical conductivity at large scale. With further improvements,
graphene based materials could be the likely replacement for ITO as a transparent
conductor.
1.1.2 Carbon in Metals
Incorporating carbon in the lattice of metals can improve the performance of
the base metal. There are three main ways to accomplish this: metal carbide forma-
tion, nanocarbon catalysis reactions and metal-nanocarbon composite formations.
The resulting mixture can exist as a compound e.g. Fe3C, an alloy or a composite.
In a compound, such as Iron carbide, the arrangement of the atoms occurs in a
fixed stoichiometry and forms a stable structure. An alloy forms when there is local
order for a range of concentrations of the two (or more) elements in the alloy. In
a composite, the two components are phase separated and may form particles. In
steel, iron and a small amount of carbon (1 - 2 wt.%) are mixed and form various
phases as shown in Figure 1.1. Carbon increases the strength of the base metal by
preventing the atomic planes of the metal from slipping under stress or strain. The
precise amount of carbon in steel is quite important; too low concentration and the
alloy becomes soft and weak, too much and it becomes brittle. As the carbon con-
tent increases the ductility, strength and hardness changes. Therefore, the solubility
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of C in the metal is very important. ↵ Fe (BCC structure) can only accommodate
0.022 wt.% of carbon, while the     Fe (FCC structure) has a solubility limit of
2.14 wt.%. Due to the impressive results obtained by incorporating carbon in iron
and wide industrial applications of steel, researchers have sought to exploit the pos-
sibility of incorporating carbon into other metals that would result in the possible
formation of new carbides or metal-carbon alloys. However, since the discovery and
isolation of graphene, (9 )(10 )(11 )(12 ) the development of fabrication techniques
have produced new designs that allow for the incorporation of nanocarbon struc-
tures into metals. (13 )(14 )(15 )(16 ) These metal-nanocarbon composites aim to
enhance the properties of metals by incorporating the superior strength electrical
and thermal conductivity of carbon nanostructures into the metal. The expecta-
tion is that the resulting structure will maintain or even enhance the properties of
the metal-carbon composite. Metal-CNTs (5 )(17 ) and metal-graphene (8 )(18 )(19 )
composites have been attempted, but the main challenge is to create a homoge-
neous structure where the carbon resides in the metal matrix without migration or
precipitation. These designs have yet to prove commercially viable because tradi-
tional fabrication techniques such as roll-to-roll or sintering process would destroy
the composite structure.
1.1.3 Metal-Carbon Nanostructures
Carbon can bond to metals during nanocarbon catalysis reactions. Nanocar-
bon structures such as carbon nanotubes (CNT) and graphene have been grown
5
Figure 1.1: Low carbon region of the Iron-carbon phase diagram
Dr. Ali Salami Golezani - http://kiau.ac.ir/~materialsscience/index_
files/6-Iron\%20\&\%20Steel.pdf
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on metals using chemical vapor deposition(CVD).(4 )(13 )(15 )(20 )(21 )(22 )(23 ) In
CVD, a hydrocarbon precursor undergoes a catalytic decomposition using a transi-
tion metal. At elevated temperatures carbon is soluble in most transition metals.
The most effective transition metals Cu,(13 )(23 ) Co, Ni,(24 ) and Fe act as cata-
lysts by facilitating the decomposition of volatile carbon compounds. These metals
are also known to form metastable carbides and carbon is able to diffuse over the
surface and into the metal quite rapidly. The formation of nanocarbon structures
occurs via different mechanisms depending on the metal used. In the case of Ni, the
carbon dissolves into the metal to form a solid solution and upon cooling precipitates
to the surface as a continuous film of highly crystalline graphite with the graphite
basal planes oriented parallel to the substrate surface. Though the mechanism is
similar for CNT and graphene growth, the form of carbon produced depends on the
physical dimensions of the catalyzed reactions.(25 ) Instead of metal foils used in
the growth of graphene, metal particles with spherical or pear shaped geometry can
be used to produce CNTs.
The CVD of graphene on copper is done under low (0.5 - 50 Torr) or atmo-
spheric pressure of methane and hydrogen gas mixture in various ratios. The growth
mechanism on Cu is surface related, but not due to diffusion from the bulk.(23 ) Cu
is usually annealed in hydrogen to remove copper oxide, but annealing also has the
side effect of increasing grain growth and removing surface defects from a Cu foil.
Once the methane is added, uniform nucleation of graphene islands on the Cu sur-
face occurs, where initial graphene domains may have different lattice orientations
depending on the orientation of the Cu grains. As time progresses the domains in-
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crease and coalesce into a continuous film. Due to the very low interaction between
Cu and C the reaction is self-limiting to one monolayer. Cu is a unique catalyst for
growing graphene because Cu has closed d-shells and strong free electron-like surface
states, has low solubility to C and high catalytic activity from hydrocarbons.
It is of paramount importance to understand the structure and properties
of any new alloy or composite. In the case of metal-carbon nanostructures, first
principles studies conducted by Gong et, al.(26 ) show that graphene can bond to
metal surfaces in predominantly two ways depending on the metal: physisorption
or chemisorption. In physisorption the metal substrate and graphene do not form
a chemical bond at the interface, but charge transfer takes place while preserving
graphene’s pi-bond structure. In chemisorption, the interface forms a metal carbide
bond that disturbs graphene’s electronic structure and forms a hybridized bond
between the metal’s d-orbital and graphene’s pi-orbital. Additionally, graphene can
be doped when in contact with a metal. For example, copper, work function (WF)
⇡ 5.2 eV, has been shown to n-dope graphene, WF ⇡ 4.6 eV, via Pauli repulsive
interaction and electron transfer.(19 )
1.1.4 Cu-Carbon Nanostructures
There are several advantages to developing metal-carbon composites. Carbon
allotropes, such as graphene and CNTs, have been combined with metals to be used
as electrodes in lithium batteries,(17 ) heat exchangers in semiconductor devices,(27 )
supercapacitors,(28 ) tribological coatings in fuel cells,(29 ) and as magnets and su-
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Figure 1.2: Low carbon region of the Copper-Carbon phase diagram (31 )
perconductors.(30 ) Cu has been of great interest for the formation of metal-carbon
composites and carbides in some of these applications as well, but until recently
it has had limited success due to the low solubility of C in Cu, which lies in the
range of parts per million as shown in Figure 1.2.(25 ) Additionally, Cu-C composites
have faced challenges because of the weak adsorptions energies on low dimensional
carbon allotropes such as CNTs and graphene; but novel solutions such as those
employed by Gong et. al. have shown that it is possible to increase the binding
energy of the Cu-graphene interface by 60% by using Pt as the third metal in a
metal-graphene-metal sandwich.(19 )
Graphene can also be used to reinforce soft metals like Cu. Using a technique
where dissolution of carbon in a molten metal at a specified temperature and then
allowing the dissolved carbon atoms to nucleate and grow on top of the melt at
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a lower temperature, Amini et. al. (24 ) have been able to grow a few layers of
graphene on molten Cu. In order to achieve uniform distribution throughout the
surface a powdered C source is used and in some cases metal particles are added to
carbon nanotubes. Despite these advances, there are many challenges involved to get
graphene to disperse in metal matrix to form composites with existing conventional
metallurgical processes, due to the large density difference between graphene and
the metal matrix.(8 )
Cu-CNT composites have also been used to enhance the mechanical proper-
ties of metals.(17 ) Yang et. al. have used a composite containing single walled
CNTs to reinforce Cu, improving the micro-hardness of pure Cu while maintaining
the electrical conductivity using electrodeposition under and ultrasonic field.(32 )
This technique improves the interfacial adhesion between the CNTs and the Cu
matrix, overcoming the intrinsic van der Waal forces among CNTs that always lead
to agglomeration and cause the decrease in the conductivity of Cu. Uniform dis-
tribution can lead to improved properties, while agglomeration leads to only local
improvement and overall reduced performance.
The potential to improve the electrical properties of metals is great. In general,
C incorporation in a metal reduces the conductivity of the metal, however with the
introduction of graphene and CNTs structures, it may be expected that the overall
conductivity will increase since their conductivities are higher than copper. Small
amounts of carbon in Cu-graphene composites have already been shown to exhibit
good thermal, electrical and mechanical properties in comparison with other Cu-
based metal matrix composites and have been considered as replacements for Ag
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contacts in electronics.(33 )(34 )
1.2 Cu Covetics
Due to the challenges associated with Cu-C composites, there have been ongo-
ing efforts to study different ways to incorporate C in the Cu structure to realize the
many potential advantages that such a material could provide. We investigate the
structure and properties of a new material formed by the incorporation of carbon in
concentrations up to 16 at.% into the crystal structure of copper that we refer to as
Cu covetic. "Covetics" are a new class of materials formed by the incorporation of
high concentrations of nanoscale carbon embedded in a metal matrix.(35 ) The car-
bon does not phase separate after subsequent melting and re-solidification despite
the absence of a predicted solid solution at such high concentrations in the binary
phase diagram.(31 ) The high carbon in Cu covetic could enhance many important
properties of the copper host and result in a material that can replace copper in
many applications. Cu covetic bulk material can also be sintered into a powder or
deposited into a film for applications at the nanoscale.
In this thesis we investigated whether carbon is present in Cu covetic bulk
samples by comparing it to the base material, Cu metal (Chapter 3). We used SEM-
EDS to study the size and distribution of carbon regions in Cu covetics. Given the
challenges associated with hydrocabron contamination at the surface, we found that
SEM-EDS was not a sufficient technique for reliably measuring the carbon content
in Cu covetic. XPS, a system with high vacuum and the ability to sputter below the
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surface, was used to provide a more reliable measurement of the carbon content in
Cu covetic. We found that the C 1s photoemission spectra is persistent deep into the
bulk of Cu covetic and at much higher levels than the base metal, by sputtering away
the surface hydrocarbon contamination. Once we identified the presence of carbon
in Cu covetic samples, we sought to elucidate how the carbon incorporated using
XRD. No allotropes of carbon were found, but there was a slight increase in lattice
constant and texturing in the (111) crystallographic direction, which suggested a
change in the structure. In order to further investigate the source of the texturing
we used electron diffraction and high resolution TEM. Our results show that carbon
is not uniformly distributed in these samples, but in regions where carbon is present
there is modulation in the structure and an increase in the interplanar distance (d-
spacing). Electron diffraction patterns from these regions show new reflections not
associated with Cu metal or any of its oxides (Chapter 3). In order to understand
the form of carbon and its bonding in Cu covetic, we acquired EELS data from
these regions in scanning TEM mode. A C K-edge with a fine edge structure is
clearly identified, which is comprised of features indicative of transitions from the 1s
to ⇡⇤ anti-bonding unoccupied orbital of carbon, which are known to be strongest
in graphene-like carbon. This finding is corroborated by deconvolution of the C
1s photoemission spectra which indicated up to 35% sp2 bonded C in Cu covetic
(Chapter 3).
Given that Cu metal is a good conductor, and carbon typically reduces the
conductivity of metals, we sought to investigate the effect of carbon incorporation
on the properties of Cu covetic (Chapter 3.1.1). As such, the conductivity of bulk
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Cu covetic drawn into wires were measured. We found that the conductivity first
decreased then increased with the nominal carbon content, slightly surpassing the
conductivity of Cu metal at nominally 9%. Cu cv 9% bulk samples were measured
to have 2.42 wt.% C and 15% sp2 C by XPS. Copper is a cheap and ubiquitous
metal, and would be a good candidate for a transparent conductor, but its electrical
properties are compromised as dimensions shrink due to oxidation. Therefore, we
investigated the extent to which Cu coveitc could overcome this challenge, and its
suitability as a transparent conductor by depositing thin films using bulk Cu coveitc
as a target (Chapter 4).
1.2.1 Transparent Electrodes
Transparent conducting electrodes are a critical component in optoelectronic
applications such as displays, solar cells, and touch screens.(22 ) Transparent elec-
trodes are traditionally made of either conductive polymers or transparent conduct-
ing metal oxides (TCOs). The current TCO commercial industry standard, indium
tin oxide (ITO) has a sheet resistance of 10 Ohm/sq and optical transparency of
⇡ 90%. (3 )(4 )(36 )(37 )(38 ) ITO can also be applied at relatively low temperatures
compared to other TCOs, and it is easier to etch than materials with comparable
conductivities and transmittances. Its primary limitation is that it is too brittle for
many device applications, such as flexible displays, because it easily breaks under
2-3% strain.(4 )(22 ) Any micro cracks that develop from repeated use of devices
containing ITO can propagate leading to a sharp decrease in the film’s electrical
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Figure 1.3: (a) Average price of Indium in the decades up to 2008, (b) cracks in ITO
film that can lead to increased electrical resistivity and eventual device failure. (22 )
conductivity. This places a limitation on the durability of the devices. ITO also has
a high index of refraction, which leads to unwanted reflections and as such an anti
reflective coating has to be added to devices to alleviate this problem, which in turn
increases cost. ITO is comprised of 75% indium, which is a rare (occurring naturally
at concentrations of 0.05 parts per million) (36 ) and expensive element.(22 ) Price
fluctuation and increased demand has pushed for the development of alternative
TCOs (seen Figure1.3). By comparison Cu is 1000x more abundant than indium
and 100x time less expensive, making it an attractive candidate to replace ITO.(36 )
Graphene has been proposed as a replacement for ITO because it can re-
sist up to 6% strain (20% for single layer graphene).(4 ) Metal nanostructures may
also be used to form transparent conductors with higher performance and better
mechanical stability than ITO,(39 )(40 )(41 ) but with lower material and manufac-
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turing costs. Metal nanostructures such as silver nanowires,(39 )(42 )(43 )(44 ) gold
nanowires,(45 )(46 ) and recently copper nanowires are demonstrated to be excellent
potential candidates for replacing ITO electrodes; however, there are still issues that
prevent them from being used in practical applications, primarily production cost
and scalability. Cu nanowires are particularly attractive due to their low cost and
high conductivity; (4 )(22 )(36 )(39 )(47 )(48 ) however, copper exhibits poor environ-
mental stability. The long term stability of exposed copper does not yet meet the
standard for practical applications.(37 ) though core-shell structures or atomic layer
deposition coatings on Cu nanostructures have demonstrated reduced oxidation.(38 )
We deposited thin films (10 nm - 30 nm) of Cu covetic using e-beam deposition
and a Cu covetic target with nominally 5% C (measuring 1.2 wt% C by XPS).
Despite not measuring an appreciable amount of C in these film by XPS, our results
(Chapter 4) show that Cu covetic e-beam films exhibit higher optical transparency
with better electrical conductivity that are more stable in environmental conditions
than Cu metal films of the same thickness. We infer that C present below the
detectability limit of XPS gives rise to these improvements. In an attempt to increase
the carbon concentration, we deposited films using PLD at powers that are higher
than can be achieved with e-beam deposition. PLD is known to transfer ions,
molecules and larger structures in the ablation process. As such, we sought to
employ this method to transfer the structures we observe in the bulk into thin films.
Cu covetic PLD films made from nominally 4% target show uniform integration of
carbon in these film (Chapter 5), with some modulation, but inclusions observed
in bulk samples are not present in these films. These films show up to 4.1 ± 0.6
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wt.% C by XPS, which indicate that under the right conditions PLD can transfer
the same concentration of C from the bulk to the films. We observe evidence of sp2
carbon in PLD Cu covetic films and a peak in the C K-edge in EELS indicative of
transitions from 1s to ⇡⇤ anitbonding unoccupied state similar to that observed in
bulk samples, suggesting that the C transferred is graphitic in nature. It is apparent
that the high electron mobility of the graphitic structures that form in the Cu lattice
enhances the charge transport in the covetic structure without being hindered by
highly resistive sites typical of carbon nanostructure films. We measure electrical
resistivity two orders of magnitude lower in PLD Cu covetic films than e-beam films
of the same thickness. Cu covetic films show good promise as transparent electrodes.
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Chapter 2: Experimental Approach
2.1 Overview
Bulk Cu covetic was fabricated by Third Millennium Materials, LLC and pre-
pared for analysis using mechanical polishing. Thin films were fabricated using the
as received material as targets in pulsed laser deposition (PLD) and e-beam deposi-
tion. X-ray diffraction (XRD) and Transmission Electron Microscopy (TEM) were
used for structural analysis of bulk and film samples. Scanning Electron Microscopy
(SEM) was used to investigate the surface morphology and uniformity of the car-
bon distribution which was measured using Energy Dispersive x-ray Spectroscopy
(EDS) mapping. Atomic Force Microscopy (AFM) was employed to measure grain
size and surface roughness of the copper covetic films. Chemical composition was
determined using X-ray Photoelectron Spectroscopy (XPS) and Electron Energy
Loss Spectroscopy (EELS). Raman Spectroscopy was used to study carbon bond-
ing in the structure. The electrical properties were measured using a 4-point probe
station and optical measurements made using a UV-VIS spectrometer.
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2.1.1 Bulk Metal Fabrication
Cu (99.99%) was converted to Cu covetic by adding 3, 4, 5, 9, 10 or 15 wt.% C
to Cu by Third Millennium Materials, LLC (e.g. 5 wt.% C in Cu is denoted Cu cv
5% ). The conversion process involves melting (> 10850 C) the metal in an induction
furnace and stirring in the desired i.e. 5 wt.% (21.78 at.%) particles of activated
carbon with diameter of  50 µm to the liquid metal. A high DC current, ⇡ 150
A, is applied to the mixture via graphite electrodes from an arc welder, creating a
localized plasma arc.(49 ) The arc initiates a polymerization reaction by ionizing C
to Cn+ or Cn . These carbon ions react with each other and with melted copper
atoms forming C-C and Cu-C bonds, in a networked structure. The material is
allowed to cool in an argon blanket to prevent oxidation. This process of bonding
C to Cu is preserved under cooling and further re-melting and re-solidification.
2.1.2 Thin Film Fabrication
Two deposition techniques were used to deposit copper covetic films: e-beam
deposition and pulsed laser deposition (PLD). For e-beam deposition, bulk Cu cv
5% or pure Cu metal, 99.99% (0% C) was used as the target from which material
was transferred to Si and glass substrates using a Denton e-beam evaporator. Si
purchased from University Wafer was p-type, Boron doped with orientation (100)
± 0.5 degrees, thickness 380 µm, and resistance of 1 - 10 Ohm-cm. Si (111) wafers
had similar properties to Si (100), but a lower resistivity of 0.004 - 0.005 Ohm-cm.
The target was placed in a Molybdenum crucible and the substrate mounted at the
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top of the chamber in the Denton e-beam evaporator. The chamber was evacuated
to a base pressure of ⇡ 5 ⇥ 10 6 Torr. Once the base pressure was achieved a
voltage of 8 kV current of 90 - 130 mA were applied; causing electrons to bombard
the target until it reached its melting point. The current was adjusted such that
the evaporation rate was 0.2 - 0.3 nm/sec. The shutter covering the substrate was
then removed allowing material to be deposited on its surface. For some of the
depositions the substrate was heated to 5000 C before deposition commenced.
For PLD film growth the target material was transferred into a thin film using
a Blue Wave Semiconductor PLD system, employing a Quantel Brilliant B solid-
state Nd:YAG pulsed laser (400 mJ/pulse @ 532 nm, 10 Hz) at powers ranging from
1.8  3.55W ± 0.5W .(50 ) Evaporation takes place in an Ar (99.9999%) atmosphere
with  10 ppb O2 and  20 ppb H20,  100 ppb THC,  5 ppb N . Once the base
pressure of ⇡ 1 ⇥ 10 6 Torr is reached, the Ar gas was flowed at a rate of 3 sccm.
to achieve a deposition pressure of 100 mTorr and the substrate was heated to the
desired temperature ranging from 1500 - 5000 C. The rotating target was ablated for
1 minute prior to deposition after which the film was deposited on either Si (100),
glass and/or quartz substrates for times ranging from 20 - 64 minutes. Glass and
quartz slides were purchased from Ted Pella Inc, where the latter is a high purity
GE124 quartz that is amorphous and has been fused into a glassy material. Quartz
slides had electrical resistivity of 7 ⇥ 107 Ohm-cm at 3500 C and were suitable for
high temperature environments up to 12500 C. After the deposition the samples were
cooled to room temperature in 100 sccm argon gas. Films with various thicknesses
of Cu covetic and Cu metal (0% C) were deposited for comparison.
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2.1.3 Mechanical Polishing
Bulk Cu covetic and pure Cu samples, were cut from the as cast bulk copper
and polished for Scanning Electron Microscopy (SEM) and X-ray photoelectron
spectroscopy (XPS) in an iterative process using a platen polishing wheel. The
sample was mounted to a TEM thinning fixture which was first place on a hot plate
at 1500 C and hot mounting wax was applied to the surface of the thinning fixture.
The sample was placed on the wax on top of the fixture and a level used to ensure
accurate alignment. This ensures that the sample surface is parallel to the grinding
plane, resulting in a uniform thickness across the sample as it is thinned. The sample
was ground and polished using an Allied polishing wheel to ensure a flat surface.
It was necessary to avoid using abrasives that contain carbon to prevent cross
contamination of the samples. As such, the samples were polished with a series
of aluminum oxide lapping films: 30 µm, 12 µm and 9 µm as presented in Table
2.1. Red Lube, a viscous glycol based lubricant, was used with the lapping films
instead of water to reduce surface tension, dissipate heat and improve surface finish.
Intermediate polishing was performed with 3 µm aluminum oxide polishing solu-
tion and 1 µm deagglomerated alumina suspension on separate DiaMat polishing
cloth. DiaMat is a medium-nap, woven wool cloth, which provides good edge re-
tention and surface finish on a wide variety of materials. Deagglomerated alumina
suspensions are chemically stable, premixed formulas and are ideal for polishing of
metallographic specimens. Final polishing was performed with 0.04 µm colloidal sil-
ica suspension, with the addition of hydrogen peroxide (H2O2) as an attacking agent.
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Table 2.1: Procedure for Polishing Cu metal and Cu covetic bulk samples
Step 1 2 3 4 5 6
Abrasive
Size (µm)
























- - - DiaMat DiaMat Final A














2 mins 2 mins 3-5 mins
*
Water is only used to pre-soak and rinse the cloth after use
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The chemicals from the colloidal silica suspension and H2O2 remove the smeared
layer on the surface and reveals the true, unaffected metal underneath. H2O2 (30%
strength) was mixed into the colloidal silica suspension, at 10% H2O2 by volume,
to enhance the suspension’s oxidizing power. This mixture was used on Final A
polishing cloth, which is a low nap cloth that produces a smooth, artifact-free con-
dition for most materials; it also has good chemical resistance, which makes it an
ideal cloth for polishing. After each grinding and polishing step, the sample and
fixture were cleaned with micro organic soap to remove debris and abrasive particu-
lates, and rinsed with water. After polishing, the sample was sonicated in isopropyl
alcohol and then dried using compressed air spray. This reduces the likelihood of
scratches on the sample due to cloth contamination.
The samples were then removed from the fixture and sonicated first in acetone
followed by isopropyl alcohol for five minutes each to remove any loose particles that
might be left from the polishing procedure. Samples were characterized using a Hi-
tachi SU-70 field emission SEM, with spatial resolution of 1 nm and attached Bruker
EDS Si drift detector (SDD), energy resolution 120 eV. Lamellas for transmission
electron microscopy (TEM) were prepared from the bulk samples by mechanical
polishing followed by Ar+ ion milling and from the thin film samples by a Helios
550 FIB/SEM or Tescan GAIA3 FIB/SEM. The samples were plasma cleaned prior
to TEM observation to remove organic surface contamination using a South Bay
PC-2000 Plasma cleaner with a mixture of Ar/O2 plasma.
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2.2 Characterization Techniques
2.2.1 Transmission Electron Micropscopy
Transmission electron microscopy (TEM) is an imaging technique that uses
the wave-particle duality of electrons. This is analogous to the use of light for
optical microscopy. Electrons are extracted from a repository by applying a voltage
across a source and are accelerated though a series of electromagnetic lenses at
relativistic speeds. As the electrons pass through the lenses they feel forces due
to the magnetic fields. The magnetic field inside each lens causes the electrons to
spiral and the radius to change, which allow the beam to be dispersed, converged
and focused by changing the field via the current in the copper coil of the different
lenses in the microscope column. The focal length of the electromagnetic lenses can
also be changed by changing the current and in turn, the magnification of the image
is also changed. Once the electrons exit the field they do not spiral anymore, but
their trajectory may be in a different direction from before entering the lens due to
the spiraling. All electrons that are emitted from the lens at the same time arrive
at the image plane at the same time. Electrons emitted at different angles do not
travel the same distance and this gives rise to a broadening of the image (decrease
in resolution) called spherical aberration. In some microscopes, additional lenses
are added below the main lenses to correct for aberrations (primarily objective lens)
due to the inherent aberration of previous lenses.
Electrons travel from the source through the lenses and to the sample at the
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same energy. Once they interact with the sample they feel the potential of the elec-
trons in the sample, which depends on the type of atoms present in the sample. The
beam passes though the sample, which is prepared to be electron transparent using
various techniques, where they interact with the atoms in the structure leading to
elastic and inelastic scattering. There are imaging and diffraction modes which are
projected on a phosphorus screen where an image (or diffraction pattern) of the
region interacting with the beam can be observed. Elastically scattered electrons
are collected and contribute to the diffraction pattern and the image. The specimen
chamber has a base pressure of ⇡ 10 6 Torr. The TEM can be operated in trans-
mission mode, or scanning transmission mode (STEM) and various detectors are
located around the column to collect x-rays, and transmitted electrons, as shown
in Figure 2.1. TEM observation of the copper covetic samples was carried out in a
JEOL 2100F Field Emission TEM operated at 200 kV with a spherical aberration
coefficient of C
s
= 0.5 mm, point-point resolution of 0.19 nm and lattice resolution
of 0.10 nm. The specimen chamber has a base pressure of ⇡ 10 6Torr.
As electrons from the beam interact with electrons in the sample, these incident
electrons transfer energy to the electrons in the core and can cause an electron to
be ejected (secondary electron). Valence electrons from higher energy states (shells)
undergo transitions to fill the vacancy in the lower band left by the ejected electron..
These transitions give rise to reduction in energy, which is released as photons (x-
rays) that are collected by a detector. X-rays are used in generating EDS spectra
and mapping images which give information about the composition of the sample
and the distribution of elements in the sample. These x-rays have a characteristic
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Figure 2.1: Schematic showing electron beam interaction with a sample in the TEM
energy for each atom where a high intensity peak indicates higher concentration of
that element. EDS in the TEM was performed with an Oxford Inca EDS detector,
energy resolution 124 eV. The concentration of an element is determined from the
integrated intensity of its peak, eg. for an alloy containing two elements A and B,
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2.2.1.1 Electron Energy Loss Spectroscopy
Electron Energy Loss Spectroscopy (EELS) is a critical tool for chemical anal-
ysis as well as for probing the electronic structure of materials. As the incident
electrons pass though the sample most electrons pass through without losing any
energy and form the zero-loss peak (ZLP), but electrons that pass close enough
to the nucleus of atoms in the sample lose some of their energy through inelastic
scattering. The loss of energy can be due either to plasmon resonance excitations
due to core electron excitation. The plasmon resonance can be used to probe the
local electronic density of states of the material. In the case where core electrons
receive the energy, they are excited to unoccupied energy levels above the Fermi
level. Electrons giving rise to transitions from a 1s level form the K edge while
those from the 2p level form the L2,3 edge. The magnitude of the decrease in energy
of the incident electron is related to the ionization energy of the atom from which
the excited electron originated, and so the atom can be identified by the amount of
energy lost by the incident electron. These electrons are collected by a detector that
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uses an aperture from a narrow window - up to 2 mm in diameter to filter electrons
that are scattered at an angle greater than or equal to the entrance angle to the
spectrometer. The EELS spectrum is a plot of the energy loss vs. intensity and
shows electrons that lose no energy (ZLP), energy equal to the plasma peaks and
elemental edges (core loss). The onset of the edges reflect the difference in energy
between the core level and the first unoccupied bound states. The integrated inten-

















is the probability of ionization of the K-edge, N
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After data acquisition, we subtract the background (B) by modeling it with a power
law B = AE r.
One unique advantage of EELS over EDS is that different compounds can
be determined, because changes in the valence state of an ion’s polarization will
change the position and shape of the edge. This modulation in the edge, called
energy loss near-edge structure (ELNES) is visible in the first 10-30 eV from the
edge threshold. When operated in STEM mode, small regions in a sample can be
mapped quite accurately. A full energy spectrum can be taken at every pixel and is
useful for identifying the intensities of weak signals using short acquisition times. A
Gatan Tridiem spectrometer with energy resolution of 1 eV, was used in this study
for EELS acquisition.
2.2.2 X-ray Diffraction
In X-ray diffraction (XRD) a beam of X-rays is incident upon the sample
surface at an angle of incidence which is varied within a range. The interaction
between the incident X-ray beam and the electrons in the sample gives rise to
scattered waves which interact and give constructive interference along preferred
directions that satisfy Bragg’s Law. The maxima of these interference is analyzed
to obtain the interplanar distances (and thus, the structure) of the sample.
This process can be modeled as a plane wave (of X-rays) incident on a collec-
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tion of scatterers (atoms). By convention the angle between the incident wave and
scattered wave is 2✓. The scattering is elastic, and momentum is transferred from
the incident wave to the scattered wave. In the simple case the periodic structure
of a crystal can be modeled as having discrete planes. X-rays will constructively
interfere whenever the path difference of waves scattered by planes = 2n , where n
is an integer. Constructive interference gives rise to sharp peaks, which is an indi-
cation of an ordered periodic structure, broad peaks are an indication of disorder.
The x-ray detector measures the intensity of the x-rays and plots of intensity vs.
angle are generated.





with either MoK↵ or CuK↵ radiation. Thin film samples were measured on a
Bruker C2 Discover powder diffractometer using CuK↵ radiation from a sealed
tube, graphite Gobbel mirror with 0.5 mm pinhole collimator, and Vantec500 area
detector. Six 2D frames were integrated over 10 min yielding the diffraction spectra
from 2✓ = 100 to 900 with steps of 0.020.
2.2.3 Atomic Force Microscopy
Atomic Force Microscopy (AFM) was developed to image the topography of
surfaces with a height resolution on the order of 0.1 nm. A sharp tip on a flexible
cantilever is placed above the sample in question and the deflection of the tip due
to the interaction between the tip and the atoms on the surface of the sample is
monitored. If a constant force is applied between the cantilever and the surface,
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the tip will trace the topography of the surface. In order to measure the deflection
accurately the cantilever must respond to the force and force gradient between the
tip and sample. This is determined by the spring constant and resonant vibrational
frequencies of the cantilever. The deflection,  z, of the end of a cantilever due to
an applied force (F) is




where E is the elastic modulus of the material,  is , and I is the bending modulus,
which for a rectangular bar is given by I = wt3/12, where w and t are the width








Typical values for the spring constant range between 0.06 N/m - 50 N/m. The
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of the concentrated mass (m
c
) and the distributed mass (m
d
) of the beam. Typi-
cal values for cantilever resonant frequencies are from 10-400 kHz. The force of a
deformed spring is:
F =  K(z   u) (2.11)
where u is the equilibrium position of the end of the cantilever in the absence of




K(z   u)2 (2.12)
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Figure 2.2: Schematic of AFM apparatus.(51 )
and K =  2W/ z2. The force on the cantilever will also include a contribution due
to the interaction of the tip with the sample. The displacement (z) dependence
of the total force can be expanded in a Taylor series about equilibrium (u) in the
presence of external forces.
F (z) = F (z0) +
 F (z0)
 z
(z   z0) + ... (2.13)





force due to the interaction between the sample and the tip. Expanding the total
forces gives:
F (z) ⇡  
 
K    FST (z0)
 z
!
(z   z0) (2.14)
and the effective spring constant (K1) is:




Therefore an attractive interaction between the tip and sample opposes the restoring
force, and corresponds to a positive gradient, decreasing K1. A repulsive interaction
corresponds to a negative gradient and thus a larger K1. This results in a shift of









where an attractive interaction leads to a lower resonant frequency. Equation (2.16)
indicates that an instability will occur when K1 ! 0. This occurs when the magni-
tude of the attractive force gradient is equal to the spring constant of the cantilever.
This results in the tip position jumping spontaneously to a different value to a posi-
tion where K1 is non-zero, but where the overall force is zero. The force-displacement
curve for the tip-surface interaction shows this instability. To avoid this instability a
tip with large K can be used, but this decreases the sensitivity of the measurement
to small changes in force. The force-displacement curve contains three regimes:
close to the surface, bonding forces within the sample are dominant, while far away
electrostatic/magnetic forces are prominent and between these extremes, Van der
Waals forces are predominant.
The deflection of the position of the cantilever is measured with high preci-
sion using a laser beam incident on the back of the cantilever which is reflected
into a detector split into two halves (see Figure 2.2). The change in the relative
intensity of the two halves can be used to measure the deflection accurately. Be-
fore approaching the surface with the tip the cantilever response must be tuned by
varying the frequency of the cantilever until the amplitude response is a maximum.
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As the tip approaches the sample the interaction between the tip and the sample
becomes significant. Depending on whether the force is attractive or repulsive there
is a resulting change in the spring constant, which in turn results in a change in
the frequency of vibration of the tip through a feedback loop. The feedback loop
maintains a constant cantilever deflection, which is essential for maintaining the
force that allows for the surface to be mapped.
The AFM can be operated in contact or tapping mode. In tapping mode the
cantilever tip is positioned 1 - 10 nm above the surface, this is typically within the
attractive portion of the force-displacement curve, which is usually dominated by
Van der Waals or other long-range forces. The displacement is modulated slightly
above its resonant frequency where the amplitude is sufficiently large to move the
tip close to the surface. This causes the resonant frequency to shift downwards.
When the tip approaches the surface it moves into the repulsive region of the force-
displacement curve, which pushes the tip up, leading to a tapping action. As the
sample position is rastered, the amplitude is monitored and the signal sent to the
feedback loop so that the tip is moved up or down as necessary to maintain a
constant amplitude. This prevents the need to drag the tip across the surface as is
done in contact mode.
In this dissertation a Dimensions 3000 or Asylum Research Cypher AFM was
used to characterize the surface roughness of the films in tapping mode using Si N-
type tips purchased from App Nano with resistance 0.01 - 0.025 Ohm-cm, cantilever
dimensions 125 µm x 30 µm x 4 µm with a tip radius <10 nm and height 14 -
16 µm. The resonant frequency is 200 - 400 kHz and spring constant (K) of 13
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- 77 N/m. A complementary technique, Kelvin probe force microscopy (KPFM),
was used to map the surface potential of films at fly-height ⇡10 nm above the
sample sufrace. KPFM probes (PtSi-FM, Nanosensors) had a spring constant and
resonance frequency of approximately 5 Nm 1 and 75 kHz, respectively. The tips
had a nominal radius of curvature of 25 nm and included a conductive Platinum
Silicide coating. Measurements were made in AC mode with a scan rate of ⇡ 1 Hz.
2.2.4 X-ray Photoelectron Spectroscopy
X-ray Photoelectron Spectroscopy (XPS) is a tool used to investigate the chem-
ical composition of surfaces. Surface analysis involves irradiating a sample in high
vacuum with a fixed wavelength x-ray beam and analyzing the energy of emitted
electrons from the core shells of the atoms in the sample. The spectrum produced
is a plot of the number of electrons detected per energy vs. their kinetic energy.
Although X-ray photons penetrate deep into the sample, on the order of 1-10 µm,
only the interaction with the atoms on the surface (<10 nm) cause electrons to be
emitted from the sample via the photoelectric effect (Figure 2.3). Thus the elec-
trons detected originate from the top few atomic layers of the sample because the
mean free path of electrons in solids is small (tens of angstroms), making XPS a
surface-sensitive technique for chemical analysis.
The emitted electrons have kinetic energy:
KE = h⌫   BE    
s
(2.17)
where h⌫ is the energy of the photon, BE is the binding energy of the core elec-
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Figure 2.3: The XPS photoemission process whereby an incoming photon causes
the ejection of a photoelectron.(52 )
tron and  
s
is the spectrometer work function. The electrons that leave the surface
without energy loss (elastic scattering) produce peaks in the spectra, while those
that lose energy (inelastic) form the background. XPS can be used to identify and
determine the concentration of the elements in the sample, because each element has
a unique set of electron binding energies, defined as the difference in energy between
the atom before and after photoemission, and corresponding kinetic energies. The
binding energy can be red or blue shifted depending on the atom to which the atom
of interest is bonded. Additionally, chemical potential and polarization of the com-
pound can cause variations in binding energy (chemical shifts). This chemical shift
can be used to identify the chemical state of the material. The electrons leaving the
sample are detected by an electron spectrometer according to their kinetic energy.
The energy window (pass energy) of the spectrometer is kept fixed to maintain a
constant energy resolution and electrons are detected as discrete events. The num-
ber of electrons for a given time and energy are displayed in a plot. Ion sputter
etching is also used in conjunction with XPS for removing surface contamination
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from hydrocarbons and also in producing a depth profile of the sample composition.
Ar-ions (Ar+) are typically used to etch the surface of a standard with known thick-
ness in order to calibrate the sputter rate and convert sputter time of the sample
into depth.
XPS was obtained with monocromatic Mg (1287 eV) or Al K
↵
(1486.6 eV)
x-rays using a Kratos Axis 165 or Physical Electronics Model 5400 spectrometer.
Survey spectra were collected at constant pass energy of 89.5 eV. Multiplex spectra
were collected at constant pass energy of 35.8 - 40 eV and an electron takeoff angle
of 45 degrees. The area analyzed by XPS was a spot with a diameter of 1.1 mm.
Depth profiling was done with 4 keV Ar-ions using a rastered area of 5 mm x 5 mm.
The detection limit is ⇡ 0.1 at.%.
2.2.5 Time of Flight Mass Spectrometry
Time of Flight Secondary Ion Mass Spectrometry (TOF-SIMS) is a technique
that measures the mass/charge ratio of ions. The ionic concentration of species
sputtered from of Cu and Cu covetic samples sputtered using Ga+ ions were obtained
using a TESCAN GAIA3 FIB and measured using a TOFWERK detector where the
species are analyzed and displayed as intensity vs. mass charge ratio (m/Q). The
intensity is measured in units of counts per extraction (cts/ex). Since the carbon
atom has atomic mass of 12 u, the mass/charge ratio of a singly charged ion of
carbon is 12 Thomson (Th). If the carbon atom is doubly charged the mass charge
ratio is 6 Th. One extraction corresponds to one pulse or one pixel scan in the FIB
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and as such, the counts per extraction is independent of the volume from with the
data is integrated. This indicates that we can expect the same intensity independent
of the depth of the measurement and the number of pixels used in the scan, making
comparisons between scans more reliable.
2.2.6 Raman Spectroscopy
In Raman spectroscopy, light induces vibrations of the atoms (phonons). In
the case of graphite this gives rise to the so-called D and G peaks as shown in
Figure 2.4. The G peak (⇡ 1580 cm 1) is emblematic of pristine graphite while the
D peak (⇡ 1354 cm 1) is due to imperfections in the graphite planes and at edges
when there are unsatisfied bonds, where defects such as 5-7 rings, vacancies and sp3
bonded C are present or when carbon atoms are bonded to other atoms. Deviations
from these wavenumber values usually indicate strain in the material.
Raman spectra were obtained using a HORIBA integrated confocal micro-
Raman system (LabRAM ARAMIS) equipped with a HeNe (632.8 nm) laser as
excitation wavelength source. Measurements of the covetic samples were performed
using radiation at 632.8 nm with a real output power of 9 mW. A filter was used
to modulate the laser power on the samples by a factor of 0.1. The samples were
observed with the attached Olympus BX41 microscope 100x objective, which gives
a laser spot of 1 µm. The analyzed areas were pinpointed by using a TV camera
attached to the microscope.
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Figure 2.4: Raman spectroscopy of graphene showing the G peak emblematic of pris-
tine graphite and D peaks which is observed at the edges of the graphene sheet.(53 )
2.2.7 Ellipsometry
A J.A. Woollam M2000 spectroscopic ellipsometer with a wavelength range
from 193 nm -1000 nm with variable angle, microfocus, and mapping stage was
used to measure the index of refraction of films in this thesis.(54 ) An ellipsometer
measures the change in the amplitude ( ) and phase ( ) of light reflected from a
material as a function of wavelength of light. The incident light is linearly polar-
ized and the change in the polarization of the reflected light is measured vs. the
wavelength of the incident light for several angles of incidence (e.g. 60, 65 and 70
degrees). The ratio of the reflected light on plane p (r
p
) to the reflected light on
38
Figure 2.5: Schematic showing the J.A.Woollam Co. Inc. spectrometer.(55 )
plane s (r
s






= tan exp[i ] (2.18)
Ellipsometry data is analyzed assuming a model for the material that consists
of a Si substrate, SiO2 intermixing layer and Cu film. The model takes into account
internal reflections at every interface and fits the data for all angles and complete
range of wavelengths. The best match is achieved through regression to obtain the







Ei  NGi)2 + (CEi   CGi)2 + (SEi   SGi)2]⇥ 1000 (2.19)
where n is the number of wavelengths, m is the number of fit parameters and N =
cos(2 ), C = sin(2 ) and S = sin(2 )sin( ). The measured data are parameters
subscripted with E and model generated data have parameters subscripted with G.
Since Cu is a partially absorbing film, we use the B-spline layer provided by the
J.A. Woollam software CompleEASE to represent the Cu/Cu covetic film.(55 ) This
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layer allows for arbitrary flexibility in the n and k vs wavelength, since the optical
constants are not known before the measurement. The B-Spline layer specifies the
optical constants versus wavelength using a series of control points which are equally
spaced in photon energy (eV). The spacing between the control points is controlled
by the resolution. Smaller resolution adds more control points, resulting in more
flexibility to accommodate sharp features in the dielectric constant spectra, but
if the resolution is too low noise or unphysical artifacts in the dielectic function
spectra can arise. Basis spline curves are used to interpolate the optical constant
between the control points. The B-spline layer is described by the complex dielectric
function: ✏ = ✏1 + i✏2 = (n + ik)2, (n and k are the real and imaginary parts of
the index of refraction) written as e1 and e2. The dispersion in e1 is specified by
one set of control points and e2 by another. In this study, we initialize the B-spline
layer with control points matching the optical constants of Cu, a resolution of 0.3
eV and use "KK mode" which maintains Kramers-Kronig consistency between the
resulting e1 and e2 spline curves by constraining the optical constants to a physical
shape, providing further confidence that the resulting optical constants are reliable.
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Chapter 3: Incorporation of C into the Cu lattice
3.1 Characterization
Quantifying the amount of carbon incorporated into the bulk structure has
been a critical part of understanding covetic materials. The main challenge when
analyzing covetic materials is the presence of surface C contamination in the form of
hydrocarbons, which can obscure the carbon network and bonding structure present
in the material. The primary spectroscopy techniques utilized to quantify the bulk
carbon content are EDS in both TEM and SEM and XPS. These procedures require
that great care be exercised to prepare and clean the surface of the material in order
to remove carbon contamination. The procedure detailed in Chapter 2 is critical for
overcoming these challenges. Figure 3.1(a) shows an optical image of a Cu cv 3%
extruded sample that has been cut to reveal the bulk structure. Scratches can be
clearly observed on the surface at 5x after cutting while Figure 3.1(b)-(f) shows the
polished surface free of scratches that reveal the microstructure of the bulk.
We measured the C concentration using SEM-EDS to get a sense of the global
average C content in these bulk samples. EDS is a global technique where we
probe tens of microns across the sample surface. This Cu covetic sample exhibits C
concentration of 3.67 wt.% (⇡ 15.32± 0.7 at.%) using 10 kV accelerating voltage as
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Figure 3.1: Optical images of (a) an extruded Cu cv 3% sample cut to reveal the
bulk structure, polished surface (b) 5x, (c) 10x, (d) 20x, (e) 50x and (f) 80x
42
shown in Figure 3.2 (a). An SEM image of this sample is shown in Figure 3.2(b),
with mapping showing the presence of Cu, O, and C in Figure 3.2(c), (d) and (e),
respectively with false color images overlaying the secondary electron image. The
Cu and O distribution is quite uniform, but in the C image, there are regions with
very strong contrast ⇡ 1 µm in diameter interspersed between a weaker contrast
background. This distribution suggested that the carbon content is not uniform
throughout the bulk, and variations in the local carbon concentration are present
at smaller length scales. Furthermore, SEM-EDS presents challenges with regard to
quantifying C content due to the presence of C contamination. Even though samples
are cleaned with acetone and IPA prior to examination of the sample surface, the
vacuum in the column of the SEM (⇡ 10 5 Torr) does not maintain a contamination
free environment.
XPS is more reliable due to the high vacuum and the ability to sputter below
the surface inside the vacuum chamber. Photoemission spectra is collected once the
working pressure is better than 5⇥ 10 8 Torr, which aids in reducing hydrocarbon
contamination. In the XPS the sample is mounted to a fixed stage. An x-ray gun
mounted at a 45-degree angle is used to bombard the surface of the sample and
photoelectrons are produced via the photoelectric effect. In order to measure the
bulk C concentration an Ar+ gun mounted at 45 degrees, but in a different relative
position to the sample than the x-ray beam, is used to sputter the sample to expose
a fresh surface of the sample in order to obtain a depth profile of the concentra-
tion. If the surface of the sample is rough, only the side facing the sputter gun is
bombarded with Ar+ ions and so hydrocarbons remain on the opposite face giving
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Figure 3.2: (a) SEM-EDS spectrum of a Cu covetic bulk sample with nominally
5 wt.% C showing 3.67 wt.% (⇡ 15.32 ± 0.7 at.%) C (b) SEM secondary electron
image of the region acquired, with mapping showing the presence of (b) Cu, (c) O,
and (d) C with false color images overlaying the secondary electron image
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rise to a shadowing effect. Since x-rays penetrate several microns into the material,
photoelectrons from the unsputtered regions still contribute to the signal. Sputter-
ing for 24 hours only removes about 1 µm of material, so if the roughness exceeds 1
µm this effect persists during the whole sputtering cycle. Since hydrocarbons often
dominate the bulk C signal, we can get an effect where we measure more C than
Cu in the bulk if the surface is not flat, therefore polishing and reducing surface
roughness is of paramount importance in XPS.
We received several Cu covetic samples from Third Millennium Materials with
different nominal C concentrations: 3 wt.%, 4 wt.%, 5 wt.%, 9 wt.%, 10 wt.%,
and 15 wt.%. XPS was used to measure the C concentration and bonding type
(sp2 and/or sp3) in each sample. Typical concentration results are shown in Table
3.1. In general, we measured significantly less carbon than the reported nominal
concentration in each case. In this thesis, we generally refer to the nominal C
content in wt.% that was added during fabrication process and not the measured C
content for consistency. XPS combined with sputtering using Ar+ ions makes depth
profiling possible and is used to identify the bulk composition. A 5 ⇥ 5 mm2 area
was sputtered with 4 keV Ar+ ions for depth profiling. The C 1s, O 1s and Cu 2p3/2
multiplex regions were collected after each sputtering cycle. Cu sputters at a rate of
⇡ 10.2 nm/minute. Due to the beam diameter of 1 mm, we are inherently probing
larger areas than EDS.
Figure 3.3(a) shows an XPS survey spectra from the same Cu covetic sample
(with nominally 5 wt.% C) that SEM-EDS was performed on (Figure 3.2) as well as a
Cu metal foil (99.99%) for comparison. Figure 3.3(b) shows the survey spectra before
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Figure 3.3: XPS survey spectra of a Cu covetic and Cu metal sample showing
atomic concentration of C 1s, O 1s and Cu 2p3/2 (a) before and (b) after sputtering.
Depth profile of the (c) Cu metal and (d) Cu covetic samples showing average C
concentration of 2 at.% (⇡ 0.38 wt.%) and 16 at.% (⇡ 3.5 wt.%) respectively after
50 min and 60 min of sputtering respectively. Photoemission spectra of the C 1s
peaks after 30 minutes of sputtering of the (e) Cu metal and (f) Cu covetic samples
with deconvolution
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Table 3.1: Typical nominal vs. XPS measured concentration for bulk Cu covetic
Nominal C Conc. C 1s Cu 2p O 1s
(wt.%) (at.%)/(wt.%) (at.%) (at.%)
3 2.27 (0.44) 96.69 1.03
4 2.94 (0.57) 90.77 0.64
5 6.31 (1.26) 93.68 0
9 11.85 (2.42) 82.97 5.17
10 5.39 (1.06) 94.6 0
15 3.67 (0.71) 95.7 6.37
and after sputtering and reveals the importance of sputtering below the surface due
to the large amount of surface contamination from the environment on the samples.
The Cu metal foil and Copper covetic samples were placed in the chamber at the
same time, and therefore subject to the same vacuum and sputtering conditions.
The depth profiles of both samples are shown in Figures 3.3 (c) and (d), where an
average C concentration of 2 at.% (⇡ 0.38 wt.%) and 16 at.% (⇡ 3.5 wt.%) was
measured for the Cu metal foil and Cu covetic samples after 50 min and 60 min
of sputtering respectively. As expected in both cases, the XPS depth profile shows
high carbon at the surface of the sample due to hydrocarbon contamination that
tapers off to a consistent level within the bulk sample after sputtering.
Though the depth profile gives a global view, it does not say much about how
carbon is bonded in the material. In order to elucidate the chemistry of carbon in
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these samples, further analysis was done on the multiplex regions. A monocromatic
Al x-ray source has an energy resolution of 0.2 eV, but the width of the convoluted
multiplex peak depends on a number of factors including: Heisenberg uncertainty
principle, lattice vibrations which are always present unless the sample is at 0 K,
and the crystallinity of the sample. In single crystalline materials, all atoms are
in the same environment and have the same energy, resulting in a narrow peak.
Broadening occurs when atoms of the same type are in different environments, such
as when they are bonded to different elements. As such, XPS is sensitive to the
type of bonding in the material.
C 1s and O 1s peaks were calibrated relative to the Cu 2p3/2 peak which is
fixed at 932.7 eV. The main peak of C 1s is sp3 bonded C, which is allowed to float
around position A (⇡ 284 eV). All other peaks are fixed relative to A as shown in
Table 3.2. Deconvolution of the C 1s peak shows the contributions from the elements
to which C has bonded. Figures 3.3 (e) and (f) show the C 1s peak from Cu metal
and Cu covetic respectively. Due to the noisy C 1s photoemission spectra obtained
from the Cu metal sample it was not possible to deconvolute the peak shown in
3.3 (e). For the C 1s peak of Cu covetic (Figure 3.3 (f)), a suitable background
was demarcated, envelope and peak positions modeled to the data of one scan of
the C 1s peak and refined by fitting to the entire dataset until convergence. The
deconvolution indicates the presence of sp2 (C-C), sp3 (C=C), CO-R, C=O, where R
could be either C or H. The peak position of one scan after 30 minutes of sputtering
(Figure 3.3 (e)) is detailed in Table 3.2.
At the surface, only sp3 C is found, which is primarily due to hydrocarbon
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Table 3.2: Deconvouluted C 1s peaks position and area of components of one scan
after 30 mins of sputtering (Figure 3.3 (e)) with positions constrained relative to
sp3 C.
peak Constraint Position Area
sp2 A-0.8 284.0 34.62
sp3 A 284.8 45.00
CO-R A+2 286.8 18.35
C=O A+3 287.8 2.03
contamination. As we sputter into the bulk, sp2 C emerges, and sp3 C persists.
The sp2 carbon is primarily found in graphitic structures and sp3 carbon in the
structure of diamond. However, we know that the source material used to make
covetics, activated carbon, contains both sp2 and sp3 C.
The XPS results are corroborated by Time of Flight Secondary Ion Mass Spec-
trometry (ToF-SIMS). ToF-SIMS of a Cu cv 5% sample was acquired in negative
ion mode with a current of 1.5 nA in an area 20 µm x 20 µm and 200 frames deep.
The total mass spectrum shown in Figure 3.4(a) is taken from the whole analyzed
volume and reveals peaks at 12 m/Q, 13 m/Q and 14 m/Q, corresponding to C ,
CH  and CH 2 ions respectively. The mass spectrum of Cu metal shown in 3.4(b)
indicates that there is no appreciable peak for C or its compounds in the same range.
The spectrum shown in 3.4(b) is essentially noise from the mass spectrometer. Neg-
ative ion mode is used for detecting negative ions, so we do not expect to see peaks
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Figure 3.4: TOF-SIMS mapping and mass spectra of Cu and Cu cv 5% sample.
from Cu in this spectrum. An O2  peak is expected at 16 m/Q, and depth profile
(not shown) indicates the presence of a thin oxide at the surface for 3 frames, but
it quickly diminishes and as such is not enough to produce a significant peak in the
spectra.
Once we identified the presence of carbon in Cu covetic samples, we sought to
elucidate how the carbon incorporated using XRD. XRD spectra of bulk Cu covetic
with nominal carbon concentration of 5 wt.% (21.78 at.%), 10 wt.% (37.02 at.%)
and 15 wt.% (48.29 at.%) shown in Figure 3.5, exhibit no impurity phases, no copper
oxide phases or any of the allotropes of C, but there is a slight increase in the lattice
constant (except for the sample with 10 wt.% C) compared to bulk Cu (a=0.36149
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Figure 3.5: XRD spectra of Cu cv 5%, 10% and 15% showing slightly increase in
the lattice constant compared to bulk Cu and texturing in <111>
nm). Cu cv 5%, 10% and 15% have lattice constants of 0.361567(3), 0.361482(3) and
0.361510(2) respectively. There is some texturing, difference between the measured
and expected orientation, observed in all three samples in the <111> direction,
which indicates either a preferred orientation or possibly a difference in the structure
of Cu covetics compared to Cu metal.
Given the inhomogeneity present in these Cu covetic samples, we sought to
identify and study the structure of covetics at smaller length scales, where we could
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identify the regions with high carbon content shown from EDS to be ⇡ 1 µm in
diameter and study how carbon incorporation affects the Cu lattice in these regions.
We prepared TEM samples by mechanically polishing a disc of 3 mm in diameter on a
polishing wheel and thinning to electron transparency using Ar+ ion milling. Figure
3.6 (a) shows a bright field image of bulk Cu cv 5% at the end of thinning, where
there is a hole in the center of the sample (right side of image), and thin areas next
to the hole that are electron transparent. These samples have a thickness gradient,
with thicker areas further away from the hole (left side of image). In the lattice
structure, nanocarbon regions with a modulation of ⇡ 1.6 nm are observed along
several crystallographic directions of the sample as shown in the high resolution
TEM (HRTEM) image in Figure 3.6 (b). The (01¯1)-electron diffraction pattern
from this area presents weak satellite spots (marked by arrows) corresponding to
the modulation observed in the HRTEM image in Figure 3.6(c). This region of the
sample contains a relatively high concentration of carbon of 7.4 ± 0.8 wt.% (29.72
at.%) as measured by EDS (Figure 3.6(d)) in the TEM and suggests that the carbon
is incorporated into the copper lattice. Other areas of the sample showed lower nor
no concentration of C.
In-situ TEM measurements have shown that it is possible for nucleation of
carbon nanostructures to occur from the end faces of metal particles inside larger
host tubes when multi-walled nanotubes containing encapsulated Co, Fe, FeCo, and
Ni nanowires are irradiated with a strong electron beam.(56 ) It is thus likely that
during the fabrication of covetics, the high electric current applied to the molten
metal leads to self-organization, or self-assembly, of carbon nanostructures within
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the lattice of the metal giving rise to the observed modulation in the structure of
the covetic. (57 )
In order to understand the bonding of C in Cu covetics, we performed EELS
on bulk samples, with particular emphasis on the C K-edge. Nistor et, al.(58 )
have shown that it is possible to distinguish different allotropes of C: diamond,
amorphous and graphitic, based on the shape of the C K-edge as shown in Figure
3.7 (a). Diamond has only sp3-bonded carbon, graphite has purely sp2 bonding and
amorphous carbon contains a mixture of sp2 and sp3 bonded carbon. All forms of
carbon produce an edge at ⇡ 285 eV in the EELS spectra. This peak (shown in
Figure 3.7 (b)) is indicative of sp2 bonding and is characteristic of the transitions of
electrons from 1s occupied state to ⇡⇤ unoccupied states in sp2- bonded carbon.(59 )
The stronger the sp2 bonding is (as it is for graphite) the higher the intensity of
this peak. This edge occurs just below the main absorption threshold at ⇡ 290 eV,
which corresponds to transitions from the 1s occupied state to the  ⇤ state found in
both sp2 and sp3- bonded C.
An EELS spectrum image was acquired from a region of a Cu cv 5% bulk
sample shown in the high angle annular dark field (HAADF) image in Figure 3.8(a).
The dark region in the bottom right hand corner of the image is a hole in the sample
and the area where the spectrum image was acquired includes a region at the edge
of the sample and is delineated by a rectangle. In dark field, lighter elements appear
dark and heavier elements appear brighter in contrast. A high magnification of
the acquired spectrum image is shown in Figure 3.8(b). The spectrum image is
a three-dimensional dataset where the electron beam scans the demarcated area
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Figure 3.6: (a) Bright field TEM image of a sample with nominally 5 wt.% C in
the Cu covetic bulk, (b) is the HRTEM image from the area shown in (a) showing
a modulated structure. (c) Electron diffraction pattern from the modulated region,
(d) EDS spectrum from the area in (a)
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Figure 3.7: EELS C K-edge spectrum of (a) different allotropes of C: diamond,
amorphous C and graphite,(58 ) (b) single crystals of single walled CNTs formed by
self-assembly.(59 )
and an EELS spectrum is collected from each pixel in the scanned area. The spot
size and dwell time of the beam as well as the step size determine the resolution
of the spectrum image, but there is a tradeoff between resolution and build up of
contamination. A long dwell time collects more data at each pixel, but makes it
more likely that the sample will drift or be contaminated since the electron beam
attracts contaminants inside the chamber. The contrast observed in the spectrum
image is an indication of the intensity of the spectrum at each pixel, and does not
provide information about the elemental distribution within the scanned region.
When analyzing EELS data, we subtract the background contribution of the tails of
lower energy edges by approximating it with a power law to reveal the characteristic
edge of the target element e.g. C K-edge shown in Figure 3.8(c). In order to do this,
an energy window pre-edge must be selected. Once the background it removed, the
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signal is revealed. Due to the nature of the EELS edge, where intensity decreases
significantly at high energy losses, the signal is often integrated over an area of the
sample to increase the signal to noise ratio. This curve-fitting model is based on the
physics of particle interaction with the material.
The C K-edge of the sample reveals peaks at 285 eV and 290 eV (Figure 3.8(c)).
Figure 3.8(d) shows a Gaussian fit of the C K-edge, which can be compared to that
of activated carbon in Figure 3.8(e), the source material used in making covetics.
Ratio of the peak intensities ⇡⇤/(⇡⇤ +  ⇤) indicates the degree of graphitization
that is preserved upon conversion to covetics. The ratio for this sample is 0.125
compared with 0.126 in activated carbon and indicates that Cu covetics retain the
graphitization of the source material. Additionally, though all carbon, such as that
present in hydrocarbon contamination, leads to a rise in the C K-edge at 284 eV,
the fine edge structure (shape) of the C K-edge obtained from Cu covetic is similar
to that acquired from CNTs,(59 ) with an edge at 285 eV, further indicating that
sp2 (graphitic) C is present in Cu covetic samples.
Another approach to analyzing EELS spectrum images is to use the multivari-
ate analysis method (MVA). In this approach, EELS spectra can be described as
a parametric model, composed of a finite number of components with some noise.
The most commonly used MVA method is principal component analysis (PCA).
Decomposition algorithms including PCA and blind source separation (BSS) have
been used to analyze the EELS spectra taken from materials that have elements
with overlapping edges.(60 ) We have used MVA to elucidate the fine structure of
the C K edge in Cu covetic samples and to distinguish between C contamination
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Figure 3.8: (a) HAADF image of Cu cv 5% bulk sample showing the regions where
a spectrum image was obtained. (b) High magnification of spectrum image from the
area shown in (a), (c) C K-edge after background subtraction of one pixel labeled 1
in (b) showing pre-peak at 285 eV and peak at 290 eV, (d) Gaussian fitting to edge
in (c), (e) C-K edge of activated carbon fitted with Gaussian peaks
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Figure 3.9: (a) EELS spectrum from a single pixel of the Cu M edge before de-
composition, (b) Spectrum after PCA decomposition, (c) scree plot showing three
principal components.
and C in the sample structure. The Hyperspy Python library provides convenient
access to several algorithms, and was used to analyze EELS data in this thesis.(61 )
Decomposition is primarily used to reduce the noise of a dataset or for dimen-
sionality reduction. There are several methods to decompose a tensor into several
factors; one of the most frequently used is PCA. We assumed a Gaussian distribu-
tion of the data and used PCA to denoise data by using a limited set of components
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(principal) to make a model of the original dataset (spectra). Figure 3.9(a) shows
an EELS spectrum of the Cu M-edge before decomposition using PCA. Removing
higher components only has the effect of reducing the noise (3.9(b)). Several algo-
rithms exist for performing PCA, such as singular value decomposition (SVD) as
well as non-negative matrix factorization (NMF), but we have primarily used SVD
in the data analysis because negative data points can be produced after background
subtraction. PCA sorts the components in order of decreasing variance. The dimen-
sionality of the data is estimated by plotting the variance against the component
index in a logarithmic scale in what is termed a scree-plot (Figure 3.9(c)). The point
at which the scree plot becomes linear is generally judged to be a good estimation
of the dimensionality of the data and is therefore used as the number of components
that should be retained to keep fidelity with the experimental dataset (in the exam-
ple of Figure 3.9 there are three (3) components). Re-plotting the data with limited
number of components, in fact, shows a reduction in the noise (Figure 3.9(b)), and
yet resembles the original dataset (Figure 3.9(a)). The principal components are
difficult to interpret physically, so PCA can only complement traditional mapping.
In order to obtain more physically meaningful components from the data de-
composition, Blind Source Separation (BSS) was carried out on the dataset after
decomposition. One instance of BSS is independent component analysis (ICA).
ICA is a computational method that can separate mutually independent compo-
nents from a mixture, and is generally used when conventional mapping techniques
are challenging. The starting point of ICA is that the components are statistically
independent and have non Gaussian distribution. By entering the number of prin-
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cipal components that describe the data into an ICA algorithm, we were able to
retrieve independent components that represent the different compounds present in
the sample and the mixing matrix of their distribution. Hyperspy decomposes the
dataset into a signal space and a navigation space. From these, we were able to re-
solve the contribution from each component. Figure 3.10 shows the decomposition
of the spectrum image from Figure 3.8(b), where the spectra in 3.10(a) shows the
signal space with three unique signals (components) in the region of the C-K-edge
(250 - 350 eV). In conjunction with the navigation space in Figure 3.10(b), we have
identified three distinct regions: carbon bonded in the Cu covetic, the background
and copper. The C K-edge in the covetic region starts to rise at 284 eV as expected
and shows clear peaks at 285 eV and 290 eV. This analysis corroborates the result
obtained from peak fitting shown in Figure 3.8(d). The intensity in the background
region is uniform throughout the region mapped and hydrocarbon contamination
can be distinguished from C in covetic by the shape of the edge in the signal space,
which should be similar to the carbon signal but without a defined sp2 or sp3 peak.
We investigated the inclusions observed in the optical images of a Cu cv 3%
extruded rod (shown in Figure 3.1). Figure 3.11(a) shows an SEM image of the
surface of the sample with the inclusions that are elliptical in shape and ⇡ 1 µm
in diameter. They are persistent within the bulk structure as shown by the cross-
section of the bulk sample (Figure 3.11(b)). We prepared a TEM lamella using
FIB which included a few of these inclusions as shown in the low magnification
TEM image in Figure 3.11(c). A higher magnification image of one such inclusion,
shown in Figure 3.11(d), measures ⇡ 830 nm ⇥1090 nm. HRTEM image of a region
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Figure 3.10: Decomposition of the C K-edge from the spectrum shown in Figure
3.8(b) resulting in the (a) signal space and (b) navigation space
61
Figure 3.11: (a)SEM image of surface of a Cu cv 3% sample showing inclusions
(b) Cross-section of the same sample showing that inclusions are persistent within
the bulk, (c) Low magnification TEM image of lamella made from the same sample
showing a few inclusions, (d) a single inclusion, elliptical in shape, measuring ⇡ 830
nm ⇥1090 nm
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outside the inclusion with the (1¯10) diffraction pattern in the inset (Figure 3.12(a))
indicates a region that has a d-spacing of 0.208 nm, which can be identified as
Cu (111). The other crystallographic direction in the diffraction pattern (inset of
3.12(a)) has a d-spacing of 0.181 and corresponds to Cu (200). There are no satellite
spots as observed in the modulated region of the Cu cv 5% sample (shown in Figure
3.6(a)). However, diffraction from the region inside the inclusion (inset of 3.12(b)))
reveals new reflections with d-spacing of 0.233 nm and 0.283 nm, which are neither
associated with Cu or either of its oxides, and one orientation Cu (200) that is
common to the region outside the inclusion. HRTEM image of an area within the
inclusion (3.12(b)) shows a region that corresponds with the new reflections, d =
0.233 nm and 0.283 nm.
TEM-EDS taken outside and inside the inclusion are shown in Figures 3.12(c)
and 3.12(d) respectively. No C peak is observed outside the inclusion (0 ± 0.18
wt.%), while 2.33 ± 0.23 wt.% (7.78 at.%) C is measured inside the inclusion. It
is therefore likely that C incorporation in these regions leads to a change int eh
structure of Cu allowing for new reflections in the electron diffraction pattern.
EELS spectra were acquired within the inclusion where C is known to be
present with a spot size of 1 nm, step size of 0.7 nm, dwell time of 0.5 sec/pixel and
a dispersion of 0.3 eV/channel. Decomposition of the C K-edge of the Cu cv 3%
is shown in Figure 3.13. Four components are identified from the navigation and
signal space. There are two regions labeled Carbon 1 and 2 in Figure 3.13(a), which
have similar spectral profile in Figure 3.13(b), but with slightly different energy.
We expect the C edge to start to rise at 284 eV, as shown in the spectra labeled
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Figure 3.12: HRTEM image of a region outside the inclusion. The inset of (a) is
the [1¯11] electron diffraction pattern from the same region, (b) HRTEM image of a
region inside the inclusion with a d-spacing measuring 0.233 and 0.283. The inset of
(b) is an electron diffraction pattern taken inside the inclusion. TEM-EDS spectrum
of regions (c) outside and (d) inside the inclusion, showing 0 wt.% and 2.33 wt.% C
respectively.
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Figure 3.13: Decomposition of the C K-edge from the inclusion in the Cu cv 3%
sample resulting in the (a) navigation space and (b) signal space
"Carbon 2", but the spectra labeled "Carbon 1" starts to rise at a lower energy.
This difference in energy between "Carbon 1" and "Carbon 2" is indicative of carbon
that is in two different environments such as Cu-C and C-C. We have also identified
regions associated with Cu and the background signal as indicated.
3.1.1 Modeling Bulk Cu covetics
In attempting to model the structure of Cu covetics we were informed by the
modulation observed in TEM. Modulation suggests a layered structure, and as such
we sought to combine Cu with C in the form of graphene. Cu has a face-centered
cubic (fcc) structure with a lattice constant of 0.3610 nm. Graphene is hexagonal
with C-C interatomic separation of 0.142 nm. The lattice mismatch between the Cu
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Figure 3.14: (a) 2D model showing the graphene plane (yellow) superimposed on
the B and C sites of the Cu (111) plane (blue), (b) 3D model showing the C atoms
(blue) at the interstitial sites in the Cu (red) fcc lattice
low potential sites on the (111) plane and the C-C interatomic distance in graphene
is only 3%, thus, graphene fits well in the interstitial sites of the Cu (111) plane as
shown in Figure 3.14(a). The challenge is that unbonded, Cu has an atomic radius
(r
Cu
) of 128 pm and C (r
C
) of 77 pm. If we assume the C is incorporated into the
interstitial positions of the Cu fcc matrix (Figure 3.14(b)) the interatomic distance
would be d
Cu C = a/2   rCu   rC =  0.0245 nm, so there is not enough space to
accommodate C in Cu. Additionally, the next layer of Cu in the A/B/C stacking of
fcc Cu lies on top of the C atoms on the (111) plane.
Another model of Cu covetic was developed using Density Functional Theory
(DFT) by Sergey Rashkeev. In order to investigate the role of different atomic
scale and nanoscale features in the epitaxial accommodation of graphene layers and
graphene ribbons on the Cu surfaces and between layers with (111) orientation, a
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significant number of different graphene–Cu periodic supercells were constructed
and their geometries optimized using DFT. We used “slab” supercells (three layers
of graphene on top of four layers of Cu (111). A periodic hexagonal supercell with
parameters: a = 1.475 nm and c = 3.010 nm was used. The value of the parameter
a corresponds to ⇡ 5 lattice constants of the 2D periodic structure in Cu (111)
plane and ⇡ 6 lattice constants of the graphene structure, which reasonably takes
into account most of the lattice mismatch between the two structures. For slab
supercells, a vacuum layer was added between slabs of ⇡ 1.6 nm in the c direction
which guarantees that different slabs will not overlap. The positions of Cu atoms in
the lower layer of the slab (opposite to the “free” graphene surface) were fixed. The
DFT calculations were based on the generalized gradient approximation (GGA) for
exchange and correlation, and plane waves.(62 ) The GGA functional of Perdew,
Burke, and Ernzerhof (PBE) was used, which gives good results for chemisorption
of molecules at transition metal surfaces.(63 ) Projected augmented wave (PAW)
scalar relativistic pseudopotentials (64 )(65 ) and the VASP code (66 )(67 ) were used.
The energy cut-off for the plane-wave basis was set at 500 eV, and all integrations
over the Brillouin zone were done using the Monkhorst–Pack scheme with one to
four k points in the relevant irreducible wedge.(68 ) Inclusion of additional k points
were found to have minimal effect on the total-energy differences of interest. The
total number of atoms varied between 300 and 750 atoms for different periodic
supercells. For each supercell, all atoms were relaxed until the quantum-mechanical
force on each atom became smaller than 0.02 eV A 1. Most of the calculations
were spin-polarized. Activation barriers were calculated using the nudged-elastic-
67
band (NEB) method.(69 ) In some cases (when the potential energy curve was very
steep around the transition state) the adaptive NEB approach was employed,(70 )
because the conventional NEB sampling did not provide satisfactory results. The
pre-exponential factors and reaction rates were not calculated for the considered
reactions. Although such calculations could be performed,(71 ) they are very difficult
and time consuming. Comparison between the activation barriers at different surface
sites provides only qualitative information which is quite sufficient for most of the
practical purposes.
We found that if the graphene sheets are perfect, there is no bonding be-
tween the metal layers and the graphene sheet, because all the C-C bonds in perfect
graphene are satisfied. Conversely, if periodic defects are introduced into the inter-
facial graphene layer then, there are unsatisfied bonds, and bonding between the
Cu atoms in the metal layer and C atoms in the graphene sheet at the defect sites
takes place as shown in Figure 3.15. The presumption of defects in the Cu covetic
structure is not an unreasonable one since our EELS spectra indicate a weak peak
in the C K-edge at 285 eV corresponding to transitions from the 1s occupied state
to the ⇡⇤ unoccupied state in sp2 graphitic carbon. Incorporating a large amounts
of C into the Cu structure could also create point defects, dislocations and stacking
faults in the lattice.
First principles calculations of the dynamic matrix for this structure provides
the phonon density of states as well as any bonding (covalent or metallic bonding)
present in the final structure. We can identify atoms associated with each peak in
the plot of the calculated phonon density of states as a function of energy. The
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Figure 3.15: DFT model of the covetic supercell after relaxation to the lowest energy
state
modes could be symmetric or asymmetric and may be either Raman or Infrared
(IR) active, which gives us a tool to verify the simulated structure experimentally.
In order to compare Raman spectra from Cu covetic it is instructive to first
analyze the Raman spectra of Ag covetic since these show very clear presence of
graphitic carbon. Raman spectroscopy of Ag cv 6% shows clear D and G graphitic
peaks in all 20 points along a 300 µm line that was integrated twice using 600 grat-
ing for 6 seconds as shown in Figure 3.16 (a).(72 ) The G band, typically located
from 1,540 - 1600 cm 1, is observed at ⇡ 1, 601cm 1 in the average spectrum from
the 20 points in Figure 3.16(a) and corresponds to the E2g mode at the BZ center
of nanocrystalline graphite.(73 ) This is highly indicative of not only having highly
ordered carbon species infused in metal, but also a high ratio of sp2 to sp3 bonding
and high strain.(73 )(74 ) The D band at 1,354 cm 1, normally in the range 1,300
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- 1,400 cm 1, corresponds to defects and is active in defective graphite, amorphous
carbon, carbon nanotubes, and at the edges of graphene but is not observed in per-
fect graphite or diamond.(75 ) The peak at 2,625 cm 1 in the Ag covetic sample
corresponds to the G⇤ overtone of the D mode of graphite (also known as 2D). In
contrast, Raman spectra of 10 points on Cu cv 5% along a 400 µm line integrated
twice using 600 grating for 30 seconds, do not show D or G peaks (Figure 3.16(b)).
However, we are probing inclusions that are ⇡ 1 µm in diameter, so Raman spectra
every 40 µm is not likely to be probing regions with significant C content. Addition-
ally, half of the spectra have peaks at 525 cm 1 and 615 cm 1, which are known to
correspond to the Cu2O phase.(76 )(77 ), but the broad peak from 300 - 700 cm 1 is
associated with C-Cu bonding modes. Phonon density of states calculations suggest
that D and G peaks should arise if there are two or more layers of graphene above
the interfacial layer containing graphene nanoribbons over the metal, as is the case
in Ag covetics where two layers of graphene above the bonded layer in the supercell
produces a good fit to the data (Figure 3.16(c)). However in the case of Cu covetics,
the best fit to the Raman spectra is achieved when only the layer with the graphene
ribbons is bonded to the metal with no unbonded layers present above the bonded
layer (Figure 3.16(d)). This leads us to believe that the structure of Cu covetic may
be different from Ag covetic, possibly due to the smaller space to accommodate the
C atom in copper compared to silver.
We modeled the inclusion structure using CrystalMaker R : a crystal and molec-
ular structures modeling program for Mac and Windows. We started with a 3 x 3 x
3 unit cell fcc structure of Cu with A/B/C/A... stacking and replaced the B and C
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Figure 3.16: (a) Average Raman Spectrum from 20 points along a 300 µm line from
Ag cv 6%, each spectrum is shown in the inset, (b) Average Raman spectrum from
10 points along a 400 µm line of a Cu cv 5% sample with each spectrum is shown
in the inset, (c) Phonon Density of states shows a good fit with the experimental
data acquired in (a), (d) Phonon density of states plotted with the experimental
average data in (b) indicates the best fit occurs when only one layer of graphene
nanoribbons is bonded to the top Cu plane.
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Figure 3.17: Model of the Cu covetic generated using CrystalMaker R , (b) simulated
electron difraction pattern from the structure in (a) using SingleCrystalTM
layers of Cu with a graphene sheet (G). This solved the problem where the B layer
of Cu sits on top of the C atoms in the graphene plane. The resulting structure
has a stacking of A/G/A/B/C... as shown in Figure 3.17(a) where the Cu atoms
are colored blue and the C atoms in the graphene layer are colored black. Perform-
ing electron diffraction on this structure in SingleCrystalTM produces the diffraction
pattern shown in Figure 3.17(b), which is in agreement with that observed from
inside the inclusion (inset of Figure 3.12(b)). The symmetry and angles agree with
these experiential results and as such we propose this as a likely structure of Cu
coveitcs.
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3.1.2 Electrical Properties of bulk Cu covetic
Given evidence for graphene-like structures in Cu covetics we investigated the
effect this had on the electrical conductivity. Numerous attempts have been made
to design new materials with higher conductivity than copper (5.8⇥ 105 S/cm) and
with higher resistance to oxidation. However, many of the new conductors, though
impressive in some characteristics have yet to surpass the conductivity of Cu. For
example, CNTs have shown electrical conductivities of 3 ⇥ 104 S/m,(6 ) and CNT-
Cu composites have shown conductivities of 2.3   4.7 ⇥ 105 S/cm.(5 ) In order to
compare the conductivity of Cu covetic with other novel conductors, bulk Cu covetic
with nominal C content of 3%, 5% and 9% was drawn into 8 gauge wires and the
electrical resistivity measured. The weight of each wire was measured using a triple
beam balance. Assuming the density of copper does not change with C content, the
volume was calculated. The area was calculated from the diameter of each wire,
measured using a micrometer and reported as the average of 4 points along the
length. The volume and area were used to calculate the length of the wires. Each
wire was anchored between two busbars and I-V measurements made. Each data
point is the average of 4 measurements and used to calculate the resistance. The
error in the resistivity was calculated from the errors in the diameter and I-V data















Table 3.3: Measured quantities used in the resistivity calculation of Cu cv 3%, 5%,
and 9% wires compared to pure copper.
Sample Weight Diameter Resistivity Conductivity
Conc. (%) (g) (cm) (Ohm-cm) (S/cm)
3 430.3± 0.5 0.3269± 0.0004 1.8⇥ 10 6 ± 3⇥ 10 8 5.6⇥ 105
5 403.5± 0.5 0.3256± 0.0004 1.77⇥ 10 6 ± 3⇥ 10 8 5.65⇥ 105
9 430.1± 0.5 0.3251± 0.0004 1.72⇥ 10 6 ± 3⇥ 10 8 5.81⇥ 105
where N is the number of measurements and x is the value of each measurement.
Table 3.3 presents the measured resistivities and conductivities for three samples
with different C concentrations compared to a pure copper wire and indicates that
the resistivity of Cu covetic first increases for 3% and then decreases with increasing
C content for 5% and 9%. Figure 3.18 shows the electrical conductivities of Cu cv
3% compared to Cu metal as a function of temperature; measured using a Physical
Property Measurement System (Quantum Design) with a temperature range from
1.5 K - 350 K. Cu cv 3% has a similar temperature dependence as the Cu metal,
but at a higher slope.
Given the electrical properties of bulk Cu covetic wires, we sought to investi-
gate whether it would be possible to transfer carbon from the bulk into thin films
and how carbon would affect the optoelectronic properties of these films. We first
deposited Cu covetic and pure Cu films by e-beam deposition. Though these films
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Figure 3.18: Electrical conductivity of Cu cv 3% and Cu metal wires as a function
of temperature
showed higher transmittance and resistance to oxidation, their carbon content was
negligible. Therefore, we decided to deposit films by PLD to asses if this technique
would give flms with higher C content and better properties. Next chapter presents
the results of the films.
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Chapter 4: E-beam deposited Films
4.1 Structural Characterization
Cu cv 5% films grown by e-beam deposition on Si (100) using pieces of the bulk
Cu cv 5% sample as target exhibit 1.24% C concentration as measured by SEM-
EDS shown in Figure 4.1(a). This value is higher than the actual C concentration
because of carbon contamination on the surface of the sample since the vacuum in
the SEM is not as high as in XPS. AFM height image (Figure 4.1(b)) of the same
film shows a smooth surface, exhibiting an average RMS roughness of only 1 nm
which can also be seen in the HRTEM image of Figure 4.1(c) for an 18 nm thick
Cu cv film. The XRD spectrum from this sample shown in Figure 4.1(d) exhibits
crystalline structure with Cu (111) preferred orientation. The crystalline grains
form a columnar structure where the grains extend from the interface with the Si
substrate to the film surface. No copper oxide or any of the allotropes of carbon
are present in either TEM or XRD. Very low C content is also observed from the
EELS Spectrum of another 20 nm Cu cv 5% shown in Figure 4.2. Figure 4.2(a)
shows a HAADF image consisting of the substrate with dark contrast and Pt with
bright contrast. The region analyzed lies between these two layers and includes the
film as well as a thin area of the substrate and is demarcated with the green box.
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Figure 4.1: (a) SEM-EDS of an 18 nm thick Cu cv 5% film deposited by e-beam on
Si. (b) AFM of surface of the film with roughness ⇡1 nm (c) cross section HRTEM
image of a region within this film, (d) XRD spectrum of the same film displaying a
crystalline structure with Cu [111] texture.
77
The EELS spectrum image was acquired using a spot size of 1.5 nm, step of 1 nm,
dwell time of 1 second and dispersion of 0.3 eV/channel and is shown in (Figure
4.2(c)). At each pixel in the image a spectrum is acquired. The sum spectrum of
the film layer indicated in the red rectangle is shown in Figure 4.2(b) and individual
maps of the constituent elements Cu M-edge, C K-edge and O K-edge in Figure
4.2(d)-(f) respectively. Figure 4.2(g) shows line profile of these elements. Cu is
present throughout the region as expected, and there are notably weak but extended
regions containing C in the film, and small amounts of O present, predominantly at
the interface with the Si substrate where we expect the native SiO2. Clearly, bulk
covetic carbon structures cannot be transferred as-is to the thin film using e-beam
evaporation. Since we could not obtain an accurate value of the C content (< 1 at.%)
in the films we refer to the nominal concentration of the bulk Cu covetic target used
for film deposition. Nevertheless, the presence of carbon in the copper matrix in the
e-beam deposited films is evident by the improved properties compared to pure Cu
films shown below.
4.1.1 Optoelectrical properties of e-beam deposited films
In order to measure the optical properties, films were deposited simultane-
ously on Si and glass substrates as can be observed in Figure 4.3(a).(78 ) Figure
4.3(b) compares the transmittance of Cu covetic to Cu metal films, measured at
wavelengths ranging from 250 to 1100 nm. The peak at ⇡ 580 nm is due to the
spectral nature of Cu. At this wavelength the reflectance increases and absorbance
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Figure 4.2: (a) HAADF survey image showing target region for EELS spectrum
imaging in green and spectra sum in red, (b) integrated spectra of the target (red)
region showing Cu M-edge, C K-edge and O K-edge, (c) Magnified spectrum image
of target region. Maps of (d) Cu M-edge, (e) C K-edge, (f) O K-edge and (g) line
profiles of the Cu, C and O respectively.
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decreases more significantly. (79 ) Calculations by Ramirez-Porras et al. for copper
suggest that at long wavelengths free carrier absorption dominates, but this effect
decreases with wavelength due to screening by free carriers, which increases the re-
flectance (decrease in transmittance). At short wavelengths, reflectance is low and
absorption dominates due to excitation of d-electrons into the conduction band. The
combined effect gives rise to a crossover with a maximum at ⇡ 580 nm. This peak
is also observed in the e-beam Cu cv 5% films. Remarkably, Cu cv 5% films are
consistently more transparent than pure Cu films of the same thickness. The greater
transparency in the covetic films may be due to the filling of interstitial sites in the
Cu lattice resulting in a lower reflection coefficient. It is also possible that the addi-
tional electrons from the incorporation of carbon atoms in the covetic films raise the
Fermi level, blocking the optical transition and increasing the transmittance.(78 )
In order to ascertain the electrical properties and stability of the Cu and e-
beam Cu covetic films, contacts were made by painting silver stripes onto the sam-
ples. The films were kept in air at room temperature and periodic measurements
of the resistivity of the films were taken to assess the progression of the electrical
properties with time. Covetic films show a perpetually lower resistivity than pure
copper films of the same thickness (Figure 4.3(c)). The resistivity of the pure 10
and 20 nm Cu films degrades rapidly with time, while the 30 nm Cu film is stable
over the time tested. The 20 and 30 nm covetic films are stable up to almost 80 days
after deposition, but the resistivity of the 10 nm Cu covetic film increases quickly
with time although not as much as the 10 nm Cu film. This is attributed to a 10%
variation in thickness given by the RMS roughness of the 10 nm covetic film, which
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Figure 4.3: (a) Optical Image of 10 nm, 20nm and 30 nm e-beam Cu covetic films
(b) Transmittance measurement comparing Cu metal (0% C) with e-beam nominal
Cu cv 5% films of 10, 20 and 30 nm thickness. (c) Stability measurement comparing
the resistivity of Cu metal with Cu cv 5% films in air. (d) Transmittance vs. sheet
resistance of the e-beam covetic and Cu films measured at 550 nm
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would significantly increase the surface area for oxidation and therefore degrada-
tion. The 20 and 30 nm Cu covetic films, in contrast, show very stable resistivity
with time compared to the Cu films. The 20 nm covetic film also has relatively
high transmittance above 50% at about 600 nm although it is lower for other wave-
lengths. The maximum transmittance of 65% for the e-beam films was achieved
in the 10 nm Cu covetic film, as shown in Figure 4.3(b). It is well known that
nanostructures such as graphene and CNT’s have high electron mobility;(12 ) how-
ever, highly conductive films formed from carbon nanostructures are obstructed by
a high contact resistance at each CNT junction or through each graphitic plane.(48 )
Previous DFT calculations of the interface between graphene and metal substrates
show that the electronic structure of graphene is preserved by weak adsorption on
Cu substrates.(80 ),(81 ) We believe that in Cu covetic the electronic structure of
graphene is not preserved since there is some bonding between C and Cu and we do
not have perfect graphene within the metal lattice.
For thin metal films, the relation between optical transmittance (T ), and sheet
resistance (R
s

























). Cu covetic films demonstrate higher figure of merit than
copper metal films, namely; r = 79 and 105 for the 30 nm Cu and Cu covetic films,
respectively (see Figure 4.3(d)). The electrical degradation of copper films with time
is due to the formation of an insulating oxide layer on the film’s surface as has been
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observed in Al films that were exposed to air.(82 ) Tian et al,(15 ) have shown that
the presence of graphene on a Cu surface can be an impenetrable barrier against
oxidation. Unfortunately, the bonding between graphene and the copper surface is
via van-der Waals forces and, consequently, it is very weak. In contrast, carbon in
Cu covetic films provides resistance to oxidation by forming a network throughout
the copper lattice with a strong bond between the carbon and the copper atoms.
An oxide layer still develops on Cu covetic films, but with a slower rate than pure
metal. It is possible however, that higher C content in the film will improve the
resistance to oxidation even further.
A Cu cv 15% (nominal C content) was used as a target to deposit films via
e-beam deposition in a similar manner to the Cu cv 5% films described above. XPS
measured an average C concentration of 3.67 at.% (0.72 wt.%), in the bulk samples.
Notably the bulk concentration measured in the sample with nominally 15% C is
significantly less than was measured in the Cu cv nominally 5% (15 at.% = 3.2
wt.%)). A similar trend of transmittance can be observed in the case of the Cu cv
15% compared to the Cu cv 5% as shown in Figure 4.4(a). The peak transmittance
at 550 nm is approximately the same for both, except in the case of the 10 nm
films where the Cu cv 5% is slightly higher. Overall the Cu cv 15% exhibits flatter
transmittance at higher wavelengths. 4.4(b) shows stability measurement of the 20
nm and 30 nm films shown in 4.4(a) over a period of 40 days, where the 30 nm film
is more stable.
We investigated the role of temperature on the opto-electrical properties, by
comparing Cu cv 15% films deposited at room temperature (250 C) and high tem-
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Figure 4.4: (a)Transmittance measurement comparing e-beam Cu cv 5% and Cu cv
15% films grown at room temperature, (b) Electrical stability measurement of the Cu
cv 15% films grown at room temperature (250 C), (c) Transmittance measurement
so Cu cv 15% films grown at 250 C and 3500 C, (d) Electrical stability of the films
Cu cv 15% films grown at high temperature (3500 C).
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perature (3500 C) as shown in Figure 4.4(c). The films deposited at higher tem-
peratures show lower transmittance than the films deposited at room temperature
at higher wavelengths, but the transmittance at 550 nm remained approximately
the same except in the case of the 20 nm film where the transmittance of the room
temperature film is slightly higher. The electrical stability of the Cu cv 15% films
grown at high temperature is shown in Figure 4.4(d). The sheet resistance of the
films grown at high temperature is lower than the films grown at room temperature
(Figure 4.4(b)). A higher deposition temperature has the effect of producing larger
grains that reduce scattering at grain boundaries and therefore increase conductiv-
ity. A longevity study of the 20 nm Cu cv 15% e-beam film deposited at 3500 C
shows that e-beam films are stable at least up to 3 months. AFM images shown in
Figure 4.5 indicate that over a three-month period the grain sizes remain the same
in the height image and minimum change in phase contrast is observed. In contrast,
significant changes were observed in Cu metal films as Cu oxide changes the phase
contrast of the image (not shown).
In order to better understand why the transmittance of Cu covetic films is
higher than Cu metal films we obtained ellipsometry data from the films on Si sub-
strate to extract the index of refraction constants n and k. The starting conditions
used a B-spline model of the film consisting of three layers: The Si substrate with
known optical constants, intermixing layer (native SiO2) and the Cu film. Known n
and k values of Cu at a specific wavelength were also supplied as a starting point for
the model. The thickness of the SiO2 layer was fixed at 1.5 nm since it is known to
be self-limiting, and thickness and optical constants fitted. The data for Cu cv 5%
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Figure 4.5: AFM height and phase of a Cu cv 15% film grown at 3500C measured
over a three month period shows very little change in the height and phase contrast,
indicating a stable structure.
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Figure 4.6: Ellipsometry of Cu cv 5% and Cu metal e-beam films on Si substrate
using the same B-spline model and the corresponding optical constants.
and Cu metal e-beam films on Si substrate using this model with the correspond-
ing optical constants n and k is shown in Figure 4.6. Our results agree with the
known optical constant of Cu,(83 ) but subtle differences are observed between Cu
cv 5% and Cu metal. A good visual fit of the model to the data is observed in the
plots, but Cu metal fits better to the model than Cu covetic, as is evidenced by the
MSE values of 3.264 and 3.423 respectively. We know that in ellipsometry a wide
range of thickness give the same MSE value, and the optical constants will adjust
to compensate. In this case we know the thickness of the films is ⇡ 30 nm and the
model fitted both thickness to be 28.74 nm and 28.41 nm respectively for the Cu
cv 5% and Cu metal films. In order to get the most physical result, we indepen-
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dently measured the thickness from using an N&K spectrometer, so we concluded
that the MSE values measured do not just correlate with the optical properties, but
are unique. This indicated that the difference observed between Cu metal and Cu
covetic films is due to the structure of the film in general and the presence of C in
particular.
4.2 Improvement in Ampacity
The ampacity, maximum allowed current, of the 20 nm Cu and Cu covetic films
















is the film current-carrying limit, T
e
is the environmental temperature






are the film’s thickness and width,
temperature coefficient of resistance and the electrical conductivity measured at T
e
,
respectively. The thermal limit is the maximum working temperature T
s
, below
which the film integrity is not compromised. The conductivities of a 20 nm Cu
metal ( 
Cu
= 1.74 ⇥ 1067S/m) and Cu covetic ( 
covetic
= 1.77 ⇥ 107 S/m) films
were obtained from the sheet resistance. The temperature coefficient of resistance
of Cu is ↵
Cu
= 3.94 ⇥ 10 3K 1.(85 ) ↵ was determined for Cu covetic (Cu cv 3%)
bulk sample using a Physical Property Measurement System (Quantum Design)
with a temperature range from 1.5 K - 350 K. At room temperature ↵
covetic
=
3.825 ⇥ 10 3K 1. The coefficient h in Eq. 4.2 depends on factors including the
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Figure 4.7: Current at thermal limit as a function of the sample width for 20 nm
films.
thermal and dynamical properties of the fluid (air) surrounding the sample and the
geometrical configuration and heat absorption coefficient of the material sample.(84 )
In the case of natural convection, typical values of h range from 5 to 25 W/m2K.
Figure 4.7 shows the current I
L
of the two films on glass as a function of sample







0 C. These data show that e-beam Cu cv 5% films have comparable or
slightly higher ampacity than Cu metal films due to the presence of C in the film
structure.
In order to obtain Cu covetic flms with higher C content we deposited films
by pulsed laser deposition (PLD). PLD is a technique that can transfer atoms,
molecules and larger particles to the film, so we wanted to investigate whether PLD
could transfer more C to the films than was possible using e-beam deposition.
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Chapter 5: Pulsed Laser Deposited Films
5.1 Fabrication
Our best Cu covetic film made by e-beam deposition exhibited 2 Ohm/sq at
28% transmittance, so in order to improve these optoelectrical properties we sought
to introduce more carbon into the film using pulsed laser deposition (PLD). We were
able to produce a 50 nm thick Cu cv 4% film with 0.13 Ohm/sq at 25.5% transmit-
tance grown by PLD. PLD of copper, under similar conditions as described here,
has been previously studied in great detail.(86 ) Laser light incident on a target in
a vacuum chamber causes the temperature of the surface to increase. Ablation oc-
curs when the temperature of the heated surface reaches the boiling point, since the
vapor pressure is a function of temperature. When sufficient energy is absorbed in
the target material, mechanical coupling, rather than surface absorption dominates.
The boiling temperature is achieved for a critical value of fluence (energy per unit
area), which is determined by the laser power, chamber pressure and target compo-
sition. As the fluence is increased above this critical value the density of the vapor
increases and a plasma is produced. This causes cold mass fragments to accelerate
towards the substrate, giving rise to ablation of the target material. The figure of
merit that describes the interaction for a particular laser-target system is given by
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is the ablation pressure, I is the incident laser intensity, J is the total
momentum imparted to the target and W
L
is the laser energy. C
m
usually ranges
from 1-10 for endothermic surface absorbers, which includes all metals and many
C-H materials in the UV-IR range.
In order to produce a transparent conducting film from the copper covetic
bulk, the optimum photoablation parameters must be ascertained to ensure that
the carbon structures are transferred from the target to the film. The substrate
temperature and deposition time also influence the structure and properties of the
film. Cu covetic is comprised of Cu and C, where each element has a different
interaction with the laser beam and can give rise to preferential sputtering of one
element over the other. In order to produce a homogenous film, the deposition pa-
rameters were altered and the resulting structure of the film analyzed. Spectroscopy
techniques such as XRD, XPS, Raman, EDS and EELS as well as microscopy tech-
niques such as AFM, KPFM, and TEM were used to characterize the PLD films. 4
point-probe, and UV-VIS spectroscopy were used to investigate the electrical, and
optical properties, respectively, of the films. Table 5.1 presents the conditions used
to grow the PLD films in this study. Just as in the case of the e-beam films, PLD
films were grown on glass (or quarts and sapphire for the films grown at 5000 C) and
Si substrates placed side by side in the PLD chamber. Also, films of pure copper
were grown by PLD for comparison.
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(W) (mTorr) (C) (mins) (nm) (at.%)/(wt.%)
1 1.88 100 150 15 15 no C
2 3.55 100 150 20 11 no C
3 3.3 100 350 64 20 no C
4 3.2 95 150 60 13 seg. C
5 2.3 100 150 60 30 2.94 (0.57)
6 2.4 98 150 60 10 2.62 (0.44)
7 2.6 97 500 60 21 5.30 (1.1)
8 2.0 97 500 120 50 19.14 (4.1)
*
based on carbon and copper only, oxygen excluded from calculation
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Films (1) and (2) grown at laser powers <2W and >3.5 W, respectively, show
no C content as measured by XPS (not shown). At these laser powers Cu is preferen-
tially sputtered from the target, and is soon oxidized to CuO and Cu2O. Increasing
the substrate temperature from 1500 to 3500 C, as demonstrated by films (2) and (3),
respectively, did not help alter the film structure, but as expected a longer deposition
time resulted in a thicker film. Reducing the laser power for film (4) enabled C to be
transferred to the substrate, but the film produced was segregated into a Cu layer
and a C layer, where C sputtered first then Cu. The sputtering rate of 10.2 nm/min,
5 nm/min, 2.7 nm/min was measured for Cu, SiO2 and C, respectively. In order to
obtain a homogeneous uniform film, the power was further reduced, to 2.5± 0.2 W,
as shown in films (5) and (6). While homogeneous, these films were amorphous and
exhibited high resistivity. Films (7) and (8) show that by increasing the substrate
temperature to 5000 C we were able to produce homogeneous crystalline film with
uniform carbon content throughout the film thickness.
5.1.1 Structural Characterization
A Cu metal and Cu covetic film (6), were grown using the same conditions
within 24 hours of each other. After deposition, the roughness of both samples was
⇡ 1.5 nm, but differences between their structures can be clearly seen by inspecting
the AFM images in Figure 5.1 taken 28 and 34 days after deposition respectively
for the Cu metal and Cu covetic films. From the phase contrast it is evident that
the Cu covetic film is homogeneous, while the Cu metal film shows regions of high
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Figure 5.1: AFM images comparing the grain structure in the height image (left col-
umn) the phase contrast (center column) and KPFM images (right column) mapping
the surface potential of a Cu covetic and Cu metal sample
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contrast where the film has oxidized. No such oxidation is evident in the covetic film
over the same time period. Kelvin Probe Force Microscopy (KPFM) was used to
measure the surface potential of the films for comparison. Dual pass scans was used
to correct the topographic variation within the scanned area. For a given raster, the
first scan determines the height and the second scan with fly-height ⇡10 nm, probes
the surface potential. The Cu cv 4% film shows regions of low contrast compared to
the Cu metal film. Since Pt and C have similar work functions, the regions with C
have low contrast as can be observed in the Cu cv 4% image. XRD spectra from films
(2)-(7) are shown in Figure 5.2(a). Films (2), (3) and (4) show mostly Cu2O, while
films (5) and (6) are amorphous as no clear peak is observed in the spectra from
these films. In contrast, film (7) shows strong Bragg peaks at 2✓=44 and 52 degrees
corresponding to Cu (111) and (200) reflections, respectively. XPS from this same
film in Figure 5.2(b) measured C content of 1.1 wt.% (5.30 at.%) in the film region.
The inset of Figure 5.2(b) shows the C 1s peak from the film region indicating Cu-C
bond at ⇡ 283 eV, sp2 (C-C) and sp3 (C=C) bonds overlapping at their conventional
binding energy (0.8 eV apart) and a shoulder at 286 eV corresponding to C-O. The
peak for Cu-C bonding at 283 eV is relatively strong and suggests that copper covetic
has a different structure from a simple copper carbon composite.
A cross section TEM lamella (shown in Figure 5.3(a)) of the Cu cv 4% film
(7) was prepared using a FEI Helios 650 FIB and milled using gallium (Ga+) ions
to electron transparency. The TEM image of the ⇡ 20 nm Cu cv 4% film deposited
on a Si (100) substrate and covered with a Pt protection layer is shown in Figure
5.3(b), and exhibits a continuous surface with RMS roughness of 4 nm in agreement
95
Figure 5.2: (a) X-ray diffraction of the Cu cv 4% films grown via PLD described in
table 3, (b) XPS of film (7) showing 0.55 wt.% (2.87 at.%) C concentration in the
film region, with the inset showing the C 1s peak.
with the value measured by AFM. Crystalline grains can be observed from the
HRTEM image (Figure 5.3(c)) and electron nanodiffraction from the film shows
spots associated with the Cu and C (Figure 5.3(d)). There are spots with d-spacing
of 0.250 nm and 0.257 that correspond to the (002) and (¯1¯11) of CuO as well as
one set of spots with d of 0.348 nm that correspond to (002) interplanar distance of
graphite.
EELS from the Cu cv 4% film (7) was acquired in scanning TEM mode (STEM)
using a JEOL high angle annular dark field (HAADF) detector. Figure 5.4(a) shows
a HAADF image consisting of the substrate with dark and Pt with bright contrast.
The region analyzed lies between these two layers and includes the film as well as
thin areas of the substrate and Pt layer and is demarcated with the green box.
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Figure 5.3: (a) Low resolution image of a TEM cross section lamella made using
FIB, (b) TEM bright field image of the Cu cv 4% PLD film (7) measuring 21.16
nm on Si (100) with Pt protection layer, (c) HRTEM of film and substrate, (d)
nanodiffraction from film region.
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A higher resolution image of this region is shown in the HAADF image in Figure
5.4(b). The C-K edge spectrum image acquired using a spot size of 1.5 nm, dwell
time of 0.05 sec and dispersion of 0.3 eV/channel is shown in (Figure 5.4(c)). At
each pixel in the image a spectrum is acquired. The total spectrum of the film
layer indicated in the red rectangle is shown in Figure 5.4(d), where the background
signal has been subtracted to reveal the intensity corresponding to the C K-edge.
This signal is weak due in part to the short dwell time used in order to minimize
contamination during data acquisition and also because of the low carbon content
in the film. Nevertheless, it shows the presence of C in this region. Figure 5.4(e) is
a line profile of the C content across the region and shows a band in the map of the
C-K edge (Figure 5.4(f)) clearly indicating the presence of C within the film layer,
which is neither present in the substrate or Pt protection layer. Thus, carbon in the
Cu covetic target can be transferred to the film by PLD within a narrow range of
growth parameters.
We were able to use BSS to decompose the EELS spectra of Film 7 into three
components that could be easily identified as shown in Figure 5.5: the background
where the intensity distribution is quite uniform, C contamination that is present
everywhere in the scanned region, and carbon that is found in the film region of
the sample. C in the film region has a rise at ⇡ 284 eV where the carbon K-edge
is located. This MVA of the EELS spectrum image not only reproduces the result
obtained from the background subtraction in Figure 5.4(d), but also gives more
information about the fine structure of the C K-edge. There is some sp2 character
to the edge as evidenced by the peak at 285 eV, indicating transitions from the 1s
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Figure 5.4: (a) HAADF survey image showing target region for EELS spectrum
imaging in green and region for spectra sum in red, (b) Magnified HAADF image
of target region, (c) spectrum image of the target region in the energy range of the
C K-edge, (d) integrated spectra from region highlighted in red after background
subtraction, (e) Line profile across the scanned region, (f) C K-edge distribution in
scanned region.
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occupied state to the ⇡⇤ unoccupied states, but the dominant feature is the peak at
290 eV, corresponding to both sp2 and sp3 C. In Film 8 (Figure 5.6) we deposited
for twice as long as film (7) to produce a 50 nm film as shown in Figure 5.6(a).
Diffraction from the film region shows spot corresponding to Sapphire (111) and
(110) as well as Cu (111) (Figure 5.6(b)). EELS spectra from the film region after
background subtraction shows a profile of the C K-edge that is quite similar to that
obtained from film (7), but with ⇡⇤ more dominant, indicating more sp2 C.
Cu covetic PLD films made from nominally 4% target show uniform integration
of carbon in these film, with some modulation, but the inclusions observed in bulk
samples are not present in these films. These films show up to 19.14 at.% (4.1 ±
0.6 wt.%) C, which indicate that under the right conditions PLD can transfer the
same concentration of C from the bulk to the films. We observe evidence of sp2
carbon in PLD Cu covetic films and a peak in the C K-edge in EELS indicative of
transitions from 1s to ⇡⇤ anti-bonding unoccupied state similar to that observed in
bulk samples, suggesting that the C transfered is graphitic in nature.
5.1.2 Electrical and Optical Properties of PLD Films
The optical transmittance of the Cu cv 4% PLD films with C present in the
structure in Figure 5.7(a) exhibits higher transmittance over a larger range of wave-
lengths compared to the Cu cv 5% and Cu cv 15% films grown by e-beam deposition.
Films 10 nm -30 nm thick also lack the characteristic peak of Cu at 580 nm and
instead show a flatter transmittance curve over the range of wavelengths tested. No-
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Figure 5.5: Decomposition of the Spectrum image of Film 7 using Blind Source Sep-
aration, shows three clear regions in the navigation and signal spaces: background,
C contamination and C from the covetic film region.
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Figure 5.6: (a) TEM bright field image of a cross section lamella of the Cu cv 4%
PLD film (8) made using FIB measuring 50.23 nm (b) Diffraction from film region
including some of the substrate, (c) EELS spectrum from the film after background
subtraction.
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tably, the 20 and 30 nm films, seem to be more transparent than the 10 nm film, but
the 20 nm and 30 nm also have higher C content which could increase their trans-
mittance. This thickness difference could also be due to the location from which
the TEM lamella was taken, from which the thickness is then measured. Given that
PLD is known for producing a thickness gradient away from the center of the plume,
site selection is of critical importance in determining an accurate measurement of
the thickness. Film (8) at 50 nm thick shows a noticeably lower transmittance than
the thinner films fabricated by PLD, and regains the profile of the e-beam films with
characteristic peak of Cu at 580 nm. However, Film (8) is conducting, exhibiting
sheet resistance of 0.13 Ohm/sq, two orders of magnitude lower than all e-beam
films. The resistance increases with time as shown in Figure 5.7 (b), but not as
high a rate as films fabricated by e-beam deposition. Notably, film (8) at 50 nm
thick has a slightly higher transmittance than the 30 nm thick e-beam film shown in
Figure 4.3(b). This combined with the significantly lower electrical resistance of the
former results in a high figure of merit as a transparent conductor (Figure 5.7(c)).
We compared the optical constants of Cu covetic films made by PLD and e-beam
deposition by using the same model detailed previously: Si substrate with known
optical constants, intermixing layer (native SiO2) and a B-spline layer representing
the Cu covetic film. The spectroscopic data and fitted optical constants for PLF
film (8) are shown in Figure 5.8. We observe that the fit of the model to the data is
not as good as pure Cu deposited by e-beam (Figure 4.6) as shown in 5.8(a) which
is corroborated by the significantly larger MSE value of 12.954. A clear difference is
also seen the the optical constant of the film vs wavelength of the PLD film (Figure
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Figure 5.7: (a) Transmittance of Cu cv 4% PLD films, (b) Stability measurement
of Cu cv 4% - Film 8, (c) Figure of Merit comparing Cu covetic films with various
materials.(36 ),(37 ),(3 ),(4 ),(47 ),(88 ),(78 )
104
Figure 5.8: (a) Spectroscopic data of Cu coveitc film (8) deposited by PLD, (b)
derived optical constant from the data in (a)
5.8(b)) and the Cu cv 5% e-beam film (Figure 4.6). This suggests that an increase




We have introduced copper covetic, a material that incorporates nanoscale
carbon into the metallic structure of copper. Bulk Cu covetic has a number of dis-
tinguishing features from pure Cu. The incorporation of C gives rise to modulation
⇡ 1.6 nm and expansion of the Cu lattice as observed in TEM. Electron diffraction
from these regions shows a unique pattern, with Cu and satellite spots in the area
of this modulation, which corresponds to regions showing high carbon content as
well as new reflections where the lattice constant has increased. Other regions of
the bulk covetic samples show inclusions that contained high carbon and oxygen
and which showed a different diffraction pattern that might be explained by the
replacing two (111) planes of the copper lattice by a graphene plane but more de-
tailed investigation of this structure is necessary. XPS shows a C 1s peak within the
bulk which is comprised of sp2 and sp3 bonding. XPS depth profiling determines
up to 3.5 wt.% (16 at.%) of C in Cu covetics. ToF-SIMS corroborates this finding
by showing mass spectra corresponding to C12 throughout the bulk, well below the
surface. EELS is able to detect C K-edge with graphene-like structure in bulk Cu
covetics. We have used the Raman spectra of Cu covetic to model a likely structure
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of Cu covetic based on the result obtained from phonon density of states. Electrical
measurements of bulk Cu covetic drawn into wires indicate that C conductivity first
decreases and then increases with C content.
Deposition of Cu covetic material using e-beam deposition and PLD into films
on transparent substrates gives rise to a transparent and conducting film. Covetic
films of comparable thickness have greater transparency, lower electrical resistivity,
and greater stability when compared with pure copper films of the same thickness
grown under the same conditions. E-beam copper covetic films approximately 30
nm thick exhibit the best combination of electrical stability and transparency and
show promise as a transparent conductive layer for optoelectronic devices. We have
also demonstrated that PLD films have higher C content in the film which gives rise
to increased transparency. Additionally, PLD films deposited under the right con-
ditions show improved optoelectical properties compared to Cu metal and e-beam
deposited Cu covetic films. This work is a step forward in the development of a
transparent metal conductor, which takes advantage of the low cost, high conduc-
tivity of copper, as well as nanocarbon species incorporated in the metal lattice.
Though the study of covetics is in its infancy, based on the results shown in
this thesis we believe that Cu covetics are ordered alloys. They are not alloys in
the traditional sense where there is a substitution of one atom for another as is
the case in the Cu-Au alloy where Cu is substituted for Au atoms. Neither is it
a compound like NaCl or SiC. We have defined a unit cell for Cu coveitcs in the
supercell structure proposed in Chapter 3.1, which produces a diffraction pattern
that is similar to what we observe in the inclusions present in bulk samples. Though
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not all defined unit cells are alloys, as in the case of the combined GaAs-AlAs super
lattices (a two phase material), the inclusions we observe are a single phase. Our
goal is to increase the size of these inclusions until they are interconnected and form
a continuous network throughout the bulk. This uniformity in the microstructure
could lead to a significant improvement in the bulk properties measured. In this case,
Cu covetics could have applications as an electrical conductor, given the promising
results shown in this study.
6.2 Future Work
Future investigations of Cu covetic bulk samples involve improving the homo-
geneity of bulk materials. Samples used in this work were prepared in a foundry
designed for large-scale production. These samples were found to be inhomoge-
neous, making site selection for characterization critical. Small scale processing of
bulk material would aid in fine-tuning the conditions that lead to carbon nanostruc-
tures throughout the material, and would likely result in uniform distribution of the
measured properties.
We propose further study of the inclusions observed in the bulk samples using
Raman spectroscopy. Cu coveitcs probed with excitation lasers with wavelengths:
532 and 633 nm do not show D and G peaks, and suffer from fluorescence due to
the presence of Cu, but a 784 nm laser may excite different modes and give new
insights.
Fundamental understanding of the structure of Cu covetic materials at atomic
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length scales have begun with this work using XRD. We were able to detect changes
in the lattice constant of Cu covetic as well as texturing in the <111> direction.
However synchrotron x-ray sources provide eight orders of magnitude higher flux
than lab x-ray sources, which would provide higher angular and energy resolution.
Using synchrotron-based x-ray sources we will better understand where C is located
in the Cu lattice, as these sources can measure the structure directly on length-scales
from 0.1 - 5000 nm.
Bulk samples drawn into wires have received cursory study in this thesis,
but large scale testing of the ampacity and conductivity of wires that could be
used in commercial applications would be advantageous. Whether the properties
observed in lab scale testing will translate into real work application is unknown, so
further testing is required. Very rarely is a material performing a single function, as
such Cu covetic will have to meet many regulatory requirements before deployment.
Therefore, further investigation into the mechanical properties would also be quite
useful. Wires are usually under high tension and expected to perform over a range
of temperatures. Studies measuring the electrical conductivity as a function of
temperature as well as the resistance to oxidation and corrosion of Cu covetic wires
would give indications as to its suitability for various commercial applications.
Cu covetic thin films have potential applications in display and solar cells, but
integration in a device structure has not been pursued in this work. Embedding a
Cu covetic thin films as a transparent electrode in such a structure could help to fine
tune the thin film parameters: thickness, optical and electrical requirements that
would make a successful transparent electrode. We fabricated films with uniform
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C distribution in the bulk using PLD with a visible wavelength laser, but we do
not observe the inclusions present in bulk samples. It may be instructive to use a
UV wavelength laser to elucidate whether these structures can be transfered and
how they impact the properties measured. Though PLD was a useful technique for
fundamental study of this new material, Cu covetic, it is not a suitable technique
for commercial scale production. Investigating other techniques that will transfer C
from the bulk into a thin film reliably, such as sputtering, with a similar structure
to the bulk would be necessary for commercial development.
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