Wind speed forecasting plays a crucial role in improving the efficiency of wind farms, and increases the competitive advantage of wind power in the global electricity market. Many forecasting models have been proposed, aiming to enhance the forecast performance. However, some traditional models used in our experiment have the drawback of ignoring the importance of data preprocessing and the necessity of parameter optimization, which often results in poor forecasting performance. Therefore, in order to achieve a more satisfying performance in forecasting wind speed data, a new short-term wind speed forecasting method which consists of Ensemble Empirical Mode Decomposition (EEMD) for data preprocessing, and the Support Vector Machine (SVM)-whose key parameters are optimized by the Cuckoo Search Algorithm (CSO)-is developed in this paper. This method avoids the shortcomings of some traditional models and effectively enhances the forecasting ability. To test the prediction ability of the proposed model, 10 min wind speed data from wind farms in Shandong Province, China, are used for conducting experiments. The experimental results indicate that the proposed model cannot only improve the forecasting accuracy, but can also be an effective tool in assisting the management of wind power plants.
Introduction

Background and Motivation
In recent years, a demand for clean and renewable energy resources has increased significantly because of the air pollution caused by traditional fossil fuels. Wind power, which is one of the most promising renewable resources, proved to be an ideal alternative. Currently, wind energy has been successfully employed in many countries, representing approximately 10% of energy consumption in Europe and more than 15% in countries like America and Spain [1] . However, wind speed, which is one of the most essential factors in wind power generation, is difficult to forecast due to many natural factors such as pressure, temperature, and the rotation of the planet.
Therefore, in the development of wind energy, wind speed forecasting is rather important. The accuracy of the forecasting result can influence the wind rotating equipment, operation cost, Moreover, to reduce the influence of data diversity, Ortiz-García et al. introduced several novel SVM structures, which achieved a better performance than a similar multilayer perception [22] .
Introduction of the Proposed Model
However, these individual models mentioned above have certain drawbacks. The disadvantages are summarized as followed: (1) They usually require a huge amount of wind speed data in order to build a model for a precise prediction, because of the inner irregularity and instability within the raw data. If the raw data suddenly changes due to environmental factors, the error of the forecasting result can be relatively high [23] ; (2) Some models only try to match the fitness of the model closer to the original data. As a result, when processing the wind speed data with high noise and irregularity, it is difficult to fit the individual model to it by using only traditional physical or statistical methods, causing poor forecasting accuracy and low efficiency; (3) Individual forecasting methods ignore the importance of data preprocessing and the necessity of model parameter optimization. Because of this, the accuracy of the result is not satisfying; (4) While some new models take advantage of artificial intelligence to enhance their forecasting ability, they still have the problem of over-fitting and a low convergence rate [24] .
Therefore, in order to solve the problems mentioned above, a new hybrid model for more precise wind speed forecasting and better evaluation, achieved by adapting the Ensemble Empirical Mode Decomposition (EEMD), the Cuckoo Search Optimization (CSO) algorithm, and the Support Vector Machine (SVM) model, is introduced in this paper.
The main contributions and innovations of this paper compared to other studies in the field of wind speed forecasting are summed up as follows:
•
The newly proposed approach in this paper takes advantage of the data preprocessing method and the algorithm of parameter optimization to enhance the performance of the SVM model. In this paper, the raw time series is first decomposed into several sub-signals, among which signals with high frequency ones are removed and the rest are restructured to obtain a stationary time series, with which the intrinsic characteristics of the wind speed data can be better captured and analyzed so that the forecasting accuracy can be greatly improved.
This paper employs the Cuckoo Search algorithm to optimize the parameters of the SVM before training. The CS algorithm, which has the advantage of a powerful capability in terms of global optimization, requires few parameters and has strong multi-objective problem solving ability, and therefore can significantly improve the accuracy of the forecasting. The Support Vector Machine can overcome the difficulties of traditional models, such as the curse of dimensionality, falling into local optima easily, and over-learning.
To verify the forecasting ability of the proposed approach, conventional models like BPNN, RBFNN, and ARIMA are used for comparison. A more comprehensive evaluation is conducted, including multi-step forecasting experiments and performance evaluation metrics such as six indexes and a DM(Diebold-Mariano) test, to assess and analyze the performance of the newly developed method.
The model used the raw data from wind turbines in a large wind farm. The result of this paper shows that the newly developed approach effectively improves the forecasting accuracy and can be successfully applied in wind grids to provide statistical support for making operation plans and managing the power station.
Structure of the Paper
This paper is organized as follows. Section 2 concisely introduces the required techniques. Forecasting performance evaluation criterion and numerical experimentation are introduced in Sections 3 and 4. In Sections 5 and 6, the results and the superiority of the proposed approach are discussed by using comparisons with other conventional methods. Finally, Section 7 concludes this paper and introduces the direction for future studies.
Materials and Methods
In this section, main theories about the proposed model will be introduced first. Then, the proposed hybrid model is introduced. DM tests and forecasting effectiveness are also introduced.
Empirical Mode Decomposition (EMD)
EMD, which has been proved to be an effective data preprocessing method, is usually applied to reduce the noise of a time series, which is non-stationary [25] . The main theory of EMD is that by local characteristic timescale filtering, the original series is decomposed into oscillatory modes (IMFs). The IMFs follow the rules as shown below: (1) The extremes and the zeros must have the same quantity or the difference of quantity must be within one in the whole time series; (2) The upper and lower bounds' mean must be equal to zero. Let the raw data be s(t)(t = 1, 2, . . . , l). The main procedures of EMD are listed below:
(a) Set all local maxima and minima of time series. (b) Connect all local extreme to produce the upper bound e up (t) and the lower bound e low (t) by applying a cubic spline. (c) Compute the mean value from the upper and lower bounds m(t) = [e up (t) + e low (t)]/2. (d) Compute the difference value between the raw data and the mean value h(t) = s(t) − m(t).
(e) Inspect if h(t) fits characteristics of IMF. If yes, h(t) is defined as the ith IMF and the residual r(t) = s(t) − h(t) will replace s(t). If no, s(t) will be replaced by h(t). (f) Repeat the above-mentioned procedures. Stop when the value of the two successive siftings' standard deviation is lower than the threshold set earlier.
By utilizing mentioned procedures, a group of IMFs is settled from the raw data, which is arranged based on the frequency from high to low. Definition 1. The raw data, which is used for decomposition and consists of n IMFs and one residual is obtained as:
where n is the number of IMFs, r n (t) is the residuals representing a trend in s(t)(t = 1, 2, . . . , l), and c i (t)(i = 1, 2, . . . , n) represents the IMFs. When describing the local characters of a raw time series, each IMF is independent.
Ensemble Empirical Mode Decomposition (EEMD)
EEMD, which can successfully overcome the shortcomings of EMD, is first introduced by Wu and Huang [26] . The main theory of EEMD is that by using the features of the noise, the problem of mode mixing can be effectively solved. The original time series are combined with true signals and noise. Thus, to extract the true signals in the raw data, a white noise is added to the original data. Procedures of EEMD can be described as follows.
•
Step (a). Add a white noise to the raw time series.
•
Step (b). Based on the method of EMD, decompose the time series with the added white noise to nIMFs.
Step (c). Repeat the mentioned two steps, but add the white noise at different scales each time.
Step (d). Calculate the means of each IMF of decomposition to constitute the final IMFs.
Through the mentioned process, the whole series of white noise, which are added into the raw data, can provide a unified reference range to assist the process of noise reduction. As a result, the true IMFs can be obtained from the original data.
Definition 2.
The relationship among the ensemble number, the error tolerance, and the added noise level is described based on the research of Wu and Huang:
where ε represents the amplitude of the added noise, ε n is the error's standard deviation, and N ε is value of ensemble members. Generally, it is suggested that an amplitude fixed at 0.2 will result in an accurate result [26] . In this study, the value of ensemble members are set to 100 and the optimal standard deviation of white noise series are settled from 0.1 to 0.2.
Cuckoo Search Optimization (CSO) Algorithm
The CSO, which was recently introduced by Yang et al., is a meta-heuristic search algorithm [27] . The main principle of the algorithm is originated from the application of cuckoo birds' obligating brood parasitic behavior and the behavior of Lévy flight. Generally, by the switching/discovery probability (pa), Cuckoo Search algorithm is able to perform more powerful capability of optimization [28] . In order to successfully adopt the CS algorithm, three basic assumptions are illustrated as follows:
•
The egg which is generated by each cuckoo bird represents a solution in a time period, and it is dumped randomly in the nest.
The nests which contain better eggs (better solution) are described as the best nests and they will be passed to the next generation.
The available host nests' number is restricted to n, and each host bird is able to recognize the cuckoo bird's egg with a probability Pa ∈ [0, 1]. As a result, the host bird has two possible choices, which are either throwing away the egg or giving up the whole nest and finding a new location to build a new nest. is generated as follows:
where α > 0 is the size of each step which relates to the optimization. ⊕ is the entry wise multiplications. L(λ) stands for a Lévy distribution which has an infinite mean and variance. Lévy flight essentially provides a random walk while the random step length is drawn from L(λ), which can produce a random walk process. Around the best solution, the local search process can be faster because of the new solution generated by Lévy walk [29] . The flowchart of CSO is shown in Figure 1 . 
Support Vector Machine (SVM)
The Support vector machine, which is introduced by Vapnik, is one of the newest algorithms [30] . Different from the conventional models, SVM follows the rule of statistical machine learning process and structural risk minimization to obtain the minimal upper bound generalization error, which is the biggest advantage of SVM compared with other models. Due to this, SVM has a great popularity and a wide use in the area of pattern recognition, classification, and regression analysis and forecasting [31, 32] . 
where φ(x) is a nonlinear mapping while w, b is the weight vector and scalar, separately, and they are estimated through the equation:
where C represents the penalty factor of the error. The L(
the empirical error.
Definition 5.
Setting the upper and lower excess deviation ξ i and ξ * i as the positive slack variables, the optimization problem is obtained as the follows:
Subject to
where w 2 /2 represents the regularization term. ε stands for the loss factor, and its value is related to the approximate accuracy of the input sample. l represents the quantity of elements in the sample data series.
Equation (4) can be explained through the Lagrange function, which is described as follows:
where α i and α * i are the multipliers of Lagrange function. K(x, x i ) represents the kernel function and
which is the dot product of the two inner vectors
Gaussian function, which is known for its features of simplicity, efficiency, and reliable computing ability, has proved to be one of the most effective core functions [30] . SVM model, which employs it as the core function, can effectively obtain the complex features of nonlinearity of the original data and result sample by matching input data into a higher-dimensional feature space.
Definition 6.
Gaussian function, which is employed as core function of SVM model, is described as follows:
where the γ stands for the parameter of the kernel function. x i , x j are vector quantities in the input space.
In this paper, parameters (γ, C), which are considered as the two most valuable figures that influence the performance of wind speed prediction. The CSO is used to optimize them.
Introduction of the EEMD-CSO-SVM Model
Based on the above-mentioned methods, the EEMD-CSO-SVM model is proposed for wind speed forecasting. Taking one of the datasets as an example, the main procedures of the proposed model is shown in Figure 2 . Firstly, the EEMD noise reduction technique is applied to the raw wind speed data in order to obtain a stationary time series. In this paper, the raw data is decomposed into 10 IMFs, among which the first IMF is considered as noise and removed. The rest are recombined for the forecasting. Then, each set of data from the four wind turbines are used to perform three-step forecasting to testify the validity of the proposed model. The de-noised wind speed data is applied to train the SVM model whose key parameters (γ, C) are optimized by the Cuckoo Search algorithm. The results of forecasting are recorded for further analysis. 
DM Test and Forecasting Effectiveness.
The DM test, which focuses on the difference in the forecasting precision between the proposed hybrid model and other traditional methods, is described as follows:
The value of the DM test is described as follows:
where ε + t h is the forecasting error.
2
S represents the estimation value for the variance of
L is the loss function, which represents the accuracy of the forecasting. Among the loss functions, absolute deviation error loss and square error loss are widely applied. They are described as follows:
Absolute deviation error loss:
Square error loss:
If no significant differences are found between the performances of the included methods, the null hypothesis will be rejected.
The null hypothesis is described as follows: 
DM Test and Forecasting Effectiveness
where ε t+h is the forecasting error.
S 2 represents the estimation value for the variance of
t+h . L is the loss function, which represents the accuracy of the forecasting.
Among the loss functions, absolute deviation error loss and square error loss are widely applied. They are described as follows:
The null hypothesis is described as follows:
where z α/2 represents the critical value of the standard value distribution when the value of significance is α.
Forecasting effectiveness, which evaluates the performance of the proposed model using the sum of the squared errors and the mean squared deviation of the forecasting results is also applied. The forecasting effectiveness is described as follows [33] .
The kth order forecasting effectiveness unit is described as:
where Q n stands for the discrete probability distribution when the time is n. A n represents the forecasting accuracy. The k-order forecasting effectiveness is presented as:
The first order forecasting effectiveness is defined as H m 1 = m 1 while the second-order forecasting effectiveness is the difference between the standard deviation and expectation, which is shown as:
Performance Evaluation Criterion
In this study, to test the accuracy of the proposed approach, six evaluation indexes including MAE, MAPE, RMSE, WI, E NS , and E LM are applied for evaluating forecasting accuracy. These indexes are shown as follows in Table 1 : Table 1 . The description of the error evaluation indexes.
Metric
Definition Equation
MAE
The mean absolute error of N forecasting results
The square root of the average of the error square
Respectively, where N is the total output samples; y i represents the actual series; and yp i stands for the prediction results. For WI, E NS , and E LM, when the values of them are closer to 1, the model achieves a higher performance.
Numerical Experimentation
The Windows 7 Professional operating system was used to perform the experiments. The specific version of software, which was used to conduct the proposed model, is Matlab2016a. The details of the hardware are: Intel Core i5-3230M2.60 GHz CPU, and 4 GB RAM.
Introduction of Datasets
Penglai is located in the east coast of Shandong in China. It has a 3100 km coastline. Thus, although the whole region is not large, it is famous for its abundant wind power due to this unique geographical feature. The approximate wind power capacity of the region is 67 million KW. In this paper, datasets 1, 2, 3, and 4 were chosen from a wind farm in Penglai, with the latitude from 120 • 43 N to 120 • 47 N and longitude from 37 • 50 E to 37 • 37 E. These datasets are located in mountain and hilly areas whose altitude is from 100 m to 240 m. The features of the wind power generator are provided as follows: Rated power: 1500 KW. Height of measurement: 70 m. Sampling time period: 10 min. Scanning frequency: 144 times per day. All four datasets were included in the experiment, to help analyze the differences in the results. Multistep forecasting was also conducted in this paper.
Each group is divided into a training group and a testing group. The size ratio of the training and testing group is set to 9:1. The training sample included a total of 1350 10-min wind speed series, and the testing sample contains 150 wind speed data points. The ratio of input and output data is set to 4:1. Figure 3 shows the structure of each dataset. 
Numerical Experimentation
Introduction of Datasets
Penglai is located in the east coast of Shandong in China. It has a 3100 km coastline. Thus, although the whole region is not large, it is famous for its abundant wind power due to this unique geographical feature. The approximate wind power capacity of the region is 67 million KW. In this paper, datasets 1, 2, 3, and 4 were chosen from a wind farm in Penglai, with the latitude from 120°43′ N to 120°47′ N and longitude from 37°50′ E to 37°37′ E. These datasets are located in mountain and hilly areas whose altitude is from 100 m to 240 m. The features of the wind power generator are provided as follows: Rated power: 1500 KW. Height of measurement: 70 m. Sampling time period: 10 min. Scanning frequency: 144 times per day. All four datasets were included in the experiment, to help analyze the differences in the results. Multistep forecasting was also conducted in this paper.
Forecasting Model Parameter Setting
Wind speed series from four datasets are chosen to test the forecasting accuracy of the proposed hybrid model. The results of the proposed model are also used to compare with other conventional methods; namely, BP neural networks, the ARIMA model, and the RBF model. This paper followed the standard of energy industry NB/T31046-2013 and the rules for measuring wind sources, which were published and made by the National Energy Administration in 2013.
(1) For BPNN, the newff function of the neural network toolbox is employed to build the network.
The dimensions of the input, hidden, and output layers are 4, 5, and 1, respectively. The learning 
The dimensions of the input, hidden, and output layers are 4, 5, and 1, respectively. The learning rate is set to 0.1, the maximum number of iterations is set to 100, and the training precision is set to 0.00004. (2) For ARIMA, the forecasting results are influenced by the moving average and the order of auto-regressive. The observed value's fitting effect is measured by the AIC criterion, and the AIC also calculates the most suitable number for the parameters. When the AIC reaches the lowest value, the ARIMA method can achieve the best order. (3) For RBFNN, similar with BPNN, the newrb function of the neural network toolbox is employed to build the forecasting network. The same parameters as the BPNN are used in the RBFNN.
Experimental Results for Datasets
The original time series are first preprocessed through the EEMD. Figure 3 presents the preprocessed data obtained by the EEMD method for the four wind turbines. As indicated in Figure 3 , for the #2, #3, and #4 wind turbines, 10 IMF sequences are obtained from the original training data of the time series. According to the principles of denoising, eliminating the high-frequency sequence from the IMF sequences can assist in obtaining a cleaner data sequence; that is, a data sequence with lower noise. For this paper, the first IMF sequence obtained by the EEMD method is eliminated from the original data sequence due to its high frequency, so that a stationary time series can be obtained to improve the accuracy of the prediction. Taking wind turbine #2's data as an example, the visualization of the de-noise preprocessing of the EEMD method is shown in Figure 4 . The final result after the de-noise processing with the EEMD method is also presented in Figure 4 . The preprocessing results of all four wind turbines are shown in Figure 3 . rate is set to 0.1, the maximum number of iterations is set to 100, and the training precision is set to 0.00004. (2) For ARIMA, the forecasting results are influenced by the moving average and the order of autoregressive. The observed value's fitting effect is measured by the AIC criterion, and the AIC also calculates the most suitable number for the parameters. When the AIC reaches the lowest value, the ARIMA method can achieve the best order. (3) For RBFNN, similar with BPNN, the newrb function of the neural network toolbox is employed to build the forecasting network. The same parameters as the BPNN are used in the RBFNN.
The original time series are first preprocessed through the EEMD. Figure 3 presents the preprocessed data obtained by the EEMD method for the four wind turbines. As indicated in Figure  3 , for the #2, #3, and #4 wind turbines, 10 IMF sequences are obtained from the original training data of the time series. According to the principles of denoising, eliminating the high-frequency sequence from the IMF sequences can assist in obtaining a cleaner data sequence; that is, a data sequence with lower noise. For this paper, the first IMF sequence obtained by the EEMD method is eliminated from the original data sequence due to its high frequency, so that a stationary time series can be obtained to improve the accuracy of the prediction. Taking wind turbine #2's data as an example, the visualization of the de-noise preprocessing of the EEMD method is shown in Figure 4 . The final result after the de-noise processing with the EEMD method is also presented in Figure 4 . The preprocessing results of all four wind turbines are shown in Figure 3 . For the experiment, the proposed method is trained using the selected data from four datasets. Multistep forecasting is applied in the experiment, which performs the prediction through removing the old input data for each circulation. By applying the previous output values rather than the actual series, the multistep ahead method predicts the next wind speed value through this circulation [34] . The one-step forecasting result is calculated based on the observed values from x 1 to x n , where n is the number of output value. Two-step forecasting result is calculated based on the observed value from x 2 to x n and the one-step result. Additionally, three-step forecasting result is obtained based on the observed value from x 3 to x n and the previous two-steps results. The validity of the proposed hybrid model was analyzed based on the results of multistep ahead forecasting. Tables 2-5 show the forecasting results of different models in four wind turbines, respectively. The results of multistep ahead forecasting are shown Table 6 .
The performance of hybrid and traditional methods in one-step forecasting are compared. To testify the effectiveness of the CSO, Particle swarm optimization (PSO) is used for comparison. PSO, which is similar with CSO, optimizes the parameters based on the velocity of particle and the method of position updating. The MAPE values of the proposed hybrid are 4.79%, 3.07%, 2.69%, and 3.91% in four wind turbines, respectively. The values of Willmott's Index reach 0.9838, 0.9929, 0.9918, and 0.9839, respectively. The other values of forecasting error indexes also indicate that the hybrid approach performs better than traditional methods. The results are shown in Tables 2 and 3 .
In the results of dataset 2, the MAPE values of the proposed model are 3.07%, 6.53%, and 10.70% in three-steps forecasting, separately, which shows that one step forecasting performs better. Multistep forecasting, which is based on the theory of removing old input data and adding new output data from the previous step, cannot achieve the same performance accuracy as single step forecasting.
Remark 1. The hybrid approach includes more parameters so that better performance can be achieved. As for the multistep forecasting, its process is complex and leads to high error because less historical data is employed and the forecasted result of each step will be included as input in the next circulation. Therefore, with more steps of forecasting being conducted, more errors will appear, leading to poor performance. 
Analysis of the Forecasting Results
This section analyzes the experimental results of the hybrid approach, and the effectiveness of the proposed method is verified. First, based on the results of single step forecasting, the hybrid approach is compared with some existing conventional models. Then, the results of multi-step forecasting are used for further analysis.
Single-Step Forecasting
This is divided into two parts to verify the effectiveness of the hybrid approach. First, the hybrid method is tested by comparing it with conventional methods. Then, the results of four different datasets are analyzed.
Analysis of the Proposed Method and Conventional Models
The forecasting results of the proposed model and conventional models are shown in Tables 4 and 5 . The original time series and preprocessed data obtained by the EEMD technique is shown in Figure 3 . By comparing the results illustrated above, the following conclusions are made:
The fluctuation and instability of the original time series are clearly shown in Figure 3 . Additionally, in Figure 3 , the reconstructed wind speed data in which the signals with high frequency have been removed obviously shows reduced noise of the raw data. By comparing the forecasting results of the new preprocessed data with the original data from Tables 2 and 3 , the model achieves a high performance when using the de-noised wind speed data. The MAPE values of the CSOSVM model decrease by 5.88%, 5.56%, 2.39%, and 7.36%, respectively. Using the PSOSVM model for comparison, the MAPE values also decrease by 6.55%, 6.88%, 5.34%, and 5.71% in four datasets, respectively. Therefore, the EEMD technique has good validity.
The proposed hybrid approach achieves better performance than the conventional methods in wind speed prediction. From Table 4 , the MAPE value of BPNN, RBFNN, ARIMA, and the proposed model in wind turbine 1 are 8.68%, 10.32%, 8.41%, and 4.79%, respectively. In the other three datasets the proposed method also achieves higher performance than other conventional methods. The values of the evaluation metrics shown in Tables 4 and 5 all suggest that the hybrid model achieves higher accuracy. The new hybrid approach can be regarded as more effective than traditional methods.
Remark 2.
The data preprocessing technique is a reliable method to reduce the fluctuation in the raw data, and the EEMD proves to be an effective method to achieve this purpose. Therefore, the proposed hybrid approach outperforms the conventional methods in forecasting. This paper employs four wind turbines to conduct the forecasting experiment of the wind speed. The original time series of the four datasets are presented in Figure 3 . The results from the four different datasets using different approaches are shown in Tables 2-5 .
From Figure 3 , the general trend of the four time series is approximately the same, though there are still differences in some time points. The main reason for this difference is that in a general location, the wind speed is nearly the same. However, when narrowing down to a specific wind farm unit, the location and size of the wind farm varies, resulting in different wind speed data from one dataset to another.
When analyzing from the specific forecasting results, according to the data presented in Table 4 for instance, the MAPE values of the proposed model from the four wind turbines are 4.79%, 3.07%, 2.69%, and 3.91%. For the forecasting accuracy, dataset 3 achieves the highest performance.
Remark 3.
Because of the uncertainty of the magnitude and direction of the wind in different locations, the forecasting results of four different datasets vary. The wind speed also experiences enormous fluctuations in different time periods. As a result, the prediction precision also varies due to different locations and time periods.
Multi-Step Forecasting
Multi-step forecasting is an effective way to test the accuracy of the forecasting method. Therefore, this paper employed multistep forecasting on the proposed hybrid model. The experimental results are used to verify the accuracy of the proposed approach. The results of the multi-step forecasting are presented in Table 6 . Figures 5-7 show the output values of different methods using multi-step forecasting. In 1-step ahead forecasting, the MAPE values of the BP, ARIMA, RBF, and the proposed model are 5.46%, 5.22%, 4.83%, and 3.07%, respectively. In 2-step ahead forecasting, the MAPE values of these models are 6.70%, 6.42%, 5.97%, and 4.55%. Additionally, in 3-step ahead forecasting, the MAPE values of the four models are 7.83%, 7.15%, 6.92%, and 5.46%, which indicates that the proposed hybrid model achieves a better performance than other conventional models.
When comparing the results of three-step forecasting with each other, one-step forecasting clearly performs better than the others.
Remark 4.
These results can be summarized as follows: The proposed hybrid approach obtains higher accuracy compared with the traditional models used in our experiments in both single step and multi-step forecasting. Therefore, the proposed hybrid approach is valid. 
Discussion
This section discusses the sample selection, experimental results, which consist of each element in the proposed hybrid approach, the error evaluation indexes, and the forecast performance based on the DM (Diebold-Mariano) test and the Forecasting Effectiveness test.
Sample Selection
Currently, there is no explicit theory about how to select the number of training and testing sample. Too small and the input sample cannot train the model well, while too large and the sample will cause over-fitting. In terms of wind speed forecasting, how to select the number of input set is still a difficult and challenging issue [35, 36] . It can only get the optimal input set by experiments. Besides, we organized and list the simulation results based on different ratio between training and testing samples in Table 7 . Taking the one-step forecasting result of dataset one as an example, the MAPE values of the proposed model are 5.40%, 4.92%, 4.79%, 4.95%, and 5.11% when the ratio of training and testing sample is set to 7:3, 8:2, 9:1, 14:1, and 29:1, respectively. The forecasting accuracy of other ratios are all lower than the ratio 9:1 s accuracy. Table 1 below shows that the experiment we took before choosing a suitable ratio of training sample and testing sample. It can be indicated that when the ratio of training and testing sample is set to 9:1, the performance of wind speed forecasting outperforms the other ratios used in the experiment. Thus, based on the experiments and experience sample data are selected. 
Forecasting Error Analysis
The proposed hybrid approach outperforms the conventional methods. The forecasting results and precision of the proposed model in four different wind turbines in multi-step forecasting are shown in Table 6 . Then, Figures 5-7 show the forecasting results of multi-step forecasting from the proposed approach and different traditional methods. The following conclusions are obtained from these results: (1) From the results of three-step forecasting, we can see that the hybrid method is more accurate than other conventional models because the error is the lowest many times. (2) The degree of fitting between the output series and the actual data from different models is shown in Figures 5-7 . The proposed approach is superior to the corresponding traditional methods, with a higher precision. 
The proposed hybrid approach outperforms the conventional methods. The forecasting results and precision of the proposed model in four different wind turbines in multi-step forecasting are shown in Table 6 . Then, Figures 5-7 show the forecasting results of multi-step forecasting from the proposed approach and different traditional methods. The following conclusions are obtained from these results: (1) From the results of three-step forecasting, we can see that the hybrid method is more accurate than other conventional models because the error is the lowest many times. (2) The degree of fitting between the output series and the actual data from different models is shown in Figures 5-7 . The proposed approach is superior to the corresponding traditional methods, with a higher precision. Multi-step forecasting is employed to further test the validity of the new hybrid approach. From Table 6 , the results of multi-step forecasting of four wind turbines are shown. For wind turbine 1, the MAPE values of multi-step forecasting are 4.79%, 6.19%, and 10.14%, respectively. The other three wind turbines obtain similar results. As the results show, the new hybrid model is valid in multi-step forecasting.
Remark 5.
From the analysis, the performance of the hybrid method is better than those of the traditional models. The proposed model is able to adapt to the fluctuation of the input data so that it can obtain a more accurate result. Therefore, the new hybrid approach is more effective in wind speed prediction.
Validity of the Data Preprocessing Technique
The irregularity of the raw wind speed series often makes the input data contain high noise and fluctuation. Therefore, removing the noise from the original data is important to obtain a better forecasting accuracy. To test the validity of this data preprocessing technique, the results of the proposed model for four datasets using original and preprocessed data are listed together for comparison. From Tables 2 and 3 Tables 2 and 3 show, all six metrics changed positively, and the results demonstrate that after reducing the noise of the raw data, the performance of the hybrid model improved significantly.
Significance of the Error Evaluation Indexes
Based on the results of six error evaluation indexes, namely MAPE, MAE, RMSE, WI, E NS , and E LM , the significance of the proposed hybrid model is estimated. Taking the forecasting results of dataset 2 as an example, the MAPE values of the proposed model, BPNN, RBFNN, and ARIMA are 3.07%, 5.42%, 6.41%, and 5.61%, respectively. The WI values are 0.9929, 0.9731, 0.9595, and 0.9752, respectively. Combining the results of these together, the hybrid model is proven to be superior to the traditional methods. In conclusion, the forecasting ability of the proposed model can be better analyzed with the help of these evaluation indexes, and the comparison between the proposed model and the other forecasting methods is more comprehensive.
Results of DM Test and Forecasting Effectiveness
Besides the error evaluation indexes, which have been applied to evaluate the forecasting ability of the proposed hybrid approach, this paper also used the DM (Diebold-Mariano) test and Forecasting Effectiveness to further study the forecasting accuracy.
In this paper, the DM test is used to study the significant differences in forecasting ability between the new hybrid model and some conventional methods. The results of the DM test are shown in Table 8 . The DM statistical values far exceed the critical value at the 1% significance level, at which the value of |DM| is 2.1017. Thus, the proposed approach performs significantly different with the conventional methods at the 1% significance level. In conclusion, the proposed approach significantly outperforms the conventional methods. The results of forecasting effectiveness is shown in Table 9 . The first-order forecasting effectiveness is based on the expected value of the forecasting accuracy sequence, while the second-order forecasting effectiveness is related to the difference between the standard deviation and expectation of the forecasting accuracy sequence. In Table 8 , the forecasting effectiveness of the proposed model outperforms all the other models in both first order and second order. 
Conclusions
With a rapidly rising demand for clean energy obtained from renewable power resources, more attention and resources have been focused on the development of effectively utilizing these energy resources. Among those resources, wind power has the most promising future. In the area of the prediction, not only the accuracy, but also the stability, should be seen as key factors of the forecasting model. However, due to the uncertainty and intermittence of the raw wind speed data, the forecasting results obtained by conventional models cannot meet this goal. Additionally, with the poor results of forecasting, the power grids cannot make adjustments to the wind plan timely, causing low productivity and increasing the operation cost of the wind farms. Therefore, it is necessary to develop a short-term forecasting method that can achieve satisfactory accuracy and stability at the same time [37] . This paper suggests a new hybrid model that combines a parameter optimization algorithm (CSO) and a forecasting module (SVM). The key weight coefficients of the forecasting module are optimized by the proposed algorithm. To reduce the noise in the raw data, a data preprocessing technique (EEMD) is used to obtain a stationary time series. To verify the validity of the proposed model, multi-step ahead forecasting and several performance evaluation metrics are applied in this paper. Traditional forecasting methods are used for comparison. In one-step ahead forecasting, the MAPE values of the BP, ARIMA, RBF, and the proposed model are 5.46%, 5.22%, 4.83%, and 3.07%, respectively. In two-step ahead forecasting, the MAPE values of these models are 6.70%, 6.42%, 5.97%, and 4.55%, while in three-step ahead forecasting, the MAPE values of the four models are 7.83%, 7.15%, 6.92%, and 5.46%. Not only the figures of MAPE, but also other five variables and the two tests, show the excellent performance of the proposed approach. Based on the experimental results, the newly proposed approach achieved the highest performance in wind speed prediction in both one-step forecasting and multi-step forecasting, in comparison with the other three methods used in the experiment. In conclusion, based on the experimental results, the proposed approach achieved significant improvement in both forecasting accuracy and stability. The proposed a hybrid model, which effectively improved the accuracy and the stability of wind speed forecasting, can be a great tool in managing wind farms. Since this paper used the wind speed data from the power grids of China, the proposed model can adapt to the system smoothly, which can reduce the costs and risks of the power station. When employed in the dispatch of the power system, the proposed hybrid model can generate benefits economically. For instance, the wind station is able to make timely adjustments of the operating plan, and the accurate forecasting results can reserve the capacity of the wind farm, saving unnecessary costs, and avoiding generating waste. As for the focus of future studies, this proposed hybrid approach could be employed in other areas relating to trend forecasting, namely extreme weather prediction, profit forecasting, and traffic condition forecasting. Predicting results
