Abstract-Nonlinear filters produce a nonparametric estimate of the probability density of state at each point in time. Currentlyknown nonlinear filters include Particle Filters and the Kushner equation (and its un-normalized version: the Zakai equation). However, these filters have limited measurement models: Particle Filters require measurement at discrete times, and the Kushner and Zakai equations only apply when the measurement can be represented as a function of the state. We present a new nonlinear filter for continuous-time measurements with a much more general stochastic measurement model. It integrates to Bayes' rule over short time intervals and provides Bayes-optimal estimates from quantized, intermittent, or ambiguous sensor measurements. The filter has a close link to Information Theory, and we show that the rate of change of entropy of the density estimate is equal to the mutual information between the measurement and the state and thus the maximum achievable. This is a fundamentally new class of filter that is widely applicable to nonlinear estimation for continuous-time control.
filters are not optimal and they may have poor performance when the noise distribution is non-Gaussian [6] . Although, unlike EKF, UKF does not require differentiability of the dynamics and measurement models, it estimates only the first and second-order statistics of the state density. These are only sufficient statistics for processes that remain Gaussian distributed at all times (which is almost never the case when the dynamics are nonlinear). Thus for all Kalman filter variants there is a strong assumption that the probability distribution of the state remains unimodal (usually Gaussian). More complex distributions (such as those with hard boundaries, multiple possible values, or discrete values) cannot be represented. Recent extensions such as the use of Gaussian mixture models for the density estimate [9] [10] [11] permit more flexibility but still have significant limitations on the form of the density and the measurement models.
Improvements in processing speed have permitted a class of filtering algorithms to be developed that apply to nonlinear dynamic systems, nonparametric uncertainty models, and nonlinear observation models. This class is commonly referred to as "nonlinear filters," although it would perhaps be more correct to describe it as "nonparametric filters" or "Bayesian filters" because the distinguishing feature is estimation of the nonparametric representation of the full density p(x, t) at each time t, rather than just the first and second-order statistics.
Particle filters [12] are perhaps the most well known implementation of nonlinear filters, but they only apply when observations are taken at discrete time intervals. For continuously observed processes, the only currently known nonlinear (nonparametric) filters are the Kushner [13] and Zakai [14] equations which assume (similarly to EKF and UKF) that observations are given by
where B is Brownian noise, and h(x) is a deterministic and possibly nonlinear, nondifferentiable, or noninvertible function. This makes the technical assumption that the state is related to the derivative of the observation process; common observation models such as z = x cannot be represented. All existing filters for continuous-time measurement, including variants on the Kalman filter, Gaussian-mixture models, and the Kushner and Zakai equations require observations whose means are determined by algebraic functions of the state, and all other statistics are independent of state. Thus there are no filters that apply when observations are a Poisson process with rate x, a Gaussian process with variance x, or other stochastic models in which the uncertainty of the observation depends on the state. We here propose a new class of continuous-time nonlinear filter with a much more general observation model that requires only specification of the conditional density of the observation given the state p(z|x). We show that the new filter achieves the upper bound on information extraction from the data, so that the rate of change of entropy of the state density estimate is equal to the mutual information between the observation and the state.
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II. EXISTING NONLINEAR FILTERS
Consider a process with the following stochastic differential equation for the state:
where W is Brownian noise, x is state, and f (x) and g(x) are nonlinear differentiable functions that model the deterministic dynamics of state and the state-dependent noise, respectively. For this class of smoothly-evolving Markovian system dynamics, the probability density of state evolves approximately according to the linear partial differential Fokker-Planck equation
where p = p(x, t) is the pdf of state. This can be written asṗ = F p, where F is the linear Fokker-Planck operator on p, andṗ indicates the partial differential with respect to t. The Extended Kalman Filter (EKF) (with observation model z = h(x)) requires calculation of the Jacobians ∂f /∂x and ∂h/∂x, and it therefore assumes that f and h are both differentiable. Both the EKF and the Unscented Kalman Filter (UKF) assume that p(x, t) can be approximated by a Gaussian, so that first and second-order statistics are sufficient. But note that for almost all nonlinear functions f (x), even when p(x, t 0 ) is Gaussian, p(x, t) is unlikely to be Gaussian when t > t 0 . Common examples include non-uniform distributions of flow, container or obstacle boundaries, or repulsive forces.
The Zakai filter (with observation model (1)) is given by the stochastic partial differential equation
and the Kushner filter is dp = F pdt
whereh t is the expected value over x of h(x) at time t, dz is the differential of the observation process (1), R is the autocorrelation of the observation noise, and h is to be interpreted as the function h(·). Unlike EKF, h does not have to be differentiable. But note that the observation process z is the integral of h(x) and thus often unbounded. Although the Zakai equation is mathematically equivalent to the Kushner equation up to normalization, in practice it seems to diverge from solutions of the Kushner equation due to numerical sensitivity [15] .
III. METHOD
We propose the following general filter equations for unknown state x(t) and observations z(t) with a known memoryless observation model p(z(t)|x(t)):
where z is the current observation, p(z|x) is the observation model, p(z, t) = p(z|x)p(x, t)dx is the scalar probability of observing z given the current pdf estimate, and F is the Fokker-Planck operator
Equation (6) can also be written
which emphasizes that observations z update the state x only when z and x are not independent. The observation model requires only the specification of the conditional density p(z|x). This describes memoryless observations that can be deterministic, nondeterministic, nonlinear, or noninvertible. The initial condition p(x, 0) represents the prior information available before making any observations, and it is often taken as uniform (for bounded domains), Gaussian (for unbounded domains), or a deltafunction (when initial conditions are precisely known).
We can show that (6) is the continuous-time limit of the discrete Bayesian update equation:
where M is the Markov update operator that is the short-time solution to the Fokker-Planck equation over interval Δt, and B z is a diagonal operator that implements the Bayesian update of x at time t + Δt. B is defined so that for any prior density
immediately prior to making a (discrete) observation z(t + Δt), and B z Mp(x, t) is the posterior estimate of p(x, t + Δt) immediately after observing z(t + Δt).
To see this, note that iteration of (10) gives
) and if we assume a countable basis for the space of realizable probability densities, then we can write this as
where log B is defined by the log of its (diagonal) elements, and log M is defined such that exp(log M )p = Mp for all realizable p. Since M is the solution of the Fokker-Planck equationṗ = F p which for short intervals has quasi-static solution exp(F Δt), we see that we can identify log M with F . Letting Δt → 0, we write:
which is the solution of the differential equatioṅ
This is equivalent to (6).
IV. OBSERVATION MODELS
Since p(z, t) is a scalar, its effect is to normalize the probability density, and if this term is eliminated the effect is to produce a nonnormalized estimate of the density
For exponential-family observation models with unknown dynamics, this leads to a particularly simple form of the estimation equation. For example, unit variance additive Gaussian noise leads to:
and unit width Laplace-distributed noise leads to
For an observation model that is a non-homogeneous Poisson process with rate x(t), the observations are a series of event times t i , and the non-normalized estimation equation is given by 
which is the standard equation for the probability of rate x given an inter-event interval of t i+1 − t i .
V. INFORMATION TRANSMISSION
To quantify the effect of measurement by this algorithm, consider the case when x is varying slowly so that dx/dt is small and the intrinsic dynamics F p are small. If p(x, t) is differentiable with respect to both its arguments, then the average change in entropy of the estimated density of x due to (6) is
where E x and E z are the expectation operators with respect to p(x, t) and p(z, t) respectively, and I(Z, X) is the mutual information between the observation and the state. From this we see that the expected change in entropy per unit time due to the measurement is given by the mutual information between the observation and the state, which is the maximum that could be achieved by any process.
VI. RESULTS Fig. 1 shows a comparison between Kalman-Bucy, the Kushner equation, and our method for state estimation. In this example, the true state dynamics are one-dimensional smoothed white noise, and observations are continuously available quantized measurements of state. For the Kalman-Bucy filter, quantization error must be approximated as Gaussian noise with a standard deviation equal to half of the bin width. For the Kushner equation, the observed variable z is required to be the integral of the quantized state and therefore its variance grows without bound, so we work only with its differential dz. Note that quantization causes uncertainty even with a deterministic (noise-free) observation process. This cannot be described accurately by linear filters such as Kalman-Bucy, and the extended Kalman filter fails because the observation model is not differentiable and thus cannot be approximated as a locally linear process.
The correct behavior [ Fig. 1(a) ] is interesting, because at the moment of a transition between two different quantization levels we have precise information as to the underlying state (it must lie exactly on the transition threshold). Uncertainty in the state estimate grows between the time of transitions, but the set of possible values is bounded by the nearest transition thresholds. Therefore, between jumps of the observed variable, the state should gradually approach a uniform distribution bounded by the two nearest transition thresholds. Both the Kushner equation and our method show the expected behavior at the time of transitions, but the Kushner equation incorrectly predicts that there is nonzero probability of crossing a bit-transition boundary in the absence of a change in the quantized observation.
To compare performance, we created 100 different 0.5 sec timeseries of filtered white noise (500 time points at 1 kHz sample rate). The mean-squared error in state estimates (averaged over the full 0.5 sec) for the new method and the Kushner equation are not statistically different (new method: 0.345 (SD 0.06), Kushner equation: 0.341 (SD 0.06), p > 0.5, t-test), and both are significantly better than Kalman-Bucy (0.922 (SD 0.40), p < 0.0001). The average width (standard deviation) of the estimated conditional density p(x, t) was significantly less for the new method than for the Kushner equation (0.548 vs. 1.768 for Kushner, p < 0.0001), so the Kushner equation overestimated the uncertainty (probably due to sensitivity to time discretization in the simulation; in the theoretical continuous-time case the Kushner equation is expected to produce the correct variance). Fig. 2 shows an example where the measurement model is the absolute value function h(x) = abs(x). For this type of ambiguous observation, it is not possible to distinguish positive from negative values of the state, so the correct estimate of p(x, t) is bilobed. Methods based on estimation of second-order statistics, including the KalmanBucy filter, EKF, or UKF are unable to even represent such densities, let alone estimate them. One of the advantages of nonlinear filters is that state estimates can still be made in the context of observation ambiguity, and the correct value of the state can be disambiguated at a later time (or using additional sensor data) by Bayesian combination with other measurements. Fig. 2 provides an example in which our method is superior to all other existing methods. As noted above, parametric methods such as Kalman-Bucy, EKF, or UKF cannot even represent this class of problem. The Kushner (and Zakai) equation can represent this type of problem, but because of the overestimation of the variance, Kushner incorrectly estimates a unimodal density (right side of the 3D figure) where the actual density is bimodal. Thus even in situations in which the new method and the Kushner equation produce similar estimates of the mean, more accurate estimation of the probability density is a significant superiority to our method. At lower sample rates, the Kushner equation will perform even worse, since its mechanism of estimation depends on near-continuous sampling. Accurate density estimation is critically important for estimation of confidence, Bayesian combination of estimates from multiple sensors, and for estimation of risk of error.
VII. COMPLEXITY
For the above one-dimensional problems, both nonlinear filters required considerably more time than the Kalman-Bucy filter on a single-processor computer (57 times longer for the new filter, 54 times longer for the Kushner equation) . If the state has multiple dimensions x 1 · · · x N , then we can estimate the marginal densities p(x i , t) using N copies of the algorithm with measurement models p(z|x i ). In this case, the complexity scales linearly with N . However, to estimate the joint density p(x, t) = p(x 1 · · · x N , t) we require use of the full conditional measurement model p(z|x 1 · · · x N ) and storage of the full joint density, and the complexity will scale exponentially with N . An approximation with linear scaling estimates the marginal densities using p(z|x 1 · · ·x i−1 , x i ,x i+1 · · ·x N ) where thex j 's are the estimated values from the other marginal filter equations (similar to Gibbs sampling). These scaling issues are common to all nonlinear (nonparametric) filters due to the need to store and update the full density estimate.
VIII. APPLICATIONS
Our goal here is to describe the state estimator. When the resulting density is used for control, a single estimate of state must be extracted. The minimum mean-squared error estimate will be the mean of the probability density at each point in time, and this can be used in a standard feedback control loop. Other estimates such as the maximum likelihood value could be used and might be more appropriate for nonquadratic cost functions.
A. Sensor Fusion
Suppose we have two conditionally-independent sensors z 1 (t) and z 2 (t) (by conditional independence we mean that p(z 1 , z 2 |x) = p(z 1 |x)p(z 2 |x)). We can then update the Bayes-optimal combined probability density using
(If the sensors are not conditionally independent, then the last line should be replaced by
t)]p(x, t).)
This process can be generalized to an arbitrary number of sensors. Furthermore, if we create two independent estimates of the state density so that p 1 (x, T ) is based on data from z 1 (t) up to time T , and p 2 (x, T ) is based on data from z 2 (t) up to time T , then we can obtain the unnormalized density at time T from the combined sensor estimates as the product
Combination of estimates from multiple sensors provides a considerable advantage over standard second-order estimators, for which a combination of the mean estimates from different sensors (weighted by the inverse of the variances) is accurate only for unimodal Gaussian distributions. In particular, note that sensors can be combined even if they have different accuracy, different sampling intervals, time-varying noise, or ambiguity leading to multi-lobed density estimates.
B. Delayed Measurements
Suppose that we have a delayed measurement, so that sensor data is only available for z(t − Δ). There are two ways to manage such delayed measurements within this framework. The most straightforward is to estimate the delayed density p(x, t − Δ) and then to propagate forward for time Δ open-loop using the Fokker-Planck equationṗ = F p (7) with initial condition p(x, t − Δ). This provides an estimate of the current density, but requires forward propagation of the FokkerPlanck equation at every time, and it is difficult to use if there are multiple sensors with different time delays.
The second method is mathematically equivalent, but it depends upon calculation of the observation model p(z(t − Δ)|x(t)). This represents the information about the current value of state that is provided by the delayed observation (or, equivalently, the probability of the delayed observation given the current state). It will necessarily be less certain because time has passed since the observation. For example, if z(t) = x(t), then the observation model is p(x(t − Δ)|x(t)) which will spread the density (according to the backwards-time FokkerPlanck equation). This delayed observation model can be directly used in (6) or (24), and it allows straightforward combination of information from sensors with different delays.
We will not here examine the stability properties of closed-loop systems with delay based on this type of measurement model, but we do point out that such systems may be stable under circumstances that would lead to instability in standard closed-loop control. This is because the delayed measurement itself is not used for feedback, but instead it contributes to an estimate of the density of future state that may include values that are not out of phase with the true state.
IX. CONCLUSION
We have introduced a new continuous-time nonlinear filtering algorithm for state estimation with a general observation model. As with other nonlinear filters, the statistical models of the underlying process and time-varying uncertainty are nonparametric and therefore allow non-Gaussian behavior including skewed or multi-lobed densities of state. Our innovation is the incorporation of a new continuous measurement model that allows for implicit and nonalgebraic dependence of the observed variable on the state; the only knowledge needed about the observed variable is the likelihood function p(observation|state). This allows for sensor measurements to be in a completely different space from the state, such as discrete or categorical measurements of continuous variables, quantized and nonmonotonic measurements of state, or other flexible situations to which previous methods cannot be applied. For instance, our method applies when the observation is a Poisson process with rate determined by the state, when there is independent noise on individual bits of a quantized measurement, or when the noise amplitude is state-dependent. Neither parametric methods nor the Kushner/Zakai equation are applicable in such situations. In situations when the Kushner equation does apply, our method produces equivalent estimates of the mean, but the estimated density (and variance) is significantly improved. Our method has comparable computational complexity and performance to other nonlinear filters, but it is applicable to a much more general set of stochastic observation models. When the assumptions of standard filters are satisfied, the new filter is expected to produce identical results. The primary significance of the new filter is that it permits the use of Bayes-optimal continuous-time nonlinear filtering in a wide variety of state observers for which there was previously no mathematically valid algorithm.
