Necessary conditions for optimality are proved for smooth infinite horizon optimal control problems with unilateral state constraints (pathwise constraints) and with terminal conditions on the states at the infinite horizon. The aim of the paper is to obtain strong necessary conditions including transversality conditions at infinity, which in many cases lead to a set of candidates for optimality containing only a few elements, similar to what is the case in finite horizon problems. However, strong growth conditions are needed for the results to hold.
Introduction
The aim of this paper is, in a control problem with unilateral state constraints and terminal conditions at infinity, to obtain necessary conditions, with a full set of transversality conditions at infinity, which frequently make it possible to narrow down the set of candidates for optimality to only a few, or sometimes a single one. In infinite horizon problems without unilateral state constraints (pathwise constraints), with or without terminal conditions on the states at the infinite horizon, there exist various types of necessary conditions for optimality, and examples are [1] (without a transversality condition), and a number of results with certain limited types of transversality conditions, for example [2] , slightly generalized in [3] . See the latter paper and [4] for several further references (see also [5] ). The limited types of transversality conditions mentioned are in problems with several states-often insufficient if one wishes to avoid getting an infinite number of candidates. With strong growth conditions there exist necessary conditions, with a full set of transversality conditions at infinity, which in many cases make it possible to narrow down the set of candidates to only a few, or sometimes a single one, see Theorem 16, p. 244 1 in [5] . For nonsmooth problems with a full set of transversality conditions in the infinite horizon case, see [6] . For such problems, see also [7] .
The novelty of the results in this paper is hence the establishment of necessary conditions that include a full set of transversality conditions at infinity in an infinite horizon problem with both terminal constraints at the infinite horizon and unilateral state constraints (constraints of the form ( ) , 0 j g t x ≥ for all t). Strong growth conditions are needed for the results to hold. For Michel-type necessary condition in the case of unilateral state constraints, sees [8] .
The growth conditions used below, ( (11), (12) , (13) ) are more demanding than the conditions applied in [9] for the case of no unilateral state constraints and no terminal constraints (problems with a dominant discount). In later work the authors use even more general conditions, see [10] (see also [11] , and [12] for problems with a special structure).
The results below are of especial interest in the case where not all states are completely constrained at infinity. In the opposite case, generalizations of Halkin's infinite horizon theorem in [1] to problems with unilateral state constraints where no transversality conditions appear, like Theorem 9, p. 381 in [6] , frequently yield enough information for determining one or a few candidates for optimality. When not all states are completely constrained at infinity, transversality conditions related to the terminal conditions are needed, unless one can accept the possibility of an infinite number of candidates for optimality.
In certain cases there is a danger of degeneracy of multipliers. See the early review in [13] and [14] . We have added conditions that secure nondegeneracy of multipliers in some such cases, in particular in the case where unilateral constraints are satisfied as equalities by the initial state (the state at time zero). See [15] - [17] for a presentation of similar conditions in the finite horizon case, as well as for a number of references for this case (see for example [18] - [22] ).
The Control Problem, Necessary Conditions, and Examples
Consider the problem 
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Proofs of the Results
Proof of Theorem 2. To simplify the notation, instead of the criterion (1), we can and shall assume that ( ) ax ∞ is the criterion to be maximized, ( )
x ∞ is free, hence is not required to be equal to sumptions in Remark 3. Overview of the proof. A rough outline of the proof is as follows. We are going to make a number of strong (needleshaped) perturbations of ( )
This gives rise to first order variations of the optimal trajectory (the q * -functions below). We introduce a convex subset of these variations ( Q τ ′ below) consisting of variations satisfying a first order version of the unilateral constraint. We then introduce the convex set of endpoints (at infinity) of these variations as is standard in traditional proofs of the maximum principle, and show that it has to be separated from the set of "better, first order admissible" points, the set { ( )
, , : 0, 0
x n i n * ′′ ′ ∞ = ≥ > } (The endpoints we consider consist actually only of the first n′′ components of the state). The separation argument (carried out in n′′  ) consists of a standard use of the Brouwer fixed point theorem combined with the fact the endpoints are "good" first order approximations of the endpoints of the exact solutions following from the perturbations. We need the fact that these exact solutions satisfy the unilateral state constraint, and this is shown first. The separating functional ( n′′ -vector) is denoted p ∞ . Another separation argument, carried out in L ∞ -space' gives the multipliers j µ related to the unilateral state constraints. Detailed proof. To avoid certain problems connected with coinciding perturbation time points, the following construction is helpful (we then avoid coinciding perturbation time points). Let U ′ be a countable dense set in U and let J ′ be the set of right Lebesgue points of ( ) 
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where a sum over an empty set is put equal to zero. For ., , q c P * are the ones that will appear in the necessary conditions that will be ob- 6 One may consult Observation 1 below at this point.
tained (see (53), (54) below). These variations are jumping at each perturbation time points, so, near these points, they do not approximate (to the first order) the corresponding (continuous) exact solutions. Yet, we are able to show that the latter solutions satisfy the unilateral constraints when ( ) ., . q c P * belongs to Q τ ′ . To show this, the "better", continuous, approximations ( )
., , q c P * * are used.
Satisfaction of the Unilateral Constraints by Perturbed Solutions
Fix a pair ( ) 
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Further Information on the Multipliers in Special Cases
Let us prove the results concerning the multipliers in the three last sentences in Theorem 2 in the case where
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Conclusion
The paper establishes necessary conditions for optimality in a smooth infinite horizon optimal control problem with unilateral state constraints and terminal constraints at the infinite horizon. The necessary conditions include a complete set of transversality conditions at infinity. The specific growth conditions placed upon the system in this paper can easily be modified, but strong growth conditions are in any case needed for the full set of necessary conditions to hold. 1 1 n n n n − × − , and, in 
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