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REGULARITY OF FULLY NON-LINEAR ELLIPTIC EQUATIONS
ON HERMITIAN MANIFOLDS. II
RIRONG YUAN
Abstract. In this paper we investigate the solvability and regularity of solutions
to Dirichlet problem for a class of fully non-linear elliptic equations with gradi-
ent terms on Hermitian manifolds. Some significantly new features of the regular-
ity assumptions on the boundary and boundary data are obtained, which reveal
how the shape of the boundary influences such regularity assumptions. Such new
features follow from quantitative boundary estimates which specifically enable us
to apply a blow-up argument to derive the gradient estimate when the boundary
is holomorphically flat. Also, a direct proof of gradient estimate is obtained un-
der suitable assumptions. Interestingly, the subsolutions are constructed when the
background space is moreover a product of a closed Hermitian manifold with a
compact Riemann surface supposing boundary. Finally we also study the regularity
and solvability of the solution to Dirichlet problem for Monge-Ampe`re equation for
(n− 1)-plurisubharmonic functions associated to Gauduchon’s conjecture.
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1. Introduction
Let (M,J, ω) be a compact Hermitian manifold of complex dimension n ≥ 2 possi-
bly with boundary, and ω =
√−1gij¯dzi∧dz¯j denote the Ka¨hler form being compatible
with complex structure J .
This paper is primarily devoted to investigating second order fully nonlinear elliptic
equations of the form
(1.1) F (g[u]) := f(λ(g[u])) = ψ in M.
In addition if M has boundary ∂M , M¯ := M ∪ ∂M , we study equation (1.1) with
the prescribing boundary data
(1.2) u = ϕ on ∂M.
Here ψ and ϕ are sufficiently smooth functions, λ(g[u]) are eigenvalues of g[u] with
respect to ω, and the real (1, 1)-form in the equation has the form
g[u] = χ˜+
√−1∂u ∧ η1,0 +√−1η1,0 ∧ ∂u+√−1∂∂u,
where χ˜ is a smooth real (1, 1)-form and η1,0 = ηidz
i is a smooth (1, 0)-form on the
background Hermitian manifold. Here, we write ηi¯ = η¯i. For simplicity, we denote
(1.3) χ[u] := χ(z, ∂u, ∂u) = χ˜+
√−1∂u ∧ η1,0 +√−1η1,0 ∧ ∂u.
The deformation of this type is reasonable and applicable, since one may apply it
to deform Aeppli cohomology class so that it obeys prescribed appropriate property.
(See also Remark 4.13 below). Moreover, the form χ[u] satisfies (3.11) below and
then automatically satisfies the assumption (1.6) in [82], which plays a key role in the
proof of global second order estimate.
The study of equations generated by symmetric functions of eigenvalues goes back
to the work of Caffarelli-Nirenberg-Spruck [11] concerning the Dirichlet problem in
bounded domains of Rn, and to the work of Ivochkina [54] which considers some spe-
cial cases. As in [11], f is a smooth symmetric function defined in an open symmetric
and convex cone Γ with vertex at the origin, Γn ⊆ Γ ⊂ Rn and the boundary ∂Γ 6= ∅,
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where Γn := {λ ∈ Rn : σk(λ) > 0 for each 1 ≤ k ≤ n}, and
σk(λ) =
∑
1≤i1<i2···<ik≤n
λi1 · · ·λik .
Moreover, f satisfies the following fundamental conditions:
(1.4) fi := fλi(λ) =
∂f
∂λi
(λ) > 0 in Γ, 1 ≤ i ≤ n,
(1.5) f is concave in Γ,
(1.6) δψ,f := inf
M
ψ − sup
∂Γ
f > 0,
where
sup
∂Γ
f := sup
λ0∈∂Γ
lim sup
λ→λ0
f(λ).
In order to study equation (1.1) within the framework of elliptic equations, we shall
look for solutions in the class of C2-admissible functions u satisfying λ(g[u]) ∈ Γ. The
constant δψ,f measures whether or not the equation is degenerate. More explicitly,
if δψ,f > 0 (respectively, δψ,f vanishes) then the equation is called non-degenerate
(respectively, degenerate). Moreover, supM ψ < supΓ f is necessary for the solvability
of equation (1.1) within the framework of elliptic equations, which is automatically
satisfied when supΓ f = +∞ or there is a subsolution satisfying (1.8) or (1.9).
If the boundary is supposed to be holomorphically flat∗ in the sense that there exist
holomorphic coordinates (z1, · · · , zn) such that ∂M is locally given by Re(zn) = 0, as
in [84], we assume
(1.7) For each σ < supΓ f and λ ∈ Γ, lim
t→+∞
f(tλ) > σ,
so that one can apply Sze´kelyhidi’s [72] Liouville type theorem extending a result of
Dinew-Ko lodziej [24] to set up gradient estimate by using a blow-up argument. Such a
condition is satisfied by many symmetric functions arising from differential geometry
and fully nonlinear equations, including homogenous functions of degree one with
f |Γ > 0, or the functions with Γ = Γn. We remark further that, from the viewpoint
of geometry, it is natural to study functions being of the form f(tλ) = H(t, f(λ))
when one rescales ω by t−1ω, where ∂H
∂σ
(t, σ) > 0 for t > 0 and σ ∈ (sup∂Γ f, supΓ f).
A notion of subsolution is used to study fully nonlinear equations of this type.
For the Dirichlet problem, we call u an admissible subsolution if it is an admissible
function u ∈ C2(M¯) satisfying
(1.8) f(λ(g[u])) ≥ ψ in M, and u = ϕ on ∂M.
Such an admissible subsolution is a key ingredient in deriving a priori estimates,
especially the boundary estimate for the Dirichlet problem (cf. [44, 52, 37]), moreover,
it relaxes geometric restrictions to boundary and so plays important roles in some
∗See also [13] for Cartan’s theorem on characterization of real analytic Levi flat hypersurfaces.
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geometric problems (cf. [14, 47, 49]). Condition (1.14) is introduced in this paper to
construct the admissible subsolutions when the background space is a product of a
closed Hermitian manifold with a compact Riemann surface with boundary.
Recently, influenced by the work of Guan [38], an extended notion of a subsolution
was proposed by Sze´kelyhidi [72]. Following Sze´kelyhidi, a C2 function u is a C-
subsolution of equation (1.1), if for each point z ∈ M¯ the set (λ(g[u](z))+Γn)∩∂Γψ(z)
is bounded, where ∂Γσ = {λ ∈ Γ : f(λ) = σ} denotes the level hypersurface. Namely,
(1.9) lim
t→+∞
f(λ(g[u]) + tei) > ψ, in M¯ for each i = 1, · · · , n,
where ei is the i-th standard basis vector. The notion of a C-subsolution turns out
to be applicable for the setting of closed manifolds (cf. [72, 73, 20]). For the J-flow
introduced by Donaldson [26] and by Chen [15] independently, it is exactly same
as the condition (1.6) of Song-Weinkove [70] (see Fang-Lai-Ma [28] for its extension
to complex inverse σk flow). It would be worthwhile to note that an admissible
subsolution is indeed a C-subsulotion. Also, we apply the C-subsolutions of rescaled
equations to derive in Theorem 6.7 the gradient estimate directly for some equations.
The most important equation of this type is perhaps the complex Monge-Ampe`re
equation corresponding to f(λ) = (σn(λ))
1
n that is closely related to Calabi’s con-
jecture. In his celebrated work [81], Yau proved Calabi’s conjecture and obtained
Calabi-Yau theorem on the prescribed volume form which in particular implies each
closed Ka¨hler manifold of vanishing first Chern class endows with a Ricci flat Ka¨hler
metric. Yau also showed in the same paper that every closed Ka¨hler manifold of
c1(M) < 0 admits a unique Ka¨hler-Einstein metric in the original Ka¨hler class, which
was also proved independently by Aubin [2]. Another fundamental work concerning
complex Monge-Ampe`re equation was done by Bedford-Taylor [3, 4] on weak solu-
tions and pluripontential theory, and by Caffarelli-Kohn-Nirenberg-Spruck [10] who
treated with Dirichlet problem for complex Monge-Ampe`re equation on a strictly
pseudoconvex domain in Cn (χ˜ = 0, η1,0 = 0). Since then complex Monge-Ampe`re
equation and more general fully nonlinear elliptic equations on complex manifolds
have been studied extensively in literature (cf. [14, 15, 20, 24, 26, 28, 37, 40, 42, 45,
47, 53, 56, 70, 71, 72, 75, 76, 86, 87] and references therein).
Due to the importance and interest of Calabi-Yau theorem in Ka¨hler geometry,
algebraic geometry and mathematical physics, some generalizations of Calabi-Yau
theorem for other special non-Ka¨hler metrics, including Gauduchon and balanced
metrics introduced in [34, 62], have been studied by many specialists over the past
several decades. We are also guided towards in Section 8 the study of Dirichlet
problem of Monge-Ampe`re equation for (n−1)-plurisubharmonic functions associated
with Gauduchon’s conjecture, which is very different from that of Dirichlet problem
(1.1)-(1.2). More precisely, we show Dirichlet problem (8.5) is solvable, provided that
there is a subsolution and the background space is moreover a product of a closed
Hermitian manifold with a compact Riemann surface with boundary. Furthermore,
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such subsolutions are constructed if the factor of the background product manifold
supposes a balanced metric.
1.1. Main results. The primary procedure to solve the Dirichlet problem is to prove
gradient estimate, which is, however, open for general equations. In this paper we
achieve it and solve Dirichlet problem under appropriate assumptions.
Theorem 1.1. Let ∂M ∈ C∞ be pseudoconcave in the sense that Levi form of
∂M is nonpositive, ψ ∈ C∞(M¯) and ϕ ∈ C∞(∂M). Suppose, in addition to (1.4),
(1.5), (1.6), that Dirichlet problem (1.1)-(1.2) admits an admissible subsolution u ∈
C2,1(M¯). Suppose in addition that one of the following three conditions is satisfied
(1) The function f satisfies (1.7), and ∂M is further assumed to be holomorphi-
cally flat.
(2) (M,ω) is a compact Ka¨hler manifold with nonnegative orthogonal bisectional
curvature.
(3) The corresponding cone of f is Γn, and there is w ∈ C2(M¯) such that
(1.10) lim
t→+∞
f(
1
3
(λ(g[w]) + tei)) ≥ ψ for each i, in M¯.
Then the Dirichlet problem admits a unique smooth admissible solution u with
(1.11) sup
M
∆u ≤ C,
where ∆ is the complex Laplacian operator with respect to ω, C is a uniformly posi-
tive constant depending on ∂M up to its third order derivatives, |ϕ|C3(M¯), supM |∇ψ|,
infz∈M infξ∈T 1,0z M,|ξ|=1 ∂∂ψ(ξ, ξ¯) and other known data but not on (δψ,f )
−1. In partic-
ular, if ∂M is holomorphically flat and ϕ ≡ constant then C depends on ∂M up to
second order derivatives and other known data.
Remark 1.2. Throughout this paper we say a constant C does not depend on (δψ,f)
−1
if it remains uniformly bounded as δψ,f tends to zero, while we say a constant κ
depends not on δψ,f if κ has a uniformly positive lower bound as δψ,f → 0. Moreover,
in the theorems, we assume that the function ϕ is extended to M¯ with the same
regularity, still denoted ϕ.
We can study degenerate equations by applying approximation, since the estimate is
independent of (δψ,f )
−1 when ∂M is pseudoconcave. For purpose of solving degenerate
equation, condition (3) should be replaced by a slightly stronger condition:
(3)′ The corresponding cone Γ of f is Γn, and there is w ∈ C2(M¯) such that
(1.12) lim
t→+∞
f(
1
3
(λ(g[w]) + tei)) > ψ for each i, in M¯.
Theorem 1.3. Let ψ ∈ C1,1(M¯), ϕ ∈ C2,1(∂M) and f ∈ C∞(Γ)∩C(Γ¯), Γ¯ = Γ∪∂Γ.
Suppose there is a strictly admissible subsolution satisfying for some δ0 > 0
(1.13) f(λ(g[u])) ≥ ψ + δ0 in M¯, u = ϕ on ∂M.
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Suppose in addition that u ∈ C2,1(M¯) and ∂M is smooth pseudoconcave boundary.
Then Dirichlet problem (1.1)-(1.2) for degenerate equations with (1.4), (1.5) and
δψ,f = 0 supposes a (weak) solution u ∈ C1,α(M¯), ∀0 < α < 1, with λ(g[u]) ∈ Γ¯
and ∆u ∈ L∞(M¯), provided that one of (1), (2), (3)′ holds.
For purpose of investigating the equations on complex manifolds with less regular
boundary, we need to seek those manifolds which allow us to apply Theorem 1.1 to
do the submanifold/domain approximation.
Clearly, there are two types of complex manifolds that fulfill the request. That
is M = X × S (or more generally M is as mentioned in Theorem 1.6 below), or
the manifold whose boundary is strictly pseudoconcave. For the equations on such
manifolds, the boundary estimates in Theorems 4.2, 4.3 and 4.4 enable us to further
weaken the regularity assumptions on ϕ and ∂M , since the corresponding structure
(near the boundary) of such manifolds is stable under the approximation.
Without specific clarification we assume throughout this paper that X is a closed
complex manifold and S is a compact Riemann surface with boundary, and ν denotes
the unit inner normal vector along the boundary.
Theorem 1.4. Suppose M = X × S (or more generally M is as mentioned in The-
orem 1.6 below but with ∂Mi converge to ∂M in the C
2,1 norm), or ∂M is strictly
pseudoconcave. Suppose in addition that ∂M ∈ C3, ϕ ∈ C3(∂M), ψ ∈ C2(M¯) and
the other assumptions of Theorem 1.1 hold. Then Dirichlet problem (1.1)-(1.2) with
admits a unique admissible solution u ∈ C2,α(M¯) for some 0 < α < 1. Moreover, the
solution u satisfies (1.11).
Theorem 1.5. Let M be as in Theorem 1.4 but we assume ∂M ∈ C2,1. Suppose in
addition that the other assumptions of Theorem 1.3 hold. Then the Dirichlet problem
has a (weak) solution u ∈ C1,α (∀0 < α < 1) with λ(g[u]) ∈ Γ¯ and ∆u ∈ L∞(M¯).
A somewhat remarkable fact to us is that, the regularity assumptions on boundary
and boundary data can be further weakened under certain assumptions, which extends
extensively a result of [84] to general settings.
The motivation is mainly based on the estimates which state that
• If ∂M is holomorphically flat and boundary value is furthermore a constant,
then the constant in quantitative boundary estimate (2.4) below depends only
on ∂M up to its second derivatives and other known data (see Theorem 4.3).
• If we furthermore assumeM = X×S and the boundary data ϕ ∈ C2(∂S), then
the constant in (2.4) is bounded from above by a positive constant depending
on |ϕ|C2(S¯), |ψ|C1(M¯), |u|C2(M¯), ∂S up to its second derivatives and other known
data (see Theorem 4.4).
Besides, we can use a result due to Silvestre-Sirakov [69] to derive the C2,α boundary
regularity with only assuming C2,β boundary.
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Theorem 1.6. Let (M,J, ω) be a compact Hermitian manifold with C2,β boundary
which additionally satisfies that, for any sequence of smooth complex submanifolds
{Mi} (with the same complex dimension) whose boundaries ∂Mi converge to ∂M in
the C2,β norm, there is N ≫ 1 such that ∂Mi is holomorphically flat for any i ≥ N .
Suppose in addition that (1.4), (1.5), (1.6), (1.7) and ψ ∈ C2(M¯). Then Dirichlet
problem (1.1)-(1.2) with homogeneous boundary data u|∂M = 0 supposes a unique C2,α
admissible solution for some 0 < α ≤ β, provided that either the Dirichlet problem
has a C2,β admissible subsolution with ∂
∂ν
u|∂M ≤ 0 or ∂∂νu|∂M ≥ 0. In particular,
u = 0 if λ(χ˜) ∈ Γ and ψ ≤ f(λ(χ˜)).
Theorem 1.7. Let (M,J, ω) be as mentioned in Theorem 1.6. Suppose, in addition
to (1.4), (1.5), (1.7), that f ∈ C∞(Γ) ∩ C(Γ¯) and ψ ∈ C1,1(M¯) is a function with
δψ,f = 0. Suppose that the Dirichlet problem has a C
2,β strictly admissible subsolution
with ∂
∂ν
u|∂M ≤ 0 or ∂∂νu|∂M ≥ 0. Then the Dirichlet problem with homogeneous
boundary data admits a (weak) solution u ∈ C1,α(M¯), ∀0 < α < 1, with λ(g[u]) ∈ Γ¯
and ∆u ∈ L∞(M¯).
Corollary 1.8. Let M be the complex manifold as mentioned in Theorem 1.6. Sup-
pose, in addition to (1.4), (1.5) and λ(χ˜) ∈ Γ, that f is a homogeneous function
of degree one with f |∂Γ = 0. Then f(λ(g[u])) = 0 with u|∂M = 0 supposes a weak
solution u ∈ C1,α(M¯) (∀0 < α < 1), with λ(g[u]) ∈ Γ¯ and ∆u ∈ L∞(M¯).
The construction of subsolutions is a key ingredient to solve the Dirichlet problem
according to the above theorems.
If one could construct a function h with satisfying h|∂M = 0, g[h] − χ˜ ≥ 0 and
rank(g[h] − χ˜) ≥ 1, which is extremely hard to construct in general, then one may
use it to construct subsolutions.
In this paper, we construct the subsolutions by considering the special case that
rank(g[h]−χ˜) = 1. The key ingredient is that if rank(g[h]−χ˜) = 1 then it corresponds
to second order linear elliptic operator. This naturally leads to an interesting case
that the background space is a product (M,J, ω) = (X×S, J, ω) of a closed Hermitian
manifold with a compact Riemann surface supposing boundary, which equips with
the natural induced complex structure J and Hermitian metric ω compatible with J .
Given boundary data ϕ ∈ C2(∂M), we are able to construct (strictly) admissible
subsolutions with ∂
∂ν
u|∂M < 0, provided η1,0 = π∗2η1,0S and there is w ∈ F(ϕ) such that
(1.14) lim
t→+∞
f(λ(g[w] + tπ∗2ωS)) > ψ in M¯.
Where π2: X ×S → S is the nature projection, ωS is Ka¨hler form on S, η1,0X and η1,0S
are respectively smooth (1, 0)-forms on X and S, and
F(ϕ) = {w ∈ C2(M¯) : w|∂M = ϕ, λ(g[w] + cπ∗2ωS) ∈ Γ in M¯ for some c > 0}.
The subsolution is given by
(1.15) u = w +Nπ∗2h
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for N ≫ 1 (π∗2h = h ◦ π2, still denoted by h for simplicity), where h is the solution to
(1.16)
√−1∂S∂Sh +
√−1∂Sh ∧ η1,0S +
√−1η1,0S ∧ ∂Sh = ωS in S, h = 0 on ∂S.
In the local coordinate zn = xn +
√−1yn of S, Dirichlet problem (1.16) reduces to
∆Sh+
ηS;zn,z¯n
gS;zn,z¯n
∂h
∂zn
+
ηS;zn,z¯n
gS;zn,z¯n
∂h
∂z¯n
= 1 in S, h = 0 on ∂S,
where ωS =
√−1gS;zn,z¯ndzn ∧ dz¯n, η1,0S = ηS;zn,z¯ndzn, and ∆S = 1gS;zn,z¯n
∂2
∂zn∂z¯n
is the
complex Laplacian operator with respect to ωS. In particular, if η
1,0
S = 0 then
(1.17) ∆Sh = 1 in S, h = 0 on ∂S.
According to the theory of elliptic equations, if ∂S ∈ C2,β, Dirichlet problem (1.16)
is uniquely solvable in the class of C2,β functions, and the maximum principle further
implies h|S < 0, ∂∂νh|∂S < 0. Thus g[u] = g[w] +Nπ∗2ωS, and ∂∂νu|∂M < 0 if N ≫ 1.
In contrast with the condition (1.6) of [70] for J-flow, cone condition in [28] for
complex inverse σk flow as well as the notion of C-subsolution, our condition (1.14)
allows us to consider the asymptotic behavior along the only one direction π∗2ωS.
Condition (1.14) is always satisfied, if F(ϕ) 6= ∅ (which is necessary for the solvability
of Dirichlet problem within the framework of elliptic equations) and
(1.18) limt→+∞
f(λ+ tei) > σ, for each σ < sup
Γ
f, ∀λ ∈ Γ, ∀i = 1, · · · , n.
In the special case if ϕ ∈ C2(∂S), η1,0 = π∗2η1,0S and λ(χ˜ + cπ∗2ωS) ∈ Γ for some
c > 0, then for each function w ∈ C2(S¯) with w|∂S = ϕ, w always lies in F(ϕ), and
moreover (1.14) can be derived from
(1.19) lim
t→+∞
f(λ(χ˜+ tπ∗2ωS)) > ψ in M¯.
From Theorem 5.1 below, such a condition guarantees the solvability in this special
case when ϕ ∈ C2(∂S).
Significantly, if ω = π∗1ωX + π
∗
2ωS, χ˜ splits into χ˜ = π
∗
1χ˜1 + π
∗
2χ˜2, where ωX is the
Ka¨hler form on X , χ˜1 is a real (1, 1)-form on X , χ˜2 is a real (1, 1)-form on S, and
π1: X × S → X denotes the nature projection, by Lemma 2.2, condition (1.19) then
reduces to
(1.20) lim
t→+∞
f(λωX (χ˜1), t) > ψ in M¯, and λωX (χ˜1) ∈ Γ∞,
where λωX (χ˜1) are the eigenvalues of χ˜1 with respect to ωX , as in Trudinger [74]
Γ∞ = {(λ1, · · · , λn−1) ∈ Rn−1 : (λ1, · · · , λn−1, c) ∈ Γ for some c > 0} denotes the
projection of Γ onto Rn−1. This shows that, if χ˜ = π∗1χ˜1 + π
∗
2χ˜2, the solvability of
Dirichlet problem is then heavily determined by χ˜1 rather than by χ˜2.
Together with Theorem 5.1 below, Theorems 1.6, 1.7 and the construction of sub-
solutions immediately lead to
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Theorem 1.9. Let (M,J, ω) = (X × S, J, ω) be as mentioned above. Let ∂S ∈ C2,β,
ϕ ∈ C2,β(∂S), η1,0 = π∗2η1,0S , and f satisfy (1.4), (1.5) and (1.7). Suppose in addition
that (1.14) holds for some w ∈ C2,β(M¯) ∩ F(ϕ). Then we have the following two
conclusions:
• Equation (1.1) has a unique C2,α admissible solution with u|∂M = π∗2ϕ = ϕ◦π2
(still denoted by u|∂M = ϕ for convenience) for some 0 < α ≤ β, provided
ψ ∈ C2(M¯) and infM ψ > sup∂Γ f.
• Suppose furthermore f ∈ C∞(Γ) ∩ C(Γ¯), ψ ∈ C1,1(M¯) and infM ψ = sup∂Γf .
Then the Dirichlet problem has a weak solution u ∈ C1,α(M¯), ∀0 < α < 1,
with u|∂M = ϕ, λ(g[u]) ∈ Γ¯ and ∆u ∈ L∞(M¯).
If we assume ϕ ∈ C3(∂M) instead of ϕ ∈ C2,β(∂S), we also obtain
Theorem 1.10. Let (M,J, ω) = (X × S, J, ω), ∂S ∈ C3, be as mentioned above, we
suppose the given data satisfies ϕ ∈ C3(∂M), η1,0 = π∗2η1,0S , ψ ∈ C2(M¯). Suppose,
in addition to (1.4), (1.5), (1.6), (1.7), that there is a w ∈ C2,1(M¯) ∩ F(ϕ) to satisfy
(1.14). Then Dirichlet problem (1.1)-(1.2) admits a unique C2,α admissible solution
for some 0 < α < 1. In particular, the solution is smooth, if the given data ϕ, ψ, ∂S
are all smooth.
Theorem 1.11. Let (M,J, ω) = (X × S, J, ω), ∂S ∈ C2,1, be as mentioned above.
Assume ϕ ∈ C2,1(∂M), ψ ∈ C1,1(M¯), η1,0 = π∗2η1,0S , f ∈ C∞(Γ)∩C(Γ¯) and f satisfies
(1.4), (1.5), (1.7) and infM ψ = sup∂Γf . Suppose in addition that (1.14) holds for
w ∈ C2,1(M¯) ∩ F(ϕ). Then the Dirichlet problem for degenerate equation has a weak
solution u ∈ C1,α(M¯), ∀0 < α < 1, with λ(g[u]) ∈ Γ¯ and ∆u ∈ L∞(M¯).
Applying each one of Theorems 1.3, 1.5 and 1.11 to Dirichlet problem for homo-
geneous complex Monge-Ampe`re equation on M = X × A, where A = S1 × [0, 1]
and X is a closed Ka¨hler manifold, one immediately obtains Chen’s [14] result on the
existence and regularity of weak solutions of geodesic equations in the space of Ka¨hler
metrics [25, 68, 60]. See for instance [1, 6, 16, 27, 58, 65] for complement and the
progress on understanding how the geodesics, homogeneous complex Monge-Ampe`re
equation, are related the geometry of X . Hopefully, our argument can be applied to
some geometric partial differential equations arising from differential geometry.
Remark 1.12. The construction of subsolutions applies to certain fibered manifolds.
Remark 1.13. We emphasize the geometric quantities of (M,ω) (curvature Rij¯kl¯ and
the torsion T kij) keep bounded as approximating to ∂M , and all derivatives of χ˜ij¯
and η1,0 have continues extensions to M¯ , whenever M has less regularity boundary.
Typical examples are as follows: M ⊂ M ′, dimCM ′ = n, ω = ωM ′|M and the given
data χ˜, η1,0 can be smoothly defined on M ′.
1.2. Some significant phenomena on regularity assumptions. When M =
X × S or ∂M is strictly pseudoconcave, for purpose of solving Dirichlet problem of
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degenerate equations, we only need to assume ϕ ∈ C2,1 and ∂M ∈ C2,1 according to
Theorem 1.5. Such regularity assumptions on the boundary and boundary data are
impossible for homogeneous Monge-Ampe`re equation on certain bounded domains
in Rn as shown by some counterexamples in Caffarelli-Nirenberg-Spruck [12] who
show that the C3,1-regularity assumptions on the boundary and boundary data are
optimal for the optimal C1,1 global regularity of the weak solution to homogeneous real
Monge-Ampe`re equation on Ω. (For a strictly convex domain and the homogeneous
boundary data ϕ = 0, Guan [46] proved that ∂Ω can be weakened to be C2,1). Such a
new phenomenon follows from Theorem 4.2 which states that if the boundary is not
holomorphically flat but more generally pseudoconcave the second order derivatives
of solutions on the boundary are bounded by constants depending only on boundary
data ϕ, ∂M up to their third order derivatives and other known data, but not on
(δψ,f)
−1. Theorem 1.11 gives specific examples to support this new feature.
We find another significant phenomenon on regularity assumption on boundary the
boundary data. More precisely, when M = X ×S and the boundary data only varies
along ∂S (which is independent of X), the regularity of ∂M and ϕ can be weakened
to be C2,β; while such C2,β regularity assumptions on the boundary and boundary
data are impossible even for Dirichlet problem of nondegenerate real Monge-Ampe`re
equation on certain bounded domains Ω ⊂ R2, as shown by Wang [80] the optimal
regularity assumptions on the boundary and boundary data are both C3-smooth for
such real Monge-Ampe`re equations. More precisely, Wang’s counterexamples implies
that if ∂Ω or ϕ is only C2,1 smooth, the solution to real Monge-Ampe`re equation on
Ω may fail to be C2 smooth near the boundary. Furthermore, as shown in Caffarelli-
Nirenberg-Spruck [12], the assumption of ∂M ∈ C2,β is also impossible for Dirichlet
problem of homogeneous Monge-Ampe`re equation on certain bounded domains in
Rn. Theorem 1.9 and Corollary 1.8 show specific examples to support the surprising
phenomenon. We also have new phenomenon on regularity assumption on boundary
in Theorems 1.6 and 1.7 where the boundary data is constant.
The new features also indicate an interesting difference between the domain in
Rn (or in Cn) and the curved complex manifolds with holomorphically flat or more
generally pseudoconcave boundary. As we know, the domains Ω ∈ Rn in their coun-
terexamples of Caffarelli-Nirenberg-Spruck [12] and Wang [80] suppose strictly convex
points at which every principal curvature of ∂Ω is positive. We see that the existence
of strictly convex points at the boundary affects regularity assumptions on the bound-
ary and boundary data.
On the other hand, it seems that the regularity assumptions on boundary and
boundary data in Theorem 1.9 cannot be directly to Riemannian manifolds of product
M = X × [0, 1], as ∂([0, 1]) = {0} ∪ {1} (it is discrete) and ∂(X × [0, 1]) is exactly
X×{0}∪X×{1} (it is smooth when X is smooth). This also shows another difference
between the setting of real and complex variables. Certainly, in the setting of real
variables, ifM = X×[0, 1] we can construct subsolutions and prove the corresponding
result of Theorem 1.10 when the given data ψ, ϕ are smooth. As a contrast, for (real)
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Monge-Ampe`re equation with less regular right-hand side, we are referred to the book
[29] and references therein including [7, 8, 9, 23, 67, 79].
The rest of this paper is organized as follows. In Section 2 we sketch proof of the
main results. In Section 3 we present some useful lemmas, notation and computa-
tion. In Section 4 we derive second order estimates including quantitative boundary
estimates of Dirichlet problem. In particular, when ∂M is holomorphically flat, our
quantitative boundary estimates allow us to use a blow-up argument. In Section 5 we
show the significant phenomena on regularity assumptions. In Section 6 we study the
Dirichlet problem when ∂M is general but not pseudoconcave. In particular, some
direct proof of gradient estimate will be further discussed with assuming suitable
conditions. In Section 7 we study fully nonlinear elliptic equations with right-hand
sides depending on the unknown solutions. In Section 8 we also solve the Dirich-
let problem for the Monge-Ampe`re equation for (n − 1)-plurisubharmonic functions
associated to Gauduchon’s conjecture. In Appendix A we finally append the proof
of Lemma 2.2, which is a key ingredient in the proof of Proposition 2.1 and so of
quantitative boundary estimates.
I wish to thank Professors Bo Guan, Chunhui Qiu and Xi Zhang for their support
and encouragement.
2. Sketch of proof of main results
2.1. Sketch of proof of Theorem 1.6. To complete the proof, we first approximate
u by smooth functions if necessary, and then carefully use their level sets (near the
boundary) to enclose complex submanifolds. Then we can approximate the original
Dirichlet problem by Dirichlet problems, whose subsolutions are exactly the approxi-
mating functions, with constant boundary value condition on complex submanifolds.
In the proof we only need to consider the level sets of u or its approximating
functions near the boundary. Without loss of generality we assume u is not a constant
(otherwise, it is trivial when u = constant). In what follows, the level sets what we
use in the proof lie in
(2.1) Mδ := {z ∈M : σ(z) < δ},
where σ denotes the distance function to the boundary. The condition of ∂
∂ν
u|∂M 6= 0
plays a formal role the same as the defining function, and is a key ingredient to
produce the desired level sets. Intuitively speaking, ∂
∂ν
u|∂M < 0 and ∂∂νu|∂M > 0
prevent u changing sign so that u < 0 and u > 0 near the boundary, respectively.
We first assume ∂
∂ν
u|∂M < 0 or ∂∂νu|∂M > 0. For general u ∈ C2,β(M¯) the level sets
of u are only C2,β and thus one cannot apply Theorem 1.4 to submanifolds directly.
Therefore, we need to approximate u. Together with Sard’s theorem, by the diagonal
method if necessary, we can approximate u by smooth functions {u(k)} in C2,β(M¯)
such that ∂M can be approximated, in the C2,β norm, by suitable smooth level sets
of u(k), say Wk, as k → +∞, and then obtain smooth complex submanifolds, say
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M (k), enclosed by the correspondingWk (Wk = ∂M (k)). For any fixed k ≫ 1 and the
corresponding M (k), we can construct a Dirichlet problem with constant boundary
value condition, such that u(k) is exactly an admissible subsolution. (The right hand
side ψ(k) can be chosen as ψ(k) = ψ − βk for certain βk > 0 satisfying βk → 0 as k →
+∞). We can verify that the original Dirichlet problem with homogeneous boundary
value can be approximated by the Dirichlet problems constructed above, and finally
our estimates (particularly Theorem 4.3) apply to them. For approximating problems
we are able to apply Silvestre-Sirakov’s [69] result to derive C2,α
′
estimates on the
boundary, while the convergence of ∂M (k) in the norm C2,β allows us to take a limit.
If ∂
∂ν
u|∂M ≤ 0 or ∂∂νu|∂M ≥ 0, we can apply a C2,β function, which is extended
by the distance function to boundary, to make perturbation for u so that one can
construct a sequence of approximating problems on M with homogeneous boundary
data. We then continue the perturbation process as shown in previous case.
2.2. Sketch of proof of gradient estimate. Each one of conditions (1), (2) and
(3) in Theorem 1.1 is only used to derive the gradient estimate. The proof is based
on two approaches: blow-up argument and maximum principle argument.
2.2.1. Blow-up argument. For purpose of applying the blow-up argument in [24, 72,
14] we need to establish the second order estimate of the form
(2.2) sup
M
∆u ≤ C(1 + sup
M
|∇u|2).
When the background space is a closed Ka¨hler manifold, such a second order esti-
mate was obtained by Hou-Ma-Wu [53] for complex Hessian equation with η1,0 = 0.
Recently, Hou-Ma-Wu’s result was extended extensively by Sze´kelyhidi [72] to more
general fully nonlinear elliptic equations on closed Hermitian manifolds under the
assumption of the existence of C-subsolutions, also by Tosatti-Weinkove [76, 77] and
Zhang [86] for the Monge-Ampe`re equation for (n − 1)-plurisubharmonic functions
(without gradient terms) and complex Hessian equation on closed Ka¨hler and Her-
mitian manifolds, respectively.
When the background space has boundary, i.e. ∂M 6= ∅, the proof of (2.2) is much
more complicated. By treating with the two different types of complex derivatives
due to the gradient terms in equation carefully, we prove in Theorem 4.9 that
(2.3) sup
M
∆u ≤ C(1 + sup
M
|∇u|2 + sup
∂M
|∆u|).
With the estimate above at hand, to achieve our goal, a specific problem that we have
in mind is to derive the following quantitative boundary estimate
(2.4) sup
∂M
∆u ≤ C(1 + sup
M
|∇u|2).
This is done in Theorem 4.3. For the Dirichlet problem of complex Monge-Ampe`re
equation with η1,0 = 0, this was obtained by Chen [14] on the above-mentioned
Ka¨hler manifold X × A (A = S1 × [0, 1]), and by Phong-Strum [65] on compact
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Ka¨hler manifolds with holomorphically flat boundary; while for Dirichlet problem of
general fully nonlinear elliptic equations with η1,0 = 0 and with obeying (1.4), (1.5),
(1.6) and (1.7), the estimate (2.4) was established in [84] when the background spaces
are compact Hermitian manifolds with holomorphically flat boundary.
The proof is based on the following proposition.
Proposition 2.1. Let (M,J, ω) be a compact Hermitian manifold with pseudoconcave
boundary. Suppose, in addition to (1.4), (1.5), (1.6), that for given ψ ∈ C0(M¯)
and ϕ ∈ C2(∂M) there is a C2-admissible subsolution obeying (1.8). Let ν be the
unit inner normal vector along the boundary as mentioned above. We denote ξn =
1√
2
(ν − √−1Jν) and T 1,0∂M := T 1,0M¯ ∩ TC∂M = {ξ ∈ T 1,0M¯ : dσ(ξ) = 0}, where σ is the
distance function to the boundary as above. Let u ∈ C3(M)∩C2(M¯) be an admissible
solution to Dirichlet problem (1.1)-(1.2). Fix x0 ∈ ∂M . Then for ξα, ξβ ∈ T 1,0∂M,x0
(α, β = 1, · · · , n− 1) which satisfies g(ξα, ξ¯β) = δαβ at x0, we have
g(ξn, Jξ¯n)(x0) ≤ C
(
1 +
n−1∑
α=1
|g(ξα, Jξ¯n)(x0)|2
)
,
where C is a uniformly positive constant depending only on |u|C0(M¯ ), |u|C2(M¯), ∂M
up to its second order derivatives and other known data (but neither on supM¯ |∇u|
nor on (δψ,f)
−1).
When the boundary is supposed to be Levi flat, Proposition 2.1 was first proved
by the author [84] (η1,0 = 0), in which the following lemma proposed there is crucial.
Lemma 2.2 ([84]). Let A be an n× n Hermitian matrix
d1 a1
d2 a2
. . .
...
dn−1 an−1
a¯1 a¯2 · · · a¯n−1 a

with d1, · · · , dn−1, a1, · · · , an−1 fixed, and with a variable. Let ǫ > 0 be a fixed positive
constant. Suppose that the parameter a in A satisfies the quadratic growth condition
(2.5) a ≥ 2n− 3
ǫ
n−1∑
i=1
|ai|2 + (n− 1)
n−1∑
i=1
|di|+ (n− 2)ǫ
2n− 3 .
Then the eigenvalues λ = (λ1, · · · , λn) of A (possibly with an order) behavior like
|dα − λα| < ǫ, ∀1 ≤ α ≤ n− 1,
0 ≤ λn − a < (n− 1)ǫ.
This lemma is in fact a quantitative version of Lemma 1.2 of Caffarelli-Nirenberg-
Spruck [11] and plays a crucial role in the proof of quantitative boundary estimates.
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Our argument of establishing quantitative boundary estimates proposes a unified
approach to the regularity and solvability of a general class of fully nonlinear elliptic
equations on compact Hermitian manifolds with holomorphically flat boundary. Also,
applying Propostion 2.1 we prove in Theorem 4.2 the quantitative boundary estimate
(2.6) sup
∂M
∆u ≤ C(1 + sup
M
|∇u|4),
when the boundary is pseudoconcave. The quantitative boundary estimates (2.4) and
(2.6) enable us to treat with Dirichlet problem for degenerate equations, additionally
lead to significant phenomena as mentioned above.
Finally, we also prove in Section 8 the quantitative boundary estimates (2.4) and
solve the Dirichlet problem for Monge-Ampe`re equation for (n−1)-plurisubharmonic
functions associated to Gauduchon’s conjecture. The key ingredient is also to set
up Proposition 8.6 for equation (8.3), which is, however, much more complicated to
prove in this context. We will briefly refer to the difficulty below. Fortunately, we
discover that the direct product (M,J, ω) = (X × S, J, π∗1ωX + π∗2ωS), with standard
induced complex structure and with product metric, allows us to achieve our goal.
2.2.2. Maximum principle argument. A primary obstruction to derive gradient esti-
mate directly, without using second order estimate, is the terms due to holomorphic
bisectional curvature tensor. In Theorem 6.10 we directly derive gradient estimate
for equation (1.1) on Ka¨hler manifolds with orthogonal bisectional curvature. To do
this we divide such terms into two classes according to the directions: one of these
two classes is controllable, while the other one arises from orthogonal bisectional cur-
vature which is then controllable if orthogonal bisectional curvature is nonnegative.
We explain in Remark 6.12 why we assume (M,ω) is a Ka¨hler manifold.
By overcoming the difficulty without any assumption on orthogonal bisectional
curvature but assuming condition (3), we show in Theorem 6.7 that gradient estimate
directly. Condition (3) implies that for any fixed 0 < ǫ ≤ 1 the function w satisfying
(1.10) is a C-subsolution of the rescaled equation
(2.7) f(
1
3− 2ǫλ(g[w])) = ψ.
For the solutions satisfying g ≥ 0, we can use a C-subsolution of the rescaled equation
(2.7) to dominate the bad terms like maxi F
i¯igi¯i in (6.10). In particular, if f satisfies
(1.18) then each C2-admissible function is in fact a C-subsolution of the rescaled
equation. For the reason why we assume g ≥ 0, please refer to Remark 6.8.
Remark 2.3. This paper is part of series of papers that are devoted to investigating
second order fully nonlinear elliptic equations on Hermitian manifolds. (See also other
related and follow-up work [83, 84, 85]). As the present work neared completion, I
learned of a preprint [78] by V. Tosatti and B. Weinkove which considers the complex
Monge-Ampe`re equation with gradient term of the form (1.3) on closed Hermitian
manifolds. I append some further discussion in this version, and as a result the present
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paper was posted later. Comparing with previous version, this new version discusses
the Monge-Ampe`re equation for (n− 1)-plurisubharmonic functions associated with
Gauduchon’s conjecture.
On the other hand, shortly after T. Collins and S. Picard posted their paper [21] to
arXiv.org, I learned that, without assuming the flatness of boundary, they also prove
(2.4) for complex Hessian equations without gradient terms on complex manifolds.
Meanwhile, T. Collins also informed me that Lemma 2.2 (in a different form) was
also proved independently in [22] (see the Lemma 6.3 there). Indeed it was used in a
different way than our application. I want to thank T. Collins for informing me the
Lemma 6.3 in their work.
3. Preliminaries
We denote Γσ = {λ ∈ Γ : f(λ) > σ}, ∂Γσ = {λ ∈ Γ : f(λ) = σ}, and also denote
Df(λ) = (f1(λ), · · · , fn(λ)). Condition (1.4)-(1.5) tell the level set ∂Γσ is convex and
(3.1) f(λ)− f(µ) ≥
n∑
i=1
fi(λ)(λi − µi), for λ, µ ∈ Γ.
Moreover, we have some stronger results.
Lemma 3.1 ([43]). Suppose f satisfies (1.4) and (1.5). Let K be a compact subset
of Γ and β > 0. There is a constant ε > 0 such that, for any µ ∈ K and λ ∈ Γ, when
|νµ − νλ| ≥ β,
(3.2)
n∑
i=1
fi(λ)(µi − λi) ≥ f(µ)− f(λ) + ε(1 +
n∑
i=1
fi(λ)),
where νλ = Df(λ)/|Df(λ)| denotes the unit normal vector to the level surface ∂Γf(λ).
Lemma 3.2 ([72]). Suppose there exists a C-subsolution u ∈ C2(M¯). Then there
exist two positive constants R0 and ε with the property: If |λ| ≥ R0, then either
(3.3) F ij¯(g
ij¯
− gij¯) ≥ εF ij¯gij¯,
or
(3.4) F ij¯ ≥ ε(F pq¯gpq¯)gij¯.
Here (gij¯) = (gij¯)
−1.
Lemmas 3.1 and 3.2, inspired by the work of Guan [38, 39], play important roles
in the proof of a priori estimates. From the original proof of Lemma 2.2 in [43], we
know that the constant ε in Lemma 3.1 depends only on λ, β and other known data
(but not on (δψ,f )
−1). By the original proof of Proposition 5 of [72] the R0 and ε
in Lemma 3.2 depend only on λ but not on (δψ,f)
−1. Please refer to [43, 72] for the
detail.
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Remark 3.3. In the proof of a priori estimates there are some bad constant terms
without containing
∑n
i=1 fi(λ). Therefore, for purpose of applying Lemma 3.2 to
control them, we need to assume
(3.5)
n∑
i=1
fi(λ) ≥ κ(σ) > 0 in ∂Γσ.
While for f without satisfying (3.5) we can use Lemma 3.1 to derive estimates for
Dirichlet problem (by setting µ = λ := λ(g[u])). On the other hand, for the equation
with the right-hand side ψ[u] = ψ(z, u), f(µ)− f(λ) < 0 may occur at some points
as f(µ)− f(λ) ≥ ψ[u]− ψ[u]; in order to apply Lemma 3.1 in this case we assume
(3.6) lim inf
|λ|→+∞
n∑
i=1
fi(λ) = +∞ in Γ,
so that one can control the bad term f(µ) − f(λ) in the right-hand side of (3.2).
Condition (3.6) allows f(λ) = (σk(λ))
1
k (2 ≤ k ≤ n) with the cone
Γk = {λ ∈ Rn : σi(λ) > 0 for each 1 ≤ i ≤ k},
while condition (3.5) is always satisfied if f obeys (1.4), (1.5) and (1.7), see Part (b)
of Lemma 9 of [72].
In this paper we prove the following lemma (Lemma 3.4) and then use it to give a
different proof of Lemma 9 of [72]. Let us first sketch the proof: Let ~1 = (1, · · · , 1) ∈
Rn. With (3.1) and the second statement, f(λ + cσ~1) ≥ f(cσ~1) + fi(λ + cσ~1)λi > σ,
which yields Γ+ cσ~1 ⊂ Γσ, i.e. Part (a) of Lemma 9 in [72]. While the Part (b) holds
for κ = 1
1+cσ
(f((1 + cσ)~1)− σ), according to (3.1) and
∑n
i=1 fi(λ)λi > 0 in Γ.
Lemma 3.4. If f satisfies (1.4) and (1.5), then the following three statements are
equivalent each other.
• f satisfies (1.7).
• ∑ni=1 fi(λ)µi > 0 for any λ, µ ∈ Γ. In particular ∑ni=1 fi(λ)λi > 0.
• For each ǫ > 0 such that λ− ǫ~1 ∈ Γ, ∑ni=1 fi(λ)(λi − ǫ) ≥ 0.
Proof. Condition (1.7) yields for any given λ, µ ∈ Γ, there is T ≥ 1 such that for each
t > T , there holds tµ ∈ Γf(λ), which, together with the convexity of level sets, implies
Df(λ) · (tµ− λ) > 0. Thus, Df(λ) · λ > 0 (if one takes µ = λ) and Df(λ) · µ > 0.
Given a σ < supΓ f . Let a = 1 + cσ, where cσ is the positive constant given by
(3.7) f(cσ~1) = σ.
For any λ ∈ Γ, one has tλ− a~1 ∈ Γ for t≫ 1 (depending on λ and a). By (3.1) and
the third statement, f(tλ) ≥ f(a~1) + fi(tλ)(tλi − a) ≥ f(a~1) > σ. 
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Notation. Given a Hermitian matrix A =
(
aij¯
)
, we write
F ij¯(A) =
∂F
∂aij¯
(A), F ij¯,kl¯(A) =
∂2F
∂aij¯∂akl¯
(A).
Throughout this paper, without specific clarification, we denote by g = g[u] and
g = g[u] for the solution u and subsolution u. And we also denote
F ij¯ = F ij¯((gij¯)), F
ij¯,kl¯ = F ij¯,kl¯((gij¯)).
In what follows one uses the derivatives with respect to the Chern connection ∇
of ω. In a local coordinate (z1, · · · , zn), we write ∂i = ∂∂zi , ∂i = ∂∂z¯i , ∇i = ∇ ∂∂zi ,∇i¯ = ∇ ∂
∂z¯i
. For a smooth function v
(3.8)
vi := ∂iv, vi¯ := ∂i¯v, vij¯ := ∇j¯∇iv = ∂i∂jv, vij := ∇j∇iv = ∂i∂jv − Γkjivk,
vij¯k :=∇kvij¯ = ∂kvij¯ − Γlkivlj¯ , vij¯kl¯ := ∇l¯vij¯k = ∂lvij¯k − Γ¯qljviq¯k, · · ·
where Γlij are the Christoffel symbols which are defined by ∇ ∂
∂zi
∂
∂zj
= Γkij
∂
∂zk
. The
curvature and torsion tensors are
(3.9) T kij = g
kl¯(
∂gjl¯
∂zi
− ∂gil¯
∂zj
) and Rij¯kl¯ = −
∂2gkl¯
∂zi∂z¯j
+ gpq¯
∂gkq¯
∂zi
∂gpl¯
∂z¯j
.
For a real (1, 1)-form η =
√−1ηij¯dzi ∧ dz¯j, we denote
(3.10) ηij¯k := ∇kηij¯ , ηij¯kl¯ := ∇l¯∇kηij¯ .
Note that χ[u] =
√−1χij¯dzi ∧ dz¯j depends on both ∂u and ∂¯u. One shall use the
notation as follows
χij¯k := ∇kχij¯ =∇′kχij¯ + χij¯,ζαuαk + χij¯,ζ¯αuα¯k
=χij¯,k + χij¯,ζαuαk + χij¯,ζ¯αuα¯k,
where χij¯,k = ∇′kχij¯ and ∇′kχij¯ denotes the partial covariant derivative of χ(z, ζ, ζ¯)
when viewed as depending on z ∈M only, while the meanings of χij¯,ζα and χij¯,ζ¯β are
explicit. By (1.3) we know that
(3.11) χij¯,ζα = δiαη¯j, χij¯,ζ¯α = δjαηi.
The above equality implies that the assumption (1.6) in [82] automatically holds for
equation (1.1), and thus our results partially extends the results there. Moreover,
(3.12) χij¯k =χij¯,k + χij¯,ζiuik + χij¯,ζ¯jukj¯,
(3.13)
χij¯kl¯ =χij¯,kl¯ + χij¯,ζi l¯uik + χij¯,ζ¯j l¯ukj¯ + χij¯,kζiuil¯
+ χij¯,kζ¯juj¯l¯ + χij¯,ζiuikl¯ + χij¯,ζ¯jukj¯l¯.
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4. Second order estimates for Dirichlet problem on Hermitian
manifolds with holomorphically flat or pseudoconcave boundary
In this section we derive the desired estimates up to second order for Dirichlet
problem (1.1)-(1.2). Firstly, we present the following lemma:
Lemma 4.1. Let u ∈ C3(M) ∩ C1(M¯) be the admissible solution to equation
(4.1) f(λ(g[u])) = ψ(z, u) in M
and L be the linearized operator of the equation which is locally given by
(4.2)
Lv =F ij¯vij¯ + F ij¯χij¯,ζkvk + F ij¯χij¯,ζ¯kvk¯
=F ij¯vij¯ + F
ij¯viη¯j + F
ij¯ηivj¯
for v ∈ C2(M). Then, at the point where gij¯ = δij, one has the following identity
(4.3)
L(|∇u|2) =F ij¯(ukiuk¯j¯ + uik¯ukj¯) + F ij¯Rij¯kl¯uluk¯ − 2Re{F ij¯T likuk¯ulj¯}
+ 2Re{(ψzk − F ij¯χij¯,k)uk¯}+ 2ψu|∇u|2 + 2Re{F ij¯T lkiηj¯uluk¯}.
4.1. Quantitative boundary estimates. In this subsection, we continue previous
work [84] and derive quantitative boundary estimates when the boundary of the back-
ground Hermitian manifold is holomorphically flat or more generally pseudoconcave.
Thus we extend the result in [84].
Theorem 4.2. Suppose, in addition to ∂M is a C3-smooth pseudoconcave boundary,
that ϕ ∈ C3(∂M), ψ ∈ C1(M¯), (1.4), (1.5), (1.6) and (1.8) hold. Then for any
admissible solution u ∈ C3(M) ∩ C2(M¯) to Dirichlet problem (1.1)-(1.2) we have
sup
∂M
∆u ≤ C(1 + sup
∂M
|∇u|2)(1 + sup
M
|∇u|4),
where C is a uniformly positive constant C depending on |ϕ|C3(M¯), |u|C2(M¯ ), supM |∇ψ|
and other known data (but neither on supM |∇u| nor on (δψ,f)−1).
Theorem 4.3. Suppose, in addition to ∂M is holomorphically flat, that the other as-
sumptions in Theorem 4.2 hold. Then for any admissible solution u ∈ C3(M)∩C2(M¯)
to Dirichlet problem (1.1)-(1.2), there is a uniformly positive constant C depending
only on |ϕ|C3(M¯), |ψ|C1(M¯), |u|C2(M¯), ∂M up to its second derivatives and other known
data (but neither on supM |∇u| nor on (δψ,f )−1) such that
(4.4) sup
∂M
∆u ≤ C(1 + sup
∂M
|∇u|2)(1 + sup
M
|∇u|2).
Moreover, if the boundary data ϕ is exactly a constant then the C depends only on
∂M up to its second order derivatives, |u|C2(M¯), supM |∇ψ| and other known data.
In particular, if M = X × S and ϕ ∈ C2(∂S) then one has a more subtle result,
i.e. C in (4.4) indeed depends on |ϕ|C2(S¯).
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Theorem 4.4. Let M = X × S, ∂S ∈ C2 and ϕ ∈ C2(∂S), and we suppose
(1.4), (1.5), (1.6) and (1.8) hold. Then (4.4) holds for C depending only on |ϕ|C2(S¯),
|ψ|C1(M¯), |u|C2(M¯), ∂S up to its second derivatives and other known data.
We should remark that the assumption of pseudoconcavity of boundary is only
used to derive quantitative boundary estimates in Subsection 4.1. Moreover, part of
the formulas and computations in Sections 4, 6.2 and 6 work when the equation has
right-hand side ψ[u] = ψ(z, u).
4.1.1. Tangential operators on the boundary. For a given point x0 ∈ ∂M , we choose
local coordinates
(4.5) z = (z1, . . . , zn), zj = xj +
√−1yj,
centered at x0 in a neighborhood which we assume to be contained in Mδ, such that
x0 = {z = 0} and ∂∂xn is the interior normal direction to ∂M at x0. For convenience
we set
t2k−1 = xk, t2k = yk, 1 ≤ k ≤ n− 1; t2n−1 = yn, t2n = xn.
We assume further that gij¯(0) = δij and {gαβ¯(0)} is diagonal for (1 ≤ α, β ≤ n− 1).
Let ρ be the distance function to the fixed point x0 ∈ ∂M . Let’s denote
Ωδ := {z ∈ M : ρ(z) < δ}.
As in Subsection 2.1, σ is the distance function to the boundary, and Mδ = {z ∈
M : σ(z) < δ}. Note that |∇σ| = 1
2
on ∂M , (ρ2)ij¯(0) = δij. We know that {12gij¯} ≤
{(ρ2)ij¯} ≤ 2{gij¯}, 12{δij} ≤ {gij¯} ≤ 2{δij}, |∇σ| ≥ 14 and σ is C2 in Ωδ for some small
constant δ > 0.
Now we derive the C0-estimate, boundary C1 estimates and the boundary estimates
for pure tangential derivatives. Let w ∈ C2(M) ∩ C1(M¯) be a function satisfying
(4.6) gij¯gij¯[w] = 0 in M,w = ϕ on ∂M.
The solvability of Dirichlet problem (4.6) can be found in [36]. Together with the
boundary value condition, the maximum principle yields
(4.7) u ≤ u ≤ w, in M.
Since u− ϕ = 0 on ∂M , we can therefore write u− ϕ = hσ in M¯δ. On the boundary
h = (u−ϕ)xn
σxn
, we thus define the tangential operator on ∂M for fixed 1 ≤ α < 2n,
(4.8) T = ∇ ∂
∂tα
− η˜∇ ∂
∂xn
,
where η˜ = σtα
σxn
. One has T (u− ϕ) = 0 on ∂M . Furthermore, σxn(0) = −1,
(4.9) (u− ϕ)αβ¯(0) = −(u− ϕ)xn(0)σαβ¯(0) for 1 ≤ α, β ≤ n− 1,
(4.10) (u− ϕ)tαtβ(0) = −(u− ϕ)xn(0)σtαtβ(0) for 1 ≤ α, β ≤ 2n− 1.
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We thus derive
(4.11) sup
M¯
|u|+ sup
∂M
|∇u| ≤ C,
(4.12) |utαtβ(0)| ≤ Cˆ for 1 ≤ α, β ≤ 2n− 1,
where C in (4.11) is a uniform constant depending on w and u, Cˆ in (4.12) is a
positive constant depending on |ϕ|C2(M¯) and other known data under control.
Let’s turn our attention to the setting of complex manifolds with holomorphically
flat boundary. Given x0 ∈ ∂M , one can pick local holomorphic coordinates
(4.13) (z1, · · · , zn), zi = xi +
√−1yi,
centered at x0 such that ∂M is locally of the form Re(zn) = 0 and gij¯(x0) = δij .
Under the holomorphic coordinate (4.13), we can take
(4.14) T = D := ± ∂
∂xα
,± ∂
∂yα
, 1 ≤ α ≤ n− 1.
We then remove the term −η˜∇ ∂
∂xn
from T .
It is noteworthy that such local holomorphic coordinate system (4.13) is only needed
in the proof of Proposition 4.7. In addition, when M = X × S is a product of a
closed Hermitian manifold X with a compact Riemann surface with boundary S,
D = ± ∂
∂xα
,± ∂
∂yα
, where z′ = (z1, · · · zn−1) is local holomorphic coordinate of X .
For simplicity we denote the tangential operator on ∂M by
(4.15) T = ∇ ∂
∂tα
− γη˜∇ ∂
∂xn
.
Here γ = 0 (i.e. T = ∇ ∂
∂tα
= D) if ∂M is holomorphically flat, while for general
boundary we take γ = 1.
4.1.2. Quantitative boundary estimates for tangential-normal derivatives. We derive
quantitative boundary estimates for tangential-normal derivatives by using barrier
functions. This type of construction of barrier functions at least goes back to [52,
44, 37]. We shall point out that the constants in the proof of quantitative boundary
estimates, such as C,CΦ, C1, C
′
1, C2, A1, A2, A3, · · · , etc, depend on neither |∇u| nor
(δψ,f)
−1.
By direct calculations, one derives uxkl = ulxk + T
p
klup, uykl = ulyk +
√−1T pklup and
(4.16)
F ij¯uxkij¯ = F
ij¯uij¯xk + g
lm¯F ij¯Rij¯km¯ul − 2Re(F ij¯T likulj¯),
F ij¯uykij¯ = F
ij¯uij¯yk +
√−1glm¯F ij¯Rij¯km¯ul + 2Im(F ij¯T likulj¯).
Hence, one has L(±utα) ≥ ±(ψtα + ψuutα)− C(1 + |∇u|)
∑n
i=1 fi − C
∑n
i=1 fi|λi|.
Lemma 4.5. Given x0 ∈ ∂M . Let u be a C3 admissible solution to equation (4.1)
with ψu ≥ 0, and Φ is defined as
(4.17) Φ = ±T (u− ϕ) + γ(uyn − ϕyn)2 in Ωδ.
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Then there is a positive constant CΦ depending on |ϕ|C3(M¯ ), |χ|C1(M¯), |∇′zψ|C0(M¯) and
other known data such that
(4.18)
LΦ ≥ − CΦ(1 + |∇u|+ γ|∇u|2)
n∑
i=1
fi − CΦ(1 + γ|∇u|)
n∑
i=1
fi|λi|
− CΦ(1 + (ψu + γ)|∇u|)
on Ωδ for some small positive constant δ. Here ∇′zψ denotes the partial covariant
derivative of ψ when viewed as depending on z ∈ M only. In particular, if ϕ ≡
constant then CΦ depends on |χ|C1(M¯), |∇′zψ|C0(M¯ ) and other known data.
Furthermore, ifM = X×S and ϕ ∈ C2(∂S) then we have barrier function Φ = Du,
and then the constant CΦ in (4.18) depends on |ϕ|C2(S¯), |χ|C1(M¯), |∇′zψ|C0(M¯ ) and
other known data. Where D = ± ∂
∂xα
,± ∂
∂yα
is as mentioned above.
Proof. By direct calculation, one obtains F ij¯ η˜iuxnj¯ = F
ij¯ η˜i(2unj¯ +
√−1uynj¯). Using
Cauchy-Schwarz inequality |2Re(√−1F ij¯ η˜iuynj¯)| ≤ F ij¯uyniuynj¯ + CF ij¯gij¯, we have
(4.19) L(±T u) ≥ − C(1 + |∇u|)
n∑
i=1
fi − Cψu|∇u| − C
n∑
i=1
fi|λi| − γF ij¯uyniuynj¯ .
Here
∑n
i=1 fi = F
ij¯gij¯. Applying (4.16), we obtain
L((uyn − ϕyn)2) ≥F ij¯uyniuynj¯ − C{(1 + |∇u|2)
n∑
i=1
fi − |∇u|
n∑
i=1
fi|λi| − (1 + |∇u|)}
here we use ψu ≥ 0. Hence (4.18) holds. 
To estimate the quantitative boundary estimates for mixed derivatives, we should
employ barrier function of the form
(4.20) v = (u− u)− tσ +Nσ2 in Ωδ,
where t, N are positive constants to be determined.
Writing b1 = 1 + 2 supΩ¯δ |∇u|2 + 2 supΩ¯δ |∇ϕ|2. In what follows we denote by u˜ =
u− ϕ. Let δ > 0 and t > 0 be sufficiently small such that Nδ − t ≤ 0, σ is C2 in Ωδ
and
(4.21)
1
4
≤ |∇σ| ≤ 2, |Lσ| ≤ C2
n∑
i=1
fi, |Lρ2| ≤ C2
n∑
i=1
fi in Ωδ.
In addition, we can choose δ and t small enough such that
(4.22) max{|2Nδ − t|, t} ≤ min{ ε
2C2
,
β
16
√
nC2
},
where β := 1
2
minM¯ dist(νλ, ∂Γn), ε is the constant corresponding to β in Lemma 3.1,
and C2 is the constant in (4.21).
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We construct the following barrier function as follows:
(4.23) Ψ˜ = A1b
(1+γ)
2
1 v −A2b
(1+γ)
2
1 ρ
2 + b
(γ−1)
2
1
∑
τ<n
|u˜τ |2 + A3Φ on Ωδ.
Since Ψ˜ ≤ 0 on Ω¯δ (if we set A2 ≫ A3) and Ψ˜(x0) = 0, we only need to prove
LΨ˜ ≥ 0 on Ωδ.
By a direct computation one has
(4.24) Lv ≥ F ij¯(g
ij¯
− gij¯)− C2|2Nσ − t|
n∑
i=1
fi + 2NF
ij¯σiσj¯ .
By Lemma 6.2 in [11], F ij¯g
ij¯
= F ij¯(g)g
ij¯
≥∑ni=1 fi(λ)λi =∑ni=1 fiλi. Some straight-
forward computations yield
L(
∑
τ<n
|u˜τ |2) ≥ 1
2
∑
τ<n
F ij¯gτ¯ igτ j¯ − C ′1
√
b1
n∑
i=1
fi|λi| − C ′1
√
b1 − C ′1b1
n∑
i=1
fi,
where we use ψu ≥ 0 and the elementary inequality |a − b|2 ≥ 12 |a|2 − |b|2. By
Proposition 2.19 in [38], there is an index r so that
∑
τ<n F
ij¯gτ¯ igτ j¯ ≥ 14
∑
i 6=r fiλ
2
i . So,
(4.25) L(
∑
τ<n
|u˜τ |2) ≥ 1
8
∑
i 6=r
fiλ
2
i − C ′1
√
b1
n∑
i=1
fi|λi| − C ′1b1
n∑
i=1
fi − C ′1
√
b1.
In particular, if M = X × S and ϕ ∈ C2(∂S), then u˜τ = uτ for each 1 ≤ τ ≤ n− 1.
We finally obtain
(4.26)
LΨ˜ ≥A1b
(1+γ)
2
1
n∑
i=1
fi(λi − λi) +
b
(γ−1)
2
1
8
∑
i 6=r
fiλ
2
i + 2A1Nb
(1+γ)
2
1 F
ij¯σiσj¯
− (C ′1 + A3CΦ)b
γ
2
1
n∑
i=1
fi|λi| − (C ′1b
γ
2
1 + A3CΦ(1 + (ψu + γ)
√
b1))
− (C ′1 + A2C2 + A3CΦ + A1C2|2Nσ − t|)b
(1+γ)
2
1
n∑
i=1
fi.
Proposition 4.6. With the assumptions as in Theorem 4.2, then for any X ∈ T∂M
with |X| = 1, for the admissible solution u ∈ C3(M)∩C2(M¯) to the Dirichlet problem
there is a uniformly positive constant C depending on |ϕ|C3(M¯), |u|C2(M¯), supM |∇ψ|
and other known data (but not on supM |∇u|) such that
|∇2u(X, ν)| ≤ C(1 + sup
∂M
|∇u|)(1 + sup
M
|∇u|2),
where ∇2u denotes the real Hessian of u, and as in Proposition 2.1, ν is the unit
inner normal vector along the boundary.
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Proposition 4.7. With the assumptions as in Theorem 4.3, then for any X ∈ T∂M∩
JT∂M with |X| = 1, the admissible solution u ∈ C3(M) ∩ C2(M¯) to the Dirichlet
problem satisfies
(4.27) |∇2u(X, ν)| ≤ C(1 + sup
∂M
|∇u|)(1 + sup
M
|∇u|)
where C depends on |ϕ|C3(M¯), |ψ|C1(M¯) and |u|C2(M¯) and other known data (but not
on supM |∇u|). Moreover, when the boundary data ϕ is exactly a constant then the
C depends only on ∂M up to its second derivatives, |u|C2(M¯), supM |∇ψ| and other
known data.
Proposition 4.8. With the assumptions as in Theorem 4.4, then there exists a posi-
tive constant depending on |ϕ|C2(S¯), |ψ|C1(M¯), |u|C2(M¯ ), ∂S up to its second derivatives
and other known data such that (4.27) holds.
Proof of Propositions 4.6, 4.7 and 4.8. In these two propositions ψu = 0. When λr ≥
0 where r is the index as in (4.25), we can use the following inequality
(4.28)
n∑
i=1
fi|λi| =
n∑
i=1
fiλi − 2
∑
λi<0
fiλi ≤ ǫ
16
√
b1
∑
λi<0
fiλ
2
i + (sup
M¯
|λ|+ 16
√
b1
ǫ
)
n∑
i=1
fi
to control the bad term
∑n
i=1 fi|λi|. The case λr < 0 is slightly harder than the formal
case λr ≥ 0. If f further satisfies (1.7), as in [84], we have
n∑
i=1
fi|λi| = 2
∑
λi≥0
fiλi −
n∑
i=1
fiλi < 2
∑
λi≥0
fiλi ≤ ǫ
16
√
b1
∑
λi≥0
fiλ
2
i +
16
√
b1
ǫ
n∑
i=1
fi
according to Lemma 3.4. Then we can control
∑n
i=1 fi|λi| in this context. While for
general functions without assuming (1.7), we use a trick used in new version of [39]
to treat it:
(4.29)
n∑
i=1
fi|λi| ≤ ǫ
16
√
b1
∑
λi≥0
fiλ
2
i + (sup
M¯
|λ|+ 16
√
b1
ǫ
)
n∑
i=1
fi +
n∑
i=1
fi(λi − λi).
By (4.28) and (4.29) we thus obtain
(4.30)
n∑
i=1
fi|λi| ≤ ǫ
16
√
b1
∑
i 6=r
fiλ
2
i + (sup
M¯
|λ|+ 16
√
b1
ǫ
)
n∑
i=1
fi +
n∑
i=1
fi(λi − λi).
24 RIRONG YUAN
Taking ǫ as ǫ = 1
C′1+A3CΦ
. By straightforward but careful computation, one gets
(4.31)
LΨ˜ ≥{A1b
(1+γ)
2
1 − (A3CΦ + C ′1)b
γ
2
1 }
n∑
i=1
fi(λi − λi) +
b
(γ−1)
2
1
16
∑
i 6=r
fiλ
2
i
+ 2A1Nb
(1+γ)
2
1 F
ij¯σiσj¯ − {C ′1 + A2C2 + A3CΦ + A1C2|2Nσ − t|
+ 16(C ′1 + A3CΦ)
2 +
1√
b1
sup
M¯
|λ|(C ′1 + A3CΦ)}b
(1+γ)
2
1
n∑
i=1
fi
− (C ′1b
γ
2
1 + A3CΦ(1 + γ
√
b1)).
Case I: If |νλ − νλ| ≥ β, then by Lemma 3.1 we have
(4.32)
n∑
i=1
fi(λi − λi) ≥ ε(1 +
n∑
i=1
fi),
where we take β = 1
2
minM¯ dist(νλ, ∂Γn) as above, ε is the positive constant in Lemma
3.1. Note that (4.22) implies A1C2|2Nσ − t| ≤ 12A1ε. Taking A1 ≫ 1 we can derive
LΨ˜ ≥ 0 on Ωδ.
Case II: Suppose that |νλ − νλ| < β and therefore νλ − β~1 ∈ Γn and
(4.33) fi ≥ β√
n
n∑
j=1
fj.
As in [43] there exist two uniformly positive constants c0 and C0, such that
(4.34)
∑
i 6=r
fiλ
2
i ≥ c0|λ|2
n∑
i=1
fi − C0
n∑
i=1
fi.
The original proof uses
∑n
i=1 fi(λi − λi) ≥ 0. We can check that c0 depends only on
β and n, and C0 depends only on β, n and supM¯ |λ|.
All the bad terms containing
∑n
i=1 fi in (4.31) can be controlled by the good term
(4.35) A1Nb
(1+γ)
2
1 F
ij¯σiσj¯ ≥
A1Nβb
(1+γ)
2
1
16
√
n
n∑
i=1
fi on Ωδ.
On the other hand, the bad term C ′1b
γ
2
1 +A3CΦ(1+γ
√
b1) can be dominated by (4.35)
and
c0b
(γ−1)
2
1
32
|λ|2
n∑
i=1
fi +
A1Nβb
(1+γ)
2
1
32
√
n
n∑
i=1
fi ≥
√
c0βA1N
16
√
n
b
γ
2
1 |λ|
n∑
i=1
fi.
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Then L(Ψ˜) ≥ 0 on Ωδ, if one chooses A1N ≫ 1. Here we use
(4.36) |λ|
n∑
i=1
fi(λ) ≥ b0, if |λ| ≥ R0;
n∑
i=1
fi(λ) ≥ b′0, if |λ| ≤ R0,
where R0 = 1 + csupM¯ ψ, b0 =
1
2
(f(R0~1) − supM¯ ψ) and b′0 = 11+2R0 (f((1 + R0)~1) −
f(R0~1)). Here csupM¯ ψ is the constant defined as in (3.7). The proof uses (3.1). 
4.1.3. Proof of Proposition 2.1. The proof follows the outline of proof of Proposition
4.1 of [84]. Fix x0 ∈ ∂M . In the proof we use the notation and local coordinate (4.5).
In what follows all the discussions will be given at x0, and the Greek letters α, β
range from 1 to n− 1.
For the local coordinate z = (z1, · · · , zn) given by (4.5), we assume further that
(g
αβ¯
) is diagonal at x0. Let’s denote
A(R) =

g
11¯
g1n¯
g
22¯
g2n¯
. . .
...
g
(n−1)(n−1) g(n−1)n¯
gn1¯ gn2¯ · · · gn(n−1) R

and
A(R) =

g11¯ g12¯ · · · g1(n−1) g1n¯
g21¯ g22¯ · · · g2(n−1) g2n¯
...
...
. . .
...
...
g(n−1)1¯ g(n−1)2¯ · · · g(n−1)(n−1) g(n−1)n¯
gn1¯ gn2¯ · · · gn(n−1) R
 .
It follows from the pseudoconcavity of ∂M and the boundary value condition that
(4.37)
(
gαβ¯
) ≥ (g
αβ¯
), and thus A(R) ≥ A(R).
Firstly, as in proof of Proposition 4.1 of [84], we can apply Lemma 2.2 to show that
there exist two uniformly positive constants ε0, R0 depending on g and f , such that
(4.38) f(g11¯ − ε0, · · · , g(n−1)(n−1) − ε0, R0) ≥ ψ
and (g
11¯
− ε0, · · · , g(n−1)(n−1) − ε0, R0) ∈ Γ. Here (1.4), (1.5) (or more general the
level sets of f in Γ are convex), openness of Γ are also needed. The details of the
proof can be found in [84].
Next, Lemma 2.2 together with (4.38) help us to establish the quantitative bound-
ary estimates for double normal derivative.
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Let’s pick ǫ = ε0
128
in Lemma 2.2, and
Rc =
128(2n− 3)
ε0
n−1∑
α=1
|gαn¯|2 + (n− 1)
n−1∑
α=1
|g
αα¯
|+ (n− 2)ε0
128(2n− 3) +R0,
where ε0 and R0 are fixed constants so that (4.38) holds. It follows from Lemma 2.2
that the eigenvalues of A(Rc) (possibly with an order) shall behavior like
(4.39) λ(A(Rc)) ∈ (g11¯ −
ε0
128
, · · · , g
(n−1)(n−1) −
ε0
128
, Rc) + Γn ⊂ Γ.
Applying (1.4), (4.37), (4.38) and (4.39), one hence has
F (A(Rc)) ≥ F (A(Rc)) ≥ f(g11¯ −
ε0
128
, · · · , g
(n−1)(n−1) −
ε0
128
, Rc)
>f(g
11¯
− ε0, · · · , g(n−1)(n−1) − ε0, Rc) ≥ ψ.
Therefore,
gnn¯(x0) ≤ Rc.
We thus complete the proof of Proposition 2.1.
4.2. Global second order estimate. The primary obstruction to establishing sec-
ond order estimate for solutions of fully nonlinear elliptic equations involving gradient
terms in complex setting is the two different types of complex derivatives due to the
gradient terms in equations. The following theorem gives global second order estimate
for Dirichlet problem (1.1)-(1.2).
Theorem 4.9. Suppose, in addition to (1.4)-(1.6), that there is an admissible sub-
solution u ∈ C2(M) satisfying (1.8). Then for any admissible function u ∈ C4(M) ∩
C2(M¯) solving Dirichlet problem (1.1)-(1.2) with ψ ∈ C2(M¯), we have
(4.40) sup
M
∆u ≤ C(1 + sup
M
|∇u|2 + sup
∂M
|∆u|),
where C is a uniform positive constant C depending only on |u|C0(M¯ ), |u|C2(M¯ ), |χ|C2(M¯),
supM |∇ψ|, infz∈M infξ∈T 1,0z M,|ξ|=1 ∂∂ψ(ξ, ξ¯) and other known data (but not on (δψ,f )−1).
We first give computations when the equation has right-hand side ψ[u] = ψ(z, u);
therefore, by a slight modification of the proof below, one can derive in Section 7 such
second order estimates for the admissible solutions for equation (4.1).
We use the method used by Sze´kelyhidi [72] to treat the third order terms arising
from nontrivial torsion. Denote the eigenvalues of the matrix A = {Aij} = {giq¯gjq¯}
by (λ1, · · · , λn), where we suppose λ1 ≥ λ2 · · · ≥ λn at each point.
We want to apply the maximum principle to H ,
(4.41) H := λ1e
φ,
where the test function φ is to be chosen later. Suppose H achieves its maximum at
an interior point p0 ∈M . Since the eigenvalues of A need not be distinct at the point
p0, and so λ1(p0) = λ2(p0) may occur, H may only be continuous. To circumvent
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this difficulty we use the perturbation argument used in [72]. To do this, we choose
a local coordinates z = (z1, · · · , zn) around p0, such that at p0
gij¯ = δij , gij¯ = δijλi and F
ij¯ = δijfi.
Let B be a diagonal matrix Bpq with real entries satisfying B
1
1 = 0, B
n
n > 2B
2
2 and
Bnn < B
n−1
n−1 < · · · < B22 < 0 are small. Then we define the matrix A˜ = A + B with
the eigenvalues λ˜ = (λ˜1, · · · , λ˜n). At the origin, λ˜1 = λ1 = g11¯, λ˜i = λi + Bii if i ≥ 2
and the eigenvalues of A˜ define C2-functions near the origin.
Notice H˜ = λ˜1e
φ also achieves its maximum at the same point p0 (we may assume
λ1(p0) = λ˜1(p0) > 1).
In what follows, the computations will be given at the origin p0. By maximum
principle one has
(4.42)
λ˜1,i + λ1φi = 0, λ˜1 ,¯i + λ1φi¯ = 0,
λ˜1,i¯i
λ1
− |λ˜1,i|
2
λ21
+ φi¯i ≤ 0.
By straightforward calculations, one obtains
(4.43) λ˜1,i = g11¯k + (B
1
1)i.
As in [72], one obtains
(4.44) λ˜1,kk¯ ≥ g11¯kk¯ +
1
2(n + 1)λ1
∑
p>1
(|gp1¯k|2 + |g1p¯k|2)− C.
It follows from (3.13) that
(4.45)
χi¯ikk¯ =χi¯i,kk¯ + χi¯i,ζiRkk¯il¯ul + 2gkk¯Re
(
χi¯i,kζkδik − χi¯i,ζiT kki
)
+ 2Re
(
χi¯i,ζik¯uik
)− 2Re (χi¯i,ζi(χi¯i,i − T lkαχlk¯) + χi¯i,kζ¯iχik¯)
+ 2Re
(
χi¯i,ζigkk¯i
)− 2Re (χi¯i,ζiχkk¯,ζkuki + χi¯i,ζiχkk¯,ζ¯kuik¯) .
Differentiating the equation (1.1) twice (using covariant derivative), we obtain
F kk¯gkk¯l = ψzl + ψuul,
F kk¯gkk¯11¯ = ψz1z¯1 + 2Re(ψz1uu1¯) + ψuu11¯ + ψuu|u1|2 − F ij¯,lm¯gij¯1glm¯1¯,
we then have
F i¯ig11¯i¯i ≥ − F ij¯,lm¯gij¯1glm¯1¯ − 2Re(F i¯iχi¯i,ζig11¯i) + 2Re(F i¯iT¯ j1iuij¯1)
+ 2Re(F i¯iχ11¯,ζ1i¯u1i) + ψz1z¯1 + 2Re(ψz1uu1¯)
+ ψuu11¯ + ψuu|u1|2 − Cg11¯
∑
F i¯i,
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here we use the structure of χ in (1.3) and also the following standard formula
u1j¯k − ukj¯1 =T l1kulj¯,
u11¯i¯i − ui¯i11¯ = Ri¯i1p¯up1¯ − R11¯ip¯up¯i + 2Re{T¯ j1iuij¯1}+ T pi1T¯ qi1upq¯.
Let’s set
φ = Φ(|∇u|2) + Ψ(u− u),
where Φ(t) = −1
2
log(1− t
2K
) is used by Hou-Ma-Wu [53],
K = 1 + sup
M¯
(|∇u|2 + |∇(u− u)|2),
and Ψ : [infM¯(u− u),+∞)→ R is given by
Ψ(x) =
C∗
(1 + x− infM¯(u− u))N
,
where C∗ ≥ 1 and N ∈ N are constants to be chosen later. Here Ψ(x) was used in
[82]. We get
Φ′′ = 2Φ′2, (4K)−1 < Φ′ < (2K)−1 for t ∈ [0, sup
M
|∇u|2]
Lφ =Φ′L(|∇u|2) + Ψ′L(u− u) + Φ′′F i¯i|(|∇u|2)i|2 +Ψ′′F i¯i|(u− u)i|2.
Together with Lemma 4.1 one has a differential inequality
(4.46)
0 ≥ 1
2
Φ′F i¯i
(|uki|2 + |uki¯|2)+ 2Φ′(Re{ψzkuk¯}+ ψu|∇u|2)
+ Ψ′L(u− u) + Φ′′F i¯i|(|∇u|2)i|2 +Ψ′′F i¯i|(u− u)i|2
+ 2Re(F i¯iT¯ 11i
λ˜1,i
λ11
)− F
ij¯,lm¯gij¯1glm¯1¯
g11¯
− F i¯i |λ˜1,i|
2
λ21
+
ψz1z¯1 + 2Re(ψz1uu1¯) + ψuu11¯ + ψuu|u1|2
g11¯
− C
∑
F i¯i.
Note that in this computation λ˜1 denotes the largest eigenvalue of the perturbed
endomorphism A˜ = A + B. At the origin p0 where we carry out the computation,
λ˜1 coincides the largest eigenvalue of A. However, at nearby points, it is a small
perturbation. We would take B → 0, and obtain the above differential inequality
(4.46) as well. It only holds in a viscosity sense because the largest eigenvalue of A
may not be C2 at the origin p0, if some eigenvalues coincide.
Case I: Assume that δλ1 ≥ −λn(0 < δ ≪ 12). Set
I = {i : F i¯i > δ−1F 11¯}, and J = {i : F i¯i ≤ δ−1F 11¯}.
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Clearly 1 ∈ J and identity (4.42) implies that for any fixed index i
−F i¯i |λ˜1,i|
2
λ21
≥ − 2Ψ′2F i¯i|(u− u)i|2 − 2Φ′2F i¯i|(|∇u|2)i|2
= − 2Ψ′2F i¯i|(u− u)i|2 − Φ′′F i¯i|(|∇u|2)i|2.
The assumption δλ1 ≥ −λn implies that 1−δλ1−λi ≥ 1−2δλ1 . Then
(4.47)
− 1
g11¯
F ij¯,lm¯gij¯1glm¯1¯ − F i¯i
|λ˜1,i|2
λ21
≥
∑
i∈I
F i¯i − F 11¯
λ1 − λi
|gi1¯1|2
λ1
− F i¯i |λ˜1,i|
2
λ21
≥ (1− 2δ)
∑
i∈I
F i¯i
|gi1¯1|2 − |λ˜1,i|2
g2
11¯
− 4δΨ′2
∑
i∈I
F i¯i|(u− u)i|2
−2Ψ′2δ−1 F 11¯K − Φ′′F i¯i|(|∇u|2)i|2.
The estimates for the lower bound of the differences |gi1¯1|2 − |g11¯i|2 for i ∈ I are
crucial. A straightforward computation gives
gi1¯1 = λ˜1,i + τi − χ11¯,ζαuαi + χi1¯,ζβuβ1
= λ˜1,i + τi − χ11¯,ζ1u1i + χi1¯,ζiui1,
where τi = χi1¯,1 − χ11¯,i + χi1¯,ζ¯αuα¯1 − χ11¯,ζ¯αuα¯i + T li1ul1¯ + (B11)i. Here, (3.11) is crucial.
Combining it with (6.3) one has
(4.48)
F i¯i
(|gi1¯1|2 − |λ˜1,i|2)
g2
11¯
≥ − CF i¯i |g11¯i|
g11¯
(1 +
|u1i|
g11¯
)
≥ − C√
K
F i¯i(|uki¯|+ |uki|)
− C
g11¯
√
2K
F i¯i|uki|2 − C|Ψ′|F i¯i|(u− u)i|.
We now choose small δ such that 4δΨ′2 < 1
2
Ψ′′. It follows from (4.42), (4.46),
(4.47), (4.48) and an elementary inequality 1
2
Ψ′′F kk¯|(u−u)k|2−C|Ψ′|F kk¯|(u−u)k| ≥
−C2Ψ′2
2Ψ′′
∑
F i¯i that
(4.49)
0 ≥ 1
16K
F kk¯
(|uik|2 + |uik¯|2)+Ψ′L(u− u)− 2Ψ′2δ−1F 11¯K
+ 2Φ′(Re{ψzkuk¯}+ ψu|∇u|2)− (
C0Ψ
′2
Ψ′′
+ C)
∑
F i¯i
+
ψz1z¯1 + 2Re(ψz1uu1¯) + ψuu11¯ + ψuu|u1|2
g11¯
.
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Case II: We assume that δλ1 < −λn with the constants C∗, N and δ fixed as in
the previous case. Then |λi| ≤ 1δ |λn| for all i. Moreover
−
∑
F i¯i
|λ˜1,i|2
λ21
≥ − 2Ψ′2
∑
F i¯i|(u− u)i|2 − 2Φ′2
∑
F i¯i|(|∇u|2)i|2.
Combining it with (4.42) and (4.46), one derives that
0 ≥ 1
16K
F i¯i(|uki|2 + |uki¯|2) + (Ψ′′ − 2Ψ′2)F i¯i|(u− u)i|2
+ 2Φ′(Re{ψzkuk¯}+ ψu|∇u|2)− C|Ψ′|F i¯i|(u− u)i|
+
ψz1z¯1 + 2Re(ψz1uu1¯) + ψuu11¯ + ψuu|u1|2
g11¯
− C
∑
F i¯i,
here we use the elementary inequality ax2 − bx ≥ − b2
4a
for a > 0.
Note that F nn¯ ≥ 1
n
∑
F i¯i and |unn¯|2 = 12 |gnn¯|2 − |χnn¯|2 ≥ δ
2
2
|g11¯|2 − C2(1 + |∇u|2),
one has
(4.50)
0 ≥ δ
2
32nK
|g11¯|2
∑
F i¯i + (Ψ′′ − 2Ψ′2)F i¯i|(u− u)i|2
+ 2Φ′(Re{ψzkuk¯}+ ψu|∇u|2)− C(1 + |Ψ′|
√
K)
∑
F i¯i
+
ψz1z¯1 + 2Re(ψz1uu1¯) + ψuu11¯ + ψuu|u1|2
g11¯
.
Proof of Theorem 4.9. In this theorem ψu ≡ 0. Suppose now that g11¯ ≫ 1+supM |∇u|2
(otherwise we are done).
In case I, we assume δλ1 ≥ −λn (0 < δ ≪ 12), and then have (4.49). In the proof
we use Lemma 3.1. In the first subcase one assumes
(4.51) L(u− u) ≥ ε(1 +
∑
F i¯i).
Moreover, based on (4.49), we choose C∗ ≫ 1 and N ≫ 1 such that C0|Ψ′|Ψ′′ ≤ ε2 and
−ε
2
Ψ′ ≥ εC∗N
2(1 + supM¯(u− u)− infM¯(u− u))N+1
≫ 1.
Thus one derives
g11¯ ≤ CK.
In the other subcase, we can assume fi ≥ β√n
∑n
j=1 fj for each i. Note that
|ui¯i|2 = |gi¯i − χi¯i|2 ≥ 12 |gi¯i|
2 − C(1 + |∇u|2).
Combining it with (4.49) and (4.36), we derive that
g11¯ ≤ CK.
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In case II we assume that δλ1 < −λn with the constants C∗, N and δ fixed as in
the previous case. By (4.50) we have
g11¯ ≤ CK.
Here we use condition (4.36) again.
We complete the proof.

Following the outline of proof of Theorem 4.9, with admissible subsolutions replaced
by the existence of C-subsolutions, we can apply Lemma 3.2 in place of Lemma 3.1
to prove that the second order estimate of the form (4.52) holds for any admissible
solution to equation (1.1).
Theorem 4.10. Let (M,ω) be a compact Hermitian manifold possibly with boundary,
and ψ ∈ C2(M¯). Suppose, in addition to (1.4)-(1.6) and (3.5), that there exists a
C-subsolution u ∈ C2(M) satisfying (1.9). Then for any admissible solution u ∈
C4(M) ∩ C2(M¯) of equation (1.1), we have
(4.52) sup
M
∆u ≤ C(1 + sup
M
|∇u|2 + sup
∂M
|∆u|),
where C is a uniform positive constant C depending only on |u|C0(M¯ ), |u|C2(M¯ ), |χ|C2(M¯),
|ψ|C2(M¯) and other known data.
Based on Theorem 4.10, as in [72], we can derive C0-estimate and gradient estimate
for equation (1.1) on closed Hermitian manifolds. Together with Evans-Krylov theo-
rem, one then slightly extends Sze´kelyhidi’s C2,α-estimates for fully nonlinear elliptic
equations with η1,0 = 0 in [72] and also partially extends a result in [82]. See also
[20, 24, 71, 76, 77, 86] for C2,α-estimates for some special equations. Please refer to
Lemma 6.10 and Remark 6.11 for the direct proof of gradient estimate when (M,ω)
is a Ka¨hler manifold with nonnegative orthogonal bisectional curvature.
Proposition 4.11. Let (M,ω) be a closed Hermitian manifold, and ψ be a smooth
function. Suppose (1.4), (1.5), (1.6), (1.7) and (1.9) hold. Then for any admissible
solution u ∈ C4(M) of equation (1.1) with supM u = 0, we have C2,α-estimates
|u|C2,α(M) ≤ C for 0 < α < 1, where C depends on α, |ψ|C2(M), |χ|C2(M), |u|C2(M) and
other known data. Moreover, if (M,ω) is a closed Ka¨hler manifold with nonnegative
orthogonal bisectional curvature, then (1.7) can be replaced by (3.5).
Applying Proposition 4.11 one has
Proposition 4.12. Let (M,ω) be a closed Hermitian manifold of complex dimension
n ≥ 2, φ ∈ C∞(M), 2 ≤ k ≤ n. Then there is a unique real valued smooth function
u ∈ C∞(M) with λ(g[u]) ∈ Γk and supM u = 0, and a unique constant b such that
(g[u])k ∧ ωn−k = eφ+bωn, in M.
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Remark 4.13. Proposition 4.12 for complex Monge-Ampe`re equation involving gradi-
ent term of the form (1.3) was also proved by Tosatti-Weinkove [78] independently.
Moreover, they also observe in Remark 1.2 of their paper that if η1,0 is holomorphic
then ω +
√−1(∂u ∧ η1,0 + η1,0 ∧ ∂u + ∂∂u) can be rewritten as ω + ∂ς + ∂ς, where
ς = −√−1(uη1,0 + ∂u
2
). So the equation potentially applies to the deformation of
forms in Aeppli cohomology class.
5. Discussion on significant phenomena on regularity assumptions
5.0.1. Proof of Theorem 1.6. In the proof we only need to consider the level sets
of u or its approximating functions near the boundary. Without loss of generality
we assume u is not a constant (otherwise, it is trivial if u = constant). In what
follows, the level sets what we use in the proof are all near the boundary Mδ for some
0 < δ ≪ 1, here Mδ is defined in (2.1).
Suppose ∂u
∂ν
|∂M 6= 0. Without loss of generality, we assume ∂u∂ν |∂M < 0. Then
u < 0, ∇u 6= 0 in Mδ0 for some δ0 > 0. We first choose a sequence of smooth
approximating functions {u(k)} such that u(k) → u in C2,β(M¯) as k tends to infinity.
Then ∂u
(k)
∂ν
|∂M 6= 0 for k ≫ 1. Next, for any k ≫ 1, by the diagonal method and
Sard’s theorem if necessary, we carefully choose {αk} satisfying αk → 0 as k → +∞
and a sequence of level sets of u(k), say {u(k) = −αk}, and use them to enclose
smooth complex submanifolds with the same complex dimension, sayM (k), such that
∪M (k) = M and ∂M (k) converge to ∂M in the norm of C2,β. Moreover, we can choose
{βk} (βk > 0) with βk → 0 as k → +∞, such that
(5.1) F (g[u(k)]) ≥ ψ − βk in M.
Furthermore, u(k) are admissible functions for sufficiently large k, as Γ is open.
According to Theorem 1.1 we have a unique smooth admissible function u(k) ∈
C∞(M (k)) to solve
(5.2) F (g[u(k)]) = ψ − βk in M (k), u(k) = −αk on ∂M (k).
Moreover, Theorems 4.3 and 4.9 imply
(5.3) sup
M (k)
∆u(k) ≤ Ck(1 + sup
∂M (k)
|∇u(k)|2)(1 + sup
M (k)
|∇u(k)|2)
holds for Ck depending on |ψ|C2(M (k)), |u(k)|C2(M (k)), |u(k)|C0(M (k)), ∂M (k) up to its
second order derivatives and other known data.
If we could prove there is a uniform constant C depending not on k, such that
(5.4) |u(k)|C0(M (k)) + sup
∂M (k)
|∇u(k)| ≤ C,
together with the construction of approximating Dirichlet problems, (5.3) then holds
for a uniformly constant C ′ which is independent of k. Thus we have |u|C2(M (k)) ≤ C
depending not on k (here we use blow up argument to derive gradient estimate).
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Thus the equations are all uniformly elliptic, and as in [40] we can directly prove the
bound of real Hessians of solutions.
Finally, we are able to apply Silvestre-Sirakov’s [69] result to derive C2,α
′
estimates
on the boundary, while the convergence of ∂M (k) in the norm C2,β allows us to take
a limit (α′ can be uniformly chosen).
Let w(k) be the solution of
(5.5) ∆w(k) + gij¯w
(k)
i ηj¯ + g
ij¯ηiw
(k)
j¯
+ gij¯χ˜ij¯ = 0 in M
(k), w(k) = −αk on ∂M (k).
By maximum principle and the boundary value condition u(k) = u(k) = w(k) =
−αk on ∂M (k) we have
(5.6) u(k) ≤ u(k) ≤ w(k) in M (k), and ∂u
(k)
∂ν
≤ ∂u
(k)
∂ν
≤ ∂w
(k)
∂ν
on ∂M (k).
By the regularity theory of elliptic equations we have
(5.7) sup
M (k)
w(k) + sup
∂M (k)
∂w(k)
∂ν
≤ C.
We thus complete the proof of (5.4), and then obtain C2,α-admissible solution of
(5.8) F (g[u]) = ψ in M, u = 0 on ∂M.
If ∂
∂ν
u|∂M ≥ 0 or ∂∂νu|∂M ≤ 0, we can apply a C2,β function extended by the
distance function to boundary to make perturbation for u to construct a sequence of
approximating problems on M with homogeneous boundary data. We then continue
the perturbation process as previous case.
5.0.2. The significant phenomena on M = X × S. First of all, an observation claims
that, when M = X × S the solutions of equation (1.1) with different boundary data
can be expressed each other if the boundary values only differ by a function varying
only on ∂S. More precisely,
Theorem 5.1. Let (M,J, ω) = (X × S, J, ω), η1,0 = π∗2η1,0S be as in Theorem 1.9,
we assume u˜ is the solution to F (g[u˜]) = ψ with boundary data u˜|∂M = ϕ˜. Suppose
ϕˆ = ϕ˜+ ϕ for some ϕ ∈ C2,β(∂S). Then uˆ = u˜+ v coincides with the solution of
F (g[uˆ]) = ψ in M, uˆ = ϕˆ on ∂M,
where v solves
(5.9)
√−1∂S∂Sv +
√−1∂Sv ∧ η1,0S +
√−1η1,0S ∧ ∂Sv = 0 in S, v = ϕ on ∂S.
Proof. g[u] = g[u˜] + π∗2(
√−1∂S∂Sv +
√−1∂Sv ∧ η1,0S +
√−1η1,0S ∧ ∂Sv) = g[u˜]. 
Corollary 5.2. Let u˜, uˆ are respectively admissible solutions of
F (g[u˜]) = ψ in M, u˜ = ϕ˜ on ∂M, F (g[uˆ]) = ψ in M, uˆ = ϕˆ on ∂M,
and ϕˆ− ϕ˜ = ϕ for some ϕ ∈ C2,β(∂S). Then uˆ− u˜ = v, where v solves (5.9).
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Proof of Theorem 1.9. Here we give two proofs.
First proof: By Theorem 5.1 we only need to consider the special case when the
boundry data ϕ = 0. As above Dirichlet problem (5.8) admits admissible subsolutions
u = Nh of for large N , where h is the solution to (1.16). Theorems 1.6 and 5.1,
together with the construction of subsolution, immediately yield Theorem 1.9.
Besides, we construct the approximating Dirichlet problems precisely as in the
following, and also give another constructive proof by only using h and maximum
principle but without using the regularity theory of elliptic equations.
Note that h is a function on S with ∂h
∂ν
|∂S < 0. Similarly, there is a sequence of
smooth approximating functions {h(k)} on S such that h(k) → h in C2,β(S¯), and
1
2
ωS ≤
√−1∂S∂Sh(k) +
√−1∂Sh(k) ∧ η1,0S +
√−1η1,0S ∧ ∂Sh(k) in S,
(here we use (1.16)), moreover, we also get a sequence of level sets of h(k), say {h(k) =
−αk
N
} and use it to enclose a smooth complex submanifold of complex dimension one,
say S(k), such that ∪S(k) = S and ∂S(k) converge to ∂S in the norm of C2,β.
Let us denote M (k) = X × S(k), and u(k) = Nh(k). Then u(k) satisfies (5.1),
u(k)|∂M (k) = −αk and
(5.10)
N
2
trω(π
∗
2ωS) ≤ ∆u(k) + gij¯(u(k))iηj¯ + gij¯ηi(u(k))j¯ in M (k).
In other words, Dirichlet problem (5.2) has an admissible subsolution u(k). To derive
(5.10) we use the fact that J is the induced complex structure.
Let u(k) be the solution to (5.2). We only need to prove (5.7). LetN ≥ κ−11 supM trωχ˜,
where κ1 = infM
1
2
trω(π
∗
2ωS). Applying comparison principle to (5.5) and (5.10),
w(k) ≤ −u(k) − 2αk in M (k), and ∂w
(k)
∂ν
≤ −∂u
(k)
∂ν
on ∂M (k),
which is exactly (5.7). Here we don’t use the regularity theory of elliptic equations.
Therefore, we get the C2,α admissible solution u to (5.8).
Since the boundary values of approximating Dirichlet problems (5.2) are all con-
stants, the advantage of this proof is that one may improve Ho¨lder exponent α′ for
C2,α
′
boundary estimates which is derived from a result of Silvestre-Sirakov [69].
Second proof: The second proof is based on Theorem 4.4, and so the boundary
data of approximating Dirichlet problems need not be constant. It is straightforward
by using standard approximation.
Let v be the solution to (5.9). The subsolution is given by u = v +Nh for N ≫ 1.
The conditions of η1,0 = π∗2η
1,0
S and λ(χ˜ + cπ
∗
2ωS) ∈ Γ for some c > 0 yield u is
admissible for large N .
Let S(k) ⊂ S be smooth domains which approximate S in the C2,β norm (∂S(k) →
∂S in C2,β norm). We also approximate u by smooth functions u(k) and then obtain
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a sequence of approximating Dirichlet problems
(5.11) F (g[u(k)]) = ψ − βk in X × S(k), u(k) = u(k) on X × ∂S(k),
with admissible subsolution u(k) (βk → 0, βk > 0). Thus there is a unique smoothly
admissible solution u(k) ∈ C∞(X × S¯(k)) for each k ≫ 1.
We need only to prove (5.4). Let w(k) be the solution to
∆w(k) + gij¯w
(k)
i ηj¯ + g
ij¯ηiw
(k)
j¯
+ gij¯χ˜ij¯ = 0 in X × S(k), w(k) = u(k) on X × ∂S(k).
Thus one has (5.6) and (5.7) by using standard regularity theory of elliptic equations.

Proof of Theorem 1.10. We prove it by using standard method of approximation.
Let’s choose a sequence of smooth Riemann surfaces/domains Sk ⊂ S such that
∪kSk = S, and ∂Sk → ∂S in C2,1-norm as k → +∞. Also, we denote Mk = X × Sk.
Let’s consider a family of approximating problems
(5.12) F (g[u(k)]) = ψ in Mk, u
(k)|∂Mk = w|∂Mk .
The condition (1.14) allows us applying the solution of ∆Sh
(k) = 1 in Sk, h
(k)|∂Sk =
0 to construct the admissible subsolutions u(k) to Dirichlet problem (5.12). Then
(5.12) has a unique admissible solutions u(k) according to Theorem 1.4. Similarly, the
standard regularity theory of elliptic equations gives (5.6) and (5.7).
This completes the proof. 
Remark 5.3. The proof of Theorem 1.6 is based on approximation method. The
approximating Dirichlet problems are constructed as follows: one first approximates
u by smooth functions in the norm of C2,β, and then uses the level sets of smooth
approximating functions to enclose submanifolds/domains.
Remark 5.4. The weak solutions for degenerate equations in Theorem 1.9 may achieve
shape C2,β-regularity in some context:
f |∂Γ = 0, ω = π∗1ωX + π∗2ωS, χ˜ = π∗1ωX + π∗2χ˜2, η1,0 = π∗2η1,0S .
More precisely, the line {1, · · · , 1, t) : t ∈ R} must intersect with ∂Γ at a unique point
(1, · · · , 1, µn). Let h′ be the solution to
χ˜2 +
√−1∂S∂Sh′ +
√−1∂Sh′ ∧ η1,0S +
√−1η1,0S ∧ ∂Sh′ = µnωS in S, h′ = 0 on ∂S.
Then λ(g[u]) = (1, · · · , 1, µn) on M for u = h′. And thus it is the weak solution of
f(λ(g[u])) = 0 in M, u = 0 on ∂M,
which has optimal C2,β-regularity. In particular, u = −h (here h solves (1.16)) solves
homogeneous complex Monge-Ampe`re equation(
ω +
√−1∂∂u+√−1∂u ∧ η1,0 +√−1η1,0 ∧ ∂u
)n
= 0 in M, u = 0 on ∂M.
36 RIRONG YUAN
6. Dirichlet problem on complex manifolds with general boundary
6.1. The solvability and uniqueness of weak solution to Dirichlet problem.
Assuming either (2) or (3) in Theorem 1.1 holds, we can directly derive the gradient
estimate which relaxes the restriction to the shape of boundary. The proof of estimates
will be given below. We then have
Theorem 6.1. Let ∂M ∈ C4, ϕ ∈ C4(∂M), ψ ∈ C2(M¯) and we assume (1.4), (1.5),
(1.6) and there is an admissible subsolution u ∈ C3,1(M¯). Suppose one of (2) and (3)
in Theorem 1.1 holds. Then there is a unique C3,α, ∀0 < α < 1, admissible function
to solve Dirichlet problem (1.1)-(1.2). Moreover, if the given data ∂M , ϕ, ψ are all
smooth, then the solution is also smooth.
We also solve the Dirichlet problem for degenerate equations.
Theorem 6.2. Suppose, in addition to f ∈ C∞(Γ)∩C(Γ¯), (1.4), (1.5), ψ ∈ C1,1(M¯),
and δψ,f = 0, that ϕ ∈ C3,1, ∂M is C3,1 pseudoconcave boundary, and there is a strictly
admissible subsolution u ∈ C3,1(M¯). Suppose one of (2) and (3) in Theorem 1.1 holds.
Then Dirichlet problem (1.1)-(1.2) has a weak solution u ∈ C1,α(M¯), ∀0 < α < 1,
with u|∂M = ϕ, λ(g[u]) ∈ Γ¯ and ∆u ∈ L∞(M¯).
Following [14] we define
Definition 6.3. A continuous function u ∈ C(M¯) is a weak C0-solution to degenerate
equation (1.1) (infM ψ = sup∂Γ f) with boundary data ϕ if the following is true: For
any ǫ > 0, there is a C2-admissible function u˜ such that |u− u˜| < ǫ, where u˜ solves
F (g[u˜]) = ψ + ρǫ in M, u˜ = ϕ on ∂M.
Here ρǫ is a function satisfying 0 < ρǫ < C(ǫ), and C(ǫ)→ 0+ as ǫ→ 0+.
Theorem 6.4. Suppose u1 and u2 are two C0-weak solutions to the degenerate equa-
tion (1.1) with boundary data ϕ1 and ϕ2, respectively. Then supM |u1 − u2| ≤
sup∂M |ϕ1 − ϕ2|.
The proof is based on comparison principle, which is almost parallel to that of
Theorem 4 in [14]. We thus omit it here.
Corollary 6.5. The weak C0-solution to Dirichlet problem (1.1)-(1.2) for degenerate
equation is unique provided the boundary data is fixed.
Clearly, the weak solutions we obtain in this paper by using continuity method are
weak C0-solutions to corresponding Dirichlet problem in the sense of Definition 6.3.
As a corollary, we prove the constant rank in Theorem 1 of Li [59] is indeed n when
the boundary data is ϕ = 0.
Corollary 6.6. Let Ω ⊂ Cn be a smooth bounded strictly pseudoconvex domain, φ be
a smooth plurisubharmonic function. If the solution to
(6.1) σk(uij¯) = e
−φ in Ω, u|∂Ω = 0
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is plurisuhbarmonic, Then u is a strictly plurisubharmonic function in Ω. Moreover,√−1∂∂u|T∂Ω∩JT∂Ω > 0.
Proof. If the rank as claimed by Li’s constant rank theorem is ≤ n − 1, then u is
a weak C0-solution to homogeneous complex Monge-Ampe`re equation with homo-
geneous boundary data. We observe that u ≡ 0 is clearly a weak C0-solution to
det(uij¯) = 0 with homogeneous boundary data and with rank(uij¯) ≡ 0 < k. We thus
have two different weak C0-solutions, which contradict to Corollary 6.5. 
6.2. The direct proof of gradient estimate. In this subsection we prove gradient
estimate directly with assuming (2) or (3). Let’s consider the quantity eφ|∇u|2, where
(6.2) φ = Aeη̂, ηˆ = B[u− u− inf
M¯
(u− u)],
and A and B are both two positive constants to be determined.
Suppose that eφ|∇u|2 achieves its maximum at an interior point p ∈ M . We can
further assume |∇u|2(p) ≥ 1(otherwise we are done). We choose local holomorphic
coordinates z = (z1, · · · , zn) around p such that at p
gij¯ = δij , gij¯ = λiδij , F
ij¯ = δijfi,
(6.3)

(|∇u|2)i
|∇u|2 + φi = 0,
(|∇u|2)¯i
|∇u|2 + φi¯ = 0,
(|∇u|2)i¯i
|∇u|2 −
(||∇u|2)i|2
|∇u|4 + φi¯i ≤ 0.
At p we then obtain
(6.4) L(log |∇u|2 + φ) ≤ 0.
In what follows the computations are done at p. We have by (4.3) and (6.3)
(6.5)
L(|∇u|2) ≥F i¯i|uki|2 + F i¯i|uik¯|2 − 2Re(F i¯iuki¯T kilul¯)− 2|∇′zψ||∇u|
− C|∇u|
∑
F i¯i + F i¯iRi¯ikl¯uluk¯ + 2Re{F ij¯χij¯,ζαT lkαuluk¯}
− 2Re[F i¯i(ηi,kui¯ + uiηk,¯i)uk¯] + 2ψu|∇u|2,
(6.6)
F i¯i|(|∇u|2)i|2 ≤ ǫφ2|∇u|4F i¯i|ηˆi|2 + (1− ǫ)F i¯i|ukiuk¯|2
− 2(1− ǫ)|∇u|2F i¯iRe(ukuik¯φi¯),
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where 0 ≤ ǫ < 1, which are used to deal with L(log |∇u|2) precisely as follows:
(6.7)
L(log |∇u|2) ≥ 1|∇u|2F
i¯i|uik¯|2 −
2
|∇u|2Re(F
i¯iuki¯T
k
ilul¯) + 2ψu
− 2|∇
′
zψ|
|∇u| +
2
|∇u|2Re{F
ij¯χij¯,ζαT
l
kαuluk¯}
− 2|∇u|2Re[F
i¯i(ui¯ηi,k + uiηk,¯i)uk¯] +
1
|∇u|2F
i¯iRi¯ikl¯uluk¯
+
2(1− ǫ)
|∇u|2 F
i¯iRe(ukuik¯φi¯)− ǫφ2F i¯i|ηˆi|2.
6.2.1. A direct proof of gradient estimate for solutions, part I. We derive directly
gradient estimate given (1.10) and g ≥ 0.
Firstly, the condition
∑n
i=1 fiλi ≥ 0 together with (3.1) implies that there is a
uniformly positive constant κ0 such that
∑n
i=1 fi ≥ κ0. Next, we will describe a
property of the level hypersurface ∂Γσ. By the concavity and monotonicity of f , we
know that if the level hypersurface ∂Γσ is nonempty then it is smooth and convex.
For λ ∈ ∂Γσ, let tσ(λ) =
∑n
i=1 fi(λ)λi∑n
i=1 fi(λ)
. The convexity of the level hyperplane yields
(6.8) tσ(λ) ≤ cσ for λ ∈ ∂Γσ,
where cσ is the positive constant defined as in (3.7). In particular fiλi ≤ cσ
∑n
j=1 fj
for each 1 ≤ i ≤ n.
When (1.12) holds it was considered in [83]. In this paper, we consider the critical
case that the equality in (1.10) may occur. To deal with this critical case we need
some new observation.
Suppose (1.10) holds. Then for any fixed 0 < ǫ < 1, w obeying (1.10) is a C-
subsolution of the rescaled equation (2.7). We take in (6.2) u = w.
A straightforward computation shows
(6.9) φi = φηˆi, φi¯i = φ(|ηˆi|2 + ηˆi¯i) and Lφ = φLηˆ + φF i¯i|ηˆi|2.
It follows from (6.3), (6.7) and (6.9) that
0 ≥Lηˆ + 1
2φ|∇u|2F
i¯i|uik¯|2 + (1− ǫφ)F i¯i|ηˆi|2 −
C
φ
∑
F i¯i
+
2
φ
(ψu − |∇
′
zψ|
|∇u| ) +
2(1− ǫ)
φ|∇u|2 Re(F
i¯iukuik¯φi¯).
Using Cauchy-Schwarz inequality, (6.6) and (6.9), one obtains
2φ−1Re(ukuik¯φi¯) ≥ 2Re(gi¯iuiηˆi¯)−
1
8
|∇u|2|ηˆi|2 − C(1 + |∇u|2|ηˆi|)
≥ 2BRe(gi¯iuiui¯)− 2Bgi¯i|ui|2 −
1
2
|∇u|2|ηˆi|2 − C ′|∇u|2
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Choosing 0 < ǫ < 1 small enough such that ǫ supM¯ φ ≤ 14 , we finally have
(6.10)
0 ≥Lηˆ + 1
2φ|∇u|2F
i¯i|uik¯|2 +
2
φ
(ψu − |∇
′
zψ|
|∇u| )− C(1 +
1
φ
)
∑
F i¯i
+
1
4
F i¯i|ηˆi|2 + 2B(1− ǫ)|∇u|2 Re(F
i¯igi¯iuiui¯)− 2B(1− ǫ)max
i
F i¯igi¯i.
Theorem 6.7. Let (M,ω) be a compact Hermitian manifold (possibly with C2 bound-
ary), and ψ ∈ C1(M¯) be a smooth function. In addition to (1.4), (1.5), (1.6), we sup-
pose (3) in Theorem 1.1 holds. Then for any admissible solution u ∈ C3(M)∩C1(M¯)
of equation (1.1), there is a uniformly positive constant C depending on |u|C0(M),
|χ|C1(M), |u|C2(M), |ψ|C1(M) and other known data under control so that
(6.11) sup
M
|∇u| ≤ C(1 + sup
∂M
|∇u|).
Moreover, the constant C is independent of (δψ,f )
−1.
Proof. In this theorem ψu = 0 and λ denotes λ(g[w]) for w obeying (1.10). As
above, we suppose that eφ|∇u|2 achieves its maximum at an interior point p ∈ M .
It follows from (6.8) and g ≥ 0 that if there is a positive constant ϑ˜ such that
fi ≥ ϑ˜
∑n
j=1 fj for each i, then λi ≤ ϑ˜−1csupM ψ and so
(6.12) |g| ≤ nϑ˜−1csupM ψ.
The second case of Lemma 3.2 goes to (6.12). We know that there are two uniformly
positive constants R1 and ϑ such that if |g| ≥ R1 then
(6.13)
n∑
i=1
fi(λ)(
1
3− 2ǫλi − λi) ≥ ϑ
n∑
i=1
fi(λ).
More precisely, if there exists a C-subsolution of the rescaled equation (2.7) we know
that (6.13) holds according to Lemma 3.2 and (6.12). This observation leads to using
the C-subsolution for the rescaled equation to prove gradient estimate.
If |g| < R1 then we have the bound of |∇u| by the interpolation inequality, see [36].
(On the other hand, when |g| < R1 the equation is a uniformly elliptic equation, and
so the proof of the bound of |∇u| is trivial).
From now on, we assume |g| ≥ R1. Lemma 6.2 in [11] implies
Lηˆ = BL(u− u) = BF i¯i(g
i¯i
− gi¯i) ≥ B
n∑
i=1
fi(λi − λi)
which can be used to dominate the bad term 2Bmaxi fiλi in (6.10). More explicitly,
(6.13) and the assumption g ≥ 0 immediately yield
Lη − 2B(1− ǫ)max
i
F i¯igi¯i ≥ B
n∑
i=1
fi(λi − (3− 2ǫ)λi) ≥ (3− 2ǫ)Bϑ
n∑
i=1
fi.
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By choosing A≫ 1 and B ≫ 1 we derive |∇u| ≤ C. Here we use (6.8) and g ≥ 0 to
control 2B(1−ǫ)|∇u|2 Re(F
i¯igi¯iuiui¯), and also use
∑
fi ≥ κ0 to control the bad term −2|∇′zψ|φ|∇u| .

Remark 6.8. With χ˜ replaced by g[u], we can assume the C-subsolution of the rescaled
equation is u = 1. The proof does work for the equation satisfying
(6.14) fjλj ≤ ̺(λ)
n∑
i=1
fiλi in Γ
ψ,ψ for each j,
where ̺ : Γ→ R+ is a positive continuous function with lim sup|λ|→+∞ ̺(λ) = ̺0 > 0,
and Γψ,ψ = {λ ∈ Γ : infM ψ ≤ f(λ) ≤ supM ψ}. More precisely, gradient estimate for
equation (1.1) holds, provided that there exists u ∈ C3(M) ∩ C2,1(M¯) such that
(6.15) lim
t→+∞
f(
1
1 + 2̺0
(λ(g[u]) + tei)) > ψ in M¯, for each i.
If f further satisfies
∑n
i=1 fi(
1
3
λ)λi > 0, then (6.15) can be replaced by
(6.16) lim
t→+∞
f(
1
1 + 2̺0
(λ(g[u]) + tei)) ≥ ψ, in M¯, ∀i,
since u is a C-subsolution of f( 1
1+2̺0−2ǫ(λ)) = ψ for 0 < ǫ ≪ 1 with using these two
conditions. In particular, if g ≥ 0 then we can choose ̺ = 1.
We provide a unified and straightforward approach to the direct proof of gradient
estimate for ω-plurisubharmonic solutions of complex Monge-Ampe`re equation [5, 48,
40, 50] and complex Hessian equation [87], as (1.18) allows a class of functions f =
(σk)
1
k corresponding to the cone Γk. Condition (1.18) is also satisfied by logPk(λ) =∑
1≤i1<···<ik≤n log(λi1 + · · · + λik) with the cone Pk := {λ ∈ Rn : λi1 + · · · + λik >
0 for any 1 ≤ i1 < · · · < ik ≤ n}. The function logPn−1 has received attention,
as Gauduchon’s conjecture reduces to solve Monge-Ampe`re equation for (n − 1)-
plurisubharmonic functions logPn−1(λ(χ˜ +
√−1∂∂u + W (∂u, ∂u))) = ψ on closed
Hermitian manifolds, where W (∂u, ∂u) is a certain real (1, 1)-form which depends
linearly on ∂u and ∂u (see also equation (8.3) below). Please refer to Section 8 for
the discussion.
By an observation in Remark 6.8 we can give a direct proof of gradient estimate
for Monge-Ampe`re equation for (n − 1) plurisubharmonic functions associated to
Gauduchon’s conjecture under a stronger assumption: λ(χ˜+
√−1∂∂u+W (∂u, ∂u)) ∈
Pn−2 = {λ ∈ Rn : λi1 + · · · + λin−2 ≥ 0, i1 < · · · < in−2}. Similarly, the argument
works for the solutions with λ ∈ Pk−1 of the equations generated by logPk, in which
we can check that (6.14) holds with ̺ = k
n
, if
(6.17) λ(χ˜+
√−1∂∂u+W (∂u, ∂u)) ∈ Pk−1.
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We shall stress that our argument relaxes the restriction to W (∂u, ∂u) and works for
more general real (1, 1)-forms depending linearly on ∂u and ∂u.
Proposition 6.9. Let ψ ∈ C1(M¯) and u ∈ C3(M) ∩ C1(M¯) be a solution of
logPk(λ(χ˜ +
√−1∂∂u +W (∂u, ∂u))) = ψ, 2 ≤ k ≤ n − 1. In addition, we assume
W (∂u, ∂u) is a real (1, 1)-form depending linearly on ∂u and ∂u. Then the gradient
estimate (6.11) holds for a uniformly positive constant C, provided that (6.17) holds.
6.2.2. A direct proof of gradient estimate for solutions, part II. Suppose (M,ω) is
a compact Ka¨hler manifold (possibly with boundary) with nonnegative orthogonal
bisectional curvature, which tells
(6.18)
∑
k,l
F i¯iRi¯ikl¯uluk¯ =
∑
k 6=i,l 6=i
F i¯iRi¯ilk¯uluk¯ + F
i¯iRi¯ii¯i|ui|2
+
∑
k 6=i
F i¯iRi¯iik¯uiuk¯ +
∑
l 6=i
F i¯iRi¯il¯iului¯
≥ − C|∇u|(F i¯i|ui|2 +
∑
F i¯i).
Combining these inequalities with (6.7) (by setting ǫ = 0) and ψu ≥ 0, one has
(6.19)
L(log |∇u|2) ≥ 1|∇u|2F
i¯i|uik¯|2 −
2|∇′zψ|
|∇u| + 2ψu +
1
|∇u|2F
i¯iRi¯ikl¯uluk¯
− 2|∇u|2Re[F
i¯i(ui¯ηi,k + uiηk,¯i)uk¯] +
2
|∇u|2Re(F
i¯iukuik¯φi¯)
≥ 1|∇u|2F
i¯i|uik¯|2 −
C
|∇u|(1 +
∑
F i¯i)− C|∇u|F
i¯i|ui|2
− φ( 4|∇u|2F
i¯i|uik¯|2 +
1
4
F i¯i|ηˆi|2).
Here we also use
|2Re[F i¯i(ui¯ηi,k + uiηk,¯i)uk¯]| ≤ C|∇u|(F i¯i|ui|2 +
∑
F i¯i),
2
|∇u|2Re(F
i¯iukuik¯φi¯) ≥ −φ(
4
|∇u|2F
i¯i|uik¯|2 +
1
4
F i¯i|ηi|2).
We assume ψu ≥ 0 so that (6.20) below can be applied to the equations considered
in Section 7.
Assume |∇u| is large sufficiently. Then one has
(6.20) 0 ≥ Lηˆ + 1
2
F i¯i|ηˆi|2 + 1
4φ|∇u|2F
i¯ig2i¯i −
C
φ|∇u|(1 +
∑
F i¯i).
Here we assume B ≫ 1, and A is small enough such that φ ≤ 1
8
. Therefore, we extend
a result in [83] and obtain
42 RIRONG YUAN
Theorem 6.10. Let (M,ω) be a compact Ka¨hler manifold admitting nonnegative
orthogonal bisectional curvature with C2 boundary. Let ψ ∈ C1(M¯). Assume (1.4),
(1.5), (1.6) and (1.8) hold. Then for any admissible solution u ∈ C3(M) ∩C1(M¯) of
Dirichlet problem (1.1)-(1.2) we have
sup
M
|∇u| ≤ C(1 + sup
∂M
|∇u|),
where C is a positive constant depending on |u|C0(M), |ψ|C1(M) and other known data
under control (but not on (δψ,f)
−1).
Proof. The proof is based on (6.20). In this theorem ψu = 0. By using Lemma 3.1
we can derive the direct gradient estimate. When |νλ − νλ| ≥ β we have (4.32), and
thus |∇u| ≤ C. On the other hand, if |νλ − νλ| < β, then one has (4.33). Fix A,B as
we chosen above. Note that the concavity of equation (1.1) implies that L(u−u) ≥ 0
(since ψ is independent of u). We can assume |∇u| ≥ 2|∇u| (otherwise we are done).
Then |∇ηˆ|2 ≥ B2
4
|∇u|2. By Cauchy-Schwarz inequality,
β
8
√
n
|∇η|2
n∑
i=1
fi +
β|λ|2
8
√
nφ|∇u|2
n∑
i=1
fi ≥ βB
8
√
n supM φ
|λ|
n∑
i=1
fi.
If |λ| ≥ R0, by using (4.36) then |λ|
∑
fi ≥ b0, and thus we derive
|∇u| ≤ C.
When |λ| < R0 the bound of |∇u| can be also derived by the interpolation inequality.

Remark 6.11. With (1.8) replaced by a C-subsolution, and we assume (3.5) and the
other assumptions Theorem 6.10 hold. Then the gradient estimate holds for any
admissible solution u ∈ C3(M) ∩ C1(M¯) of equation (1.1). The proof is similar,
while the slight difference is that in the proof we apply Lemma 3.2 and use (3.5) and
1
2
F i¯i|ηˆi|2 in (6.20) to control the bad term Lηˆ ≥ B(f(λ(g))− ψ) when (3.4) holds.
Remark 6.12. The term −2Re(F i¯iuki¯
∑
l T
k
ilul¯) in (6.5) vanishes on a Ka¨hler mani-
fold which plays a formal role the same as the term due to holomorphic bisectional
curvature tensor (when Γ = Γn it can be extended to Hermitian setting). This is the
reason why we assume (M,ω) is a Ka¨hler manifold.
6.3. Boundary estimates for second order estimates on general boundary.
To complete the proof we need to derive directly the boundary estimates for Dirichlet
problem on compact complex manifolds with general boundary.
Theorem 6.13. In addition to (1.4), (1.5), (1.6) and (1.8), we suppose ∂M ∈ C4,
ϕ ∈ C4(∂M) and ψ ∈ C1(M¯). Then for any admissible solution u ∈ C4(M)∩C2(M¯)
to Dirichlet problem (1.1)-(1.2), one has
sup
∂M
∆u ≤ C,
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where C is a uniformly positive constant depending on |ϕ|C4(M¯), |ψ|C1(M¯ ), |u|C1(M¯)
and |u|C2(M¯ ) and other known data.
Proof. In complex setting Guan-Li [40], Guan-Sun [45] and the author [83] respec-
tively proved Theorem 6.13 for complex Monge-Ampe`re equation and complex inverse
σk equations and certain fully nonlinear elliptic equations on compact Hermitian man-
ifolds.
For completeness we give a proof of boundary estimates for Dirichlet problem (1.1)-
(1.2) with gradient terms. Our proof is inspired by the proof of boundary estimates
for fully nonlinear elliptic equations on Riemannian manifolds [38], and use an idea
used in [74] who studied Hessian equations on bounded domains of Rn. To do it we
only need to prove there are two uniformly positive constants c0, R˜0 such that for
R ≥ R˜0, (λ′[gαβ¯(x0)], R) ∈ Γ and
(6.21) f(λ′[gαβ¯ [u](x0)], R) ≥ ψ(x0) + c0.
Suppose we have found such c0 and R˜0. Then by Lemma 2.2, one could find R˜1
such that if gnn¯ ≥ R˜1 then
(6.22) f(λ[{gij¯(x0)}]) ≥ f
(
λ′[{gαβ¯(x0)}], gnn¯(x0)
)− c0
2
,
which gives the desired bound gnn¯(x0) ≤ max{R˜0, R˜1}. Given R > 0 and a (n− 1)×
(n− 1) Hermitian matrix {rαβ¯} with (λ′[rαβ¯(x0)], R) ∈ Γ, one defines
F˜ [rαβ¯] := f(λ
′[rαβ¯], R).
Let cR = inf∂M(F˜ [gαβ¯ ] − F ({gij¯})) and mR = inf∂M(F˜ [gαβ¯ ] − ψ), where λ′[gαβ¯ ] =
(λ′1, . . . , λ
′
n−1) are the eigenvalues of the (n−1)×(n−1) matrix {gαβ¯} (1 ≤ α, β ≤ n−
1). It is easy to see that if R is large such that (λ′[gαβ¯(x0)], R) ∈ Γ, (λ′[gαβ¯(x0)], R) ∈
Γ, then cR and mR are both increase in R. By (1.4)-(1.6) and Lemma 2.2, there exists
a uniformly positive constant R̂0 depending only on f and λ, such that cR̂0 > 0. The
monotonic property of cR implies cR ≥ cR̂0 > 0 for R ≥ R̂0.
We wish to show mR > 0 for large R. If there is a uniformly positive constant R
such that cR > 0 and mR ≥ 12cR, then there is nothing to prove. Therefore, we now
assume mR <
1
2
cR for any large R. Suppose mR is achieved at a point p0 ∈ ∂M. As in
(4.5), we choose the local coordinates centered at p0 (z = 0). Our calculations below
are done in Ωδ = {z ∈M : ρ(z) < δ}.
Let τ1, · · · , τn−1 be a local frame of vector fields in T 1,0M around p0 such that
g(τα, τ¯β) = δαβ for α, β < n and τβ =
∂
∂zβ
at p0. Following [45] one extends τ1, · · · , τn−1
by their parallel transports along geodesics normal to ∂M so that they are smoothly
defined in a neighborhood Ωδ of p0. Set F˜
αβ¯
0 =
∂F˜
∂rαβ¯
[gγη¯(0)] and
u˜αβ¯ = uτατ¯β , g˜αβ¯ = uτατ¯β + χ˜(τα, τ¯β) + uταητ¯β + ηταuτ¯β for α, β < n.
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In what follows, the Greek letters range from 1 to n − 1. By the concavity of F˜ ,
for any symmetric matrix {rαβ¯} with (λ′[rαβ¯(0)], R) ∈ Γ,
F˜ αβ¯0 (rαβ¯ − gαβ¯(0)) ≥ F˜ [rαβ¯]− F˜ [gαβ¯(0)].
In particular, we have
(6.23) F˜ αβ¯0 g˜αβ¯ − ψ − F˜ αβ¯0 gαβ¯(0) + ψ(0) ≥ F˜ [g˜αβ¯ ]− ψ −mR ≥ 0 on ∂M.
The boundary value condition implies that
(6.24) u˜αβ¯ = ϕ˜αβ¯ + (u− ϕ)ν σ˜αβ¯ on ∂M ∩ Ω¯δ,
where ν =
∑2n
k=1 ν
k ∂
∂tk
is the interior unit normal vector field to ∂M . We know that
|νk| ≤ Cρ and |(u − ϕ)tk | ≤ Cρ for k < 2n, ν2n(0) = 1 on ∂M ∩ Ω¯δ since νk(0) = 0
for k ≤ 2n− 1 and u = ϕ on ∂M (see also [45]).
Inequality (6.23) and identity (6.24) lead to constructing the barrier function
Φ˜ = − η˜(u− ϕ)xn − F˜ αβ¯0 g˜αβ¯(0)− ψ + ψ(0)
+ F˜ αβ¯0
[
ϕ˜αβ¯ + χ˜αβ¯ + ηταϕτ¯β + ϕταητ¯β
]
≡ − η˜(u− ϕ)xn +Q,
where η˜ := −ν2nF˜ αβ¯0 (σ˜αβ¯ + σταητ¯β + ηταστ¯β ). Moreover,
Φ˜ ≥ −
∑
k<2n
νk(u− ϕ)tk F˜ αβ¯0 σ˜αβ¯ ≥ −CAρ2 on ∂M ∩ Ω¯δ,
here we use (6.23) and (4.9). It is similar to (4.9), at p0 (z = 0) we have
(6.25) gαβ¯(0)− gαβ¯(0) = −(u − u)xn(0)(σαβ¯(0) + σα(0)ηβ¯(0) + ηα(0)σβ¯(0)).
Hence
(6.26)
(u− u)xnF˜ αβ¯0 (σ˜αβ¯ + σαηβ¯ + ηασβ¯) = F˜ αβ¯0 (gαβ¯ − gαβ¯)
≥ F˜ [g
αβ¯
]− F˜ [gαβ¯]
≥ cR −mR ≥ cR
2
, at p0.
Together with (6.26) and maximum principle, one gets (u− u)xn(0) > 0 and
η˜(0) ≥ cR
2(u− u)xn(0)
≥ cR
2 sup∂M |∇(u− u)|
.
We now may assume η˜ ≥ cR
4 sup∂M |∇(u−u)| near p0. As in proof of (4.19) one derives
LΦ˜ ≤C(1 +
n∑
i=1
fi +
n∑
i=1
fi|λi|) + F ij¯uyniuynj¯.
FULLY NON-LINEAR ELLIPTIC EQUATIONS 45
Set Ψ = B1v − B2ρ2 +B3
∑
τ<n |(u− ϕ)τ |2. We can take B1 ≫ B2 ≫ B3 ≫ 1 and
N ≫ 1, so that Φ˜−Ψ− (uyn − ϕyn)2 ≥ 0 on ∂Ωδ and
L(Φ˜−Ψ− (uyn − ϕyn)2) ≤ 0 in Ωδ.
Hence Φ˜ − Ψ − (uyn − ϕyn)2 ≥ 0 in Ωδ. Combining it with Φ˜(0) = Ψ(0) = (uyn −
ϕyn)(0) = 0, one obtains gnn¯(0) has a upper bound. Thus the eigenvalues λ({gij¯(0)}) =
(λ1, · · · , λn) are contained in a compact subset of Γ. Moreover, combining it with
Lemma 2.2 one knows that, for R large under control,
mR = f(λ
′[{gαβ¯(0)}], R)− ψ(0) > 0.
Hence (6.21) holds. We thus get the upper bound of gnn¯(x0) and complete the proof.

7. The equations with right-hand side depending on unknown
solutions
7.0.1. The Dirichlet problem. In this subsection we solve the Dirichlet problem
(7.1) f(λ(g)) = ψ(z, u) =: ψ[u] in M, u = ϕ on ∂M,
where ψu ≥ 0 and χ˜ is a smooth real (1, 1)-form with λ(χ˜) ∈ Γ. The non-degenerate
assumption is
(7.2) inf
z∈M¯
ψ(z, t) > sup
∂Γ
f for any fixed −∞ < t < +∞.
As in the discussion above we shall use Lemma 3.1 or 3.2 to derive the desired
estimates. We need assuming (3.6) to use Lemma 3.1. According to Sze´kelyhidi’s
insight, we then slightly modify the notion of a C-subsolution so that one can apply
Lemma 3.2. That is, for the unknown admissible solution u, there is a function
u ∈ C2(M¯) such that
(7.3) lim
t→+∞
f(λ(g([u])) + tei) > ψ[u] in M¯ for each i.
This condition is very hard to verify, since the right-hand side depends on the unknown
solution u. Fortunately, we can apply it to study equations obeying both (1.18) and
(7.4) ψ[w] < sup
Γ
f,
where w is the supersolution constructed in (4.6), since any admissible function must
satisfy (7.3) if both (1.18) and (7.4) hold. (Here one uses ψ[w] ≥ ψ[u] which follows
from ψu ≥ 0 and w ≥ u). On the other hand, condition (3.5) is also needed for
applying Lemma 3.2 thanks to Remark 3.3; while (3.5) can be derived by combining
(3.6) with (4.36). Therefore, to apply Lemma 3.1 or 3.2, we assume for simplicity
(7.5) either conditions (1.18), (7.4) hold, or condition (3.6) holds.
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Theorem 7.1. Let ∂M ∈ C∞, ψ(z, t) ∈ C∞(M¯ × R). Suppose, in addition to (1.4),
(1.5), (3.5), (7.2) and (7.5), that there is an admissible function u ∈ C3,1(M¯) with
(7.6) f(λ(g[u])) ≥ ψ[u] in M, u = ϕ on ∂M.
Then Dirichlet problem (7.1) is uniquely solvable in class of smooth admissible func-
tions, provided that either (1), (2), Γ = Γn holds. Moreover, one can assume the
subsolution is only C2,1 if ∂M is pseudoconcave.
If we suppose M = X × S, η1,0 = η1,0S and (1.18) hold, then we can construct the
subsolution satisfying (7.6) with using the solution to (1.16).
The proof of Theorem 7.1 is based on the following estimates. In the proof of
estimates, we assume the admissible subsolution is only C2.
Proposition 7.2. Suppose (1.4), (1.5), (3.5), (7.2) and (7.5) hold. Then the second
order estimate (4.52) holds for any admissible solution u ∈ C4(M) of equation (4.1),
provided that there is an admissible function u ∈ C2(M¯). Moreover, when ψ[u] = ψ(u)
then condition (3.5) can be removed, provided that either ψu > 0, or both ψu ≥ 0 and
ψuu ≥ 0 hold.
Proposition 7.3. Suppose, in addition to (1.4), (1.5), (3.5), (7.2), (7.5) and(7.6),
that the other assumptions of Theorem 4.2 (respectively, Theorem 4.3) hold. Then
the estimates in Proposition 4.6 (respectively, Proposition 4.7) hold for the admissible
solution to Dirichlet problem (7.1).
As above, (4.34) is important for proof of boundary estimates when (3.4) holds,
while the original proof of (4.34) uses
∑n
i=1 fi(λi−λi) ≥ 0. When
∑n
i=1 fi(λi−λi) ≥ 0,
we can prove the corresponding estimates word by word. However, if ψu ≥ 0, then∑n
i=1 fi(λi − λi) < 0 and L(u− u) < 0 may occur at some points, as
(7.7)
n∑
i=1
fi(λi − λi) ≥ f(λ)− f(λ) ≥ ψ[u]− ψ[u].
In what follows the proof is done at the point where
∑n
i=1 fi(λi − λi) < 0. By
Lemma 3.2 or 3.1, one has
(7.8) fi(λ) ≥ ε′′
n∑
j=1
fj(λ) for each i, for some ε
′′ > 0.
Next, we give a proof of (4.34) (possibly with different constants c0, C0) without
using
∑n
i=1 fi(λi − λi) ≥ 0 but with using (3.5). If λr ≤ 0 then
∑
i 6=r λi > |λr| and
λ2r ≤ (n − 1)
∑
i 6=r λ
2
i . So
∑
i 6=r λ
2
i ≥ 1n |λ|2 and (4.34) holds for c0 = ε
′′
n
and C0 = 0,
here ε′′ is the constant in (7.8). If λr > 0,
f 2r λ
2
r ≤ 4(ψ[u]− ψ[u])2 + 2 sup
M¯
|λ|2(
n∑
i=1
fi)
2 + 2(n− 1)
∑
i 6=r
f 2i λ
2
i ,
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here we use (7.7) and Cauchy-Schwarz inequality, thereby∑
i 6=r
fiλ
2
i ≥
ε′′2
2n− 1 |λ|
2
n∑
i=1
fi − 2 supM¯ |λ|
2
2n− 1
n∑
i=1
fi − 4(ψ[u]− ψ[u])
2
(2n− 1)∑ni=1 fi ,
and (4.34) holds by using (3.5).
Proof of Proposition 7.3. We need to use (7.7) to deal with
∑n
i=1 fi|λi|, and obtain
(7.9)
n∑
i=1
fi|λi| ≤ ǫ
16
√
b1
∑
i 6=r
fiλ
2
i + (sup
M¯
|λ|+ 16
√
b1
ǫ
)
n∑
i=1
fi + ψ[u]− ψ[u].
The proof is almost same as in Propositions 4.6 and 4.7. Combining with (3.5), (4.34),
(7.8), (7.7) and (4.26) we have
(7.10)
LΨ˜ ≥ A1Nε
′′
8
b
(1+γ)
2
1
n∑
i=1
fi − {A1b
(1+γ)
2
1 + (C
′
1 + A3CΦ)b
γ
2
1 }(ψ[u]− ψ[u])
+
c0
16
b
(γ−1)
2
1 |λ|2
n∑
i=1
fi − (C ′1b
γ
2
1 + A3CΦ(1 + (ψu + γ)
√
b1))
− { C0
16b1
+ C ′1 + A2C2 + A3CΦ + A1C2|2Nσ − t|+ 16(C ′1 + A3CΦ)2
+
1√
b1
sup
M¯
|λ|(C ′1 + A3CΦ)}b
(1+γ)
2
1
n∑
i=1
fi in Ωδ.
Here we set ǫ = 1
C′1+A3CΦ
in (7.9), 0 < δ ≪ 1, 0 < t ≪ 1 and N ≫ 1 so that
|2Nσ − t| ≪ 1 and Nδ − t ≤ 0. 
Together with Proposition 2.1, we obtain the quantitative boundary estimates.
Theorem 7.4. With the same assumptions of Proposition 7.3, the corresponding
quantitative boundary estimates in Theorem 4.2 and 4.3 hold.
Remark 7.5. In the real variable setting, assuming χ[u] = A+∇u⊗η+η⊗∇u, where
A is a smoothly symmetric (0, 2) tensor, and η is a smooth (0, 1) tensor, we can
apply Lemma 2.2 to extend the corresponding part of Theorems 1.1, 1.3 and 7.1 to
Dirichlet problem on compact Riemannian manifolds (M, g) with concave boundary
whose second fundamental form is nonpositive.
For general C4 smooth boundary one can derive the boundary estimates as follows:
Theorem 7.6. Suppose, in addition to (1.4), (1.5), (3.5), (7.2), (7.5) and (7.6), that
∂M ∈ C4 and ψ(z, t) is a C1 function in M¯ × R. Then for any admissible solution
u ∈ C4(M) ∩ C2(M¯) to Dirichlet problem (7.1), there exists a uniformly positive
constant C depending on |ϕ|C4(M¯), |u|C1(M¯ ) and |u|C2(M¯ ) and other known data such
that sup∂M ∆u ≤ C.
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Theorem 7.7. Let (M,ω) be a compact Ka¨hler manifold admitting nonnegative
orthogonal bisectional curvature (possibly with smooth boundary). Suppose, in ad-
dition to (1.4), (1.5), (7.2), (3.5) and (7.5), that there is an admissible function
u ∈ C2(M) ∩ C1,1(M¯). We also assume ψ(z, t) is a smooth function. Then for any
admissible solution u ∈ C3(M) ∩ C1(M¯) of equation (4.1) we have
sup
M
|∇u| ≤ C(1 + sup
∂M
|∇u|),
where C is a positive constant depending on |u|C0(M), supM |∇′zψ| and other known
data under control.
Proof. Using (6.20), (7.8) and (7.7) one has
0 ≥ −B(ψ[u]− ψ[u]) + B
2ε′
2
|∇(u− u)|2
∑
F i¯i − C
φ|∇u|(1 +
∑
F i¯i).
Together with (3.5), the above formula implies |∇u| has a bound. 
For the equation satisfying (1.18), it is not difficult to see that if
(7.11) sup
z∈M
ψ(z, t) < sup
Γ
f for any fixed −∞ < t < +∞,
then every C2 admissible function w is a desired C-subsolution for the rescaled equa-
tion f(1
3
λ(g[w])) = ψ[u], i.e.
lim
t→+∞
f(
1
3
λ(g([w])) + tei) > ψ[u] in M¯ for each i,
and thus (6.13) holds. We also prove
Theorem 7.8. Let (M,ω) be a compact Hermitian manifold (possibly with smooth
boundary) supposing an admissible function u ∈ C2(M¯). Let u ∈ C3(M) ∩ C1(M¯)
be an admissible solution with g ≥ 0 of equation (4.1) with a smooth function ψ(z, t)
in M¯ × R. Suppose in addition that (1.4), (1.5), (1.18), (7.2) and (7.4) hold. Then
there is a uniformly positive constant C depending on |u|C0(M), |χ|C1(M), |u|C2(M),
supM |∇′zψ|, infM ψt and other known data under control such that
sup
M
|∇u| ≤ C(1 + sup
∂M
|∇u|).
7.0.2. The estimates up to second order on closed Hermitian manifolds. Let’s turn
our attention to the equation (4.1) on closed Hermitian manifolds, in which we further
assume λ(χ˜) ∈ Γ. If
(7.12) lim
t→−∞
ψ(z, t) < f(λ(χ˜(z))) < lim
t→+∞
ψ(z, t), ∀z ∈M,
then we can obtain C0 estimate by applying maximum principle. Similarly, replacing
(7.4) by (7.11), we know any C2 admissible function u, for instance u = 1, satisfies
(7.3) when (1.18) holds. Then we can derive the second order estimate (4.52) for
equation (4.1), and thus
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Proposition 7.9. Let (M,ω) be a closed Hermitian manifold, ψ[u] = ψ(z, u) be a
smooth function. Assume (1.4), (1.5), (1.7), (1.18), (7.2), (7.11) and (7.12) hold.
Then for any admissible solution u ∈ C4(M) of equation (4.1), one has
|u|C2,α(M) ≤ C
for 0 < α < 1, where C is a uniformly positive constant.
8. The Dirichlet problem of the Monge-Ampe`re equation for
(n− 1)-plurisubharmonic functions
Gauduchon [34] proved every closed Hermitian manifold (M,ω) of complex di-
mension n ≥ 2 admits a unique (up to rescaling) Gauduchon metric (ω is called
Gauduchon if ∂∂(ωn−1) = 0) which is conformal to the original Hermitian metric,
and furthermore conjectured in [35] that the Calabi-Yau theorem in the counterpart
of Gauduchon metrics is also true.
In the case of complex dimension two, Gauduchon’s conjecture was proved by
Cherrier [17] via solving a standard complex Monge-Ampe`re equation. In the case
when ω is astheno-Ka¨hler (i.e. ∂∂(ωn−2) = 0) introduced in [55], the Gauduchon
metric, say Ωu, with prescribed volume form (may allow a dilation since the nontrivial
torsion tensor) can be obtained by using the solution of the Monge-Ampe`re equation
for (n− 1)-plurisubharmonic functions in the sense of Harvey-Lawson [51],
(8.1) Ωnu = e
φωn in M
with Ωn−1u = ω
n−1
0 +
√−1∂∂u ∧ ωn−2 > 0, here ω0 is a Gauduchon metric on M .
For more general background Gauduchon metric ω, one can seek Ωu by solving
equation (8.1) with the following property
Ωn−1u = ω
n−1
0 + ∂γ + ∂γ, where γ =
√−1
2
∂u ∧ ωn−2.
(So Ωn−1u = ω
n−1
0 +
√−1∂∂u∧ωn−2+Re(√−1∂u∧∂(ωn−2)), and if ω0 is a Gauduchon
metric then so is Ωu). The equation (8.1) is equivalent to
(8.2)
(
χ˜ +
1
n− 1((∆u)ω −
√−1∂∂u) + Z
)n
= e(n−1)φωn in M
where χ˜ij¯ =
(
1
(n−1)! ∗ (ωn−10 ))
)
ij¯
, Zij¯ = Zij¯(∂u, ∂u) =
(
1
(n−1)! ∗Re(
√−1∂u ∧ ∂¯(ωn−1))
)
ij¯
,
here ∗ is the Hodge ∗-operator associated with ω (see [66, 77]). Then it can be reduced
to solve the following equation
(8.3) logPn−1(λ(g[u])) = ψ in M,
(8.4) ωn−10 +
√−1∂∂u ∧ ωn−2 +Re(√−1∂u ∧ ∂(ωn−2)) > 0 in M,
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where Pn−1(λ) =
∏n
i=1(λ1 + · · · + λˆi + · · · + λn), gij¯ = uij¯ + χij¯ + Wij¯(∂u, ∂¯u),
ψ = (n−1)φ+n log(n−1), here χij¯ = (trωχ˜)gij¯−(n−1)χ˜ij¯ ,Wij¯ = (trωZ)gij¯−(n−1)Zij¯ .
Locally,
Zij¯ =
1
2(n− 1)
(
gpq¯T¯ lqlgij¯up + g
pq¯T kpkgij¯uq¯ − gkl¯giq¯T¯ qljuk − gkl¯gqj¯T qkiul¯ − T¯ ljlui − T kikuj¯
)
,
see also [73].
We see that condition (8.4) is rather natural from the viewpoint of geometric mean-
ing of the equation. One can verify that condition (8.4) implies, at each point in M ,
λ(g[u]) ∈ Pn−1 =
{
λ ∈ Rn : λ1 + · · ·+ λˆi + · · ·λn > 0 for each i
}
(or equivalently χ˜ + 1
n−1((∆u)ω −
√−1∂∂u) + Z > 0), and allows one to seek the
solutions of (8.3) or equivalently (8.2) within the framework of elliptic equations,
since f = logPn−1 satisfies (1.4), (1.5) and (1.7) in the convex symmetric cone Pn−1.
In [77] Tosatti-Weinkove proved Gauduchon’s conjecture whenM admits an astheno-
Ka¨hler metric, and further showed that the Gauduchon conjecture for general case
can be reduced to show the second order estimate of form (2.2), i.e. supM ∆u ≤
C(1 + |∇u|2), for the solution u to (8.3) with supM u = 0 and λ(g[u]) ∈ Pn−1.
It is however much more complicated for general cases, since the equation (8.3) (or
equivalently (8.2)) involves gradient terms. Recently, by carefully dealing with the
special structures ofW (∂u, ∂u) and logPn−1 (see also Step 3 of proof of Theorem 8.12
below for the crucial ingredients), Sze´kelyhidi-Tosatti-Weinkove [73] derived (2.2) (see
Theorem 8.1 below) and then completely proved Gauduchon’s conjecture. See also
[41] for related work. Also, we are referred to [18, 19, 63, 64, 73] for the progress on
Fu-Yau equation [32, 33] and Form-type Calabi-Yau equation [30, 31].
Theorem 8.1. Let ψ ∈ C2(M), and we assume u ∈ C4(M) is the solution to (8.3)
with supM u = 0 and λ(g[u]) ∈ Pn−1, then one has the second order estimate (2.2).
We remark here that one can check that the constant C in (2.2) depends on supM ψ,
supM |∇ψ|, infz∈M infξ∈T 1,0z M,|ξ|=1 ∂∂ψ(ξ, ξ¯) and other known data (but not on infM ψ).
This section is devoted to investigating the Dirichlet problem of equation (8.3)
(8.5) logPn−1(λ(g[u])) = ψ in M, u = ϕ on ∂M
when M = X × S is a product of a closed Hermitian manifold (X,ωX) of complex
dimension n − 1 with a compact Riemann surface (S, ωS) admitting boundary ∂S,
where ω = π∗1ωX+π
∗
2ωS denotes the Ka¨hler form ofM . Here ωX =
√−1gαβ¯dzα∧dz¯β ,
ωS =
√−1gnn¯dzn ∧ dz¯n. Locally,
ω =
√−1gαβ¯dzα ∧ dz¯β +
√−1gnn¯dzn ∧ dz¯n.
When W (∂u, ∂u) = 0, the regularity and solvability of Dirichlet problem (8.5) is
covered by the results in [84] as a special case, while it is very hard if W (∂u, ∂u) 6= 0.
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Throughout this section, without specific clarification, we denote M = X ×S, and
ω = π∗1ωX + π
∗
2ωS. One can verify that if ωX is Gauduchon (respectively, balanced)
then so is ω, since
ωn−1 = π∗1ω
n−1
X + (n− 1)π∗1ωn−2X ∧ π∗2ωS,
d(ωn−1) = (n− 1)π∗1d(ωn−2X ) ∧ π∗2ωS, ∂∂(ωn−1) = (n− 1)π∗1∂∂(ωn−2X ) ∧ π∗2ωS.
Here one uses ω2S = 0, dωS = 0 and d(ω
n−1
X ) = 0 (notice dimCX = n− 1).
In this section we prove
Theorem 8.2. Suppose the given data ∂S, ψ and ϕ are all smooth. Suppose in
addition that there is a C2,1-admissible subsolution u ∈ C2,1(M¯) satisfying
(8.6) logPn−1(λ(g[u])) ≥ ψ in M, u = ϕ on ∂M,
and
(8.7) ωn−10 +
√−1∂∂u ∧ ωn−2 +Re(√−1∂u ∧ ∂(ωn−2)) > 0 in M¯.
Then there is a unique smooth function satisfying (8.4) to solve (8.5). Moreover, the
solution obeys ∆u ≤ C, where C depends on supM |∇ψ|, infz∈M infξ∈T 1,0z M,|ξ|=1 ∂∂ψ(ξ, ξ¯),
|u|C2(M¯), |ϕ|C3(M¯), ∂M up to its second derivatives and other known data.
In the case when W (∂u, ∂u) = 0, as above, we can use the function h solving (1.17)
to construct the subsolution, provided F˜(ϕ) 6= ∅, which is necessary for the solvability
of the Dirichlet problem within the framework of elliptic equations. Here
F˜(ϕ) =
{
v ∈ C2,1(M¯) : v|∂M = ϕ, and λ(g[v]) ∈ Pn−1 in M¯
}
.
In our case when W (∂u, ∂u) 6= 0, the obstruction to construct subsolution by using
h is that Wαn¯(∂h, ∂h) does not vanish generally for 1 ≤ α ≤ n− 1. Applying Lemma
8.7 we see Wαn¯(∂h, ∂h) = 0 is derived from
(8.8)
n−1∑
β=1
T βαβ = 0 for each 1 ≤ α ≤ n− 1,
i.e. the torsion (1, 0)-form of ωX vanishes, which is satisfied if and only if ωX is a
balanced metric on X (see [62]). More precisely, in the case when ωX is balanced,
the subsolution is given by u = v +Ah, A≫ 1, where v ∈ F˜(ϕ) and h is the solution
to (1.17).
Corollary 8.3. Suppose the given data ∂S, ψ and ϕ are all smooth. Then Dirichlet
problem (8.5) is uniquely solvable in the class of smooth functions satisfying (8.4),
provided that F˜(ϕ) 6= ∅ and ωX is furthermore balanced.
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Similarly, we have a somewhat interesting fact that, when the boundary has less
regularity ∂S ∈ C2,β (0 < β < 1), with only assuming u ∈ C2,β(M¯), we can use
Silvestre-Sirakov’s [69] boundary C2,α
′
estimate and our estimates (Propositions 8.6
and 8.8) to study the equation with constant boundary data.
Theorem 8.4. Suppose the given data ∂S ∈ C2,β (0 < β < 1), ϕ = 0 and ψ ∈
C2(M¯) satisfies ψ ≤ logPn−1(λ(χ)), then Dirichlet problem (8.5) admits a unique
C2,α function satisfying (8.4) for some 0 < α < β.
Theorems 8.2 and 8.4, in a sense, give Gauduchon metric with prescribed volume
form when M = X × S.
We also study degenerate equation and prove
Theorem 8.5. Suppose the given data ∂S ∈ C2,β (0 < β < 1). Then(
χ˜+
1
n− 1((∆u)ω −
√−1∂∂u) + Z
)n
= 0
admits a weak C1,α (∀0 < α < 1) solution u with u|∂M = 0, ∆u ∈ L∞(M¯) and
ωn−10 +
√−1∂∂u ∧ ωn−2 +Re(√−1∂u ∧ ∂(ωn−2)) ≥ 0 in M¯.
In particular, if ω0 = ω (thus χ˜ = ω), then the weak solution is exactly u = −(n−1)h,
where h is the solution to (1.17), and thus has the sharp C2,β-regularity.
If ωX is both astheno-Ka¨hler and Gauduchon, i.e. ∂∂(ω
n−3
X ) = ∂∂(ω
n−2
X ) = 0 (notice
dimCX = n − 1), then so is ω (i.e. ∂∂(ωn−2) = ∂∂(ωn−1) = 0). Such closed non-
Ka¨hler manifolds, which further endow with balanced metrics ωX,0, were constructed
in [57]. Then the proof of Theorem 8.1 can also be used to derive (2.2) for Form-type
Calabi-Yau equation on such manifolds as stated in [73], since it is reduced to the
Form type Calabi-Yau equation Φnu = e
ψωn with
Ψn−1u = ω
n−1
0 +
√−1∂∂u ∧ ωn−2 + 2Re(√−1∂u ∧ ∂(ωn−2)),
where ω0 is balanced. It is worthy to note that our results in this section also hold for
the Form-type Calabi-Yau equation on such manifolds, since the proof of Propositions
8.6 and 8.8 below also work in this context. As above we can construct subsolutions
if ωX is further balanced, however, a balanced metric on a closed complex manifold
cannot be astheno-Ka¨hler unless it is Ka¨hler (see [61]). The results can be further
extended to general equations in Theorems 8.12, 8.13 and 8.14 below.
8.1. Proof of main estimates. We can construct supersolution which together with
maximum principle yields (4.11), i.e. supM¯ |u|+ sup∂M |∇u| ≤ C.
The main difficulty to solve equation (8.3) as well as its Dirichlet problem (8.5)
is to derive gradient estimate. In Proposition 6.9 above we give a direct proof of
gradient estimate for equation (8.3) with a stronger assumption λ ∈ Pn−2. However,
such an assumption does not preserve along the whole continuity path generally, and
cannot apply to the Gauduchon’s conjecture.
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Theorem 8.1 essentially shows admissible solutions to Dirichlet problem (8.5) obey
(2.3), i.e.
sup
M
∆u ≤ C(1 + sup
M
|∇u|2 + sup
∂M
|∆u|).
In this section, as above we also set up the quantitative boundary estimate (2.4), i.e.
sup
∂M
∆u ≤ C(1 + sup
M
|∇u|2).
Such a quantitative boundary estimate immediately follows from (4.11), Propositions
8.6 and 8.8. With (2.4) at hand, we can use the blow-up argument as in [14, 76, 77, 73]
to derive the desired gradient estimate.
We remark furthermore that, in the proof of estimates, W (∂u, ∂u) has the special
structure as above, while the assumption that ω0 and ω are both Gauduchon metrics
is not needed. Furthermore, we choose the local coordinate (z1, · · · , zn−1) around
px of X and the local coordinate zn around ps of S. In Proposition 8.6 the local
coordinate around p0 = (px, ps) is (z1, · · · , zn−1, zn).
Proposition 8.6. Let ∂S ∈ C2 and u be the C2 solution of (8.5) with λ(g[u]) ∈
Pn−1. Suppose there is u ∈ C2(M¯) obeying (8.6) and λ(g[u]) ∈ Pn−1. As above
(z1, · · · , zn−1, zn) is a local coordinate of M around p0 ∈ ∂M with gij¯(p0) = δij, then
(8.9) gnn¯(p0) ≤ C(1 +
n−1∑
α=1
|gαn¯(p0)|2),
where C is a uniformly positive constant depending only on |u|C0(M¯ ), |u|C2(M¯), ∂M
up to its second order derivatives and other known data (but neither on infM ψ nor
on supM |∇u|).
This proposition follows the spirit of Proposition 2.1. However, the proof is much
more complicated, as (4.37) does not hold generally when we consider equation (8.3).
We discover that the product structure M = X × S endowed with the standard
metric ω = π∗1ωX+π
∗
2ωS allows us to show Lemma 8.7 and then to prove (8.11) as well
as Proposition 8.6. (Indeed we only use such a product structure near the boundary).
Lemma 8.7. The torsion T knl = 0, T
n
kl = 0 for each 1 ≤ k, l ≤ n, and
(8.10)
Zij¯ =
1
2(n− 1)
n−1∑
α,β,τ=1
gαβ¯
(
(T¯ τβτgij¯ − giτ¯ T¯ τβj)uα + (T τατgij¯ − gτ j¯T ταi)uβ¯
)
− 1
2(n− 1)
n−1∑
τ=1
(T¯ τjτui + T
τ
iτuj¯).
In particular, if ωX is balanced, then
Zij¯ = −
1
2(n− 1)
n−1∑
α,β,τ=1
gαβ¯
(
giτ¯ T¯
τ
βjuα + gτ j¯T
τ
αiuβ¯
)
.
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Proof. We only need to prove T knl = T
n
kl = 0 for all 1 ≤ k, l ≤ n, while (8.10)
automatically follows.
The torsion satisfies T knn = 0. By using gαn¯ = gnβ¯ = 0,
∂glj¯
∂zn
= ∂gnn¯
∂zl
= 0 for each
1 ≤ α, β, l ≤ n− 1, one has
T knl = g
kj¯(
∂gnj¯
∂zl
− ∂glj¯
∂zn
) = 0.
For 1 ≤ k, l ≤ n− 1,
T nkl = g
nj¯(
∂gkj¯
∂zl
− ∂glj¯
∂zk
) = gnn¯(
∂gkn¯
∂zl
− ∂gln¯
∂zk
) = 0.

Proof of Proposition 8.6. In the proof, the Greek letters, such as α, β, γ, τ, η, range
from 1 to n− 1.
The proof is done at p0 = (px, ps) ∈ ∂M . Follow the outline of proof of Proposition
2.1 we only need to prove
(8.11) gαβ¯ = gαβ¯ , at p0.
Identity (8.11) is obvious for the standard equation on X×S with g[u] = χ+√−1∂∂u
as shown in [84], while it is rather difficult to verify when g[u] depends on ∂u and ∂u.
The boundary value condition implies
(8.12) uα = uα, uαβ¯ = uαβ¯ .
The remaining goal is to verify Zαβ¯ = Zαβ¯ and Znn¯ = Znn¯. By (8.10), (8.12), one has
Znn¯ =
1
2(n− 1)(g
αβ¯T¯ τβτgnn¯uα + g
αβ¯T τατgnn¯uβ¯)
=
1
2(n− 1)(g
αβ¯T¯ τβτgnn¯uα + g
αβ¯T τατgnn¯uβ¯) = Znn¯,
Zαβ¯ =
1
2(n− 1)(g
γτ¯ (T¯ ητηgαβ¯ − gαη¯T¯ ητβ)uγ + gγτ¯ (T ηγηgαβ¯ − gηβ¯T ηγα)uτ¯ − T ηαηuβ¯ − T¯ ηβηuα)
=
1
2(n− 1)(g
γτ¯ (T¯ ητηgαβ¯ − gαη¯T¯ ητβ)uγ + gγτ¯ (T ηγηgαβ¯ − gηβ¯T ηγα)uτ¯ − T ηαηuβ¯ − T¯ ηβηuα)
=Zαβ¯.
Thus
trωZ = g
αβ¯Zαβ¯ + g
nn¯Znn¯ = g
αβ¯Zαβ¯ + g
nn¯Znn¯ = trωZ,
and we achieve (8.11). 
Proposition 8.8. Let u ∈ C3(M)∩C2(M¯) be the function satisfying λ(g[u]) ∈ Pn−1
to solve (8.5), and we assume there is a C2 subsolution satisfying λ(g[u]) ∈ Pn−1
and (8.6). Then there is a uniformly positive constant C depending only on |ϕ|C3(M¯),
FULLY NON-LINEAR ELLIPTIC EQUATIONS 55
supM |∇ψ|, |u|C2(M¯), ∂M up to its second derivatives and other known data (but
neither on supM |∇u| nor on infM ψ) such that
(8.13) sup
∂M
|gαn¯| ≤ C(1 + sup
∂M
|∇u|)(1 + sup
M
|∇u|), 1 ≤ α ≤ n− 1.
Moreover, if the boundary data ϕ ∈ C2(∂S) then the C depends only on ∂M up to its
second order derivatives, |ϕ|C2(S¯), supM |∇ψ| and |u|C2(M¯) and other known data.
Notice that in the proof of Proposition 4.8 we only use the fact that χ(∂u, ∂u)
depends linearly on ∂u and ∂u but without using the special linear dependence of ∂u
and ∂u in χ(∂u, ∂u). The proof of Proposition 8.8 is hence almost the same as that
of Proposition 4.8, which goes through word by word. So we omit the proof.
Similarly, one can check that Theorem 8.1, Propositions 8.6 and 8.8 hold when the
right-hand side depends on unknown solutions, ψ[u] = ψ(z, u), and satisfies ψu ≥ 0.
Theorem 8.9. Suppose, in addition to ∂S, ϕ and ψ(z, t) are all smooth, that ψt ≥ 0
and there is a subsolution u ∈ C2,1(M¯) with λ(g[u]) ∈ Pn−1 and
logPn−1(λ(g[u])) ≥ ψ[u] in M, u = ϕ on ∂M.
Then there is a unique smooth function satisfying (8.4) to solve
logPn−1(λ(g[u])) = ψ[u] in M, u = ϕ on ∂M.
Moreover, such a subsolution then can be constructed by using the solution to (1.17),
provided that F˜(ϕ) 6= ∅, and ωX is a balanced metric.
Corollary 8.10. Suppose, in addition to ∂S and ψ are both smooth, that ϕ is a
smooth function with λ(g[ϕ]) ∈ Pn−1. Then for each constant µ ≥ supM [ϕ + ψ −
logPn−1(λ(ϕ))], the equation Pn−1(λ(g[u])) = eu+ψ−µ with the boundary value condi-
tion u|∂M = ϕ has a unique smooth solution satisfying (8.4).
8.2. The Dirichlet problem for general equations. We claim that our results
still hold for more general equations
(8.14) f(λ(U [u])) = ψ in M,
in which U [u] = χ+ (∆u)ω −√−1∂∂u+ ̺Z(∂u, ∂u), and f is the function as above
which is defined on Γ and satisfies fundamental structures (1.4), (1.5), (1.6) and (1.7).
Also, the corresponding results for degenerate equations are obtained. We omit
them.
Remark 8.11. Let g[u] =
√−1∂∂u + 1
n−1(trωχ)ω − χ + ̺n−1W (∂u, ∂u), and we fur-
thermore denote
(8.15) λ(g[u]) = (λ1, · · · , λn) and λ(U [u]) = (µ1, · · · , µn),
then µi = λ1 + · · ·+ λˆi + · · ·+ λn.
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Let P ′ : Γ −→ P ′(Γ) =: Γ˜ be a map given by
(8.16) (µ1, · · · , µn) −→ (λ1, · · · , λn) = (µ1, · · · , µn)Q−1,
where Q = (qij) and qij = 1 − δij (Q is symmetric). Here Q−1 is well defined, since
the eigenvalues of Q are (n− 1,−1, · · · ,−1), and detQ = (−1)n−1(n− 1) 6= 0. Thus,
Γ˜ is also an open symmetric convex cone of Rn.
Let’s define f˜ : Γ˜→ R by
(8.17) f(µ) = f˜(λ)
and thus we can rewrite (8.14) as
(8.18) f˜(λ(g[u])) = f(λ(U [u])).
In particular, for equation (8.3),
f(µ) =
n∑
i=1
logµi, f˜(λ) = logPn−1(λ) =
n∑
i=1
log(λ1 + · · ·+ λˆi + · · ·+ λn).
Let’s verify that f˜ also satisfies (1.4), (1.5) and (1.7) in Γ˜. The condition (1.7) is
clear. Straightforward computation yields
∂f˜
∂λi
=
∑
k
(1− δki) ∂f
∂µk
> 0,
∂2f˜
∂λi∂λj
=
∑
k,l
(1− δki)(1− δlj) ∂
2f
∂µk∂µl
,
i.e.
(
∂2f˜
∂λi∂λj
)
= Q
(
∂2f
∂µk∂µl
)
Q. Thus f˜ satisfies (1.4) and (1.5) in Γ˜.
Here we only state the result for non-degenerate case, while the corresponding
results for degenerate equations (i.e. f ∈ C∞(Γ) ∩ C(Γ¯), infM ψ = sup∂Γ f) can be
derived from it. When ̺ = 0 it is covered by the results in [84] as a special case.
Theorem 8.12. Let ψ, ̺ ∈ C∞(M¯), ϕ ∈ C∞(∂M), χ be a real smooth (1, 1)-form
on M¯ , and we further assume Z has the same structure as above. Let’s denote
F(ϕ) = {v ∈ C2(M¯) : λ(U [v]) ∈ Γ, v|∂M = ϕ}.
Suppose there is a subsolution u ∈ F(ϕ) ∩ C2,1(M¯) satisfying f(λ(U [u])) ≥ ψ in M .
Then there is a unique smooth function in F(ϕ) to solve (8.14).
Moreover, if ̺ = 0 or ωX is balanced, then we can construction such subsolutions,
provided there is v ∈ F(ϕ) ∩ C2,1(M¯) such that
(8.19) lim
t→+∞
f(λ(U [v] + tπ∗2ωS)) > ψ in M¯.
Proof. The linearized operator L˜ of equation (8.14) is given by
L˜v = Gij¯vij¯ + ̺F ij¯Zij¯,ζkvk + ̺F ij¯Zij¯,ζk¯vk¯,
where F ij¯ = ∂F
∂Uij¯
, Gij¯ =
∑n
k,l=1(F
kl¯gkl¯)g
ij¯ − F ij¯, and Uij¯ = χij¯ +∆ugij¯ − uij¯ + ̺Zij¯.
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The C0-estimate and boundary gradient estimate are also obtained by using sub-
solution, supersolution and comparison principle.
We follow the notation in Remark 8.11 and sketch the proof below. The proof is
based on three steps.
Step 1: The identity (8.11) is clearly holds, and then so does (8.9) of Proposition 8.6,
which gives (8.9).
Step 2: We follow the outline of proof of Proposition 4.8 to show the admissible solu-
tion for equation (8.14) also satisfies (8.13). In the proof we use the linear dependence
of ∂u, ∂u in W (∂u, ∂u).
The first two steps gives (4.4) and then derives (2.4).
Step 3: The global second order estimate (2.3) for equation (8.14) essentially follows
from the outline of proof in [73].
Let’s first recall two crucial ingredients in their proof of Theorem 8.1 for equation
(8.3): One is about the special structure of Z, and the other one is about the coefficient
matrix (Gij¯) of L˜, whose eigenvalues are ( ∂f˜
∂λ1
, · · · , ∂f˜
∂λn
). More precisely,
• Z satisfies the assumption in Page 187 of [73].
• If λ1 ≥ · · · ≥ λn, then ∂f˜∂λi =
∑
j 6=i
1
µj
≥ 1
µ1
≥ 1
n(n−1)
∑n
k=1
∂f˜
∂λk
for each i ≥ 2.
For equation (8.14), as in [73], ̺Z clearly satisfies the assumption in Page 187 of [73].
On the other hand, if λ1 ≥ · · · ≥ λn, then ∂f˜∂λi =
∑
j 6=i
∂f
∂µj
≥ ∂f
∂µ1
≥ 1
n(n−1)
∑n
k=1
∂f˜
∂λk
for each i ≥ 2. The same argument as the proof of Theorem 8.1 then derives (2.3).
Consequently, the previous three steps immediately set up (2.2), and then give the
gradient estimate. 
Theorem 8.13. Suppose furthermore (X,ωX) is a closed balanced manifold, and the
given data satisfies ψ ∈ C2(M¯), ̺ ∈ C2,β(M¯), ∂S ∈ C2,β, ϕ ∈ C2,β(∂S) for some
0 < β < 1. Then equation (8.14) has a unique C2,α solution in F(ϕ), for some
0 < α ≤ β, provided that there is v ∈ F(ϕ) ∩ C2,β(M¯) satisfying (8.19).
Theorem 8.14. Suppose furthermore (X,ωX) is a closed balanced manifold, and the
given data satisfies ψ ∈ C2(M¯), ̺ ∈ C3(M¯), ∂S ∈ C3, ϕ ∈ C3(∂M). Then equation
(8.14) has a unique C2,α solution in F(ϕ), for some 0 < α < 1, provided that there
is v ∈ F(ϕ) ∩ C3(M¯) satisfying (8.19).
Appendix A. Proof of Lemma 2.2
In this appendix we present the proof of Lemma 2.2 for convenience and complete-
ness.
We start with n = 2. In this case, we can verify that if a ≥ |a1|2
ǫ
+ d1 then
0 ≤ d1 − λ1 = λ2 − a < ǫ.
It is much more complicated for n ≥ 3. The following lemma states that, for
the Hermitian matrix A, if a satisfies a quadratic growth condition (A.1), then the
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eigenvalues concentrate near certain diagonal elements and the number of eigenvalues
near the corresponding diagonal elements is stable, which enables us to count the
eigenvalues near the diagonal elements via a deformation argument. It is an essential
ingredient in proof of Lemma 2.2 for general n.
Lemma A.1 ([84]). Let A be a Hermitian n by n matrix defined as in Lemma 2.2
with d1, · · · , dn−1, a1, · · · , an−1 fixed, and with a variable. Denote λ = (λ1, · · · , λn) by
the the eigenvalues of A with the order λ1 ≤ λ2 ≤ · · · ≤ λn. Fix a positive constant ǫ.
Suppose that the parameter a in the matrix A satisfies the quadratic growth condition
(A.1) a ≥ 1
ǫ
n−1∑
i=1
|ai|2 +
n−1∑
i=1
[di + (n− 2)|di|] + (n− 2)ǫ.
Then for any λα (1 ≤ α ≤ n− 1) there exists an diα with 1 ≤ iα ≤ n− 1 such that
(A.2) |λα − diα| < ǫ,
(A.3) 0 ≤ λn − a < (n− 1)ǫ+ |
n−1∑
α=1
(dα − diα)|.
Proof. Without loss of generality, we assume
∑n−1
i=1 |ai|2 > 0 and n ≥ 3 (otherwise we
are done, since A is diagonal or n = 2). It is well known that, for a Hermitian matrix,
every diagonal element is less than or equals to the largest eigenvalue. In particular,
(A.4) λn ≥ a.
We only need to prove (A.2), since (A.3) is a consequence of (A.2), (A.4) and
(A.5)
n∑
i=1
λi = tr(A) =
n−1∑
α=1
dα + a.
Let’s denote I = {1, 2, · · · , n− 1}. We divide the index set I into two subsets by
B = {α ∈ I : |λα − di| ≥ ǫ, ∀i ∈ I}
and G = I \B = {α ∈ I : There exists an i ∈ I such that |λα − di| < ǫ}.
To complete the proof we only need to prove G = I or equivalently B = ∅.
It is easy to see that for any α ∈ G, one has
(A.6) |λα| <
n−1∑
i=1
|di|+ ǫ.
Fix α ∈ B, we are going to give the estimate for λα. The eigenvalue λα satisfies
(A.7) (λα − a)
n−1∏
i=1
(λα − di) =
n−1∑
i=1
(|ai|2
∏
j 6=i
(λα − dj)).
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By the definition of B, for α ∈ B, one then has |λα− di| ≥ ǫ for any i ∈ I. Therefore
(A.8) |λα − a| ≤
n−1∑
i=1
|ai|2
|λα − di| ≤
1
ǫ
n−1∑
i=1
|ai|2, if α ∈ B.
Hence, for α ∈ B, we obtain
(A.9) λα ≥ a− 1
ǫ
n−1∑
i=1
|ai|2.
For a set S, we denote |S| the cardinality of S. We shall use proof by contradiction
to prove B = ∅. Assume B 6= ∅. Then |B| ≥ 1, and so |G| = n− 1− |B| ≤ n− 2.
We compute the trace of the matrix A as follows:
(A.10)
tr(A) =λn +
∑
α∈B
λα +
∑
α∈G
λα
>λn + |B|(a− 1
ǫ
n−1∑
i=1
|ai|2)− |G|(
n−1∑
i=1
|di|+ ǫ)
≥ 2a− 1
ǫ
n−1∑
i=1
|ai|2 − (n− 2)(
n−1∑
i=1
|di|+ ǫ)
≥
n−1∑
i=1
di + a = tr(A),
where we use (A.1), (A.4), (A.6) and (A.9). This is a contradiction.
We now prove B = ∅. Therefore, G = I and the proof is complete. 
Proof of Lemma 2.2. The proof is based on Lemma A.1 and a deformation argu-
ment. Without loss of generality, we assume n ≥ 3 and ∑n−1i=1 |ai|2 > 0. Fix
d1, · · · , dn−1, a1, · · · , an−1, and we let a be variable. Denote λ1(a), · · · , λn(a) by the
eigenvalues of A. Clearly, the eigenvalues λi(a) can be viewed as continuous functions
of a. For simplicity, we write λi = λi(a). Without loss of generality, we may assume
d1 ≤ d2 ≤ · · · ≤ dn−1 and λ1 ≤ λ2 ≤ · · ·λn−1 ≤ λn.
Fix ǫ > 0. Let I ′α = (dα − ǫ2n−3 , dα + ǫ2n−3) and P ′0 = 2n−3ǫ
∑n−1
i=1 |ai|2 + (n −
1)
∑n−1
i=1 |di|+ (n−2)ǫ2n−3 .
In what follows we assume a ≥ P ′0 (i.e. (2.5) holds). The connected components of⋃n−1
α=1 I
′
α are as in the following:
J1 =
j1⋃
α=1
I ′α, J2 =
j2⋃
α=j1+1
I ′α · · · , Ji =
ji⋃
α=ji−1+1
I ′α · · · , Jm =
n−1⋃
α=jm−1+1
I ′α,
(here we denote j0 = 0 and jm = n− 1). Moreover, Ji
⋂
Jk = ∅, for 1 ≤ i < k ≤ m.
60 RIRONG YUAN
Let C˜ardk : [P
′
0,+∞) → N be the function that counts the eigenvalues which
lie in Jk. (When the eigenvalues are not distinct, the function C˜ardk denotes the
summation of all the multiplicities of distinct eigenvalues which lie in Jk). This
function measures the number of the eigenvalues which lie in Jk.
The crucial ingredient is that Lemma A.1 yields the continuity of C˜ardi(a) for
a ≥ P ′0. More explicitly, by using Lemma A.1 we conclude that if a satisfies the
quadratic growth condition (2.5) then
(A.11)
λα ∈
n−1⋃
i=1
I ′i =
m⋃
i=1
Ji for each 1 ≤ α < n, and λn ∈ R \ (
n−1⋃
k=1
I ′k) = R \ (
m⋃
i=1
Ji).
Hence, C˜ardi(a) is a continuous function of the variable a. So it is a constant.
Together with the line of the proof Lemma 1.2 of Caffarelli-Nirenberg-Spruck [11] in
the setting of Hermitian matrices we see that C˜ardi(a) = ji − ji−1 for sufficiently
large a. The constant of C˜ardi therefore follows that
C˜ardi(a) = ji − ji−1.
We thus know that the (ji − ji−1) eigenvalues λji−1+1, λji−1+2, · · · , λji lie in the con-
nected component Ji. Thus, for any ji−1 + 1 ≤ γ ≤ ji, we have I ′γ ⊂ Ji and λγ lies in
the connected component Ji. Therefore,
|λγ − dγ| < (2(ji − ji−1)− 1)ǫ
2n− 3 ≤ ǫ.
Here we also use the fact that dγ is midpoint of I
′
γ and every Ji ⊂ R is an open subset.
Roughly speaking, for each fixed index 1 ≤ i ≤ n− 1, if the eigenvalue λi(P ′0) lies
in Jα for some α, then Lemma A.1 implies that, for any a > P
′
0, the corresponding
eigenvalue λi(a) lies in the same interval Jα. Adapting the outline of proof the Lemma
1.2 of [11] to our context, we get the asymptotic behavior as a goes to infinity. 
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