, [Na+] Southern pool -distributed 10/73-03/77 23 Transition averaged for the Southern pool and corrected calibration Carmouze, 1976 Carmouze, , 1979 [Na+] Northern pool -distributed 04/68-01/73 13 Normal averaged for the Northern pool calibration Chantraine and Lemoalle (1976a , 1976b , 1977 , Chantraine (1978) [ (1976a, 1976b, 1977) , Chantraine (1978) [Na+] Carmouze (1979) [Na+] Northern pool -localized 24-mai 2 Normal unchanged validation Chantraine and Lemoalle (1976a , 1976b , 1977 , Chantraine (1978) [Na+] (Fig.2) RIVERS (Fig.3) RAINFALL (Fig.4) ATMOSPHERIC VAPOR (Fig.4 
Metropolis algorithm steps
This algorithm can be summarized by the following steps :
1. A parameter set is defined by the value of the likelihood function :
where where k is an appropriate normalization constant and li refers to the total noise variance.
2. At the inversion stage i+1, from a parameter set m i , a new parameter set m i+1 is randomly created by a perturbation of m i within the a priori probability density function. The coefficient of perturbation corresponds to the local exploration of the neighborhood of the current value Table 2 . Details on the new data set provided in this study of the Markov Chain process. It is chosen as 1/30 of the total range of a priori PDF to ensure exploration of all the parameter space.
3. The direct problem is solved using the model and the parameter set m i+1 and the new misfit S(m i+1 ) is calculated. The probability to accept the displacement from m i to m i+1 is calculated using:
In the second unfavorable case, in practice, a number n is sorted in a uniform distribution between 0 and 1. It n is lower than the p value in Eq. 3, which has the probability p of occuring, then the unfavorable displacement to m i+1 is accepted. The probability to accept a displacement that increases the error between the model and the data is designed to leave local minima 20 of the misfit function (Eq. 8 in the paper). The li value influences the probability to accept an unfavorable case and must be chosen as a trade-off between avoidance of local minima and divergence of the misfit function. Several values of li were tested and a value of 0.03 was used.
4. Those steps are repeated until convergence is reached.
5. At the end, this method yields many parameter sets that were used during the walk. Only 25 those that match a convergence criteria are kept (Fig. 1) . The values of the parameters kept are analyzed to obtain the marginal a posteriori PDF of each parameter. 
