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Abstract
For testing conditional independence (CI) of a response Y and a predictor X
given covariates Z, the recently introduced model-X (MX) framework has been the
subject of active methodological research, especially in the context of MX knockoffs
and their successful application to genome-wide association studies. In this paper,
we build a theoretical foundation for the MX CI problem, yielding quantitative
explanations for empirically observed phenomena and novel insights to guide the
design of MX methodology. We focus our analysis on the conditional randomization
test (CRT), whose validity conditional on Y,Z allows us to view it as a test of a point
null hypothesis involving the conditional distribution of X. We use the Neyman-
Pearson lemma to derive an intuitive most-powerful CRT statistic against a point
alternative as well as an analogous result for MX knockoffs. We define MX analogs of
t- and F - tests and derive their power against local semiparametric alternatives using
Le Cam’s local asymptotic normality theory, explicitly capturing the prediction
error of the underlying machine learning procedure. Importantly, all our results
hold conditionally on Y,Z, almost surely in Y,Z. Finally, we define nonparametric
notions of effect size and derive consistent estimators inspired by semiparametric
statistics. Thus, this work forms explicit, and underexplored, bridges from MX to
both classical statistics (testing) and modern causal inference (estimation).
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1 Introduction
1.1 Conditional independence testing and the
model-X assumption
Given a predictor X ∈ Rd, response Y ∈ Rr, and covariate vector Z ∈ Rp drawn
from a joint distribution (X,Y ,Z) ∼ L, consider testing the hypothesis of conditional
independence (CI),
H0 : Y ⊥ X | Z versus H1 : Y 6⊥ X | Z, (1)
using n data points
(X, Y, Z) ≡ {(Xi, Yi, Zi)}i=1,...,n i.i.d.∼ L. (2)
This fundamental problem—determining whether a predictor is associated with a response
after controlling for a set of covariates—is ubiquitous across the natural and social sciences.
To keep an example in mind throughout the paper, consider a neuroscience experiment
where we wish to determine if a particular voxel (volume pixel) in the visual cortex
responds preferentially to faces using an fMRI (functional magnetic resonance imaging)
experiment involving showing a subject a sequence of n images. Here, Y ∈ R would be
the fMRI brain recording 6 seconds after showing the image, X ∈ R would be a count
of the number of faces in the image, and Z ∈ R100 would include other visual features
(counts of non-face objects, edge-detectors, color/brightness).
As formalized by Shah and Peters [1], the problem (1) is fundamentally impossible
without assumptions on the distribution L(X,Y ,Z), in which case no asymptotically
uniformly valid test of this hypothesis can have nontrivial power against any alternative.
In special cases, the problem is more tractable, for example if Z has discrete support,
or if we were willing to make (semi)parametric assumptions on the form of L(Y |X,Z)
(henceforth “model-Y |X”). We will not be making such assumptions in this work.
Instead, we follow the lead of Candes et al. [2], who proposed to avoid assumptions
on L(Y |X,Z), but assume that we know L(X,Z):
model-X (MX) assumption : L(X,Z) = f ∗
X,Z for a known f
∗
X,Z . (3)
In fact, and we will return to this point later, in order to test (1), we do not actually
need the MX assumption in its full force. We only need to know the conditional f ∗
X|Z ,
not the joint f ∗
X,Z . Candes et al. [2] argue that while both model-Y |X and MX are
strong assumptions—especially when p, d are large—in certain cases modeling X|Z can
be more appropriate than modeling Y |X,Z. Indeed, MX is rather reasonable in the
aforementioned neuroscience example, since we have access to datasets with billions of
images, using which one may expect to learn a rich and accurate joint model for X|Z
(counts of faces given other visual features). We would also be hard-pressed to believe
a realistic model how the brain activity in a voxel of interest Y is modulated by X,Z,
because this relationship is likely complicated, and we have much less data with “labeled”
triplets (X,Y ,Z).
3
1.2 Model-X methodology, and open questions
Testing CI hypotheses in the MX framework has been the subject of active methodological
research. The most popular methodology is MX knockoffs [2]. This method is based on
the idea of constructing synthetic negative controls (knockoffs) for each predictor variable
in a rigorous way that is based on the MX assumption. Rapid progress has been made
on the construction of knockoffs in various cases [3, 4, 5, 6] and on the application of this
methodology to genome-wide association studies [3, 7]. The conditional randomization
test (CRT) [2], initially less popular than knockoffs due to its computational cost, is
receiving renewed attention as computationally efficient alternatives are proposed, such
as the holdout randomization test (HRT) [8] and the related digital-twin test [9].
While there are a variety of MX methodologies, they are unified by the following
guiding principles:
MX1. (Machine learning) An approximation to the distribution Y |X,Z is learned, and
used to define a test statistic.
MX2. (MX calibration) The test statistic is calibrated using the known X|Z.
MX3. (Conditional inference) Inference is valid conditionally on Y and Z.
These are well-known to anyone familiar with MX methodology, but we find it useful to
state them explicitly. MX1 has empirically been found to be important for the power
of MX methods: the accuracy of the machine learning method employed translates into
improved power. Importantly, however, Type-I error control is guaranteed regardless of
the quality of the learned distribution for Y |X,Z. This is because of MX2: the calibration
of the test statistic uses only the known distributionX|Z. This leads to MX3, conditional
inference. Since only the distribution of X is used for inference, MX methods calibrate
their test statistics while holding Y and Z fixed.
Thus, several elegant methods have been designed, and important scientific applica-
tions have been identified where the MX assumption is reasonable. However, the search for
powerful MX methodology has thus far not been guided by underlying statistical theory.
In particular, the following questions remain open:
Q1. Are there “optimal” test statistics for MX methods, in any sense?
Q2. What is the precise connection between the performance of the machine learning
(ML) step and the power of the resulting MX method?
Q3. Can the MX framework be used for estimation? If so, what estimands are of interest?
Furthermore, this rapidly growing area remains somewhat disconnected from the vast
theory on statistical testing and estimation. Can we leverage existing statistical theory
to better understand MX methods?
In this paper, we begin to address these questions. We summarize our main findings
next.
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1.3 The beginnings of an MX theory
We find that the CRT (reviewed in Section 2) is a natural starting point to analyze
the MX CI problem, so many of our results concern this methodology. We obtain the
following (partial) answers to the questions posed in the previous section. To arrive at
these results, we draw various connections between the MX CI problem and established
statistical theory, both small- and large-sample. We are also inspired by close parallels
between the MX framework and causal inference.
A1: Conditional inference leads to finite-sample optimality against point al-
ternatives. The composite null and alternative of the CI problem (1) suggest that we
cannot expect to find a uniformly most powerful test. We therefore ask whether at least
there is a most powerful test against a point alternative, in this case specified by a distri-
bution f¯Y |X,Z. If we restrict our attention to conditionally valid tests (recall MX3), we
find an affirmative answer to this question. In Section 3, we apply the Neyman-Pearson
lemma to show that the optimal conditionally valid test against the alternative f¯Y |X,Z is
the CRT based on the following likelihood ratio test statistic:
T opt(X ; Y, Z) ≡
n∏
i=1
f¯(Yi|Xi, Zi)
f¯(Yi|Zi)
. (4)
In fact, this optimality holds conditionally on Y, Z, almost surely in Y, Z. The same
statistic yields the most powerful one-bit p-values for MX knockoffs (Section 8). Since
the model for Y |X,Z is unknown, this result provides our first theoretical indication of
the usefulness of ML models to learn this distribution (Q2). Our next result is a more
quantitative answer to Q2.
A2: The prediction error of the ML method impacts the asymptotic efficiency
of the CRT but not its consistency. We note that the MX setting is remarkably
similar to that of a randomized experiment with continuous treatment and covariates,
where the propensity function is known. The MX calibration principle (MX2) is directly
analogous to using randomization as the basis for inference, in both cases obviating the
need for any assumptions on Y |X,Z. In the potential outcomes (PO) literature (see
e.g. Imbens and Rubin [10]), regression or ML adjustment for covariates Z is widely
known to (a) yield consistent estimates despite misspecification of Y |X,Z and (b) im-
prove estimation efficiency to the extent that this adjustment captures the distribution
Y |X,Z [11, 12]. We prove analogous results for the power of the CRT against a class of
semiparametric alternatives:
H1 : L(Y |X,Z) = N(Xβ + g(Z), σ2), (5)
viewing β ∈ Rd as parameters and g : Rp → R as fixed but unknown. We analyze a hybrid
of the CRT and HRT that learns ĝ on a separate fixed training set, and then learns β̂
on the given data (of size n). In an asymptotic regime where n → ∞ while the training
5
set and the problem dimensions are fixed, we find that this test is consistent no matter
what ĝ is used. Furthermore, its asymptotic power against local alternatives βn = h/
√
n
depends on the mean-squared prediction error of ĝ, which we denote as E . For example,
in dimension d = 1, the power πn has the following limit:
lim
n→∞
E[πn|Y, Z] = Φ
(
zα +
hs√
σ2 + E
)
a.s. in Y, Z, s2 ≡ E[Var[X | Z]].
This result clearly shows how the prediction error of ĝ impacts the asymptotic efficiency
of the CRT. Unlike parallel work in causal inference, the above power result holds condi-
tionally on Y, Z, almost surely.
A3: Nonparametric targets can be consistently estimated under MX. The
MX estimation problem has not been considered at all, and we make only the first steps
in this direction. A major thrust of research in causal inference and econometrics is
on estimating effect sizes, so we draw close connections between MX and these fields.
The question of even defining the target of estimation is a nontrivial one, and several
options are possible. If we accept the semiparametric model (5), then β is a well-defined
target, whose estimation has been studied in classical works [13, 14]. A nonparametric
generalization of this parameter is
β(L) ≡ EL[Var[X|Z]]−1EL[Cov[X,Y |Z]],
which is related to the variance-weighted average treatment effect in causal inference [15].
We complement existing results on estimation of this quantity (e.g., [16, 15]) by showing
that a standard regression-based estimator is consistent, conditionally on Y, Z, almost
surely in Y, Z. We also suggest that the quantity
θ(x) ≡
∫
E[Y | X = x,Z = z]f ∗
Z
(z)dz,
an analog of the dose-response function [17], may be an interesting estimand in the MX
framework and can be estimated using standard tools from causal inference [18].
These advances shed new light on the nature of the MX problem and directly inform
methodological design. Our results handle multivariate X, arbitrarily correlated designs
in the model forX, and any black-box machine learning methods to learn ĝ. We carefully
describe a triangular array setup to derive these results “conditionally on Y, Z, for almost
surely all Y, Z”.
Notation Recalling equations (1) and (2), population-level variables (such asX,Y ,Z)
are denoted in boldface, while samples of these variables (such as Xi, Yi, Zi) are denoted in
regular font. All vectors are treated as column vectors. We often use uppercase symbols
to denote both random variables and their realizations (for either population- or sample-
level quantities), but use lowercase to denote the latter when it is important to make this
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distinction. We use L to denote the joint distribution of (X,Y ,Z), though we sometimes
use this symbol to denote the joint distribution of (X, Y, Z) as well. We use the symbol
“≡” for definitions. We denote by cd,1−α the 1 − α quantile of the χ2d distribution, and
by χ2d(λ) the non-central χ
2 distribution with d degrees of freedom and noncentrality
parameter λ.
2 Background on model-X methods
We begin by setting up the MX CI problem formally. Recall from the introduction that
we would like to test the CI hypothesis (1) under the MX assumption (3), based on the
data (2). We may define
H0(f
∗) ≡ {L : L(X,Y ,Z) = f ∗
X,Z · f¯Y |Z for some f¯Y |Z}, (6)
the set of joint distributions compatible with conditional independence and with the
assumed model for (X,Z). A test φ : (Rd × Rr × Rp)n → [0, 1] of the MX CI problem is
level-α if
sup
L∈H0(f∗)
EL[φ(X, Y, Z)] ≤ α. (7)
Next, we review the conditional randomization test [2] and the holdout randomization
test [8]. As discussed in the introduction (MX1), both methods use approximations f θ
Y |X,Z
to L(Y |X,Z).
2.1 Conditional Randomization Test (CRT)
We start with any test statistic T (X, Y, Z) measuring the association between X and Y ,
given Z. Usually, this statistic involves learning an estimate θ̂ for the model f θ
Y |X,Z . To
calculate the distribution of T under the null hypothesis (1), first define a matrix X˜ ∈ Rn×d
where the ith row X˜i is a sample from L(X | Z = Zi). In other words, for each sample
i, we resample Xi based on its distribution conditional on the observed covariate values
Zi in that sample. We then use these resamples to build a null distribution T (X˜, Y, Z),
from which we extract the upper quantile
Cα(Y, Z) ≡ Q1−α[T (X˜, Y, Z)|Y, Z], (8)
where the randomness is over the resampling distribution X˜|Y, Z. Then, the CRT rejects
if the original test statistic exceeds this quantile:
φT (X, Y, Z) ≡ 1(T (X, Y, Z) > Cα(Y, Z)). (9)
In practice, the threshold Cα(Y, Z) is approximated by Monte Carlo. For b = 1, . . . , B,
a resample X˜b is drawn and the statistic T (X˜b, Y, Z) is recomputed. Then, the CRT
threshold is obtained through the empirical quantile
Ĉα(Y, Z) ≡ Q1−α
{
T (X, Y, Z), {T (X˜b, Y, Z)}b=1,...,B
}
. (10)
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The finite-sample validity of the CRT for any B ≤ ∞ and any n, d, r, p follows from
the fact that the resampled triples (X˜, Y, Z) are exchangeable with the original (X, Y, Z)
under the null, much like the argument used for a permutation test. For the sake of
clarity, in this paper we consider only the “infinite-B” version of the CRT as defined by
equations (8) and (9).
The machine learning procedure used to fit θ̂ may be time-consuming, and running
the CRT usually requires refitting θ̂(X˜b, Y, Z) for each resample b. This makes the afore-
mentioned CRT a computationally expensive procedure, which we refer to as “full CRT”
to distinguish it from other instantiations of the CRT. The high computational cost of
full CRT motivated the development of the HRT, which we discuss next.
2.2 Holdout Randomization Test (HRT)
The HRT first randomly splits the data into training and test sets of possibly unequal
sizes. The model θ̂ = θ̂train is fit on the training set, and then the CRT is applied on the
test set, conditionally on θ̂train. In this paper, we keep the training set implicit and use
(X, Y, Z) for the test set. In this notation, the authors [8] proposed the following test
statistic:
T (X, Y, Z) ≡
n∑
i=1
log f θ̂train
Y |X,Z(Yi|Xi, Zi), (11)
i.e. the log-likelihood of the data under the trained model. Note that the HRT requires
only one model fit and is therefore much faster than the full CRT. In fact, the HRT is
simply a special case of the CRT based on a test statistic that is easy to compute. The
HRT may trade some statistical efficiency for this computational speed, however, due to
its use of sample splitting. We note that the recently proposed digital twin test for causal
inference from trio studies [9] is an instance of the HRT, since the multivariate model
employed there is fit once on a separate source of data from the CRT resampling.
3 The most powerful CRT against point alternatives
Currently, designing statistics for MX methods is more of an art than a science. In
this section, we take the first step towards principled design of MX statistics by finding
the most powerful CRT test statistic against point alternatives. To accomplish this, we
make the observation—already implicit in earlier works—that the CRT is valid not just
unconditionally but also conditionally on Y, Z (Section 3.1). The latter conditioning step
reduces the composite null to a point null. This reduction allows us to invoke the Neyman
Pearson lemma to find the most powerful test (Section 3.2).
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3.1 CRT is a conditionally valid CI test and implicitly tests a
point null
First, define the set of conditionally valid tests as
Cα ≡
{
φ : sup
L∈H0(f∗)
EL[φ(X, Y, Z)|Y = y, Z = z] ≤ α, for all y, z
}
, (12)
recalling the definition of H0(f
∗) from equation (6) in the introduction. Our starting
point is the observation (well-known to those familiar with MX) that each CRT test φT
from (9) is a valid test not only in the marginal sense (7), but also in the conditional
sense, i.e.
φT ∈ Cα for all test statistics T.
It is clear that conditional validity (12) implies marginal validity (7). It is an open
question whether, under the MX assumption, conditionally valid tests are optimal or even
admissible in the class of marginally valid tests; see Remark 1 below. Nevertheless, in
this paper we restrict attention to conditionally valid tests, since they tests arise naturally
and have special properties in the MX setting.
One special property of the conditional testing problem is that it reduces the composite
null to a point null. To see this, we view φT = φT (X ; Y, Z) as a family of hypothesis tests,
indexed by (Y, Z), for the distribution L(X|Y, Z). Note under the MX assumption,
H0(f
∗) =⇒
{
L(X = x|Y = y, Z = z) =
n∏
i=1
f∗(xi|zi)
}
≡ H0(f∗; y, z). (13)
In words, we find that when treating Y, Z as fixed at their realizations y, z, the resulting
hypothesis H0(f
∗; y, z) is a point null which tests whether the distribution of the data
X , that is L(X|Y = y, Z = z), equals a fixed product distribution. Furthermore, the
conditional validity (12) of φT implies that when viewed as a function of X for any fixed
y, z, φT (x; y, z) is a level-α test of H0(f
∗; y, z). This brings the CRT into more familiar
territory. We remark, however, that the conditional testing problem is not a standard one;
the observations Xi are independent but not identically distributed due to the different
conditioning events in (13).
We emphasize that the aforementioned observations have been under the hood of
many MX papers, and the existence of a single null distribution from which to resample
X˜ is central to the very definition of the CRT. Nevertheless, we find it useful to state
explicitly what has thus far been largely left implicit. Indeed, viewing the CRT through
the conditional lens (12) is the starting point that allows us to bring classical theoretical
tools to bear on its analysis. We start doing so by considering point alternatives below.
3.2 The most powerful conditionally valid test against
point alternatives
Viewing the CRT as a test of a point null hypothesis, we can employ the Neyman-Pearson
lemma to find the most powerful CRT (in fact, the most powerful conditionally valid test)
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against point alternatives. Though this paper is primarily about concerned with the CRT,
we also obtain a parallel result about MX knockoffs in Section 8.
The following proposition states that the likelihood ratio with respect to the (unknown)
distribution Y |X,Z is the most powerful CRT test statistic against a point alternative.
To prepare for the statement, fix a distribution f¯Y |X,Z , and consider the point alternative
to the null H0(f
∗) defined in (6):
H1(f
∗, f¯) : L(X,Y ,Z) = f ∗
X,Z f¯Y |X,Z . (14)
Next, note that the MX assumption (3) can be used to determine
f¯(yi|zi) ≡
∫
f¯(yi|xi, zi)f ∗(xi|zi)dxi. (15)
Finally, recalling the notation φT for the CRT (9) with test statistic T , define the ran-
domized CRT as:
φ′T (X, Y, Z) ≡

1, if T (X, Y, Z) > Cα(Y, Z);
γ, if T (X, Y, Z) = Cα(Y, Z);
0, if T (X, Y, Z) < Cα(Y, Z),
(16)
where, in order to deal with ties, we define
γ ≡ α− P[T (X˜, Y, Z) > Cα(Y, Z)|Y, Z]
P[T (X˜, Y, Z) = Cα(Y, Z)|Y, Z]
. (17)
Note that the above probabilities are over the resampling distribution X˜ | Y, Z. When
the CRT is implemented with a finite number of resamples, γ can be approximated in the
spirit of equation (10).
Proposition 1. Consider the randomized CRT φ′T opt based on the likelihood ratio of
Y |X,Z against Y |Z:
T opt(X, Y, Z) ≡
n∏
i=1
f¯(Yi|Xi, Zi)
f¯(Yi|Zi)
. (18)
Among the set of conditionally valid tests Cα, the test φ
′
T opt maximizes conditional power
against the point alternative H1(f
∗, f¯) defined in (14):
sup
φ∈Cα
EH1(f∗,f¯)[φ(X, Y, Z)|Y = y, Z = z]
= EH1(f∗,f¯)[φ
′
T opt(X, Y, Z)|Y = y, Z = z], for all y, z.
(19)
As we see in the proof of the proposition below, the underlying likelihood ratio is with
respect to the distribution X|Y, Z, but through Bayes rule it simplifies to a likelihood
ratio with respect to Y |X,Z. Furthermore, the denominator of T opt can be omitted if
desired, since it is not a function of X . We keep it for a more direct parallel with the
model-Y |X case.
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Proof. Fix realizations y, z, and note that
H1(f
∗, f¯) =⇒
{
L(X = x|Y = y, Z = z) =
n∏
i=1
f ∗(xi|zi) f¯(yi|xi,zi)f¯(yi|zi)
}
≡ H1(f ∗, f¯ , y, z).
(20)
Following the discussion in Section 3.1, it suffices to prove that φ′T ∗ , when viewed as a
test of
H0(f
∗, y, z) versus H1(f ∗, f¯ , y, z),
is most powerful. But this is a simple testing problem, with point null and point alter-
native. By the Neyman-Pearson lemma, for each y, z, the most powerful test is the one
that rejects for large values of the likelihood ratio
n∏
i=1
P1(xi|yi, zi)
P0(xi|yi, zi) =
n∏
i=1
f ∗(xi|zi) f¯(yi|Xi,zi)f¯(yi|zi)
f ∗(xi|zi) =
n∏
i=1
f¯(yi|xi, zi)
f¯(yi|zi)
,
where we have applied Bayes’ rule to end with a more convenient form.
To illustrate Proposition 1, suppose
f¯(Y |X,Z) = N(XTβ +ZTγ, σ2), (21)
for coefficients β ∈ Rd and γ ∈ Rp. Then, it is easy to derive that
log T opt(X, Y, Z) =
n∑
i=1
log
(
f¯(Yi|Xi, Zi)
f¯(Yi|Zi)
)
= −1
2
‖Y −Xβ − Zγ‖2 − ‖Y − Zγ‖2
σ2
+ C,
(22)
where C is a constant not depending on the data. Since monotone transformations of the
test statistic such as the logarithm do not change the test, the log-likelihood ratio log T opt
is optimal as well. Thus, the optimal CI test against the point alternative with linear
f¯(Y |X,Z) is based on the familiar F statistic. The analogy with the F -test is made
even more direct in Section 5.1, where we construct a CRT with β̂ learned from the data.
Remark 1. The reduction of a composite null to a point null by conditioning may remind
readers of the theory of unbiased testing (see Lehmann and Romano [19, Chapter 4]).
In that theory, uniformly most powerful unbiased tests can be found by conditioning on
sufficient statistics for nuisance parameters. Our result is also analogous to but different
from Lehmann’s derivation of the most powerful permutation tests using conditioning
followed by the Neyman-Pearson lemma, in randomization based causal inference (see the
rejoinder of Rosenbaum’s 2002 discussion paper [20], Section 5.10 of Lehmann (1986),
now Lehmann and Romano [19, Section 5.9]).
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We are not suggesting that for the MX CI problem, conditionally valid tests are the
only valid tests or the optimal valid tests. Such questions are interesting to explore but
are beyond the scope of the current work, and are left as open problems. Instead, we
merely observe that existing MX methods operate conditionally on Y, Z, and our goal
is to establish theoretical properties of the MX CI problem when this conditioning is
applied.
Remark 2. The randomized CRT (16) differs from the usual CRT (9) only if discreteness
prevents the latter from having size α. In this case, the Neyman-Pearson lemma dictates
that a randomized test is the most powerful. Note that the randomization (17) due to
γ is distinct from the Monte-Carlo randomization arising from approximating Cα based
on a finite number of resamples: the former corresponds to the case when ties between
the resampled and original statistic occur with nonzero probability. See [21] for a recent
discussion of exact resampling-based tests. Proposition 1 must be stated in terms of
randomized tests for full rigor, but in most situations, ties are expected to occur very
rarely if at all. This is the case especially when either the predictors or the response are
continuous. Therefore, the usual CRT would have very similar power without the extra
randomization.
With the aforementioned optimality result in place, we next briefly observe that the
MX assumption is not needed in its full force to test (1), and then mention some impli-
cations of Proposition 1 for designing MX tests.
3.3 Weakening the MX assumption
In cases when the effects of Z on Y are not of interest, we can weaken the MX assumption
while preserving the point null property (13). Instead of assuming we know the joint
distribution L(X,Z) = f ∗
Z
· f ∗
X|Z , we need only assume that the distribution L(X | Z)
is available. This is clear from the fact that neither the conditional null (13) nor the
conditional alternative (20) depends on f ∗
Z
. These observations lead to the following
corollary of Proposition 1.
Corollary 1. Suppose we are given distributions f ∗
X|Z and f¯Y |X,Z, and consider the
problem
H0 : Y ⊥ X | Z vs. H1 : L(X,Y ,Z) = fZ · f∗X|Z · f¯Y |X,Z , for some fZ . (23)
Then, the (randomized) CRT based on the likelihood ratio is uniformly most powerful,
conditionally on Y = y, Z = z, for all y, z.
The fact that there is no need to know L(Z) was implicit in the setup and construction
of the conditional permutation test [22], another MX method. In most instances of the
MX setup, however, we have many variables of interest, denoted X1, . . . ,Xp. For each
variable j, Xj plays the role of X and X−j plays the role of Z. We are then interested
in testing conditional independence for each j, in which case the full MX assumption is
required.
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3.4 Implications for the design of model-X tests
The optimality of the likelihood ratio extends to knockoffs as well; see Proposition 8 in
Section 8. These results are the first quantitative expressions of the “folk wisdom” that
the most powerful MX methods are those that learn a good approximation to the model
Y |X,Z. This is the goal of the machine learning component of any MX method (MX1).
A way of interpreting this in the language of classical hypothesis testing is that the most
powerful test depends on the distribution Y |X,Z. Since a point alternative is rarely
specified, the “full” CRT searches through the space of alternatives to find a good model
under the alternative f̂Y |X,Z , analogous to the generalized likelihood ratio test.
A missing piece of intuition in the design of model-X methods is how exactly to turn
the learned model f̂ into a test statistic, especially whenX represents a group of variables.
While there is no consensus on this question, the prevailing approach [2, 3, 7] appears to be
to fit a linear model Y =XT β̂ +ZT γ̂, and then use some combination of the coefficients
β̂ to form the test statistic, such as the sum of the magnitudes
∑
j |β̂j|. However, this
choice is usually recognized by the authors as somewhat arbitrary. The results in the
preceding section can help fill in this missing piece. The example after Proposition 1 and
equation (22) in particular suggest that a better test statistic would be the (log)likelihood
ratio of the fitted model for Y |X,Z, i.e. an F-statistic. For generalized linear models,
we would obtain the deviance loss. Recall from equation (11) that these loss-based test
statistics have recently been proposed in the context of the holdout randomization test [8]
and the digital twin test [9]. Therefore, Proposition 1 (and Proposition 8 for knockoffs)
provide a theoretical justification for their choices, and more generally give clear guidance
for how to construct test statistics for MX methods.
To recapitulate, in this section, we saw how the likelihood ratio yields the most powerful
model-X methods against point alternatives f¯Y |X,Z . In the next section, we consider
composite (semi)parametric alternatives.
4 CI testing against semiparametric alternatives
The optimal tests described in the previous section relied on the alternative distribution
f¯Y |X,Z, which in practice is unknown. However, at the other extreme, it is known that
no test can be powerful against fully nonparametric composite alternatives; the abstract
of Janssen [23] summarizes the situation well. Thus, in this section, we analyze the CI
testing problem by considering semiparametric alternatives. Notably, despite the null
being nonparametric and the alternative being semiparametric, conditioning embeds the
null into a parametric family. Suppose throughout this section and the remainder of the
paper that dim(Y ) = 1.
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4.1 Semiparametric alternatives
Consider the following CI testing problem against a semiparametric class of alternatives:
H0 : Y ⊥ X | Z vs. H1 : (Y |X,Z) ∼ f¯βY |X,Z ≡ N(XTβ + g(Z), σ2). (24)
Here, we consider the coefficient vector β ∈ Rd a parameter, while we view the function
g : Rp → R and the variance σ2 > 0 as fixed but unknown. The semiparametric model
under H1 has been extensively studied [13, 14], but it is important to note that we make
the semiparametric assumption only under the alternative. The null remains as general
as in the original problem (1), and in particular is much larger than what is obtained by
setting β = 0 in the alternative distribution. However, we will see next that conditioning
will embed the null into a parametric family.
Following the previous sections, we rewrite (24) by conditioning on Y ,Z:
L(X = x|Y = y,Z = z) = f ∗(x|z) f¯
β(y|x, z)∫
f¯β(y|x, z)f ∗(x|z)dx
= exp
(
− 1
2σ2
βTxxTβ +
(y − g(z))
σ2
xTβ −ψ(β)
)
f ∗(x|z),
(25)
where the normalization “constant” is bolded to remind the reader that it is actually a
function of the realizations y, z of the conditioned random variables:
ψ(β) ≡ log
∫
exp
(
− 1
2σ2
βTxxTβ +
(y − g(z))
σ2
xTβ
)
f ∗(x|z)dx. (26)
We recognize this as a curved exponential family in β, with carrier density f ∗
X|Z . Another
way to look at this distribution is as an exponentially tilted version of f ∗
X|Z . While the
above calculation has been carried under the alternative, we note that the null distribution
for fX|Y ,Z can now be obtained simply by setting β = 0 in the expression (25). Therefore,
conditioning has allowed us to embed the CI null hypothesis into a parametric family,
leaving us with the much more familiar problem
H0(f
∗, y, z) : β = 0 versus H1(f ∗, y, z) : β 6= 0. (27)
This is an instance of the phenomenon described in Section 3.1: the MX assumption, com-
bined with conditioning, reduces a complex nonparametric null into a simple point null. To
illustrate a more concrete instance of the family (25), suppose X | Z ∼ N(µ,Σ). Then,
we can compute the distributionX|Y ,Z in closed form; denoting Σβ :=
(
Σ−1 + ββ
T
σ2
)−1
,
we have
L(X|Y ,Z) = N
(
Σβ
(
Σ−1µ+ Y −g(Z)
σ2
β
)
,Σβ
)
. (28)
These observations make MX inference feasible in the aforementioned semiparametric
setup, as detailed next.
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4.2 Inference for β
The family (25) gives us a full specification of the distribution X|Y ,Z in terms of the
parameter β ∈ Rd. However, there are two obstacles to carrying out inference in this
family. First, the function g is unknown. Second, even if g were known, the dependency
of the family on β is somewhat complex, potentially requiring custom analyses like the
special case (28).
We start by addressing the former difficulty. Consider the testing problem (27). Ana-
lyzing this problem requires understanding the behavior of the conditional likelihood near
β = 0. Proposition 2 below states that the family (25) is local asymptotically normal
(LAN) at β = 0, almost surely in Y, Z. This result has a direct analog in classical statis-
tics, where X is treated as fixed (or equivalently, conditioned on) instead. We begin by
introducing the relevant asymptotic regime.
Asymptotic regime and notation We consider an asymptotic regime where the sam-
ple size n goes to infinity, while the dimensions of the problem remain fixed. In particular,
suppose we receive a sample of size n from the nth element Ln(X,Y ,Z) in a sequence
of joint distributions:
(X(n), Y(n), Z(n)) ≡ {(Xi,n, Yi,n, Zi,n)}i=1,...,n i.i.d.∼ Ln. (29)
Now, consider the following sequence of CI testing problems:
Hn0 : Ln(X,Y ,Z) = f∗X,Zf0Y |Z versus Hn1 : Ln(X,Y ,Z) = f∗X,Z f¯βnY |X,Z , (30)
where we recall that
f¯βn
Y |X,Z ≡ N(XTβn + g(Z), σ2).
We emphasize that f 0
Y |Z is an arbitrary conditional distribution, and is not necessarily
obtained from f¯βn
Y |X,Z by setting βn = 0. This null conditional distribution f
0
Y |Z and the
alternative quantities and g, σ2 are kept fixed as n varies. For given (Y(n), Z(n)), we let
P nβn ≡ Ln(X(n)|Y(n), Z(n)) (31)
denote the conditional law implied by Hn1 . As discussed in the previous section, the
conditional law is equal to P n0 under H
n
0 for any f
0
Y |Z. Also, we denote the conditional
mean and covariance of X | Z as
µi,n ≡ E[X | Z = Zi,n] and Σi,n ≡ Var[X | Z = Zi,n]. (32)
We also define
Σ ≡ E[Σi,n];
this quantity does not depend on i or n because Zi,n are identically distributed under
both null and alternative. Further, here and henceforth we assume that Σ is invertible.
For technical purposes, it is convenient for {Y(n), Z(n)}n≥1 to be embedded in the same
probability space across n. We discuss these important but technical details in Section 7.
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Remark 3. A more natural asymptotic regime would be to keep the dimensions of X and
Y fixed, while letting the dimension of Z and the sample size grow to infinity together.
However, little has been established about the behavior of the CRT even in our fixed-
dimensional regime. Our main goal is to obtain the first quantitative insights into the
power of the CRT, and the extra complications introduced by high-dimensional asymp-
totics are beyond the scope of this work. To reconcile the fixed dimensionality with fact
that we usually cannot hope to estimate g accurately, we consider a setting where ĝ is
trained on an independent, fixed data set whose size does not grow with n (the test
set size). This allows us to quantitatively assess how the error in estimating ĝ impacts
CRT power without needing to study how this error varies with the dimensionality of the
problem.
Now, we are ready to state our local asymptotic normality result, whose proof we give
in the appendix (Section B).
Proposition 2. Let h ∈ Rd. For each n, suppose (Y(n), Z(n)) ∼ Hn1 with βn = h/
√
n.
Define the score function and Fisher information matrix
∆n ≡ 1
σ2
√
n
n∑
i=1
(Xi,n − µi,n)(Yi,n − g(Zi,n)) and I0 ≡ σ−2Σ, (33)
respectively. If X has bounded fourth moments, then the following two statements hold
conditionally on Y(n), Z(n), almost surely in {Y(n), Z(n)}n≥1:
log
dP nh/√n(X(n))
dP n0 (X(n))
= hT∆n − 1
2
hT I0h+ oPn0 (1), and (34)
∆n
Pn0→ N (0, I0) . (35)
Inspecting the score and Fisher information matrix suggests that near β = 0, the
family P nβn behaves similarly to that obtained from the classical regression analysis of
Y − g(Z) = N((X − µ)Tβn, σ2). (36)
This is surprising, given that Proposition 2 is a statement about the distribution of X
conditionally on Y and Z. Classical regression analyses instead focus on the randomness
in Y while conditioning on X,Z.
However, we are still left with the problem that the function g is unknown. This
prevents us from directly constructing optimal tests as one would usually do in classi-
cal asymptotic hypothesis testing. To circumvent this difficulty, we take the following
approach:
A Like the HRT, suppose we train an estimate ĝ on independent data. This training
set and resulting estimate ĝ remain fixed throughout.
B Then, we apply a CRT that learns β̂ to the data (X, Y, Z).
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Importantly, ĝ can be learned on data from a different distribution: in the neuroscience
example from the introduction, we may learn a predictive model of brain activity using
data from other experiments with visual stimuli. The above approach differs from the
“full” CRT, as originally proposed, because the latter would exclude step A and use a
test statistic based on re-learning θ ≡ (β, g) from the data at every resampling step.
In contrast, it differs from the HRT, as originally proposed, because the latter would
(essentially) exclude step B and learn θ ≡ (β, g) just once on an independent dataset.
Thus, this scheme is somewhat of a hybrid between the HRT and the CRT; we describe
it and its theoretical properties next.
5 Model-X regression: methods and
asymptotic theory
Inspired by the parametric embedding of the previous section, we define a set of MX
methods to test the hypothesis β = 0. We introduce these methods in Section 5.1 and
then analyze their asymptotic power properties in Section 5.2. The proofs of this section’s
results are all given in the appendix (Section B).
5.1 Model-X regression
A sensible way to estimate β is based on the regression problem (36), substituting our
approximation ĝ:
β̂n ≡ Σ
−1
n
n∑
i=1
(Xi,n − µi,n)(Yi,n − ĝ(Zi,n)). (37)
This amounts to adjusting the response and the predictor for the covariates, and then
regressing the former on that latter. Such “double regression” methods have been widely
studied; see Section 6.1 for a discussion.
Unlike ordinary least squares theory, we must study the behavior of β̂n conditionally
on Y, Z instead of on X . We start by computing the conditional covariance matrix of β̂n
under the null:
Var
[√
nβ̂n
∣∣∣Y(n), Z(n)] = Σ−1
(
1
n
n∑
i=1
(Yi,n − ĝ(Zi,n))2Σi,n
)
Σ−1
≡ S2n ∈ Rd×d. (38)
If (Y(n), Z(n)) are drawn from the null model H
n
0 in equation (30), we can show that
S2n
a.s.→ Σ−1 (E[(Y − ĝ(Z))2Σ])Σ−1 ≡ S20 . (39)
This follows from the strong law of large numbers, but we defer the details to the appendix
(see the proof of Lemma 1). Using the central limit theorem, we find that β̂n has an
asymptotically normal null distribution with covariance matrix S20 :
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Lemma 1. Suppose (X(n), Y(n), Z(n)) ∼ Hn0 , and that
E0
[|Y − ĝ(Z)|2+δE [‖X − µ‖2+δ∣∣Z]] <∞ for some δ > 0. (40)
Then, we have
L(√nβ̂n | Y(n), Z(n))→ N(0, S20), a.s. in {Y(n), Z(n)}n≥1. (41)
The covariance matrix S20 is unobserved, but recall from equation (39) that S
2
n is a
consistent estimate of this quantity. Putting these pieces together, we obtain the MX
analogs of the t- and F -statistics.
Definition 1. Define β̂n via equation (37) and S
2
n via equation (38). For d = 1, the
model-X t-statistic is
tn ≡ n1/2S−1n β̂n. (42)
For arbitrary d, the model-X F -statistic is
Fn ≡ tTn tn = nβ̂Tn S−2n β̂n. (43)
Interestingly, we prove these statistics have the same asymptotic null distributions as
their counterparts in standard OLS theory, conditionally on Y,Z.
Proposition 3. Suppose (X(n), Y(n), Z(n)) ∼ Hn0 and that the moment condition (40)
holds. Then, almost surely in {Y(n), Z(n)}n≥1, we have
L(tn | Y(n), Z(n))→ N(0, 1) and L(Fn | Y(n), Z(n))→ χ2d. (44)
Therefore, the model-X t-test
φtn(X(n), Y(n), Z(n)) ≡ 1(tn ≥ z1−α) (45)
and the model-X F -test
φFn (X(n), Y(n), Z(n)) ≡ 1(Fn ≥ cd,1−α) (46)
are asymptotically level α conditional on Y(n), Z(n), a.s. in {Y(n), Z(n)}n≥1:
lim
n→∞EL[φn(X(n), Y(n), Z(n))|Y(n), Z(n)] ≤ α, L ∈ H0(f
∗), φn ∈ {φtn, φFn }. (47)
While tn and Fn are just special CRT test statistics, Proposition 3 tells us that no
resampling is required to compute the corresponding CRT p-values as long as n is large.
Unlike the classic regression counterparts of this result, the convergence is in the random-
ness in X , keeping Y, Z fixed. Note that this result holds for any distribution L(X,Y ,Z)
for which Y ⊥ X | Z and f ∗
X|Z is known. In particular, the specific form (24) of the
alternative is not required for this result, and is merely a modeling choice that informs
the construction of the test statistic.
Next, we move on to analyzing the power of these MX regression tests.
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5.2 Asymptotic power of model-X regression tests
The following two theorems give asymptotic properties of the CRT based on the model-
X regression statistics introduced in Definition 1. In particular, these results tie local
asymptotic power to the prediction error of ĝ, defined as
E ≡ E [(g(Z)− ĝ(Z))2] . (48)
Recall that ĝ was trained on separate independent data, which we keep fixed throughout
the analysis. We implicitly condition on ĝ in the above definition and below.
We start with the MX t-test in the case d = 1. To distinguish variances in the one-
dimensional case from covariance matrices in the general case, we define the analogs s2
and s2 of Σ and Σ as follows:
s2 ≡ E[s2] ≡ E[Var[X | Z]]. (49)
For all results in this section, we assume the following moment conditions:
E[‖X‖4] <∞;
E
[|g(Z)− ĝ(Z)|2+δE[‖X − µ‖2+δ|Z]] <∞ for some δ > 0. (50)
We now have the necessary setup in place to state one of our central results.
Theorem 1 (MX t-test). Let d = 1, and suppose (X(n), Y(n), Z(n)) ∼ Hn1 (30) for a
sequence βn ∈ R. Suppose the moment conditions (50) hold, and define
Es ≡ E
[
(g(Z)− ĝ(Z))2
(s
s
)2]
. (51)
Then, the model-X t-test satisfies the following asymptotic properties.
1. (Consistency). Suppose βn = β > 0. The MX t-test is consistent against these
one-sided alternatives:
lim
n→∞E
[
φtn(X(n), Y(n), Z(n))
∣∣Y(n), Z(n)] = 1, a.s. in {Y(n), Z(n)}n≥1. (52)
2. (Power against local alternatives). Suppose βn = h/
√
n for some h ∈ R. Then, the
MX t-test has the following asymptotic power:
lim
n→∞
E
[
φtn(X(n), Y(n), Z(n))
∣∣Y(n), Z(n)]
= Φ
(
zα +
hs√
σ2 + Es
)
, a.s. in {Y(n), Z(n)}n≥1.
(53)
Note that Es reduces to the prediction error E when Var[X | Z] is constant. Next, we
state an analogous theorem for the MX F -test.
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Theorem 2 (MX F -test). Let d ≥ 1, and suppose (X(n), Y(n), Z(n)) ∼ Hn1 (30) for a
sequence βn ∈ Rd. Suppose the moment conditions (50) hold, and define the asymptotic
covariance matrix
S21 ≡ σ2Σ−1 + Σ−1
(
E[(g(Z)− ĝ(Z))2Σ])Σ−1. (54)
Then, the MX F -test satisfies the following asymptotic properties.
1. (Consistency). Suppose βn = β 6= 0. The MX F -test is consistent:
lim
n→∞E
[
φFn (X(n), Y(n), Z(n))
∣∣Y(n), Z(n)] = 1, a.s. in {Y(n), Z(n)}n≥1. (55)
2. (Power against local alternatives). Suppose βn = h/
√
n for some h ∈ Rd. Then, the
MX F -test has the following asymptotic power:
lim
n→∞
E
[
φFn (X(n), Y(n), Z(n))
∣∣Y(n), Z(n)]
= P[χ2d
(
hTS−21 h
) ≥ cd,1−α], a.s. in {Y(n), Z(n)}n≥1. (56)
Note that when Var[X|Z] is constant, the noncentrality parameter in (56) reduces to
hTS−21 h = h
TΣh/(σ2 + E). The proofs of these two theorems hinge on the following two
propositions. The first states that the estimate β̂n is consistent.
Proposition 4. In the setting of Theorem 2, part 1,
L(β̂n|Y(n), Z(n))→ β a.s. in {Y(n), Z(n)}n≥1. (57)
The proofs of the statements about power against local alternatives hinge on the
following statement of joint asymptotic normality of the coefficient estimate β̂n and the
log likelihood ratio.
Proposition 5. In the setting of Theorem 2, part 2,(
√
nβ̂n, log
dP n
h/
√
n
(X(n))
dP n0 (X(n))
)T
Pn0→ N
((
0
−1
2
σ−2hTΣh
)
,
(
S21 h
hT σ−2hTΣh
))
,
where the above convergence holds conditional on Y, Z, a.s. in {Y(n), Z(n)}n≥1.
From the above proposition, we may invoke Le Cam’s third lemma (see e.g. Example 6.7
in Van der Vaart [24]) to conclude that
√
nβ̂n
Pn
h/
√
n→ N (h, S21) , (58)
which in turn implies the statements (53) and (56).
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5.3 MX versus OLS regression
On the one hand, the methods and theory developed in this section have many familiar
elements due to their similarity to OLS theory. On the other hand, they are actually quite
different from classical regression due to their MX nature. In this section, we elaborate
on these similarities and differences in a series of remarks.
What is random and what is fixed Note that all statements of Theorems 1 and
2 hold conditionally on {Y(n), Z(n)}n≥1, almost surely. This means that the conditional
testing problem has the same asymptotic properties for every fixed value of Y and Z.
On the other hand, OLS theory treats X as fixed and Y as random. In each case,
the assumptions necessary for inferential validity are applied to the quantity treated as
random. In the case of MX, the OLS assumptions on Y |X,Z become modeling choices,
impacting the form and power of the test but not its validity. Similar questions have
recently been discussed in a different context by Rosset and Tibshirani [25].
Impact of prediction error Our theory shows that estimation error in ĝ impacts
the variance of the estimates and the efficiencies of the tests, but does not impact their
consistency. The effect of the prediction error is easiest to see in the case when Var[X | Z]
is constant, as would be the case if (X,Z) had a joint normal distribution. In this
case, the prediction error E contributes additively to the noise variance σ2. Recall from
Proposition 2 that the Fisher information matrix of the familyX|Y ,Z is 1
σ2
Σ. According
to Theorems 1 and 2, this maximal efficiency is achieved by the oracle MX tests that use
the ground truth g in place of ĝ. Otherwise, the efficiency drops to 1
σ2+EΣ. This mirrors
the well-known phenomenon from ordinary least squares theory that omitting important
variables from the model (especially those that are orthogonal to the predictor of interest)
deflates significance by inflating the error.
A precise parallel with OLS The MX t- and F -tests do not quite resemble the
corresponding OLS tests based on the model Y = XTβ + ZTγ + ǫ. Indeed, we are
operating in a regime where p may be larger than the training sample size, so we cannot
expect to consistently estimate the contribution of Z to Y , even if it is linear. The parallel
with OLS can be made more precise by instead considering the model
Y = (X − µ)Tβ + g(Z) + ǫ ⇐⇒ Y − ĝ(Z) = (X − µ)Tβ + (g(Z)− ĝ(Z) + ǫ)
and the OLS tests obtained from regression of Y − ĝ(Z) on X − µ. Since the predictor
X − µ is uncorrelated with the error term (g(Z) − ĝ(Z) + ǫ), we can apply standard
large-sample OLS theory (see e.g. Section 2.3 of Hayashi’s book [26]) to analyze this
problem. We find that the estimator β̂n has exactly the same limiting distribution as
we found in equation (41) and the standard t- and F -tests have exactly the same local
asymptotic power as we found in equations (53) and (56). This may not be too surprising,
since both tests are based on normalized versions of the correlation (X − µ)T (Y − ĝ(Z)).
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However, MX methods keep (Y − ĝ(Z)) fixed and resample X while OLS methods keep
X fixed and resample (Y − ĝ(Z)).
6 Estimating effect sizes and connections to
causal inference
The majority of the paper so far has dealt primarily with hypothesis testing, because that
is what the MX framework was introduced for. Indeed, we have discussed the estimation
of β using (37) only as a means to the end of testing β = 0, i.e. conditional independence.
The role of the semiparametric model (24) was to specify a class of alternatives against
which to target and evaluate power. If this model were in fact to be accepted, then
producing point estimates and confidence intervals for β would be a well-defined problem.
A direct approach to this task would be to carry out inference in the curved exponential
family model (25) derived in Section 4.2. Another approach is to invert the test of β = β0
obtained from applying an MX regression test to the triple (X, Y − Xβ0, Z). In other
words, we can apply the MX regression test to every β0 ∈ R and only retain those values
for which we failed to reject the null.
However, the entire point of the MX framework is to abstain from assuming a model on
Y |X,Z to begin with. It is more in keeping with the MX spirit to define the appropriate
targets of interest nonparametrically, and then to carry out inference for these targets.
This direction has not been explored in the context of the MX framework, but we are
inspired by extensive work in related areas of high-dimensional statistics. In particular,
we find strong ties to MX in the field of causal inference. This connection has been noted
briefly [2], and the recently proposed digital twin test [9] is a clever application of the
MX framework to derive causal inferences from genetic trio studies. Nevertheless, many
basic connections between the MX framework and causal inference have not received much
attention.
Next, we discuss two nonparametric objects of inference that may be suitable for the
MX framework: one is a nonparametric analog of β, and the other directly inspired by
the dose response function from causal inference.
6.1 A nonparametric effect size
Abandoning the CI test (1) but keeping the setup of (2), define the effect size of X on
Y , controlling for Z, as
β(L) ≡ EL[Var[X|Z]]−1︸ ︷︷ ︸
Σ−1
EL[Cov[X,Y |Z]]. (59)
If Y =Xβ+g(Z)+ǫ, where ǫ ⊥ X, then β(L) = β, but of course β(L) is defined for any
joint distribution L. Remarkably, even in the absence of the semiparametric assumption,
the estimator β̂n defined earlier in (37) converges to β(L), conditionally on Y, Z. This
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holds as long as we have the following second moment condition:
EL
[
(Y − ĝ(Z))2‖X − µ‖2] <∞. (60)
Proposition 6. Under the moment condition (60), β̂n is conditionally consistent, that is
L(β̂n|Y(n), Z(n))→ β(L) a.s. in {Y(n), Z(n)}n≥1, and thus also conditionally asymptotically
unbiased.
It may be somewhat surprising that even though the parameter β(L) is defined by
averaging over X, Y, Z, the estimator β̂n is consistent for this parameter even when condi-
tioning on Y, Z. We obtain this result as a consequence of the strong law of large numbers
over Y, Z.
One may hope to obtain a conditional asymptotic normality result for β̂n, thus general-
izing Lemma 1 beyond β = 0. However, we do not know if such a result is true, and leave
this as an open question. Instead, we content ourselves with stating an unconditional
asymptotic normality result.
Proposition 7. Under condition (60), define the covariance estimate
S˜2n ≡
1
n
n∑
i=1
(Di − β̂n)(Di − β̂n)T ; Di ≡ Σ−1(Xi − µi)(Yi − ĝ(Zi)). (61)
Then, β̂n is unconditionally unbiased in finite samples, and
√
nS˜−1n (β̂n − β(L)) L→ N(0, I). (62)
The asymptotic normality (62) lets us construct asymptotically valid confidence re-
gions (intervals or ellipses) for β(L).
The functional β(L) has appeared frequently in related literatures like high-dimensional
statistics [27, 28] and causal inference [15]. A related functional, which drops the Σ−1
from β(L), was considered by Shah and Peters [1]. They estimated this functional using
an estimator called the generalized covariance measure, similar to our β̂n (37). These
authors’ Theorem 8 resembles Proposition 7. On the other hand, we are not aware that
the conditional consistency result in Proposition 6 is known.
Another source of interesting nonparametric estimands is causal inference. We first
discuss the connection between this field and the MX problem, and then present the dose
response function, a central causal estimand.
6.2 The MX assumption reduces CI testing to inference in a
randomized experiment
The simplest special case of the MX framework is a randomized clinical trial with a
binary treatment. Here X is the indicator for treatment, Y is a univariate outcome, Z
are additional covariates, and the model for X|Z is known (specifically, X ⊥ Z); the
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latter plays the role of the propensity score P (X = 1 | Z). In this case, CI testing is
equivalent to detecting if there is any treatment effect. Indeed, CI testing can be seen as
a distributional version of Fisher’s strong null. This problem is obviously well studied,
and the role of prediction algorithms (machine learning) is also well understood. When
X is continuous (continuous treatment [17]), f ∗
X|Z is sometimes called the propensity
function [29].
With the aforementioned analogy in mind, one can view the MX assumption (3) as
essentially reducing the CI testing problem to a randomized experiment with a known
propensity function. This connection was briefly alluded to, but not exploited, by Candes
et al [2]. This viewpoint implies that the rich literature on causal theory and methodol-
ogy could directly impact MX theory and methods. While it deserves a more thorough
treatment, we briefly demonstrate one utility of the causal perspective below.
Note that the following discussion uses the MX assumption (3) fully, but can be altered
to assume that only f ∗
X|Z is known.
6.3 The dose response function
For interpretability, it helps to think of the following example. Let Y ∈ R be an individ-
ual’s cholesterol level, X ∈ {0, 1, 2} be the genotype of an individual at one polymorphic
site s∗, and Z be their genotypes at other polymorphic sites across the genome. Now, for
x ∈ dom(X), define the dose response function as
θ(x) ≡
∫
E[Y |X = x,Z = z]︸ ︷︷ ︸
≡ µ(x,z)
f ∗
Z
(z)dz, (63)
where f ∗
Z
is known (3) and we recognize µ(x, z) as the regression function. (θ(x) 6=
E[Y |X = x] since the latter involves integrating with respect to f ∗
Z|X=x.)
The above quantity is directly borrowed from the potential outcomes literature (e.g. [17]).
In the aforementioned example, it can loosely be interpreted as follows: θ(0) represents
the average cholesterol level Y over the entire population of individuals Z, if we were
to set everyone’s genotype at s∗ to equal 0. For binary treatment, θ(1)− θ(0) plays the
role of the average treatement effect. Of course, these interventional/counterfactual inter-
pretations can be made rigorous by resorting to the potential outcomes framework. For
now we proceed hoping the reader agrees that θ(·) is an interesting nonparametric object
to estimate. Importantly, θ(·) is well-defined even for continuous and multivariate X.
Under MX, we can estimate θ(·) using standard tools in semiparametric statistics utilized
in causal inference. In the following, we translate the approach of Kennedy et al. [18] to
our language.
We first estimate the regression function µ(x, z) from (63) using any estimator µ̂(x, z)
trained on a separate dataset. We then define the pseudo-outcome at treatment level x,
denoted Y˜ (x), as
Y˜ (x) ≡ Y − µ̂(x,Z)
f ∗
X|Z(x)
f ∗
X
(x) +
∫
µ̂(x, z)f ∗
Z
(z)dz. (64)
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It is straightforward to show that
E[Y˜ (x) |X = x] = θ(x), (65)
and we verify this calculation for the reader’s benefit in the appendix (Section D).
The identity (65) has a simple implication: θ(x) can be estimated by regressing the
pseudo-outcomes Y˜ (x) onto X. Specifically, we calculate
Y˜i(x) ≡ Yi − µ̂(x, Zi)
f ∗
X|Z=Zi(x)
f ∗
X
(x) +
∫
µ̂(x, z)f ∗
Z
(z)dz, i = 1, . . . , n,
and run a nonparametric regression of {Y˜i(x)}ni=1 onto {Xi}ni=1 to obtain an estimator
θ̂(x). Kennedy et al. [18] use properties of nonparametric regressors like kernel smoothing
to derive confidence intervals for θ(x) by proving asymptotic normality of θ̂, and specify
rates of convergence depending on the underlying smoothness of θ(·). We do not pursue
further details like asymptotic normality or rates of convergence because these are well
studied in causal inference: our aim was to make the connections to causal inference very
explicit, allowing tools and techniques to be shared both ways.
In the next section, we take a step back and compare our work to the existing causal
inference literature.
6.4 Relationship between our work and causal inference
The main goal of this section is to accentuate the parallels between the MX and causal
inference literatures, mainly for the benefit of the former. We believe there is much to be
gained in the MX framework by borrowing ideas from causal inference. For example, con-
sider the situation when the MX assumption is only approximately correct. This is analo-
gous to the situation in observational studies, where the propensity score/function must be
estimated. There is a vast literature on this topic based on “double robustness/machine-
learning” [30] or targeted learning [31]. Similar ideas may help relax the MX assump-
tion [6] or study robustness to its misspecification [32]. We leave such investigations for
future work.
The technical results of this paper are evocative of but complementary to the exist-
ing causal inference literature in various ways. We carry out our analysis conditional on
Y and Z, a similar framework to the finite-population treatment of randomized experi-
ments going back to Fisher and Neyman. The adjustment for covariates and its benefits
have certainly been studied in this setup (see e.g. Rosenbaum [20]), but our quantitative
asymptotic results on consistency and efficiency are closer in spirit to the semiparametric
superpopulation approach (e.g. [33, 34]). The latter analysis is usually in the context of
observational studies and not carried out conditionally on the response. Furthermore, our
work is mainly focused on the testing problem, while most of the emphasis in semipara-
metric causal inference is on estimation. Therefore, our results stand at an intersection
that has not been widely studied in the causal inference literature.
Our asymptotic conditional inference results require a careful triangular array coupling
that we describe next.
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7 An important detail: Coupling (Y(n), Z(n)) across n
In Section 4.2, we briefly mentioned that {Y(n), Z(n)}n≥1 should be embedded in the same
probability space. In fact, without such a construction, the statements of the results in
the preceding two sections would not be properly defined. Indeed, the samples as defined
by
(X(n), Y(n), Z(n)) ∼ Ln(X,Y ,Z) (66)
need not even reside in the same probability space for different n. However, all our theoret-
ical results are almost sure statements with respect to the joint distribution {Y(n), Z(n)}n≥1
across n. In this section, we discuss how to rigorously define the latter joint distribution
so that the results of the preceding two sections hold. This is nontrivial when Ln differ
across n due to local alternatives; this arises in Propositions 2 and 5, and in part (b) of
Theorems 1 and 2. We must interpret the data generation process as defined below for
these results to be valid. However, the reader may choose to skip these details on a first
pass of the paper.
It is easy to embed (Y(n), Z(n)) into the same probability space across n when Ln = L
for all n. This happens both under the null, and under the alternative when βn = β for
all n. In this case, we can simply draw infinite i.i.d. sequences from L:
under H0, or under H1 if βn constant: (67)
(X i, Y i, Z i)
i.i.d.∼ L; for all i = 1, 2, . . .
(Xi,n, Yi,n, Zi,n) ≡ (X i, Y i, Z i); for all n, and i ≤ n.
Under the alternative, Y(n) are no longer i.i.d. (unless βn is fixed across n). Therefore, we
instead generate i.i.d. samples X i, Z i, ǫi and use these to construct each Yi,n:
under H1 for general βn : (68)
(Xi, Z i, ǫi)
i.i.d.∼ f ∗
X,Z ×N(0, σ2); for all i = 1, 2, . . .
(Yi,n, Zi,n) ≡ (XTi βn + g(Z i) + ǫi, Z i); for all n, and i ≤ n.
Xi,n ∼ Ln(X|Y = Yi,n,Z = Zi,n); for all n, and i ≤ n.
Here, Ln is specified under the alternative by equation (30). We view the underscored
variables as being sampled once from their distributions at the beginning of the analysis
and remaining fixed thereafter. It is clear that data generated from equations (67) or (68)
matches the distribution (66) for each n.
The reader may wonder why this extra notation and formalism are necessary. There
are three key reasons, which we elaborate on below.
Facilitate almost sure statements in {Y(n), Z(n)}n≥1 One of the main theses of this
paper is that MX methods implicitly operate by conditioning on {Y(n), Z(n)}n≥1, treat-
ing only {X(n)}n≥1 as random. Embedding the former into the same probability space
allows across n allows us to get the strongest possible theoretical results with respect to
{Y(n), Z(n)}n≥1, holding almost surely in these variables.
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Disentangle the distribution of X from that of (Y, Z) The conditioning on (Y, Z)
creates the need to consider their distribution separately from that of X . For example,
recall Proposition 2. While (Y, Z) are generated under the alternative model, the LAN
statements are with respect to the null model for X|Y, Z. This may seem like a contra-
dictory construction because we are ultimately interested in local alternatives for both
X and (Y, Z). However, Le Cam’s theory dictates that to understand local alternatives
with respect to X|Y, Z, we should study the likelihood ratio under the null. The notation
introduced above allows us to make these subtle but crucial distinctions.
Allow parametric assumptions only under alternative Starting from Section 4,
we have been considering the problem (24) with nonparametric null and parametric al-
ternative. We keep the null non-parametric to reflect the assumptions of the MX setup,
while making the alternative parametric to (a) capture the “modeling choices” that usu-
ally go into designing MX test statistic (recall Section 2) and (b) establish a specific class
of alternatives against which to measure CRT power. This distinction between the null
and alternative creates the need to separately define the corresponding data-generating
distributions in equations (67) and (68), respectively.
We extensively use the notations introduced here in the appendix.
8 Some implications for knockoffs
MX knockoffs operate differently than the full CRT or the HRT; they simultaneously test
the conditional associations of many variables with a response. In particular, a p-value
is not obtained for each variable of interest. Instead, a knockoff statistic is computed
for each variable. The magnitudes of these statistics are used to order the variables,
and then their signs—sometimes called one-bit p-values—are used to control the false
discovery rate. Therefore, the power of the knockoffs procedure depends both on the
quality of the ordering and the power of the one-bit p-values, making it harder to analyze
than that of the CRT. In this paper, we concentrate on the simpler problem of analyzing
the power of the one-bit p-values.
First, we define the knockoff one-bit p-value using our notation, simplifying to the
case where we have one variable (or one group of variables) of interest; note that usually
knockoffs are constructed for many variables at a time. Define the knockoff variable(s) as
any X˜ for which
L(X, X˜ | Z) = L(X˜,X | Z) and X˜ ⊥ Y | X,Z. (69)
Thus, X and X˜ are conditionally exchangeable, whereas for CRT the corresponding
quantities are conditionally independent. Next, let X˜ ∈ Rn×d be a matrix where the ith
row is a sample from L(X˜|X = Xi,Z = Zi). We then define a test statistic T (X, X˜, Y, Z),
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usually based on a machine learning model θ̂ fit on the augmented data (X, X˜, Y, Z). For
this test statistic T , the knockoff one-bit p-value is defined via
pknockoff(X, X˜ ; Y, Z) ≡
{
1
2
, if T (X, X˜, Y, Z) > T (X˜,X, Y, Z);
1, if T (X, X˜, Y, Z) ≤ T (X˜,X, Y, Z). (70)
Under the null, it is easy to see that T (X, X˜, Y, Z) and T (X˜,X, Y, Z) are exchangeable,
from which it follows that P[pknockoff = 1/2] ≤ 1/2, so pknockoff is a valid one-bit p-value
for the CI hypothesis.
Like HRT, knockoffs only requires one model fit, so it too is computationally faster
than the CRT. Among the three MX procedures, knockoffs is currently the most popular.
Nevertheless, similar principles guide all MX methodologies, as demonstrated next. The
following proposition shows that if the alternative f¯Y |X,Z is given, the optimal one-bit
p-value is again obtained from the likelihood ratio statistic; compare with Proposition 1.
Proposition 8. Consider the setting of Proposition 1, and define the likelihood ratio
statistic
T opt(X, X˜, Y, Z) ≡
n∏
i=1
f¯(Yi|Xi, Zi)
f¯(Yi|X˜i, Zi)
. (71)
For every fixed y, z, and unordered pair {x, x˜} such that
T opt(x, x˜, y, z) 6= T opt(x˜, x, y, z),
we have
T opt ∈ argmax
T
P[T (X, X˜, Y, Z) > P[T (X˜,X, Y, Z) | {X, X˜} = {x, x˜}, Y = y, Z = z]. (72)
Proof. To prove this fact, we again use the Neyman-Pearson lemma. Fix a pair {x, x˜},
and consider the simple hypothesis testing problem
H0 : (X, X˜) = (x˜, x) versus H1 : (X, X˜) = (x, x˜), (73)
where (X, X˜) are endowed with their law conditional on Y = y, Z = z, and {X, X˜} =
{x, x˜}. We seek the most powerful test of level α = 1/2. Note that under the null
distribution, the knockoff exchangeability property makes both events equally likely:
P0[(X, X˜) = (x, x˜)] = P0[(X, X˜) = (x˜, x)] = 1/2. Therefore, given any statistic T , the
level 1/2 test of the simple hypothesis (73) rejects when T (X, X˜, Y, Z) > T (X˜,X, Y, Z).
The optimal knockoff statistic T opt defined in equation (72) thus coincides with the most
powerful test for the hypothesis (73), which by Neyman-Pearson is given by
T (x, x˜, y, z)
=
P ((X, X˜) = (x, x˜)|{X, X˜} = {x, x˜}, Y = y, Z = z)
P ((X, X˜) = (x˜, x)|{X, X˜} = {x, x˜}, Y = y, Z = z)
=
P ((X, X˜) = (x, x˜)|{X, X˜} = {x, x˜}, Z = z)P (Y = y|(X, X˜) = (x, x˜), Z = z)
P ((X, X˜) = (x˜, x)|{X, X˜} = {x, x˜}, Z = z)P (Y = y|(X, X˜) = (x˜, x), Z = z)
=
P (Y = y|X = x, Z = z)
P (Y = y|X = x˜, Z = z) .
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Both steps above rely on the conditional exchangeability property (69).
We see a close parallel with Proposition 1 if we note that the optimal knockoff statistic
is equivalent to the optimal CRT statistic (71), since
n∏
i=1
f¯(Yi|Xi, Zi)
f¯(Yi|X˜i, Zi)
>
n∏
i=1
f¯(Yi|X˜i, Zi)
f¯(Yi|Xi, Zi)
⇐⇒
n∏
i=1
f¯(Yi|Xi, Zi)
f¯(Yi|Zi)
>
n∏
i=1
f¯(Yi|X˜i, Zi)
f¯(Yi|Zi)
.
While the likelihood ratio gives the most powerful one-bit p-values for a given set of
knockoff variables, note that the resulting test is not necessarily the most powerful level-
1/2 test of H0. It follows from Proposition 1 that this most powerful test is the CRT.
For level α = 1/2, this reduces to the optimal knockoffs test if the knockoffs variables
were independently sampled from the originals, conditionally on Z. This reflects the well-
known phenomenon that the power of knockoffs degrades as the correlation between X
and X˜ increases. While in the CRT it is always possible to sample X˜ independently of
X , for knockoffs one must settle for only exchangeability due to the extra constraints that
characterize this method when applied simultaneously to test many variables. The only
existing power analysis in the MX setting we are aware of is by Weinstein et al [35]. They
analyze the power of a knockoffs variant in the case of independent Gaussian covariates,
in the regime where p/n→ δ > 0. Our results are entirely complementary to theirs.
9 Discussion
Should we model X or Y |X? To circumvent the hardness of the CI testing prob-
lem mentioned in the introduction, the most common set of assumptions are parametric
models {f θ
Y |X,Z : θ ∈ Θ} for L(Y |X,Z). A subset Θ0 ⊂ Θ would then correspond to
conditional independence, such as Θ0 ≡ {(β, γ) : β = 0} for the linear model (21). The
CI testing problem (1) then reduces to testing H0 : θ ∈ Θ0 versus H1 : θ ∈ Θ \ Θ0.
In fixed (low) dimensional settings, this problem has been thoroughly studied. In high
dimensional settings, additional assumptions such as sparsity are sometimes necessary to
make the problem statistically tractable. Several works, such as those based on debiasing
the lasso [36, 37, 38, 39], have proceeded by placing linearity and sparsity assumptions on
fY |X,Z.
In this paper, we made no assumptions on Y |X,Z in order to ensure correct type-I
error control of the corresponding tests; this was guaranteed solely by the MX assumption
(3). Nevertheless, we did use a semiparametric model for Y |X,Z to guide the design
a powerful test statistic, and quantified the loss in power based on the inaccuracy of
estimating the model.
Both assumptions are stronger with increasing dimensionality [6], and the question
of whether it is more appropriate to model X or model Y |X is currently left to the
underlying application and scientific judgment.
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Connections with classical theory By shifting the modeling burden away from
Y |X,Z and onto X,Z, the MX framework proposed by Candes et al [2] initially seems
to stand apart from classical statistics. In Section 3.1, we establish a bridge from the MX
framework back to this familiar realm of Neyman-Pearson and Le Cam. As we demon-
strate throughout our paper, this connection allows us to leverage classical hypothesis
testing theory—both finite-sample and asymptotic—to better understand MX methods.
This improved theoretical understanding and stronger connection to familiar territory may
aid methodological development as well. For example, the optimality of the likelihood
ratio against point alternatives suggests a principled way of designing feature statistics
for groups of variables.
Connections with machine learning In recent years, there has been an increased
utilization of machine learning methods for the purpose of statistical inference. These
methods employ ML to create powerful test statistics, calibrating them for valid inference
with no assumptions about the machine learning method used. In addition to knockoffs
and the CRT, other examples include conformal prediction [40], classification-based two-
sample testing [41] and data-carving based multiple testing [42]. For these methods, the
more accurate the learned model, the more powerful the inference, but validity is preserved
for inaccurate models; we put this intuition on a quantitative foundation, directly tying
the prediction error of the machine learning method to the power of the CRT.
Reductions between problem classes Hypothesis tests can be categorized in many
different ways. Some common categories include independence testing, two-sample test-
ing, goodness-of-fit testing (one-sample testing), and CI testing. Even though these prob-
lem classes are often studied separately, some reduce to each other, which informally
means that an algorithm for one yields an algorithm for the other. For example, it is
well known that independence testing reduces to two sample testing, and vice versa. It
is also obvious that independence testing is a very special case of CI testing. In this
paper, we showed that the MX assumption (3) reduces the CI testing problem (1) into
a goodness-of-fit testing problem (13). What we exploited about this reduction was that
it transformed a highly composite null into a point null. Nevertheless, this reduction
perspective may allow algorithms from the vast literature on goodness-of-fit testing to be
used for CI testing. For example, this may help in settings where the MX assumption is
weakened to knowing the distribution of (X,Z) up to a nuisance parameter [6].
Future work This paper represents only the first theoretical steps towards systemati-
cally understanding the power of MX methods, and much remains to be done. Extending
our theoretical results to the case of growing dimension is important. Another direction
for future work is to analyze the case when ĝ is learned on the same data as is used for
testing. This is how the CRT was originally defined; in this paper we analyzed a simpler
variant as a first step. It would also be interesting to consider alternatives beyond the
linear model (24). A natural next step would be to consider generalized linear models.
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The connections to causal inference are tantalizing and deserve a dedicated treatment.
For example, when the MX assumption is only approximately valid, or when both the
model for X|Z (propensity score/function) and the model for Y |X,Z are learned from
data, MX analogs of double-robustness or double-machine-learning [30] are immediately
relevant. Finally, we hope that these new theoretical insights about MX methods will
lead to improved methodologies that are both statistically and computationally efficient,
along the lines of the hybrid HRT+CRT method proposed and analyzed in this paper.
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A Preliminaries: Limit theorems
We state a few key limit theorems that we use throughout the appendix. They are all
well known, but we reproduce them here for completeness. The first is a version of the
triangular array weak law of large numbers (WLLN); see for instance Feller’s textbook [43].
Theorem 3 (Weak law of large numbers). Suppose {Wi,n}i≤n,n≥1 is a triangular array of
row-wise independent, mean-zero, finite-variance random variables such that
lim
n→∞
1
n2
n∑
i=1
Var[Wi,n]→ 0. (74)
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Then,
1
n
n∑
i=1
Wi,n
p→ 0 as n→∞. (75)
Next, we state the standard form of the strong law of large numbers (SLLN).
Theorem 4 (Strong law of large numbers). If {Wi}i≥1 is an i.i.d. sequence of random
vectors with E[W1] = µ, then
1
n
n∑
i=1
Wi
a.s.→ µ as n→∞. (76)
Finally, we give a multivariate version of Lyapunov’s central theorem (CLT) in a form
that is useful to us; see e.g. [44, Theorem A.6].
Theorem 5 (Lyapunov central limit theorem). Let {Ai,n}i≤n,n≥1 be a fixed triangular
array of matrices in Rq×d for some dimension q ≥ 1. Suppose that
lim
n→∞
1
n
n∑
i=1
Ai,nΣi,nA
T
i,n = V (77)
for some positive definite matrix V ∈ Rq×q and that
lim
n→∞
1
n1+δ/2
n∑
i=1
‖Ai,n‖2+δE
[
‖X − µ‖2+δ
∣∣∣Z = Zi] <∞ for some δ > 0. (78)
Here, the norm ‖Ai,n‖ can be any matrix norm. Then, under X(n) ∼ P n0 ,
1√
n
n∑
i=1
Ai,n(Xi,n − µi,n) d→ N(0, V ) as n→∞. (79)
B Proofs of asymptotic testing results
In this appendix, we prove the asymptotic results stated in the main text. The proofs in
this section will rely on the limit theorems stated in Appendix A as well as on a couple
technical lemmas given in Appendix C.
All results assume the data-generating process introduced in Section 7. We use the
additional definitions
µ
i
≡ E[X|Z = Z i] ∈ Rd and Σi ≡ Var[X|Z = Z i] ∈ Rd×d. (80)
Note that since Zi,n = Z i ∈ Rp due to the coupling across n under both null and alternative
(definitions (67) and (68) in Section 7), we always have µi,n = µi and Σi,n = Σi.
We start by deriving the asymptotic null distribution of β̂n ∈ Rd. All calculations
below treat Y, Z as fixed due to conditioning.
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Proof of Lemma 1. Since (Y(n), Z(n)) ∼ Hn0 , we write
√
nβ̂n =
Σ−1√
n
n∑
i=1
(Xi,n − µi)(Y i − ĝ(Z i)) ≡
1√
n
n∑
i=1
Ai,n(Xi,n − µi),
where Ai,n is the fixed, symmetric d× d matrix defined as
Ai,n ≡ (Y i − ĝ(Zi))Σ−1.
We prove the convergence of the above sum via the CLT. First, we verify the convergence
of the covariance matrix (77) using the SLLN (76):
1
n
n∑
i=1
Ai,nΣi,nA
T
i,n = Σ
−1
(
1
n
n∑
i=1
(Y i − ĝ(Z i))2Σi
)
Σ−1
a.s.→ Σ−1E[(Y − ĝ(Z))2Σ]Σ−1 = S20 .
Next, we verify the Lyapunov condition (78), again using the SLLN (76):
1
n
n∑
i=1
‖Ai,n‖2+δE
[‖X − µ‖2+δ∣∣Z = Z i]
= ‖Σ−1‖2+δ 1
n
n∑
i=1
|Y i − ĝ(Z i)|2+δE
[‖X − µ‖2+δ∣∣Z = Zi]
a.s.→ ‖Σ−1‖2+δE [|Y − ĝ(Z)|2+δE [‖X − µ‖2+δ∣∣Z]] <∞.
The finiteness of the last expectation is by assumption (40). By the CLT (79), we arrive
at the asymptotic normality of β̂n, as desired.
Next, we prove Proposition 2, which states local asymptotic normality for the family
of conditional distributions Xi|Yi, Zi derived in Section 4.1. Xi are independent, but
not identically distributed after conditioning on Yi, Zi, so the LAN statement is not a
consequence of classical i.i.d. theory. While it may be possible to show this result via
Le Cam’s Proposition 6.1 [45] or Philippou and Roussas’s Theorem 3.4 [46], verifying the
technical assumptions of their theorems is slightly more complicated and round-about
than the direct proof that we present below.
Proof of Proposition 2. Denote ri,n ≡ Yi,n − g(Zi,n) and P i,nβn ≡ L(Xi,n|Yi,n, Zi,n). We
prove statements (34) and (35) in order.
Proof of statement (34) First, use equations (25) and (26) to find that
log
(
dP i,n
h/
√
n
(Xi,n)
dP i,n0 (Xi,n)
)
=
1
σ2
√
n
hTXi,nri,n − 1
2nσ2
hTXi,nX
T
i,nh− ψi,n,
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where we have defined
ψi,n ≡ logEP0
[
exp
(
1
σ2
√
n
hTXi,nri,n − 1
2nσ2
hTXi,nX
T
i,nh
)]
. (81)
Hence, accumulating across i, we have
log
dP n
h/
√
n
(X(n))
dP n0 (X(n))
=
1
σ2
√
n
n∑
i=1
hTXi,nri,n − 1
2σ2
1
n
n∑
i=1
hT (Xi,nX
T
i,n)h−
n∑
i=1
ψi,n.
Next, the Taylor expansion of the partition function ψi,n in X
T
i,nh around 0 yields
n∑
i=1
ψi,n =
1
σ2
√
n
n∑
i=1
hTµi,nri,n +
1
2σ4n
n∑
i=1
r2i,nh
TΣi,nh
− 1
2σ2n
n∑
i=1
hT (Σi,n + µi,nµ
T
i,n)h + oPn0 (1);
this statement is proved in Lemma 3. Therefore,
log
dP nh/√n(X1, . . . , Xn)
dP n0 (X1, . . . , Xn)
=
1
σ2
√
n
n∑
i=1
hT (Xi,n − µi,n)ri,n − 1
2
hT (σ−2Σ)h−En + oPn0 (1),
where we have defined
En ≡ 1
2σ2
1
n
n∑
i=1
hT (Xi,nX
T
i,n − Σi,n − µi,nµTi,n)h
+
1
2σ4n
n∑
i=1
hT (r2i,nΣi,n − σ2Σ)h.
(82)
We claim that En
Pn0→ 0. We prove this by showing the convergence to zero of both terms
constituting En, starting with the first. Note that under P
n
0 , the summands h
T (Xi,nX
T
i,n−
Σi,n − µi,nµTi,n)h are an independent but not identically distributed sequence, with each
term having mean zero. Furthermore, the SLLN (76) gives
1
n
n∑
i=1
VarPn
0
[
hT
(
Xi,nX
T
i,n − Σi,n − µi,nµTi,n
)
h
]
=
1
n
n∑
i=1
Var
[
hT
(
XXT −Σ− µµT)h | Z = Z i]
a.s.→ E [Var [hT (XXT −Σ− µµT )h | Z]]
= E
[(
hT
(
XXT −Σ− µµT) h)2]
<∞
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where the finiteness of the expectation follows from the assumed boundedness of the fourth
moments of X. Therefore, we obtain the sufficient condition (74) for the WLLN:
1
n2
n∑
i=1
VarPn0
[
hT
(
Xi,nX
T
i,n − Σi,n − µi,nµTi,n
)
h
]→ 0,
allowing us to conclude from the WLLN (75) that
1
2σ2
1
n
n∑
i=1
hT (Xi,nX
T
i,n − Σi,n − µi,nµTi,n)h
Pn0→ 0. (83)
Next, we analyze the second term of equation (82), using the fact (86) from Lemma 2:∣∣∣∣∣ 1n
n∑
i=1
hT (r2i,nΣi,n − σ2Σ)h
∣∣∣∣∣ ≡
∣∣∣∣∣ 1n
n∑
i=1
hT (ǫ2iΣi − σ2Σ)h+
1
n
n∑
i=1
ci,n,2h
TΣih
∣∣∣∣∣
≤
∣∣∣∣∣ 1n
n∑
i=1
hT (ǫ2iΣi − σ2Σ)h
∣∣∣∣∣+ 1n
n∑
i=1
|ci,n,2|hTΣih
≤
∣∣∣∣∣ 1n
n∑
i=1
hT (ǫ2iΣi − σ2Σ)h
∣∣∣∣∣+maxi≤n |ci,n,2| 1n
n∑
i=1
hTΣih
a.s.→ 0.
The almost sure convergence follows from two applications of the SLLN (76).
Thus, we have shown that En
Pn0→ 0 almost surely. It follows that
log
dP nh/√n(X(n))
dP n0 (X(n))
= h∆n − 1
2
h2I0 + oPn0 (1), (84)
so we have proved the statement (34), and we next prove statement (35).
Proof of statement (35) First, note that equation (34) implies that
log
dP n
h/
√
n
(X(n))
dP n0 (X(n))
+
1
2
hT I0h =
1√
n
n∑
i=1
Yi,n − g(Zi,n)
σ2
hT (Xi − µi) + oPn0 (1)
≡ 1√
n
n∑
i=1
ATi,n(Xi − µi) + oPn0 (1),
where we have now used Ai,n as the d-dimensional vector,
Ai,n ≡ ri,n
σ2
h.
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We now apply the CLT (Theorem 5). First, we verify the convergence of the variance
using the SLLN (76) and the fact (86):
1
n
n∑
i=1
ATi,nΣi,nAi,n = h
T 1
n
n∑
i=1
σ−4r2i,nΣi,nh
= hT
1
n
n∑
i=1
σ−4ǫ2iΣih+ h
T 1
n
n∑
i=1
σ−4ci,n,2Σih
a.s.→ hTE[σ−4ǫ2Σ]h = σ−2hTΣh.
Next, we verify the Lyapunov condition (78). To do so, we first bound the norm ‖Ai,n‖2+δ:
‖Ai,n‖2+δ = σ−4−2δ|ri,n|2+δ‖h‖2+δ = σ−4−2δ‖h‖2+δ|ǫ2i + ci,n,2|1+δ/2
≤ σ−4−2δ‖h‖2+δ2δ/2 (|ǫi|2+δ + |ci,n,2|1+δ/2) ,
where we used the inequality
|a+ b|1+δ/2 ≤ 2δ/2(|a|1+δ/2 + |b|1+δ/2).
It follows that
1
n
n∑
i=1
‖Ai,n‖2+δE
[‖X − µ‖2+δ∣∣Z = Zi,n]
≤ σ−4−2δ‖h‖2+δ2δ/2 1
n
n∑
i=1
|ǫi|2+δE
[‖X − µ‖2+δ∣∣Z = Z i]
+ σ−4−2δ‖h‖2+δ2δ/2 1
n
n∑
i=1
|ci,n,2|1+δ/2E
[‖X − µ‖2+δ∣∣Z = Z i] .
We claim that both of the sums in the last line converge to finite limits almost surely,
from which the Lyapunov condition (78) will follow. Indeed, the SLLN (76) implies that
1
n
n∑
i=1
|ǫi|2+δE
[‖X − µ‖2+δ∣∣Z = Z i] a.s.→ E [|ǫ|2+δE [‖X − µ‖2+δ∣∣Z]]
= E
[|ǫ|2+δ]E [E [‖X − µ‖2+δ∣∣Z]]
<∞
where the 2 + δ moment of ǫ is bounded by Gaussianity and that of X is bounded by
assumption. As for the second term, the SLLN (76) and the fact (86) imply that
1
n
n∑
i=1
|ci,n,2|1+δ/2E
[‖X − µ‖2+δ∣∣Z = Z i]
≤ max
i≤n
|ci,n,2|1+δ/2 1
n
n∑
i=1
E
[‖X − µ‖2+δ∣∣Z = Z i] a.s.→ 0.
Thus we are finished verifying the Lyapunov condition, so the desired asymptotic normal-
ity statement (35) now follows from the CLT (79).
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Next, we verify the joint asymptotic normality of β̂n and the likelihood ratio, the key
result from which we derive power against local alternatives.
Proof of Proposition 5. First, note that equation (34) implies(
√
nβ̂n, log
dP n
h/
√
n
(X(n))
dP n0 (X(n))
+
1
2
hT I0h
)T
=
1√
n
n∑
i=1
(
(Yi,n − ĝ(Zi,n))Σ−1, Yi,n − g(Zi,n)
σ2
h
)T
(Xi,n − µi,n) + oPn0 (1)
≡ 1√
n
n∑
i=1
Ai,n(Xi,n − µi,n) + oPn0 (1),
where
Ai,n ≡
(
(Yi,n − ĝ(Zi,n))Σ−1, Yi,n − g(Zi,n)
σ2
h
)T
≡
(
r̂i,nΣ
−1,
ri,n
σ2
h
)T
.
We apply the CLT (Theorem 5) to the triangular array {Ai,n(Xi,n − µi,n)}i≤n,n≥1. First,
we claim the following convergence of the covariance matrix, as required by equation (77):
Vn ≡
(
V
1,1
n V
1,2
n
V
2,1
n V
2,2
n
)
≡ 1
n
n∑
i=1
(
r̂i,nΣ
−1,
ri,n
σ2
h
)T
Σi,n
(
r̂i,nΣ
−1,
ri,n
σ2
h
)
a.s.→
(
S21 h
hT σ−2hTΣh
)
.
(85)
To derive this result, we rely on facts (86) and (87) from Lemma 2. We start by analyzing
V 1,1n :
V 1,1n = Σ
−1
(
1
n
n∑
i=1
r̂2i,nΣi,n
)
Σ−1
= Σ−1
(
1
n
n∑
i=1
(ǫi + g(Zi)− ĝ(Z i))2iΣi + ĉi,n,2Σi
)
Σ−1
= Σ−1
(
1
n
n∑
i=1
(ǫi + g(Zi)− ĝ(Z i))2Σi
)
Σ−1 + Σ−1
(
1
n
n∑
i=1
ĉi,n,2Σi
)
Σ−1
a.s.→ Σ−1E[(ǫ+ g(Z)− ĝ(Z))2Σ]Σ−1
= Σ−1E[ǫ2Σ+ (g(Z)− ĝ(Z))2Σ]Σ−1
= S21 .
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We used the SLLN (76) and the fact (87) to get the almost sure convergence. Next, we
analyze V 1,2n :
V 1,2n = Σ
−1 1
n
n∑
i=1
σ−2r̂i,nri,nΣi,nh
= Σ−1
1
n
n∑
i=1
σ−2(ǫi + g(Zi)− ĝ(Z i) + ĉi,n,1)(ǫi + ci,n,1)Σih
a.s.→ σ−2Σ−1E[(ǫ + g(Z)− ĝ(Z))ǫΣ]h = h.
We used the SLLN (76) and facts (86) and (87) to get the almost sure convergence.
Finally, we compute V 2,2n :
V 2,2n = h
T 1
n
n∑
i=1
σ−4r2i,nΣi,nh
= hT
1
n
n∑
i=1
σ−4ǫ2iΣih + h
T 1
n
n∑
i=1
σ−4ci,n,2Σih
a.s.→ hTE[σ−4ǫ2Σ]h = σ−2hTΣh.
The almost sure convergence is derived by the same logic as in the previous two displays.
Next, we verify the Lyapunov condition (78). To do so, we first bound the squared
Frobenius norm of the matrix Ai,n:
‖Ai,n‖2F
= r̂2i,n‖Σ−1‖2F + σ−4r2i,n‖h‖2
≤ (ǫi + g(Zi)− ĝ(Z i))2‖Σ−1‖2F + |ĉi,n,2|‖Σ−1‖2F + σ−4ǫ2i ‖h‖2 + σ−4|ci,n,2|‖h‖2
≡ (ǫi + g(Zi)− ĝ(Z i))2‖Σ−1‖2F + σ−4ǫ2i ‖h‖2 + c′i,n
≤ 2ǫ2i ‖Σ−1‖2F + 2(g(Zi)− ĝ(Z i))2‖Σ−1‖2F + σ−4ǫ2i ‖h‖2 + c′i,n
= (2‖Σ−1‖2F + σ−4‖h‖2)ǫ2i + 2‖Σ−1‖2F (g(Zi)− ĝ(Z i))2 + c′i,n
= c1ǫ
2
i + c2(g(Zi)− ĝ(Z i))2 + c′i,n,
where c1, c2 ≥ 0 are absolute constants and maxi≤n |c′i,n| a.s.→ 0. Using the inequality
(a + b+ c)1+δ/2 ≤ 3δ/2(a1+δ/2 + b1+δ/2 + c1+δ/2),
we find that
‖Ai,n‖2+δF ≤ c′1|ǫi|2+δ + c′2|g(Zi)− ĝ(Z i)|2+δ + c′′i,n,
Where c′1, c
′
2 ≥ 0 are absolute constants and the terms c′′i,n > 0 satisfy the same property
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as c′i,n. Using this inequality, we find that
1
n
n∑
i=1
‖Ai,n‖2+δF E
[‖X − µ‖2+δ∣∣Z = Zi,n]
≤ c
′
1
n
n∑
i=1
|ǫi|2+δE
[‖X − µ‖2+δ∣∣Z = Z i]
+
c′2
n
n∑
i=1
|g(Zi)− ĝ(Z i)|2+δE
[‖X − µ‖2+δ∣∣Z = Zi]
+
1
n
n∑
i=1
c′′i,nE
[‖X − µ‖2+δ∣∣Z = Z i]
a.s.→ c′1E
[|ǫ|2+δE [‖X − µ‖2+δ∣∣Z]]+ c′2E [|g(Z)− ĝ(Z)|2+δE [‖X − µ‖2+δ∣∣Z]]
<∞,
where the almost sure convergence by the SLLN (76) and the assumed moment condi-
tions (50). The conclusion now follows from the CLT (79).
C Technical lemmas
Here we present two auxiliary technical lemmas. The first gives useful approximations of
the residual terms Yi,n − g(Zi,n) and Yi,n − ĝ(Zi,n):
Lemma 2. Define ri,n ≡ Yi,n − g(Zi,n) and r̂i,n ≡ Yi,n − ĝ(Zi,n), and consider the setting
of Theorem 2 part 2. For all exponents k ≥ 1, we have
rki,n = ǫ
k
i + ci,n,k, where max
i≤n
|ci,n,k| a.s.→ 0, (86)
while for k = 1, 2, we have
r̂ki,n = (ǫi + g(Zi)− ĝ(Z i))k + ĉi,n,k, where max
i≤n
|ĉi,n,k| a.s.→ 0. (87)
Proof. A Taylor expansion gives
rki,n = (ǫi +X
T
i h/
√
n)k = ǫki + kǫ
k−1
i ζi,n, where |ζi,n| ≤ |XTi h/
√
n|.
Next, we use a fact about the maxima of i.i.d. sequences (see Example 5 of John Duchi’s
lecture notes [47]): If {Wi}i≥1 is an i.i.d. square integrable sequence of random vectors,
then
max
i≤n
n−1/2‖Wi‖ a.s.→ 0 as n→∞. (88)
Applying fact (88) to the square-integrable i.i.d. sequence Wi ≡ k|ǫi|k−1|XTi h|, we get
max
i≤n
|kǫk−1i ζi,n| ≤ max
i≤n
n−1/2k|ǫi|k−1|XTi h| = max
i≤n
n−1/2|Wi| a.s.→ 0.
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Next, suppose k = 1 or k = 2. A Taylor expansion gives
r̂ki,n = (ǫi + g(Zi)− ĝ(Z i) +XTi h/
√
n)k
= (ǫi + g(Zi)− ĝ(Z i))k + k(ǫi + g(Z i)− ĝ(Z i))k−1ζi,n,
where |ζi,n| ≤ |XTi h/
√
n|. The i.i.d. sequence Wi ≡ (ǫi+g(Zi)− ĝ(Z i))k−1|XTi h| is square
integrable due to assumption (50), so by the same logic as before we can conclude that
max
i≤n
|k(ǫi + g(Zi)− ĝ(Z i))k−1ζi,n| a.s.→ 0,
which completes the proof.
Next, we give a lemma about the behavior near β = 0 of the log-partition function ψ
introduced in equation (26).
Lemma 3. Define ψi,n as in equation (81). Under the assumptions of Proposition 2, we
have
n∑
i=1
ψi,n =
1
σ2
√
n
n∑
i=1
hTµi,nri,n +
1
2σ4n
n∑
i=1
r2i,nh
TΣi,nh
− 1
2σ2n
n∑
i=1
hT (Σi,n + µi,nµ
T
i,n)h + oPn0 (1).
Proof. Expanding the exponential in the definition of ψi,n into a second-order Taylor series
in XTi,nh with remainder, we find that
exp
(
1
σ2
√
n
hTXi,nri,n − 1
2nσ2
hTXi,nX
T
i,nh
)
= 1 +
1
σ2
√
n
hTXi,nri,n +
1
2σ4n
(r2i,n − σ2)hTXi,nXTi,nh +
1
6σ6
(r3i,n − 3σ2ri,n)
ξ3i,n
n3/2
,
where |ξi,n| ≤ |XTi,nh|. Taking an expectation conditional on Yi,n, Zi,n, it follows that
exp (ψi,n) = 1 +
1
σ2
√
n
hTµi,nri,n +
1
2σ4n
(r2i,n − σ2)hT (Σi,n + µi,nµTi,n)h
+
r3i,n − 3σ2ri,n
6σ6n3/2
EP0
[
ξ3i,n
]
.
Taking a logarithm and expanding in 1/
√
n, we have
ψi,n =
1
σ2
√
n
hTµi,nri,n +
1
2σ4n
r2i,nh
TΣi,nh− 1
2σ2n
hT (Σi,n + µi,nµ
T
i,n)h−Ei,n,
where
Ei,n ≡ ζi,n
6σ6n3/2
(
(hTµi,nri,n)
3 + 3ri,nσ
2hTµi,nh
T (Σi,n + µi,nµ
T
i,n)h− (r3i,n − 3σ2ri,n)E0
[
ξ3i,n
])
,
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and 0 ≤ ζi,n ≤ 1. The conclusion will follow if we can show that
n∑
i=1
Ei,n = oPn
0
(1). (89)
We rewrite this sum using equation (86) from Lemma 2, with k = 1, 3:
n∑
i=1
Ei,n ≡ 1
6σ6n3/2
n∑
i=1
ζi,nr
3
i,n
(
(µT
i
h)3 − E0
[
ξ3i,n
])
+
1
2σ4n3/2
n∑
i=1
ζi,nri,n
(
µT
i
h · hTΣih+ (µTi h)3 + E0
[
ξ3i,n
])
=
1
6σ6n3/2
n∑
i=1
ζi,nǫ
3
i
(
(µT
i
h)3 − E0
[
ξ3i,n
])
+
1
6σ6n3/2
n∑
i=1
ζi,nci,n,3
(
(µT
i
h)3 − E0
[
ξ3i,n
])
+
1
2σ4n3/2
n∑
i=1
ζi,nǫi
(
µT
i
h · hTΣih+ (µTi h)3 + E0
[
ξ3i,n
])
+
1
2σ4n3/2
n∑
i=1
ζi,nci,n,1
(
µT
i
h · hTΣih+ (µTi h)3 + E0
[
ξ3i,n
])
.
We start by analyzing the first term:∣∣∣∣∣1n
n∑
i=1
ζi,nǫ
3
i
(
(µT
i
h)3 − E0
[
ξ3i,n
])∣∣∣∣∣ ≤ 1n
n∑
i=1
|ζi,n||ǫi|3
(
|µT
i
h|3 + E0
[|ξi,n|3])
≤ 1
n
n∑
i=1
|ǫi|3
(
|µT
i
h|3 + E [|XTi h|3|Z i])
≤ ‖h‖
3
n
n∑
i=1
|ǫi|3
(
‖µ
i
‖3 + E [‖Xi‖3|Zi])
a.s.→ ‖h‖3E [|ǫ|3 (‖µ‖3 + E [‖X‖3|Z])]
= ‖h‖3E [|ǫ|3]E [(‖µ‖3 + E [‖X‖3|Z])] <∞.
We used the strong law of large numbers to obtain almost sure convergence, and the
boundedness of the third moments of ǫ (by Gaussianity) and ofX (by assumption) in the
last step. Therefore, the first term converges to zero almost surely. Similar calculations
shows the same for the second, third, and fourth terms. We omit them for the sake of
brevity.
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D Proofs for effect size estimation
First, we prove the consistency of β̂n.
Proof of Propositions 4 and 6. Both these propositions are consistency statements. We
start by proving that Proposition 6 implies Proposition 4. To show this, it suffices to prove
that the moment conditions (50) imply the condition (60). Indeed, if Y =Xβ+g(Z)+ǫ,
we have
EL
[
(Y − ĝ(Z))2‖X − µ‖2]
= E
[
(Xβ + ǫ+ g(Z)− ĝ(Z))2‖X − µ‖2]
≤ 3E [(Xβ)2‖X − µ‖2 + ǫ2‖X − µ‖2 + (g(Z)− ĝ(Z))2‖X − µ‖2]
<∞,
where we have used the fourth moment assumption to bound the first term, where the
finiteness of the expectation stated in the last line follows from the moment assump-
tions (50).
Now, we prove Proposition 6. We write β̂n as the sum of two terms:
β̂n = Σ
−1 1
n
n∑
i=1
(Xi − µi)(Yi − ĝ(Zi))− E[(Xi − µi)|Yi, Zi](Yi − ĝ(Zi))︸ ︷︷ ︸
≡ Bi∈Rd
+ Σ−1
1
n
n∑
i=1
E[(Xi − µi)|Yi, Zi](Yi − ĝ(Zi))︸ ︷︷ ︸
≡ Ci∈Rd
We claim that
L
(
1
n
n∑
i=1
Bi
∣∣∣∣∣Y(n), Z(n)
)
→ 0 and 1
n
n∑
i=1
Ci → Σβ, a.s. in {Y(n), Z(n)}n≥1, (90)
from which the conclusion will follow by Slutsky’s theorem. To show the convergence
in probability, we apply the WLLN to the mean zero, independent, but not identically
distributed sequence Bi. We first verify the second moment condition. To do so, we first
compute that
1
n
n∑
i=1
Var[Bi|Yi, Zi] = 1
n
n∑
i=1
Var[(X − µ)(Y − ĝ(Z))|Y = Yi,Z = Zi]
a.s→ E [Var[(X − µ)(Y − ĝ(Z))|Y ,Z]]
≤ E [‖X − µ‖2|Y − ĝ(Z)|2]
<∞,
which follows from the SLLN (76) and the moment condition (60). This allows us to
verify the WLLN second moment condition (74):
1
n2
n∑
i=1
Var[Bi|Yi, Zi] a.s→ 0.
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Therefore, the WLLN (75) yields
L
(
1
n
n∑
i=1
Bi
∣∣∣∣∣Y(n), Z(n)
)
→ 0.
Next, we apply the SLLN (76) to the i.i.d. sequence Ci:
1
n
n∑
i=1
Ci =
1
n
n∑
i=1
E[Xi − µi|Yi, Zi](Yi − ĝ(Zi))
a.s.→ E[E[X − µ|Y ,Z](Y − ĝ(Z))]
= E[E[(X − µ)(Y − ĝ(Z))|Z]]
= E[E[(X − µ)(Y − E[Y |Z])|Z]]
= Σβ.
Thus we have verified the statement (90), from which the conclusion follows.
First, we prove the unconditional asymptotic normality of the estimator β̂n in the
nonparametric case.
Proof of Proposition 7. First, note that
β̂n =
1
n
n∑
i=1
Di,
where Di are i.i.d. with
E[D] = E[Σ−1(X − µ)T (Y − ĝ(Z))] = β(L).
Furthermore, Var[D] = S˜2 <∞ by the moment condition (60). Given these observations,
the conclusion follows by standard i.i.d. theory; we omit the details for the sake of
brevity.
Next, we prove the unbiasedness claim regarding the dose response function stated in
Section 6.3.
Proof of claim (65). We verify this claim by directly substituting the definition (64) of
Y˜ (x) into its left hand side, and splitting the resulting expression into three terms. For
the first term, by the law of iterated expectation,
E
[
Y
f ∗
X
(x)
f ∗
X|Z(x)
|X = x
]
=
∫
µ(x, z)
f ∗
X
(x)
f ∗
X|Z=z(x)
f ∗
Z|X=x(z)︸ ︷︷ ︸
f∗
Z
(z)
dz = θ(x),
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A similar observation shows that the second term equals
E
[
−µ̂(x,Z) f
∗
X
(x)
f ∗
X|Z(x)
|X = x
]
=
∫
−µ̂(x, z) f
∗
X
(x)
f ∗
X|Z=z(x)
f ∗
Z|X=x(z)︸ ︷︷ ︸
f∗
Z
(z)
dz,
which ends up canceling out the third term, thus verifying claim (65).
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