To estimate the growth rate of matrix products An · · · A1 with factors from some set of matrices A, such numeric quantities as the joint spectral radius ρ(A) and the lower spectral radiusρ(A) are traditionally used. The first of these quantities characterizes the maximum growth rate of the norms of the corresponding products, while the second one characterizes the minimal growth rate. In the theory of discrete-time linear switching systems, the inequality ρ(A) < 1 serves as a criterion for the stability of a system, and the inequalityρ(A) < 1 as a criterion for stabilizability.
Introduction
Various applied and theoretical problems of computational mathematics, control theory, coding theory, combinatorics, etc. lead to the necessity to know the growth/decrease rate of products of (N × N )-matrices A n · · · A 1 with factors from some set of matrices A, see, e.g., [1, 2] , and also the bibliography in [3] . To estimate the growth rate of the corresponding matrix products such numeric characteristics of the set of matrices A are conventionally used as the joint spectral radius [4] ρ(A) = lim n→∞ sup A n · · · A 1 1 n : A i ∈ A (1) and the lower spectral radius [5] ρ(A) = lim
also called the joint spectral subradius. The limits in (1) and (2) always exist and do not depend on the norm · on the space of matrices of dimension N × N ; the corresponding proofs with historical comments can be found, e.g., in [1, 2] .
The concepts of the joint and lower spectral radius arose in the second half of the 20th century and to date several hundred publications have been devoted to their investigation, see, e.g., the bibliography in [1, 3] . One of the areas in which the application of joint and lower spectral radii is most natural and productive is the theory of linear switching systems with discrete time. In particular, the inequality ρ(A) < 1 turns out to be a stability criterion for a discrete-time linear switching system, and the inequalityρ(A) < 1 is a criterion for stabilizability.
Despite the fact that the joint and lower spectral radii are determined by 'almost identical' equalities (1) and (2) , their properties vary significantly. It suffices to mention only the fact that the joint spectral radius ρ(A) in the natural sense depends continuously on the set A, while the lower spectral radiusρ(A) in general is not a continuous function of A, see strict formulations, e.g., in [6, 7] . Moreover, a number of properties of the joint and lower spectral radii, which in the final formulation look the same, are proved with the help of completely different approaches.
What has been said above provokes a natural desire, in the author's opinion, to introduce a certain characteristic of matrix products, which would unite the concepts of both joint and lower spectral radii. To realize this idea, we consider matrix products A n B n · · · A 1 B 1 with factors A i ∈ A, B i ∈ B from two different sets of matrices A and B for which the quantities are defined, which we call further the lower and upper minimax joint spectral radius of the pair {A, B}. Both the quantities µ(A, B) and η(A, B) characterize the maximum growth rate of the matrix products A n B n · · · A 1 B 1 over all sets of matrices A i ∈ A and the minimal growth rate over all sets of matrices B i ∈ B.
Outline the content of the work. This section presents the research motivation. In Section 2, the basic facts of the theory of joint/lower spectral radius are recalled and the relationship of these concepts to the problems of stability and stabilizability of discrete-time linear switching systems in which there is no control over the parameters of the system is explained. In Section 3, the question is discussed of how the problem of the stabilizability of linear switching systems with discrete time changes in the case when a controller is added to such systems that allows controlling the parameters of the system. In Section 4, the principal concepts in this paper of the lower and upper minimax joint spectral radii for two sets of matrices A and B are introduced. Here it is also shown (Theorems 4.3 and 4.4) that the inequalities µ(A, B) < 1 and η(A, B) < 1 are the criteria for various variants of stabilization of control systems in the presence of uncontrollable external disturbances of the plant. Section 5 is devoted to a more detailed analysis of some properties of the minimax joint spectral radii. In particular, in it one class of matrices A and B is described, for which the lower and upper minimax joint spectral radii (and also some other similar quantities) coincide (Theorem 5.1). In Section 6, a brief discussion of the results is conducted and some open questions are formulated. Finally, Section 7 contains proofs of all the statements of the paper.
2 Stability/stabilizability of uncontrolled linear switching systems
In this section, we recall the control-theoretic motivation for attracting the concepts of joint and lower spectral radius for the analysis of the problem of stability and stabilizability of (uncontrolled) linear switching systems. Let us consider the discrete-time switching dynamical system A with delay in feedback, consisting of the plant A, shown in Fig. 1 , whose output is additively affected by the external perturbation f .
We assume that for each time instance n = 1, 2, . . . the output x out and the input x in of the plant A are connected by the linear equation Figure 1 : Discrete-time linear switching system where A n is a matrix of dimension N × N that takes values in some finite set of matrices A.
The sequence of matrices {A n }, depending on the context, can either be determined by external disturbances, or formed in some way in order to give the whole system some properties. The function f (n) represents additive external actions on the state vector x of the system. The block z −1 is the delay element per unit of time (one clock cycle). In this case the dynamics of the system under consideration is described by the inhomogeneous equation
in which the variables x(n) and f (n) are assumed to be column-vectors of dimension N . In the case when there are no additive external actions of f , that is, f (n) ≡ 0, the dynamics of the system is described by the homogeneous equation
Definition 2.1. A system A with zero input f , governed by equation (4), is called asymptotically stable in the class of all matrices A if
for any sequence of matrices {A n ∈ A} and any initial condition x(0).
As is known [5, [8] [9] [10] , the convergence to zero of all solutions of equation (4) in a class of matrices A implies stronger property of exponential convergence to zero of each sequence {X n } of matrix products X n = A n · · · A 1 , i.e. the existence of constants C > 0 and λ ∈ (0, 1) (independent of the matrix factors A 1 , . . . , A n ) such that A n · · · A 1 ≤ Cλ n , where · is some norm on the space of (N × N )-matrices. The latter property in turn implies the fulfillment of the inequality ρ(A) < 1, where ρ(A) is the joint spectral radius of the set of matrices A determined by equality (1) . On the other hand, the fulfillment of the inequality ρ(A) < 1 in an obvious way implies the convergence to zero of each sequence of matrices X n = A n · · · A 1 with cofactors from A. The following assertion follows from this.
Proposition 1.
A system A with zero input f , governed by equation (4) , is asymptotically stable in the class of matrices A if and only if ρ(A) < 1.
Definition 2.2.
A system A with zero input f is called pointwise stabilizable in the class of all matrices A if for each initial condition x(0) there is a sequence of matrices {A n ∈ A}, for which the convergence (5) holds. Definition 2.3. A system A with zero input f is called uniformly stabilizable or simply stabilizable in the class of all matrices A if there exists a sequence of matrices {A n ∈ A} such that the convergence (5) holds for each initial condition x(0).
Obviously, the uniform stabilizability of a system A with zero input f is equivalent to the existence of a sequence of matrices {A n ∈ A}, such that the matrix products A n · · · A 1 are normwise convergent:
In the literature, various terminology is used to denote concepts equivalent to pointwise or uniformly stabilizability. For example, in a number of works, instead of the term stabilizability, there is used a broader term controllability that goes back to R. Kalman, see, e.g., [11] [12] [13] . In [14] , for the concepts of pointwise or uniform stabilizability, the terms pointwise or uniform convergence of matrix products with matrices from A are used. Uniform convergence of matrices implies their pointwise convergence, while the converse is not true.
Example 1 ( [14, 15] ). The products of matrices from the set
, converge pointwise, but are not convergent uniformly.
To characterize the stabilizability, it is convenient to use the lower spectral radiusρ(A), defined by equality (2) . In particular, the following assertion holds.
Proposition 2.
A system A with zero input f , governed by equation (4), is uniformly stabilizable if and only ifρ(A) < 1.
The sufficiency of the conditionρ(A) < 1 for stabilizability follows directly from formula (2) . And as shown in [11, Proposition 1] , [14] , [13, Theorem 3.9] , the stabilizability of the system A, governed by equation (4), implies the inequalityρ(A) < 1.
Thus, Propositions 1 and 2 demonstrate that the joint and lower spectral radii are convenient analytical tools for analyzing the stability and stabilizability of (uncontrolled) linear switching systems. Unfortunately, the calculation of both the joint and the lower spectral radius is a complex problem, and only in exceptional cases it is possible to describe the classes of matrices for which these characteristics can be calculated in an 'explicit formula' form, see, e.g., the bibliography in [1, 3] .
Stabilizability of controlled linear switching systems
Let us turn to a more realistic discrete-time control system AB, which includes not only the plant A, but also the controller B, see Fig. 2 . Figure 2 : Control system consisting of plant A and controller B
Concerning the plant A, the same assumptions will be made as in the previous section, namely, we will assume that for each n = 1, 2, . . . the output x out of the plant A is linked with its input x in by the linear equation
where A n is an (M × N )-matrix taking values in some finite set of matrices A. The difference from assumptions (3) that were superimposed on the plant A in Section 2 is that in this case the dimensions of the input and output of the plant A do not need to be the same.
The controller B will also be assumed to be functioning for each n = 1, 2, . . . in accordance with the linear equation
in which the matrix B n of dimension N × M can be chosen from some finite set of matrices B which can be treated as the set of all available controls. In this context, the matrix sequence {A n } is determined by external (uncontrollable) disturbances of the plant, while the sequence of matrices {B n } represents the control actions of the controller, with which one can try to give desirable properties to the system under consideration. The function f (n) represents additive input effects on the state vector of the system. The block z −1 , as in Section 2, is the delay element per unit of time (one clock cycle). In this case, the dynamics of the system under consideration is governed by the equation
in which x(n) and f (n) are column-vectors of dimension N . Again, in order not to be distracted by nonessential details, we will only be interested in the stability and stabilizability of the zero solution of the system shown in Fig. 2 , in the case of zero input f , i.e. when f (n) ≡ 0. The dynamics of such a system is governed by the equation
For a control system AB with zero input f , governed by equation (6), questions about (asymptotic) stability and stabilizability similar to those for A can be posed. Definition 3.1. A system AB with zero input f is said to be asymptotically stable in the class of all perturbations A of the plant A and controls B of the controller B if
for any sequences of matrices {A n ∈ A}, {B n ∈ B} and any initial condition x(0).
We note, however, that the consideration of absolute stability for the system AB does not introduce anything new in comparison with the consideration of the system A. Obviously, the system AB with zero input f , governed by equation (6), is asymptotically stable in the class of all perturbations of A and controls B if and only if the system A with zero input f is asymptotically stable in the class of matrices
From this remark and Proposition 2 the following assertion follows. The question of the stabilizability of the system AB is less obvious. Let us consider only two variants of such stabilizability. Definition 3.3. We say that a system AB, governed by equation (6), is path-dependent stabilizable in the class of all perturbations A of the plant A by means of controls B of the controller B if for any sequence of matrices {A n ∈ A} (perturbations of the plant A) there is a sequence of matrices {B n ∈ B} (control actions of the controller B) such that, for each initial condition x(0), the convergence (7) holds. Definition 3.4. We say that the system AB, governed by equation (6), is path-independent periodically stabilizable if there exists a (universal) periodic sequence of matrices {B n ∈ B} (control actions of the controller B) such that, for each sequence of matrices {A n ∈ A} (perturbations of the plant A) and each initial condition x(0), the convergence (7) holds.
The question of the stabilizability of the system AB is close to the game-theoretic statements [16, 17] , in which there are two players, external influences and a controller, which alternately act on the plant, and first of which seeks to make the system as unstable as possible, and the second tries to stabilize it.
It is clear that path-independent periodically stabilizable systems are path-dependent stabilizable. Moreover, in both definitions of stabilizability of the system AB the condition that the convergence (7) holds for each initial condition x(0) is equivalent to the condition
Remark 1. It would be possible to introduce pointwise analogs of the concepts of path-dependent and path-independent stabilizability, cf., e.g., [11] , but this is not the purpose of the paper.
Minimax joint spectral radii
By analogy with the lower spectral radius characterizing the uniform stabilizability of the uncontrolled system A, governed by equation (4), there naturally arises the desire to introduce some numeric values characterizing the path-independent and path-dependent stabilizability of the control system AB, governed by equation (6) . As candidates for such numeric values, we propose, respectively, the quantities
where, for each n = 1, 2, . . . ,
and · is some norm on the space of matrices of dimension N × N . Since the maximin of any function does not exceed its minimax, then
which justifies the following definition.
Definition 4.1. Let {A, B} be a pair of sets of matrices of dimension N × M and M × N , respectively. The quantity µ(A, B) will be called the lower, and the quantity η(A, B) the upper minimax joint spectral radius of the pair {A, B}.
The existence of the limits in (8) results from the following Lemma 4.2, the proof of which is given in Section 7.1. Recall that a norm · in the space of matrices of dimension N × N is said to be submultiplicative if XY ≤ X · Y for any matrices X and Y . In particular, the matrix norm · is submultiplicative if it is generated by some vector norm, i.e. its value A on the matrix A is defined by the equality A = sup x =0 Ax x , where x and Ax are the norms of the corresponding vectors in R N .
Lemma 4.2. For any finite sets of matrices A and B, the limits in (8) exist and do not depend on the norm · . Moreover, if the norm · in (9) is submultiplicative, then
It is natural to expect that in the general case µ(A, B) = η(A, B), which is confirmed by the following example.
Example 2. Consider the sets A = {A 1 , A 2 } and B = {B 1 , B 2 }, where
To prove relations (11), note first that by Lemma 4.2 the quantities µ(A, B) and η(A, B) do not depend on the choice of the norm. Therefore, in this example, for · we choose the matrix norm generated by the vector max-norm: x = max {|x 1 |, |x 2 |}, where x = {x 1 , x 2 } ∈ R 2 . We further note that for an arbitrary (N × N )-matrix A the inequalities
hold, where ρ(A) is the spectral radius of the matrix A. And since the determinant of each of the matrices A 1 , A 2 , B 1 and B 2 is 1, then
for any choice of the indices i k , j k ∈ {1, 2}, k = 1, 2 . . . , n. Consequently, in our case
We now show that in fact stronger relations (11) are valid. Let us prove the first of them. Given an integer n ≥ 1, consider an arbitrary collection of matrices A i1 , . . . , A in , where i k ∈ {1, 2} for k = 1, 2 . . . , n. Then, for each k = 1, 2 . . . , n, the equality
and therefore, because of the arbitrariness of the matrices A i1 , . . . , A in ,
Hence µ(A, B) ≤ 1, which together with (12) leads to the first of relations (11).
Let us prove the second of relations (11) . Again, given an integer n ≥ 1, we consider an arbitrary set of matrices B j1 , . . . , B jn , where j k ∈ {1, 2} for k = 1, 2 . . . , n. Denote by p the number of those indices j k for which j k = 1. Then for the remaining n − p indices, the equality j k = 2 will hold. Obviously, one of the numbers p or n − p is at least n 2 . Therefore, without loss of generality, we can assume that p ≥ n 2 . We now define the sequence {i k }, k = 1, 2 . . . , n, setting i k ≡ 2. In this case, in the matrix product A in B in · · · A i1 B i1 the factors A i k B i k with sub-indices k satisfying j k = 1 will coincide with the product
And the factors A i k B i k with sub-indices k for which j k = 2 will coincide with the product A 2 B 2 = I. Therefore, the matrix product A in B in · · · A i1 B i1 can be computed explicitly:
whence in view of (13)
, and because of the assumed arbitrariness of the matrices B j1 , . . . , B jn , we get that
, which leads to the second of relations (11).
The following two theorems, the proofs of which are given in Section 7.2, are the main ones in the present paper. They confirm that the minimax joint spectral radii can actually act as characteristics of the stabilizability of the system AB. 
Other minimax characteristics of matrix products
According to [8] , in the definition (1) of the joint spectral radius ρ(A), the norm · can be replaced by the spectral radius ρ(·) (with the simultaneous change of the limit to the upper limit):
the corresponding assertion is known as the Berger-Wang theorem [8] . Similarly, if in the definition (2) we replace the norm · by the spectral radius ρ(·) and the limit by the lower limit, then we obtain another formula for the lower spectral radiuš By analogy with formulas (14) and (15) for the joint and lower spectral radius, we define the following minimax characteristics of matrix products:
and alsoμ
where, for each n = 1, 2, . . . ,μ
Obviously, along with the already introduced lower and upper minimax joint spectral radii µ(A, B) and η(A, B), the quantities (16) and (17) could also claim the role of numeric quantities that characterize the stabilizability of a controlled system AB, governed by equation (6) .
Since the spectral radius of a linear operator does not exceed its norm, and the quantities µ At least one class of such matrices, introduced in [16, 19, 20] , is described in the following Theorem 5.1. However, before proceeding to its formulation, we have to recall the necessary definitions and facts.
For the vectors x, y ∈ R N , we will write x y (respectively, x > y) if the coordinates of the vector x are not less than the corresponding coordinates of the vector y (respectively, strictly greater than the corresponding coordinate of the vector y). Similar notation will be applied to matrices. As usual, a vector or a matrix will be called nonnegative if all their elements are nonnegative, and positive if all their elements are positive.
We denote by M(N, M ) the set of real (N × M )-matrices. Following [20, 21] , we say that a set of positive matrices A ⊂ M(N, M ) is an H-set (or hourglass set) if for each pair (Ã, u), whereÃ is a matrix from the set A, and u is a positive vector, the following statements hold:
• either Au Ã u for all A ∈ A, or there exists a matrixĀ ∈ A such thatĀu Ã u andĀu =Ãu;
• either Au Ã u for all A ∈ A, or there exists a matrixĀ ∈ A such thatĀu Ã u andĀu =Ãu. The set of all compact H-sets of positive matrices of dimention N × M will be denoted by H(N, M ).
Example 3. We call a set of positive matrices A = {A 1 , A 2 , . . . , A n } linearly ordered if 0 < A 1 < A 2 < · · · < A n . Obviously, any linearly ordered set of positive matrices is an H-set of matrices. In particular, any set consisting of a single positive matrix is an H-set. 
wherein each of the rows a i = (a i1 , a i2 , . . . , a iM ) of dimension M is taken from some set of rows A i , i = 1, 2, . . . , N .
For example, if N = 2 and
will be the set of matrices with independent row uncertainty. The proof of Theorem 5.1 is given in Section 7.3.
Comments and open problems
Let A be a set of square matrices of dimension N × N , and I := {I} be the one-element set of matrices consisting of the identity matrix of dimension N × N . Then the following equalities are obvious:
Remark 2. The joint spectral radius ρ(·) is in the natural sense continuous and even is a locally Lipschitz function of its argument, see the details and exact formulations in [1, [23] [24] [25] . At the same time, the lower spectral radiusρ(·) in the general case is not a continuous function [1, 6, 26] . But due to (20)
and therefore in the general case neither µ(·, ·) nor η(·, ·) are continuous functions of their arguments.
In the theory of the joint/lower spectral radius, the Berger-Wang theorem [2, 5, 8, 18 ] plays a significant role. This theorem makes it possible to express the joint and lower spectral radii by means of equalities (14) and (15), respectively. In this connection, the following problems arise. We need the following auxiliary assertion.
Lemma 7.1. Let X, Y , U and V be compacts in some topological spaces. Then the following assertions hold.
(i) Let f (x), g(y) and h(x, y) be continuous nonnegative functions on the sets X, Y and X × Y , respectively, such that for any x ∈ X, y ∈ Y the following inequality holds:
Then max
(ii) Let F (x, u), G(y, v) and H(x, y, u, v) be continuous nonnegative functions on the sets X × U , Y × V and X × Y × U × V , respectively, such that for any x ∈ X, y ∈ Y , u ∈ U , v ∈ V the following inequality holds:
Then min 
To prove the second inequality in (23), denote by x 0 ∈ X and y 0 ∈ Y the points at which the minima of the functions f (x) and g(y), respectively, are attained. Then, obviously,
In this case, by virtue of (22) min x∈X,y∈Y
whence the second of the inequalities in (23) follows. Assertion (i) is proved.
(ii) Let us prove the first of inequalities (25) . Fix u ∈ U , v ∈ V , and calculate the maxima of the functions F (x, u), G(y, v) and H(x, y, u, v) over all x ∈ X, y ∈ Y . By virtue of the already proved assertion (i), we obtain that max x∈X,y∈Y
Taking now in this inequality the minimum of both sides in u ∈ U , v ∈ V , we, again by assertion (i), obtain the first of inequalities (25) .
The second of inequalities (25) can be proved similarly.
Now we pass to the proof of Lemma 4.2.
Proof of Lemma 4.2. We recall that a nonnegative function of the natural argument ν(n) is said to be submultiplicative if for all m, n ≥ 0 the inequality ν(m + n) ≤ ν(m)ν(n) holds. Let us show that the functions µ n (A, B) and η n (A, B), defined by equalities (9) , are submultiplicative with respect to n. Fix integers m, n ≥ 1. Then for any collections of matrices A 1 , . . . , A m+n ∈ A and B 1 , . . . , B m+n ∈ B under the assumption of submultiplicativity of the matrix norm · the inequality
takes place. Introducing the variables
and the functions
from (26) we get that the functions F, G and H satisfy condition (24) . Then by virtue of assertion (ii) of Lemma 7.1, the following inequalities hold:
which mean that the functions µ n (A, B) and η n (A, B) are submultiplicative with respect to n.
In this case the existence of the limits in (8) and the validity of equalities (10) follows from the well-known Fekete lemma [27] .
To prove the independence of the limits in (8) from the choice of the norm, we first note that any two norms · 1 and · 2 on the set of (N × N )-matrices are equivalent to each other, i.e. for them there are constants c, C > 0 such that
for any (N × N )-matrix X. In this case, for each matrix product A n B n · · · A 1 B 1 the following inequalities hold:
Here, obviously, c 1 n , C 1 n → 1 as n → ∞, from which it follows that the corresponding limits in (8) , computed for the norms · 1 and · 2 , actually coincide. This completes the proof of the independence of the limits in (8) from the choice of the norm.
Proofs of Theorems 4.3 and 4.4
For the proof we need a number of auxiliary assertions.
Lemma 7.2 (see [28, Theorem 1])
. Let A and B be finite sets of matrices of dimension N × M and M × N , respectively, and · be a norm on the space of matrices of dimension N × N . If the corresponding system AB is path-dependent stabilizable, then there exist constants C > 0 and λ ∈ (0, 1) such that for any sequence of matrices {A n ∈ A} there is a sequence of matrices {B n ∈ B} for which
Lemma 7.3 (see [28, Theorem 2])
. Let A and B be finite sets of matrices of dimension N × M and M ×N , respectively, and · be a norm on the space of matrices of dimension N ×N . Suppose that the corresponding system AB is path-independent periodically stabilizable and {B n ∈ B} is a sequence of matrices that realizes its universal periodic stabilization. Then there exist constants C > 0 and λ ∈ (0, 1) such that the inequalities
hold for any sequence of matrices {A n ∈ A}.
Lemma 7.4. Let A and B be finite sets of matrices of dimension N ×M and M ×N , respectively, and · be a norm on the space of matrices of dimension N × N . Then the following assertions hold.
(i) If µ(A, B) < 1, then there exist a constant σ ∈ (0, 1) and a positive integer k such that
If there exist a constant σ ∈ (0, 1) and a positive integer k for which condition (27) holds in some submultiplicative matrix norm · , then µ(A, B) < 1.
(ii) If η(A, B) < 1, then there exist a constant σ ∈ (0, 1) and a positive integer k such that
If there exist a constant σ ∈ (0, 1) and a positive integer k for which condition (28) holds in some submultiplicative matrix norm · , then η(A, B) < 1.
Proof. If µ(A, B) < 1, then by the definition (8) there can be found a constant σ ∈ (0, 1) and a positive integer k such that µ k (A, B) ≤ σ. The last condition, by the definition (9) of the value µ k (A, B), is just written as (27) .
Now let · be a submultiplicative matrix norm for which condition (27) holds for some σ ∈ (0, 1) and natural k. Then for any collection of matrices A 1 , . . . , A k ∈ A there is a collection of matrices B 1 , . . . , B k ∈ B such that A k B k · · · A 1 B 1 ≤ σ. Hence, for any set of matrices A 1 , . . . , A k ∈ A, the estimate
and, by virtue of relations (10), from Lemma 4.2 we obtain that µ(A, B) ≤ σ
The proof of assertion (ii) is similar.
Proof of Theorem 4.3. Suppose that the system AB is path-dependent stabilizable in the class of all perturbations A and controls B. Fix some number σ ∈ (0, 1). For it, by Lemma 7.2, a natural k can be found such that for any collection of matrices A 1 , . . . , A k ∈ A there is a collection of matrices B 1 , . . . , B k ∈ B satisfying
Hence, by assertion (i) of Lemma 7.4, we obtain that µ(A, B) < 1. Now let µ(A, B) < 1. Then by assertion (i) of Lemma 7.4 there is a constant σ ∈ (0, 1) and a natural k such that condition (27) is satisfied. We will show that the fulfillment of this condition implies the path-dependent stabilizability of the system AB in the class of all perturbations A and controls B.
Given an arbitrary sequence {A n ∈ A}, by condition (27) there exists for it a collection of matrices B 1 , . . . , B k such that
Next, consider the sequence of matrices {A n ∈ A, n ≥ k + 1} (the 'tail' of the sequence {A n ∈ A} starting with index k + 1). Again, because of condition (27) , there is a collection of matrices B k+1 , . . . , B 2k such that
We continue in the same way to construct for each m = 3, 4, . . . the collections of matrices B k(m−1)+1 , . . . , B km for which
It is easy to see that the constructed sequence of matrices {B n } satisfies the inequalities
whence by the boundedness of the norms of all matrices AB, where A ∈ A and B ∈ B (recall that the sets of matrices A and B are finite), the matrix products A n B n · · · A 1 B 1 converge to zero. The theorem is proved.
The proof of Theorem 4.4 almost literally repeats the above proof of Theorem 4.3. Nevertheless, for the sake of completeness, we give it, too.
Proof of Theorem 4.4. Suppose that the system AB is path-independent periodically stabilizable in the class of all perturbations A. Fix some number σ ∈ (0, 1). For it, by Lemma 7.3, we can find a natural k and a sequence of matrices {B n ∈ B} such that for any collection of matrices A 1 , . . . , A k ∈ A the inequalities
hold. From here, by assertion (ii) of Lemma 7.4, we obtain that η(A, B) < 1. Now let η(A, B) < 1. Then by assertion (ii) of Lemma 7.4 there exists a constant σ ∈ (0, 1), a natural k and a collection of matricesB 1 , . . . ,B k ∈ A, for which condition (28) is satisfied. Extend the collection of matricesB 1 , . . . ,B k ∈ A by periodicity to the infinite k-periodic sequence {B n ∈ B}. We show that in this case the system AB will be path-independent periodically stabilizable by the sequence {B n ∈ B} in the class of all perturbations A.
Take an arbitrary sequence {A n ∈ A}. Then, for each m = 1, 2, . . . , by virtue of condition (28) and k-periodicity of the sequence {B n ∈ B} the relations
will take place. Consequently,
whence by the boundedness of the norms of all matrices AB, where A ∈ A and B ∈ B (recall that the sets of matrices A and B are finite), the matrix products A nBn · · · A 1B1 are convergent to zero. The theorem is proved.
Proof of Theorem 5.1
In the following discussions, the minimax equality
which is valid for any compact sets of matrices A ∈ H(N, M ) and B ∈ H(M, N ), plays the key role. This equality is obtained from the following equality proved in [20, Theorem 3.3] :
if to interchange the variables A and B (and the sets A and B, respectively) in the latter and notice that for any matrices A and B (rectangular, in the general case) the equality ρ(AB) = ρ(BA) holds.
In the theory of functions, one of the fundamental criteria for the feasibility of a minimax equality is the so-called saddle point principle, see [29, Section 13.4] , which, in relation to the situation we are considering, states that the minimax equality (29) is satisfied if and only if there are matricesÃ ∈ A andB ∈ B such that
for all A ∈ A and B ∈ B.
Also, an important property of H-sets of matrices is that for them the joint and lower spectral radii can be calculated constructively. In particular, as shown in [21, Theorem 3] , for any compact set of matrices A ∈ H(N, N ) the equalities
hold for each n ≥ 1, from which it follows by virtue of (2) and (14) that
The following lemma, which is a natural generalization of Theorem 3 from [21] , shows that for H-sets of matrices, not only the joint and lower spectral radii can be constructively calculated, but also the minimax quantitiesμ(A, B),η(A, B),μ(A, B) andη(A, B). 
where the quantitiesμ n (A, B) andη n (A, B) are defined by equalities (18) , and therefore, by virtue of the definitions (16) and (17),
Proof. We will use the idea of a proof of Theorem 13 from [16] , which is close in meaning. Fix n ≥ 1. By the definition (18) of the quantityμ n (A, B) we havē
whereÃB := {B :B =ÃB, B ∈ B}.
We now note that, as follows from [21, Theorem 2] , the set of matricesÃB is an H-set, since the one-element set of matrices {Ã} and the set of matrices B are both H-sets. 
where AB := {Ã :Ã = AB, A ∈ A}.
Again, by virtue of [21, Theorem 2] , the set of matrices AB is an H-set, since the oneelement set of matrices {B} and the set of matrices A are both H-sets. 
Comparing inequalities (35) and (37), we obtain thatμ n (A, B) ≥ ρ(ÃB) n ≥η n (A, B). On the other hand, since the maximin of a function does not exceed its minimax, we find from the definition (18) thatμ n (A, B) ≤η n (A, B), which implies equality (33). The lemma is proved.
Now we can proceed to the proof of Theorem 5.1. 
Unfortunately, as follows from Example 2, in the general case µ n (A, B) = η n (A, B), and therefore we can not directly use the scheme of proving Lemma 7.5 to prove equalities (38). Nevertheless, the idea of proving Lemma 7.5 still turns out to be workable after small changes. Let · be the matrix norm on the space of matrices of dimension N × N generated by some vector norm · on R N . In this case, by the definition ( 
As was mentioned in the proof of Lemma 7.5, the set of matricesÃB is an H-set. 
Here again, as was mentioned in the proof of Lemma 7.5, the set of matrices AB is an H-set. 
Comparing inequalitie (40) and (42), we get that µ(A, B) ≥ ρ(ÃB) ≥ η(A, B). But on the other hand, since the minimax of a function does not exceed its maximin, from the definitions (8) we get that µ(A, B) ≤ η(A, B), from which equality (38) follows.
The theorem is proved. 
where A ∈ H(N, M ) and B ∈ H(M, N ), and the symbol co(·) denotes the convex hull of a set. The validity of this remark follows from the fact that all the statements used in the proof of Theorem 5.1 are proved in [20] namely for the setsÃ andB satisfying the inclusions (43).
