Let λ ∈ P + be a level-zero dominant integral weight, and w an arbitrary coset representative of minimal length for the cosets in W/W λ , where W λ is the stabilizer of λ in a finite Weyl group W . In this paper, we give a module K − w (λ) over the negative part of a quantum affine algebra whose graded character is identical to the specialization at t = ∞ of the nonsymmetric Macdonald polynomial E wλ (q, t) multiplied by a certain explicit finite product of rational functions of q of the form (1 − q −r ) −1 for a positive integer r. This module K − w (λ) (called a level-zero van der Kallen module) is defined to be the quotient module of the level-zero Demazure module V − w (λ) by the sum of the submodules V − z (λ) for all those coset representatives z of minimal length for the cosets in W/W λ such that z > w in the Bruhat order < on W .
1 Introduction.
In our previous paper [NS] , we computed the graded character gch V − e (λ) of the Demazure submodule V − e (λ) of a level-zero extremal weight module V (λ) over the quantum affine algebra U q (g af ) associated to a nontwisted affine Lie algebra g af , where λ ∈ P + is a levelzero dominant integral weight and e is the identity element of the affine Weyl group W af . integral weight. We set S = S λ := i ∈ I | λ, α ∨ i = 0 , and let W S denote the set of minimal-length coset representatives for the cosets in W/W S , where W S := s i | i ∈ S is the subgroup of the finite Weyl group W = s i | i ∈ I ; we denote by w • (S) the longest element of W S . For w ∈ W S , we set
here we know from [NS] that V − z (λ) ⊂ V − w (λ) for all z ∈ W S such that z > w in the Bruhat order < on the finite Weyl group W . We call the module K − w (λ) a level-zero van der Kallen module. Our main result is the following. Theorem 1. Let λ ∈ P + be a level-zero dominant integral weight, and let w ∈ W S . Then the graded character gch K w can be expressed as follows:
E wλ (q, ∞), where ǫ i = ǫ i (⌈w⌉) := 1 if ⌈w⌉s i > ⌈w⌉, 0 if ⌈w⌉s i < ⌈w⌉.
Here, ⌈w⌉ := ww • (S) ∈ W denotes the maximal-length representative for the coset wW S ∈ W/W S .
Our proof of this theorem is a crystal-theoretic one, which is based on the formulas for the graded character gch V the rank two cases, though the construction of the module K − w (λ) above is inspired by [FKM] .
In Appendix A, we give another proof of Theorem 1, which is based on the recursive formula for the specialization at t = ∞ of the nonsymmetric Macdonald polynomials due to Cherednik-Orr ([CO] ); we would like to thank a referee for suggesting this recursive proof. A key to this proof is Lemma A.2 (or rather equivalently, Proposition A.1). As a consequence of this lemma, we obtain a formula, which expresses the graded character of a Demazure submodule of a level-zero extremal weight module as an explicit sum of the graded characters of level-zero van der Kallen modules: for each w ∈ W S ,
Finally, in Appendix B, we remark that the cyclic vector of (the classical limit , i.e., the limit at q → 1 of) the level-zero van der Kallen module K 2 Main result.
Affine Lie algebras.
Let g be a finite-dimensional simple Lie algebra over C with Cartan subalgebra h. Denote by {α ∨ i } i∈I and {α i } i∈I the set of simple coroots and simple roots of g, respectively, and set Q := i∈I Zα i , Q + := i∈I Z ≥0 α i , and Q ∨ := i∈I Zα ∨ i , Q ∨,+ := i∈I Z ≥0 α ∨ i ; for ξ, ζ ∈ Q ∨ , we write ξ ≥ ζ if ξ − ζ ∈ Q ∨,+ . Let ∆, ∆ + , and ∆ − be the set of roots, positive roots, and negative roots of g, respectively, with θ ∈ ∆ + the highest root of g. For a root α ∈ ∆, we denote by α ∨ its dual root. We set ρ := (1/2) α∈∆ + α. Also, let ̟ i , i ∈ I, denote the fundamental weights for g, and set
Let g af = C[z, z −1 ]⊗g ⊕Cc⊕Cd be the untwisted affine Lie algebra over C associated to g, where c is the canonical central element, and d is the scaling element (or the degree operator), with Cartan subalgebra h af = h ⊕ Cc ⊕ Cd. We regard an element µ ∈ h * := Hom C (h, C) as an element of h * af by setting µ, c = µ, d := 0, where · , · : h * af ×h af → C denotes the canonical pairing of h * af := Hom C (h af , C) and h af . Let {α ∨ i } i∈I af ⊂ h af and {α i } i∈I af ⊂ h * af be the set of simple coroots and simple roots of g af , respectively, where I af := I ⊔ {0}; note that α i , c = 0 and α i , d = δ i0 for i ∈ I af . Denote by δ ∈ h * af the null root of g af ; recall that α 0 = δ − θ. Also, let Λ i ∈ h * af , i ∈ I af , denote the fundamental weights for g af such that Λ i , d = 0, and set P af := i∈I af ZΛ i ⊕ Zδ ⊂ h * , P 0 af := µ ∈ P af | µ, c = 0 ; (2.2) notice that P 0 af = P ⊕ Zδ, and that µ, α ∨ 0 = − µ, θ ∨ for µ ∈ P 0 af . We remark that for each i ∈ I, ̟ i is equal to Λ i − Λ i , c Λ 0 , which is called the level-zero fundamental weight in [Kas2] .
Let W := s i | i ∈ I and W af := s i | i ∈ I af be the (finite) Weyl group of g and the (affine) Weyl group of g af , respectively, where s i is the simple reflection with respect to α i for each i ∈ I af . We denote by ℓ : W af → Z ≥0 the length function on W af , whose restriction to W agrees with the one on W , by e ∈ W ⊂ W af the identity element, and by w • ∈ W the longest element. Denote by ≥ the (ordinary) Bruhat order on W . For each ξ ∈ Q ∨ , let t ξ ∈ W af denote the translation in h * af by ξ (see [Kac, Sect. 6 .5]); for ξ ∈ Q ∨ , we have t ξ µ = µ − µ, ξ δ if µ ∈ h * af satisfies µ, c = 0. (2.3) Then, t ξ | ξ ∈ Q ∨ forms an abelian normal subgroup of W af , in which t ξ t ζ = t ξ+ζ holds for ξ, ζ ∈ Q ∨ . Moreover, we know from [Kac, Proposition 6.5 ] that
Denote by ∆ af the set of real roots of g af , and by ∆ + af ⊂ ∆ af the set of positive real roots; we know from [Kac, Proposition 6.3 ] that ∆ af = α + nδ | α ∈ ∆, n ∈ Z , and ∆ + af = ∆ + ⊔ α + nδ | α ∈ ∆, n ∈ Z >0 . For β ∈ ∆ af , we denote by β ∨ ∈ h af its dual root, and s β ∈ W af the corresponding reflection; if β ∈ ∆ af is of the form β = α + nδ with α ∈ ∆ and n ∈ Z, then s β = s α t nα ∨ ∈ W ⋉ Q ∨ .
Finally, let U q (g af ) (resp., U ′ q (g af )) denote the quantized universal enveloping algebra over C(q) associated to g af (resp., [g af , g af ]), with E i and F i , i ∈ I af , the Chevalley generators corresponding to α i and −α i , respectively. We denote by U − q (g af ) the negative part of U q (g af ), that is, the C(q)-subalgebra of U q (g af ) generated by F i , i ∈ I af .
Parabolic semi-infinite Bruhat graph.
In this subsection, we take and fix an arbitrary subset S ⊂ I. We set
Let W S denote the set of minimal-length coset representatives for the cosets in W/W S ; we know from [BB, Sect. 2.4 ] that
For w ∈ W , we denote by ⌊w⌋ = ⌊w⌋ S ∈ W S (resp., ⌈w⌉ = ⌈w⌉ S ) the minimal-length (resp., maximal-length) coset representative for the coset wW S in W/W S ; note that ⌈w⌉ = ⌊w⌋w • (S), where w • (S) denotes the longest element of the subgroup W S of W . Also, following [P] (see also [LS, Sect. 10 ]), we set
We know from [P] (see also [LS, Lemma 10.6] ) that for each x ∈ W af , there exist a unique x 1 ∈ (W S ) af and a unique
denote the projection, where x = x 1 x 2 with x 1 ∈ (W S ) af and x 2 ∈ (W S ) af .
Lemma 2.1.
(1) It holds that
Proof. Part (1) follows from [LS, Proposition 10 .10], and part (2) follows from [LNS 3 1, (3.7)]. The "if" part of part (3) is obvious by part (1) and the fact that t ξ−ζ ∈ (W S ) af .
The "only if" part of part (3) is obvious by part (2).
Definition 2.2. Let x ∈ W af , and write it as x = wt ξ with w ∈ W and ξ ∈ Q ∨ . We define the semi-infinite length ℓ Lu2] ; see also [P] ).
(1) The (parabolic) semi-infinite Bruhat graph BG ∞ 2 ((W S ) af ) is the ∆ + af -labeled directed graph whose vertices are the elements of (W S ) af , and whose directed edges are of the form: x β − → y for x, y ∈ (W S ) af and β ∈ ∆ + af such that y = s β x and ℓ
(2) The (parabolic) semi-infinite Bruhat order is a partial order on (W S ) af defined as follows: for x, y ∈ (W S ) af , we write x y if there exists a directed path in BG ∞ 2 ((W S ) af ) from x to y; we write x ≺ y if x y and x = y.
Remark 2.4. In the case S = ∅, the semi-infinite Bruhat order on W af is essentially the same as the generic Bruhat order introduced in [Lu1] ; see [INS, Appendix A.3] for details. Also, for a general S, the parabolic semi-infinite Bruhat order on (W S ) af is essentially the same as the partial order on S-alcoves introduced in [Lu2] when we take a special point to be the origin.
Remark 2.5. It follows from the definition that the restriction of the semi-infinite Bruhat order on (W S ) af to W S ⊂ (W S ) af agrees with the (ordinary) Bruhat order ≥ on W S .
In Section 4.2 below, we recall some of the basic properties of the semi-infinite Bruhat order.
Crystal bases of extremal weight modules.
In this subsection, we fix λ ∈ P + ⊂ P 0 af (see (2.1) and (2.2)). Let V (λ) denote the extremal weight module of extremal weight λ over U q (g af ), which is an integrable U q (g af )-module generated by a single element v λ with the defining relation that v λ is an extremal weight vector of weight λ; recall from [Kas2, Sect. 3 .1] and [Kas3, Sect. 2.6 ] that v λ is an extremal weight vector of weight λ if (v λ is a weight vector of weight λ and) there exists a family {v x } x∈W af of weight vectors in V (λ) such that v e = v λ , and such that for every i ∈ I af and x ∈ W af with n := xλ, α ∨ i ≥ 0 (resp., ≤ 0), the equalities E i v x = 0 and
hold, where for i ∈ I af and k ∈ Z ≥0 , the
are the k-th divided powers of E i and F i , respectively; note that v x is an extremal weight vector of weight xλ. We know from [Kas1, Proposition 8.2 .2] that V (λ) has a crystal basis (L(λ), B(λ)) and the corresponding global basis G(b) | b ∈ B(λ) ; we denote by u λ the element of B(λ) such that G(u λ ) = v λ . It follows from [Kas1, Sect. 7] that the affine Weyl group W af acts on B(λ) by
for b ∈ B(λ) and i ∈ I af .
We know the following from [Kas2] (see also [NS, Sect. 5.2] ). Let i ∈ I.
(i) The crystal graph of B(̟ i ) is connected, and
; thus, this map commutes with the Kashiwara operators e j , f j ,
; this induced map commutes with the Kashiwara operators e j , f j , j ∈ I af , on L(̟ i )/qL(̟ i ), and satisfies
Let us write λ ∈ P + as λ = i∈I m i ̟ i , with m i ∈ Z ≥0 for i ∈ I. We fix an arbitrary total order on I, and then set V (λ) := i∈I V (̟ i ) ⊗m i . By [BN, Eq. (4.8) 
. For each i ∈ I and 1 ≤ k ≤ m i , we define z i,k to be the U ′ q (g af )-module automorphism of V (λ) which acts as z i only on the k-th factor of V (̟ i ) ⊗m i in V (λ), and as the identity map on the other factors of V (λ); these
commute with each other. We define
Here, for a partition χ = (χ 1 ≥ · · · ≥ χ m ) of length less than or equal to m ∈ Z ≥0 , s χ (x) = s χ (x 1 , . . . , x m ) denotes the Schur polynomial in the variables x 1 , . . . , x m corresponding to the partition χ. We can easily show (see [NS, Sect. 7.3 
in such a way that the following diagram commutes:
(2.14)
note that z ρ v λ = S − ρ v λ in the notation of [BN] (and [NS] ). Here, recall that
above that the map s ρ (z −1 ) preserves L(λ). Also, we know from [BN, page 369 , the 2nd
, and hence induces a C-linear map z ρ : L(λ)/qL(λ) → L(λ)/qL(λ); this map commutes with the Kashiwara operators. It follows from [BN, p. 371] that 15) where B 0 (λ) denotes the connected component of B(λ) containing u λ , and
is a partition of length < m i for each i ∈ I ; (2.16) we understand that a partition of length less than 0 is the empty partition ∅. For ρ ∈ Par(λ), we set
Remark 2.6. We see from [BN, Theorem 4.16 (ii) ] (see also the argument after [NS, (7.3.8) 
2.4 Level-zero van der Kallen modules and their graded characters.
Let λ ∈ P + ⊂ P 0 af , and set
Let {v x } x∈W af be the family of extremal weight vectors in V (λ) corresponding to v λ (see Section 2.3). For each x ∈ W af , we define the Demazure submodule
We see that the Demazure submodule V − x (λ) has the (h af -)weight space decomposition of the form: [NS, Sect. 4 .1]) that V 
by [NNS1, Lemma 5.4 .1], we have see (2.23) and Remark 2.5).
Also, for each w ∈ W S , we define another quotient 25) where z ρ : V (λ) → V (λ) is as in (2.14). Here we know from [NNS1, (5.15 ) and (5.16)] that if we set
By putting q := e δ , we define
The following is the main result of this paper.
Theorem 2.8 (cf. [FKM, Corollaries 3.19 and 3.20] ). Let λ ∈ P + , and set S = S λ :=
where E wλ (q, ∞) is the specialization of the nonsymmetric Macdonald polynomial E wλ (q, t) at t = ∞, and for i ∈ I,
Remark 2.9. Keep the notation and setting of the theorem above. We see by (2.4) that S) . Hence it follows that ⌈w⌉s i < ⌈w⌉ for all i ∈ S.
We will give a proof of Theorem 2.8 in Section 5.
Definition 3.1. For a rational number 0 < a < 1, we define BG
with the same vertex set but having only those directed edges of the form x β − → y for which a xλ, β ∨ ∈ Z holds.
of a strictly decreasing sequence x : x 1 ≻ · · · ≻ x s of elements in (W S ) af and an increasing sequence a : 0 = a 0 < a 1 < · · · < a s = 1 of rational numbers satisfying the condition that there exists a directed path from
We denote by B ∞ 2 (λ) the set of all semi-infinite LS paths of shape λ. Following [INS, Sect. 3 .1] (see also [NS, Sect. 2 .4]), we endow the set B ∞ 2 (λ) with a crystal structure with weights in P af as follows. Let π ∈ B ∞ 2 (λ) be of the form (3.1). We define π : [0, 1] → R ⊗ Z P af to be the piecewise-linear, continuous map whose "direction vector" for the
We know from [INS, Proposition 3.1.3 ] that π is an (ordinary) LS path of shape λ, introduced in [Li, Sect. 4] . We set
We define root operators e i , f i , i ∈ I af , in the same manner as in [Li, Sect. 2] . Set 
notice that H π i (t) is strictly decreasing on the interval [t 0 , t 1 ]. Let 1 ≤ p ≤ q ≤ s be such that a p−1 ≤ t 0 < a p and t 1 = a q . Then we define e i π to be
(3.6) if t 0 = a p−1 , then we drop x p and a p−1 , and if s i x q = x q+1 , then we drop x q+1 and a q = t 1 . Similarly, we define f i π as follows. Note that
notice that H π i (t) is strictly increasing on the interval [t 0 , t 1 ]. Let 0 ≤ p ≤ q ≤ s − 1 be such that t 0 = a p and a q < t 1 ≤ a q+1 . Then we define f i π to be
(3.8)
if t 1 = a q+1 , then we drop x q+1 and a q+1 , and if x p = s i x p+1 , then we drop x p and a p = t 0 .
In addition, we set e i 0 = f i 0 := 0 for all i ∈ I af .
Theorem 3.3 (see [INS, Theorem 3.1.5] ).
(1) The set B ∞ 2 (λ)⊔{0} is stable under the action of the root operators e i and f i , i ∈ I af .
(2) For each π ∈ B ∞ 2 (λ) and i ∈ I af , we set
Then, the set B ∞ 2 (λ), equipped with the maps wt, e i , f i , i ∈ I af , and ε i , ϕ i , i ∈ I af , defined above, is a crystal with weights in P af .
Finally, if π ∈ B ∞ 2 (λ) is of the form (3.1), then we set κ(π) := x s ∈ (W S ) af , and call it the final direction of π. For x ∈ W af , we set
3.2 Realization of the crystal bases of Demazure submodules by semi-infinite LS paths.
As in the previous subsection, we fix λ ∈ P + , and take S = S λ as in (2.18). We write λ ∈ P + as λ = i∈I m i ̟ i with m i ∈ Z ≥0 for i ∈ I; recall the definitions of Par(λ) and Par (λ) from (2.12) and (2.16), respectively. For ρ = (ρ (i) ) i∈I ∈ Par(λ), we set |ρ| := i∈I |ρ
where for a partition χ = (χ 1 ≥ χ 2 ≥ · · · ≥ χ m ), we set |χ| := χ 1 + · · · + χ m . We equip the set Par(λ) with a crystal structure as follows: for each ρ = (ρ (i) ) i∈I ∈ Par(λ), we set
, where e is the identity element of W af .
Proposition 3.4. Keep the notation and setting above.
contains a unique element of the form:
for some s ≥ 1 and ξ 1 , ξ 2 , . . . , ξ s−1 ∈ Q ∨,+ (see [INS, Proposition 7.1.2] ).
(2) There exists a bijection Θ : [INS, Proposition 7 .2.1 and its proof]). [INS, Proposition 3.2 
.4 and its proof]).
We know the following from [INS, (
Remark 3.6. Recall from (2.11) that the crystal basis B(λ) has an action of the affine Weyl group W af . Hence, by Theorem 3.5, the crystal B ∞ 2 (λ) also has the induced action of the affine Weyl group W af , which we denote by x · π for x ∈ W af and π ∈ B ∞ 2 (λ).
For γ ∈ Q and k ∈ Z, we set fin(λ + γ + kδ) := λ + γ ∈ P and nul(λ + γ + kδ) := k ∈ Z.
Let w ∈ W S . Then, from Theorem 3.5 and (2.21), we deduce that
where
then it is easily verified that (3.15) 4 Description of the crystal bases of level-zero van der Kallen modules.
4.1 Quantum Bruhat graph and the tilted Bruhat order.
In this subsection, we take and fix a subset S of I. 
An edge satisfying (i) (resp., (ii)) is called a Bruhat (resp., quantum) edge. When S = ∅, we write QBG(W ) for QBG(W ∅ ).
Remark 4.2. We know from [LNS 3 1, Remark 6.13] that for each u, v ∈ W S , there exists a directed path in QBG(W S ) from u to v.
Let u, v ∈ W S , and let p : u = u 0 
I\S is as defined in Section 2.2. Moreover, q is also shortest if and only if [wt
For u, v ∈ W S , we take a shortest directed path p in QBG(W S ) from u to v, and set
For u, v ∈ W , we denote by ℓ(u ⇒ v) the length of a shortest directed path from u to v in QBG(W ).
Lemma 4.5 ([LNS 3 1, Lemma 7.7]). Let u, v ∈ W , and i ∈ I.
(
, and
Definition 4.6 ( [BFP] ). For each w ∈ W , we define the w-tilted Bruhat order ≤ w on W as follows:
Namely, u ≤ w v if and only if the concatenation of a shortest directed path from w to u and one from u to v is one from w to v.
Some lemmas on the semi-infinite Bruhat order.
In this subsection, we fix a subset S of I. NNS1, Lemmas 4.3.5, 4.3.6, and 4.3.7] ). Let u, v ∈ W S , and ξ, ζ ∈ Q ∨ .
Then,
Lemma 4.9 ( [INS, Lemma 2.3.6] ). Let x ∈ (W S ) af , and i ∈ I af . Then, x −1 α i ∈ (∆ S ) af if and only if s i x ∈ (W S ) af . In particular, for u ∈ W S and i ∈ I, u −1 α i ∈ ∆ S if and only if
Remark 4.10. Keep the notation in Lemma 4.9. Let λ ∈ P + ⊂ P 0 af be such that i ∈ I | λ, α
Lemma 4.11 ( [NS, Lemma 2.3.6]) . Let x, y ∈ (W S ) af be such that x y, and let i ∈ I af .
where λ is as in Remark 4.10), then s i x ∈ (W S ) af and s i x y.
By Remark 2.5, the next well-known lemma (see, e.g., [H, Lemma on page 151] for the case of S = ∅) also follows from Lemma 4.11 as a special case.
Lemma 4.12. Let u, v ∈ W S be such that u v, and let i ∈ I.
where λ is as in Remark 4.10), then s i u ∈ W S and s i u ≤ v.
Definition and a recursive description of subsets EQB(w).
For w ∈ W , we define the right descent set I w for w by
Remark 4.13 (see Remark 2.9). Let S be a subset of I. Then we have S ⊂ I ⌈w⌉ for w ∈ W S .
Lemma 4.14 ([NNS2, Lemma 3.1.1]). Let w ∈ W and i ∈ I be such that s i w < w. 
(4.5)
Then we take i −q , i −q+1 , . . . , i 0 ∈ I in such a way that s i −q · · · s i 0 s i 1 · · · s ip is a reduced expression for the longest element w • ∈ W . We set
Since β −q < · · · < β p is a reflection order on ∆ + , we know (see, e.g., [LNS 3 1, Theorem 7.3])
that for each u ∈ W , there exists a unique shortest directed path
in QBG(W ) from w to u such that −q ≤ j 1 < j 2 < · · · < j s ≤ p, which we call the "labelincreasing" directed path. The subset EQB(w) ⊂ W is defined to be the set of all those elements u ∈ W whose label-increasing directed path (4.7) from w to u satisfies j 1 ≥ 1; we know from [NNS1, Proposition 3.2.5] that this definition of EQB(w) does not depend on the choice of a reduced expression (4.5) for w. The subsets EQB(w), w ∈ W , above are also determined through the following recursive formula by descending induction. (1) For the longest element w • ∈ W , it holds that EQB(w • ) = W .
(2) Let w ∈ W and i ∈ I be such that s i w < w. If s i w / ∈ wW Iw , then
where ≤ w is the w-tilted Bruhat order on W (see Definition 4.6).
Description of K
S w in terms of the quantum Bruhat graph.
In the case S = ∅, for w ∈ W = W ∅ , we write K w for the subset K ∅ w defined by (3.14), that is,
, where EQB(w), wt(w ⇒ u), and I w are as defined in Section 4.3, (4.1), and (4.4), respectively.
In order to prove Proposition 4.16, we need some lemmas.
Proof. The assertion follows immediately from Lemma 4.8 (with S = ∅), since there is no z ∈ W such that z > w • .
Lemma 4.18. Let w ∈ W . We have EQB(w) = u ∈ W | there does not exist z ∈ W such that z > w and z ≤ w u . (4.11)
Proof. Let u be an element of the set on the right-hand side in (4.11). Define β k , −q ≤ k ≤ p, as in (4.6), and take the label-increasing directed path
in QBG(W ) from w to u (see (4.7)). Suppose, for a contradiction, that j 1 ≤ 0. Then we see that
which implies that w = x 0 β j 1 − − → x 1 is a Bruhat edge, and hence z := x 1 > w. Since (4.12)
is a shortest directed path from w to u passing through z = x 1 , we see that z ≤ w u, which is a contradiction. Thus we obtain j 1 ≥ 1, and hence u ∈ EQB(w).
Next, we prove the opposite inclusion ⊂ by descending induction on ℓ(w). If w = w • , then the assertion is obvious since there does not exist z ∈ W such that z > w • . Let w ∈ W and i ∈ I be such that s i w < w; note that w −1 α i ∈ ∆ − . Then we can take a reduced expression (4.5) for w such that i 1 = i; in this case, β 1 = −w −1 α i . Assume that (4.11) holds for w (the induction hypothesis), and suppose, for a contradiction, that for some u ∈ EQB(s i w), there exists z ∈ W such that z > s i w and z ≤ s i w u; note that
Case 1. Assume that s i u > u, or equivalently, u −1 α i ∈ ∆ + . We see from Proposition 4.15 (2) that s i u ∈ EQB(w). Indeed, if s i w / ∈ wW I ⌈w⌉ , then it follows from the second equality of (4.8) that u ∈ EQB(w) or s i u ∈ EQB(w). However, since EQB(w) ∩ EQB(s i w) = ∅ by the first equality of (4.8), and since u ∈ EQB(s i w), we obtain u / ∈ EQB(w), and hence s i u ∈ EQB(w). Also, if s i w ∈ wW I ⌈w⌉ , then we have u ∈ EQB(s i w) ⊂ EQB(w) by the first equality of (4.9). Hence we have s i u ∈ EQB(w) by the second equality of (4.9).
Subcase 1.1. Assume that s i z < z, or equivalently, z −1 α i ∈ ∆ − . By Lemmas 4.12 (1) and 4.5 (1), we deduce that z ≥ w and ℓ(w
we have a Bruhat edge u
. Combining these, we see that
In particular, we obtain ℓ(w ⇒ s i u) = ℓ(w ⇒ z) + ℓ(z ⇒ s i u), which implies that z ≤ w s i u. Here we recall that s i u ∈ EQB(w) and z ≥ w, as seen above. Therefore, by the induction hypothesis, we must have z = w. In particular, we obtain w ≤ s i w u. By concatenating the label-increasing (shortest) directed path (4.12) in QBG(W ) from w to u with the Bruhat edge s i w β 1 −→ w, we obtain
which is a shortest directed path from s i w to u since w ≤ s i w u. Let
be the shortest directed path from s i w to u such that −q ≤ k 1 < · · · < k s+1 ≤ p.
Since u ∈ EQB(s i w) by our assumption, we see by [NNS2, Remark 23 ] that k 1 ≥ 2, and hence β 1 < β k 1 in our fixed reflection order. However, we know (see, e.g., [LNS 3 1, Theorem 7.3]) that the shortest directed path (4.15) is lexicographically minimal, that is, for every shortest directed path s i w = y
, and γ a > β ka . Therefore, we obtain β k 1 ≤ β 1 , which is a contradiction. Subcase 1.2. Assume that s i z > z, or equivalently, z −1 α i ∈ ∆ + . By Lemma 4.12 (3), we see that s i z > w. Also, we deduce from Lemma 4.5 (2) that ℓ(
, and ℓ(z ⇒ u) = ℓ(s i z ⇒ s i u). Substituting these equalities into (4.13), we obtain ℓ(w ⇒ s i u) = ℓ(w ⇒ s i z) + ℓ(s i z ⇒ s i u), which implies that
Since s i u ∈ EQB(w) and s i z > w, as seen above, the inequality s i z ≤ w s i u contradicts the induction hypothesis.
Case 2. Assume that s i u < u, or equivalently, u −1 α i ∈ ∆ − . Then we have s i w ∈ wW Iw . Indeed, since s i w < w, s i (s i u) = u > s i u, and s i u ∈ EQB(w), as seen above, it follows from [NNS2, Lemma 24 (2)] that s i (s i u) = u ∈ EQB(w). Thus we have u ∈ EQB(w) ∩ EQB(s i w), which contradicts Proposition 4.15 (2). Hence we conclude that s i w ∈ wW Iw . In particular, we obtain u ∈ EQB(w) by Proposition 4.15 (2).
Subcase 2.1. Assume that s i z < z, or equivalently, z −1 α i ∈ ∆ − . By Lemmas 4.12 (1) and 4.5 (1), we see that z ≥ w and ℓ(w ⇒ z) = ℓ(s i w ⇒ z) − 1. Similarly, we deduce by Lemma 4.5 (1) that ℓ(w ⇒ u) = ℓ(s i w ⇒ u) − 1. Substituting these equalities into (4.13), we obtain ℓ(w ⇒ u) = ℓ(w ⇒ z) + ℓ(z ⇒ u), which implies that z ≤ w u. Since u ∈ EQB(w) and z ≥ w, as seen above, it follows from the induction hypothesis that z = w. In particular, we have w ≤ s i w u. In exactly the same way as in the second paragraph of Subcase 1.1, we obtain a contradiction from this inequality.
Subcase 2.2. Assume that s i z > z, or equivalently, z −1 α i ∈ ∆ + . By Lemmas 4.12 (3) and 4.5 (2), we see that s i z > w and ℓ(w ⇒ s i z) = ℓ(s i w ⇒ z). Also, we deduce by
Substituting these equalities into (4.13), we obtain ℓ(w ⇒ u) = ℓ(w ⇒ s i z) + ℓ(s i z ⇒ u), which implies that s i z ≤ w u. Since u ∈ EQB(w) and s i z > w, as seen above, the inequality s i z ≤ w u contradicts the induction hypothesis. This completes the proof of the lemma.
Lemma 4.19. Let w ∈ W and i ∈ I be such that s i w < w. For every u ∈ EQB(s i w), we have s i u > u, or equivalently,
Proof. Suppose, for a contradiction, that there exists u ∈ EQB(s i w) such that s i u < u, or equivalently, u −1 α i ∈ ∆ − . Since s i w < w, it follows from Lemma 4.5 (1) that ℓ(s i w ⇒ u) = ℓ(w ⇒ u) + 1. Also, we have a Bruhat edge s i w −w −1 α i − −−−− → w, and hence ℓ(s i w ⇒ w) = 1. Therefore, we obtain ℓ(s i w ⇒ w) + ℓ(w ⇒ u) = ℓ(s i w ⇒ u), which implies that w ≤ s i w u. Since w > s i w and u ∈ EQB(s i w) by the assumption, the equality w ≤ s i w u contradicts Lemma 4.18. This proves the lemma.
We set
Remark 4.20. We deduce by Lemma 4.8 (with S = ∅) that u ∈ fin(K w ) if and only if ut wt(w⇒u) ∈ K w . Indeed, the "if" part is obvious from the definition. Let us show the "only if" part. Let u ∈ fin(K w ). By the definition, there exists ξ ∈ Q ∨ such that ut ξ ∈ K w . Since ut ξ ∈ K w ⊂ (W af ) w , we see from Lemma 4.8 that ξ ≥ wt(w ⇒ u), and hence ut ξ ut wt(w⇒u) . If ut wt(w⇒u) ∈ (W af ) z for some z ∈ W such that z > w, then we have ut ξ ut wt(w⇒u) z, which contradicts the fact that ut ξ ∈ K w .
Lemma 4.21. For every w ∈ W , we have fin(K w ) = EQB(w).
Proof. First we prove that fin(K w ) ⊂ EQB(w). Let u ∈ fin(K w ) (note that ut wt(w⇒u) ∈ K w by Remark 4.20), and suppose, for a contradiction, that u / ∈ EQB(w). By Lemma 4.18, there exists z ∈ W such that z > w and z ≤ w u. Since z ≤ w u, we see that wt(z ⇒ u) ≤ wt(w ⇒ u), which implies that ut wt(w⇒u) ut wt(z⇒u) z by Lemma 4.8 (with S = ∅).
This contradicts the fact that ut wt(w⇒u) ∈ K w . Next we prove that fin(K w ) ⊃ EQB(w). Let u ∈ EQB(w). It suffices to show that ut wt(w⇒u) ∈ K w . It is obvious from Lemma 4.8 that ut wt(w⇒u) ∈ (W af ) w . Suppose, for a contradiction, that ut wt(w⇒u) z for some z ∈ W such that z > w; it follows from Lemma 4.8 that wt(z ⇒ u) ≤ wt(w ⇒ u). Take arbitrary shortest directed paths
, and concatenate these as:
Since z > w in the (ordinary) Bruhat order on W , we deduce that all the edges in the shortest directed path above from w to z are Bruhat edges, which implies that wt(p) = wt(z ⇒ u). Also, it follows from Proposition 4.3 (with S = ∅) that wt(p) ≥ wt(w ⇒ u). Therefore, we obtain
and hence wt(w ⇒ u) = wt(p). In particular, we deduce from Proposition 4.3 that p is a shortest directed path from w to u. Hence we obtain z ≤ w u. Since u ∈ EQB(w) and z > w by our assumption, the inequality z ≤ w u contradicts Lemma 4.18. Thus we have shown that u ∈ fin(K w ). This proves the lemma.
Proof of Proposition 4.16. For w ∈ W , we set
We prove the equality K w = K ′ w by descending induction on ℓ(w). If w = w • , then the equality follows from Lemma 4.17. Let w ∈ W and i ∈ I be such that s i w < w. Assume that K w = K ′ w (the induction hypothesis). We will prove that K s i w = K ′ s i w .
Step 1. We prove the inclusion K s i w ⊂ K ′ s i w . Let x ∈ K s i w , and write it as x = ut ξ ∈ K s i w for some u ∈ W and ξ ∈ Q ∨ . We see from Lemma 4.21 that u ∈ EQB(s i w). Hence it remains to show that ξ ∈ wt(s i w ⇒ u) + Q ∨,+ Is i w . Since u ∈ EQB(s i w) and s i w < w, it follows from Lemma 4.19 that u −1 α i ∈ ∆ + . Therefore, from the assumption that x = ut ξ s i w, we see by Lemma 4.11 (3) that s i ut ξ w, and hence s i ut ξ ∈ (W af ) w . Suppose, for a contradiction, that s i ut ξ z for some z ∈ W such that z > w. (3)), which contradicts the assumption that ut ξ ∈ K s i w . Thus we conclude that s i ut ξ ∈ K w .
From this, by the induction hypothesis, we obtain ξ ∈ wt(w ⇒ s i u) + Q ∨,+ Iw ; note that wt(w ⇒ s i u) = wt(s i w ⇒ u) by Lemma 4.5 (2). Case 1.1 Assume that s i w / ∈ wW Iw . In this case, we have I s i w = I w by Lemma 4.14 (a), and hence ξ ∈ wt(s i w ⇒ u) + Q ∨,+ Is i w , as desired.
Case 1.2 Assume that s i w ∈ wW Iw ; by Lemma 4.14 (b), I s i w = I w \ {k}, where
is greater than 0. Since u ∈ EQB(s i w), we deduce from Proposition 4.15 (2) that wt(w ⇒ u) = wt(s i w ⇒ u) + α k . Hence we see that ξ − wt(w ⇒ u) ∈ Q ∨,+ , which implies that ut ξ w by Lemma 4.8. Since w > s i w by the assumption, the inequality ut ξ w contradicts the assumption that x = ut ξ ∈ K s i w . Thus, we have shown that ξ ∈ wt(s i w ⇒ u) + Q ∨,+ Is i w , as desired.
Step 2. We prove the opposite inclusion Iw . Therefore, we have ξ ∈ wt(w ⇒ s i u)+Q ∨,+ Iw . Also, we see from Proposition 4.15 (2) that s i u ∈ EQB(w). Hence we conclude that s i ut ξ ∈ K w by the induction hypothesis; namely, we have s i ut ξ w and s i ut ξ z for any z ∈ W such that z > w. Since s i u > u and s i w < w, it follows from Lemma 4.11 (3) that ut ξ s i w, i.e., ut ξ ∈ (W af ) s i w . Suppose, for a contradiction, that ut ξ ∈ (W af ) z for some z ∈ W such that z > s i w. Assume first that s i z > z, or equivalently, z −1 α i ∈ ∆ + . We see by Lemmas 4.11 (3) and 4.12 (3) that s i ut ξ s i z > w, which contradicts the fact that s i ut ξ ∈ K w . Assume next that s i z < z, or equivalently, z −1 α i ∈ ∆ − . We see by Lemma 4.12 (1) that z > w. Also, since s i u > u, we have s i ut ξ ut ξ (by the definition of ). Combining these inequalities, we obtain s i ut ξ ut ξ z > w, which contradicts the fact that s i ut ξ ∈ K w . Thus we conclude that ut ξ ∈ K s i w .
This completes the proof of Proposition 4.16.
Proposition 4.22. Let S be a subset of I, and let w ∈ W S ; recall from Remark 4.13 that S ⊂ I ⌈w⌉ . Then, the subset
defined in (3.14), is identical to the set
Remark 4.23. The equality in (4.18) follows from Proposition 4.16, Lemma 4.4, and Lemma 2.1 (1), (3).
Remark 4.24. Keep the setting of Proposition 4.22. We see by Lemma 2.1 (3) that the map
is bijective.
Proof of Proposition 4.22. First, we claim that for arbitrary u ∈ W S and u 1 ∈ uW S ,
The inclusion ⊂ follows from Lemma 4.7 and (2.10). Let us prove the opposite inclusion ⊃. Let x ∈ ((W S ) af ) u , and write it as x = vΠ S (t ξ ) for some v ∈ W S and ξ ∈ Q ∨ .
Since x u by the assumption, we see from Lemma 4.8 that
S and ζ ≥ wt(u 1 ⇒ v). We set y := vt ζ ∈ W af . Then it follows from Lemma 4.8 (with S = ∅) that y u 1 . Also, we have Π
by Lemma 2.1 (1) and (3). This proves the opposite inclusion ⊃, and hence (4.19). From (4.19) and the definitions of K ⌈w⌉ and K S w (by a standard set-theoretical argument), we see easily that
By Proposition 4.16, we can write the x as x = ut ξ for some u ∈ EQB(⌈w⌉) and ξ ∈ wt(⌈w⌉ ⇒ u) + Q ∨,+ I ⌈w⌉ . Hence we have Π S (x) = ⌊u⌋Π S (t ξ ) = u 1 t ξ+ξ 1 for some u 1 ∈ uW S and ξ 1 ∈ Q ∨ S by Lemma 2.1 (1) and (2). Here, by [NNS2, Lemma 29] , the subset EQB(⌈w⌉) of W is a disjoint union of some cosets in W/W I ⌈w⌉ ; since S ⊂ I ⌈w⌉ , the subset EQB(⌈w⌉) of W is also a disjoint union of some cosets in W/W S . Hence it follows that u 1 is contained in EQB(⌈w⌉). Also, since Π S (x) z by our assumption, it follows from Lemma 4.8 that [ξ] S ≥ wt S (z ⇒ ⌊u⌋); by Lemma 4.4, we have wt
. Hence it follows from Proposition 4.16 that y := u 1 t ζ+ζ 1 ∈ K ⌈w⌉ . However, since ζ + ζ 1 ≥ wt(⌈z⌉ ⇒ u 1 ), we deduce by Lemma 4.8 (with S = ∅) that y = u 1 t ζ+ζ 1 ⌈z⌉ > ⌈w⌉, which contradicts the fact that y ∈ K ⌈w⌉ . This proves the opposite inclusion Π S (K ⌈w⌉ ) ⊂ K S w , and hence completes the proof of Proposition 4.22.
5 Proof of Theorem 2.8.
5.1 Quantum Lakshmibai-Seshadri paths and the degree function.
We fix λ ∈ P + , and take S = S λ as in (2.18).
Definition 5.1. For a rational number 0 < a < 1, we define QBG aλ (W S ) to be the subgraph of QBG(W S ) with the same vertex set but having only those edges of the form and an increasing sequence a : 0 = a 0 < a 1 < · · · < a s = 1 of rational numbers satisfying the condition that there exists a directed path from w u+1 to w u in QBG auλ (W S ) for each u = 1, 2, . . . , s − 1.
We denote by QLS(λ) the set of all quantum LS paths of shape λ. If η ∈ QLS(λ) is of the form (5.1), then we set κ(η) := w s ∈ W S , and call it the final direction of η. For w ∈ W , we set (see [NNS1, Sect. 3 .2] and [NNS2, Sect. 2.3])
We define a projection cl : (W S ) af ։ W S by cl(x) := w for x ∈ (W S ) af of the form
here, for each 1 ≤ p < q ≤ s such that cl(x p ) = · · · = cl(x q ), we drop cl(x p ), . . . , cl(x q−1 ) and a p , . . . , a q−1 . We know from [NS, Sect. 6 .2] that cl(π) ∈ QLS(λ) for all π ∈ B ∞ 2 (λ), and that the map cl : B ∞ 2 (λ) → QLS(λ), π → cl(π), is surjective. We also know the following lemma from [NS, Lemma 6.2.3] ; recall that B ∞ 2 0 (λ) denotes the connected component of B ∞ 2 (λ) containing π λ = (e ; 0, 1).
Now we define the (tail) degree function deg λ : QLS(λ) → Z ≤0 as follows. Let η ∈ QLS(λ), and take π η ∈ B ∞ 2 0 (λ) as in Lemma 5.3. We see from the argument in [NS, Sect. 6 .2] that wt(π η ) = λ − γ + kδ for some γ ∈ Q + and k ∈ Z ≤0 . Then we set Proposition 5.4. For η = (w 1 , . . . , w s ; a 0 , a 1 , . . . , a s ) ∈ QLS(λ), it holds that
Also, for η = (w 1 , . . . , w s ; a 0 , a 1 , . . . , a s ) ∈ QLS(λ) and w ∈ W S , we define the degree of η at wλ (see [NNS1, Sect. 3 . Let λ ∈ P + , and take S = S λ as in (2.18).
5.2 Proof of the graded character formula for K − w (λ).
Let λ = i∈I m i ̟ i ∈ P + , and take S = S λ as in (2.18). Let w ∈ W S . Recall from (3.12)
w; >w (λ) , we deduce that
Let us compute F η for each η ∈ QLS(λ). We fix an arbitrary η ∈ QLS(λ), and take π η ∈ B ∞ 2 0 (λ) as in Lemma 5.3. We take and fix a monomial X η in root operators e i and f i , i ∈ I af , such that π η = X η π λ ; we see by [NS, Lemma 6 
for the definitions of π C ∈ B ∞ 2 (λ) and x · π with x ∈ W af and π ∈ B ∞ 2 (λ), see (3.11) and Remark 3.6, respectively. By the argument after [NNS1, (5.4 )], we see that
by Proposition 4.22, we deduce the following:
w; >w (λ) = ∅ ⇐⇒ κ(η) ∈ ⌊EQB(⌈w⌉)⌋ ⇐⇒ η ∈ QLS wλ,∞ (λ); the implication ⇐ in the first equivalence follows from (5.8) and the fact that wt
Indeed, the implication ⇐ is obvious. Let us show the implication ⇒.
S by Lemma 2.1 (3). Therefore, by the assumption that ξ, ξ
Let C ∈ Conn(B ∞ 2 (λ)), and write Θ(C) ∈ Par(λ) as Θ(C) = (ρ (i) ) i∈I , where
I ⌈w⌉ \S , and write it as:
where c i ∈ Z ≥0 for i ∈ I ⌈w⌉ \ S; by convention, we set c i := 0 for all i ∈ S. For each i ∈ I ⌈w⌉ , we set ρ (i) := (c i +ρ
, which is a partition of length less than or equal to m i ; note that ρ (i) = ∅ for all i ∈ S. Also, for each i ∈ I \ I ⌈w⌉ , we set ρ (i) := ρ (i) , which is a partition of length less than m i . Then, ( ρ (i) ) i∈I is an element of the set Par w (λ) of I-tuples χ = (χ (i) ) i∈I of partitions such that for each i ∈ I ⌈w⌉ (resp.,
is a partition of length less than or equal to (resp., less than) m i . By the same calculations as those after [NS, (6.3. 3)] and [NNS1, (5.5 )], we deduce that
Summarizing the above, for each η ∈ QLS wλ,∞ (λ),
by (5.9) and (5.10)
where |χ| = i∈I |χ (i) | for χ = (χ (i) ) i∈I ∈ Par w (λ) (see Section 3.2). Here we recall that if χ = (χ (i) ) i∈I ∈ Par w (λ), then the partition χ (i) is a partition of length less than or equal to m i − ǫ i for each i ∈ I, where ǫ i is as in (2.29). Therefore, we deduce that
w; >w (λ) = ∅, as seen in (i) above. Substituting these F η 's into (5.6), we obtain
This completes the proof of equation (2.28).
5.3 Proof of the graded character formula for K − w (λ).
Let λ ∈ P + , and take S = S λ as in (2.18). Let w ∈ W S . For each η ∈ QLS(λ), we take and fix a monomial X η in root operators e i and f i , i ∈ I af , such that π η = X η π λ , where we take π η as in Lemma 5.3. We see from [NNS1, Theorem 5.12 ] that under the
2 (λ) of crystals (see Theorem 3.5), the subset B(X − w (λ)) of B(λ) (see (2.27)) is mapped to
(5.12) Therefore, we have
Here, by (i) and (ii) in the previous subsection, we see that
From this, we obtain
(5.14)
Combining (5.13) and (5.14), we conclude by the same computation as in the previous subsection (this time, only the term corresponding to χ = (∅) i∈I ∈ Par w (λ) remains) that
This completes the proof of equation (2.30).
Appendix.
A Recursive proof of the formula (2.28) for K − w (λ).
Proposition A.1. Let S be a subset of I. For each x ∈ (W S ) af of the form x = wΠ S (t ξ )
unique maximal element in the Bruhat order ≤ on W , which we denote by v x .
Proof. By Lemma 4.7 and [BB, Proposition 2.5.1], it suffices to prove the assertion in the case that S = ∅. We take and fix γ ∈ Q ∨ such that γ, α ∨ i > 0 for all i ∈ I. Since W ∪ {x} is a finite set, we deduce from [S, Claim 4 .14] (see also [P, Lectures 12, 13] and [INS, Appendix A.3] ) that there exists N ∈ Z ≥0 such that for y, z ∈ W ∪ {x}, (a) if y z, then yt nγ ≤ zt nγ for all n ≥ N in the (ordinary) Bruhat order ≥ on W af ; (b) if yt nγ ≤ zt nγ for some n ≥ N, then y z.
Let n ≥ N. Because W is a parabolic subgroup of W af , it follows from [LLM, Lemma 11 (ii) ] (note that t nγ ≤ xt nγ by (a) since n ≥ N and e x) that the subset vt nγ | v ∈ W, vt nγ ≤ xt nγ of W af has a unique maximal element in the Bruhat order on W af , which we write as v n t nγ with v n ∈ W . Here we see by (a) and (b) that v n does not depend on n ≥ N, and is a unique maximal element of v ∈ W | v x in the semi-infinite Bruhat order on W af (and hence in the Bruhat order on W ; see Remark 2.5). This proves the proposition.
Let S be a subset of I. For w ∈ W S , we set W
Lemma A.2. Keep the notation and setting above. It holds that
Proof. First we prove the equality: 
and hence x ∈ ((W S ) af ) w . Thus we have shown the inclusion ⊃, as desired.
The remaining task is to prove that
; note that x is of the form x = wΠ S (t ξ ) for some w ∈ W S and ξ ∈ Q ∨,+ since x v 1 ∈ W S (see Lemmas 4.8 and 2.1 (3)). Therefore, by Proposition A.1, the We fix λ ∈ P + ⊂ P 0 af (see (2.1) and (2.2)), and take S = S λ as in (2.18). By Lemma A.2 and (3.15), we have
For each i ∈ I, we define a C(q)-linear operator D i on C(q) [P ] by
1 − e α i for ν ∈ P , where q = e δ ;
note that D 2 i = D i , and that
Also, we define a Q(q)-linear operator T i on C(q) [P ] by NS] ; see also [NOS, Proposition 6.6 and Remark 6.7] ). Let w ∈ W S and i ∈ I. Then,
(A.5) Proposition A.4. Let w ∈ W S and i ∈ I. Then,
Proof. We show (A.6) by descending induction on w. Assume first that w = ⌊w • ⌋; note that ⌊w • ⌋λ, α
where the last equality follows from (A.3) and the fact that W
This proves (A.6) in the case that w = ⌊w • ⌋.
Assume next that w < ⌊w • ⌋. We set
observe that
Case 1. Assume that wλ, α
3), we have
The right-hand side of (A.7) is equal to:
Here, by the induction hypothesis, we see that
Therefore, the right-hand side of (A.7) is equal to v∈(W S
Hence, again by the induction hypothesis, we deduce that 
Substituting these equalities into (A.10), we obtain T i gch K Recall the following theorem from [CO] and [NNS2, Theorem 35] .
Theorem A.5. Let w ∈ W S and i ∈ I be such that wλ, α ∨ i < 0.
(1) If −⌈w⌉ −1 α i is not a simple root, then
T i E wλ (q, ∞) = E s i wλ (q, ∞). For w ∈ W S , let F w (q) denote the right-hand side of (2.28), that is, Lemma A.6. Let w ∈ W S and i ∈ I be such that wλ, α Recall from Section 2.1 that for i ∈ I af , F i ∈ U q (g af ) denotes the Chevalley generator corresponding to −α i .
Lemma B.1 (cf. [FKM, §3.1] ).
(1) For each i ∈ I, it holds that 
