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RÉSUMÉ. Cet article résume les présentations et discussions qui ont eu lieu lors de l’atelier Sé-
Mo’2007 à Toulouse en mars 2007 conjointement à la conférence IDM. Le thème principal de
cet atelier était la sémantique des modèles et des méta-modèles dans l’objectif de confronter les
besoins des utilisateurs de l’IDM et les technologies existantes pour les langages de spécifica-
tion et programmation.
ABSTRACT. This paper summarises the presentations and exchanges that took place in the Sé-
Mo’2007 workshop in March 2007 in Toulouse during the IDM conference. The main topic
of the workshop was the semantics of models and meta-models in the purpose to confront the
MDE users needs and the technologies used for specification and programming languages.
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L’atelier SéMo (http://semo2007.enseeiht.fr) a eu lieu l’après-midi du 29
mars 2007 à Toulouse, conjointement à la conférence IDM 2007. Son objectif était de
réunir les communautés de l’Ingénierie Dirigée par les Modèles (IDM) et de la séman-
tique des Langages de Programmation (LP), dans le but d’échanger sur les techniques
pour exprimer et exploiter la sémantique des LP, et d’élargir l’application de ces tech-
niques aux Langages de Modélisation (LM). Il devient en effet important de disposer
de moyens pour exprimer la sémantique comportementale des langages de modélisa-
tion, en particulier des langages utilisés pour décrire un système critique (temps-réel,
embarqué, fiable, redondant, performant) dans le but de valider les solutions envisa-
gées au plus tôt dans le processus de développement.
En Ingénierie Dirigée par les Modèles, un modèle est vu comme une abstraction
d’un système pour répondre aux questions que l’on se pose sur ce système. Le modèle
est exprimé dans un Langage de Modélisation (LM). Quand ce langage est dédié à un
domaine particulier, on parle de Domain Specific (Modeling) Language (DSL). Les
techniques IDM s’appuient sur leméta-modèle d’un LM, c’est-à-dire les constructions
qui composent ce langage et les relations entres ces constructions, mais offrent peu
de moyens généraux pour associer une interprétation sémantique à ces constructions.
Actuellement, la sémantique comportementale de chaque DSL est donc généralement
décrite de manière ad-hoc, et il est difficile, lorsque plusieurs langages sont utilisés
pour concevoir un même système, de corréler leurs sémantiques.
La sémantique des Langages de Programmation est par contre formalisée depuis
de nombreuses années. La sémantique d’un langage définit de manière précise et non
ambiguë la signification des constructions de ce langage. On dit qu’une sémantique
est formelle lorsqu’elle est exprimée dans un formalisme mathématique. On distingue
la sémantique statique qui est vérifiée statiquement lors de la compilation des pro-
grammes (et exprime des règles, comme le typage, qui ne peuvent pas être exprimées
par la syntaxe) et la sémantique dynamique (ou comportementale) qui permet de dé-
crire le comportement des programmes à l’exécution. Une sémantique comportemen-
tale peut être opérationnelle, dénotationnelle ou axiomatique, pour aller de la plus
précise à la plus abstraite. Une sémantique opérationnelle donne une vision impéra-
tive en décrivant un programme par un ensemble de transitions (ou transformations)
entre les états du contexte d’exécution (p. ex. de la mémoire). Une sémantique déno-
tationnelle décrit, sous forme de fonctions, l’effet d’un programme et non la manière
dont celui-ci est exécuté. Une sémantique axiomatique propose une vision déclarative
en décrivant des propriétés et l’évolution de ces propriétés lors du déroulement d’un
programme. À ces approches se rajoutent les sémantiques par traduction qui décrivent
un langage par sa transformation vers un autre langage formellement défini.
Divers moyens ont été proposés pour exprimer une ou plusieurs de ces séman-
tiques dans un cadre IDM : extension d’un langage de méta-modélisation (p. ex. avec
Kermeta (Muller et al., 2005)), règles de réécriture (approche grammaire, graphe,
QVT relationnel), etc. De plus, de nombreux projets en cours reposent sur l’IDM
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pour la conception de systèmes critiques : Topcased (www.topcased.org), SPa-
CIFY (spacify.gforge.enseeiht.fr), GeneAuto (geneauto.gforge.enseeiht.
fr), SPICES (www.spices-itea.org), OpenEmbeDD (openembedd.inria.fr), Mo-
delWare (www.modelware-ist.org), ModelPlex (www.modelplex-ist.org). L’ex-
pression de la sémantique est un point majeur de ces différentes initiatives avec des so-
lutions variées. Il devient donc important de capitaliser les solutions envisagées pour
construire une ingénierie de la sémantique pour l’IDM, tant au niveau de la méta-
modélisation pour décrire la sémantique des langages de modélisation, qu’au niveau
des modèles pour proposer des moyens généraux (voire génériques) pour exprimer la
sémantique de modèles spécifiques.
SéMo’07 avait pour objectif de contribuer à la convergence des travaux de diffé-
rentes communautés sur la sémantique. Le but était de partager les expériences de cha-
cun et de faire un tour d’horizon des principales techniques pour exprimer la séman-
tique des modèles. L’atelier se voulait ouvert à toute proposition, même si quelques
thèmes ont été proposés, dans un appel à contributions, pour amorcer le débat :
1) sémantique des langages et extension comportementale de DSL. Il faut pou-
voir exprimer la sémantique d’un DSL, par exemple pour animer ses modèles ou réa-
liser des vérifications formelles (vérification de propriétés statiques ou dynamiques).
Plusieurs techniques sont envisageables, comme par exemple :
- une approche axiomatique pour exprimer sous forme de contraintes les pro-
priétés d’un système et les opérations qui permettent de le faire évoluer. On peut le
faire au moyen d’invariants, de préconditions et de postconditions,
- une sémantique opérationnelle en équipant par exemple le DSL d’un langage
d’action pour décrire l’effet des opérations sur un modèle,
- une sémantique de traduction en donnant la sémantique du DSL par traduc-
tion dans un autre formalisme bien défini, par exemple les réseaux de Petri.
Dans la mesure où différentes solutions existent pour exprimer la sémantique d’un
DSL, il est important de pouvoir comparer les différentes sémantiques définies, par
exemple pour en vérifier l’équivalence.
2) prise en compte des points de variation sémantique dans un Développement
Dirigée par les Modèles (MDD). À l’instar d’UML qui ne définit pas complètement
sa sémantique mais laisse des possibilités d’adaptation au travers de la définition de
points de variation sémantique, il est envisageable, voire souhaitable que la séman-
tique d’un DSL puisse être adaptée, voire puisse évoluer au cours d’un développement
pour mieux correspondre aux besoins du projet réel. Il est parfois difficile de définir
la sémantique de l’ensemble d’un DSL. Il est alors nécessaire d’exprimer rigoureuse-
ment ce que signifie l’absence de sémantique : un choix parmi plusieurs possibilités,
un paramètre générique qui sera instancié ultérieurement, la séparation du DSL en
plusieurs préoccupations tissables dont seules certaines sont entièrement définies, etc.
Dans le cas le plus défavorable, la sémantique du modèle peut se limiter à la construc-
tion de la donnée qui représente le modèle. Il peut être alors nécessaire d’introduire
une relation de raffinement entre les différentes sémantiques d’un même modèle au
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fur et à mesure du développement.
3) application des techniques de langages de programmation à l’IDM. Après
le choix du type de sémantique, il s’agit d’exprimer la sémantique choisie en s’inspi-
rant par exemple des paradigmes utilisés dans les langages existants.
4) techniques pour la validation et la vérification de modèles (approche for-
melle, simulation, test). Ces techniques exigent une définition rigoureuse des lan-
gages de modélisation utilisés. Il est intéressant d’étudier l’impact de l’utilisation de
telle ou telle approche sémantique sur l’application de ces techniques de validation.
5) modèles de calcul (models of computation). Il est important de distinguer les
différents points de vue abordés dans la définition d’un DSL et de sa sémantique :
type de fonctionnalité (flot de contrôle ou flot de données), mode de communication,
notions temporelles (temps continu ou discret, dirigé par une horloge ou par événe-
ments). Il peut être intéressant, de plus, de situer ce DSL par rapport aux modèles
classiques de calcul (événements discrets, langages synchrones, machines à états fi-
nis, data flow, etc.).
6) l’outillage, enfin, est un aspect important. En effet, l’idée sous-jacente à l’IDM
est la possibilité de définir facilement de nouveaux DSL, c’est-à-dire des langages
pour couvrir des besoins spécifiques. Il faut alors pouvoir représenter les concepts
de ces langages (à l’aide de méta-langages tels que MOF (OMG, 2006) ou Ecore),
exprimer une syntaxe concrète, éventuellement graphique (cf. projets GMF (GMF,
2007), Topcased (Farail et al., 2006), TCS (Jouault et al., 2006), Syntaks (Muller et
al., 2006)), mais aussi développer les outils qui vont en exploiter les modèles comme
par exemple des animateurs, des vérificateurs de propriétés, des générateurs de code.
2. Les contributions
Les quatre contributions retenues pour l’atelier couvrent bien les thèmes proposés.
Nous indiquons ci-dessous les aspects couverts et les points forts de ces contributions,
le contenu technique de chacune étant ensuite décrit dans une sous-section spécifique.
La première contribution (Cuccuru et al., 2007) s’inscrit dans les aspects 2, 3 et 6.
Les auteurs proposent d’adapter la technique de généricité des langages de program-
mation comme une solution à la formalisation des points de variation sémantique.
(Koudri et al., 2007) aborde plutôt les aspects 1 et 3. S’appuyant sur l’infrastruc-
ture d’UML2, les auteurs montrent les limites du couple MOF+OCL pour expri-
mer la sémantique d’un méta-modèle et proposent d’utiliser les techniques de meta-
programmation avec Kermeta pour exprimer une sémantique opérationnelle.
La contribution (Combemale et al., 2007) concerne l’axe 1. Les auteurs identifient
et comparent les différentes solutions permettant d’attacher une sémantique à un méta-
modèle. Ils indiquent quand elles peuvent être utilisées voir combinées et relatent un
exemple concret de mise en oeuvre.
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Enfin, la contribution (Boniol et al., 2007) porte sur le thème 5 et dans une moindre
mesure sur le thème 4. Elle soulève des questions importantes sur la modélisation
d’un système complexe, donc nécessairement composé de plusieurs modèles corres-
pondant à autant de vues sur le système et sur le positionnement de la sémantique :
en particulier elle pose la question de la possibilité et même de l’intérêt de définir une
sémantique globale ou au contraire des sémantiques sur chaque vue du système.
2.1. Méta-modèles et Points de Variation Sémantique
Arnaud Cuccuru et al (Cuccuru et al., 2007) s’intéressent aux points de variation
sémantique (PVS) dans les méta-modèles. Ces PVS constituent une information es-
sentielle dans le domaine de l’ingénierie des langages mais sont aussi présents dans
l’IDM où ils ne sont pas clairement identifiés et sont décrits le plus souvent informel-
lement dans la documentation associée aux méta-modèles. La spécification d’UML 2
(OMG, 2007a; OMG, 2007b) est un bon exemple de cet état de fait. Le MOF ne pro-
pose aucun mécanisme pour identifier ni traiter les PVS.
Les auteurs proposent de s’inspirer du mécanisme de généricité présent dans les
langages de programmation pour paramétrer un méta-modèle, aussi bien au niveau
des paquetages que des méta-classes. La notation proposée s’appuie sur les templates
d’UML 2 et est illustrée sur les machines à états d’UML 2 en s’intéressant à deux
points de variation sémantique : la sélection des événements et la sélection des tran-
sitions. Chacun de ces deux PVS est décrit par une méta-classe, déclarée comme pa-
ramètre de généricité du paquetage des machines à état et de la méta-classe State
concernée par ces PVS. Deux réalisations concrètes de ces PVS sont proposées cor-
respondant à des politiques respectivement aléatoire et stochastique.
2.2. Une sémantique opérationnelle pour une meilleure méta-modélisation
L’objet de (Koudri et al., 2007) est la définition formelle, complète et consistante
des langages de modélisation par une spécification enrichie du méta-modèle. Ce type
de définition est nécessaire d’une part, pour permettre l’interopérabilité entre les dif-
férents outils (vérificateur de modèles, générateur de code, simulateur...) et pas seule-
ment entre les éditeurs comme c’est le cas pour la définition en MOF, et d’autre part
pour faciliter l’utilisation de l’IDM pour les systèmes critiques. Pour cela, les au-
teurs s’appuient sur l’utilisation d’OCL pour exprimer des contraintes statiques plus
précises sur les diagrammes MOF mais aussi sur la possibilité d’associer des opéra-
tions et leur dynamique aux concepts du méta-modèle en utilisant un langage d’action
comme Kermeta. Les auteurs s’appuient sur des extraits du méta-modèle d’UML2, en
particulier les concepts Element et RelationShip, pour illustrer les limitations d’une
représentation en Ecore puis Ecore+OCL, et pour introduire différentes approches
pour construire une description plus satisfaisante en s’appuyant sur Kermeta. Il s’agit
principalement de remplacer un attribut avec une multiplicité quelconque par des opé-
rations « getter / setter » dont la définition en Kermeta est plus précise qu’un simple
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attribut équipé de contraintes OCL. Le point essentiel est qu’un Element peut contenir
d’autres éléments mais ne peut pas se contenir lui-même, y compris transitivement.
2.3. Expérimentation pour la définition d’une sémantique dans l’IDM
Benoît Combemale et al (Combemale et al., 2007) visent à définir une séman-
tique comportementale pour un langage dédié (DSL), soit pour animer ou simuler des
modèles écrits dans ce langage, soit pour vérifier des propriétés sur ces modèles.
Dans un objectif d’animation (visualisation du comportement) ou de simulation de
modèles, les auteurs penchent pour l’utilisation d’une sémantique opérationnelle, ce
qui permet de rester dans un seul cadre technologique. Dans un objectif de vérification,
ils proposent par contre d’utiliser une approche par traduction vers un langage cible
disposant d’outils de vérification éprouvés (p. ex. un model-checker) pour bénéficier
de ces outils. Il est alors nécessaire de garantir la validité de la traduction, par des
preuves par bisimulation pour la traduction d’une sémantique opérationnelle ou par
des vérifications de consistance pour la traduction d’une sémantique axiomatique.
Les auteurs appuient leur propos sur une expérimentation menée sur SimplePDL,
un langage de description de procédé. Dans cette expérimentation, ils ont défini une
sémantique opérationnelle du langage (en Kermeta et en ATL), formalisé une trans-
formation des modèles vers les réseaux de Petri et des propriétés vers du LTL, puis
vérifié ces propriétés en utilisant le model-checker de Tina (Berthomieu et al, 2004).
2.4. Points de vue et sémantiques ad-hoc
Dans le cadre de la conception des systèmes critiques de plus en plus complexes
et désormais à logiciels prépondérants, l’article de Boniol et al. (Boniol et al., 2007)
prône l’utilisation de la notion de point de vue (fonctionnel, tolérance aux fautes,
évaluation des performances, robustesse...) comme un moyen de casser la complexité
intrinsèque à la validation et vérification d’un système en découpant cette tâche (de va-
lidation et vérification) selon un ensemble de préoccupations transverses. L’utilisation
d’une telle approche pose toutefois différentes questions dont celle de la cohérence
entre les différents modèles des différents points de vue.
Cet article ouvre une réflexion sur ce problème et propose une approche consis-
tant à voir les points de vue comme des interprétations sémantiques différentes d’un
même modèle global et complet du système étudié. Cette approche est d’autant plus
naturelle que l’IDM offre un découpage entre la syntaxe (le modèle structurel) et la
sémantique (l’interprétation du modèle structurel). L’idée est donc d’offrir : 1) des
moyens d’expression d’un modèle structurel global avec une sémantique minimale et
2) des transformations de modèles, chaque transformation encodant en quelque sorte
la sémantique d’un point de vue donné, et permettant la génération de squelette vers
des langages dédiés aux points de vue.
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3. Discussions
À la suite de chaque présentation, les questions posées ont donné lieu à des dis-
cussions dont les principaux thèmes sont repris ci-dessous.
Rôle des méta-modèles. Suite à la première présentation qui propose d’utiliser les
techniques de la programmation dans le domaine de la modélisation, en l’occurrence
méta-programmation et généricité, le rôle des méta-modèles a été soulevé. Il ressort de
la discussion que le méta-modèle n’est pas toujours unique ; qu’il n’est pas forcément
le plus approprié pour définir et pour implémenter la sémantique (p. ex. les réseaux de
Petri où l’utilisation de matrices est plus efficace pour l’implémentation que la struc-
ture de graphe à base de places, transitions et arcs, plus adaptée à la définition) et que
son intérêt premier n’est pas l’exécution des modèles, mais la définition de la syntaxe
abstraite permettant de manipuler ces modèles. Il existe donc plusieurs points de vue
dans la définition d’un langage de modélisation qui pourraient demander l’utilisation
de différents méta-modèles coordonnés. Cette remarque conduit également parfois à
la définition de méta-modèles spécifiques à certaines syntaxes concrètes.
Sémantique dans la modélisation. La prise en compte de la sémantique des langages
de modélisation a été évoquée dans le cadre de l’activité de (méta-)modélisation ainsi
que la possibilité de définir plusieurs sémantiques pour une même syntaxe abstraite.
La discussion a également permis d’identifier les points ouverts suivants : un DSL
a-t-il besoin d’une autre description (sémantique) que la simple définition de modèles
pour faciliter la compréhension de ces derniers ? Est-ce alors une absence de séman-
tique ou une sémantique faible ? Un DSL doit-il offrir une certaine souplesse dans la
sémantique des constructions exploitées dans un modèle (p. ex. des PVS) ? La séman-
tique d’un DSL doit-elle évoluer au fur et à mesure du cycle de vie d’un modèle ?
Système global vs. Points de vue. Enfin, la dernière présentation a mis en évidence la
difficulté de capturer la totalité d’un système complexe dans un unique modèle global.
Au delà de la notion de point de vue proposée, la discussion a porté sur la difficulté à
définir la sémantique au niveau du modèle global et/ou des points de vue. Se pose alors
le problème de la possibilité de définir une sémantique pour un modèle global (quelle
granularité ?) et la gestion de la cohérence entre les sémantiques des différents points
de vue. Quel équilibre trouver dans la définition de la sémantique du modèle global
et pour les différents points de vue ? Cette problématique, largement traitée dans le
cadre de la représentation des données, est plus complexe pour le comportement et
s’apparente à la séparation et au tissage des préoccupations.
4. Synthèse et Perspectives
L’atelier SéMo a regroupé 49 personnes. Les débats relatés ci-dessus ont été ani-
més avec une participation active du public. Ils ont soulevé au moins autant de ques-
tions qu’ils ont proposé de solutions. Parmi les questions ouvertes, nous noterons : le
rôle du méta-modèle dans la définition de la sémantique, l’existence de variations
de la sémantique selon le cycle de vie correspondant à différentes interprétations
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d’un même langage, et les préoccupations multiples dans la définition d’un système.
D’autres aspects n’ont pas, ou peu, été abordés dans l’atelier mais restent des sujets
d’étude essentiels, tels que l’exploitation des approches sémantiques pour la valida-
tion et la vérification des modèles, et l’efficacité des contrôles sémantiques dans les
outils de manipulation des modèles (éditeurs, animateurs, vérifieurs...).
Le succès de cette première édition de l’atelier SéMo et les nombreuses ques-
tions ouvertes nous encouragent à poursuivre l’effort de créer et faire vivre une com-
munauté sur la thématique de la sémantique dans les DSL, associée à l’action IDM
(www.actionidm.org). Un premier pas dans cette voie est la mise en place du site
web http://semo.enseeiht.fr/ contenant déjà les actes et présentations de l’atelier
2007. Il sera enrichi régulièrement de contributions de ce thème de recherche.
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