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A new model for the weighted method of goal programming is proposed based on
minimizing the distances between ideal objectives to feasible objective space. It provides
the best compromised solution for Multi Objective Linear Programming Problems
(MOLPP). The proposed model tackles MOLPP by solving a series of single objective subproblems, where the objectives are transformed into constraints. The compromise solution
so obtained may be improved by defining priorities in terms of the weight. A criterion is
also proposed for deciding the best compromise solution. Applications of the algorithm are
discussed for transportation and assignment problems involving multiple and conflicting
objectives. Numerical illustrations are given for the proposed model.
Keywords:
Multi-objective optimization, transportation problem, assignment problem,
multi-criteria decision making

Introduction
Multi-objective programming is an approach valid for the analysis of decisions in
multi-criteria decision making subject to a set of constraints. Generally, objectives
are conflicting in nature, so simultaneous optimization of objectives is impossible.
Multi-objective programming deals with trying to obtain a set of efficient or Pareto
optimal solutions. This leads decision makers (DMs) to seek a most preferred
compromise solution rather than optimal one. During the recent years, multi-
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objective decision making has become a promising field. A multi-objective
program can generally be formulated as
Minimize F = f1 ( x ) , f 2 ( x ) , f 3 ( x ) ,
Subject to: x  S, xij  0

, f M ( x )

(1)

where fi (i = 1, 2,…, M) are real valued functions of Rn and S is a non-empty and
bounded region included in Rn.
The goal programming approach, introduced by Charnes and Cooper (1961),
is a useful method for DMs to consider more than one objective (goal)
simultaneously, for a compromised and satisfactory solution. An advantage of the
goal programming model is that it explicitly introduces the desired target value for
each and every criterion. The solution obtained using the goal programming model
depends on the weighting method of the different goals. There are two common
weighting methods: the first one is the fixed ordering of goals and the second one
is the use of weights on goals with the objective of minimizing the weighted sum
of goal deviations. The goal programming approach of multi-objective problem has
received popularity due to its flexibility in modelling and simplicity in concepts.
In goal programming, it is practical to consider that there are different
importance and priorities of different objectives or goals, and a lot of research is
done with this problem. Hannan (1981a, 1981b) and Tiwari, Dharmar, and Rao
(1987) used the method of evaluation functions to aggregate different goal
functions with different weights for different goals. Furthermore, fuzzy goal
programming methods (e.g., Tiwari, Dharmar, & Rao, 1986; H.-K. Chen, 1994) are
used when the DM has a priority structure for different goals. These methods have
low computational efficiency as many sub problems are solved in sequences. The
interactive method was studied (e.g., Rasmy, Lee, El-Wahed, Ragab, & ElSherbiny, 2002; Sakawa, Kato, & Nishizaki, 2003), which requires the DM to make
important preferences at each step of the optimization process. Romero (2015)
discussed issues related to practical goal programming. Perić, Babić, and Rešić
(2014) applied goal programming methods for solving the multi-objective
fractional linear programming problems under fuzziness. L. Chen, Qiu, Wei, and
Shen (2015) proposed a preference-based multi-objective model for the
optimization of best management practices. An intuitionistic fuzzy goal
programming approach for finding Pareto-optimal solutions to multi-objective
programming problems was considered by Razmi, Jafarian, and Amin (2016).
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Different methods were employed to solve Multi-Objective Decision Making
(MODM) problems, but goal programming is one of the most studied and efficient
methods used to solve these type of problems; the weighted sum method is one of
the most used method when the DM has different priorities regarding goals.
Although the weighted sum method is an extremely powerful technique for MODM
problems, it has advantages and disadvantages. One of its weaknesses is that the
DM must specify both goals and their relative importance or weightage which is
not always possible. The proposed model tackles this problem by obtaining the best
compromise solution when no preferences are given.

Methods for Solving Multi-Objective Optimization Problem
Solution procedures based on multi-objective optimization problems can be
classified basically in two approaches, namely the preference based procedure and
the ideal procedure. Preference based procedures are only useful when the
preference factors of the objectives are known. Ideal procedures deal with obtaining
a wide range of solutions and then selecting one on the basis of information. The
methods used for solving multi-objective problems in the literature may be grouped
in five categories, namely no preference methods, posteriori methods, priori
methods, metaheuristics, and interactive methods:
No-Preference Method
In No-Preference Methods, the opinions of DMs are not taken into consideration.
The multi-objective optimization problem is solved using some relatively simple
methods and the solution is presented to DM. The methods in this category include
the Method of Global Criterion (e.g., Ringuest & Rinks, 1987; Miettinen, 1999;
Caballero, Luque, Molina, & Ruiz, 2005) and Proximal Bundle Method (e.g.,
Kiwiel, 1990; Miettinen & Mäkelä, 1995).
Posteriori Methods
A Posteriori Methods may also be called methods of generating Pareto optimal
solutions as it deals with finding all or most of the Pareto optimal solutions of a
given multi-objective optimization problem. Some methods described in literature
are the ε-constrained method (Miettinen & Mäkelä, 1995; Ehrgott, 2006), Adaptive
search method (Miettinen & Mäkelä, 1995), hybrid method (Chelouah & Siarry,
2005; Ehrgott, 2006), and the weighting method (Gershon, 1984).
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Priori Methods
Priori Methods DMs must specify priority structure and related opinions before the
solution process, unlike the No-Preference Methods. The analyst solves the
resulting problem by methods such as goal programming and lexicographic goal
programming (Quddoos, Javaid, Ali, & Khalid, 2013), and present the solution to
the DM.
Interactive Methods
In Interactive Methods the DM works together with an analyst or an interactive
computer program. The analyst starts with an initial feasible solution and discusses
it with the DM; if the DM is not happy with the current solution, then a new solution
or set of new solutions is obtained. Some interactive methods are the Step Method
(e.g., Benayoun, De Montgolfier, Tergny, & Laritchev, 1971; Gardiner & Steuer,
1994; Miettinen, 1999), Reference Point (RP) Method (Henig & Ritz, 1986),
Sequential Proxy Optimization Technique (SPOT) (Buchanan, 1986), Interactive
Surrogate Worth Trade-off (ISWT) Method (Miettinen, 1999), and GeoffrionDyer-Feinberg (GDF) Method (Geoffrion, 1968; Miettinen, 1999).

Some Concepts of Multi-Objective Optimization
Definition 1. [Weak Pareto Optimal Solution]
A solution x* is said to be a
weak Pareto optimal solution or a weak efficient solution for the multi-objective
optimization problem (1) if and only if there is no x ∈ S such that fi(x) < fi(x*) for
all i = 1, 2,…, n.
Definition 2. [Pareto Optimal Solution]
For a multi-objective optimization
problem (1), a solution x* is said to be a Pareto optimal solution or compromise
optimal solution if and only if there is no x ∈ S such that fi(x) < fi(x*), for all i = 1,
2,…, n, for at least one i.
Definition 3. [Compromise Solution]
A compromise solution of the MOLP
is the feasible solution which is preferred by the DM over all other feasible
solutions, taking into consideration all criteria contained in the multi-objective
functions.
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Proposed Criteria for Best Compromise Solution
Researchers proposed methods and algorithms to find the best compromise solution
such as Hu, Teng, and Li (2007), De and Yadav (2011), Quddoos, Javaid, Ali, and
Khalid (2013), El-Wahed and Lee (2006) and Li and Lai (2000). Here the question
arises for DMs: what should be the criteria of the best compromise solution? We
use the concept of compromise ideal distance and the solution having minimum
compromise ideal distance can be considered to be the best compromise solution.
It is impossible to achieve the ideal objectives practically, but they can be
represented by a point in Euclidean space. The ideal objective represented in Figure
2 lies outside the feasible region in objective space when objectives are conflicting
in nature (see Jones & Tamiz, 2010).

Figure 1. Representation of the region containing the Pareto optimal solution for a biobjective optimization problem

Figure 2. Representation of compromise ideal distances
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If the set of ideal solutions is f1Ideal , f 2Ideal , f 3Ideal ,

f nIdeal  , which lies in an n-

dimensional Euclidean space, and the set of objective values for the ith compromise
solution is f1i , f 2i , f3i , f ni  in the feasible objective space, then the compromise
ideal distance DIdeal and best compromise ideal distance DIdeal∗ are given by

DiIdeal =
=

2

2

f1Ideal − f1i + f 2Ideal − f 2i +

(f

Ideal
1

− f1i ) + ( f 2Ideal − f 2i ) +
2

2

D Ideal = Min DiIdeal  , i = 1, 2,3,

+ f nIdeal − f ni

2

+ ( f nIdeal − f ni )

2

,k

The Weighted Sum Method
In the weighted sum method, associate a weighting coefficient to each objective.
The multi-objective optimization problem is converted to the single objective
optimization problem by minimizing the weighted sum of the objectives, where the
weights wi, i = 1, 2,…, M, corresponding to objective functions satisfy the
following conditions:
M

 w = 1,
i =1

i

wi  0, i = 1, 2,

,M

Let xk( j ) represent the ideal solution for the jth objective; then solutions Z j and the
objective values may be represented as follows:
Z1
Z 2
Z K

x1( )

x2( )

xh( )

xK( )

x1(

x2(

xh(

xK(

1

1

1

1

=
K)

K)

K)

K)

Using the weighted sum method, the following normalized single-objective
optimization problem is obtained:
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M

Minimize F =  wi fi
i =1

Subject to: x  S, xij  0

where the weights corresponding to objective functions satisfy the conditions
described above. Using the above method, single solution points are obtained for
different weights that reflect the preferences of the DM.
Additive Model
In real life multi-objective linear programming (MOLP) problems, some goals have
higher priority than the others subject to the set of constraints. The DM may have
their own priority structure as per the requirement. The proposed model provides
the best compromise solution (i.e., with minimum compromise ideal distance)
when no preferences are defined. The DM may also obtain different solutions
according to the preferences in terms of the weights assigned to goals in the
proposed model.
Minimize F = f1 ( x ) , f 2 ( x ) , f 3 ( x ) ,

, f M ( x )

Subject to: x  S, xij  0

(2)

The proposed model can be implemented easily by starting the first step with
obtaining an ideal value for each of the objectives or goals subject to the set of
constraints. In the proposed model, we convert the MOLPP into a new single
objective transportation problem where the objective is to minimize
M

 f −f
i =1

i

Ideal
i

(1 − wi ) d

The objective is to minimize the weighted sum of the distances from the ideal
objective value to the feasible objective space, where d is the general deviational
variable for all objectives and wi is the weight assigned to the ith objective. Each
objective is transformed into constraints with an upper bound of fiIdeal + d (1 − wi ) ,
where the ideal objective f iIdeal is obtained by solving the above linear
transportation problem for each objective independently with other objectives.
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Figure 3. Flow chart representation of the proposed algorithm
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The multi-objective problem (1) simply reduces to the following single
objective problem:
M

Minimize F =  fi − fiIdeal (1 − wi ) d
i =1

Subject to: fi  f

Ideal
i

+ d (1 − wi ) , x  S, xij  0

(3)

where wi ∈ W = {w ∈ Rn | 0 ≤ w ≤ 1}, f iIdeal is the optimal value of ith objective
obtained as a single objective problem or the ideal value of the ith objective, and d
is the general deviational variable. Larger values of wk in this function will result
in smaller values of d(1 – wi) which is required by assigning larger weight so that
the objective value may get close to the ideal objective value through added
constraints of upper bounds. Figure 3 represents the flow chart representation of the
proposed approach:
Step 1. Solve all the M objective functions as single objective linear
programming problem ignoring all other objectives subject to the
constraints.
Step 2. Evaluate each M objective for their optimal solutions and obtain the
Ideal objective value; formulate the multi-objective optimization
model as single objective optimization model using the proposed
model.
Step 3. Solve the model using any of the available solvers such as LINGO1 (a
modelling language and optimizer) or CPLEX2 (optimizer studio).
Step 4. If the DM is satisfied with the solution so obtained then the process
terminates, otherwise proceed to next step.
Step 5. Ask DM to define weights for each objective and repeat from Step 3
to Step 5 until the process terminates.

Applications of Proposed Model
The model is proposed for MOLPP so here we represent the application of above
proposed model in multi-objective linear transportation problems (MOLTP). In real
world situations, DMs usually face multiple and conflicting objectives and such
1
2

https://www.lindo.com/downloads/PDF/LINGO.pdf
https://www.ibm.com/analytics/data-science/prescriptive-analytics/cplex-optimizer
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type of transportation problems are called multi-objective transportation problems
(MOTPs). In MOTPs the product is to be transported from m sources to n
destination points. The cost of transporting a unit form source i to destination j is
also denoted as Cij, this can be considered to be delivery time, cost of damage, or
safety of delivery, etc. A variable xij represents the unknown quantity to be shipped
from source i to destination j. Let their capacities be a1, a2,…, am and b1, b2,…, bn,
respectively. The objectives are to minimize the total cost of transportation,
delivery time, and/or damage cost. Let f1, f2,…, fK be K objectives which are to be
minimized. With these assumptions, the MOLTP can be formulated as follows:
m

n

Minimize Fk =  Cijk xij , k = 1, 2,3,

,K

i =1 j =1

n

Subject to:  xij = ai , i = 1, 2,3,

,n

i =1
m

x

ij

j =1

= bj ,

j = 1, 2,3,

xij  0, i = 1, 2,3,

,m

, n and j = 1, 2,3,

,m

To formulate the above MOLTP according to the proposed model, solve the above
linear transportation problem for each objective Fk, k = 1, 2,…, K, separately.
Calculate the value of each objective function for their optimal solutions. Let the
obtained optimal values of the K objective functions be f1Ideal , f 2Ideal , f3Ideal , , f KIdeal ,
let d be the general deviational variable for all objectives, and let wk be the weight
assigned to the kth objective. Then the model is formulated as
M

Minimize F  =  f k − f kIdeal (1 − wi ) d
i =1

Subject to: f k  f kIdeal + d (1 − wk ) , k = 1, 2,
n

x
i =1

ij

m

x
j =1

ij

= ai , i = 1, 2,3,

,n

= bj ,

,m

j = 1, 2,3,

xij  0, i = 1, 2,3,
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Numerical Illustration
Now, consider some numerical examples to illustrate the formulation and solution
procedure of the proposed model. For this we have solved a MOTP and a multiobjective assignment problem. The results show that the proposed algorithm gives
the best compromise solution with minimum compromise ideal distance.
Example 1
Consider the following transportation tables associated with a MOTP:

1 2 7 7 
4 4 3 4 


C1 = 1 9 3 4 C2 = 5 8 9 10 
8 9 4 6 
6 2 5 1 
with availability a1 = 9, a2 = 19, and a3 = 17 and demands d1 = 11, d2 = 3, d3 = 14,
and d4 = 16. The mathematical programming model of the above problem is written
as follows:

Minimize:
f1 = x11 + 2 x12 + 7 x13 + 7 x14 + x21 + 9 x22 + 3x23 + 4 x24 + 8 x31 + 9 x32 + 4 x33 + 6 x34
f 2 = 4 x11 + 4 x12 + 3x13 + 3x14 + 5 x21 + 8 x22 + 9 x23 + 10 x24 + 6 x31 + 2 x32 + 5 x33 + x34
Subject to:
x11 + x12 + x13 + x14 = 8
x21 + x22 + x23 + x24 = 19
x31 + x32 + x33 + x34 = 17
x11 + x21 + x31 = 11
x12 + x22 + x32 = 3
x13 + x23 + x33 = 14
x14 + x24 + x34 = 16
xij  0, i = 1, 2,3 and j = 1, 2,3, 4
Obtain the ideal objective values by solving each objective separately; they are
found to be
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X1 = ( 5.0 3.0 0.0 0.0 6.0 0.0 0.0 13.0 0.0 0.0 14.0 3.0 )
X 2 = ( 0.0 0.0 8.0 0.0 11.0 2.0 6.0 0.0 0.0 1.0 0.0 16.0 )

and the objective values are: Z1(X1) = 143, Z1(X2) = 208, Z2(X1) = 265, and
Z2(X2) = 167. Here, the ideal values are f1Ideal = 143 and f 2Ideal = 167 .
The above problem can be formulated as single objective optimization
problem using the proposed model as follows:

Minimize F = ( f1 − 143)(1 − w1 ) d + ( f 2 − 167 )(1 − w2 ) d
Subject to:
x11 + 2 x12 + 7 x13 + 7 x14 + x21 + 9 x22

 143 + d (1 − w1 )

+ 3 x23 + 4 x24 + 8 x31 + 9 x32 + 4 x33 + 6 x34
4 x11 + 4 x12 + 3 x13 + 3 x14 + 5 x21 + 8 x22

 167 + d (1 − w2 )

+ 9 x23 + 10 x24 + 6 x31 + 2 x32 + 5 x33 + x34
x11 + x12 + x13 + x14 = 8
x21 + x22 + x23 + x24 = 19
x31 + x32 + x33 + x34 = 17
x11 + x21 + x31 = 11
x12 + x22 + x32 = 3
x13 + x23 + x33 = 14
x14 + x24 + x34 = 16
xij  0, i = 1, 2,3 and j = 1, 2,3, 4

This may be solved by using the LINGO 13.0 package. The compromise solution
obtained is as follows:

X = ( 2.0 3.0 3.0 0.0 9.0 0.0 10.0 0.0 0.0 0.0 1.0 16.0 )
Therefore, f1 = 168 and if the DM is not satisfied with the solution it is easy to
improve the solution by defining weights considering that

13
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Table 1. Compromise objective values corresponding to priorities

1
2
3
4
5
6
7
8
9
10
11
12

Weights assigned
w1 = 0.0, w2 = 1.0
w1 = 0.1, w2 = 0.9
w1 = 0.2, w2 = 0.8
w1 = 0.3, w2 = 0.7
w1 = 0.4, w2 = 0.6
w1 = 0.5, w2 = 0.5
w1 = 0.6, w2 = 0.4
w1 = 0.7, w2 = 0.3
w1 = 0.8, w2 = 0.2
w1 = 0.9, w2 = 0.1
w1 = 1.0, w2 = 0.0
Without preference

Z1, Z2
208, 167
186, 171
176, 175
172, 180
168, 185
164, 190
160, 195
156, 200
156, 200
156, 200
143, 265
168, 185

Distance from
ideal solution
65.00
43.18
33.95
31.78
30.80
33.95
32.75
35.46
35.46
35.46
98.00
30.80

F*
4225.00
1868.00
1155.00
1048.00
999.00
1012.00
1101.33
1272.86
1885.00
4030.00
9604.00
949.00

For different weights or priorities, different solutions can be obtained for
Example 1, which are presented in the Table 1. The distance formula

(f

Ideal
1

− f1 ) + ( f 2Ideal − f 2 ) from coordinate geometry is used for defining the
2

2

distance of the compromise solution ( f1 , f 2 ) to the ideal solution ( f1Ideal , f 2Ideal ) .
Example 2
Consider the multi-objective assignment problem taken from De and Yadav (2011)
with matrices

10 8 15
13 15 8 


2
C = 13 12 13 C = 10 20 12
 8 10 9 
15 10 12
1

The formulation of the above problem is as follows:

Minimize:
f1 = 10 x11 + 8 x12 + 15 x13 + 13x21 + 12 x22 + 13x23 + 8 x31 + 10 x32 + 9 x33
f 2 = 13x11 + 15 x12 + 8 x13 + 10 x21 + 20 x22 + 12 x23 + 15 x31 + 10 x32 + 12 x33
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Subject to:
3

x
i =1

ij

3

x
j =1

ij

= 1,

j = 1, 2,3

= 1, i = 1, 2,321

xij = 0 or 1, i = 1, 2,3 and j = 1, 2,3, 4
Obtain the ideal objective value by solving each objective separately; they are
found to be

x12 = 1, x23 = 1, x13 = 1, x21 = 1, x32 = 1
f1Ideal = 29,

f 2Ideal = 28

This can be formulated as single objective optimization problem using the proposed
algorithm as follows:

Minimize:
F = ( f1 − 29 )(1 − w1 ) d + ( f 2 − 28 )(1 − w2 ) d
Subject to:
10 x11 + 8 x12 + 15 x13 + 13x21 + 12 x22 + 13x23 + 8 x31 + 10 x32 + 9 x33  29 + (1 − w1 ) d
13x11 + 15 x12 + 8 x13 + 10 x21 + 20 x22 + 12 x23 + 15 x31 + 10 x32 + 12 x33  28 + (1 − w1 ) d
3

x
i =1

ij

3

x
j =1

ij

= 1,

j = 1, 2,3

= 1, i = 1, 2,321

xij = 0 or 1, i = 1, 2,3 and j = 1, 2,3, 4
Table 2. Compromise objective values corresponding to priorities

1
2
3
4
5
6

Weights assigned
w1 = 0.0, w2 = 1.0
w1 = 0.1, w2 = 0.9
w1 = 0.5, w2 = 0.5
w1 = 0.9, w2 = 0.1
w1 = 0.1, w2 = 0.0
Without preference

Z1, Z 2
38, 28
38, 28
33, 35
30, 37
29, 42
33, 35

15

DIdeal
9.00
9.00
8.06
9.05
14.00
8.06

xij
x13 = x21 = x32 = 1
x12 = x21 = x33 = 1
x11 = x23 = x32 = 1
x12 = x21 = x33 = 1
x12 = x23 = x31 = 1
x11 = x23 = x32 = 1

SOLVING MULTI-OBJECTIVE OPTIMIZATION PROBLEMS

The above model is solved by using LINGO 13.0 package. The compromise
solution obtained is x11 = 1, x23 = 1, and x32 = 1; therefore f1 = 33 and f 2 = 35 . If
the DM is not satisfied with the solution, it is easy to improve the solution by
M
defining weights considering that i =1 wi  1 . A set of solutions are obtained in
Table 2 for different preferences defined in terms of weights.

Analysis and Comparison of Results
Consider a MOTP using the proposed model. It is observed that, when no
preferences are assigned, the solution obtained is the best compromise solution
having minimum compromise ideal distance. For different preferences different
compromise solutions are generated which are consistent. Figure 4 clearly
represents the consistency of generated solutions for Example 1 as per the weights
assigned. A comparison has been made with the proposed model and weighted sum
method for the first example in Table 3.

Graphical Representation of Consistency
300
250
200
150
100
50
0

0.0,
1.0

0.1,
0.9

0.2,
0.8

0.3,
0.7

0.4,
0.6

0.5,
0.5

0.6,
0.4

0.7,
0.3

0.8,
0.2

0.9,
0.1

1.0,
0.0

Series1 208
Series2 167

186

176

172

168

164

160

156

156

156

143

171

175

180

185

190

195

200

200

200

265

Figure 4. Graphical representation of solutions at different priorities
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The solution obtained without preference has the minimum compromise ideal
distance. Figure 5 represents the compromise ideal distances for the first example.
A comparison has been made with the approaches of Li and Lai (2000), Bit, Biswal,
and Alam (1992), Ringuest and Rinks (1987), Quddoos, Javaid, Ali, and Khalid
(2013), and Quddoos, Javaid, and Khalid (2013) in Table 4.
Table 3. Comparison of solutions for Example 1 by proposed model and weighted sum
method

1
2
3
4
5
6
7
8
9
10

Weights assigned
w1 = 0.1, w2 = 0.9
w1 = 0.2, w2 = 0.8
w1 = 0.3, w2 = 0.7
w1 = 0.4, w2 = 0.6
w1 = 0.5, w2 = 0.5
w1 = 0.6, w2 = 0.4
w1 = 0.7, w2 = 0.3
w1 = 0.8, w2 = 0.2
w1 = 0.9, w2 = 0.1
Without preference

Proposed method
Objectives
Distance
186, 171
43.18
176, 175
33.95
172, 180
31.78
168, 185
30.80
164, 190
33.95
160, 195
32.75
156, 200
35.46
156, 200
35.46
156, 200
35.46
168, 185
30.80

Figure 5. Representation of the compromise ideal distances
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Weighted sum method
Objectives
Distance
208, 167
65.00
186, 171
43.18
176, 175
33.95
176, 175
33.95
176, 175
33.95
156, 200
35.46
156, 200
35.46
156, 200
35.46
143, 265
98.00
-----
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Table 4. Comparison of solutions by five different approaches

f1
f2
Compromise
ideal distance
Note:

Minimize
distance
method
168.00
185.00

Interactive
approacha
168.00
185.00

Fuzzy
programming
approachb
160.00
195.00

Interactive
approachc
156.00
200.00

D1 distance
methodd
184.00
171.28

MMK
methode
176.00
175.00

30.80

30.80

32.75

35.46

41.22

33.95

a

(El-Wahed & Lee, 2006); b (Bit, Biswal, & Alam, 1992); c (Ringuest & Rinks, 1987); d (Quddoos, Javaid,
Ali, & Khalid, 2013); e (Quddoos, Javaid, & Khalid, 2013)

Graphical Representation of Consistency
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38

38
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29
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Figure 6. Graphical representation of solutions at different priorities

Now consider the second example of a multi-objective assignment problem
using the proposed model. It is observed that, when no preferences are assigned,
the solution obtained is the best compromise solution. For different preferences
different compromise solutions are generated which are consistent. Figure 6
represents the consistency of generated solutions for Example 2. The solution
obtained using proposed model without preference has the minimum compromise
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ideal distance. Figure 7 represents the compromise ideal distances obtained for the
second example.

Conclusion
A new model for the weighted sum method is proposed which gives the best
compromise solution when DMs have no information regarding relative importance
of goals. It can also generate consist compromise solutions in the condition when
preferences are defined in terms of weight. The concept of compromise ideal
distance is used to decide the best compromise solution when no preferences are
defined. The main advantage of the proposed approach over existing approaches is
that it can obtain the compromise solution without any preference and for different
preferences. The LINGO 13.0 package was used to solve the mathematical models.
The proposed model is compared with different existing approaches and it is
verified that the proposed model is more suitable for the MOLPP with special
reference to transportation and assignment problems.

Figure 7. Representation of compromise ideal distances
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