Abstract. This paper presents a new algorithm to perform regression estimation, in both the inductive and transductive setting. The estimator is defined as a linear combination of functions in a given dictionary. Coefficients of the combinations are computed sequentially using projection on some simple sets. These sets are defined as confidence regions provided by a deviation (PAC) inequality on an estimator in one-dimensional models. We prove that every projection the algorithm actually improves the performance of the estimator. We give all the estimators and results at first in the inductive case, where the algorithm requires the knowledge of the distribution of the design, and then in the transductive case, which seems a more natural application for this algorithm as we do not need particular information on the distribution of the design in this case. We finally show a connection with oracle inequalities, making us able to prove that the estimator reaches minimax rates of convergence in Sobolev and Besov spaces.
The setting of the problem
We give here notations and introduce the inductive and transductive settings.
Transductive and inductive settings
Let (X , B) be a measure space and let B R denote the Borel σ-algebra on R. 
Overview of the results
In both settings, we give a PAC inequality on the risk of estimators in one-dimensional models of the form: {αθ(·), α ∈ R} for a given θ ∈ Θ.
This result motivates an algorithm that performs iterative feature selection in order to perform regression estimation. We will then remark that the selection procedure gives the guarantee that every selected feature actually improves the current estimator.
In the inductive setting (Section 2), it means that we estimate f (·) by a functionθ(·) ∈ Θ, but the selection procedure can only be performed if the statistician knows the marginal distribution P (X) of X under P .
In the transductive case (Section 3), the estimation of Y N +1 , . . . , Y (k+1)N can be performed by the procedure without any prior knowledge about the marginal distribution of X under P . We first focus on the case k = 1, and then on the general case k ∈ N * . Finally, in Section 4, we use the main result of the paper (the fact that every selected feature improves the performance of the estimator) as an oracle inequality, to compute the rate of convergence of the estimator in Sobolev and Besov spaces.
The last section (Section 5) is dedicated to the proofs. The literature on iterative methods for regression estimation is very important, let us mention one of the first algorithm, AdaLine, by Widrow and Hoff (23) , or more recent versions like boosting, see (18) and the references within. The technique developed here has some similarity with the so-called greedy algorithms, see (3) (and the references within) for a survey and some recent results. However, note that in this techniques, the iterative update of the estimator is motivated by algorithmic issues, and is not motivated statistically. In particular, AdaLine has no guarantee against overfitting if the number of variables m is large (say m = N ). For greedy algorithms, on has to specify a particular penalization if one wants to get a guarantee against overfitting. The same remark can be done about boosting algorithm. Here, the algorithm is motivated by a statistical result, and as a consequence has theoretical guarantees against overlearning. It stays however computationally feasible, some pseudo-code is given in the paper.
Closer to our technique are the methods of aggregation of statistical estimators, see (16) and (21) and more recently the mirror descent algorithm studied in (13) or (14) . In this papers, oracle inequalities are given ensuring that the estimator performs as well as the best (linear or convex) aggregation of functions in a given family, up to an optimal term. Note that these inequalities are given in expectation, here almost all results are given in a deviation bound (or PAC bound, a bound that is true with high probability, from which we derive a bound in expectation in Section 4). Similar bounds where given for the PAC-Bayesian model aggregation developed by Catoni (7), Yang (24) and Audibert (2) . In some way, the algorithm proposed in this paper can be seen as a practical way to implement these results.
Note that nearly all the methods in the papers mentioned previously where designed especially for the inductive setting. Very few algorithms were created specifically for the transductive regression problem. The algorithm described in this paper seems more adapted to the transductive setting (remember that the procedure can be performed in the inductive setting only if the statistician knows the marginal distribution of X under P , while there is no such assumption in the transductive context).
Let us however start with a presentation of our method in the inductive context.
Main theorem in the inductive case, and application to estimation

Additional definition
Definition 2.1. We put:
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and in this setting, our objective is θ given by:
θ ∈ arg min θ∈Θ R(θ).
Main theorem
We suppose that we have an integer m ∈ N and that we are given a finite family of functions:
Definition 2.2. Let us put, for any k ∈ {1, . . . , m}:
Theorem 2.1. Moreover, let us assume that P is such that |f | is bounded by a constant B, and such that:
We have, for any ε > 0, with P ⊗N -probability at least 1 − ε, for any k ∈ {1, . . . , m}:
The proof of this theorem is given in Section 5.6.
Application to regression estimation
Interpretation of Theorem 2.1 in terms of confidence intervals
Definition 2.3. Let us put, for any (θ, θ ′ ) ∈ Θ 2 :
Let also · P denote the norm associated with this distance, θ P = d P (θ, 0), and ·, · P the associated scalar product:
Because α k = arg min α∈R R(αθ k ) we have:
So the theorem can be written:
where β(ε, k) is the right-hand side of inequality (2.1). Now, note that α k θ k is the orthogonal projection of:
onto the space {αθ k , α ∈ R}, with respect to the inner product ·, · P :
Definition 2.4. We define, for any k and ε:
Then the theorem is equivalent to the following corollary.
Corollary 2.2. We have:
In other words: k∈{1,...,m} CR(k, ε) is a confidence region at level ε for θ.
Definition 2.5. We write Π k,ε P the orthogonal projection into CR(k, ε) with respect to the distance d P .
Note that this orthogonal projection is not a projection on a linear subspace of Θ, and so it is not a linear mapping.
The algorithm
The previous corollaries of Theorem 2.1 motivate the following iterative algorithm:
• choose θ (0) ∈ Θ, for example, θ (0) = 0; • at step n ∈ N * , we have: θ (0) , . . . , θ (n−1) . Choose k(n) ∈ {1, . . . , m} (this choice can of course be data dependent), and take:
• we can use the following stopping rule:
Definition 2.6. Let n 0 denote the stopping step, and:
the corresponding function.
Results and comments on the algorithm
Theorem 2.3. We have:
Proof. This is just a consequence of the preceding corollary. Let us assume that:
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Let us choose n ∈ {1, . . . , n 0 }. We have, for a k ∈ {1, . . . , m}:
where Π k,ε P is the projection into a convex set that contains θ. This implies that:
which can be written:
Actually, the main point in the motivation of the algorithm is that, with probability at least 1 − ε, whatever the current value θ (n) ∈ Θ, whatever the feature k ∈ {1, . . . , m} (even chosen on the basis of the data), Π k,ε P θ (n) is a better estimator than θ (n) . So we can choose k(n) as we want in the algorithm. For example, Theorem 2.3 motivates the choice:
This version of the algorithm is detailed in Fig. 1 . If looking for the exact maximum of
with respect to k is too computationally intensive we can use any heuristic to choose k(n), or even skip this maximization and take: 
because all the directions of the different projections are orthogonals).
Actually, it is possible to prove that the estimator is able to adapt itself to the regularity of the function to achieve a good mean rate of convergence. More precisely, if we assume that the true regression function has an (unknown) regularity β, then it is possible to choose m and ε in such a way that the rate of convergence is:
We prove this point in Section 4.
Compute at first everyα k and β(ε, k) for k ∈ {1, . . . , m}. Set n ← 0.
Repeat:
• set n ← n + 1;
• set best improvement ← 0;
• for k ∈ {1, . . . , m}, compute:
and if δ k > best improvement, set:
• if best improvement > 0 set:
until best improvement < κ (where sgn(x) = −1 if x ≤ 0 and 1 otherwise).
Note that at each step n, θ (n) is given by:
so after the last step we can return the estimator: Note that an improvement of the inequality in Theorem 2.1 (inequality (2.1)) would allow to apply the same method, but would lead to smaller confidence regions and so to better performances. The end of this section is dedicated to improvements (and generalizations) of this bound.
Hypothesis. Until the end of Section 2, we assume that Θ and P are such that:
Definition 2.7. For any random variable T we put:
and we define, for any γ ≥ 0, P γT by:
.
For any random variables T, T ′ and any γ ≥ 0 we put:
Section 2.5 gives an improvement of Theorem 2.1 while Section 2.6 extends it to the case of a datadependant family Θ 0 .
Refinements of Theorem 2.1
Theorem 2.4. Let us put:
Then we have, for any ε > 0, with P ⊗N -probability at least 1 − ε, for any k ∈ {1, . . . , m}:
where we have:
with:
For the proof, see Section 5.1. Actually, the method we proposed requires to be able to compute explicitly the upper bound in this theorem. Remark that, with ε and m fixed:
and so we can choose to consider only the first-order term. Another possible choice is to make stronger assumptions on P and Θ 0 that allow to upper bound explicitly C N (P, m, ε, θ k ). For example, if we assume that Y is bounded by C Y and that
and we have (basically):
The main problem is actually that the first-order term contains the quantity V (W θ k ) that is not observable, and we would like to be able to replace this quantity by its natural estimator:
The following theorem justifies this method.
Theorem 2.5. If we assume that there is a constant c such that:
we have, for any ε > 0, with P ⊗N -probability at least 1 − ε, for any k ∈ {1, . . . , m}:
The proof is given in Section 5.1.
An extension to the case of Support Vector Machines
Thanks to a method due to Seeger (20) , it is possible to extend this method to the case where the set Θ 0 is data dependent in the following way:
where for any z ∈ X × R, the cardinality of the set Θ 0 (z, N ) depends only on N , not on z. We will write m ′ (N ) this cardinality. So we have:
We put:
In this case, we need some adaptations of our previous notations.
Definition 2.8. We put, for i ∈ {1, . . . , N }:
For any (i, k) ∈ {1, . . . , N } × {1, . . . , m ′ (N )}, we write:
Theorem 2.6. We have, for any ε > 0, with P ⊗N -probability at least 1 − ε, for any k ∈ {1, . . . , m ′ (N )} and i ∈ {1, . . . , N }:
The proof is given in Section 5.1. We can use this theorem to build an estimator using the algorithm described in the previous subsection, with obvious changes in the notations. 
In this case we have m ′ (N ) = 1 and the estimator is of the from:
Let us define,
the function K is called the kernel, and: 
SVM where first introduced by Boser, Guyon and Vapnik (5) in the context of classification, and then generalized by Vapnik (22) to the context of regression estimation. For a general introduction to SVM, see also (6) and (9) .
Example 2.3. A widely used kernel is the Gaussian kernel:
where d(·, ·) is some distance over the space X and γ > 0. But in practice, the choice of the parameter γ is difficult. A way to solve this problem is to introduce multiscale SVM. We simply take Θ as the set of all bounded functions X → R. Now, let us put:
In this case, we obtain an estimator of the form:
that could be called multiscale SVM. Remark that we can use this technique to define SVM using simultaneously different kernels (not necessarily the same kernel at different scales).
3. The transductive case
Notations
Let us recall that we assume that k ∈ N * , that P (k+1)N is some exchangeable probability measure (let us recall that exchangeability is defined in Definition 1.2) on the space ((X × R)
Let us remark that under this condition, the marginal distribution of every Z i is the same, we will call P this distribution. In the particular case where the observations are i.i.d., we will have P (k+1)N = P ⊗(k+1)N , but what follows still holds for general exchangeable distributions P (k+1)N .
We assume that we observe (X i , Y i ) i=1,...,N and (X i ) i=N +1,...,(k+1)N . In this case, we only focus on the estimation of the values (Y i ) i=N +1,...,(k+1)N . Definition 3.1. We put, for any θ ∈ Θ:
Our objective is:
if the minimum of r 2 is not unique then we take for θ 2 any element of Θ reaching the minimum value of r 2 .
Let Θ 0 be a finite family of vectors belonging to Θ, so that |Θ 0 | = m. Actually, Θ 0 is allowed to be data-dependent:
is exchangeable with respect to its (k + 1)N arguments, and is such that m = m(N ) depends only on N , not on (X 1 , . . . , X (k+1)N ).
The problem of the indexation of the elements of Θ 0 is not straightforward and we must be very careful about it. Let < Θ be a complete order on Θ, and write:
Remark that, in this case, every θ h is an exchangeable function of (X 1 , . . . , X (k+1)N ). Definition 3.2. Now, let us write, for any h ∈ {1, . . . , m}:
Basic results for k = 1
In a first time we focus on the case where k = 1 as a method due to Catoni (6) brings a substantial simplification of the bound in this case.
Theorem 3.1. We have, for any ε > 0, with P 2N -probability at least 1 − ε, for any h ∈ {1, . . . , m}: 
then we can get a looser observable upper bound:
If we do not want to make this assumption, we can use the following variant, that gives a first-order approximation for the bound.
Theorem 3.2. For any ε > 0, with P 2N -probability at least 1 − ε, for any h ∈ {1, . . . , m}:
Remark 3.2. Let us assume that Y is such that we know two constants b Y and B Y such that:
Then we have, with probability at least 1 − ε:
Combining both inequalities leads by a union bound argument leads to:
The proofs of both theorems are given in the proofs section, more precisely in Section 5.2. Let us compare the first-order term of this theorem to the analogous term in the inductive case (Theorems 2.4 and 2.5). The factor of the variance term is 8 instead of 2 in the inductive case. A factor 2 is to be lost because we have here the variance of a sample of size 2N instead of N in the inductive case. But another factor 2 is lost here. Moreover, in the inductive case, we obtained the real variance of Y θ h (X) instead of the moment of order 2 here.
In the next subsection, we give several improvements of these bounds, that allows to recover a real variance, and to recover the factor 2. We also give a version that allows to deal with a test sample of different size, this being a generalization of Theorem 3.1 more than of its improved variants.
We then give the analog of the algorithm proposed in the inductive case in this transductive setting.
Improvements of the bound and general values for k
The proof of all the theorems of this subsection is given in the next section.
Variance term (in the case
We introduce some new notations.
Definition 3.3. We write:
and, in the case of a model k ∈ {1, . . . , m}:
The we have the following theorem.
Theorem 3.3. We have, for any ε > 0, with P 2N -probability at least 1 − ε, for any h ∈ {1, . . . , m}:
For the proof see Section 5.3. It is moreover possible to modify the upper bound to make it observable. We obtain that with P 2N -probability at least 1 − ε, for any k ∈ {1, . . . , m}:
So we can see that this theorem is an improvement on Theorem 3.1 when some features θ h (X) are well correlated with Y . But we loose another factor 2 by making the first-order term of the bound observable.
Improvement of the variance term (k = 1)
Theorem 3.4. We have, for any ε > 0, with P 2N -probability at least 1 − ε, for any h ∈ {1, . . . , m}:
where:
It is moreover possible to give an observable upper bound: we obtain that with P 2N -probability at least 1 − ε, for any k ∈ {1, . . . , m}:
Here again, we can make the bound fully observable under an exponential moment or boundedness assumption about Y . For a complete proof see Section 5.4. 
and, for any θ ∈ Θ:
Then we have the following theorem.
Theorem 3.5. Let us assume that we have constants B h and β h such that, for any h ∈ {1, . . . , m}:
For any ε > 0, with P (k+1)N probability at least 1 − ε we have, for any h ∈ {1, . . . , m}:
Here again, it is possible to replace the variance term by its natural estimator:
For a complete proof of the theorem see the section dedicated to the proofs (more precisely Section 5.5).
Application to transductive regression
We give here the interpretation of the preceding theorems in terms of confidence; this motivates an algorithm similar to the one described in the inductive case.
Definition 3.5. We take, for any (θ, θ ′ ) ∈ Θ 2 :
Let also θ 2 = d 2 (θ, 0) and:
We define, for any h ∈ {1, . . . , m} and ε:
where β(ε, h) is the upper bound in Theorem 3.1 (or in any other theorem given in the transductive section).
For the same reasons as in the inductive case, these theorems imply the following result.
Corollary 3.6. We have:
the orthogonal projection into CR(h, ε) with respect to the distance d 2 .
We propose the following algorithm:
• choose θ (0) ∈ Θ (for example 0); • at step n ∈ N * , we have:
. Choose h(n), for example:
and take:
Definition 3.7. We write n 0 the stopping step, and:
Here again we give a detailed version of the algorithm, see Fig. 2 . Remark that as in the inductive case, we are allowed to use whatever heuristic to choose k(n) if we want to avoid the maximization. Theorem 3.7. We have:
The proof of this theorem is exactly the same as the proof of Theorem 2.3.
Example 3.1 (Estimation of wavelet coefficients).
Let us consider the case where Θ 0 does not depend on the observations. We can, for example, choose a basis of Θ, or a basis of a subspace of Θ. We obtain an estimator of the form:
In the case when (θ k ) k is a wavelet basis, then we obtain here again a procedure for thresholding wavelets coefficients.
First, compute every α h 1 and β(ε, h) for h ∈ {1, . . . , m}. Set n ← 0.
Repeat:
• for h ∈ {1, . . . , m}, compute:
and if δ h > best improvement, set:
Return the estimation:
where: 
In this case we have m = (k + 1)N m ′ (N ). We obtain an estimator of the form:
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Let us put:
We have: 
Let us consider a principal component analysis (PCA) of the family:
by performing a diagonalization of the matrix:
This method is known as Kernel PCA, see for example (19) . We obtain eigenvalues:
and associated eigenvectors e 1 , . . . , e (k+1)N , associated to elements of Θ:
that are exchangeable functions of the observations. Using the family:
we obtain an algorithm that selects which eigenvectors are going to be used in the regression estimation. This is very close to the Kernel Projection Machine (KPM) described by Blanchard, Massart, Vert and Zwald (4) in the context of classification.
Rates of convergence in Sobolev and Besov spaces
We conclude this paper by coming back to the inductive case. We use Theorem 2.3 as an oracle inequality to show that the obtained estimator is adaptative, which means that if we assume that the true regression function f has an unknown regularity β, then the estimator is able to reach the optimal speed of convergence N −2β/(2β+1) up to a log N factor.
Presentation of the context
Here we assume that X is a compact interval of R, that Θ = L 2 (P (X) ) and that P is such that Y = f (X) + η with η independent of X, P η = 0 and P (η 2 ) ≤ σ 2 < +∞.
We assume that (θ k ) k∈N * is an orthonormal basis of Θ. We still have to choose m ∈ N and we will take Θ 0 = {θ 1 , . . . , θ m }.
Remark that the orthogonality means here that P [θ k (X) 2 ] = 1 for any k ∈ N * , and that:
for any k ′ = k.
Rate of convergence of the estimator: the Sobolev space case
Now, let us put:
(that depends effectively on m by Θ 0 = {θ 1 , . . . , θ m }), and let us assume that f satisfies the two following conditions: it is regular, namely there is an unknown β ≥ 1 and a C ≥ 0 such that:
and that we have a constant B < ∞ such that:
with B known to the statistician. It follows that:
If follows that every set, for k ∈ {1, . . . , m}:
is a convex set that contains f and such that the orthogonal projection: Π
denotes the orthogonal projection on F k ) can only improve an estimator:
Actually, note that this projection just consists in thresholding very large coefficients to a limited value. This modification is necessary in what follows, but this is just a technical remark: most of the time, our estimator won't be modified by Π F ,m P for any m. Remember also that in this context, the estimator given in Definition 2.6 is just: 
where P η = 0, P (η 2 ) ≤ σ 2 < ∞ and η and X are independent, and σ is known. Let us assume that f ∈ Θ is such that there is an unknown β ≥ 1 and an unknown C ≥ 0 such that:
with B known to the statistician. Then our estimatorθ (given in Definition 2.6 with n 0 = m here, build using the bound β(ε, k) given in Theorem 2.1), with ε = N −2 and m = N , is such that, for any N ≥ 2,
Here again, the proof is given at the end of the paper (Section 5.7). Let us just remark that, in the case where X = [0, 1], P is the Lebesgue measure, and (θ k ) k∈N * is the trigonometric basis, the condition:
is absolutely continuous and
The minimax rate of convergence in W (β, L) is N −2β/(2β+1) , so we can see that our estimator reaches the best rate of convergence up to a log N factor with an unknown β.
Rate of convergence in Besov spaces
We here extend the previous result to the case of a Besov space B s,p,q in the case of a wavelet basis (see (11) or (12)). 
Let us remark that we obtain nearly the same rate of convergence than in (11) , namely the minimax rate of convergence up to a log N factor.
For the proof, see Section 5.7.
Proofs
The order of the proofs is exactly the order of apparition of the results in the paper, except for the first theorem (Theorem 2.1): its proof using lemmas proved in the transductive setting, it is given after the proof of the transductive theorems.
Proof of Theorems 2.4-2.6
First, we prove a lemma that is the basis of proofs of Theorems 2.4-2.6.
Lemma 5.1. We have, for any θ ∈ Θ, γ > 0 and η ≥ 0:
and
Proof. For the first equality, we write:
For the reverse equality, the proof is exactly the same, replacing γ by −γ.
We can now give the proof of both theorems.
Proof of Theorem 2.4. Let us choose k ∈ {1, . . . , m}, for any λ k > 0 and η k ≥ 0 we have:
by the first equality of Lemma 5.1. By the same way, using the reverse inequality we obtain:
So we obtain, for any k ∈ {1, . . . , m}, for any λ k > 0 and η k ≥ 0:
since, for any x ∈ R, we have:
Now, let us choose ε > 0 and put:
We obtain:
and so:
Now, we put:
We obtain, with P ⊗N -probability at least 1 − ε, for any k ∈ {1, . . . , m}:
For short, we take the notation of the theorem:
Now, dividing both sides by:
we obtain:
In order to conclude, just remark that:
Proof of Theorem 2.5. Remark that, for any θ ∈ Θ:
we will deal with each term separately. For the first term, let us remark that we obtain the following result that is obtained exactly as Lemma 5.1. For any θ ∈ Θ:
Let us apply this result to every θ k for k ∈ {1, . . . , m}:
we obtain that the following inequality is satisfied with P ⊗N -probability at least 1 − ε 2 , for any k:
for short. Now, we try to upper bound the second term, −P (W θ ) 2 . Remark that, for any θ:
Remember that in the proof of Theorem 2.4 we got the upper bound, with probability at least 1 − ε 2 , for any k:
that gives:
for short. Let us combine inequalities (5.1) and (5.2). We obtain that, with probability at least 1 − ε, for every k we have:
Proof of Theorem 2.6. This proof is a variant of the proof of Theorem 2.4, the method it uses is due to Seeger (20) . Let us define, for any i ∈ {1, . . . , N }:
by the first equality of Lemma 5.1. In the same way, we obtain the reverse inequality and, combining both results, for any (i, k) ∈ {1, . . . , N } × {1, . . . , m ′ (N )}, for any λ i,k > 0 and η i,k ≥ 0:
for short. Now, let us choose ε > 0 and put:
and achieve the proof exactly as for Theorem 2.4.
Proof of Theorems 3.1 and 3.2
Here again, the first thing to do is to prove a general deviation inequality. This one is a variant of the one given by Catoni (6) . We go back to the notations of Theorem 3.1 and 3.2, with test sample of size N .
Definition 5.1. Let G denote the set of all functions:
for the sake of simplicity, such that g is exchangeable with respect to its 2N first arguments. 
+ that is exchangeable with respect to its 2 × 2N arguments, for any θ ∈ Θ and any g ∈ G:
and the reverse inequality:
where we write:
for short, and:
Proof. In order to prove the first inequality, we write:
This last step is true because P is exchangeable. We conclude by using the inequality:
The proof for the reverse inequality is exactly the same.
We can now give the proof of the theorems.
Proof of Theorem 3.1. From now on we assume that the hypothesis of Theorem 3.1 are satisfied. Let us choose ε ′ > 0 and apply Lemma 5.2 with η = − log ε ′ , and g such that g(u, u ′ ) = uu ′ . We obtain: for any exchangeable distribution P, for any measurable function λ: (X × R) 2N → R * + that is exchangeable with respect to its 2 × 2N arguments, for any θ ∈ Θ:
Let us denote:
The previous inequalities imply that: for any exchangeable P, for any measurable function λ : (X × R) 2N → R * + that is exchangeable with respect to its 2 × 2N arguments, for any θ ∈ Θ:
Now, let us introduce a new conditional probability measure:
Remark that P 2N being exchangeable, we have, for any bounded function h : (X × R) 2N → R,
The measure P is exchangeable, so we can apply Eq. (5.3). For any values of Z 1 , . . . , Z 2N we have:
In particular, we can choose θ = θ(Z 1 , . . . , Z 2N ) as an exchangeable function of (Z 1 , . . . , Z 2N ), because we will have:
Here, we choose as functions θ the members of Θ 0 : θ 1 , . . . , θ m (remember that we choose this indexation in such a way that for any k, θ k is an exchangeable function of (Z 1 , . . . , Z 2N )). We have, for any λ 1 , . . . , λ m that are m exchangeable functions of (Z 1 , . . . , Z 2N ):
Now let us apply inequality (5.3), we obtain:
if we choose:
From now, we assume that the event:
is satisfied. It can be written, for any k ∈ {1, . . . , m}:
Let us divide both inequalities by:
We obtain, for any k ∈ {1, . . . , m}:
It is now time to choose the functions λ k . We try to optimize the right-hand side with respect to λ k , and obtain a minimal value for:
This choice is admissible because it is exchangeable with respect to (Z 1 , . . . , Z 2N ). So we have, for any k ∈ {1, . . . , m}:
Finally, remark that:
which leads to the conclusion that for any k ∈ {1, . . . , m}:
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This ends the proof.
Proof of Theorem 3.2. We write:
and try to upper bound the second term. We apply Lemma 5.2, but this time with g such that g(u) = (uu ′ )
2 that is nonnegative, and obtain, for any ε, for any (exchangeables) θ and λ:
We choose:
we apply this result to every θ ∈ Θ 0 , and combine it with Theorem 3.1 by a union bound argument to obtain the result.
Proof of Theorem 3.3
First of all, we give the following obvious variant of Lemma 5.2:
Lemma 5.3. For any exchangeable probability distribution P on (Z 1 , . . . , Z 2N ), for any measurable function η : (X × R) 2N → R that is exchangeable with respect to its 2 × 2N arguments, for any measurable function λ : (X × R) 2N → R * + that is exchangeable with respect to its 2 × 2N arguments, for any θ ∈ Θ:
and the reverse inequality, where:
Proof. This is actually just an application of Lemma 5.2, we just need to remark that α(θ) is an exchangeable function of (Z 1 , . . . , Z 2N ), and so we can take in Lemma 5.2:
that means that:
Proof of Theorem 3.3. Proceeding exactly in the same way as in the proof of Theorem 3.1, we obtain the following inequality with probability at least 1 − ε:
This proves the theorem.
Before giving the proof of the next theorem, let us see how we can make the first-order term observable in this theorem. For example, we can write:
Remark that it is obvious that:
Now, just write:
and so we get:
So finally, Eq. (5.4) left us with a second degree inequality with respect to
we can solve to obtain the following result: with probability at least 1 − ε, as soon as we have:
which is always true for large enough N , the quantity
with the following notations:
Remark that only one of the bounds of the interval is positive. So we obtain the following result: with P 2N -probability at least 1 − ε, as soon as:
we have:
∀k ∈ {1, . . . , m},
We can notice that this bound may be written:
The next step would be now to replace the bound by an observable quantity, by getting a bound like:
with high probability. This can be done very simply, using Lemma 5.2 with this time:
We obtain the bound:
Proof of Theorem 3.4
The proof is exactly similar, we just use a new variant of lemma 5.2, that is based on an idea introduced by Catoni (8) in the context of classification.
Definition 5.2. Let us write:
for short. We also introduce a conditional probability measure:
Remark that, because P is exchangeable, we have, for any function h: 
for any θ ∈ Θ:
and the reverse inequality.
Proof. Let Lhs denote the left-hand side of Lemma 5.4. For short, let us put:
Then we have:
by Jensen's conditional inequality. Now, we can conclude as in Lemma 5.2:
Proof of Theorem 3.4. We apply both inequalities of Lemma 5.4 to every θ k , k ∈ {1, . . . , m}, and we take:
Or, with probability at least 1 − ε, for any k:
We end the first part of the proof by noting that:
Now, let us see how we can obtain the second part of the theorem. Note that:
We upper bound the first term by using Lemma 5.2 with g(θ(X i ),
, so with probability at least 1 − ε, for any k:
For the second-order term, we use both inequalities of Lemma 5.2 with g(θ(X i ),
Putting all pieces together (and replacing ε by ε/3) ends the proof.
Proof of Theorem 3.5
Proof of Theorem 3.5. We introduce the following conditional probability measures, for any i ∈ {1, . . . , N }:
and, finally, remember that:
Note that, by exchangeability, for any nonnegative function
we have, for any i ∈ {1, . . . , N }:
Lemma 5.5. Let χ be a function R → R. For any exchangeable functions λ, η : (X × R) (k+1)N → R + and θ : (X × R) (k+1)N → Θ we have:
where we put λ = λ(Z 1 , . . . , Z (k+1)N ), θ = θ(Z 1 , . . . , Z (k+1)N ) and η = η(Z 1 , . . . , Z (k+1)N ) for short. We have the reverse inequality as well.
Before giving the proof, let us introduce the following useful notations.
Definition 5.3. We put, for any θ ∈ Θ, for any function χ:
We also put:
Proof of the Lemma 5.5. Remark that, for any exchangeable functions λ, η : (X × R) (k+1)N → R + and θ : (X × R) kN → Θ we have:
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where we put λ = λ(Z 1 , . . . , Z kN ), θ = θ(Z 1 , . . . , Z kN ) and η = η(Z 1 , . . . , Z kN ) for short. Now, we have:
and, for any i ∈ {1, . . . , N }:
Note that, for any β ≥ 0:
Note that:
remark also that:
The proof of the reverse inequality is exactly the same.
Let us choose here again χ such that χ(u) = u, namely: χ = id. By the use of a union bound argument on elements of Θ 0 we obtain, for any ε > 0, for any exchangeable function λ : (X × R) (k+1)N → R + , with probability at least 1 − ε, for any h ∈ {1, . . . , m}:
Let us choose, for any h ∈ {1, . . . , m}:
, the bound becomes:
We use the reverse inequality exactly in the same way, we then combine both inequality by a union bound argument and obtain the following result. For any ε > 0, with P (k+1)N probability at least 1 − ε we have, for any h ∈ {1, . . . , m}: 5) remember that:
We now give a new lemma.
Lemma 5.6. Let us assume that P is such that, for any h ∈ {1, . . . , m}:
This is for example the case if θ h (X i )Y i is subgaussian, with any β h > 0 and
Then we have, for any ε ≥ 0:
Proof. We have:
Now, let use choose:
and we obtain the lemma.
As a consequence, using a union bound argument, we have, for any ε ≥ 0, with probability at least 1 − ε, for any h ∈ {1, . . . , m}:
By plugging the lemma into Eq. (5.5) we obtain the theorem.
Proof of Theorem 2.1: integration of the transductive results
Actually, the proof is quite direct now: instead of using the techniques given in the section devoted to the inductive case, we use a result valid in the transductive case and integrate it with respect to the test sample. This idea is quite classical in learning theory, and was actually one of the reason for the introduction of the transductive setting (see (22) for example). There are several ways to perform this integration (see for example (6)), here we choose to apply a result obtained by Panchenko (17) that gives a particularly simple result here. . Let ξ j (T, T ′ ) for j ∈ {1, 2, 3} be three measurables functions taking values in R, and ξ 3 ≥ 0. Let us assume that we know two constants A ≥ 1 and a > 0 such that, for any u > 0:
Then, for any u > 0:
Proof of Theorem 2.1. A simple application of the first inequality of Lemma 5.2 (given as a tool for the proof of the transductive results) with ε > 0, any k ∈ {1, . . . , m}, g = id, η = 1 + log 2m ε and:
leads us to the following bound, for any k:
− 2η ≤ exp(−η), or:
≤ exp(−η) = ε 2k exp (1) .
We now apply Panchenko's lemma with:
and A = a = 1. We obtain:
Remark finally that:
We proceed exactly in the same way with the reverse inequalities for any k and combine the obtained 2m inequalities to obtain the result:
that ends the proof. Proof of Theorem 4.1. Let us begin the proof with a general m and ε, the reason of the choice m = N and ε = N −2 will become clear. Let us also call E(ε) the event satisfied with probability at least 1 − ε in Theorem 2.1. We have:
First of all, it is obvious that: For the other term, just remark that, for any m ′ ≤ m:
This is where Theorem 2.3 has been used as an oracle inequality: the estimator that we have, with m ≥ m ′ , is better than the one with the "good choice" m ′ . We also have:
Pθ − f The choice of:
leads to a first term of order N −2β/(2β+1) log m ε (log N ) 2β/(2β+1) and a second term of order N −2β/(2β+1) × (log N ) 2β/(2β+1) . The choice of m = N and ε = N −2 gives a first and a second term of the desired order N −2β/(2β+1) (log N ) 2β/(2β+1) while keeping the third term at order N −1 . This proves the theorem.
Proof of Theorem 4.2. Here again let us write E(ε) the event satisfied with probability at least 1 − ε in Theorem 2.1. We have:
For the first term we still have:
Pθ − f Let us remember that:
and that ε = N −2 , and take: κ = log N N to obtain the desired rate of convergence.
