We study a random walk that has a drift β d to the right when located at a previously unvisited vertex and a drift µ d to the left otherwise. We prove that in high dimensions, for every µ, the drift to the right is a strictly increasing and continuous function of β, and that there is precisely one value β 0 (µ, d) for which the resulting speed is zero.
Introduction
In this paper we study what might be called an excited random walk with drift (ERWD), where the random walker has a drift in the negative direction of the first component on subsequent visits. Models of this type with drift for a fixed finite number of visits to a site have been studied by Zerner and others, usually in 1 dimension, see for example [1, 2, 3, 17] . They are generalisations of the excited random walk introduced in [4] .
It is known that excited random walk has ballistic behaviour when d ≥ 2 in [4, 13, 14] , while there is no ballistic behaviour (when β < 1) in one dimension [7] . Laws of large numbers and central limit theorems can be obtained for d ≥ 2 using renewal techniques (see for example [16] , [17] , [5] ). Intuitively, the velocity appearing in the laws of large numbers should be increasing in the excitement parameter, β. This has been proved in dimensions d ≥ 9 [11] using a perturbative expansion developed in [10] , but the problem remains open for d < 9. Using the same expansion approach it is possible [12] to prove monotonicity for the first coordinate of the speed of random walk in a partially random i.i.d. environment, in the special case where at each vertex, either the left or the right step is not available.
We use the same argument in this paper, together with the law of large numbers provided by [6, Theorem 1.4 ] to prove that for d ≥ 12, for each fixed µ > 0 the speed in the direction of the positive first coordinate is continuous and strictly increasing in β. We give an easy coupling argument showing that the speed is negative when β is sufficiently small (depending on µ and d) and show that when d ≥ 9 the speed is positive when β is sufficiently large. We conclude that when d ≥ 12, for each µ ≥ 0 there is exactly one value β 0 (µ, d) of β for which the speed is zero.
Although we only consider the once-excited random walk with all subsequent visits having a reverse drift, many of the results of this paper will remain valid under appropriate relaxations of these conditions, e.g. multi-excited random walks with a reverse drift only after the kth visit to a site, or random walks in site-percolation-like cookie environments. It may also be possible (using the approach in [11, 12] and this paper) to prove monotonicity in p for the speed of excited random walk in a site-percolation (parameter p) cookie environment in high dimensions.
Main results and organisation
A nearest-neighbour random walk path η is a sequence {η i } ∞ i=0 for which η i ∈ Z d and η i+1 − η i is a nearest-neighbour of the origin for all i ≥ 0. For a general nearest-neighbour path η with η 0 = 0, we write p η i (x i , x i+1 ) for the conditional probability that the walk steps from η i = x i to x i+1 , given the history of the path η i = (η 0 , . . . , η i ). We write ω n for the n-step path of excited random walk with opposing drift (ERWD) and Q for the law of { ω n } ∞ n=0 , i.e., for every n-step nearest-neighbour path η n ,
where, for i = 0, p
is the probability that the first step is to η 1 , and
Here e 1 = (1, 0, . . . , 0), and x · y is the inner-product between x and y. It is always the case that our walks take nearest-neighbour steps, although this is not made explicit in the notation. We are interested in the velocity/speed/drift v 1 (d, β, µ) of the first coordinate of the random walk, defined by
whenever this limit exists. Here x [1] denotes the first component of x ∈ Z d . The main result of this paper is the following theorem, which is proved in Section 5.
Theorem 1.1 (Monotonicity of the speed). The velocity
In fact we show that the partial derivative of v 1 with respect to β exists and is positive when d ≥ 12. It is also possible to prove monotonicity in β for β + µ sufficiently small when d ≥ 8, and for all µ ∈ [0, 1] (resp. β ∈ [0, 1]) and β (resp. µ) sufficiently small when d ≥ 9.
In order to establish Theorem 1.1 we first need to establish that the limiting velocity v 1 actually exists. Although this can be achieved for d sufficiently large using the expansion of [10] , we can appeal to the ergodic method of [6] , for which it is sufficient that d ≥ 6. The following result is established in [6, Theorem 1.4] in the context of random walk in a random environment, however the same argument works for ERWD, and in fact much more generally (e.g. i.i.d. random multicookie environment). In [6] there exist well-behaved random cut times (independent of the environment) with the property that the set of sites visited before and after each cut-time are disjoint. Thus one can essentially lay down a new i.i.d. environment at each of these cut-times. The equivalent notion in the present context, would be to replace all of the cookies at these cut times since none of the sites with missing cookies at a cut time will be visited again anyway. The following Lemma is proved in Section 2 using an elementary "cookie replacement" coupling argument and implies that for d ≥ 6 and each µ > 0 we can choose β sufficiently small so that the velocity is negative. n for d ≥ 2 and β < β * , whence renewal techniques (e.g. [5, 16, 17] ) may be used to prove the existence of the velocity. In high dimensions the formula for the velocity in [10] , shows that the velocity is positive for β sufficiently large. It would also be interesting to know whether the first coordinate of the walk is recurrent when β = β 0 . Perhaps this can be verified when d ≥ 14 using [6, Theorem 2.2].
The remainder of this paper is organised as follows. We prove Lemma 1.3 in Section 2. In Section 3 we give a formula for the speed of ERWD when d ≥ 6, and verify Lemma 1.4. In Section 4 we consider the derivative of this formula, and estimates of this derivative are used in Section 5 to prove Theorem 1.1.
Proof of Lemma 1.3
Fix d ≥ 2 and µ > 0. We prove that for β, δ > 0 sufficiently small depending on µ and d, lim sup n→∞ n −1 ω
3n < −δ almost surely. We do this by comparing the ERWD with a similar model where all of the eaten cookies are replaced at times 3m, m ∈ N. Perhaps the results in this section can be improved by replacing all of the cookies at times km for k > 3.
Let
at which cookies are present. Let A x = (1−µ+(β+µ)I x ) and B x = (1+µ−(β+µ)I x ), where I x is the indicator that there is a cookie at x. Then 0 ≤ A x , B x ≤ 2, A x + B x = 2, A x is increasing in I x and B x is decreasing in I x . Let Q E denote the law of an ERWD η with a given initial cookie configuration E ⊂ Z d , and write x ∼ y (resp. x ∼∼ y) if x is a neighbour of y (resp. x is graph distance 2 from y). Then we have
u∼−e 1 :u =e 1 ±e 1
It is easy to see that (2.1) and (2.2) are non-decreasing in I x for every x, for any fixed cookie environment E −x ⊂ Z d \ {x}, and that Q E (η [1] 3 > 0) =(2.1)+(2.2)+(2.3)+(2.4) is nondecreasing in I x for x / ∈ {0, e 1 } and any fixed E −x . Simple arithmetic enables us to write
10) It follows that we can define random walks ω and ν on the same probability space so that ω has the law of ERWD and where ν is the sum of independent random vectors X i , each with the distribution of ω 3 (corresponding to the situation above with I x = 1 for all x), and such that the following hold ω [1] 3n − ω [1] 3(n−1) = 3 ⇒ν
In particular, under this coupling, ν [1] 3n −ω [1] 3n is non-negative and non-decreasing in n, almost surely. Since n
] almost surely, and E[ω [1] 3 ] is continuous in β, it is enough to prove that E[ω [1] 3 ] < 0 when β = 0. In this case A x = B x = 1 for each x so we can use (2.1)-(2.8) to get (2d)
3 E[ω [1] 3 ] = −4dµ < 0 when β = 0 as required. Note that by keeping track of the β dependence in (2.1)-(2.8), one can get an explicit bound on how small β should be as a function of µ and d.
The formula for the speed
We recall some notation and results from [10] and [11] giving an expression for the velocity v of the ERWD. If η and ω are two paths of length at least j and m respectively and such that η j = ω 0 , then the concatenation η j • ω m is defined by
Given η m such that Q( ω m = η m ) > 0, we define a conditional probability measure Q ηm on walks starting from η m by
Set j 0 = 0, and for N ≥ 1 let
For ERWD, ∆ N is non-zero precisely when ω 
, and
Note that this quantity depends on β, µ, and d, as do the following
m (x, y), and π m (y) :
In [10] , it was shown that if lim n→∞ n m=2
x xπ m (x) exists and n −1 ω n → v in probability, then
m (x, y). Let f * k (x) denote the k-fold convolution of f with itself, and let
The following proposition is proved exactly as in the proof of [11, Proposition 3.2] with β replaced by β + µ in each of the bounds. 
Since the speed is known to exist when d ≥ 6 by the ergodic argument of [6] (see Theorem 1.2), the following corollary is an easy consequence of [10, Propositions 3.1 and 6.1] together with Proposition 3.1, and the fact that 2a 6 < 1 since G * 2 5 < 25/12 [9] . 
Proof of Lemma 1.4. Corollary 3.2 implies that for d ≥ 6,
Thus to prove the lemma, it is sufficient to show that there exists δ > 0 independent of β such that d 15) and since the right hand side is independent of µ and β and decreasing in d, it is enough to prove that it is less than 1 when d = 9. This result can easily be checked using the rigorous upper bounds G 8 ≤ 1.07865 and G * 2 8 ≤ 1.28901 [8, 9] .
The differentiation step
We follow the analysis in [11] . We fix µ ∈ [0, 1], differentiate the right hand side of (3. m (x, y) and assuming that the limit can be taken through the infinite sums, we then have
m (x, y) ≡ 0 unless |x − y| = 1, we have that
We conclude that m (x, y) is absolutely summable in m and N and that
m (x, y)| < ∞. By Proposition 3.1 and the fact that |y − x| = 1 for x, y nearest neighbours, the first condition holds provided that
In fact we shall see that this inequality for β = µ = 1 is also sufficient to also establish the second condition. We now identify ϕ
m (x, y).
It follows from (3.5) that m (x, y) arise from differentiating p 0 (0, ω
1 ),
and 5) and hence, using I A − I A∩C = I A∩C c we have
Let ρ (N ) be obtained by replacing p 0 (0, ω and by replacing
i k +1 with the following bound on its derivative
(a bound on its derivative) and by bounding ∆ n for n = k by |∆ n |. Define
The following proposition is proved exactly as in Corollary 4.5 of [11] except that we replace β with β + µ in all of the bounds. 
(4.13)
5 Proof of Theorem 1.1
Continuity of v 1 as a function of µ and β follows from the fact that the formula for the speed is a sum of functions that are continuous in µ and β and absolutely summable, uniformally in (µ, β) ∈ [0, 1] 2 by Proposition 3.1 and the fact that 2a d < 1 for d ≥ 6. For d ≥ 6, the bounds of Proposition 4.1 hold. From (4.9) we have the required absolute summability conditions in the discussion after (4.1), and in particular (4.1) holds for all β. To complete the proof of the theorem, it remains to show that the right hand side of (4.2) is no more than d −1 . By (4.9) and Proposition 4.1, we have bounded d times the right hand side of (4.2) by the sum of the right hand sides of the bounds in Proposition 4.1. Since these terms all involve simple random walk Green's functions quantities, we will need to use estimates of these quantities.
By [9, Lemma C.1], d → G * n d is monotone decreasing in d for each n ≥ 1, so that it suffices to show that the sum of terms on the right hand sides of (4.11), (4.12) and (4.13) is bounded by 1 for d = 12. For this we use the following rigorous Green's functions upper bounds [8, 9] : Putting in these values we get that the sum of the right hand sides of the bounds in Proposition 4.1 is at most 0.847, for d ≥ 12.
