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Topological entanglement entropy has been extensively used as an indicator of topologically or-
dered phases. We study the conditions needed for two-dimensional topologically trivial states to
exhibit spurious contributions that contaminates topological entanglement entropy. We show that
if the state at the boundary of a subregion is a stabilizer state, then it has a non-zero spurious
contribution to the region if and only if, the state is in a non-trivial one-dimensional G1 × G2
symmetry-protected-topological (SPT) phase. However, we provide a candidate of a boundary state
that has a non-zero spurious contribution but does not belong to any such SPT phase.
Introduction.– Topologically ordered phases are
gapped quantum phases that cannot be detected by con-
ventional local order parameters. Topological entangle-
ment entropy (TEE) [1, 2] has been widely used as an
indicator of such phases. For ground states in gapped
two-dimensional (2D) models, the entanglement entropy
S(A) := −TrρA log2 ρA of a region A is expected to be-
have as
S(A) = α|∂A| − γ + o(1) (1)
where α is a constant, ∂A is the boundary length, and
o(1) comprises terms vanishing in the limit of |∂A| →
∞. TEE is defined as the universal constant term γ [1].
The term γ is shown to be the logarithm of the total
quantum dimension of the abstract anyon model under
various conditions [1, 3–5].
To extract the TEE from a ground state, one can calcu-
late suitable linear combinations of entropies for certain
subsystems (e.g., Fig. 1a), known as conditional mutual
information (CMI) in quantum information theory, such
that the first leading terms cancel out [1, 2].
However, in general, Eq. (1) could contain an addi-
tional term, and thus the above argument does not al-
ways work. This additional contribution, called spurious
TEE [6, 7], results in positive CMI for states in the trivial
phase.
Thus far, the spurious TEE seems to be connected
to the existence of a 1D symmetry-protected-topological
(SPT) phase at the boundary of a certain region [6–11].
Spurious TEE appears fragile against general local per-
turbations or small deformation of the regions, but the
conditions under which spurious TEE appears are yet to
be fully understood.
A natural question is whether an SPT phase at the
boundary is also a necessary condition for spurious TEE.
In this letter, we study the underlying mechanism behind
spurious TEE in the trivial phase. We model the degrees
of freedom at the boundaries of regions (Fig. 1b) using
matrix-product states (MPS) [12]. Here, we focus in par-
ticular on a renormalization fixed-point of the MPS in
which the CMI is constant for all length scales. We then
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FIG. 1: a) A tripartition of a subsystem in a 2D spin lat-
tice to calculate the TEE. b) For ground states in the trivial
phase, the entanglement entropy of region R is determined by
an MPS located at the boundary of R (green region). Each
tensor A has two physical legs associated with R and its com-
plement respectively.
characterize the fixed points in terms of the operator-
algebra quantum-error correction [13–15], and derive a
formula to calculate the value of the spurious TEE from
algebras associated to the single tensor.
Using our characterization, we show that if the bound-
ary MPS is a stabilizer state [16], a non-zero spurious
TEE implies the MPS is in a non-trivial G1 × G2 SPT
phase under on-site symmetry actions. By contrast, we
also provide numerical evidence that, in general, there
exist boundary states that have non-zero spurious TEE
but do not belong to any such SPT phase. To the best of
our knowledge, this is the first example of the mechanism
of spurious TEE beyond the on-site G1 ×G2 SPT phase
at the boundary.
MPS model of boundary states.– We consider a
translation-invariant ground state |ψ〉 defined on a 2D
spin lattice of size N . When a ground state is in the triv-
ial phase, it can be (approximately) constructed from a
product state only by a constant-depth local unitary cir-
cuit [17, 18]. More precisely, there exists a set of unitaries
{Vi} such that
|ψ〉 = VwVw−1 . . . V1|0〉⊗N ,
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2where the depth w = O(1) is a constant of N and each
Vi is a product of local unitaries acting on disjoint sets
of neighboring spins within radius r = O(1).
Let us divide the lattice into a connected region R
and its complement Rc. Entanglement between R and
Rc is invariant under local unitaries URURc ; therefore,
we can undo some parts of the circuit. Hence, S(R)ρ
is equivalent to that of a tensor product of an entangled
state |φ〉RRc around the boundary ∂R and |0〉s elsewhere.
We call |φ〉RRc the boundary state of R (Fig. 1b).
A constant-depth circuit can increase the Schmidt-
rank by at most a constant. Therefore |φ〉RRc is written
as an MPS (Fig. 1b):
|φ〉RRc =
∑
Tr(Ai1j1 . . . Ailjl)|i1 . . . il〉R|j1 . . . jl〉Rc
where Aikjk is a D × D matrix with a constant bond
dimension D = O(1). Here, we assume that all the ten-
sors are the same due to the translation-invariance [28].
Each local basis {|ik〉} corresponds to a coarse-grained
site consisting of several neighboring spins so that the
correlation length of the MPS is exactly zero. We use
H and K to denote the Hilbert spaces associated with
|i〉R and |j〉Rc , respectively. In this notation, there is an
isometry V : CD ⊗ CD → H ⊗ K, V †V = I, such that
the MPS has the form [19, 20]
|φ〉RRc = V ⊗l|λD〉⊗l (2)
where |λD〉 =
∑D
k=1
√
λk|kk〉 is an entangled state with
the Schmidt rank D. V acts on two separated sites of
neighboring |λ〉s. In the following, we especially consider
the case in which |λD〉 is the maximally entangled state
|ωD〉 :=
∑D
i=1
1√
D
|ii〉 for simplicity. We do not expect to
lose much generality by this reduction, although we leave
extension for future work.
When R is an annulus like ABC in Fig. (1)a, we obtain
two boundary states at the inner and outer boundaries.
The ground state has a spurious TEE for R if one of these
boundary states has a non-trivial CMI
I(A : C|B)ρ := S(AB) + S(BC)− S(B)− S(ABC) > 0
for a tripartition R = ABC such that B separates A from
C. Importantly, the value of CMI matches that of the tri-
information [21], which is also used to extract TEE [1]
for the class of states that we are considering.
Due to the monotonicity of CMI, a non-zero value
of the spurious TEE implies that the CMI of an open-
boundary MPS must be positive as well. We formalize a
family of such open-boundary MPS {φ(n)}n≥0 with dif-
ferent lengths n defined as
φ(0) := |ωD〉〈ωD|A1A2 ,
φ(n) := VA2nA2n+1→BnEn
(
φ(n−1) ⊗ |ωD〉〈ωD|A2n+1A2n+2
)
,
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FIG. 2: A schematic picture of the family of states φ(n).
|ωD〉 =∑i 1√D |ii〉 is the D-dimensional maximally entangled
state and V is an isometry from CD ⊗ CD to H⊗K.
where VA2nA2n+1(X) = V XV † is the isometry map
(Fig. 2). For convenience, we relabel A2n+2 by Cn so
that each φ(n) is a state on A1⊗ (B1⊗E1)⊗ (B2⊗E2)⊗
· · · ⊗ (Bn ⊗ En)⊗ Cn. A1 and Cn represent the unfixed
boundary condition.
After tracing out Rc = E1...En, we have a family of
mixed states {ρ(n)}n≥0 defined by
ρ(0) := |ωD〉〈ωD|A1A2 ,
ρ(n) := EA2nA2n+1→Bn
(
ρ(n−1) ⊗ |ωD〉〈ωD|A2n+1A2n+2
)
,
where E = TrE ◦ V is a completely positive and trace-
preserving (CPTP) map. We denote the CPTP map
E(· ⊗ |ωD〉〈ωD|) by E˜ . We then have
ρ(n+1) = E˜Cn→Bn+1Cn+1(ρ(n)) . (3)
The whole family is obtained by iteratively applying E˜ :
ρ(n) = E˜Cn→Bn+1Cn+1 ◦ · · · ◦ E˜A2→B1C1(ρ(0)) (4)
(recalling that C0 = A2). We will simply denote the
concatenated map in Eq. (4) by E˜(n). When we trace out
R instead of Rc, we obtain the complement chain, which
we will denote by {σ(n)}. We also define F := TrB ◦ V
and F˜(·) = Ec(· ⊗ |ωD〉〈ωD|).
{φ(n)} has a spurious TEE if I(A1 : Cn|B1...Bn)ρ(n)
is bounded from below by a positive constant. Although
ρ(n) has zero correlation length, we might still have a non-
trivial length scale for the CMI [22]. We further remove
this length scale by requiring saturation of the CMI:
I(A1 : C1|B1)ρ(1) = I(A1 : Cn|B1 . . . Bn)ρ(n) ∀n. (5)
Note that the LHS is always larger for any CPTP-map
E . In the rest of this letter, we will simply denote I(A1 :
Cn|B1B2 . . . Bn)ρ(n) by I(A1 : Cn|B1B2 . . . Bn)(n).
While the definition (5) depends on n, it is equivalent
to two independent conditions independent of n.
Proposition 1. Eq. (5) is equivalent to
I(A1 : B1C1)(1) = I(A1 : B1B2C2)(2) , (6)
I(A1 : B1)(1) = I(A1 : B1B2)(2) . (7)
Moreover, Eq. (7) is equivalent to
I(A1 : E1C1)(1) = I(A1 : E1E2C2)(2) . (8)
3Therefore, it is sufficient to consider up to n = 2.
Characterization by operator-algebra QEC.– We use
the theory of operator-algebra quantum-error correction
(OAQEC) [13–15] to characterize {φ(n)}. OAQEC is a
general framework for quantum-error correction includ-
ing standard codes [23] and subsystem codes [24]. It al-
lows us to describe what types of observables are cor-
rectable against a given error. For a given CPTP-map
E : H → K representing a “noise”, one can always specify
the correctable algebra AE ⊂ B(H), which is a C∗-algebra
containing all observables whose information is preserved
under E (see Supplemental Material (SM) for more de-
tails).
In the following analysis, the correctable algebras of E˜
and F˜ play a crucial role. We first show that the satu-
ration of the conditional mutual information (5) implies
the saturation of these correctable algebras.
Proposition 2. If Eq. (5) holds for E, then
AE˜ = AE˜(n) , (9)
AF˜ = AF˜(n) , (10)
ATrC◦E˜ = ATrC◦E˜(n) , (11)
ATrC◦F˜ = ATrC◦F˜(n) ,∀n . (12)
This proposition means that the algebra AE˜ represents
the information of the input, which is faithfully encoded
in the output on B1...BnCn for all n. In the same way,
ATrC◦E˜ represents the perfectly recoverable information
encoded on B1...Bn.
In general, there are operators carrying “unpreserved”
information, which are disturbed and cannot be recov-
ered perfectly. Such operators may also contribute to
CMI, but may decrease it with respect to n. Prop. 2 does
not prevent such unpreserved operators and therefore the
conditions (9)-(12) are insufficient for Eq. (5). In fact, we
can always assume these conditions by coarse-graining a
finite number of channels [29]. We utilize the concept
of the complementary-recovery property [25] because we
intend to neglect this unpreserved information.
Definition 3. We say that a CPTP-map E satisfies the
complementary-recovery property if
AEc = A′E , (13)
where A′E is the commutant of AE .
Any CPTP-map satisfies AEc ⊂ A′E , i.e., any opera-
tor recoverable from the output of the complementary
channel Ec should commute with the correctable alge-
bra of the original channel E (see also SM). As per the
complementary-recovery property, the converse of this
statement is also true. This property can be character-
ized by a projection map onto the correctable algebra.
Proposition 4. E satisfies the complementary-recovery
property if, and only if,
E (PAE (ρ)) = E(ρ) ,∀ρ (14)
or
P†AE ◦ E†(O) = E†(O) ,∀O , (15)
where P†AE : B(H) → AE is a conditional expectation
onto AE .
Therefore, the complementary-recovery property re-
stricts the input information to the correctable algebra.
Definition 5. We say isometry V or CPTP-map E sat-
isfies dual complementarity if E˜ and F˜ both satisfy the
complementary-recovery property.
Dual complementarity reduces the four algebras in
Prop. 2 to two algebras A := AE˜ = (ATrC◦F˜ )′ andB := AF˜ = (ATrC◦E˜)′. In what follows, we only con-
sider states satisfying this property. We show that dual
complementarity implies saturation of the CMI. Further-
more, its value is determined by A and B.
Theorem 6. If V satisfies dual complementarity, then
Eq. (5) holds. Let A = ⊕kMnk(C) ⊗ In′k and B =⊕
lMml(C) ⊗ Im′l . Then, the value of the CMI is given
by
I(A1 : C1|B1)(1) =
∑
k
pk log
nk
n′k
+
∑
l
ql log
ml
m′l
, (16)
where pk =
nkn
′
k
D and ql =
mlm
′
l
D . Therefore, I(A1 :
C1|B1)(1) > 0 if and only if
B′ ( A . (17)
Eq. (17) intuitively means an operator exists that is
perfectly encoded in BC whose information cannot be
read out by just looking B. Such non-local information
causes a spurious contribution to CMI.
Note that dual complementarity is not a necessary
condition for Eq. 5. For example, one can consider
E = E ′A2⊗idA3 such that E ′ is not the completely depolar-
izing channel, but AE′ = CI. The corresponding family
satisfies I(A : C|B) = 0 for any length, but the map does
not satisfy dual complementarity. This is because all un-
preserved information is transferred to B and not C, and
thus it cancels out in I(A : C|B) = I(A : BC)−I(A : B).
Relation to SPT phases.– For any O ∈ A, we always
find a corresponding logical operator O˜BC such that
VA2→BEC(OA2 |ψ〉A2) = (O˜BC ⊗ IE)VA2→BEC |ψ〉A2
for any |ψ〉 ∈ CD, where
VA2→BEC |ψ〉A2 := V ⊗n
(
|ψ〉A2 ⊗
⊗
i
|ωD〉A2i+1A2i+2
)
.
4In general, the logical operator is not unique. The set
of all logical operators LA in A is given as the pre-image
of E˜(n)†:
LA := {OBC |E˜(n)†(OBC) ∈ A} .
E˜(n)† is a normal ∗-homomorphism from the pre-image
to A [15]. By the first isomorphism theorem for algebra,
the image of the homomorphism is isomorphic to the pre-
image up to the kernel:
LA/KerE˜(n)† ∼= A .
We denote the equivalence class of the logical operators
of O ∈ A by L(O).
Suppose that the boundary state is in a non-trivial
SPT phase under a symmetry of group G1 × G2 acting
on each tensor as U(g1, g2) = U(g1)B ⊗ U ′(g2)E . The
action induces a projective representation V (g) ⊗ V (g)†
on the virtual degrees of freedom [26] (see also SM). For
instance, it holds that
U(g)B1E1 |φ(1)〉A1B1E1C1 = V (g)TA1⊗V (g)†C1 |φ(1)〉A1B1E1C1
for n = 1. This correspondence reads that V (g1) ∈ A
and V (g2) ∈ B. V (g) has a logical unitary operator
U(g)⊗ U(g)⊗ · · · ⊗ U(g)⊗ V (g) ∈ L(V (g))
whose support is BC (EC) if g = (g1, e) (g = (e, g2)).
Suppose the state is in a non-trivial SPT phase in the
sense that [V (g1), V (g2)] 6= 0 for some g1, g2 [6]. This
implies that B′ ( A. Therefore, we can reconfirm that
the non-trivial G1×G2 SPT phase implies non-zero CMI
under dual complementarity.
The converse direction is entirely non-trivial. The ex-
istence of tensor-product logical unitaries UB⊗UC is nec-
essary for φ(n) to be a state in such an SPT phase, but
this condition is not always implied by non-zero CMI, as
we will observe later. A particular class of V in which the
converse also holds is isometry comprising Clifford gates,
i.e., when the MPS is a stabilizer state [16].
Theorem 7. Let V be an isometry composed of Clifford
gates and ancillas |0〉⊗k. Then
I(A1 : Cn|Bn)(n) > 0 ∀n, (18)
if and only if finite groups G1 and G2 exist such that the
MPS generated by V is in a non-trivial G1 × G2 SPT
phase.
The proof is given in SM. Theorem 7 can be applied
for all 2D topologically trivial stabilizer states including
the 2D cluster state [7]. However, the conclusion is not
necessarily true outside of stabilizer states. In fact, one
can find a family of boundary states such that all non-
identity logical unitaries cannot be written as UB ⊗ UC .
A non-trivial example.– Let VU be an isometry that
is the Stinespring dilation of EU (σ) = 14
∑3
i=0(Pi ⊗
PiU)σ(Pi ⊗ U†Pi), where Pi (i = 0, 1, 2, 3) are the
Pauli Matrices (P0 = I). The correctable algebras are
A = B = M2(C); therefore, boundary states automati-
cally satisfy dual complementarity. The CMI attains a
maximum value of I(A : C|B)(n) = 2. Note that this
model is in a D2 ×D2 SPT phase if U = I.
For n = 1, each Pauli operator Pi has an unique log-
ical operator (PiPi)B ⊗ UT (Pi)CU∗ [30]. If U is not a
Clifford unitary nor diagonal in the X or Z-bases, both
UTXCU
∗ and UTZCU∗ are non-Pauli matrices. This
induces non-tensor-product logical operators on B2C2,
which are also unlikely to be a tensor product for n > 2
(Fig. 3). By coarse-graining E˜ ≡ E˜(2), we obtain a model
with no logical-operator form like UB ⊗ UC , but with
I(A : C|B)(n) = 2.
We can construct a non-trivial 2D translation-invariant
model by considering a layer of many copies of this 1D
example along the vertical and the horizontal directions
(decoupled stacks), as in the case of a 2D weak subsystem
SPT phase [27]. The resulting 2D state has a spurious
TEE for an arbitrarily large dumbbell-like region [7].
One may expect that, for a periodic boundary condi-
tion, the CMI could vanish in such a non-trivial example.
Although we do not have any analytical result for this,
we numerically sampled U from the Haar measure and
then calculated the CMI for closed chains. Fig. 4 sug-
gests that CMI remains a positive constant even for the
closed boundary, while the value decreases from 2.
Future directions.– A crucial open question is how to
characterize/classify the non-trivial example with spu-
rious TEE. Although it should not be in a SPT phase
under the on-site G1 × G2 symmetry, it could be in a
SPT phase under another type of symmetry.
Generalization to more broad classes of boundary MPS
is desired. One possible extension is to consider boundary
states without dual complementarity. Dual complemen-
tarity neglects all information outside of A, but in gen-
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FIG. 3: A logical operator of PauliX in the example. This is a
unique logical operator ofX supported on BC. For general U ,
the logical operator is no longer a tensor product of unitaries
on B and C for n = 2. We expect this to hold for n > 2 as
well.
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FIG. 4: The numerical result on the entropy S(ρABC) of the
example with a closed boundary for 5 samples of U from the
Haar measure. l is the length of the spin chain (l = 6 is 12-
qubit). From the data, S(ρ) = 2l− c0 with a constant co > 0
up to 10−7 error. Since any reduced state of the example is
completely mixed, it shows that I(A : C|B)(n) = c0 for any
tripartition ABC such that B separates A from C.
eral, one has some “noisy” information localized on B (or
E). Extending the correctable algebra by adding opera-
tors carrying such information may be possible. Another
important direction is considering general injective MPS
including (2). We expect that general injective MPS can
be decomposed into protected and unprotected parts, as
in Ref. [11], such that the effect of the unprotected part
vanishes exponentially as the conditioning system grows.
We leave these problems for future works.
The spurious contribution exsists not only in the triv-
ial phase but also in topologically ordered phases. Al-
though the boundary MPS construction does not work
in topologically ordered phases, we can construct a non-
trivial example of topologically ordered models with spu-
rious contribution by taking tensor product of any 2D
topological order model and the models considered in
this paper. Such a state is could be considered as a
symmetry-enriched topologically ordered phases beyond
on-site symmetry.
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[30] The uniqueness follows from the fact that there is no
stabilizer supported on BC.
OPERATOR ALGEBRA QUANTUM ERROR CORRECTION
In this section, we summarize the theory of operator-algebra quantum error correction (OAQEC) [1]. Formally, we
say that a set S ⊂ B(H) on a code subspace HC = PCH (PC = I in the main text) is correctable for E if there exists
a CPTP-map (also called a channel) R such that
PC (R ◦ E)† (X)PC = PCXPC ,∀X ∈ S . (19)
We will call R recovery map. This is equivalent to say we require the information of not the whole code space but
particular observables are preserved:
Tr(Xρ) = Tr (X(R ◦ E)(ρ)) ∀X ∈ S, ∀ρ ∈ S(HC) . (20)
This is in contrast to the standard (or subsystem) QEC in which we require that all information (= full density
matrix, i.e. the expectation value for all observables) of the logical state is recoverable. A main result of Ref. [1] is
the following:
Proposition 8. [1] Let A be a subalgebra of B(PCH). Then, A is correctable for E on HC if, and only if,
[PCE
†
aEbPC , X] = 0 ∀X ∈ A,∀a, b (21)
i.e. the algebra Alg({PCE†aEbPC}a,b) is a subalgebra of A′, where A′ is the commutant of A.
In other words, any subalgebra of Alg({PCE†aEbPC}a,b)′ is correctable. For a given code subspace HC and an error
E , we define the correctable algebra of E by
AE := Alg({PCE†aEbPC}a,b)′ (22)
=
{
X ∈ B(HC) | [PCE†aEbPC , X] = 0 ∀a, b
}
. (23)
This is a unital C∗-subalgebra of B(HC).
A complementary relation for OAQEC
In the standard QEC, we have a complementary relation implied by the no-cloning theorem: if one can exactly
recover a logical state from a noise channel, then one cannot learn any information about the logical state from the
output, i.e. the complimentary channel of the noise destroys all information about the logical state. In OAQEC, we
can require to recover only partial information from noise. Hence, it might be possible to learn something from the
outputs of the complementary channel.
Suppose {Ea} are Kraus operators of E . Then, we have a Steinespring isometry V =
∑
aEa⊗|φa〉 for an orthonormal
basis {|φa〉} on HE . The complementary channel Ec has a Kraus representation by {Fa}, defined as
Fa =
∑
b
|φb〉〈a|Eb , (24)
7where {|a〉} is an orthonormal basis of HB . The correctable algebra of Ec is spanned by operators commuting with
all
PCF
†
aFbPC = PCE†(|a〉〈b|)PC (25)
which span PC(ImE†)PC . Hence, AEc = Alg[(PC(ImE†)PC)]′.
Any X ∈ AE satisfies X = PCE† ◦R†(X)PC , and therefore AE ⊂ A′Ec : the correctable algebra of a channel is in the
commutant of the correctable algebra of the complementary channel. Information of operators in AE ∩ AEc can be
extracted from the outputs of both channels and must be in the centers of AE and AEc . For example, if AE = B(HC),
then AEc ⊂ B(HC)′ = CI which corresponds to the complementary relation for the standard QEC.
MPS CLASSIFICATION OF G1 ×G2 SPT PHASES
Here we briefly summarize the MPS classification of 1D SPT phases under on-site G = G1×G2 symmetry [2, 3] to
be self-contained. Consider a MPS defined as
|ψN 〉 =
∑
i,j
Tr
(
Ai1j1Ai2j2 . . . AiN jN
) |i1i2 . . . iN 〉R|j1j2 . . . jN 〉R , (26)
where ik, jk = 1, . . . , d, ∀k and Aij is a D × D matrix. Consider a finite group G1 × G2 with a unitary represen-
tation (g1, g2) 7→ U(g1) ⊗ U ′(g2) acting on Cd ⊗ Cd. G1 (G2) then acts on R (Rc) as an on-site global symmetry
U(g1)
⊗N (U ′(g2)⊗N). Suppose |ψN 〉 is a symmetric state
(U(g1)⊗ U ′(g2))⊗N |ψN 〉 = |ψN 〉 , ∀(g1, g2) ∈ G1 ×G2 (27)
for all N (up to a global phase). This condition is shown to be equivalent to the following conditions for the single
site: ∑
k
U(g1)ikA
kj = eiθ(g1)V (g1)A
ijV (g1)
† ,
∑
k
U ′(g2)jkAik = eiθ(g2)V (g2)AijV (g2)† . (28)
Here, V (g1) and V (g2) are unitary consisting a projective representation of G1 ×G2 in together.
1D SPT phase under symmetry G is classified by the second group cohomology H2(G;U(1)) which is a group of the
equivalence class [Θ] of the phase factor Θ : G×G→ U(1). Each factor Θ is defined from the projective representation
via
V (gh) = eiΘ(g,h)V (g)V (h) (29)
up to the equivalence relation
Θ(g, h) ∼ Θ(g, h) + θ(gh)− θ(g)− θ(h) mod 2pi . (30)
The symmetric state |ψN 〉 is said to be in a non-trivial G SPT phase if the projective representation V (g) is associated
to a non-trivial element in the second cohomology class. In particular, in this paper, we employ the following definition
used in Ref. [3]:
Definition 9. We say symmetric MPS |ψN 〉 is in a non-trivial G1 × G2 SPT phase if there is (g1, g2) ∈ G1 × G2
such that
[V (g1), V (g2)] 6= 0 . (31)
This only happens for non-trivial projective representation since [U(g1), U ′(g2)] = 0.
8PROOFS OF THE THEOREMS
Proof of Proposition 1
proof. For any CPTP-map E , the corresponding family {ρ(n)} satisfies
I(A1 : C1|B1)(1) = I(A1 : B1C1)(1) − I(A1 : B1)(1)
≥ I(A1 : B1B2C2)(2) − I(A1 : B1)(1)
= I(A1 : B1B2C2)(2) − I(A1 : B1)(2)
= I(A1 : C2|B1B2)(2) + I(A1 : B2|B1)(2)
≥ I(A1 : C2|B1B2)(2) .
The first inequality follows from the data-processing inequality [4] and Eq. (3), and the second inequality follows from
the strong subadditivity [5]. Equality holds when the both inequalities are saturated. The first inequality is saturated
if, and only if, [4]:
I(A1 : B1C1)(1) = I(A1 : B1B2C2)(2) . (32)
The second inequality saturated if and only if I(A1 : B2|B1)(2) = 0, i.e.
S
(1)
A1
+ S
(1)
B1
− S(1)A1B1 = S
(2)
A1
+ S
(2)
B1B2
− S(2)A1B1B2 ,
which is equivalent to Eq. (7) by ρ(1)A1B1 = ρ
(2)
A1B1
. Since ρ(1)A1B1E1C1 and ρ
(2)
A1B1B2E1E2C2
are pure states, the above
equality is equivalent to
−S(1)A1 + S
(1)
A1E1C1
− S(1)E1C1 = −S
(2)
A1
+ S
(2)
A1E1E2C2
− S(2)E1E2C2
after subtracting 2S(1)A1 = 2S
(2)
A1
, which is Eq. (8). Therefore, I(A1 : C1|B1)(1) = I(A1 : C2|B1B2)(2) if and only if
Eqs. (6,8) holds. The same argument applies to I(A1 : C1|E1)(1) = I(A1 : C2|E1E2)(2).
We now show Eqs. (6,8) imply
I(A1 : B1C1)(1) = I(A1 : B1 . . . BnCn)(n) ,∀n ,
I(A1 : E1C1)(1) = I(A1 : E1 . . . EnCn)(n) ,∀n .
The converse is clear. Since ρ(2) = E˜C1→B2C2(ρ(1)), Eq. (6) implies there exists a recovery map RˆB1B2C2→C1 such that
RˆB1B2C2→C1(ρ(2)) = RˆB1B2C2→C1 ◦ E˜C1→B2C2(ρ(1)) (33)
= ρ(1) . (34)
By definition, we can write ρ(3) as E˜LA3→A1B1(ρ
(2)
A3B2B3C3
), where E˜LA3→A1B1(·) := EA2A3→B1(ωA1A2⊗·) is a CPTP-map
(here we used the notation ρ(2)A3B2B3C3 for the state after shifting ρ
(2)
A1B1B2C2
). From this expression, Eq. (34) implies
RˆB2B3C3→C2(ρ(3)) = RˆB2B3C3→C2 ◦ E˜C2→B3C3(ρ(2)) (35)
= E˜L ◦ RˆB2B3C3→C2 ◦ E˜C2→B3C3(ρ(1)) (36)
= E˜L(ρ(1)) (37)
= ρ(2) . (38)
This is equivalent to
I(A1 : B1B2C2)(2) = I(A1 : B1B2B3C3)(3) . (39)
The same argument works for n > 3 and under exchanging of B ↔ E. Therefore Eqs. (6,8) are equivalent to Eq. (5),
which completes the proof.
9Proof of Proposition 2
Proof. By definition, it is clear that AE˜ ⊃ AE˜(n) (information which is recoverable after an additional noise is
recoverable without the noise). Suppose that Eq. (5) holds. Then, as shown in the proof of Prop. 1, there exists a
recovery map associated with the data-processing inequality such that
RˆB1B2C2→B1C1 ◦ E˜(2)C0→B1B2C2 = E˜
(1)
C0→B1C1 . (40)
There also exists another recovery map R associated with OAQEC, such that
(E˜(1)C0→B1C1)† ◦ R
†
B1C1→C0(XC0) = XC0 (41)
for any XC0 ∈ AE˜ . By combining these two recovery maps together, we obtain that
(E˜(1)C0→B1C1)† ◦ R
†
B1C1→C0(XC0) = (E˜
(2)
C0→B1B2C2)
† ◦ Rˆ†B1B2C2→B1C1 ◦ R
†
B1C1→C0(XC0)
= XC0 . (42)
Hence R ◦ Rˆ can be regarded as the recovery map (in the sense of OAQEC) against the noise E˜(2). Therefore, any
XC0 ∈ AE˜ is recoverable after applying E˜(2) and thus XC0 ∈ AE˜(2) . By repeating the same argument for all n and the
complementary channel, we complete the proof.
Proof of Proposition 4
Proof. It is always true that AEc = Alg(ImE†)′. If E satisfies the complementary recovery, AE = A′Ec = Alg(ImE†).
Therefore, ImE† ⊂ ImP†AE and Eq. (15) holds. Conversely, if ImE† ⊂ ImP
†
AE , then Alg(ImE†) ⊂ AE and thereforeA′Ec ⊂ AE . This completes the proof since AE ⊂ A′Ec always holds.
Proof of Theorem 6
Proof. Recall that we have shown that I(A1 : B1C1)(1) = I(A1 : B1B2C2)(2) (and that of E) is sufficient for Eq. (5).
AE˜ = AE˜(2) (we assume this w.l.o.g.) implies that there exists R such that R ◦ E˜(2) act as the identity map on AE˜ .
It holds that E˜ ◦ R ◦ E˜(2) = E˜ ◦ PAE˜ ◦ R ◦ E˜(2) = E˜ , so we can set Rˆ := E˜ ◦ R. This completes the proof by the
data-processing inequality.
To calculate CMI, let us show I(A1 : B1C1)(1) = I(A1 : A2)ωAD . Since E˜ ◦ PA = E˜ by dual complementarity,
we have E˜A2→B1C1(ωADA1A2) = ρ
(1)
A1B1C1
. By the monotonicity of the mutual information under local CPTP-maps,
this implies I(A1 : B1C1)(1) ≤ I(A1 : A2)ωAD . By applying the recovery map of OAQEC RB1C1→A2 , we also have
PA ◦ RB1C1→A2(ρ(1)A1B1C1) = ωAD, therefore I(A1 : B1C1)(1) ≥ I(A1 : A2)ωAD . The same arguments hold for the
complementary channel and B, and thus we have
I(A1 : C1|B1)(1) = I(A1 : B1C1)(1) − I(A1 : B1)(1) (43)
= I(A1 : B1C1)(1) + I(A1 : E1C1)(1) − 2S(A1) (44)
= I(A1 : A2)ωAD + I(A1 : A2)ωBD − 2S(A1) (45)
= Ic(A1〉A2)ωAD + Ic(A1〉A2)ωBD , (46)
where ωAD := (id ⊗ PA)(|ωD〉〈ωD|) and ωBD := (id ⊗ PB)(|ωD〉〈ωD|). Here Ic(A〉B) := S(B) − S(AB) is the coherent
information [6].
The correctable algebras have decompositions
A ∼=
⊕
k
Mnk(C)⊗ In′k , B ∼=
⊕
l
Mml(C)⊗ Im′l , (47)
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where
∑
k nkn
′
k =
∑
lmlm
′
l = D. From these representations, it turns out that [7]
ωAD =
⊕
k
pk
1
n′k
(Ink)A1 ⊗ (ωnk)A1A2 ⊗ (ρn′k)A2 (48)
with pk =
nkn
′
k
D and some fixed states {ρnk}. By simple calculations we have
Ic(A1〉A2)ωAD = S(A2)ωAD − S(A1A2)ωAD (49)
=
∑
k
pk log nk −
∑
k
pk log n
′
k (50)
=
∑
k
pk log
nk
n′k
. (51)
Therefore, by applying the same argument for B,
I(A1 : C1|B1)(1) =
∑
k
pk log
nk
n′k
+
∑
l
ql log
ml
m′l
(52)
holds with ql =
mlm
′
l
D . One may obtain more detailed formula by employing B′ ⊂ A. The algebras satisfy A = B′ if
and only if |{k}| = |{l}|, pk = qk, mk = n′k and m′k = nk. This leads I(A1 : C1|B1)(1) = 0.
Proof of Theorem 7
In this section, we prove Theorem 7. We start from deriving the group structure of tensor product logical unitaries.
We then reveal a sufficient condition to imply the existence of SPT phase from the non-zero value of CMI. We finally
show that all stabilizer states satisfy the sufficient condition.
Recall that it is necessary to have a tensor product logical operator for φ(n) to be in a SPT phase (under on-site
symmetry). Let GA := U(LA) ∩ (B(HB)⊗ B(HC)) be the set of all tensor product logical operators. Since LA is the
pre-image of ∗-homomorphism, it is a finite-dimensional C∗-algebra and therefore U(LA) is a compact and connected
Lie group. GA is then a Lie subgroup of U(LA).
Proposition 10. Define CA as the subgroup of logical operators
CA = {UB ⊗ IC , UB ∈ LA} . (53)
CA is the identity component of GA.
Proof. Suppose U = eitO ∈ U(LA). Then E˜†(eitO) = eitE˜†(O) ∈ U(A) (E˜† is a ∗−homomorphism) and therefore
E˜†(O) ∈ A, i.e. O ∈ LA. The Lie algebra of U(LA), which we denote by u(LA), is therefore Hermitian logical
operator on BC. Furthermore, u(LA) should not contain operators like IB ⊗ OC for OC 6= IC , since the input of E˜
and C is uncorrelated. Therefore,
u(LA) =
{
LB ⊗ IC , LBC ∈ LA
∣∣∣LB = L†B , LBC = L†BC } , (54)
where TrBLBC = TrCLBC = 0. The Lie algebra of GA is a subalgebra of u(LA). For any non-local term LBC ,
eitLBC cannot be a tensor product for all t ∈ R. Therefore, the identity component is given by {eitLB⊗IC}, which is
Eq. (53).
A well-known result on Lie group implies that the identity component is a closed normal subgroup and the quotient
group GA/CA is a discrete group (see e.g. Ref. [8] and references therein for more details). Since GA is compact, we
obtain the following.
Corollary 11. GA/CA is a finite group.
The exactly same arguments holds for GB and CB. We denote an abstract group isomorphic to GA/CA by G1 and
similarly use G2 for GB/CB. Under dual complementarity, we have CA = U(LB′). Let GˆA 6 U(A) be a subgroup of
unitaries that have logical operators in GA. It is easy to check U(B′) GˆA and we obtain GˆA/U(B′) ∼= G1 as well. For
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any g ∈ G1 there exists V (g) 6= I ∈ GˆA such that the corresponding logical operator is in the form UB ⊗ UC(g) with
unitaries UB , UC(g) 6= IB , IC . UC(g) is independent of particular choice of element from the equivalence class [V (g)],
which has one-to-one correspondence with g by definition.
If G1 represents the physical symmetry of the state, then UC(g) ∈ [V (g)] for any g ∈ G1 by C ∼= A. This guarantees
that we obtain tensor product logical operators for arbitrary length n. However, in general there is no guarantee that
UC(g) again has a tensor product logical operator. Actually, the non-trivial example shown in the main text violates
this condition. We denote by H1 the subgroup of G1 such that UC(h) ∈ [V (h)] for any h ∈ H1.
A simple situation is that H1 = G1. However, the group G1 can still be small compare to A. To avoid this problem,
we further assume GˆA spans the whole correctable algebra. We show these two conditions are strong enough to obtain
a non-trivial SPT phase from the value of CMI:
Proposition 12. Let V be an isometry satisfying all of the following properties:
• dual complementarity
• H1 = G1, H2 = G2
• Alg(GˆA) = A, Alg(GˆB) = B
Then the MPS generated by V is in a non-trivial G1 ×G2 SPT phase after corse-graining a constant number of sites
if, and only if,
I(A1 : Cn|Bn)(n) > 0, ∀n.
Proof. Since H1 = G1, any V (g) has a logical operator in the form UB ⊗ UC(g) with UC(g) ∈ GˆA. The equivalence
class of unitaries UC(g) again consists a group isomorphic to G1. It is clear that f : g 7→ [UC(g)] is surjective from
its definition. To show it is also injective, suppose that UC(g) = UC(g′) for g, g′ ∈ G1. Then we can find logical
operators of V (g)V (g′)† in the form UB ⊗ IC , and thus V (g)V (g′)† ∈ U(B′). This implies [V (g)] = [V (g′)]⇔ g = g′.
Moreover, if UC(g) = V UC(g′) for V ∈ U(B′), then g = g′. This is because we can apply VC→E′B′C′ and then logical
operators of UC(g) and V UC(g′) has the same unitary on C ′, so the injectivity discussed before applies to this case
as well. Therefore f : g 7→ [UC(g)] is a well-defined group isomomorphism.
Both [V (g)] and [UC(g)] form GˆA/U(B′), but the labeling could be different, i.e. it might be true that [V (g)] =
[UC(g
′)]. The correspondence between [V (g)] and [U(g)] is a permutation (or automorphism) Per : g′ 7→ g on G1.
Therefore, there exists a constant m ∈ N such that (Per)m = idG1 . By coarse-graining m channels, we obtain the
desired relation
VA2→BmEmC(V (g)|ψ〉A2) = (UBm(g)⊗ V (g))VA2→BmEmC(|ψ〉A2) ∀g ∈ G1 (55)
with a unitary UBm(g), where Bm and Em are the coarse-grained systems. These arguments are also applicable for
G2, with possibly different coarse-graining scale m′. If m 6= m′, we coarse-grain m˜ := lcm(m,m′) sites. The unitaries
UBm˜(g1)⊗ UEm˜(g2) for (g1, g2) ∈ G1 ×G2, constracted in this way, form a unitary representation of G1 ×G2.
The states generated by V satisfy I(A1 : Cn|Bn)(n) > 0 if and only if B ( A′ (Theorem 6) due to dual com-
plementarity. Moreover, V (g1) and V (g2) form a non-trivial projective representation. By assumption, GˆA and GˆA
contain the basis of A and B. Moreover, for every g1, g2 V (g2) ∈ GˆB ⊂ B′ and V (g1) ∈ GˆA\U(B′) and therefore there
exists a pair (g1, g2) such that [V (g1), V (g2)] 6= 0 (note that the corresponding symmetery actions UBm˜(g1)⊗ IEm˜ and
IBm˜ ⊗ UEm˜(g2) commute each other). This completes the proof.
Proof of Theorem 7
Proof. We show the theorem by proving that all the conditions in Proposition 12 are satisfied when V is Clifford.
Since V is Clifford, VA2→BEC is an encoding map of a stabilizer code. In stabilizer codes, all the logical operators are
spanned by logical Pauli operators [10]. The pre-image of E˜† is thus spanned by Pauli operators and it follows that
A = Alg{Pi|∃P˜B ⊗ P˜C ∈ L(Pi)}, where P˜B and P˜C are Pauli operators. Let D = 2K without loss of generality. A is
regarded as a K-qubit system and Pauli operators on A are generated by Zi, Xi operators acting on ith qubit. Then,
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the generators of A (up to a local Clifford) are summarized as a table:
A ∼= Alg
 1 · · · l l + 1 · · · m m+ 1 · · · KZ · · · Z Z · · · Z I · · · I
I · · · I X · · · X I · · · I
 . (56)
Here, the first column means A contains Z1, but not contains X1. In the same way, m + 1th column means A does
not contain both Zm+1 and Xm+1. The commutant of A is immediately given as
A′ ∼= Alg
 1 · · · l l + 1 · · · m m+ 1 · · · KZ · · · Z I · · · I Z · · · Z
I · · · I I · · · I X · · · X
 . (57)
From these expressions it is clear that A = Alg(GˆA). Let gBC(gE) is the number of independent logical Pauli operators
supported on BC (E). For stabilizer codes, it is known that they satisfy the formula gBC + gE = 2K [9]. It is then
clear that the number of logical operators found on E is l+2(K−m), which is the number of independent generators of
A′. Since the correctable algebra corresponding to output on E should be a subalgebra of A′, they must be equivalent.
Therefore dual complementarity is satisfied.
H1 = G1 follows from A = AE˜ = AE˜(2) . Let us consider Pi ∈ A\B′. For n = 1, Pi have a logical operator
P˜B1 ⊗ P˜C1 ∈ L(Pi) such that P˜C 6= IC . Since P˜C is also a Pauli operator, it has a logical Pauli operator on B2E2C2.
Suppose every such P˜C has no logical operator on B2C2. Then P˜C ∈ AE˜\A′F˜ but P˜C /∈ AE˜(2)\A′F˜(2) , which conflicts
to A = AE˜ = AE˜(2) and B = AF˜ = AF˜(2) . Therefore L(P˜C) contains operator on B2C2, which is also a Pauli operator
and thus has a tensor product form. This proves H1 = G1. The same arguments hold for H2.
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