Abstract. A numerical integrator is proposed for solving the multiconfiguration time-dependent Hartree (MCTDH) equations of motion, which are widely used in computations of molecular quantum dynamics. In contrast to existing integrators, the proposed algorithm does not require inverses of illconditioned density matrices and obviates the need for their regularization, allowing for large stepsizes also in the case of near-singular density matrices. The nonlinear MCTDH equations are split into a chain of linear differential equations that can all be efficiently solved by Lanczos approximations to the action of Hermitian-matrix exponentials, alternating with orthogonal matrix decompositions. The integrator is an extension to the Tucker tensor format of recently proposed projector-splitting integrators for the dynamical low-rank approximation by matrices and tensor trains (or matrix product states). The integrator is time-reversible and preserves both the norm and the total energy.
1. Introduction. Developed over the last 25 years, the multiconfiguration timedependent Hartree (MCTDH) method [23, 2, 22, 21] has become a reference method for computing accurate quantum dynamics of small molecules. It combines a low-rank tensor approximation in the Tucker format with the Dirac-Frenkel time-dependent variational principle, which yields a large, highly structured, nonlinear system of differential equations for the core tensor and the single-particle basis functions. This system needs to be solved numerically. While there have been previous suggestions for numerical integrators that exploit the particular structure of the equations of motion [1, 15] , it remained a difficulty to deal with the typically ill-conditioned density matrices whose inverses appear in the equations of motion. This leads to severe stepsize restrictions for the known integrators, which are only mitigated by an ad hoc regularization of the density matrices.
In this note we present a numerical integrator that avoids this difficulty. A step of the integrator alternates between orthogonal matrix decompositions and solving linear systems of differential equations, which can be efficiently solved by Lanczos approximations. The MCTDH density matrices are nowhere computed, nor are their inverses.
The integrator proposed here can be interpreted as a splitting method that is based on an additive decomposition of the projection onto the tangent space of the low-rank tensor manifold. It extends recently proposed projector-splitting integrators for the dynamical approximation by low-rank matrices [17] and tensors in the tensor train format [18] (or equivalently matrix product states, see [5] ). In view of numerical and theoretical results for those cases, as given in [10] , we expect that the MCTDH integrator proposed here is completely insensitive to the presence of small singular values in matrix unfoldings of the core tensor, or equivalently, insensitive to an illconditioning of the density matrices.
In Sections 2 and 3 we describe the MCTDH method. In Section 4 we recapitulate the integrator for low-rank matrices from [17] . This matrix case corresponds to the two-particle case of MCTDH. In Section 5 we present the novel MCTDH integrator. In Section 6 this algorithm is interpreted as a projector-splitting integrator. This interpretation ensures the consistency of the proposed algorithm with the MCTDH equations of motion and permits us to show that the norm and the total energy are exactly preserved.
The integrator extends in a conceptually straightforward way to the multilayer MCTDH method [2, 27] , which uses a hierarchical Tucker tensor format [4] and allows for treating larger molecules. It can also be adapted to the time integration in multiconfiguration methods for systems of fermions and bosons, MCTDHF and MCTDHB (see [21] and references therein), but this extension is not worked out here.
We use notation that differs from the usual MCTDH notation in the chemical physics literature. Instead we adopt notation used in the recent numerical tensor approximation literature. This choice is made to facilitate the use of numerical linear algebra techniques, which are essential in the derivation, explanation and formulation of the algorithm. As far as possible, terminology from both fields is used or mentioned to allow for easier recognition and translation between the scientific communities.
As a general rule, we denote tensors by roman capitals, matrices by boldface capitals, vectors by boldface lowercase, and scalars by roman lowercase. The transpose of a matrix U is denoted U , and its complex conjugate transpose U * = U . The identity matrix in varying dimensions is denoted I.
2. Data reduction by low-rank tensors.
Galerkin spatial discretization (full configuration interaction).
We consider the time-dependent Schrödinger equation
with a self-adjoint Hamiltonian operator H for a multi-particle wavefunction ψ = ψ(x 1 , . . . , x d , t), where t ∈ R and x n ∈ R , typically with ≤ 3. Formally applying a Galerkin method with L 2 -orthonormal basis functions ϕ n j for j = 1, . . . , K in each mode n = 1, . . . , d (for ease of presentation only, we assume the same number K of basis functions for each mode) would give an approximation
where the time-dependent coefficient tensor
with a discrete Hamiltonian H :
, which is Hermitian with the matrix
. Except for very small d and moderate K, this system is not directly tractable because of its sheer size.
Tucker tensor format.
The coefficient tensor A(t) needs to be further approximated by a computationally accessible tensor, which is chosen in a low-rank tensor format. The MCTDH method [23, 2, 22, 21] uses tensor approximation in a form that is known as the Tucker format in the mathematical literature, see [4, 13] and references therein. Here one approximates, with rank r K (dropping momentarily the ubiquitous dependence on t in all quantities),
where it is further assumed that the complex K × r matrices
have orthonormal columns u n j ∈ C K , which are the basis vectors in the nth mode and represent the single-particle functions in the MCTDH terminology. The core tensor
r×···×r . The number of entries to be stored is thus reduced from
This still has exponential growth with the dimension d, but with a much smaller basis r instead of K. We remark that while different ranks r n can of course be used in different modes, we consider here a common rank r for ease of notation.
With the shorthand tensor notation of [13] , we write
We note that this representation is not unique: for U n = U n Q n with a unitary matrix Q n ∈ C r×r , and
the n-mode matrix unfolding of the tensor A ∈ C K×···×K , which in the jth row aligns those entries of A that have the subscript j in the nth mode, ordered colexicographically. We then have the useful formula
where ⊗ denotes the Kronecker product of matrices. Conversely, the tensor A can clearly be reconstructed from its matrix unfolding A (n) , and we write A = ten n (A (n) ).
Tensor trains and hierarchical Tucker tensors.
Recently, there has been much activity in developing computational methods with tensor formats that are more data-sparse than the Tucker format. Here we mention in particular the hierarchical Tucker tensor format [4] , which corresponds to the multilayer MCTDH method [2, 27] . As an important special case it contains a tensor format that is known as tensor trains in the mathematical literature [24] and as matrix product states in the physics literature [26] . Here, one approximates
with matrices C n (i n ) ∈ C rn×rn+1 for i n = 1, . . . , K, where r 1 = r d+1 = 1. In the case that all other r n are equal, r n = r, this requires only dKr 2 entries.
3. Dynamical low-rank approximation: the MCTDH approach. The MCTDH method [21, 22] combines low-rank tensor approximation in the Tucker format with the Dirac-Frenkel time-dependent variational principle. In mathematical terms this approach can be described as follows: Let M r denote the manifold of all Tucker tensors where, for each n = 1, . . . , d, the n-mode matrix unfolding of the core tensor is of full rank r. For Y ∈ M r , let T Y M r denote the tangent space of M r at Y . Then, the MCTDH approach approximates the solution A(t) of (2.1) by Y (t) ∈ M r , which is determined by the condition
where the inner product on C K×···×K is the Euclidean inner product in C
that carry the tensor entries. This is a Galerkin condition on the solution-dependent tangent space. Various aspects of this approximation principle are discussed in detail in [14, 16] . With the orthogonal projection P (Y ) onto the tangent space T Y M r , (3.1) can be equivalently stated as
Condition (3.1) leads to differential equations for the core tensor C(t) and the basis matrices U n (t). Because of the non-uniqueness of the representation of a Tucker tensor in terms of the core tensor and the basis matrices, there is a gauge freedom that can be fixed by requiring
(We note that instead of 0 on the right-hand side an arbitrary fixed skew-hermitian r × r matrix could be chosen. Any such choice implies the orthonormality of the columns of U n (t) provided this holds for U n (0).) With the above gauge condition, the MCTDH equations of motion are derived in [23, 2, 22] to become (cf. also [12] for precisely this formulation and notation)
with the pseudo-inverse C †
−1 and with
which is taken as the approximation to A(t). This system of differential equations is solved numerically in the MCTDH method. The right-hand sides of (3.3) and (3.4) can be computed at moderate computational cost when the Hamiltonian H can be written as a sum of products of operators that act only on a single coordinate [8, 9] .
A difficulty in the numerical integration arises when C (n) has small singular values, so that C † (n) is of large norm. This is a typical situation: to be able to achieve good accuracy, one must choose the rank so high that only small singular values are discarded, and typically then the smallest non-discarded singular values are of a comparable size to the largest discarded ones. In the presence of small singular values all hitherto known numerical integrators require small time stepsizes proportional to the smallest nonzero singular value. This leads to a severe stepsize restriction. As a practical ad-hoc remedy, usually a regularization of the density matrices ρ n = C (n) C * (n) to ρ n + σ 2 I with a (not too small) regularization parameter σ is used in MCTDH computations. The effect of this regularization on the approximation is, however, not theoretically understood in the case of interest where σ is greater than some singular value of C (n) .
In this paper we present a numerical integrator for the MCTDH equations of motion which can use stepsizes that are not restricted by the presence of small singular values, without any regularization.
4. The matrix case (d = 2). We recapitulate the projector-splitting integrator of [17] for the dynamical low-rank approximation of matrices, with a perspective towards its extension to Tucker tensors with d > 2. Via the Dirac-Frenkel timedependent variational principle, the solution A(t) ∈ C K×K of (2.1) in dimension d = 2 is approximated by a rank-r matrix
where the factors U(t) ∈ C K×r and V(t) ∈ C K×r have orthonormal columns, and S(t) ∈ C r×r . This is the Tucker format for d = 2, with U 1 (t) = U(t), U 2 (t) = V(t), and C(t) = S(t). It is similar to the singular value decomposition (SVD), except that S(t) is not assumed diagonal.
Under the gauge conditions U(t) * U (t) = 0 and V(t) * V (t) = 0, the equations of motion for the factors become (cf. [11] 
This system is to be integrated numerically. Standard numerical integrators suffer from severe stepsize restrictions when S has small singular values, to stepsizes that are proportional to the smallest singular value. The appearance of small singular values in S is to be expected when the rank r is chosen such that A(t) can be approximated accurately by a rank-r matrix. The integrator of [17] , however, is insensitive to the presence of small singular values [10] . The formulation of this integrator can be explained as follows: Suppose we are given the starting value in factorized form
Multiplying the first equation of (4.1) with U from the left, the second equation with S from the right and adding the resulting two equations yields
We introduce K = US as a new variable and freeze V = V 0 over the time step. We then consider the linear differential equation for
Using a QR or singular value decomposition of K(t 1 ) at t 1 = t 0 + h with the stepsize h, we obtain
where U 1 ∈ C K×r has orthonormal columns, and S 1 ∈ C r×r . In this way we propagate the left basis from U 0 to U 1 .
The decomposition (4.3) is non-unique: at this point we have chosen a particular gauge. In order to proceed in the same way with the right basis V, we require an initial value of S that corresponds to this gauge. This is determined by solving the differential equation for S with fixed U = U 1 and V = V 0 backwards in time from
and we set S 0 = S(t 0 ). Proceeding now with V in the same way as we did previously for U, we introduce L = VS as a new variable and freeze U = U 1 over the time step. We then consider the linear differential equation for L(t) ∈ C K×r ,
and with a QR decomposition or singular value decomposition of L(t 1 ) we obtain the factorization
where V 1 ∈ C K×r has orthonormal columns, and S 1 ∈ C r×r . Finally,
is taken as the approximation to Y(t 1 ). The above integrator was derived in a different way in [17] . There, it was used that the orthogonal projection P(Y) onto the tangent space T Y M r at Y = USV is given by (see [11, Lemma 4 
This gives an additive decomposition of the projection, for which each part leads to an explicitly integrable system [17, Lemma 3.1]. The above integrator is then obtained as the Lie-Trotter splitting corresponding to this additive decomposition of P(Y) in the differential equation (3.2) . This interpretation has the advantage that it embeds the above integrator into the well-studied class of splitting methods; see, e.g., [6, 20] . In particular, the method is consistent of order 1. When it is concatenated with the adjoint scheme, where the steps for K, S, L are performed in the reverse order, then a Strang splitting of order 2 is obtained. The projector-splitting integrator has been shown to be insensitive to the presence of small singular values of S both in numerical experiments and in theoretical results [10, 17] .
5. The integrator for MCTDH.
5.1. Relating back to the matrix case. We want to determine an approximation in the Tucker format Y = C X d n=1 U n . Its nth matrix unfolding then reads
where C (n) ∈ C r×r d−1 is the nth matrix unfolding of the core tensor C ∈ C r d . Using a QR decomposition or singular value decomposition (SVD) we factorize the transpose as
where Q n ∈ C r d−1 ×r has orthonormal columns, and S n ∈ C r×r . On introducing
we have
which is a decomposition of the same form as studied for the matrix case in the previous section. In MCTDH terminology, the columns of V n represent an orthonormalized set of single-hole functions.
To advance U n in time, we now proceed like in the matrix case: We introduce the new variable K n = U n S n , and starting from Y
we solve the linear matrix differential equation
We decompose, using QR or SVD,
where U 1 n ∈ C K×r has orthonormal columns, and S 1 n ∈ C r×r . To determine the starting value for the next substep (n + 1) in this new gauge, we solve the differential equation for S n backwards in time,
and we set S 0 n = S n (t 0 ). We then reset the core tensor in the new gauge to
After the propagation of the bases U n , the core tensor is propagated by solving the differential equation (3.3) with the frozen current bases.
In the following algorithm we couple the above procedure over half a timestep with the adjoint scheme (going in reverse order) to obtain a time-symmetric method. The integrator can then be interpreted as a second-order Strang splitting method, as is shown in Lemma 6.2 below. The corresponding first-order Lie-Trotter splitting would be obtained by omitting the backward loop in the following algorithm and doing the forward loop with the full stepsize h instead of h/2.
The time-stepping algorithm. Given the Tucker tensor decomposition
n , the algorithm computes the updated Tucker tensor decomposition
n as an approximation to Y (t 1 ), the solution at t 1 of (3.3)-(3.5) with initial value Y (t 0 ) = Y 0 . Let t 1 = t 0 + h and t 1/2 = t 0 + h/2. Set the initial core tensor C 0,0 = C 0 .
• 
solve the linear initial value problem on C K×r from t 0 to t 1/2 ,
4. Decompose, using QR or SVD,
where U
1/2
n ∈ C K×r has orthonormal columns, and S
n ∈ C r×r . 5. Solve the linear initial value problem on C r×r backward in time from
and set S 0 n = S n (t 0 ).
6. Define the core tensor C 0,n ∈ C r d by setting its n-mode matrix unfolding
n .
• Propagation of the core tensor. Solve the linear initial value problem on C
• Propagation of the basis, backward loop. 4) and set S 1/2
n . 3'. Solve the linear initial value problem on C K×r from t 1/2 to t 1 ,
2'. Decompose, using QR or SVD,
where U 1/2 n ∈ C K×r has orthonormal columns, and S 1 n ∈ C r×r .
1'. Define the core tensor C 1,n−1 ∈ C r d by setting its n-mode matrix unfolding to
Finally, take the core tensor at time t 1 as C 1 = C 1,0 . The algorithm has thus computed the factors in the Tucker tensor decomposition
, the above algorithm yields the same result as the low-rank matrix integrator of [17] described in Section 4.
(b) Splitting integrators for MCTDH have been proposed previously [1, 15] , but the present integrator differs in several key aspects. It does not just split the MCTDH equations (3.3)-(3.4) into the equations for the core tensor and those for the basis, as is done in [1] , and it does not split the Hamiltonian, as is done in [15] .
(c) In contrast to previous MCTDH integrators, no linear systems with the density matrices ρ n = C (n) C * (n) need to be solved. These matrices typically have some small eigenvalues, which are the squares of singular values of the matricized core tensor C (n) . The above integrator does not fix a gauge a priori, as is done in the MCTDH equations of motion (3.3)-(3.4) which contain the inverses of the density matrices. Instead it chooses a convenient gauge via QR or SVD decompositions. In this way it circumvents the need to solve ill-conditioned linear systems. In previous MCTDH integrators the ill-conditioning of the density matrices leads to severe step size restrictions, which are mitigated by an ad hoc regularization. No regularization is required in the integrator proposed above.
(d) The right-hand sides of the differential equations in the above algorithm are of the same type as when using previously proposed methods for solving the MCTDH equations of motion (3.3)-(3.4). The computational cost per time step is therefore essentially the same as with existing integrators. The right-hand side expressions can be computed efficiently when the Hamiltonian H is a sum of products of operators that act only on a single coordinate. Approximations to the potential in this form are provided by the POTFIT algorithm of [8, 9] as implemented in the Heidelberg MCTDH package, see [21] . Alternatively they can be computed using the correlation discrete variable representation (CDVR) approach of [19] . A further, apparently less explored alternative is to use Chebyshev interpolation on sparse grids, cf. [3] , which allows for using sparse-grid FFT [7] for the transformation beween the values of the potential on the sparse grid and the hyperbolically reduced set of expansion coefficients.
(e) Contrary to the splitting integrators of [1, 15] , only linear differential equations need to be solved in the substeps of the above algorithm. Moreover, these are linear differential equations with time-independent Hermitian operators. This can be seen as follows for the differential equation in substep 3, and similarly for the other differential equations. Setting
The linear differential equations of the substeps can therefore be solved efficiently to any prescribed accuracy using the Hermitian Lanczos approximation to the action of the matrix exponential; see [25] and [16, Sect. III.2.2] .
(f) The integrator can easily be extended to multilayer MCTDH [2, 27] . Here the core tensor C(t) is not computed directly, but is itself approximated by a tensor of lower dimension by regrouping several modes into a new combined mode. The linear differential equation for C(t) in (5.3) is of the same type as (2.1). This differential equation is then not solved exactly (nor by Lanczos approximation), but by another application of the MCTDH integrator with lower dimension and possibly lower rank. This reduction procedure can be repeated recursively.
Interpretation as a projector-splitting integrator. Let
As in Section 5.1 we write its n-mode matrix unfolding as
where S n ∈ C r×r , and
For Z ∈ C K×···×K and for n = 1, . . . , d we denote
Then, P + n (Y ), P − n (Y ) and P 0 (Y ) are orthogonal projections on C K×···×K , with the further property that
Lemma 6.1. For Y ∈ M r , the orthogonal projection P (Y ) onto the tangent space T Y M r is given as
Proof. The result follows from the complex version of the formula for the tangent space projection given in [12, Lemma 3.1], which reads
We note that for C (n) = S n Q n with S n ∈ C r×r and Q n ∈ C r d−1 ×r with orthonormal columns we have
Recalling the definition of V n = k =n U k Q n then yields
and the stated formula then follows from the definitions of P ± n (Y ) and P 0 (Y ). We now note that the solution of the projected differential equation
is given in terms of its n-mode matrix unfolding as
where V 0, n is the factor in the n-mode unfolding Y
K×r is the solution of the differential equation
Similarly, the solution of
is given by
where S n (t) ∈ C r×r is the solution of the differential equation
Furthermore, the solution of
where C(t) ∈ C r×···×r is the solution of
Comparing these observations with the algorithm of Section 5.2, we arrive at the following result.
Lemma 6.2. The algorithm of Section 5.2 is the Strang splitting method for the additive decomposition
Next we turn to the conservation of norm and energy. To formulate the result, we associate with a tensor Y = C X d n=1 U n ∈ M r the corresponding wavefunction 
Proof. In the differential equationẎ =
we take the inner product with Y and note
where we used (6.2) and the fact that H is Hermitian. The same property holds also for P 0 . Hence each of the flows of these differential equations preserves the Euclidean norm, and so does their composition in the Strang splitting:
A similar calculation yields the result for the energy,
The corresponding results for the wavefunctions then follow from the L 2 orthonormality of the basis functions ϕ n i .
As an important consequence of Lemma 6.2, it follows from the theory of splitting methods for ordinary differential equations (see, e.g., [6, Chap. II] ) that the integrator of Section 5.2 is consistent and of order 2, that is, its local error satisfies Y 1 − Y (t 1 ) = O(h 3 ). Since the projections are Lipschitz bounded, stability of the integrator is ensured. It then follows that the method is convergent of order 2, that is, after k time steps the error is bounded by Y k − Y (t k ) = O(h 2 ), uniformly for t k = t 0 + kh ≤ t. We further mention that instead of the Strang splitting higher-order splitting and composition methods (see, e.g., [6, Chap. II, III and V]) can be used.
We note, however, that in this standard application of error bounds for splitting methods the constant symbolized by O(.) depends on Lipschitz constants of the projections P ± n (Y ) and P 0 (Y ). These Lipschitz constants become large when the matrix unfoldings of the core tensor have small singular values. In fact, they can be shown to be inversely proportional to the smallest nonzero singular value. We expect that the error bounds of [10] for the projector-splitting integrators in the matrix case and the tensor train case, which are independent of the singular values, extend also to the case of Tucker tensors as studied here. This expectation is founded on the similarity of the construction as a projector-splitting integrator and on the fact that also in the Tucker case the nth subprojections P ± n (Y ) remain constant along the flow of the corresponding substep of the splitting integrator. This was a key property used in the proofs of [10] for the matrix and tensor train cases. The extension of those long and technically demanding proofs to the Tucker tensor case is, however, beyond the scope of this algorithmically oriented note.
Moreover, the standard error bounds also depend on the operator norm of H, which becomes large for a fine space discretization due to the Laplacian in the kinetic energy operator. Numerical experiments in the matrix case and the tensor train case [10, 17, 18] indicate that the projector-splitting integrator performs well also for fine space discretizations of partial differential equations and permits stepsizes corresponding to large CFL numbers. An extension of the theory to this situation is beyond the scope of this note.
