A promising application of demand-side management is the chlor-alkali electrolysis. However, storing the produced chlorine for flexibility should be avoided whenever possible. If PVC is produced from chlorine, storing the intermediate 1,2-dichloroethane resulting from direct chlorination of ethene is a better alternative as it is less toxic than chlorine and can be easily stored. Currently, no dynamic process models to study the process behavior or to develop optimal trajectories for the 1,2-dichloroethane production under different demand response scenarios are available. Hence, we formulate and solve a dynamic, pressure-driven model of the synthesis of 1,2-dichloroethane and validate it with real process data in this contribution. As part of this dynamic model, differentiable formulations for weeping and the flow over a weir of a distillation tray are presented, which are also valid whenever certain trays run dry. CO 2 emissions, less dependence on crude oil and natural gas, long-term sustain-4 ability, or decentralized energy solutions. On the other hand, it raises new tech-5 nical challenges, e.g. net stability for fluctuating energy input and availability.
Introduction 1
The share of renewable energy in the electricity market is increasing in coun-2 tries all over the world [1] . This is desirable for many reasons, such as reduced 3 of the process subject to flexibilization. Section 3 discusses the process model 48 for these parts, whereas section 4 presents a case study to illustrate the modeling 49 approach and presents steady-state and dynamic simulation results. These results 50 are compared to real process data for model validation. Figure 1 . 54 The chlorine for direct chlorination stems from the CAE. In both reaction steps, 55 EDC is produced and then purified to remove byproducts. Afterwards, EDC is 56 cracked to produce VCM. During the purification of VCM, hydrogen chloride 57 (HCl) is removed and recycled back to the oxychlorination. A scheme of the 58 process is given in Figure 1 . 59 As EDC can be stored easily, the process could be made flexible by adding a 60 storage tank to the flowsheet. In case of electricity shortages or high electricity 61 costs, this tank is used to ensure the continuous operation of the following units. 62 In the opposite case, the tank is filled. This way, oxychlorination, EDC cracking, 63 and VCM purification always operate at nominal operating conditions while di-64 rect chlorination and EDC purification must dynamically follow the chlorine feed. 65 The boundary between flexibly operated units and units at nominal operating con-66 ditions is highlighted with a dashed line in Figure 1 . As direct chlorination and 67 EDC purification shall be operated flexibly, these two units are discussed in more 68 detail to convey a better understanding of the process model in section 3. 69 In the direct chlorination process, ethene and chlorine are usually reacted in the liquid phase consisting mainly of the product EDC in the presence of a Lewis acid catalyst, such as FeCl 3 [14, p. 10]. Equation (1) is the main reaction in which ethene and chlorine react to EDC. Equation (2) is the side reaction of EDC and chlorine to the byproducts 1,1,2-trichloroethane (ETC, C 2 H 3 Cl 3 ) and hydrogen . 79 In this contribution, the latter case is modeled and the reactor is thus placed 80 directly below the distillation tower, as shown in [14, p. 11 ]. The distillation 81 tower is assumed to be a tray column. In addition, we consider a heat exchanger 82 located below the reactor to remove additional heat as described in Kahsnitz and 
Process Modeling

86
In this section, the process model is developed. The first step is the determi-87 nation of an appropriate thermodynamic model. Afterwards, the kinetics of the 88 process are discussed. Finally, the model equations of each unit are introduced. To test the applicability of the PR EoS, its ability to describe the pure components was checked first by comparing its predictions with fitted empirical equations for vapor pressure, saturated liquid density, and the enthalpy of vaporization. These empirical equations are assumed to be the ground truth and the quality of the PR EoS is evaluated against them. As the temperature range of the plant operation is 298 to 423 K, all graphs are limited to this interval. The PR EoS employed here consists of the following equations
where T C and P C are the critical temperature and pressure, and ω is the acentric 97 factor. These three parameters for each component are taken from [18] .
98
As shown in the parity plots in Figure 3a to 3e, all three properties can be well de- The PR EoS mixture formulation employed here reads: both reactions and use the following reaction rates with differing parameterization: 
Model Equations
138
In the following paragraphs, the essential model equations describing the con-139 densers, the reflux drum, the trays, the reactor, and the external heat exchanger 140 are discussed. The whole model is available as supplementary material. The com-141 ponent indices throughout this work are given in Table 1 . In addition, we start 142 counting the trays at the top (condenser: tr = 0). Note that the model is for- The first condenser is assumed to be at steady-state due to the smaller hold ups 148 and expected temperature changes compared to the rest of the plant:
149
Component and energy balances:
The calculation of the vapor enthalpies and the enthalpy of vaporization is ex-151 plained for all control volumes in section 3.3.6. The second condenser is modeled 152 in analogy to the first, only the indices are changed. Component balance:
Ideal mixing:
Volume:
Volume correlation: The relation between volume and level of a horizontal cylin-158 der is quite nonlinear; it contains an arccos function and a root. A more robust 159 form of this equation is the approximation of this function with a cubic polyno-160 mial, in which the coefficients p i must be fitted to the actual geometry:
Trays
162
On every tray, thermodynamic equilibrium and ideal mixing is assumed. Both 163 mole and energy balance are formulated dynamically:
Therein, y tr is a binary variable that can be set to 1 if a side stream exists on this 166 tray. The side stream may be controlled with a controller (see Section 3.3.7).
167
Pressure drop: The pressure drop between two stages,
depends on the superficial vapor velocity and the hydrostatic pressure of the tray 169 above [24, p. 463]: 
The froth density depends on the gas load, which is expressed by the superficial 177 velocity factor [25]:
The superficial velocity factor is correlated to the F-factor by
The F-factor depends on the superficial velocity and the vapor density:
which connects the vapor flow and the vapor velocity: 
The last term in Eq. (29) is a small positive value of 1 mm for numerical stability.
190
In this way, h actual ow,tr remains larger than 0. More on smooth approximations of non- 
This weeping factor may vary between 0 and 1, depending on the fluiddynamic 197 state of the column. For small gas loads, the weeping factor is 1 up to a certain 198 gas load. At this point, the weeping factor starts to drop and goes to zero for high 199 gas loads. This behavior can be described with a min operator:
200 the function f tr , which depends on F-factor and free area ratio ϕ:
The min operator in Eq. (32) is again reformulated to a smooth form:
The behavior of this smooth version is demonstrated in Figure 5 describe the reactor to avoid a partial differential equation system at this point.
217
This assumption will be revisited in section 4. Component and energy balances: The component balance includes the reactor feed, the liquid flow from the tray above F L tr=NT R,c , the liquid outlet to the heat exchanger F L tr=NT R+1,c , the vapor flow to the tray section F V tr=NT R+1,c , the reaction rates, the incoming flow from the heat exchanger F HE,c , a possible additional flow from a secondary reactor F secR,c in which unreacted chlorine from the first reactor is processed, and the inlet from the heavy end removal F in rec,c :
Therein, ψ c indicates a simple removal factor, which is zero if a component is removed (this is true for ETC) and 1 otherwise. The expressions for the reaction rates are taken from Equations (11) and (12). The energy balance contains the same terms as the mole balance, only the reaction does not directly appear as the heats of formation are used as reference points (see section 3.3.6). It is assumed that the flows from the secondary reactor and from the heavy end removal have the same molar enthalpy:
Pressure drop equations: Again, the same approach for the pressure drop as in 219 the tray section is taken. However, the hydrostatic pressure of the reactor is also 220 added. The heat removed in the external heat exchanger is determined by an energy 223 balance at steady-state:
The heat flow is calculated with an overall heat transfer coefficient (OHTC, as- The cold side of the heat exchanger is also balanced to determine the mass flow 229 of generated hot water:
After the heat exchanger, the outlet is split into two streams. One stream is directly 231 recycled to the reactor (F HE ), the second one enters the heavy end removal (F in rec ). In addition to balances and phase equilibria, the process model additionally 246 contains controller equations. In our approach, the level in the reflux drum is 247 controlled by the reflux. We use a PI controller for this task. The first summand 248 is the feed-forward control to maintain the set-point, the second summand is the 249 proportional term, and the third term contains the integral of the control deviation:
This integral is calculated with an additional differential equation:
The side stream on tray tr is coupled to the liquid volume fraction in the reactor:
The coupling of the side stream to the volume fraction of the liquid phase in the 254 reactor turned out to be the most reliable solution. However, a more realistic con-255 trol setup would be using the liquid level or the hydrostatic pressure of the reactor.
256
Finally, a P controller is used to controller the outlet temperature of the heat ex- controllers were intended to be P controllers to keep the control structure as sim-259 ple as possible. However, it was necessary to use PI controllers for both product 260 stream and level control in the reflux drum to mimic the oscillating behavior of 261 the obtained real plant data. In the future, these controllers will be replaced by 
The assumed process control scheme is shown in Figure 6 . The design specifications of the case study are shown in Table 2 while the 286 feed specifications are given in Table 3 . The system is initialized at steady-state, 287 which yields consistent initial conditions. For this case study, the reflux from Figure 10 ). Note that there is always a maximum in the profiles on all trays, but 310 with varying amplitude. This maximum can be explained by two influences on 311 the weeping: On the one hand, weeping is increased by the weeping factor, which 312 increases with decreasing gas load; on the other hand, weeping depends on the 313 height of clear liquid on the tray. The weeping increases while the weeping factor 314 still grows exponentially. As soon as it reaches its steady value of 1, weeping 315 cannot increase anymore and reaches an equilibrium between liquid entering the 316 tray from above and the liquid weeping through the holes. 
Enhancement of Reaction
324
Early in the model development, it was evident that temperature and pressure 325 profiles on the trays can be well described. However, when comparing the model 326 results to real plant data, the hot water stream in the bottom heat exchanger and the 327 liquid reflux at the top could not be matched as can be seen in Table 4 . The reflux 328 from the condenser was about 13 % smaller than in the real plant while a lot of heat 329 had to be removed in the bottom heat exchanger. The increased heat removal is 330 attributed to the larger pressure -and, consequently, temperature -in the reactor. 331 It was deduced that the reaction rate in the model was smaller than in the real plant 332 due to the assumptions of a CSTR and thermodynamic equilibrium at the bottom 333 of the reactor. If the reaction is not fast enough, the released heat of reaction is 334 too small to evaporate enough liquid and the conversion is too small. Hence, the 335 hydrostatic pressure in the reactor increases and thus its temperature. This leads 336 to an increase of Q HE , which is governed by the temperature difference of process 337 medium and water. This effect was studied by multiplying the main reaction rate 338 with an enhancement factor β. Varying this value between 1 and 30 leads to the 339 results given in Table 4 to Table 7 . It is obvious that simply increasing the reaction 340 rate improves the calculated reflux, but the deviation in the hot water flow, which 341 cools the process stream in the external heat exchanger, increases again for larger 342 values of β. Due to these observations, a value of β = 10 is used in the remainder 343 of this work. This is the only model parameter, which was adapted to the plant 344 data.
345
Additionally, it must be pointed out that increasing β to 10 does not influence Variable Deviation 
Steady-State Profiles
361
In the following, the steady-state profiles of the EDC production unit are 362 looked at more closely for varying feed flows. As the data are compared to real 363 plant data, all results are normalized.
364
The liquid height above the weir is shown in Figure 13 over the normalized 365 tray number (0 = condenser). As expected, it decreases for decreasing feed gas in Figure 16 . The chlorine feed drops to about 87 % and is then increased to 389 92 %. We mimicked this case in our dynamic simulation. All dynamic measure-390 ment data was filtered and approximated linearly between single setpoints, which 391 yields a reasonably accurate feed profile.
392
The resulting temperature profile is shown in Figure 17 . In agreement with 393 the steady-state results, deviations in the middle of the column are very small. Gas load ↓ fluctuations of the hydrostatic pressure can be observed, which will be correlated 397 to the side stream in the next figure. Similarly to the steady-state results, the 398 pressure profile is well described with small deviations for the pressure above the 399 reactor. The maximum error is 3.5 %. Both temperature and pressure profile are 400 almost independent from the feed gas load, which is confirmed by the plant data 401 and has already been pointed out in section 4.2.1. 402 Figure 19 presents the resulting product flow, i.e. the side stream of liquid 403 EDC. Using the PI controller introduced in section 3.3.7, the fluctuations in the 404 product outlet can be well described, although the frequency in the model is higher 405 than in the real plant. This is attributed to effects, such as sample time for an 406 industrial process control system. This will always lead to lower frequencies than 407 in the numerical model, in which the current value of the controlled variable is 408 directly fed back to the controller without noise. Moreover, a perfect match in 409 the controller behavior is not necessary as the controllers will be removed from 410 the model in the future. Instead, optimized trajectories between setpoints will 411 be obtained using an optimization approach and the presented process model, in 
Conclusion and Outlook
414
In this contribution, demand-side management was introduced as a counter-415 measure regarding electricity grid instabilities. In order to assess the real poten- demonstrated in a small case study. Afterwards, the model was successfully val-426 idated with real plant data of an EDC production for steady-state and dynamic 427 conditions. All accessible measurements from the real plant can be reproduced 428 with a maximum deviation of 5 %; in addition, we can show that stages start run-429 ning dry at gas loads below 70 % of the nominal operating conditions.
430
Although the assumption of a CSTR for the reactor section should satisfying 431 29 results for both steady-state and dynamic simulations using a kinetic enhancement 432 factor, modeling the reactor as plug flow or bubble column reactor will be consid-433 ered. All disregarded effects of such spatially distributed units are lumped into this 434 enhancement factor and are subject to future research. In addition, the dynamic 435 tray model will be further expanded as there are still many aspects uncovered in 436 this approach, e. g. the downcomer holdup, entrainment, heat and mass transfer, 437 etc.
438
In the future, we will use the presented process model to determine optimal 439 trajectories for the plant from one operating point to the other under demand re-440 sponse scenarios. Therein, we we will focus on day-ahead and balancing markets.
441
These trajectories will be used to investigate any undesired concentration, temper-442 ature, or pressure profiles during the transition. Secondly, the obtained trajectories 443 may serve as ramp constraints in a simplified linear model. 
