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Abstract
This thesis is concerned with the modelling and algorithmic development of a Stop-
ping Rule Problem (SRP) in the area of Portfolio Management. More speciﬁcally,
the objective is to provide an exit strategy for an invested portfolio containing one or
more assets. The exit strategy aims to protect gains in addition to limiting losses. The
thesis focuses on the investment/disinvestment in the portfolio and is not concerned
with the composition of the portfolio.
A new Finite Horizon SRP, referred to as the Portfolio Management Problem
(PMP), has been proposed that allows future scenarios to be considered in the op-
timisation of the exit time. The PMP aims at maximizing the expected reward of
a Portfolio Manager (PM) through an optimal policy. A Dynamic Programming ap-
proach is proposed and the DP algorithm developed is capable of solving real-life
problems for short- and long-term trades.
The applicability of the PMP is limited to cases where no constraints have been
imposed by the PM. In view of adding more realism into the model, a Stop Loss and
Target Return has been encapsulated in the formulation of the PMP model and thus,
in the optimisation of the exit time. The impact of the model with enhanced man-
agerial capabilities, is a better control of the maximum drawdown which restricts the
risk of investment, inﬂuencing positively metrics of performance. An eﬃcient tradeoﬀ
between computational time and size of problem solved has been developed.
The ﬁnal part of this thesis focuses on a PMP which takes into consideration
in a dynamic way the new market information for the determination of the optimal
policy for assets exhibiting Mean-reversion (MR). This has been achieved through the
insertion of a MR Rule speciﬁcally developed for the PMP which quantiﬁes future
tendencies of the asset prices based on its varying average. An algorithm dealing with
the further additional memory requirements has been developed, capable of solving
problems of size identical to the original PMP.
7
8
Contents
Contents 9
List of Figures 11
List of Tables 13
List of Problem Descriptions 15
List of Notation and Terminology 18
List of Abbreviations 19
1 Introduction 21
1.1 Stopping Rule Problems for Portfolio Management . . . . . . . . . . . 22
1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.3 Scope of thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
1.4 Summary of chapters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2 Stopping Rule Problems 29
2.1 Historical evolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2 Dynamic Programming for the Stopping Rule Problem . . . . . . . . . 35
2.3 The Mathematical Stopping Rule Problem (SRP) . . . . . . . . . . . . 36
2.3.1 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.2 Problem Applications . . . . . . . . . . . . . . . . . . . . . . . 40
2.4 The Finite Horizon (FH) Problem . . . . . . . . . . . . . . . . . . . . . 43
2.4.1 The FH-SRP: Formulation . . . . . . . . . . . . . . . . . . . . . 44
2.4.2 The FH-SRP: Applications . . . . . . . . . . . . . . . . . . . . 45
2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.5.1 Summary conclusions . . . . . . . . . . . . . . . . . . . . . . . 60
2.5.2 SRPs and the Portfolio Management Problem . . . . . . . . . . 62
3 The Portfolio Management Problem (PMP ) 65
3.1 Problem deﬁnition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.2 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.3 Illustrative example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.4 Computational implementation . . . . . . . . . . . . . . . . . . . . . . 78
9
10 Contents
3.4.1 Forward Star data structure . . . . . . . . . . . . . . . . . . . . 79
3.4.2 Description of the algorithm . . . . . . . . . . . . . . . . . . . . 80
3.5 Computational study . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.6 Summary conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4 PMP with Stop Loss and Target Return 87
4.1 Stop Loss and Target Return . . . . . . . . . . . . . . . . . . . . . . . 88
4.1.1 Deﬁnitions and applicability . . . . . . . . . . . . . . . . . . . . 88
4.1.2 Maximum drawdown and thePMP : a brief literature review . . 92
4.2 Static Stop Loss and Target Return . . . . . . . . . . . . . . . . . . . . 93
4.2.1 Problem deﬁnition . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.2.2 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . . 96
4.2.3 An illustrative example . . . . . . . . . . . . . . . . . . . . . . 99
4.2.4 Computational implementation . . . . . . . . . . . . . . . . . . 104
4.2.5 Computational study . . . . . . . . . . . . . . . . . . . . . . . . 104
4.3 Dynamic Stop Loss and Target Return . . . . . . . . . . . . . . . . . . 110
4.3.1 Problem deﬁnition . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.3.2 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . . 114
4.3.3 An illustrative example . . . . . . . . . . . . . . . . . . . . . . 117
4.3.4 Computational implementation . . . . . . . . . . . . . . . . . . 124
4.3.5 Computational study . . . . . . . . . . . . . . . . . . . . . . . . 126
4.4 Summary conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
5 PMP with Mean-reversion 135
5.1 Mean-reversion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.2 Problem deﬁnition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.3 Problem formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
5.3.1 Mean-reversion (MR) rule . . . . . . . . . . . . . . . . . . . . . 142
5.3.2 ThePMP −MR . . . . . . . . . . . . . . . . . . . . . . . . . . 151
5.4 An illustrative example . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
5.5 Computational implementation . . . . . . . . . . . . . . . . . . . . . . 162
5.6 Computational study . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
5.7 Summary conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
6 Conclusions 171
6.1 Limitations and suggestions for further research . . . . . . . . . . . . . 173
Bibliography 179
List of Figures
2.1 Probability φt(x1, ..., xt) of stopping given X1 = x1, ..., Xt = xt . . . . 37
2.2 Pmf ψt of random variable N given X = x = (x1, ..., xt) . . . . . . . . 39
2.3 CRR model with horizon tˆ = 1: asset pricing . . . . . . . . . . . . . . 57
2.4 CRR model with horizon tˆ = 1: option pricing . . . . . . . . . . . . . . 57
2.5 CRR model with horizon tˆ: asset pricing . . . . . . . . . . . . . . . . . 58
2.6 CRR model with horizon tˆ: option pricing . . . . . . . . . . . . . . . . 59
3.1 PMP tree diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.2 DP process ofPMP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.3 Price Tree: up and down movement . . . . . . . . . . . . . . . . . . . . 72
3.4 FTSE price tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.5 FTSE price lattice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.6 Lattice diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.7 Forward Star of lattice in Figure 3.6 . . . . . . . . . . . . . . . . . . . 80
3.8 DP algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.9 fv for diﬀerent time horizons . . . . . . . . . . . . . . . . . . . . . . . 83
3.10 Stop the investment: illustrative fv for diﬀerent time horizons . . . . . 84
4.1 Static SL and TR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.2 Dynamic SL and TR . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.3 An illustrativePMPs tree diagram . . . . . . . . . . . . . . . . . . . . 96
4.4 DP Process ofPMPs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.5 PMPs: FTSE price tree . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.6 PMPs: f1 for diﬀerent SL and TR . . . . . . . . . . . . . . . . . . . . . 108
4.7 PMPs with TR 12% & SL 8%: fv for diﬀerent vertices . . . . . . . . . 109
4.8 An illustrativePMPd tree diagram . . . . . . . . . . . . . . . . . . . . 114
4.9 DP Process of thePMPd . . . . . . . . . . . . . . . . . . . . . . . . . . 116
4.10 PMPd: FTSE price tree . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.11 CPU times for diﬀerent allowable price band widths . . . . . . . . . . 128
4.12 PMPd: f1 for diﬀerent SL and TR . . . . . . . . . . . . . . . . . . . . . 130
4.13 PMPd with TR 12% & SL 8%: fv for diﬀerent vertices . . . . . . . . . 130
4.14 Eﬀect of diﬀerent SL on f1 . . . . . . . . . . . . . . . . . . . . . . . . . 131
4.15 Eﬀect of diﬀerent TR on f1 . . . . . . . . . . . . . . . . . . . . . . . . 131
4.16 MDD for diﬀerent time horizons . . . . . . . . . . . . . . . . . . . . . . 132
11
12 List of Figures
5.1 Eﬀect of diﬀerent speeds of reversion θ on asset prices . . . . . . . . . 137
5.2 Illustrative MR Rule for jˆ = 3 . . . . . . . . . . . . . . . . . . . . . . . 147
5.3 DP Process ofPMP −MR . . . . . . . . . . . . . . . . . . . . . . . . . 153
5.4 PMP −MR: FTSE price tree . . . . . . . . . . . . . . . . . . . . . . . 155
5.5 CPU times for diﬀerent allowable price band widths . . . . . . . . . . 164
5.6 CPU times for diﬀerent lengths of history k . . . . . . . . . . . . . . . 164
5.7 f1 for diﬀerent lengths of history k and diﬀerent time horizons . . . . . 165
5.8 ThePMP vsPMP −MR for the FTSE 100 index . . . . . . . . . . . . 166
5.9 fv for diﬀerent vertices . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
5.10 fv for vertices with identical xv . . . . . . . . . . . . . . . . . . . . . . 168
6.1 SL and TR policies comparison . . . . . . . . . . . . . . . . . . . . . . 176
List of Tables
2.1 CSP: The optimal stopping rule λ∗ [28] . . . . . . . . . . . . . . . . . . 47
2.2 CSP: The optimal stopping rule λ∗ [28] . . . . . . . . . . . . . . . . . . 48
3.1 Notation: PMP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.2 DP notation: PMP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.3 Number of comparisons to optimal policy . . . . . . . . . . . . . . . . 71
3.4 Factors and probabilities of occurrence . . . . . . . . . . . . . . . . . . 73
3.5 DP table at t = 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.6 DP table at t = 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.7 DP table at t = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.8 DP table at t = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.9 DP table at t = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
3.10 Optimal policy table . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.11 Computational times . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.12 Optimal policies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.1 Notation: PMPs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.2 DP notation: PMPs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.3 Factors and probabilities of occurrence . . . . . . . . . . . . . . . . . . 100
4.4 DP table at t = 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.5 DP table at t = 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.6 DP table at t = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.7 DP table at t = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.8 DP table at t = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
4.9 Optimal policy table . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.10 PMPs: CPU times for diﬀerent SL and TR . . . . . . . . . . . . . . . . 107
4.11 Notation: PMPd . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.12 DP notation: PMPd . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
4.13 Stop losses and target returns . . . . . . . . . . . . . . . . . . . . . . . 119
4.14 DP table at t = 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.15 DP table at t = 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.16 DP table at t = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.17 DP table at t = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.18 DP table at t = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.19 Optimal policy table . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
13
14 List of Tables
4.20 Data structures memory requirements . . . . . . . . . . . . . . . . . . 126
4.21 PMPd: CPU times for diﬀerent SL and TR . . . . . . . . . . . . . . . . 127
4.22 Number of vertices for diﬀerent SL and TR . . . . . . . . . . . . . . . 128
5.1 Notation: PMP −MR . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
5.2 DP notation: PMP −MR . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.3 MR Rule pulling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
5.4 Probabilities of occurrence and prices . . . . . . . . . . . . . . . . . . . 158
5.5 DP table at t = 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
5.6 DP table at t = 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
5.7 DP table at t = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
5.8 DP table at t = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
5.9 DP table at t = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
5.10 Optimal policy table . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
List of Problem Descriptions
2.1 The House Selling Problem . . . . . . . . . . . . . . . . . . . . . . . . 41
2.2 House Selling Problem with recall . . . . . . . . . . . . . . . . . . . . . 42
2.3 Detecting a Changing Point . . . . . . . . . . . . . . . . . . . . . . . . 43
2.4 The Classical Secretary Problem . . . . . . . . . . . . . . . . . . . . . . 46
2.5 The One-Armed Bandit Problem . . . . . . . . . . . . . . . . . . . . . 49
2.6 Selling an Asset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.7 The Bond Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.8 Exercising a Call Option . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.9 Exercising a Put Option . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.1 PMP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.1 PMPs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.2 PMPd . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.1 PMP −MR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
15
16 List of Problem Descriptions
List of Notation and Terminology
T =
{
0, 1, . . . , tˆ
}
: Set of time stages, T0 ≡ T \ {0}
J = {1, 2, ..., jˆ} : Set of asset movements
t, t′ ∈ T : Time stages
j, j′ ∈ J : Asset movements
tˆ : Time horizon
jˆ : Maximum number of asset movements
Xt : Random variable at time stage t ∈ T0
xt : Observation of random variable Xt
xmin : Initial Stop Loss price (minimum bound)
xmax : Initial Target Return price (maximum
bound)
slt(.) : Stop Loss price function at time stage t
trt(.) : Target Return price function at time
stage t
yt(.) : Reward function at time stage t
G = (V,E) : State-transition graph
V = {1, 2, ..., vˆ} : Set of vertices of G
E =
{
(v, v′) ∈ G | v ∈ V, v′ ∈ V out(v)} : Set of arcs of G
v, v′ ∈ V : Vertices of G
V out(v) = {v′ ∈ V | (v, v′) ∈ E} : Set of successor vertices of v ∈ V
V in(v) = {v′ ∈ V | (v′, v) ∈ E} : Set of predecessor vertices of v ∈ V
L = {l1, l2, ..., lvˆ} : Set of all paths in G
lv ∈ L : A path in G ending at vertex v
J = {1, 2, ..., jˆ} : Index set of successor vertices
FS(v) : Forward star of vertex v
A[.] : Array storing data related to E
V T [.] : Array storing data related to V
Xv : Random variable representing price
at v
xv : Observation of random variable Xv
17
18 List of Problem Descriptions
xv : Stop Loss price function at v given lv and xmin
xv : Target Return price function at v given lv and xmax
k ∈ K : Length of “history”
μv(k) : Average price function at v of the last k prices of lv
dj : Distance of jth successor vertex from μv(k)
pv,v′ : Probability of occurrence of v′ ∈ V out(v)
fv : Objective function
ri, i = 1, 2 : Return factors
perc(ri) : Absolute value of percentage returns
List of Abbreviations
BP : The Bond Problem
CSP : The Classical Secretary Problem
DD : Drawdown
DP : Dynamic Programming
EMH : Eﬃciency Market Hypothesis
EO : Exercising an Option
FH : Finite Horizon
GBM : Geometric Brownian Motion
HSP : The House Selling Problem
r-HSP : The House Selling Problem with recall
IH : Inﬁnite Horizon
MDD : Maximum Drawdown
MR : Mean-Reversion
OABP : The One-Armed Bandit Problem
P&L : Proﬁt and Loss
PM : Portfolio Manager
PMP : Portfolio Management Problem
PMP −MR : PMP with Mean-Reversion
−s,−d : static constraints, dynamic constraints
SA : Selling an Asset
SL : Stop Loss bound
SRP : Stopping Rule Problem
TR : Target Return Bound
19
20 List of Problem Descriptions
Chapter 1
Introduction
Stopping Rule Problems (SRP) deal with choosing the best time to end a process
and take a particular action. For instance, an oil company is interested in ﬁnding the
optimal time to stop drilling oil in order to maximize its expected payoﬀ. A pharma-
ceutical company is interested in ﬁnding the optimal time to stop sampling people who
are testing a new drug in order to minimize its expected cost given a level of safety and
validation standard. Finally, a portfolio manager is interested in ﬁnding the best time
to retrieve an invested portfolio such that the rewards are maximized. An optimal
policy is one that delivers an optimal objective function. This objective function may
represent the maximum expected reward, the minimum expected cost or the maxi-
mum utility i.e. the objective function can be deﬁned to combine both risk and return.
In a SRP, a process is represented with the use of a sequence of random variables
X1, X2, X3, ..., X∞, the observations of which determine the optimal policy. As the
number of stages in the process increases, so does the number of observations required
to determine the optimal policy, often rendering the latter impossible to formulate.
The optimal time to stop the process is a random variable which maximises the ex-
pected reward or minimises the expected cost, and is conditional on the observations
acquired thus far in the process.
Most of the research has focused around the Finite Horizon SRP, a special type
of SRP that forces the decision-maker to stop at a predeﬁned stage of the process.
This problem, referred to as FH-SRP, is attractive because a simpliﬁed solution can
be constructed and, therefore, numerical methodologies can be used to determine the
optimal policy.
The portfolio management target is to increase the investment value of the portfolio
by limiting the investment risk and matching the objectives imposed by investors
and/or regulators. A Portfolio Manager (PM) is the person who is responsible for the
management of a portfolio. Among the responsibilities of a PM are: the choice of assets
contained in the portfolio, the time of buying and selling assets, the damage limitation,
the locking and securing of proﬁts, the balance between risk and performance, and, the
compliance with the organisation’s policies. Given an invested portfolio, this thesis
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studies Optimal Stopping for Portfolio Management with a Finite Horizon (FH).
1.1 Stopping Rule Problems for Portfolio Management
In the area of portfolio management, the SRPs studied in the literature have focused
on stochastic processes that oﬀer simpliﬁed structures for handling the unmanageably
large number of observations as the number of stages increases. In [35] for instance, a
stationary Markov process of k states, i.e. X1, ..., X∞ is periodic with a cycle of length
k, rendered the determination of the optimal policy possible even for Inﬁnite Hori-
zon (IH) problems. Nevertheless, the dependence of the optimal policy on stochastic
processes limits the range of applicability of SRPs. SRPs have also been studied on
speciﬁc real-life problems with the aim to deduce results derived from the optimal
policy. This was achieved by making a number of assumptions on the sequence of
random variables representing the process. Such an assumption is the distribution
law of all random variables to be independent identically distributed with a normal
distribution. Clearly, the common feature of any SRP is the (conditional) determina-
tion of the optimal policy. However, the literature on SRPs in portfolio management
remains rather theoretical as the optimal policy relies solely on the asset price dis-
tribution for which no endogenous or exogenous parameters, such as any externally
imposed decision, are taken into account.
The insertion of the daily mathematics encountered by a PM and of an “irrational”
set of decisions accommodates a more realistic representation of a SRP for portfolio
management. An “irrational” set of decisions takes place in the PM’s daily activities
and the signiﬁcance of the representation in the optimal policy undoubtedly is valu-
able. An example to illustrate such decisions arises when a PM wishes to impose a
maximum amount of loss allowed in a portfolio investment, referred to as a Stop Loss
(SL), which changes with respect to the highest portfolio value included thus far in
the investment. Hence, the maximum amount of loss depends on the time stage of
the process as well as on all previous price observations. If the portfolio value reaches
the SL then the PM exits the investment even if the expected value of the portfolio
is greater in the future and thus, keeping the investment could be considered rational
and beneﬁcial. Another example, this time extracted from the literature, might be
to include a dividend policy where the dividend on a stock is indirectly related to
previous stock prices. The dividend policy was addressed in a SRP for ﬁnding the
best time to exercise an option whose underlying stock pays dividends to shareholders.
For ﬁxed and certain dividends, the optimal policy for exercising an option in [21] was
determined. Even though the numerical methodology presented is capable of bearing
any dividend policy, the optimal policy for a more complex dividend policy dependent
on previous stock prices was not determined.
A SRP with managerial capabilities diﬀers from a conventional SRP in that on one
hand, some of the portfolio values are eliminated from the solution methodology, and
on the other hand, it allows random variables to bear more complex dependences. The
nature of the decisions or dependences imposed can be distinguished between static
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and dynamic. The former remains the same throughout the investment. The latter
changes with respect to the new information acquired as the investment is running. A
SRP that would allow both static and dynamic decisions and/or dependences would
undoubtedly enhance the managerial ﬂexibility of the problem.
Despite its applicability, a SRP that deals with the daily mathematics and the
managerial responsibilities of a PM has not been directly addressed in the literature.
Furthermore, the ever growing technological advancement in computer power and its
availability to a PM conﬁrms that the development of an algorithm encompassing the
dynamically changing environment of the markets, is feasible without any excessive
expenditure necessary at least for FH problems. The numerical solution of the algo-
rithm would take into consideration managerial capabilities and additionally admit a
wider range of stochastic processes.
1.2 Contributions
This thesis is concerned with the FH-SRP in which managerial capabilities are con-
sidered in the context of portfolio management. Furthermore, we choose to represent
the problem graphically and analyse the eﬀects of the managerial capabilities on a
state-transition graph. The structural issues arising are the basis for the choice of
the state-transition graph upon which the formulation of the new SRP is constructed.
The use of state-transition graphs which has not been adequately addressed in the
SRP literature, shows that complex irrational decisions and dependences of random
variables in a SRP need not to be so intimidating in the numerical methodology of
the optimal policy.
A new problem deﬁnition of a SRP reﬂecting the daily basic mathematics of a PM
is deﬁned. The Portfolio Management Problem, referred to as thePMP , aims to ﬁnd
the best time to stop investing in a portfolio with the view to maximising the reward.
The sequence of random variables X1, ..., Xtˆ where tˆ is the horizon, represents the
value of the portfolio in discrete time at diﬀerent stages of the investment. ThePMP
formulation on the state-transition graph has been achieved with the use of Dynamic
Programming (DP). Due to the nature of DP with its decomposition of the problem
into interrelated sub-problems which are thereupon solved sequentially, the insertion
of managerial tools, such as a SL, is feasible at any stage of the process. In addition,
the optimal policy can be adjusted to include the impact of a SL in a natural way.
Note that diﬀerent state-transition graphs for thePMP yield diﬀerent DP formulations.
A simplePMP has been developed which serves as a basic model upon which the
insertion of the managerial tools is accomplished subsequently. The DP formulation
allows static decisions and/or dependences of the random variables. Due to its generic
nature, the model has the ability to adapt to new observations acquired in the process,
thus supporting decisions of a dynamic nature as well. As the literature on SRPs with
managerial ﬂexibility is nonexistent, the problem deﬁnition, the graphical represen-
tation and the problem formulation constitute new contributions to the area of SRP
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for portfolio management. In addition, the elimination of speciﬁc portfolio values and
the dependences of random variables can potentially oﬀer a new beneﬁcial approach
to portfolio management.
Apart from the modelling aspects of thePMP , we develop an algorithm that aims
to oﬀer a numerical methodology for the determination of the optimal policy. The
graphical representation of the problem and the data structures used to represent the
latter play a signiﬁcant role in the eﬃciency of the algorithm. We initially directed
our attention to an algorithm for the basicPMP in order to consider the minimisation
of memory requirements of the state-transition graph. Following the extension of
the algorithm to include static decisions, we consider the case where decisions and
dependences of random variables are functions of time and previous observations up
to that stage. However, the algorithm initially suﬀered from the additional memory
requirements and was unable to solve problems with sizes interesting to portfolio
management. This obstacle was later overcome with a tradeoﬀ between computational
time and size of problem solved. It is noteworthy that this approach is notPMP speciﬁc
but can be used in any algorithm with the same state-transition graph or similar
as long as the graph has a speciﬁc property. Finally, with the use of the developed
algorithm we have addressed the eﬀects of various irrational decisions and dependences
of random variables on the optimal policy in order to provide some practical results.
1.3 Scope of thesis
The limitations of the SRP literature for portfolio management have been introduced
with the view to identifying the literature gaps addressed in this research and its prac-
tical aspects, the latter constituting one of the main motivations. Before summarising
the research undergone in this thesis, the main assumptions that delimit the scope are
outlined.
The PMP is a SRP aiming to address the main responsibility of a PM, namely
generating proﬁts. The Proﬁt and Loss (P&L) accrued in a portfolio is therefore a
measure frequently monitored by PMs. For this reason, the portfolio value has been
chosen as the random variable of thePMP . The cumulative return is the reward of the
investment for which maximisation is desired. Moreover, thePMP studies the optimal
policy of a portfolio investment in discrete time and with a FH, thus involving the
management of selling the portfolio at speciﬁc stages of the investment and over a
predetermined amount of time. Explicit and implicit liquidity requirements imposed
by investors following the economic crisis of 2008 or by prudential legislation such as
the European rules on UCITS1, may be considered as a FH in the PMP . In such
cases, a PM accommodates the requirement in his portfolio strategy by decomposing
his investment horizon into smaller periods where liquidation of the portfolio may
occur upon demand and where the objective is the maximisation of expected rewards.
The horizon of the PMP may be viewed as one of those periods. Another justiﬁca-
1Undertakings for Collective Investment in Transferable Securities
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tion of the FH may be the need for the availability of capital before entering another
investment, also known as “management of temporary money”. A characteristic exam-
ple is Norges Bank whose NBIM2 manages the Norwegian Government Pension Fund
Global, believed to be one the largest sovereign wealth funds in the world, and has
capital available for 3 months only for example. Amongst other things, the FH may
represent the maturity date of an option or of a bond.
In a portfolio consisting of multiple asset-types, measures such as their correlations,
aﬀect the portfolio performance, thus justifying the substantial eﬀorts in the literature
for optimal portfolio allocation. In order to achieve our main objective to include
portfolio management tools in a SRP, we initially consider the formulation of thePMP
for a simpliﬁed portfolio consisting of a single asset-type before considering extending
the model for multiple asset-types. Moreover, we assume the number of possible asset
movements at the next stage is constant throughout the investment. Finally, we note
that for this problem, transaction cost is not an interesting feature as no re-balancing
of the portfolio occurs.
State-transition graph
The choice of state-transition graph for thePMP is crucial to the successful insertion
of static and dynamic managerial tools in the SRP. It also determines the capabilities
of the algorithm. For this reason, we discuss our choice of state-transition graph with
respect to both features.
A PM invests in a portfolio at time stage t = 0. As the number of possible asset
prices at t = 1 is jˆ, for each possible asset price at t = 1 there are jˆ possible asset
movements at t = 2. Continuing in a similar manner, the horizon tˆ is reached. The
problem therefore, can be visualised as a tree with a root representing the beginning of
the investment. At each vertex, the optimal policy is computed and reports whether
it is beneﬁcial to continue or stop the process given all price observations thus far in
the process are taken into account. Clearly, the number of vertices grows exponen-
tially as the number of stages increases, an undesired feature as the capabilities of the
algorithm relies heavily on the number of vertices in the state-transition graph.
Sometimes, it is possible that the state-transition graph could be represented with
a Binomial Lattice. In this case the capabilities of the algorithm are enhanced com-
pared to the tree, as vertices are fewer for the same number of time stages. However,
the Binomial Lattice also has its own set of limitations. First, it is numerically more
challenging as for each vertex of the lattice there exist multiple paths from the root
to the vertex. Consequently, a managerial decision such as a dynamic SL which is
subject to all previous price observations, requires the information of the vertex and
the execution of a search of all possible paths. For each path, the optimal policy
may diﬀer and the computational representation of multiple results for each vertex
2Norges Bank Investment Management
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complicates the process. For the tree, the path is unique and it suﬃces to know the
vertex to deduce all other necessary results or calculations of interest being functions
of time or of past asset prices. Second, the DP formulation on a Binomial Lattice is
more complex compared to the one on a tree.
Despite the fact that the choice of the tree reduces the size of the horizon com-
pared to a Binomial Lattice, we have chosen to represent the PMP with a tree as it
engenders many sorts of managerial ﬂexibility and price dependences to be inserted in
a natural way, i.e. the objective of this research. Furthermore, a tree state-transition
graph lends itself to extensions and generalisations for portfolio management tools
and asset prices other than the ones studied in this thesis. To compensate, mem-
ory saving techniques have been studied and applied. The problem size solved by our
algorithm is enough for portfolio management purposes of short- and long-term trades.
We deﬁne the state-transition graph as the graph representing all valid portfolio
values, thus those eliminated from the solution methodology due to a SL for instance,
are not part of the graph. Nonetheless, the state-transition graph could include all
portfolio values including those eliminated from the numerical methodology of the
optimal policy. In this event, this research could be perceived as dealing with one
state-transition graph but with diﬀerent decision spaces, where one can suggest to
colour in red the vertices eliminated and in black the “allowable” vertices.
As the focus of this research lies in the conversion of the stochastic process into a
state-transition graph, we will assume that any predictive information is valid. Based
on the valid information, the aim is to generate a reward as large as possible with the
use of an optimal policy. Thus, asset price dynamics does not constitute a part of this
research but unquestionably is a stimulating avenue for further research.
1.4 Summary of chapters
This chapter has introduced the literature gaps addressed in this research identiﬁed
in the area of SRP for portfolio management. Following stating the motivation of
inserting managerial tools in a SRP, the objectives of this research have been presented.
The justiﬁcation of the use of graphs for such problems has been discussed. Finally,
the contributions and the scope of this thesis have been highlighted. The remainder
of the thesis is organised as follows.
In Chapter 2, we survey the diﬀerent mathematical approaches to SRP applica-
tions that have been studied in the literature. These studies stem from the historical
evolution of the problem from sequential analysis of hypothesis testing to stochastic
processes. Before reviewing in detail the various applications studied from diﬀerent
approaches, we present a problem formulation for both IH and FH. This formulation
enables the understanding of the fundamental diﬀerences and associations between
applications. Following discussing the SRP applications for portfolio management rel-
evant to our research, we provide the associations and diﬀerences with respect to the
SRP developed in this thesis.
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In Chapter 3, we deﬁne the new SRP, namely thePMP , and construct the state-
transition graph upon which the problem formulation is developed. We implement
the DP formulation on an illustrative example that will serve as a framework for
comparing various generalisations of the model used in subsequent chapters. The
following optimal policy is presented. Before outlining the main steps of the algorithm,
we justify our choice of data structure that minimises the memory requirements with
respect to the state-transition graph. The algorithm is shown to perform well for
problems with a state-transition graph up to approximately 33.5 million vertices.
Finally, a computational study is presented where various practical aspects of its
implementation in the real-world as well as CPU times and features of the optimal
policy are discussed.
In Chapter 4, we address the modelling implications of incorporating managerial
tools in the formulation of thePMP . More speciﬁcally, the Stop Loss and the Target
Return (TR) are studied oﬀering the PM a way of limiting damages and securing gains
respectively. The ﬁrst part of the chapter is dedicated to static versions of the tools, the
second part to dynamic versions, the latter enhancing managerial ability by minimising
important risk measures such as the Maximum DrawDown (MDD). For both versions,
the problem deﬁnitions and formulations are presented before illustrating in a step-
by-step manner the solution approach of the problems and how it diﬀers from the
PMP in Chapter 3. The computational implementation together with the techniques
to minimise the new memory requirements are discussed. Finally, the eﬀects of the
managerial tools on the CPU times, the optimal policy and the MDD are presented
in the computational studies.
In Chapter 5, we direct our attention to the PMP whose prices exhibit Mean-
Reversion (MR). With the tendency of an asset price to revert to its average, we
introduce in the model more complex price dependences compared to previous chap-
ters. The asset price is now a function of the time stage as well as on previous realised
and/or observed prices. The eﬀects of MR are addressed on the state-transition graph
and consequently on the problem formulation. We show that the optimal policy for the
illustrative example diﬀers substantially from previous chapters and that the compu-
tational complexity of the algorithm has further increased. The computational study
focused on the eﬀects of MR but if one wished to add SL and TR to the model, one
would conclude that the eﬀects of SL and TR are similar to the ones outlined in the
computational studies of Chapter 4.
In Chapter 6, we provide a summary of the research undergone in this thesis. We
highlight the contribution achieved and end the chapter with directions for further
research.
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Chapter 2
Stopping Rule Problems
Stopping Rule Problems aim to ﬁnd the best time to stop a process and subsequently
take a particular action in order to maximise rewards or minimise costs. The particu-
lar action may represent amongst others things, hiring a secretary or selecting the best
spouse, stop job hunting and accept an oﬀer, selling a house, a bicycle or a share of
an asset, reordering stocks, searching for the closest possible parking spot to a venue,
testing a hypothesis of defective units in a production plant or estimating a parameter
requiring sampling methods.
It is also interesting to note that Stopping Rule Problems may be viewed as their
inverse, namely Optimal Entry Problems. For instance, the particular action may rep-
resent technology adoption, buying a house or a share of an asset. In general terms,
Stopping Rule Theory is a possible tool for further research in practically all policy
areas where decision makers have to decide the start or end, of an activity or procedure.
Due to the practical aspect of such problems, the literature includes a number
of applications which have been reviewed from diﬀerent mathematical perspectives.
This stems from the historical evolution of the problem from sequential analysis to
stochastic processes. As a result, the diﬀerentiations and associations of Stopping
Rule Problem (SRP) applications cannot be characterised as transparent. The goal of
this chapter is to review the literature relevant to the research of the thesis in order to
compare it with the Portfolio Management Problem developed in subsequent chapters.
The chapter starts by reviewing the historical evolution of SRPs with the view to
providing a good mathematical framework for the rest of the chapter where various
applications are studied. The links between the diﬀerent mathematical perspectives
are presented. Despite their diﬀerences, all approaches aim at ﬁnding the best time to
stop a process. The chapter continues by presenting a SRP formulation most suitable
for applications, which describes the process in terms of the decision maker and its
reward. Even though none of the applications have used it in their solution approach,
the new formulation provides a common ground where comparisons are more easily
achieved. Speciﬁcally, with the use of two essential components of SRPs, it allows in a
simple and rapid way to diﬀerentiate and associate the applications. Before reviewing
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a number of applications whose structure and/or solution are believed to be of interest
in this research, we discuss the necessary assumptions for the existence of an optimal
solution. Finally, the chapter ends with the diﬀerences and associations between the
literature applications and the SRP application developed in this thesis, namely the
Portfolio Management Problem (PMP ).
To facilitate the comparison between applications in the literature and thePMP , a
‘Problem Description’ model is provided for all applications. It can be observed that
a small modiﬁcation on these components create a new application in the ﬁeld, thus
justifying the extensiveness of the application literature.
2.1 Historical evolution
The historical evolution of sequential tests to problems of pure stopping without sta-
tistical structure, provides the mathematical framework upon which SRPs and their
applications are based. In this section, an overview of the most important develop-
ments in the literature is provided.
Sequential Analysis
Stopping Rule Problems originate from sequential tests of statistical hypothesis. As
described in [66], a sequential test of a statistical hypothesis is any statistical test
procedure which prescribes a speciﬁc rule, at any stage of the experiment for making
any of the following three decisions:
1. to accept the hypothesis being tested (null hypothesis)
2. to reject the null hypothesis
3. to continue the experiment by making an additional observation.
A sequential test breaks down a statistical test procedure into multiple and smaller
test procedures, thus reducing the size of the observation sample. Based on a smaller
observation sample, a test procedure is carried out. If the decision-maker accepts or
rejects the null hypothesis based on this sample, then the process ends. If however, the
decision-maker requires an additional observation, then another test procedure with an
additional observation sample is carried out. Finding the number of stages required to
accept or reject a hypothesis is thus, a random variable dependent on the observations.
Sequential tests oﬀer a substantial improvement in terminating a procedure at an
earlier stage thus requiring fewer observations to be made [68]. The practical signiﬁ-
cance is the reduced total cost associated to the observations. An interesting example
of large scale experiments is the estimation of jute in Bengal to determine the “yield
per acre” for the annual jute forecast. In [42], a small scale crop census was suggested
to reduce costs associated to surveyed sample areas. Sequential tests were also used
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in development work including replacement of deteriorating military and naval equip-
ment. As a result, the developments in the ﬁeld carried out in the Statistical Research
Group of Columbia University were deemed suﬃciently signiﬁcant by the National
Defense Research Committee of America to be kept conﬁdential during World War II
and were submitted in restricted report [64].
In order to control the magnitude of errors, such as accepting a hypothesis that
does not hold true and rejecting a hypothesis that does hold true, the sequential prob-
ability ratio test was devised in [66]. The decision-maker chooses threshold values of
the two types of errors, that he/she is not willing to exceed. The log-likelihood ratio
of the samples observed is compared to the thresholds and the decision of accepting or
rejecting the null hypothesis, or draw no conclusion is made accordingly. The power
of this test is that it requires a smaller expected number of observations to reach a
decision of accepting or rejecting the null hypothesis compared to other tests available
in the literature1.
Decision theory
The multi-stage experimentation of sequential tests allows a problem to be interpreted
as a decision problem. The loss of making a wrong decision is quantiﬁed through the
risk of a statistical decision function. As per [69], the formulation of the statistical
decision problem is deﬁned as follows:
Let X = {Xi}, i = 1, 2, ...,∞, be an inﬁnite sequence of random variables and
x = {xi}, i = 1, 2, ...,∞, an inﬁnite sequence of observed real values, where xi denotes
the observed value of Xi. The sample space M is the space of all possible inﬁnite
sequences x, and an element x ∈ M is referred to as a sample point. The probability
distribution of X or equivalently, the probability measure function μ in the space M
is not known. However, μ belongs to a given class Ω of probability measure functions.
Furthermore, let D be the decision space whose elements d represent all possible de-
cisions that can be made. The aim is to determine a rule for selecting a particular
element d ∈ D on the basis of the observed sample point x. Thus, given a class Ω and
the space D, a statistical decision function d(x) is constructed which associates each
sample point x an element of d(x) ∈ D so that the decision d(x) is made when the
sample point x is observed.
In order to quantify the loss of accepting a hypothesis which does not hold true,
the weight function W [μ, d(x)] was introduced in [63]. However, the weight function
is not suﬃcient to quantify the loss of a wrong decision since real-life problems include
costs associated to experimentation. To this end, the total risk function which takes
into account the number of observations n(x) needed to reach a decision, is deﬁned as
1An example of such a test for defective or satisfactory units inspected for instance, can be found
in [4]
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the expected value of the loss plus the expected value of the cost of experimentation2.
For a speciﬁc decision function d(x), the risk function r[μ | d(x)] is:
r[μ | d(x)] =
∫
M
W [μ, d(x)] dμ(x) +
∫
M
c[n(x)] dμ(x), (2.1)
where c[n(x)] is the cost function dependent on the number of observations n(x).
Note that the risk function r[μ | d(x)] generated by the decision function d(x), is a
non-negative function ∀μ ∈ Ω.
The importance of the risk function lies in the fact that it aﬀects the choice of
the statistical decision function d(x). A decision function with lower risk is prefer-
able as the aim of decision problems is to determine an optimal decision function for
the problem at hand. The existence of an optimal decision function, and other theo-
rems concerning optimal decision functions, were derived in [65]. However, a general
method for calculating an optimal decision function had remained unresolved.
Further advancement in the ﬁeld were made by augmenting the freedom of choice
of the decision-maker. This was achieved by allowing the decision-maker the use of
a randomised decision function, deﬁned as a probability distribution η in the space
Q of all possible decision functions [69]. The decision maker is now comparing risk
functions r(μ | η) generated by diﬀerent η, instead by diﬀerent d(x) (Equation 2.2).
Note that if η assigns probability 1 to a particular decision function, then η reduces
to a non-randomised decision function d(x).
r(μ | η) =
∫
Q
r(μ | d(x))dη (2.2)
Let ξ be a probability measure over some chosen subsets of Ω. Then the expected
value of r(μ | η) is
r∗(ξ | η) =
∫
Ω
r(μ | η)dξ (2.3)
A randomised decision function η is a Bayes solution relative to some a priori
distribution ξ if
r∗(ξ | η) ≤ r∗(ξ | η∗) , ∀η∗ (2.4)
The existence, but not the uniqueness, of a Bayes solution under certain assump-
tion was proved in [70], and the generalised case in [3]. Thus, the problem of ﬁnding
the optimal decision function has been contracted to the problem of selecting an ele-
ment from the class of Bayes solutions [69].
2Note that the risk function is essentially similar to a cost function as no risk component is included
in the equation. The use of the term ‘risk function’ has been chosen to comply with the relevant SRP
literature of 1960s.
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Game Theory
The minimax solution approach was adopted for selecting the best Bayes solution
amongst the class, resulting in the selection of the randomised decision function η
that minimises the maximum risk of the decision problem. Game theory, and more
speciﬁcally, the theory of zero-sum two person games, contributed to advancements
in the selection of the best Bayes solution.
As reported in [62], a zero-sum two person game assumes that Player 1 and Player
2 choose variable a in space A and b in space B respectively. Each player ignores the
choice of the other, and a, b can only take a ﬁnite number of values. As one player’s
gain is the other player’s loss, let the outcome of the game be K(a, b) for Player 1 and
therefore, −K(a, b) for Player 2. The latter wishes to minimise K(a, b) whereas the
former to maximise it. A game is considered strictly determined if Equation 2.5 holds
true. In such a case, players cannot improve their strategy even when the opponent’s
strategy is known. Finally, when a, b are replaced by probability measures ξ, η, the
players are no longer using pure strategies but mixed strategies.
sup
a
inf
b
K(a, b) = inf
b
sup
a
K(a, b) (2.5)
In [69], the selection of the best Bayes solution was interpreted as a zero-sum two
person game where players use mixed strategies for their game. The game theory
formulation is as follows: it is assumed that Player 1 is Nature and Player 2, the deci-
sion maker. Nature chooses a mixed strategy ξ of the space Ω and the decision-maker
chooses a mixed strategy η of the space Q. Thus, the spaces Ω and Q correspond to
the spaces A and B in game theory, and the outcome K(a, b) of the game is the risk
function r∗(ξ | η) of Equation 2.3. The minimax solution approach of Bayes solutions
became the minimax strategy. The assumption that the decision maker wishes to
minimise the risk function r[μ | d(x)] whereas Nature to maximise it, was discussed
in [65] and did not interfere with further developments on the Bayes solution in [3].
In a zero-sum two-person game with mixed strategies, von Neumann’s theorem
states that the game is always strictly determined if spaces A,B are ﬁnite. However,
this may not be the case for decision problems such as the ones described in this sec-
tion. Von Neumann’s theorem was extended for the case where one of the two spaces
is ﬁnite in [67] and in [69] was proven to hold true for inﬁnite spaces given one space
is compact.
Stochastic processes
The sequential test problem was further developed by eliminating the statistical hy-
pothesis test whilst keeping the structure of the sequential procedure. Thus, the
decision-maker has now only two possible decisions to make instead of three, namely
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1. stop the experiment, or,
2. continue the experiment by making an additional observation.
As per [56], the problem is now formulated as a gambling problem on the probabil-
ity space (Ω,Ft, P ), where the gambler wishes to play for a while and then quit. Let
Y = {yt,Ft, t >= 1} be a stochastic process where yt represents a gambler’s loss after
t plays of the gambling game, and {Ft, t >= 1} is an increasing sequence of Borel ﬁelds
representing the gambler’s knowledge acquired from the past and up to game t. Let a
stopping time N ∈ {1, 2, ...,∞} be a random variable representing the stopping time
relative to {Ft, t >= 1} such that the event {N(ω) = t} ∈ Ft and P (N(ω) < ∞) = 1,
ω ∈ Ω. The ﬁrst condition corresponds to the fact that the decision to stop at play t
should be based only on the gambler’s information up to game t, thus determined by
Y1, Y2, ..., Yt. The second condition gives the gambler the certainty that stopping will
occur at some point. Now given N , the associated total loss of the gambler is
y(ω) =
{
yt(ω) if N(ω) = t
0 if N(ω) = ∞ (2.6)
The pair (N, y) is a stopping pair for {yt,Ft, t >= 1}. The aim of the problem
is to ﬁnd a pair for which the loss is minimised, in other words ﬁnding the best time
to stop gambling, assuming that the gambler thinks only in terms of minimizing the
expected value of his/her ﬁnal loss.
Note that the problem of the existence of Bayes solutions in sequential decision
theory is equivalent to a problem of the existence of a minimizing pair [70].
Interest in the topic grew with [17] where the gambling problem was generalised
into a problem where the sequence of random variables represents the reward instead
of the loss. Therefore, the decision-maker (or the gambler) now wishes to ﬁnd a
stopping time variable, if it exists, for which the reward is maximised. Thus,
E(yt+1 | Ft) > yt, N > t (2.7)
≤ yt, N ≤ t (2.8)
Amongst the set of stopping time variables, there exists one that maximises the
expected value of the reward given conditions expressed in Equation 2.9 and Equation
2.10 are satisﬁed [18]. Hence, if these conditions hold true, an optimal rule exists.
In addition, the generalised stochastic process problem with its optimal rule feature
was applied, for illustrative purposes, to the application of sequential probability ratio
test. Thus, the generalised structure of the problem as a stochastic process includes
the case of the sequential probability ratio test.
2.2. Dynamic Programming for the Stopping Rule Problem 35
E(sup
t
Yt) < ∞ (2.9)
lim
t→∞Yt ≤ Y∞ almost surely (2.10)
2.2 Dynamic Programming for the Stopping Rule Prob-
lem
In this section, we brieﬂy survey the main concepts of Dynamic Programming (DP)
in order to understand how to assign the structural insights of the SRP into a DP
formulation.
DP is due to Richard Bellman [6] and is a numerical method for the solution of a
sequential decision problem. Speciﬁcally, the problem solving approach depends upon
the structural decomposition of the problem into interrelated sub-problems which are
thereupon solved sequentially. It is summarised as follows.
Consider a system being observed over a ﬁnite or inﬁnite horizon divided into
periods or stages. At each stage, the state of the system is observed and a decision
concerning the system has to be made. The decision inﬂuences (deterministically or
stochastically) the state at the next stage. Following the state observed and the de-
cision made, an immediate reward is gained. The expected total reward from the
present stage until the end of the planning horizon is expressed by the objective func-
tion. The relation between the objective function at the present stage and the one at
the following stage is expressed by the functional equation. Given the stage and the
state, optimal decisions are determined step by step as those maximizing the value of
the functional equation. Thus the determination of the an optimal rule is based on
Bellman’s Principle of Optimality which states that “An optimal rule has the property
that whatever the initial state and initial decision are, the remaining decisions must
constitute an optimal rule with regards to the state resulting from the ﬁrst decision"
[36]. Subsequent publications [7, 31, 5, 8, 9] gave impetus to a new interest and rapid
growth on the topic.
It is noteworthy that due to its generic nature, problems adopting a DP approach
require the development of speciﬁc equations to suitably represent the problem and
its structure. In the case of SRPs, given the stage and state, the optimal decisions
are either to stop the process or continue the experiment by making an additional
observation. Under the two conditions represented in Equation 2.9 and Equation
2.10), Bellman’s principle of optimality can be found to hold true in SRPs. As seen
in [26], before entering a gambling game for instance, the decision-maker can choose
not to gamble at all and take reward y0, or to gamble and receive the expected value
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of the optimal stopping rule, say V ∗. Not to gamble at all would make sense if
y0 = V
∗. Similarly, at time stage t, the decision-maker can chose to take reward yt
or, to gamble more and receive V ∗t = sup
N≥t
E(YN | Ft) where N are all stopping rules
such that P (N ≥ t) = 1. Note that V ∗ = V ∗0 . The optimal stopping rule suggests
therefore, to stop gambling if yt = V ∗t . That is, every future “sub-part” of the optimal
stopping rule is also optimal and the SRP is expressed using the objective function of
DP:
V ∗t = max{Yt, E(V ∗t+1 | Ft)} (2.11)
Furthermore, the stopping rule derived from Equation 2.11 is the optimal stopping
rule
N∗ = min{n ≥ 0 : Yt = V ∗t } (2.12)
2.3 The Mathematical Stopping Rule Problem (SRP)
In this section, the mathematical formulation of SRPs is reviewed as reported in
Ferguson [26]. This formulation is more amenable to the context of applications as it
includes the evolution of a main random variable of an application, as well as describing
clearly the process in terms of the decision-maker and rewards. In addition, we state
the links between the rigorously-deﬁned SRPs reviewed from diﬀerent mathematical
approaches (Section 2.1) and this formulation, in order to frame correctly the most
important applications subsequently listed in the rest of this chapter.
2.3.1 Problem Formulation
The SRP is deﬁned by two components,
1. a sequence of random variables X1, X2, ..., whose joint distribution is known,
and
2. a sequence of real valued reward functions
y0, y1(x1), y2(x1, x2), ..., y∞(x1, x2, ...). (2.13)
The associated SRP involves a multi-stage decision problem where the decision-
maker observes Xt = xt at stage t and then decides whether to stop or continue
sampling. After observing X1 = x1, X2 = x2, ..., Xt = xt, the reward for stopping at
stage t = 1, 2, ... is given by yt(x1, ..., xt). However, there are two extreme cases.
1. If the decision-maker decides not to take any observation at any stage then a
constant reward y0 is generated,
2. If the decision-maker decides not to stop at any stage then a reward y∞(x1, x2, ...)
is generated.
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Note that {Ft, t >= 1} are Borel-ﬁelds generated byX1, ..., Xt and thus, yt(x1, ..., xt)
is Ft-measurable as it is a function of x1, ..., xt. Therefore, E(yt+1 | Ft) in Equation
2.7 is equivalent to E(yt+1 | X1, ..., Xt). However, not all Borel-ﬁelds can be generated
by a sequence of random variables. Even though this formulation of SRP appears to
lose some generality, its application to real life situations, such as inventory problems,
requires a sequence of random variables to represent the evolution of the main problem
variable.
The SRP aims to maximise the expected reward based on the knowledge acquired
up to present. Encyclopaedia Britanica states that a rational basis for terminating
an SRP involves the determination of a point at which the expected improvement of
the solution at the next stage is less than the cost of sampling [47] or equivalently, if
the expected reward at the next stage is smaller than the present reward (Equation
2.8). In order to achieve the aim, a discrete random variable N representing the time
at which stopping occurs and its probability mass function (pmf) ψ are deﬁned. The
pmf ψ together with the sequence of reward function in equation (2.13) determine the
expected reward the decision-maker wishes to maximise.
Before determining the random stopping time N , we introduce stopping rules. Let
φt be the probability of stopping given that the decision-maker has reached stage t and
that he/she has observed X1 = x1, X2 = x2, ..., Xt = xt. It is worth noting that the
probability φt may or may not depend on the observations. At stage 0, the probability
of not taking any observation is φ0 = ψ0. At stage 1, given X1 = x1 the probability
of stopping after the ﬁrst observation is φ1(x1). At stage 2, given X1 = x1, X2 = x2
the probability of stopping after the second observation is φ2(x1, x2). Figure 2.1 is a
graphical representation of the probability φt(x1, ..., xt).
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Figure 2.1: Probability φt(x1, ..., xt) of stopping given X1 = x1, ..., Xt = xt
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A randomized stopping rule φ consists of a sequence of φt’s,
φ = (φ0, φ1(x1), φ2(x1, x2), ...) (2.14)
where 0 ≤ φt(x1, ..., xt) ≤ 1 for all t and x1, ..., xt. The stopping rule is non-
randomized if each φt(x1, x2, ..., xt) is either 0 or 1. φt(x1, x2, ..., xt) = 0 represents the
situation where the process is continued by taking an additional observation whereas
φt(x1, x2, ..., xt) = 1, one stops and takes reward yt(x1, .., xt). Thus φ is a decision
function similar to d(x) and η (under ‘Decision theory’ of Section 2.1) but diﬀers as
it does not include the acceptance or rejection of a null hypothesis.
The random variable N ∈ {1, ...,∞} represents the time at which stopping occurs
and satisﬁes P (N < ∞) = 1. Given X = x = (x1, x2, ..), the pmf ψ of N is deﬁned
as follows.
ψ = (ψ0, ψ1, ..., ψ∞) (2.15)
where
ψt(x1, ..., xt) = P (N = t | X = x) for t = 0, 1, 2, ... (2.16)
ψ∞(x1, x2, ...) = P (N = ∞ | X = x) (2.17)
In other words, ψt is the combined probability that the decision-maker does not
stop at stage 0, 1, ..., t− 1 but does stop at stage t. Figure 2.2 is a graphical represen-
tation of ψt.
Hence, ψt can be formulated in terms of φ’s (see below).
ψ0 = φ0
ψ1(x1) = (1− φ0)φ1(x1)
ψ2(x1, x2) = (1− φ0)(1− φ1(x1))φ2(x1, x2)
...
ψt(x1, ..., xt) = (1− φ0)[
j=t−1∏
j=1
(1− φj(x1, ..., xj))]φt(x1, ..., xt) (2.18)
The SRP formulation presented in this section where given a set of observation
the decision of stopping either occurs or not, implies that the stopping rule φ is non-
randomized.
The aim of SRPs is to choose a stopping rule φ to maximise the expected reward.
Let V (φ) be the expected reward given stopping rule φ then
V (φ) = E(yN (X1, ..., XN )) (2.19)
= E(
j=∞∑
j=0
ψj(X1, ..., Xj)yj(X1, ..., Xj)) (2.20)
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Figure 2.2: Pmf ψt of random variable N given X = x = (x1, ..., xt)
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2.3.2 Problem Applications
The academic literature includes a number of applications for the SRPs such as, the
House-Selling Problem [52, 17], Detecting a Changing Point [55] and Maximizing the
average of heads in coin tossing [19]. Each of these applications constitute a ﬁeld
of its own and thus, in this section, we limit the literature review to the essential
components comprising an SRP, namely the sequence of random variables and the
sequence of reward functions. Occasionally, the optimal stopping rule of well-known
applications are discussed if aspects of the latter are believed to be beneﬁcial either
for the research undergone in this thesis, or for the understanding of important SRP
concepts.
The House-Selling Problem
The House-Selling Problem (HSP) is a SRP aiming at ﬁnding the best time to stop
taking oﬀers for selling a house such that the decision-maker (seller) maximises the
reward. The time-interval between oﬀers is constant whether it is a day, a week or
any other length of time. Even though the value of the oﬀers is an unknown param-
eter until the oﬀers are placed, we assume that they are independent and identically
distributed with a known joint distribution. We also consider the cost of living which
may represent amongst others utility bills, tax and opportunity loss of cash available.
Consequently, every observation bears a cost to the decision-maker aﬀecting the re-
ward value. At each time stage the decision-maker must decide whether to accept the
oﬀer or wait for a better oﬀer that will compensate for the observational cost.
Two problems can be distinguished based on the above problem deﬁnition, namely,
the HSP with no recall of past oﬀers and the HSP with recall, referred to as r-HSP.
The HSP with no recall originates from a generalization of a problem stated in [53]
and from [51]. The problem description of the HSP is given in Problem Description 2.1.
In [52], the optimal stopping rule and the expected reward for the HSP was deter-
mined based on the assumption that the ﬁrst and second moment of xt exist. With
the use of the objective function of DP which required the existence of the second
moments to satisfy Equation 2.9, the optimal stopping rule derived states that:
At time stage 0, the seller should not sell the house at all if 0 ≤ α. If 0 > α then
the seller should await an oﬀer. Then, at subsequent time stages, the house should be
sold at the ﬁrst oﬀer where xt > α where α is the root of the equation∫ ∞
α
(x− α)dF (x) = c (2.26)
and F (x) is the joint distribution of X1, X2, X3, .... Then, the expected reward V ∗
when using the optimal stopping rule equalsmax(α, 0). Note that the solution method-
ology ﬁrst assumed a predeﬁned number of oﬀers for the maximisation in the objective
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Problem Description 2.1 The House Selling Problem
Sequence of Random variables:
X1, X2, X3, ..., Xt, ... (2.21)
where Xt represents the value of the oﬀer received at time stage t
Sequence of Reward functions:
y0, y1(x1), y2(x1, x2), ..., yt(x1, ..., xt), ... (2.22)
where
y0 = 0 (2.23)
yt(x1, ..., xt) = xt − tc , where c constant, c > 0 (2.24)
y∞(x1, x2, ...) = −∞ (2.25)
function and then was extended by allowing inﬁnitely many oﬀers.
To illustrate the optimal stopping rule, assume F ∼ U(0, 1) [26]. For 0 ≤ α ≤ 1
and α < 0, Equation 2.26 becomes:
∫ 1
α
(x− α)dF (x) = (1− α)
2
2
= c (2.27)∫ 1
0
(x− α)dF (x) = 1
2
− α = c (2.28)
Therefore, using the optimal stopping rule, the expected rewards are dependent on
the cost of observation c and are equivalent to:
V ∗ = 1− (2c) 12 , if c ≤ 1
2
(2.29)
V ∗ = −c+ 1
2
, if c >
1
2
(2.30)
The r-HSP diﬀers from the HSP in that the seller is allowed to recall a past oﬀer.
The problem description of the r-HSP is given in Problem Description 2.2.
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Problem Description 2.2 House Selling Problem with recall
Sequence of Random variables:
X1, X2, X3, ..., Xt, ... (2.31)
where Xt represents the value of the oﬀer received at time stage t
Sequence of Reward functions:
y0, y1(x1), y2(x1, x2), ..., yt(x1, ..., xt), ... (2.32)
where
y0 = 0 (2.33)
yt(x1, ..., xt) = max{x1, ..., xt} − tc , where c constant, c > 0 (2.34)
y∞(x1, x2, ...) = −∞ (2.35)
As per [17], the optimal stopping rule for r-HSP is the similar to the one of HSP
with the exception that xt is replaced by max{x1, ..., xt}. Thus, the seller sells the
house if max{x1, ..., xt} > α where α satisﬁes Equation 2.26. Due to the optimality
of the rule however, the stopping time t is the least positive integer that satisﬁes the
relation, which is bound to be the last observation. Thus, the seller does not recall
any past oﬀers if the optimal stopping rule is used which agrees with the principle of
optimality.
In the case where at each time stage the cost is a function of the time however,
say g(t), then α is the root of the equation∫ ∞
α
(x− α)dF (x) = g(t+ 1)− g(t) (2.36)
Detecting a Changing Point
The rapid detection of a change is desired in many real-life problems. Examples in-
clude monitoring the heart or pulse rate of a patient, regime switching in ﬁnancial
markets, quality control of a production line and a change of direction in missiles.
The minimisation of the costs associated in delayed detection or false detection is at
the heart of this application.
A decision-maker monitors a random variable whose distribution is known. At
some unknown time t′, the distribution of the random variable changes to another
known distribution. The decision-maker wishes to detect the changing point as soon
as possible so as to minimise costs associated with the lack of detection. A predeﬁned
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cost is incurred if the decision-maker switches to the new distribution when in reality it
has not. The cost of switching to the new distribution after time t′ is equivalent to the
time elapsed since the changing point. The goal is to determine an optimal stopping
rule for detecting the changing point as soon as possible. The problem description of
Detecting a Changing Point is given in Problem Description 2.3.
Problem Description 2.3 Detecting a Changing Point
Sequence of Random variables:
X1, X2, X3, ..., Xt, ... (2.37)
where Xt represents a random variable and F its known distribution where
F =
{
F0 if t < t′
F1 if t > t′
(2.38)
where t′ is unknown but its distribution T is known.
Sequence of Reward functions:
y0, y1(x1), y2(x1, x2), ..., yt(x1, ..., xt), ... (2.39)
where
y0 = 0 (2.40)
yt(x1, ..., xt) = cP (t
′ > t | Ft) + E(max{0, t− t′} | Ft), where c > 0 (2.41)
y∞(x1, x2, ...) = ∞ (2.42)
Amongst others applications of SRPs are: the Burglar Problem which aims at
maximising the acquired fortune given the probability of being caught, and therefore
losing all the accumulated fortune. The Fishing Problem which aims at maximising
the reward dependent on the number of ﬁsh caught and the cost of the amount of
time elapsed, the Search for a New Species Problem which aims at maximising the
number of diﬀerent species observed from a given genus whilst taking into account the
costs of observations, and ﬁnally, the Proofreading Problem which aims at minimising
the expected costs associated to misprints in a manuscript. SRPs have been used for
parameter estimation as well and such applications are Maximising the Average in
Coin Tossing and Bayes Sequential Statistical Decision Problem. For an outline of all
these applications, see [26].
2.4 The Finite Horizon (FH) Problem
In real-life problems, certain actions, such as accepting a job oﬀer, selling a house the
money of which is due to a bridging loan and the limited funds available for sam-
pling areas needed to be surveyed, are limited in time. This limitation imposes an
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upper bound on the number of stages considered in the SRP. The maximum number
of stages is called the horizon. This section deals with the SRP characterised by a
ﬁnite horizon, hence, this problem will be referred to as FH-SRP.
In addition, optimal stopping rules for Inﬁnite Horizon (IH) problems are often
impossible to determine as the number of observed values becomes uncontrollably
large, especially if the problem cannot be reduced to a Markov Decision problem3.
Setting a predetermined ﬁnite horizon together with the ability to express the problem
with the objective function of DP, provides a framework where the optimal stopping
rule resides and allows a manageable solution methodology at least theoretically and
numerically possible.
2.4.1 The FH-SRP: Formulation
In this section, the mathematical formulation of the FH-SRP, is reviewed as reported
in [26] and the links between the diﬀerent mathematical approaches of SRPs in Section
2.1 are stated.
The FH problem is a special case of the SRP where the decision-maker has a
predeﬁned maximum number of stages, referred to as horizon tˆ, at which he/she may
stop. This problem is deﬁned by the two components:
1. a sequence of random variables X1, ..., Xtˆ, whose joint distribution is known,
and
2. a sequence of real valued reward functions
y0, y1(x1), y2(x1, x2), ..., ytˆ(x1, ..., xtˆ). (2.43)
Given the two conditions required for the existence of an optimal rule (Equation 2.9
and Equation 2.10), the FH-SRP can be expressed with the DP objective function
V ∗t = max{Yt, E(V ∗t+1 | Ft)}
= max{yt(x1, ..., xt), E(V ∗t+1 | X1, ..., Xt)}
= max{yt(x1, ..., xt),
E(V ∗t+1(x1, ..., xt, Xt+1) | X1 = x1, ..., Xt = xt))}
where V ∗t is the maximum expected reward given observations X1 = x1, ..., Xt = xt if
the optimal stopping rule is pursued from stage t to stage tˆ. Eﬀectively, the maximum
reward at stage t is the maximum between the reward of stopping at stage t and the
expected reward if the decision-maker carries on the process.
3In the case of a Markov Decision Problem, the sequence of reward functions can be expressed as
a function of a Markov Chain for which the stopping rules are deﬁned. The importance of the latter
is that a closed-form solution can be formulated more easily.
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A FH simpliﬁes the problem as we already know that the maximum expected
reward at stage tˆ is equal to the reward at stage tˆ;
V ∗
tˆ
= ytˆ(x1, ..., xtˆ) (2.44)
Using this information, the optimal stopping rule for stage tˆ− 1 can be found and
similarly for stages tˆ− 2, tˆ− 3, ..., 0. This methodology which starts from stage tˆ and
moves to previous stages is called backward induction and is often used in SRP
applications.
It is noteworthy that IH problems where solutions are intractable can be reduced
into truncated FH problems where the decision-maker chooses at tˆ either to stop or to
continue indeﬁnitely. The truncated versions of an adapted Burglar Problem, of the
Fishing Problem and of the Proof reading Problem for instance, have been studied. In
truncated FH problems, V ∗
tˆ
= max{ytˆ(x1, .., xtˆ), E(Y∞ | Ftˆ)}. However, the maximum
expected reward if an optimal stopping rule V ∗ is applied for a truncated version of
the problem, is sometimes diﬀerent compared to the IH version of the problem. The k-
stage look ahead and k-time look ahead rules were devised so as to investigate further
the conditions under which the IH problems can be estimated by a truncated version.
Requirements included the problem to be monotone as deﬁned in [17].
2.4.2 The FH-SRP: Applications
Problems whose solutions may be eﬀectively evaluated by backward induction are pre-
sented in this section. We start with the most well-known examples of such problems,
namely the Classical Secretary Problem whose optimal stopping rule has the form of
a threshold rule, and the One-Armed Bandit Problem. We then review applications of
FH-SRP in the area of portfolio management and other topics related to this research.
From a portfolio management perspective, such problems include Selling an Asset, the
Bond Problem and Exercising an Option.
Apart from the diﬀerent mathematical perspective (as seen in Section 2.1) from
which FH-SRPs have been approached, applications in the literature have been studied
from diﬀerent angles. Some applications have focused on the Stopping Rule process
and results remained general. Other applications have focused on the derivation of
results by taking a number of assumptions in order to reach a solution for the practical
problem under investigation.
The Classical Secretary Problem
The Classical Secretary Problem (CSP) is the most popular and entertaining FH
problem existing in the literature. It has been extended and generalized in many
diﬀerent directions and ‘constitutes a “ﬁeld” of study within mathematics-probability-
optimization’ [25]. The CSP, which traditionally aims at selecting the best secretary
among a set of candidates has been used in a number of diﬀerent situations including
the marriage problem (to select the best spouse) and the googol problem (to select
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the largest number of an unknown set of numbers).
The CSP is deﬁned as follows. There are tˆ applicants, where tˆ is known, for one se-
creterial position. The applicants are interviewed sequentially. Following the rejection
of an applicant, the next applicant is interviewed and the rejected applicant cannot
be recalled at a later stage. The problem stops when the applicant being interviewed
is oﬀered the position. The objective is to select the best applicant.
We assume that there are tˆ ! possible orderings which are equiprobable and that
the already interviewed applicants can be ranked from best to worst without ties.
Also, we assume that the decision to accept or reject an applicant must be based on
the relative ranks of applicants interviewed so far.
Following the problem deﬁnition, the SRP is given in Problem Description 2.4.
Problem Description 2.4 The Classical Secretary Problem
Sequence of Random variables:
X1, X2, ..., Xt, ..., Xtˆ (2.45)
where Xt represents the rank of applicant t among the ﬁrst t applicants (rank 1 being
the best)
Sequence of Reward functions:
y0, y1(x1), ..., yt(x1, ..., xt), ..., ytˆ(x1, ..., xtˆ) (2.46)
where
y0 = 0 (2.47)
yt(x1, ..., xt) =
{
t/tˆ , if applicant t is the best
0 , otherwise
for t >= 1 (2.48)
The solution of the CSP can be easily found using a threshold rule, which can be
proved to be the optimal class of rules. A threshold rule with threshold λ is a stopping
rule that rejects the ﬁrst λ− 1 applicants and then selects the next applicant who is
best in the relative ranking of the observed applicants. For such a rule, the probability
ϕtˆ(λ) of selecting the best applicant is
ϕtˆ(λ) =
⎧⎪⎪⎨
⎪⎪⎩
1/tˆ for λ = 1(
λ− 1
tˆ
) tˆ∑
t=λ
1
t− 1 for λ >= 1
(2.49)
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For small values of tˆ, the optimal stopping rules λ, denoted λ∗, that maximises
ϕtˆ(λ) are shown in Table 2.1.
Table 2.1: CSP: The optimal stopping rule λ∗ [28]
Horizon tˆ Optimal stopping rule λ∗ Probability of win ϕtˆ(λ
∗)
1 1 1.000
2 1 0.500
3 2 0.500
4 2 0.458
5 3 0.433
6 3 0.428
7 3 0.414
8 4 0.410
9 4 0.406
10 4 0.399
As tˆ tends to inﬁnity,
ϕtˆ(λ) =
(
λ− 1
tˆ
) tˆ∑
t=λ
1
t− 1
→ x
∫ 1
x
(
1
y
)dy = −xlog(x) (2.50)
where x = λ/tˆ, y = t/tˆ and dy = dt/tˆ. Therefore,
λ∗ = tˆ/e ≈ 0.3679 (2.51)
ϕtˆ(λ
∗) = 1/e (2.52)
Table 2.2 illustrates the convergence of λ∗ and ϕtˆ(λ
∗) as tˆ → ∞. For a more
detailed presentation and derivation of the above results, we refer the reader to [28].
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Table 2.2: CSP: The optimal stopping rule λ∗ [28]
Horizon tˆ Optimal stopping rule λ∗ Probability of win ϕtˆ(λ
∗)
1 1 1.000
10 4 0.397
20 8 0.384
30 12 0.379
40 16 0.376
50 19 0.374
60 23 0.373
70 27 0.372
80 30 0.371
90 34 0.371
100 38 0.371
1000 369 0.368
∞ n/e 0.367 = 1/e
The One-Armed Bandit Problem
The One-Armed Bandit Problem, referred to as OABP, originates from the generalized
k-Armed Bandit problem. Because of the high level of diﬃculty in ﬁnding an optimal
solution of the latter, the research centered around the FH problem with Bernoulli
trials. The clinical problem formulation with two treatments was introduced by [58].
A notable development of the bandit problem was suggested in [50] using game theory
to solve the problem. Finally, the paper from [14] was the ﬁrst to suggests a Bayes
decision rule solution.
The OABP aims at curing the largest number of patients by allocating treatments
with speciﬁc probability of cure. More speciﬁcally, a total number of n patients is
to be treated sequentially. A doctor (the decision-maker) decides which treatment
will be allocated to each patient and the allocation of a treatment to a patient may
depend upon past outcomes. It is assumed that each patient responds to treatments
independently and immediately so that the eﬀectiveness of the treatment is known for
the next patient. Treatment M1 has a known probability of cure p1. Treatment M2
has an unknown probability of cure p2 but the prior distribution of p2 is known.
Without loss of generality, we assume that M2 has been allocated to the ﬁrst
patients in order to retrieve information on the probability of cure p2. However, if
treatment M1 is optimal at any stage then it is optimal to continue allocating treat-
ment M1 on all subsequent patients [14]. Consequently, the problem is to ﬁnd the
optimal time to stop allocating treatment M2 and switch to treatment M1. Note that
the diﬀerence with Detecting a Changing Point is that M2 has unknown probability
of cure.
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Because of the nature of OABP, the sequence of reward functions is replaced
by a sequence of random variables Y0, Y1, ..., Y∞ whose joint distribution with the
observations X1, X2... is known [26]. The problem description is shown in Problem
Description 2.5.
Problem Description 2.5 The One-Armed Bandit Problem
Sequences of Random variables:
X1, ..., Xtˆ (2.53)
Z1, ..., Ztˆ (2.54)
where Xt and Zt ∀t are Bernoulli random variables such that
Xt, Zt =
{
1, if patient is cured
0, otherwise (2.55)
Xt is associated to treatment M2 at time stage t and with P (Xt = 1) = p2.
Zt is associated to treatment M1 at time stage t and with expectation p.
Sequence of Reward random variables:
Y0, Y1, ..., Ytˆ (2.56)
where
Yt = X1 + ...+Xt + (tˆ− t)p for t = 0, 1, ..., tˆ (2.57)
Amongst other FH-SRP applications are the Parking Problem which aims at min-
imising the distance between a venue and the parking spot of the driver, and the Caley
Problem which deals with ﬁnding the best time to stop sampling tˆ elements from a
population of m objects such that the reward, representing the value of the object, is
maximised.
With variations such as replacing stage t to be a random variable or changing the
probability distribution, or even changing the problem deﬁnition to apply to other real-
life problems, the FH-SRP literature provides a large number of applications making
it impossible to write an extensive review of them all. In addition, for every IH-SRP,
such as the Fishing Problem and Burglar Problem for instance, there exists the FH
version. The remaining applications reviewed in this chapter are therefore directed
towards structures and results explicitly related to portfolio management.
Selling an Asset
The model discussed in this section is a SRP for which an item such as a share of an
asset, a house or a bicycle, is to be sold. The predeﬁned number of oﬀers for the item
which represents the horizon, are expressed in terms of price, and arise at random
points in time but with a known distribution. No costs of observation is taken into
50 Chapter 2. Stopping Rule Problems
account. The aim is to accept the highest oﬀer. The sequence of random variables
and of reward functions comprising the essential components of the SRP are given in
Problem Description 2.6.
Problem Description 2.6 Selling an Asset
Sequence of Random variables:
X1, X2, ..., Xtˆ (2.58)
where Xt represents the value of oﬀer t and t is a random variable with known
distribution. Note that X and t are mutually independent variables.
Sequence of Reward functions:
y0, y1(x1), y2(x1, x2), ..., ytˆ(x1, ..., xtˆ) (2.59)
where
y0 = 0 (2.60)
yt(x1, ..., xt) = xt (2.61)
(2.62)
The solution methodology to determine the optimal stopping rule in [35] was kept
primarily in the area of the process, allowing a number of distribution laws represent-
ing the price of the oﬀers to be admitted. A summary of the results and limitations
for diﬀerent models derived from Problem Description 2.6 is given below.
For the case where the horizon is divided in evenly spaced time-intervals, the opti-
mal stopping rule states that the seller should accept an oﬀer if the price of the oﬀer is
greater than the maximum expected revenue when the optimal stopping rule is used.
A functional equation was derived for consecutive maximum expected revenues, with
a base case of no more oﬀers implies zero revenue. As a result, the maximum expected
revenue when one oﬀer is left is equivalent to the expected value of the distribution
law of Xt. Note that the reward functions are essentially the observed values of the
random variables X1, ..., Xt and therefore has the same structure as the problem de-
scribed under ‘Stochastic processes’ of Section 2.1.
With the same solution methodology, the optimal stopping rule for selling k items
was devised. The problem with horizon tˆ and constant time-length between oﬀers
allowed no more than a single item to be sold in any time period.
For the case where oﬀers arise at random points in continuous time-space with
a known distribution, the solution methodology assumed that the time variables are
independent and identically distributed. Even though an equation which fully deter-
mines the optimal stopping rule was derived, the analysis of the equation appeared to
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be impossible to analyse.
The case with an IH in the discrete-time model, where oﬀers arise at a ﬁxed length
of time was also studied. A component of this model worth mentioning was the added
discount factor in the price. The latter enabled the comparison of oﬀers at diﬀerent
periods. The new model with the additional component can therefore be perceived
as the HSP where costs are representing the discount factors. The IH model assumed
that the common distribution law of the random variable X1, ..., X∞ was known but
the assumption was subsequently dropped and replaced with the random variables
following a semi-Markov Process. The author in [35] provides examples including a
stationary Markov chain of k states, thus the sequence X1, ..., X∞ is periodic with a
cycle of length k. In general, the use of Markov chains in modelling a process for IH
SRP allows to limit the number of observations required for the determination of the
optimal stopping rule, which otherwise increases uncontrollably and thus results in an
undeterminable optimal stopping rule.
Further discussions in [35] took place where the ﬁrst two models (ﬁnite horizon,
constant time interval, 1 and k items) were extended in continuous time with variable
time and a discount factor of e−rt.
The Bond Problem
Another SRP application in the area of portfolio management is the Bond Problem.
This time, the literature associated has focused on deriving practical conclusions by
taking a number of assumptions. A SRP for bonds4 was constructed in [13] in order
to address the two following practical problems:
1. Is it in the best of interest for an investor holding £10, 000 face value of bonds
with current market value £10, 100, to sell now, wait for a bit or to hold the
bonds until maturity in three months?
2. A corporation wishes to sell bonds in order to repay a £10 million loan due in
three months. Is it in the best of interest for the corporation to issue bonds now,
wait for a bit or wait until the loan is due given the economist’s prediction is
that bond prices will be lower in three months?
The aim of the problem is to take advantage of short-term ﬂuctuation and max-
imise the selling price.
With an analogy of the bond problem as an urn problem without replacement
(see Problem Description 2.7), the author in [13] creates two discrete FH Stopping
Rule models. The ﬁrst model concentrates on the ﬁrst problem where at month 3,
thus tˆ = 3, the value of the bond is known and is equal to the principal. The second
4A bond is a debt security where a borrower borrows funds from a lender for a predeﬁned amount
of time. Depending on the terms of the contract between the borrower and the lender, the borrower
pays interests (coupons) until maturity where the principal is returned.
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model concentrates on the second problem where the economist’s opinion at month 3
is represented by a probability distribution instead of a given value. In both cases, the
value in 3 months is lower than the current value. Therefore, in the urn analogy, the
goal is to ﬁnd the optimal stopping rule that hopefully, has positive reward so that
the present advantageous situation is not lost.
Problem Description 2.7 The Bond Problem
Sequence of Random variables:
X1, X2, ..., Xtˆ (2.63)
where Xt represents the value of the tth ball picked from the urn which takes values
−1 and +1.
Sequence of Reward functions:
y0, y1(x1), y2(x1, x2), ..., ytˆ(x1, ..., xtˆ) (2.64)
where
y0 = 0 (2.65)
yt(x1, ..., xt) = x1 + ...+ xt (2.66)
(2.67)
Given the composition of the urn (the number of balls with value −1 and the
number of balls with value +1), an algorithm for the ﬁrst model using a backward
induction methodology, was developed for the determination of the optimal stopping
rule. For the second model, an ad hoc algorithm was developed to tackle the issue of
numerous compositions of the urn.
In [54], important advances on stopping rules for Brownian motion were made
where the Brownian motion was constrained such that at tˆ the distribution is Normal
with speciﬁc mean μ and standard deviation σ. Speciﬁcally, in the case where σ = 0
and μ is arbitrary, an optimal stopping rule was determined and stated that it is opti-
mal to stop at the ﬁrst t where yt(x1, ..., xt) ≥ α
√
1− t+μ, where α ≈ 0.84. As there
is no standard deviation at tˆ, the problem is analogous to the ﬁrst bond model where
the bond price is known at tˆ. Additionally, an optimal stopping rule was determined
for the case where σ = 1 and μ = 0.
In [13], the second bond model obtained a generalised optimal stopping rule solu-
tion for arbitrary μ and σ. The algorithm computed the optimal stopping rule and
the results on the sensitivity analysis of the μ and σ proposed “sell on rallies, ride out
storms” if σ < 1 and “cut losses, let proﬁts run” if σ > 1. Additionally, the results
also suggested that when an optimal stopping rule is used even in the presence of a
negative μ, it is possible to generate a positive expected reward.
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Despite these models being initially developed for bonds, they were also applied
to stocks. The same conclusions in [29] were derived again, this time from a discrete
random walk perspective.
Exercising an Option
The literature of SRPs for options, some of which are rather mathematically oriented
and others focusing on setting correctly fundamental economic principles, is broader
compared to other ﬁnancial applications. The reason lies in the use of optimal stop-
ping rules for the determination of the fair price of an option. Speciﬁcally, if the
optimal stopping rule is known then the expected proﬁtability of the option can be
determined. If the option price is far above or below the maximum expected reward
of the SRP then the option is overpriced or underpriced respectively. However, under
the no arbitrage assumption, there shouldn’t be any opportunity for a risk-free proﬁt
by holding and exercising an option with the use of an optimal stopping rule. In this
research, the Stopping Rule Problems developed in subsequent chapters and their as-
sociated optimal stopping rules, are not aimed for pricing ﬁnancial instruments. They
are however, focusing on a numerical approach that includes management tools and
risk tools. Thus, in this section we focus on the Stopping Rule process perspective of
exercising an option rather than the speciﬁcations related to the option pricing5.
Exercising a Call Option
There are various reasons for purchasing an American call option6. For example,
from a speculator’s point of view, buying a call option allows not to lock capital alto-
gether to buy the asset itself. The call option is then the ﬁnancial instrument used to
hopefully, generate a proﬁt by selling market shares, if the strike price is lower than
the market price. From an investor’s point of view, buying a call option of an under-
lying asset allows ﬂexibility as to when to enter the trade. Speciﬁcally, an investor
wants to invest in an asset but believes that in the near future the price ﬂuctuations
of the asset could beneﬁt his/her total reward. To safeguard from future rises in the
price however, the investor buys a call option. Thus, given a speculator or investor
holding a call option with expiry date denoted tˆ, a FH-SRP on when to exercise the
option can be applied in order to maximise the rewards (see Problem Description 2.8).
The time stages t where the speculator or investor has the choice of exercising, are
ﬁxed and the length between two consecutive time stages is constant throughout the
horizon. The call option is assumed not to have any coupons. The optimal stopping
rule is likely to be diﬀerent for the speculator and the investor as the reason behind
buying the option is of a diﬀerent nature.
5We refer the reader to [45] for a review on the methodologies used in the option pricing problem.
6An American call option provides the buyer the right to buy an underlying asset at a predeter-
mined price, referred to as the strike price, for a predetermined length of time ending at the expiration
date of the option.
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Problem Description 2.8 Exercising a Call Option
Sequence of Random variables:
X1, X2, ..., Xtˆ (2.68)
where Xt represents the market price of the underlying asset share at time t.
Sequence of Reward functions:
y0, y1(x1), y2(x1, x2), ..., ytˆ(x1, ..., xtˆ) (2.69)
where
y0 = −c (2.70)
yt(x1, ..., xt) = max{xt −K, 0} − c where c constant, c ≥ 0 (2.71)
where K is the strike price of the underlying asset and c the cost of the option.
In [57], the problem of exercising a call option where the cost of the option is
not taken into account (c = 0), was studied under two random walk models for
stock prices, namely the absolute random walk and the geometric random walk. The
absolute random walk assumes
Xt+1 = Xt + Zt (2.72)
where Z1, ..., Ztˆ are independent identically distributed random variables. The geo-
metric random walk assumes
Xt+1 = XtZt (2.73)
where Z1, ..., Ztˆ are independent identically distributed positive random variables.
Thus, the sequence X1, X2, ..., Xtˆ is a Markov chain under both models.
Results dependent on the E(Zt) for the optimal stopping rule for both the specu-
lator’s and investor’s problem under the absolute random walk assumption are sum-
marised below. For the speculator’s problem, if E(Zt) ≥ 0, then the sequence of
expected values of X1, ..., Xtˆ is increasing and the optimal stopping rule suggest that
the speculator waits until the expiration date tˆ and exercises the option only in the
case where the xtˆ > K. Note that the same holds true for the geometric random
walk if E(Zt) ≥ 1. If E(Zt) < 0, then the sequence of expected values of X1, ..., Xtˆ is
decreasing in which case, a decreasing sequence of critical numbers a1, a2, ..., atˆ exists
such that it determines the optimal stopping rule. Speciﬁcally, if Xt ≥ at then it is
optimal to exercise at time t.
For the investor’s problem, if E(Zt) ≤ 0, then the sequence of expected values of
X1, ..., Xtˆ is decreasing in which case the optimal stopping rule suggest the investor to
wait until tˆ. If at tˆ, Xt < K then it is optimal to buy shares in the market and ignore
the option whereas for the case of Xt > K then it is optimal to buy shares through the
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call option. Note that the same holds for the geometric random walk if E(Zt) ≤ 1.
If E(Zt) > 0, then the sequence of expected values of X1, ..., Xtˆ is increasing and
there exists an increasing sequence of critical numbers b1, b2, ..., btˆ that determines the
optimal stopping rule. Speciﬁcally, if Xt < bt then it is optimal to exercise at time t.
Furthermore, the case where Zt ∼ N(μ, σ2) was considered and the maximum
expected proﬁt of the speculator was determined. The optimal stopping rule stated
that if the maximum expected price at time t until tˆ is lower than the current price,
then the speculator should exercise at t without observing further market prices. Con-
sequently, the sequence of critical numbers a1, a2, ..., atˆ was derived. For the investor
however, the optimal stopping rule is one that deals with minimising the expected
price paid for the share. Thus, the optimal stopping rule suggest to the investor to
exercise the call option if the minimum expected price at time t until tˆ is higher than
Xt. Thus, the sequence of critical numbers b1, b2, ..., btˆ was determined.
Exercising a Put Option
The problem description of SRP that aims at ﬁnding the optimal time to exercise
an American put option7 with no coupons is given in Problem Description 2.9. The
main reasons for purchasing a put option and the analysis of such problems is sim-
ilar to the one of a call option. For instance, a put option is bought in order to be
safeguarded from an asset price depreciation or to keep a low exposure of the under-
lying asset. The optimal time to exercise a put option for which the underlying asset
follows an exponential Brownian motion, was studied in [34] where the cost of the
option is not taken into account (c = 0). The optimal stopping rule states that it is
optimal to stop at the ﬁrst t for which Xt falls below a moving boundary dependent
on tˆ and t. The moving boundary represented by a function, establishes a parabolic
free-boundary problem for which the unique solution is the fair price of the option.
7An American put option provides the buyer the right to sell an underlying asset at the strike
price for a predetermined length of time ending at the expiration date of the option.
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Problem Description 2.9 Exercising a Put Option
Sequence of Random variables:
X1, X2, ..., Xtˆ (2.74)
where Xt represents the market price of the underlying asset share at time t.
Sequence of Reward functions:
y0, y1(x1), y2(x1, x2), ..., ytˆ(x1, ..., xtˆ) (2.75)
where
y0 = −c (2.76)
yt(x1, ..., xt) = max{K − xt, 0} − c where c constant, c ≥ 0 (2.77)
(2.78)
where K is the strike price of the underlying (constant) and c the cost of the option.
Numerical literature related to option pricing
Even though this research is not on option pricing, aspects and insights of numer-
ical methods of this ﬁeld are useful in the research in subsequent chapters. Most
numerical methods for valuing an option studied in the literature involve complicated
techniques that do not allow generalisation of the model and/or adding components.
However, the Cox-Ross-Rubinstein (CRR) numerical method in [21] provides a sim-
pliﬁed approach for valuing an option, both in terms of mathematical formulas as
well as the direct relation to the economical structure of the problem. The graphical
representation and the features of this model which provide insights to this research
are summarised thereafter.
The discrete-time model of Cox-Ross-Rubinstein with at least one stage before the
expiration date, is based on the idea that the price of the option at time t = 0 depends
on the possible prices of the option at time t = 1 and the strike price, which in turn
are functions of the possible underlying asset prices at t = 1. The construction of this
model starts by assuming that the underlying asset price follows a multiplicative bi-
nomial process. Speciﬁcally, let r1 represent the up-movement factor of the asset and
p1 the associated probability. Similarly, let r2 represent the down-movement factor of
the asset and p2 = 1−p1 the associated probability. Note that r1 > r2. The graphical
representation is shown in Figure 2.3. The option prices associated to the diﬀerent
underlying asset prices of Figure 2.3 are shown in Figure 2.4.
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Figure 2.3: CRR model with horizon tˆ = 1: asset pricing
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Figure 2.4: CRR model with horizon tˆ = 1: option pricing
The option price is then evaluated by
C0 =
p1 · Cr1 + p2 · Cr2
1 + r
, if C0 > x0 −K (2.79)
where r is the risk free rate and satisﬁes r2 < 1+ r < r1. It is assumed to be constant
throughout the lifetime of the option. Furthermore, Cr1 = max{0, r1x0 − K} and
Cr2 = max{0, r2x0 −K} given K is the strike price of the underlying asset. There-
fore, Cr1 and Cr2 can be viewed as the outcome of an optimal stopping rule for the
problem of exercising a call option. If r1x0 > K or r2x0 > K, then it is optimal to
exercise the option. The cost of the option in the reward function of Problem Descrip-
tion 2.8 (see Equation 2.71), is omitted in the CRR model. The cost or equivalently
the price of the option at t = 0 is the unknown value determined by the CRR model
and is equivalent to the reward if an optimal stopping rule was used. The model dis-
regards the existence of taxes, transaction costs and margin requirements. Note that
if C0 < x0 −K then arbitrage opportunities are created. Alternatively, C0 = x0 −K.
The model was then extended to tˆ ∈ N+ stages. The asset and the option prices
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of time stages 0, 1, ..., tˆ can be graphically represented with the use of a Binomial Lat-
tice as the price of an up-movement followed by a down-movement is equivalent to the
price of a down-movement followed by an up-movement (see Figure 2.5 and Figure 2.6).
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Figure 2.5: CRR model with horizon tˆ: asset pricing
Similarly, at expiry date tˆ,
C
rj1r
tˆ−j
2
= max{0, rj1rtˆ−j2 x0 −K}, j = 0, ..., tˆ (2.80)
For t < tˆ, the following recurrence relation is then deduced:
C
rj1r
t−j
2
=
p1 · Crj+11 rt−j2 + p2 · Crj1rt−j+12
1 + r
, j = 0, ..., t (2.81)
With the use of backward induction starting at tˆ, the option price C0 at t = 0 is
evaluated and is equivalent to:
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Figure 2.6: CRR model with horizon tˆ: option pricing
C0 =
⎡
⎣ tˆ∑
i=0
(
tˆ
i
)
piqtˆ−imax{0, ri1rtˆ−i2 x0 −K}
⎤
⎦ /(1 + r)tˆ (2.82)
where
(
tˆ
i
)
=
tˆ!
i!(tˆ− i)! .
Due to the simple construction of the mathematical formulation representing the
problem, the CRR model allows ﬁxed and certain dividends8 to be included in a fairly
easy manner. In fact, it suﬃces to replace in the model rix0, i = 1, 2 with
ri(1− δ)νx0 (2.83)
where δ is the yield on each ex-dividend date, and, ν = 1 if the end of the stage
is an ex-dividend date and ν = 0 otherwise. Hence, for Equation 2.79 with tˆ = 1,
Cri = max{0, ri(1− δ)νx0 −K}, i = 1, 2.
8Dividends are regular payments from proﬁts of a company to its shareholders
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Unlike the basic model where the evaluation of the call option price shows that
premature exercise is not optimal, the model with dividends evaluates a call option
price for which premature exercise may be optimal. Speciﬁcally, the optimal stopping
rule is to exercise as soon as possible if x0 > α where
α =
p1Cr1 + p2Cr2
r
−K (2.84)
The model with dividends is extended to tˆ ∈ N+ in a similar manner. However,
due to the possibility of premature exercise, the call option price cannot be expressed
as closed-form solution as in Equation 2.82. The calculation nevertheless, is feasible
with an objective function (see Equation 2.85 in DP Model 2.1). However, even for
a simple dividend policy such as the one here, the notation developed to reﬂect the
ﬁxed and certain dividends is rather tedious. With such dividends, the possible stock
prices at stage t of the process are completely determined by the number of r1 and r2.
For more complex dividend policies, such as allowing δ to be a function of the stock
price xt, the derivation of the objective function would be unimaginable as the stock
price at stage t would be determined by the number of r1 and r2 as well as the stage
at which r1 and r2 occurred.
DP Model 2.1 CRR model with dividends
C
rj1r
t−j
2
= max{rj1rt−j2 (1− δ)ν(t)x0,
p1 · Crj+11 rt−j2 + p2 · Crj1rt−j+12
1 + r
}, j = 0, ..., t
(2.85)
Initialised by
C
rj1r
tˆ−j
2
= max{0, rj1rtˆ−j2 (1− δ)ν(tˆ)x0 −K}, j = 0, ..., tˆ (2.86)
where v(t) represents the number of ex-dividend dates at stage t and is equivalent to
v(t) =
t∑
k=1
vk (2.87)
2.5 Conclusions
2.5.1 Summary conclusions
In this chapter, an overview of the literature on SRPs has been provided. The appli-
cation literature of the ﬁeld shows that the SRP has been appoached from diﬀerent
mathematical perspectives due to the historical evolution from sequential analysis to
stochastic processes. The detailed analysis presented in Section 2.1 oﬀers on the one
hand a solid mathematical background for understanding applications of SRP, and on
the other hand, an analysis on the diﬀerences and limitations of the various approaches.
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A problem formulation for the SRP focused on the application side of the ﬁeld was
presented in Section 2.3 for IH and in Section 2.4 for FH. The reward (or the cost)
of the decision-maker for which maximisation (or minimisation) is wished, lies at the
heart of this formulation. By studying the links with the mathematical perspectives of
Section 2.1, the problem formulation for applicability purposes inevitably loses some
generality. However, in real-life problems this limitation does not appear to be of
great importance.
The larger interest of the special case of FH-SRP in the study of the applications
compared to the IH-SRP, is twofold: real-life problems do not usually allow an indef-
inite number of stages in a process, and, the FH provides a “standardised” solution
methodology, namely backward induction, for determining the optimal stopping rule,
ie the objective of the study of SRPs.
A number of applications of FH-SRPs and IH-SRPs were reviewed. It was observed
that a small change in the Problem Description, which describes the two essential com-
ponents of a problem, created a new application in the ﬁeld as well as providing a
clear view of the common and diﬀerent features of the application. Furthermore, the
literature comprised of some applications that focused on the Stopping Rule process,
thus results remained general allowing a number of distribution laws to be admitted
if wished, and, other applications that prioritised the derivation of results of real-life
problems by taking a number of assumptions.
In general, the aim of the SRP is to determine the optimal stopping rule, the na-
ture of which varies from a threshold rule to a solution of a free boundary problem.
The IH problems are often characterised by a lack of a closed-form formula for the op-
timal stopping rule as the number of possible observed values becomes uncontrollably
large. As a result, most optimal stopping rules have been determined for the case
where the sequence of random variables exhibit a simpliﬁed structure such as the one
of a Markov chain. In this case, the sequence of reward functions can be expressed as
a function of a Markov chain.
In the area of portfolio management, the above conclusions are no exception. The
Problem Description of each application diﬀered. Even though the sequence of random
variables representing the problem (ﬁrst essential component) was the same for Selling
an Asset (SA) and Exercising an Option (EO), the time stage of SA was a random
variable with a known distribution, whereas for EO was simpliﬁed to be ﬁxed and
constant throughout the problem. In the case of the Bond Problem (BP), the ﬁrst
essential component was the value of the ball as the problem was solved with an urn
analogy. All problem descriptions as laid out in Section 2.4.2 show diﬀerent reward
functions (second essential component). Moreover, in the case of Exercising a Call
Option, the maximisation problem of the speculator became a minimisation problem
for the investor. Applications where results remained general and therefore allowing
a number of distribution laws to be used are SA and EO. Some results however with
speciﬁc probability distributions were derived for EO and the BP.
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2.5.2 SRPs and the Portfolio Management Problem
Amongst the areas of SRPs, the research carried out in subsequent chapters has fo-
cused in the area of Portfolio management. We have chosen to comply with the
mathematical framework of a FH. Therefore, the approximated solutions of IH prob-
lems by considering a truncating version of the problem is of no interest in this research.
As it will be seen in the subsequent chapters, the essential components of the
Portfolio Management Problem developed, referred to as thePMP , are diﬀerent from
those in the application literature. The problem is concerned with the maximisation
of the expected cumulative returns of a portfolio. The optimal stopping rule will be
referred to as the optimal policy. In Chapter 3 and Chapter 4, thePMP will bear some
similarities with the ECO problem and speciﬁcally, with the speculator’s problem for
a geometric random walk, where it deals with the maximisation of proﬁts. Exercising
a call option can be perceived as equivalent to exiting the investment. However, the
problems diﬀer in that the option of not exercising at time stage tˆ in the PMP does
not exist. As it will be reﬂected in the Problem Description, the Portfolio Manager
looses negative return instead of the value of the call option only. Unlike the problem
of SA in [35], where the seller has a share of an asset and wants to maximise the rev-
enue with respect to oﬀers that arise at random points in time, the length of the time
stage in the PMP remains constant and depends on the type of trade the portfolio
manager chooses, namely short-, medium- or long-term trade. Finally, at time stage
tˆ, the maximum expected reward of the PMP is equivalent to the cumulative return
and no probability distribution, such as the one representing the economist’s opinion
in the BP, is considered.
The objective of the PMP is the determination of the optimal policy of a SRP
with managerial tools. The additional tools are wished to be taken into account in
the optimisation of the exit time. Furthermore, we target an optimal policy that does
not limit to a sequence of random variables with speciﬁc properties such as identically
distributed random variables. Finally, the numerical solution is to be evaluated with
an algorithm specially developed for bearing those features.
The CRR model in [21] formulated the price of an option with the use of an op-
timal stopping rule for exercising an option. For visualisation purposes, the authors
introduced the graphical representation which provided the reader with a clear asso-
ciation between the underlying asset prices and the associated option prices. When
ﬁxed dividends were included in the model, no close-form formula could determine the
option price anymore. The evaluation of the option was subject to the solution of a
DP model for which backward induction was used. The objective function however,
was rather tedious. In the case where dividend policies dependent on the underlying
asset prices were wished to be included in the model, one can surely understand the
diﬃculty in formulating such an objective function or even the infeasibility of it. The
research in this thesis addresses such limitations by further making use of the graphi-
cal representation, this time for formulating the problem rather than for visualisation
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purposes only. The formulation of the PMP on the state-transition graph will allow
on one hand, various price constructions, and on the other hand, any non-rational de-
cision imposed externally to be taken into account in the optimal policy regardless of
whether it is time-dependent and/or price-dependent. In Chapter 3 and Chapter 4 for
instance, a multiplicative binomial process is used for the price constructions hence,
bearing the Markov property that only the current price is required to determine the
prices at the next stage. However, in Chapter 5 where mean-reversion is embedded
in the model, this is not the case. The model computes optimal policies for when
the distribution of random variables are not identically distributed. Furthermore, the
number of possible asset movements have been extended from 2 to jˆ ∈ N+. The inser-
tion of time-dependent and price-dependent managerial tools such as the Stop Loss
and Target Return are studied in Chapter 4. In all chapters, the optimal policy has
been determined with the algorithm developed.
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Chapter 3
The Portfolio Management
Problem (PMP )
The challenging nature of portfolio management in today’s fragile state of the markets
has established that apart from protecting gains, limiting losses is crucial to portfolio
managers. A simple example to illustrate its importance is if a loss of 50% occurs on
a £100 investment then a subsequent proﬁt of 100% is required just to break even.
A number of practical stop loss tools are available including the Trailing Stop, the
MACD and the Bollinger bands1. However, all these tools do not allow future possi-
ble scenarios to be considered in the optimisation of the exit time.
This Chapter introduces a new Finite Horizon Stopping Rule Problem (FH-SRP)
for portfolio management that allows future possible scenarios to be considered in
the optimisation of the exit time. We present a problem deﬁnition and formulation
for the Portfolio Management Problem and subsequently solve the problem using a
Dynamic Programming algorithm. The fundamental idea behind using this approach
is a decomposition of the problem into subproblems best reﬂecting the multistage
decision problem at hand as well as allowing constraints such as transaction costs to be
added at any stage of the problem. In order to demonstrate the Portfolio Management
Problem, extensive computational results including diﬀerent problem sizes and their
computational times are presented towards the end of this chapter.
3.1 Problem deﬁnition
The Portfolio Management Problem (PMP ) is a FH-SRP and is deﬁned as follows.
Problem deﬁnition
A Portfolio Manager (PM) invests in a portfolio of assets. At each time stage, the
PM holds information on jˆ possible prices for the next time stage and their associated
probability of occurrence. If the PM decides to quit then he/she receives a reward
1Speciﬁcation of the practical stop loss tools can be found in [38], [2] and [12] respectively.
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equivalent to the return of the portfolio. Alternatively, the PM may decide to con-
tinue. At time stage tˆ stopping is required.
We will refer to a “portfolio” as being a single asset and this research will deal with
thePMP for one asset.
The objective of the PMP is to select the time to exit the investment of the
portfolio so as to maximise the expected reward.
The detailed notation used in this chapter to present thePMP as a mathematical
formulation is given in Table 3.1. Using this notation, the SRP description of the
PMP is shown in Problem Description 3.1.
Table 3.1: Notation: PMP
Sets
T =
{
0, 1, . . . , tˆ
}
: Set of time stages, T0 ≡ T \ {0}
J = {1, 2, ..., jˆ} : Set of asset movements
Indices
t ∈ T : A time stage
j ∈ J : An asset movement
tˆ = max [T ] : Time horizon
jˆ = max [J ] : Maximum number of asset movements
Random variable
Xt : Asset Price at time stage t ∈ T0
Parameters
xt : Price at time stage t
yt(xt) : Reward at time stage t given xt
We consider a market over a given time horizon starting at time t = 0 and ending
at time t = tˆ, the latter representing either the maturity date of an option or the liq-
uidity requirements of a fund. The time horizon is divided evenly into time-intervals
called time stages which are measured in years.
The sequence of random variables in Equation 3.1 representing the asset price,
has a (varying) joint distribution known to the portfolio manager at any time t. We
assume that there are no endogenous or exogenous cash ﬂows in the portfolio at this
stage of the model other than that of buying/selling at t = 0 and at the exit. If that
was not so, then in the presence of cash ﬂows such as transaction costs or liquidity
restrictions however, the reward will not solely depend on the present time stage t and
the initial time stage t = 0, but concurrently on the previous time stages. Although
the latter accommodates some realism in the model, it also increases substantially
the computational complexity. Hence, the sequence of real valued reward functions in
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Problem Description 3.1 PMP
Sequence of Random variables:
X1, ..., Xtˆ (3.1)
where Xt represents the asset price at time stage t
Sequence of Reward functions:
y0, y1(x1), ..., ytˆ(xtˆ) (3.2)
where yt(xt) represents the cumulative percentage return of the asset at time stage t
and is equivalent to
y0 = 0 (3.3)
yt(xt) =
xt − x0
x0
∀t ∈ T0 (3.4)
where x0 is the asset price at time stage 0.
Equation 3.2 is equivalent to the total return of the portfolio at a given time stage t,
namely
xt − x0
x0
.
ThePMP is a multi-stage decision problem where the portfolio manager observes
price Xt = xt at time stage t and thereafter decides whether to quit or continue
the investment. The reward for stopping at time stage t = 1, 2, ..., tˆ after observing
X1 = x1, X2 = x2, ..., Xt = xt, is given by yt(xt). After stopping, the relevant funds
are assumed to be invested in a risk-free asset oﬀering zero interest. If the portfolio
manager decides not to take any observation then he/she does not receive any reward,
namely y0 = 0.
Graphical representation
The PMP is a sequential decision problem that can graphically be represented with
the use of decision trees. As described in the problem deﬁnition, the PM holds in-
formation on the jˆ possible asset prices for the next time stage and their associated
probability of occurrence. Consequently, the tree diagram provides a clear picture of
the available alternatives that the decision maker faces and their associated proba-
bility of occurrences derived from the joint probability distribution, also referred to
as the uncertainties in the decision tree. For the case jˆ = 2, the tree diagram is a
binomial tree as illustrated in Figure 3.1.
Let xv be the price at vertex v and pv,v′ be the probability of occurrence of vertex
v′ ∈ V out(v).
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Figure 3.1: PMP tree diagram
At time stage 0, the PM is informed of two possible asset prices for the next time
stage, namely: the asset price x2 and its associated probability of occurrence p1,2; and
the asset price x3 and its associated probability of occurrence p1,3. Given the return
at time stage 1, the PM is informed of two possible asset prices for the next time
stage, namely; given x2 the possible asset prices are x4 and x5 with their associated
probability of occurrence; and given x3 the two possible asset prices are x6 and x7
with their associated probability of occurrence. Similarly for time stage t = 3, ..., tˆ−1.
In the interest of adding some realism, we assume that the construction of the state-
transition graph must represent correctly asset price dynamics. More speciﬁcally, it
is believed that a good representation can be achieved by matching moments. In our
model, we assume that at least the ﬁrst two moments of the asset price distribution are
the same. We also assume that the state-transition graph does not allow arbitrage. If
an arbitrage opportunity existed, the PM would opt to arbitrage resulting in a sudden
asset price change due to demand. Consequently, the arbitrage opportunity will be
short-lived and is ignored in our model. Most asset pricing models in the literature
including the Capital Asset Pricing Model and the Black-Scholes assume no arbitrage
for the very same reason.
3.2 Problem formulation
ThePMP is a sequential decision problem where a portfolio manager decides at each
time stage either to quit the investment or not, given the state of the system. To
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this end, Dynamic Programming (DP) ﬁts the PMP perfectly and therefore, a PMP
formulation can be produced using a DP recursion. Furthermore, it allows constraints
and/or constants such as ‘paying for information’ or ‘tax liability’ to be added at any
time stage of the problem. Following the structural insights provided by the PMP
state-transition graph, in this section we investigate the suitable equations to ﬁt the
problem under investigation.
Problem formulation
The PMP is a multi-stage decision problem with ﬁnite time horizon tˆ for which a
backward induction methodology can be formulated using DP. The DP notation and
the mathematical formulation of the PMP is given in Table 3.2 and DP Model 3.1
respectively. Finally, the DP process is illustrated in Figure 3.2.
Table 3.2: DP notation: PMP
G = (V,E) : State-transition graph
V = {1, 2, ..., vˆ}, where vˆ =∑tˆα=0 jˆα : Set of vertices of G
E =
{
(v, v′) ∈ G | v ∈ V, v′ ∈ V out(v)} : Set of arcs of G
V out(v) = {v′ ∈ V | (v, v′) ∈ E} : Set of successor vertices of v ∈ V
Vertices
v, v′ ∈ V
Parameters
xv : Price at vertex v
pv,v′ : Probability of occurrence of v′ ∈ V out(v)
Objective function
fv : Maximum expected reward available
at vertex v
DP Model 3.1 PMP
fv = max
⎡
⎣xv − x1
x1
,
∑
v′∈V out(v)
fv′ × pv,v′
⎤
⎦ (3.5)
initialized by
fv =
xv − x1
x1
, ∀v at time stage tˆ (3.6)
where x1 is the asset price at vertex 1, the root of the tree.
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Figure 3.2: DP process ofPMP
At time stage t, the state v is observed and the maximum expected reward fv is
calculated through Equation 3.5. fv however, depends on the jˆ possible states v′j at
time stage t+ 1 and their objective function fv′j where v
′
j ∈ V out(v), j ∈ J . So, each
state v′j at time stage t+ 1 can be considered as a new state v at time stage t in Fig-
ure 3.2. Hence, the same process takes place for all states v of time stage t = 1, ..., tˆ−1.
As seen in Section 3.1, the PMP is graphically represented by a tree. A tree is a
particular type of connected graph characterised by a vertex (root) and having no
cycles. Therefore, for every vertex of thePMP tree there exists a unique path from
the root to the vertex.
Following the decomposition of the main problem into smaller and simpler sub-
problems, the DP recursion combines the solutions of the subproblems to reach an
overall solution, namely the optimal policy.
The objective of thePMP is the determination of the optimal policy which tells
the PM whether it is best to quit the investment or not, so that the expected reward
is maximised. More speciﬁcally, the PM is advised to continue the investment at time
stage t if the expected return at time stage t + 1 is greater than the cumulative re-
turn at time stage t, ie fv >
xv − x1
x1
. Alternatively, to quit and receive
xv − x1
x1
. At
time stage tˆ, the maximum expected reward is equivalent to the cumulative return, ie
fv =
xv − x1
x1
, as the PM is forced to exit the investment.
Note that the DP recursion is initialized at time stage tˆ and therefore requires
tˆ−1∑
α=0
jˆα+1 + jˆtˆ comparisons to ﬁnd the optimal policy. Table 3.3 shows the increasing
computational eﬀort to ﬁnd the optimal policy as the number of time stages and
asset movements grows.
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Table 3.3: Number of comparisons to optimal policy
tˆ\jˆ 2 3 5 10
2 10 21 55 210
5 94 606 7, 030 211, 110
10 3, 070 147, 621 21, 972, 655 2.111× 1010
15 98, 302 35, 872, 266 6.866× 1010 2.111× 1015
20 3, 145, 726 8.717× 109 2.146× 1014 2.111× 1020
25 100, 663, 294 2.118× 1012 6.706× 1017 2.111× 1025
30 3.221× 109 5.147× 1014 2.095× 1021 2.111× 1030
3.3 Illustrative example
In this section, we present a simple example to demonstrate the systematic process of
thePMP described in Section 3.1 and Section 3.2. The aim of the illustrative example
is to present clearly the solution approach and the features of thePMP . Speciﬁcally,
we deﬁne a portfolio with one asset and determine the optimal policy.
The PMP for the FTSE 100 index
On 18th May 2007 a PM invests £1 million in a portfolio containing futures of the
FTSE 100 index2. Every month, the PM is informed of two possible prices for the
next month and their associated probability of occurrence. If he/she decides to stop
at month t then a reward equivalent to the return of the portfolio is generated. Al-
ternatively, the PM may decide to continue. At the fourth month stopping is required.
When should the PM stop the investment such that the expected return of the port-
folio is maximised?
Modelling prices and their probability of occurrence
We consider the market over a time horizon starting on 18th May 2007 (t = 0) and
ending on 17th September 2007 (tˆ). The time horizon is divided in four time stages,
each of a month’s length (Δt). In this example, the Binomial Tree is used to determine
the possible prices and their associated probability of occurrence. In this research, a
Binomial Tree is deﬁned as a directed graph characterised by a vertex root, no cycles
and the vertex property of having 2 or no vertices emanating from it.
Assumptions
The Binomial Tree is based on two main assumptions:
2The FTSE 100 Index is a capitalization-weighted index of the 100 most highly capitalized com-
panies traded on the London Stock Exchange. [11].
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1. The asset price follows a random walk
2. The risk-neutral valuation principle can be applied.
Assumption (1) implies that the asset price has a certain (risk neutral) probability of
moving up by a factor r1 and a certain (risk neutral) probability of moving down by a
factor r2, denoted p1 and p2 respectively (see Figure 3.3). Both the factors and their
probability of occurrence remain the same from one time stage to the next. To this
end, the joint distribution of the asset price random variables in Equation 3.1 is known.
??
????
????
? ?????
Figure 3.3: Price Tree: up and down movement
The risk-neutral valuation principle states that the expected return (using the risk
neutral probabilities) from all traded assets is the risk-free interest rate. Consequently,
assumption (2) implies that the value of a derivative today is equal to its expected
future payoﬀ discounted at the risk-free interest rate [32] and no arbitrage, exists.
Determination of prices and their probability of occurrence
Given the time interval Δt measured in years, the growth factor a and the annu-
alized volatility σ are calculated, the latter using sample values. According to [21], we
have
r1 = e
σ
√
Δt (3.7)
r2 = e
−σ√Δt (3.8)
and
a = erΔt (3.9)
p1 =
a− r2
r1 − r2 (3.10)
p2 = 1− p1 (3.11)
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where r is the risk-free interest rate.
Following the problem deﬁnition of thePMP for the FTSE 100 index we have: the
time interval Δt = 112 ; the close price of the FTSE 100 index future on 18th May 2007
x0 = 6.6409 pounds per future; and the time horizon tˆ = 4. The interest rate of May
2007 published by the Bank of England is r = 5.5% (see [46] for publications of the
interest rate). Finally, the annualized volatility is σ = 12.74%. So, the factors of an
up/down-movement and their probability of occurrence are derived using Equations
(3.7) to (3.11) and the values obtained are shown in Table 3.4.
Table 3.4: Factors and probabilities of occurrence
Factors rj Probability of occurrence pj
j = 1 1.037463 0.553244
j = 2 0.963889 0.446756
Graphical Representation
The graphical representation of the PMP for the FTSE 100 index is illustrated in
Figure 3.4 where the possible prices for each time stage have been derived from the
factors in Table 3.4 in combination with x0 = 6.6409. Hence, the sequence of reward
functions in Equation 3.2 of Problem Description 3.1 is also known.
Note that the tree in Figure 3.4 represents the FTSE 100 index dynamics only in
an idealistic market.
The graphical representation of the FTSE 100 index example can also be of the
form of a Binomial Lattice. This is due to the factors of an up/down-movement being
constant from one time stage to the next implying that an asset price following an
up- and down-movement is equivalent to the same asset price following a down- and
up-movement (see Figure 3.5).
In the case of a Binomial Lattice, a vertex has a ﬁnite number of predecessor ver-
tices and therefore a ﬁnite number of paths from the root to the vertex. Consequently,
a ﬁnite number of sequences of transition states exist certifying that the base case of
the DP recursion in Equation 3.6 will be reached at some point.
Therefore, the solution approach of the PMP represented with a Binomial Tree
demonstrated in this section, is analogous to other problems graphically represented
with Binomial Lattice.
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Figure 3.4: FTSE price tree
?????
?????
?????
?????
?????
?????
?????
?????
?????
?????
?
?
?
?
?
?
?
?
?
??
?????
?????
?????
?????
??
??
??
??
?????
??
???????????????????????????????????
Figure 3.5: FTSE price lattice
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DP recursion
The backward induction methodology reﬂected in the recursion equation of DP Model
3.1 exhibits a pattern of reasoning in which a PM, at every stage of the investment,
only reasons about future prices. On the other hand however, asset pricing models
used for the determination of the prices and their probability of occurrence rely on
past prices to draw conclusions. In this example, the volatility σ used for computing
the factors rj for j ∈ J and the probabilities of occurrence pj for j ∈ J , is calculated
over one year of past data.
We consider no endogenous or exogenous cash ﬂows except from the return of the
asset when exiting the investment. Hence, the backward recursion in Equation 3.5
can be used for the FTSE example and the optimal policy can be derived by calcu-
lating the maximum expected return available for every possible price of each month
as illustrated below.
Let yv be the cumulative return at vertex v and fv be the maximum expected
return available at vertex v of month t if an optimal policy is pursued from month t
to the end. The DP recursion formulated for the FTSE 100 index problem is of the
form
fv = max
[
yv︸︷︷︸
stop
,
∑
v′∈V out(v)
fv′ × pv,v′
︸ ︷︷ ︸
continue
]
= max
[
xv − x1
x1︸ ︷︷ ︸
stop
, fv′1 × p1︸ ︷︷ ︸
up-move
+ fv′2 × p2︸ ︷︷ ︸
down-move︸ ︷︷ ︸
continue
]
= max
[
xv − 6.6409
6.6409︸ ︷︷ ︸
stop
, fv′1 × 0.553244 + fv′2 × 0.446756︸ ︷︷ ︸
continue
]
(3.12)
initialised by
fv =
xv − 6.6409
6.6409
(3.13)
The solution methodology starts at month 4 where the maximum expected re-
turn is known from Equation 3.13. The maximum expected return for vertices v =
16, 17, . . . , 31 of Figure 3.4 are then utilised to move backwards one month in the tree.
At month 3, the maximum expected returns are computed by applying Equation 3.12.
For vertex 8 for instance, Equation 3.12 becomes:
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f8 = max
[
x8 − 6.6409
6.6409
, f16 × 0.553244 + f17 × 0.446756
]
= max
[
7.415585− 6.6409
6.6409
, 0.158487× 0.553244 + 0.076330× 0.446756
]
= max[0.116654, 0.121783]
= 0.121783
The DP tables with the values of the maximum expected returns for each vertex
of each month are summarised in the below tables.
Table 3.5: DP table at t = 4
vertex v return yv fv
16 +15.8487% +15.8487%
17 +7.6330% +7.6330%
18 +7.6330% +7.6330%
19 0% 0%
20 7.633% 7.633%
21 0% 0%
22 0% 0%
23 −7.0917% −7.0917%
24 +7.6330% +7.6330%
25 0% 0%
26 0% 0%
27 −7.0917% −7.0917%
28 0% 0%
29 −7.0917% −7.0917%
30 −7.0917% −7.0917%
31 −13.6805% −13.6805%
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Table 3.6: DP table at t = 3
vertex v return yv fv
8 +11.6654% 12.1783%
9 +3.7463% 4.2229%
10 3.7463% 4.2229%
11 −3.6111% −3.1683%
12 3.7463% 4.2229%
13 −3.6111% −3.1683%
14 −3.6111% −3.1683%
15 −10.4467% −10.0353%
Table 3.7: DP table at t = 2
vertex v return yv fv
4 7.633% 8.6242%
5 0% 0.9209%
6 0% 0.9209%
7 −7.0917% −6.2362%
Table 3.8: DP table at t = 1
vertex v return yv fv
2 +3.7463% 5.1827%
3 −3.6111% −2.2766%
Table 3.9: DP table at t = 0
vertex v return yv fv
1 0% 1.8502%
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Summary of results
The optimal policy suggests to the PM to keep the portfolio until the end of the
time horizon (see Table 3.10).
Table 3.10: Optimal policy table
Month Vertex Stop (Yes/No)
0 1 ×
1 2 ×3 ×
2
4 ×
5 ×
6 ×
7 ×
3
8 ×
9 ×
10 ×
11 ×
12 ×
13 ×
14 ×
15 ×
4
16
√
17
√
18
√
19
√
20
√
21
√
22
√
23
√
24
√
25
√
26
√
27
√
28
√
29
√
30
√
31
√
3.4 Computational implementation
The computational implementation of the PMP is characterised by the forward and
backward movement in the state-transition tree. As the DP recursion 3.5 is loop-
ing to ﬁnd the optimal policy, the predecessor-successor relation of the vertices is
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interrogated. Hence, the computational representation and implementation of the
state-transition tree is vital to the performance of the algorithm. We propose the
Forward Star data structure for providing a clear, simple and eﬃcient representation
of the tree.
3.4.1 Forward Star data structure
The Forward Star data structure as deﬁned in [20, 27] represents graphs and its asso-
ciated structure using two sets of arrays; the ﬁrst array A[.] stores data related to arcs
and the second V T [.] stores data related to vertices. Let G = (V,E) denote a directed
graph which consists of a ﬁnite set of vertices V = {1, ..., vˆ} and a ﬁnite set of directed
arcs E = {1, ..., eˆ} where each arc labelled e is deﬁned by its pair of end vertices (v, v′).
For each vertex v ∈ V , the list of all arcs (v, v′) emanating from v is referred to as
the forward star of vertex v and is denoted FS(v) = {(v, v′) | v′ ∈ V out(v)}. The ﬁrst
array is of dimension vˆ and consists of a pointer for each vertex v that points to the
beginning of its forward star list. The second array is of dimension eˆ and consists of
all destination vertices v′, in the above forward star, of every vertex v. By convention
A[v] = A[v + 1] if FS(v) = ∅ and A[vˆ + 1] = eˆ+ 1. The Forward Star representation
of Figure 3.6 with vˆ = 11 and eˆ = 11 is illustrated in Figure 3.7.
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Figure 3.6: Lattice diagram
It is worth noting that the structure allows for immediate interrogation of the
adjacent vertices or arcs and that the information relative to FS(v) is stored in V T [.]
from position A[v] to A[v + 1]− 1.
For the PMP , the size of the state-transition tree expands exponentially as the
number of time stages and asset movements grow (see Table 3.3). The computational
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Figure 3.7: Forward Star of lattice in Figure 3.6
implementation of a large problem inevitably will suﬀer a shortage of memory and a
lack of eﬃciency before ﬁnding the optimal policy. Past research has proven that the
Forward Star representation is an eﬃcient data structure for sparse graphs (see [27]),
and hence for thePMP state-transition tree, due to the considerably smaller memory
required than other common data structures. In fact, the Forward Star requires vˆ+ eˆ
units of memory whilst the adjacency matrix, for instance, requires vˆ2 storage units
and the incidence matrix vˆ × eˆ storage units.
3.4.2 Description of the algorithm
The algorithm is implemented in a backward manner. The algorithm starts from
the vertices at time tˆ and proceeds backwards towards vertex 1. Each state is then
calculated backwards until the algorithm reaches the root of the tree. The optimal
policy has been determined and, ﬁnally, the algorithm stops. The main steps of the
algorithm are illustrated in Figure 3.8.
For each state, the recursion function receives two arguments: the cumulative
return and the expected return at the next time stage. The recursion function starts by
checking whether the state has already been computed. If not, using the Forward Star,
the recursion function visits without any computational work the necessary states.
If, on the other hand, the state has been computed which is the case for all states
initialised by Equation 3.6, then the algorithm returns to the point where it was called.
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Figure 3.8: DP algorithm
3.5 Computational study
CPU times
To implement diﬀerent problem sizes of the PMP for the FTSE 100 index exam-
ple studied in Section 3.3, an algorithm has been developed in C++ and run on a
3.6GHz Intel Core i5 processor with 4GB of RAM. The algorithm was executed for
problems with up to 24 time stages represented with a state-transition graph of up
to 33, 554, 431 vertices. As expected, computational times increase rapidly with the
number of time stages. The running times reported in Table 3.11 expressed in seconds,
represent the median of the algorithm executed 100 times3.
Table 3.11: Computational times
tˆ No. of vertices CPU time
5 992 < 0.1
10 1, 536 < 0.1
15 65, 024 < 0.1
18 523, 776 0.1735
19 1, 048, 064 0.343
20 2, 096, 640 0.748
21 4, 193, 792 1.528
22 8, 388, 096 3.385
23 16, 776, 704 7.254
24 33, 553, 920 15.569
3Whilst there is no change in the data, the running times of the algorithm exhibit small scale
variations believed to be mainly due to the disc I/O and to the non-determinism of the OS scheduler
of a computer on the college network. Note that if the average instead of the median was used, then
the rate of change of the CPU time with respect to the problem size remains the same.
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It is worth noting that up to 24 time stages allows a ﬂexibility on the type of
trading the portfolio manager wishes to focus. In practice, aside from High Frequency
Trading for which thePMP algorithm cannot be applied, the types are categorised as
short-, medium- and long-term trading. A short-term trade aims at grasping a small
quick proﬁt and exit the investment in a 2-3 days time frame. Hence, the portfolio
manager would choose a time interval of 1-2 hours for thePMP at hand and the to-
tal amount of time stages required will not exceed 24 as Stock Exchanges are open
approximately 8 hours a day. A medium-term trade however, targets a return of up
to a few percent on a uni-directional trend expanding over a maximum 3 weeks. In
this case, the portfolio manager would set the time interval to once a day so as to
eliminate the noise of the portfolio’s asset price. Hence, thePMP at hand will have a
time horizon of 15 time stages equivalent to the 15 trading days. Finally, for a long-
term trading such as trading bonds, the time interval may be set to a month, quarterly
or even longer. Hence the problem size of thePMP would not exceed 12-18 time stages.
Usually, preferred assets for short- and medium-term trades are those with a trad-
ing value close to its book value. Especially following the economic crisis of 2008,
these types of trades are often preferred as they provide liquidity. Liquidity in general
is a big issue in many diﬀerent types of funds and the PMP is allowing for such liq-
uidity requirements to be taken into account by considering a “maturity" date of the
investment represented as the time horizon.
Optimal policy
The optimal policy of the PMP for the FTSE 100 index example advises the PM
to keep the portfolio until the end of the time horizon regardless of the number of
time stages. This is due to the speciﬁc values of the percentage returns and probabil-
ities of occurrence of the FTSE 100 example (it is also as a result of the Geometric
Brownian Motion assumption). More speciﬁcally, the absolute value of the percentage
return of an up-movement, i.e. | r1 − 1 |≡ perc(r1), and its probability of occurrence
are both greater than the absolute value of the percentage return of a down-movement,
ie | r2 − 1 |≡ perc(r2), and its probability of occurrence (see Table 3.4) at all times.
Hence, the tendency is deﬁnitely to invest as long as possible. The latter is also re-
ﬂected in the increasing values of the maximum expected rewards in Figure 3.9, the
values of which are derived from thePMP algorithm. More speciﬁcally, the maximum
expected rewards of vertices 1, 2, ..., 15 increases in a linear way as the time horizon
increases, which originates from the return factors and probabilities of occurrence re-
maining constant from one time stage to the next. Consequently, a constant increase
in the maximum expected reward is observed every time a time stage is added to the
time horizon. Note that the optimal policy of thePMP for the FTSE 100 index does
not serve as a good illustration of the power of the PMP but rather as a benchmark
upon which subsequent PMP models with additional managerial capabilities and/or
complex dependences, are compared. The optimal policy, which may be perceived
as somewhat expected and simplistic, is encouraging to the extent that the PMP
algorithm is producing sensible results.
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Figure 3.9: fv for diﬀerent time horizons
The observation of an optimal policy suggesting to the PM to keep the investment
can be generalised for other optimal policies where p1 ≥ p2 given perc(r1) > perc(r2).
Note that due to the construction of the return factors, the relation perc(r1) > perc(r2)
in the Binomial Tree remains invariably true.
A pattern can also be found on the properties of optimal policies for problems with
diﬀerent combinations of percentage returns/probabilities. Table 3.12 summarises the
outcome of the optimal policy for the diﬀerent types of problems.
Table 3.12: Optimal policies
p1 < p2 p1 = p2 p1 > p2
perc(r1) < perc(r2) stop stop ?
perc(r1) = perc(r2) stop stop = continue continue
perc(r1) > perc(r2) ? continue continue
The optimal policy for problems with perc(r1) > perc(r2) and p1 < p2 cannot be
predicted as it relies on the actual values r1, r2, p1 and p2. On one hand, as p1 → 12
and perc(r1) → 1 the optimal policy is to continue. On the other hand, as p1 → 0
and perc(r1) → perc(r2) the optimal policy is to stop.
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In the latter case where the optimal policy is to stop, the value of the maximum
expected reward at a vertex is equivalent to the vertex reward. Thus, when a time
stage is added to the horizon, the value of the maximum expected reward remains
constant as the vertex reward is more beneﬁcial to the PM than the perspective one.
This is also reﬂected in the constant values of the maximum expected rewards of ver-
tices 1, 2, ..., 15 in Figure 3.10, the values of which are derived from thePMP algorithm
for cases where p1 → 0 and perc(r1) → perc(r2).
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Figure 3.10: Stop the investment: illustrative fv for diﬀerent time horizons
Similar logic applies for the optimal policies of problems with perc(r1) < perc(r2)
and p1 > p2. On one hand, as p1 → 12 and perc(r1) → 0 the optimal policy is to
stop. On the other hand, as p1 → 1 and perc(r1) → perc(r2) the optimal policy is to
continue.
An optimal policy however for a more realistic problem where the return factors
and the associated probability of occurrence do not remain constant throughout the
time horizon, will not have such an expected outcome. The optimal policy will be
case speciﬁc depending on the given return factors and their associated probability of
occurrence for each time stage.
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3.6 Summary conclusions
In this chapter, we presented a new FH-SRP problem for portfolio management, re-
ferred to asPMP . A problem deﬁnition was proposed and the state-transition graph
was identiﬁed to be a tree rooted at the time when the investment decision is made.
A DP formulation was developed to achieve the objective of the PMP , namely the
optimal policy. The computational complexity of thePMP algorithm is characterised
with an exponential growth. Although, the DP algorithm constructed performs well
up to medium size problems with state-transition graph of up to approximately 33.5
million vertices, for larger problems, the memory requirements for storing the tree
render solutions unmanageable. In each type of trade however, the time interval be-
tween stages varies considerably which in practice makes the algorithm eﬃcient for
both short- and long-term trades. Finally, the computational results performed on
the PMP algorithm for the FTSE 100 index, show that a pattern emerges for opti-
mal policies when the inputs (return factors and probabilities of occurrence) remain
constant from one time stage to the next.
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Chapter 4
PMP with Stop Loss and Target
Return
In Chapter 3, a FH-SRP for portfolio management has been presented. We have cho-
sen a DP formulation which ﬁts naturally to the problem objective. A DP algorithm
has subsequently been developed speciﬁcally capable of solving problems with graph-
ical representation using a state-transition graph of up to approximately 33.5 million
vertices. However, the applicability of the Portfolio Management Problem (PMP ) is
limited to cases where no constraints have been imposed either by the organisation
where the fund belongs to, or by the individual fund manager. In view of adding some
more realism into the model, this chapter addresses the case where constraints have
been imposed by introducing a Stop Loss and a Target Return into thePMP model.
The chapter begins with a brief outline of the applicability of the Stop Loss and
Target Return constraints in the ﬁnancial markets and of the related literature. The
chapter is then divided into two sections where static or dynamic constraints are im-
posed throughout the lifetime of the investment.
The ﬁrst section presents a problem deﬁnition and formulation for thePMP with
a static Stop Loss and Target Return whereby the optimal policy undergoes some
changes. An illustrative example is demonstrated and the computational implemen-
tation is discussed. The ﬁnal part of this section includes a computational study where
the characteristics of the optimal policy for various Stop Loss and Target Return values
are studied. The eﬀectiveness of the proposed algorithm in terms of computational
times is demonstrated, and ﬁnally, some practical issues related to the constraints,
such as triggers or limits for orders, are addressed.
The second section considers the problem in which dynamic constraints are im-
posed throughout the lifetime of the investment. More speciﬁcally, the constraints are
dependent on previous price realisations. Consequently, for every possible state of the
system, the calibration of the Stop Loss and Target Return requires the information
of all previous states. Once the information has been acquired, the optimal policy
can be adjusted based on the dynamic Stop Loss and Target Return values. Using
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an illustrative example, we demonstrate how the dynamic case diﬀers from the static
case. Finally, the computational implementation and the computational study with
its associated observations and challenges are presented.
4.1 Stop Loss and Target Return
This section deﬁnes a Stop Loss and Target Return in the context of thePMP and con-
siders various situations where their applicability in portfolio management is valuable.
Finally, the maximum drawdown literature review which is of interest with respect to
thePMP , is outlined.
4.1.1 Deﬁnitions and applicability
There are many reasons why a Stop Loss (SL) is applied in practice. Amongst
them, perhaps the most important, is the diﬃculty associated to maintaining the ini-
tial capital once a substantial percentage loss has occurred. In addition, it is common
in funds to have a maximum amount of allowed loss in a portfolio, imposed either
by the organisation such as the hedge fund or the bank, or by the fund manager.
The utility of the SL is not only with respect to the fund’s portfolio itself as a single
entity, but as part of a platform of investments as well. The maximum loss bound can
be very strict if other funds are already losing, or, very loose if proﬁts in the whole
organisation are high. The SL is popular in any type of investment as it limits the
potential unreliability of a forecasting tool and of indicators used in an investment
strategy.
The alternative to a SL strategy is a Target Return (TR) strategy where the
exit of the trade takes place when a proﬁt is achieved. A TR is useful in many invest-
ment situations especially during diﬃcult times, where markets are inﬂuenced greatly
by economic and political instability and policy makers’ actions may have an impact
on trends, making markets less predictable. In these circumstances, a TR is set at the
beginning of the investment and once reached, fund managers lock proﬁts and take
no more risk even for a potential larger proﬁt. In this research, we focus on inserting
the SL and TR into the PMP model in order to study their eﬀects onto the optimal
policy. Beyond the point of exit of the investment however, the fund manager may
opt to secure the money in a “safe investment” such as government bonds or high
rating corporate bonds so as to keep receiving positive returns as long as liquidity
requirements are met.
In practice, fund managers opt between a static and a dynamic SL or TR. A static
Stop Loss or static Target Return is expressed in monetary amounts and is ﬁxed
throughout the lifetime of the investment. These constraints allow the investment to
experience a conﬁned volatility in the portfolio and limits the risk of the investment.
Figure 4.1a and Figure 4.1b show the constraints for an S&P 500 index investment
and for a GBP/USD exchange rate investment.
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Figure 4.1: Static SL and TR
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Figure 4.2: Dynamic SL and TR
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A dynamic SL or dynamic TR however, is a SL or a TR that depends on the proﬁts
already accrued by the portfolio and is thus subject to change during the lifetime of
the investment. In this research, we deﬁne a dynamic Stop Loss to be a SL that
trails the highest value reached of the investment and allows a predeﬁned maximum
drawdown. For instance, if a SL is placed at 3% loss of a stock priced at £100 then the
portfolio manager is forced to exit when the price of the stock reaches £97. However,
if the stock price is proﬁtable at a later stage of the investment without exiting before
and reaches £105 for instance, then the SL bound increases to 105× 0.97 = £101.85.
Assuming that following £105 stock price, the asset falls back to £101, then the SL
bound remains £101.85. The dynamic SL concept as deﬁned for thePMP exists and
is widely used in practice1. With a dynamic SL having reached a value greater than
the initial capital, the portfolio manager knows the minimum proﬁt at any time dur-
ing the lifespan of the investment. Practitioners often refer to it as a Trailing Stop.
The academic literature includes papers examining the eﬃciency of the Trailing Stop
and developing techniques for obtaining its optimal percentage value such as ‘Stochas-
tic Approximation Algorithms for Trailing Stop’ [72]. Similarly, a dynamic Target
Return is a TR that trails the lowest value reached of the investment and allows
a predeﬁned maximum drawup. Figure 4.2a and Figure 4.2b show the dynamic con-
straints for the same S&P 500 index investment and for the same GBP/USD exchange
rate investment.
Unlike the SL, the dynamic TR on its own is less attractive as it will trigger an
exit with a TR price below entry price if the investment has negative proﬁt during its
lifespan. In this research however, we propose to combine the attractions of a dynamic
TR and of a dynamic SL. Thereupon, in such a case, the portfolio manager decreases
the TR whilst being protected on the down side with an increasing SL.
The presence of both a dynamic SL and a dynamic TR would restrict the volatility
of the portfolio. Speciﬁcally, at the beginning of the investment, the volatility is deter-
mined by the fund manager to a bound through the values of the SL and TR which, as
time elapses becomes smaller and smaller. This conscious decrease in volatility of the
portfolio value would not have been achieved neither through a static SL and TR, nor
to the same extent through a static SL and a dynamic TR or vice versa, and supports
a conservative portfolio management approach.
In terms of portfolio management, the diﬀerence between a static SL and a dynamic
SL is of particular interest. A static SL limits the loss to a certain amount regardless
of the proﬁts attained during the lifetime of the investment, whereas a dynamic SL
is bounded by a certain percentage loss from the highest proﬁt. Having a static SL
may result in a retrieval of investment if, for example, a high proﬁt is achieved and a
series of drawdowns amounting to a substantial loss follows. For example, if a static
SL is placed at 5% on a £100 investment then the portfolio manager is forced to exit
when the price reaches £95. Assume that before the asset falls to £95, it ﬁrst reaches
1It is included in the majority of books on technical analysis such as [38] and [39], as well as being
embedded in professional data platforms such as Bloomberg.
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£115. Then apart from the £5 loss from the initial £100 investment, the portfolio
manager has additionally lost the £15 proﬁts. This would necessarily be perceived
as bad portfolio management. The dynamic SL ensures that the drawdown remains
within speciﬁed limits by emphasizing that a particular sequence of negative realised
returns matters.
4.1.2 Maximum drawdown and the PMP : a brief literature review
A number of features of thePMP with a dynamic SL can be deduced from the maxi-
mum drawdown literature. A brief summary of the literature related to these features
is outlined below.
A Maximum DrawDown (MDD) is deﬁned as ‘the maximum loss incurred
from peak to bottom during a speciﬁed period of time’ [41] and has been studied
with the aim of evaluating portfolio managers by attempting to predict future MDD
of their portfolios. Some empirical work using Monte Carlo simulations attempts to
ﬁnd the distribution of all DrawDowns (DD). The length of track record, the mean
return and the volatility of returns appear to be the main factors aﬀecting the DD
distribution. More speciﬁcally, higher mean returns lead to smaller expected DDs.
Higher volatility leads to larger expected DDs. Finally, we note that the distribution
of MDD is more sensitive to these factors [15].
The volatility of returns is a factor which is most interesting to thePMP . As the
length of the time interval becomes smaller, the MDD will be greater as well [30]. For
the calibration of the PMP ’s optimal policy for a speciﬁc portfolio with a dynamic
SL, we conclude therefore that depending on the time interval chosen, the maximum
SL value should be diﬀerent. Speciﬁcally, the SL should be greater with daily time
intervals than with weekly ones, and the SL of a weekly time interval be greater than
the monthly one.
However, it has been concluded that the DD statistics should not be used on their
own to determine the quality of a fund manager [1]. Even though MDD provides
important information, it is not recommended as a sole risk measure. A suggestion
has been given to consult the MDD together with a volatility measure.
MDD has also been studied and used in optimal portfolio allocation. Such a port-
folio optimisation using a DD measure has been considered in a paper by A. Chekhlov,
S. Uryasev and M. Zabarankin [16].
Closely related work on evaluating portfolio managers is the work on MDD as
a risk adjusted measure of performance in a portfolio. Similar to the Sharpe ratio
where the denominator is the standard deviation of returns, the Sterling ratio has
been developed replacing the standard deviation of returns over a time interval with
the MDD [40]. Note that volatility in the Sharpe ratio is annualised and therefore
constant, whereas the MDD depends on the length of the time interval. The new ratio
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quantiﬁes the returns over a period of time for every unit of downside risk. Such an
approach may seem more appealing as unlike the standard deviation, MDD distin-
guishes between positive and negative returns. Therefore, inserting a dynamic SL in
thePMP allowing a predeﬁned MDD gives a way of restricting the risk of the invest-
ment directly inﬂuencing positively on important metrics of performance.
The strength of the MDD as a risk measure is that it is directly related to prices.
Hence, it can be incorporated into the trading strategy [61]. In this research we focus
on introducing the MDD into the optimisation of the exit time of thePMP and discuss
the associated computational implications.
4.2 Static Stop Loss and Target Return
In this section, we propose a newPMP for problems with a predetermined Stop Loss
and Target Return imposed by the fund manager. Both wealth thresholds, ﬁxed
throughout the lifespan of the investment, are expressed in absolute monetary amounts
and can be used as analogues to the return of a safe investment or benchmark.
This section begins with the new problem deﬁnition for thePMP with static con-
straints, also denoted as PMPs, and the implications of the added constraints in the
PMP model. The DP problem formulation is then presented. Following an illustrative
example for the PMPs with the new features emphasized, the computational imple-
mentation of the PMPs is discussed. Finally, this section ends with a computational
study.
4.2.1 Problem deﬁnition
ThePMPs can be formally stated as follows:
A Portfolio Manager (PM) invests in a portfolio of assets. At each time stage, the
PM holds information on jˆ possible prices for the next time stage and their associated
probability of occurrence. If the PM decides to quit then a reward is generated equiv-
alent to the return of the portfolio at the point of exit. Alternatively, the PM may
decide to continue. If, however, the return of the portfolio reaches a predetermined
Target Return or maximum loss, then the PM is obliged to exit the investment. At
time stage tˆ stopping is required.
The objective of the PMPs is to select the time to stop the investment in the
portfolio so as to maximise the expected reward subject to a Target Return and a
maximum loss allowed.
The notation and the problem description for thePMPs is given in Table 4.1 and
in Problem Description 4.1 respectively.
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Table 4.1: Notation: PMPs
Sets
T =
{
0, 1, . . . , tˆ
}
: Set of time stages, T0 ≡ T \ {0}
J = {1, 2, ..., jˆ} : Set of asset movements
Indices
t, t′ ∈ T : Time stages
j ∈ J : An asset movement
tˆ : Time horizon
jˆ : Maximum number of asset movements
Random variable
Xt : Asset Price at time stage t ∈ T0
Given:
xmin : Stop Loss price
xmax : Target Return price
Parameters
xt : Price at time stage t
yt(xmin, xmax, x0, ..., xt) : Reward at time stage t given xmin, xmax, x0, ..., xt
Problem Description 4.1 PMPs
Sequence of Random variables:
X1, ..., Xtˆ (4.1)
where Xt represents the asset price at time stage t
Sequence of Reward functions:
y0, y1(xmin, xmax, x0, x1), ..., ytˆ(xmin, xmax, x0, ..., xtˆ) (4.2)
where yt(xmin, xmax, x0, ..., xt) represents the cumulative percentage return of the asset
at time stage t and is equivalent to
y0 = 0 (4.3)
yt(xmin, xmax, x0, ..., xt) =
xt − x0
x0
(4.4)
given
xmin < xt′ < xmax, ∀t′ < t ∈ T0 (4.5)
where x0 is the asset price at time stage 0, xmin and xmax the initial SL and TR prices
respectively.
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It is assumed that the investment lifetime is represented by the discrete set of
evenly divided times stages 0, 1, ..., tˆ measured in years, where tˆ denotes the time hori-
zon of the problem.
The random variables Xt in Equation 4.1 denote the asset prices at time stages
t ∈ T0 whose varying joint distribution is known at any time t. Note that the joint
sample space is not aﬀected by the presence of xmin and xmax. Compared to the
PMP , thePMPs is a reduced multistage decision problem where some decisions in the
problem cease to exist due to the imposed constraints.
The PMPs considers no endogenous or exogenous cash ﬂows during the lifetime
of the investment. Consequently, the reward function yt(xmin, xmax, x0, ..., xt) corre-
sponds to the total return of the portfolio at time stage t given that at any previous
time stage the SL and TR prices have not been reached. On the other hand, the
reward function at the beginning of the investment, namely y0, is not subject to con-
straints. The notation of the reward function yt(xmin, xmax, x0, ..., xt) in Equation 4.2
has been chosen this way to emphasize that the previous realisations matter, unlike
the reward function yt(xt) in thePMP described in Section 3.1.
Given that all previous observations remain within the constraint bounds, the PM
observes price Xt = xt at time stage t and decides whether to continue or quit the
investment with a reward yt(xmin, xmax, x0, ..., xt). After stopping, the relevant funds
are assumed to be invested in a risk-free asset oﬀering zero interest. The initialisation
is y0 = 0.
Graphical representation
In the previous section, we saw that the SL and TR reduced the number of deci-
sions in the original multistage decision problem. The latter observation structurally
changes the graphical representation of the problem. This section presents the new
state-transition graph and discusses the impact of incorporating a SL and TR on this
latter graph.
The state-transition graph of thePMP in Section 3.1 was graphically represented
as a tree since at each time stage the PM holds information on the jˆ possible prices
for the next time stage. Thus, vertices at each time stage t ∈ T \ {tˆ} always had jˆ
successor vertices at time stage t+ 1.
The state-transition graph for thePMPs however, is diﬀerent in that at each time
stage the PM holds information on jˆ possible prices for the next time stage which are
subject to some bounds. If the SL bound or TR bound has been reached at time stage
t then the PM is forced to exit the investment. Hence, the vertex which reaches the
bounds will be the last of its path allowing no successor vertices. In general, we can
conclude that vertices at each time stage t ∈ T \ {tˆ} may have jˆ successor vertices at
time stage t + 1 or no successors. Figure 4.3 illustrates the graphical representation
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of aPMPs example with jˆ = 2 possible asset movements, tˆ = 4 time stages, Stop Loss
xmin and Target Return xmax.
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Figure 4.3: An illustrativePMPs tree diagram
Let xv be the price at vertex v and pv,v′ be the probability of occurrence of vertex
v′ ∈ V out(v).
At time stage 0, the PM is informed of two possible asset prices for time stage 1:
the asset price x2 and its associated probability of occurrence p1,2; and the asset price
x3 and its associated probability of occurrence p1,3. Given the return at time stage 1
and that xmin < x2 < xmax, the PM is informed of two possible asset prices for time
stage 2, namely; x4 and x5 and their associated probability of occurrence. Similarly
for x3, the PM is informed of two possible asset prices at the next time stage, namely;
x6 and x7. However, x4 of time stage 2 has reached xmax and therefore the consequent
successor vertices are no longer in the state-transition graph. Simultaneously, x7 has
reached xmin and therefore also remains the last vertex in path {x1, x3, x7} of the
state-transition graph. In the same manner, vertex 8 of time stage 3 has reached
xmax. The process continues in a similar manner with the remaining paths in the
state-transition graph. The multi-stage decision problem ends at time stage 4 with
only 6 possible paths reaching the time horizon.
4.2.2 Problem formulation
In order to engender some realism, the SL and the TR have been added into thePMP
deﬁnition. Due to the choice of DP for the formulation of the PMP , the insertion
of those is achieved in a natural way. In fact, the sequential decomposition of the
PMP into interrelated sub-problems which are thereupon solved sequentially, is one
of the most powerful aspects of the DP formulation as it allows on one hand, to add
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or remove new parameters at any time stage of the problem, and on the other hand,
to act upon the consequences of those parameters.
The DP notation and the mathematical formulation of thePMPs is given in Table
4.2 and DP Model 4.1 respectively.
Table 4.2: DP notation: PMPs
Vertices
v, v′ ∈ V
Given:
xmin : Stop Loss price
xmax : Target Return price
Parameters
xv : Price at vertex v
pv,v′ : Probability of occurrence of v′ ∈ V out(v)
Objective function
fv : Maximum expected reward available
at vertex v
DP Model 4.1 PMPs
fv = max
⎡
⎣xv − x1
x1
,
∑
v′∈V out(v)
fv′ × pv,v′
⎤
⎦ , ∀v if xmin < xv < xmax
and V out(v) = ∅ (4.6)
=
xv − x1
x1
, otherwise (4.7)
where x1 is the asset price at the root of the tree.
In Chapter 3, DP has been chosen for the mathematical formulation of the PMP
where the PM invests in a portfolio for a predetermined amount of time, whether this
is due to liquidity requirements or to the maturity date of an option. Due to Problem
Description 4.1 and to the nature of DP which decomposes a problem into interrelated
subproblems, the lifetime of the investment is broken down into equal time intervals.
At each one of them, a sub-PMPs is solved. Therefore, the state of the system can be
veriﬁed to be within the SL and TR bounds and change the optimal policy respectively
(see Figure 4.4).
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Figure 4.4: DP Process ofPMPs
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At time stage t, state v is observed. If xv ≤ xmin or xv ≥ xmax then fv (the max-
imum expected reward at vertex v) is calculated via Equation 4.7, ie fv =
xv − x1
x1
.
If, however, xmin < xv < xmax then fv depends on the jˆ possible states at time
stage t + 1. Therefore, each state v′ at time stage t + 1 can be considered as a new
state v of time stage t in Figure 4.4. The process is then repeated for all time stages
t = 1, ..., tˆ − 1. Finally, at any state of time stage tˆ, if any, the objective function is
initialised by Equation 4.7.
The state-transition graph of the PMPs ensures that there is a unique path from
the root of the tree to any other vertex as no cycles occur. Therefore, a ﬁnite number
of sequences of transition states exists in the tree. Hence, at time stage t the base
case of the DP recursion will be reached at some point, if constraints have not been
reached at any previous time stage. If a constraint has been reached, then the objec-
tive function fv is equivalent to the cumulative return at state v, which is the same as
when the PM is forced to exit the investment at the end of the time horizon. It could
be argued that reaching a constraint can be viewed as an ‘early bird’ initialisation.
The optimal policy discloses the best time to quit the investment so that the
expected return is maximised. At time stage t, the optimal policy advises either to
exit the investment if the portfolio has reached the TR or SL, or, if the expected
return at time stage t + 1 is less than the reward at time stage t. Alternatively, the
optimal policy advises to continue the investment.
It is noteworthy, that thePMP is a special case of thePMPs where xmax → ∞ and
xmin → −∞.
4.2.3 An illustrative example
In this section, the optimal policy of aPMP with constraints is demonstrated via an
illustrative example. In particular, we solve the FTSE 100 index example of Section
3.3 with a SL and TR introduced. The solution will be presented in a step-by-step
manner in order to clearly present the new features.
The PMPs for the FTSE 100 index
A portfolio containing futures of the FTSE 100 index worth £1 million is invested
on the 18th May 2007. A Stop Loss of £40, 000 and a Target Return of £70, 000
proﬁt are imposed by the PM. Every month, the PM is informed of two possible
prices for the next month and their associated probability of occurrence. If the PM
decides to quit then a reward equivalent to the return of the portfolio is received.
Alternatively, the PM may decide to continue. If, however, the portfolio reaches the
SL or TR bound, then the PM is obliged to exit the investment. At the 4th month
stopping is required.
When should the PM stop the investment such that the expected return of the port-
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folio is maximised?
Graphical representation
From Table 3.4 of Section 3.3, prices for each vertex of the Binomial Tree with their
associated probability of occurrence can be derived. This table is also given in this
section (see Table 4.3). The graphical representation of the FTSE 100 index price tree
rounded at the third decimal place is illustrated in Figure 4.5.
Table 4.3: Factors and probabilities of occurrence
Factor rj Probability of occurrence pj
j = 1 1.037463 0.553244
j = 2 0.963889 0.446756
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Figure 4.5: PMPs: FTSE price tree
The TR of £70, 000 is equivalent to 7% of the total investment. In terms of price,
if the FTSE reaches xmax = 6.6409 × (1 + 0.07) = 7.105763 then the PM exits the
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investment. Note that vertices v = 4, 20, 24 have reached the TR price. Hence, the
paths {1, 2, 4, 8, 16}, {1, 2, 4, 8, 17}, {1, 2, 4, 9, 18} and {1, 2, 4, 9, 19} will not be in the
ﬁnal solutions.
Similarly, the SL is reached when the price is equivalent or below xmin = 6.6409×
(1 − 0.04) = 6.375264. Notice that vertices v = 7, 23, 27 have reached the SL price
and therefore paths {1, 3, 7, 14, 28}, {1, 3, 7, 14, 29}, {1, 3, 7, 15, 30} and {1, 3, 7, 15, 31}
are eliminated from the price tree. Note that if the beginning of the investment was
postponed to a week later, the SL and TR values would change as they are based on
the initial value of the asset.
The PM exits the investment when either the SL or TR price have been reached
or at the end of month 4. When the constraint has been reached at the last time
stage of the investment, fv for a vertex at time tˆ is equal to fv for a vertex outside
the constraint bounds. For example, vertex 20 and vertex 23 of time stage t = 4 in
the FTSE 100 example have reached the constraints, however the PM would exit the
investment in any case due to the time horizon, hence not aﬀecting the optimal policy.
Consider the case where the TR is reached and provokes an externally imposed
penalty, not due to deﬁciencies in portfolio management, but due to regulatory de-
cision such as an exceptional tax on large wealth or investment. There are several
situations (for example taxation on “exceptional proﬁts” in the oil industry, or stamp
duty in property trading) where “more” is not necessarily “better”. Then, reaching just
a little above the bound might penalise the PM more than exiting the investment just
before. The objective function fv for a vertex at time tˆ is diﬀerent, and speciﬁcally
greater, to fv for a vertex reaching the TR. Hence the optimal policy would be aﬀected
even if the TR has been reached at the last time stage.
Given the prices for each vertex in the FTSE 100 example with constraints (see
Figure 4.5) are known, the sequence of reward function in Equation 4.2 of Problem
Description 4.1 is derived.
DP recursion
As we have determined, all prices and probabilities of occurrence, we can now move
on to the backward induction methodology reﬂected in the recursion equation of DP
Model 4.1.
Let yv be the cumulative return at vertex v and fv be the maximum expected
return available at vertex v of month t if an optimal policy is pursued from month t
to the end.
The solution methodology starts at month 4 where the initialisation of the objec-
tive function fv happens for v = 20, . . . , 27. In addition, due to the TR xmax reached
at vertex v = 4 and the SL xmin at vertex v = 7, the objective functions are equivalent
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to fv = xv−x1x1 , v = 4, 7. Vertices v = 20, . . . , 27 of Figure 4.5 are then utilised to move
backwards one month in the tree. Equation 4.6 is applied to compute the objective
functions of vertices v = 10, . . . , 13. For vertex 10, Equation 4.6 becomes:
f10 = max
[
x10 − 6.6409
6.6409
, f20 × p1 + f21 × p2
]
= max
[
6.889691− 6.6409
6.6409
, 0.076330× 0.553244 + 0× 0.446756
]
= max[0.037463, 0.042229]
= 0.042229
The DP tables below summarise the maximum expected returns for each vertex
of each month.
Table 4.4: DP table at t = 4
vertex v return yv fv
16 - -
17 - -
18 - -
19 - -
20 7.633% 7.633%
21 0% 0%
22 0% 0%
23 −7.0917% −7.0917%
24 7.633% 7.633%
25 0% 0%
26 0% 0%
27 −7.0917% −7.0917%
28 - -
29 - -
30 - -
31 - -
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Table 4.5: DP table at t = 3
vertex v return yv fv
8 - -
9 - -
10 3.7463% 4.2229%
11 −3.6111% −3.1683%
12 3.7463% 4.2229%
13 −3.6111% −3.1683%
14 - -
15 - -
Table 4.6: DP table at t = 2
vertex v return yv fv
4 7.633% 7.633%
5 0% 0.9209%
6 0% 0.9209%
7 −7.0917% −7.0917%
Table 4.7: DP table at t = 1
vertex v return yv fv
2 +3.7463% 4.6343%
3 −3.6111% −2.6588%
Table 4.8: DP table at t = 0
vertex v return yv fv
1 0% 1.3761%
Due to the SL and TR being reached at vertex 4 and vertex 7, the objective func-
tions fv, v = 8, 9, 14, . . . , 19, 29, . . . , 31 are not part of the DP process. At vertex 4, f4
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is diﬀerent than the objective function at vertex 4 in the FTSE 100 example without
constraints in Section 3.3. Consequently, the value of the objective function at the
predecessor vertices, namely v = 2 and v = 1, diﬀer as well. Similarly for vertex
7 and its predecessors vertex 3 and vertex 1. In fact, the objective functions fv for
v = 4, 7, 2, 3, 1 are all less than fv for thePMP without constraints as the probability
of occurrence of an up-movement at the next time stage is greater than a down move-
ment, p1 > p2 (see Table 4.3). Hence, the policy suggests to keep the investment as
long as possible.
Summary of results
The SL and TR constraints altered the graphical representation as well as the values
of the objective function and the optimal policy, compared to the case where no such
constraints are considered (see optimal policy Table 4.9).
The new optimal policy for the FTSE 100 index with 7% TR and 4% SL suggests
to the PM to keep the investment in the portfolio until the end of the fourth month
except at vertex 4 and vertex 7 where the SL and TR bounds have been exceeded; in
the latter case, the PM should exit the investment.
4.2.4 Computational implementation
The computational implementation of the PMPs requires that prices remain within
the SL and TR bounds. The description of the algorithm is set out below.
Step 1: For each state v:
• Assign price xv
• Check xmin < xv < xmax and time(v) < tˆ
Yes Find the Forward Star of state v and go to Step 1 to assign prices to
all possible subsequent states and check that the prices are within the
constraints’ bounds;
No Initialise objective function fv of state v using Equation 4.7. Note that
there are no subsequent states available from state v.
Step 2: Assign probabilities of occurrence pv′,v for all allowable states v ∈ V out(v′).
Step 3: Backtrack to obtain the optimal policy using Equation 4.6.
4.2.5 Computational study
In this section, we address aspects of the computational implementations of thePMPs,
report on computational results, and discuss practical considerations from a portfolio
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Table 4.9: Optimal policy table
Month Vertex Stop forPMP Stop forPMPs
0 1 × ×
1 2 × ×3 × ×
2
4 × √
5 × ×
6 × ×
7 × √
3
8 × -
9 × -
10 × ×
11 × ×
12 × ×
13 × ×
14 × -
15 × -
4
16
√
-
17
√
-
18
√
-
19
√
-
20
√ √
21
√ √
22
√ √
23
√ √
24
√ √
25
√ √
26
√ √
27
√ √
28
√
-
29
√
-
30
√
-
31
√
-
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management perspective.
A SL or TR can be traded by either placing a stop order or a limit order. When the
predeﬁned SL or TR price is reached in a stop order, a market order is triggered and
it is only a matter of time for it to be ﬁlled. The price of the market order however,
can be diﬀerent from the SL or TR price deﬁned in thePMPs but can be assumed to
be very close depending on the assets and their traded volumes.
A limit order on the other hand, is a market order and therefore awaits the order
to be ﬁlled at the predeﬁned SL or TR price. Even though the limit order appears
to be more sensible to use, it is also associated to higher commission charges by the
brokerage.
In view of the disadvantages of both stop orders and limit orders, in this research
we assume that the PM is using the SL and TR constraints of thePMPs as stop orders.
And the main reason lies on a practical issue that, at any time, the information of the
portfolio value is given through a professional platform such as Bloomberg, but the
equivalent market order price is not.
The PM chooses to trade an asset or portfolio based on his belief at that time of
a future trend. A long trade is placed for instance, if the belief is that the asset price
will grow during the lifetime of the investment. Thus, a SL puts a limit to the degree
of this belief being violated. The market noise may enforce an exit of the trade which
will go against the portfolio manager both in terms of trend and of the associated costs
of exiting the trade. A simple example to illustrate this arises when two assets have
a value of £100, one with an average daily movement of £7, and the other, with an
average daily movement of £2. Then a SL of 6% will inevitably exit the ﬁrst asset due
to market noise whilst incurring a loss far greater than required on the second asset to
prove that it goes against the belief of an up-trend. To take into account the latter, it
is common practice to explore the volatility of the asset prior to choosing the SL value.
Care should be taken in the calibration of the volatility to ﬁt the time horizon of
thePMPs. For instance, the 1-day historical volatility of the FTSE 100 index futures
with data sample being the daily close prices of the period between 19th May 2006
and 18th May 2007 is 0.802579%. Assume that there are 252 trading days in a year
and that the time horizon of thePMPs is 6 months. To adjust the volatility to ﬁt the
time horizon we multiply by a factor
√
126, ie 0.802579%×√126 = 9.00892%. Thus,
a trading strategy over 6 months that would take into account the market noise is to
invest in the FTSE 100 index future using thePMPs with a stop loss of 9.5%.
The square root factor is the most used in practice for adjusting the volatility over
diﬀerent periods of time. The underlying assumption of the latter is that the asset
follows a random walk. In reality however, the relation between two periods of time
is more complex and the academic literature includes various methods covering other
idiosyncrasies of the asset’s distribution such as the use of the Levy stability exponent
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for fat tails.
Some traders take the number of trading days as 260. As long as the same number
of trading days is used consistently throughout the diﬀerent PMP , the choice of the
number of trading days is not important since the results are comparable.
A number of practical tools for quantifying the SL exist in practice. Among
the widely used are the Average True Range, the Fibonacci retracement levels, the
Ichimoku clouds and the Gann’s angle2.
CPU times
To extract the features of the PMPs, the FTSE 100 index example studied in Sec-
tion 4.2.3 is used. As the computational complexity grows exponentially with respect
to the number of time stages, we ﬁx the time horizon tˆ = 24. The algorithm was coded
in C++ and run on a 3.6GHz Intel Core i5 processor with 4GB of RAM. For each
PMPs, the algorithm has been executed 100 times and the CPU times shown in this
section represent the medians3. The computational table with CPU times, expressed
in seconds, for thePMPs for diﬀerent SL and TR is shown in Table 4.10.
Table 4.10: PMPs: CPU times for diﬀerent SL and TR
TR % SL % CPU median
3% 2% 14.727
7% 4% 14.773
10% 8% 14.836
25% 20% 15.150
50% 35% 15.332
100% 50% 15.733
300% 100% 15.616
400% 100% 15.764
We observe that the tighter the allowable price bands, the less CPU time is re-
quired to execute the PMPs algorithm. This stems from a reduced state-transition
graph representing the problem at hand. A direct relation exist between the allowable
price bands and the number of vertices of the state-transition graph; a smaller band is
equivalent to fewer vertices. Hence, all vertices falling outside the constraints require
no calculation of the state variables. The CPU time reaches a bound when the SL
and TR cease to aﬀect the number of vertices in the state-transition graph. Observe
that in Table 4.10, all CPU times for a TR over 100% and a SL over 50% ﬂuctuates
2Speciﬁcation of the practical these tools can be found in [71], [10], [48] and [33] respectively.
3Whilst there is no change in the data, the running times of the algorithm exhibit small scale
variations believed to be mainly due to the disc I/O and to the non-determinism of the OS scheduler
of a computer on the college network. Note that if the average instead of the median was used, then
the rate of change of the CPU time with respect to the SL bound remains the same.
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around 15.7 seconds. Note that the SL cannot exceed 100% as the asset price cannot
have a negative value in the market.
Optimal policy
The optimal policy of the PMPs for the FTSE 100 index example is greatly inﬂu-
enced by the values of the TR and the SL. A large TR in conjunction to a large SL
increases the risk the PM adopts and consequently increases the maximum expected
return. Whilst in a tight SL and TR, the potential rewards is signiﬁcantly smaller as
the optimal policy suggests more often to the PM to exit the investment instead of
taking risk for continuing to invest. Figure 4.6 illustrates the phenomenon with the
maximum expected rewards, or equivalently, maximum expected returns of various
TRs and SLs at the beginning of the investment as the time horizon increases.
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Figure 4.6: PMPs: f1 for diﬀerent SL and TR
Notice that for a SL equivalent to 60% and for a TR equivalent to 140%, the
maximum expected return increases in an linear way as the problem is essentially un-
constrained ie TR = ∞, SL = ∞. Whilst for smaller SL and TR values, the maximum
expected return grows at a slower rate eventually reaching a limit as the number of
time stages increases in the process. The approach towards the limit represents the
increased frequency of the optimal policy’s suggestion to exit the investment from now
until the end of the time horizon.
Regardless of the values of the SL and TR, the optimal policy for the FTSE 100
example suggest (at vertex 1) to invest as long as possible. This is due to the speciﬁc
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values of the return factors and probabilities of occurrence where the absolute value
of the percentage return of an up-movement and its associated probability are both
greater than the absolute value of the percentage return of a down-movement and its
associated probability (see Table 4.3).
However, this is not the case for vertices of the state-transition graph where the
associated price has reached the SL or the TR. For the FTSE 100 index example with
a SL of 8% and a TR of 12%, the maximum expected return of vertex 15 which has
reached the SL is constant regardless of the time horizon of thePMPs (see Figure 4.7).
Hence, the optimal policy always suggests the decision maker to exit the investment at
that point. Similarly for vertex 16 which has reached the TR. Note that the maximum
expected return of vertices 1, 5 and 21 start with diﬀerent values and tend to the same
limit as the number of time stages increases. The DP subproblem starting at vertex
21 is the same as the DP subproblem starting at vertex 5 and vertex 1 but with a
shorter time horizon. Speciﬁcally, if f1 has tˆ time stages then f5 has tˆ− 2 and f21 has
tˆ − 4. Note that diﬀerent maximum expected return curves begin at diﬀerent time
stages, namely at time stage where the vertex lies.
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4.3 Dynamic Stop Loss and Target Return
Already in Section 4.2, the SL and TR constraints have been introduced into the
PMP. Both constraints remained ﬁxed throughout the investment regardless of the
stochasticity of the price. In this section, we drop this assumption and investigate the
formulation and algorithmic implementation of a PMP with a dynamic SL and TR
(PMPd).
The new feature of this family of problems is the path-dependence that arises
through the dynamic constraints. Unlike in Section 4.2, for each vertex of the state-
transition graph the SL and TR are adjusted depending on the previous price realisa-
tions. The changing SL and TR further reduces the state-transition tree. Speciﬁcally,
the number of allowable paths in the tree will decrease in number. The extent of the
decrease depends on the SL and TR chosen by the fund manager. If the percentage
of the SL and TR is large, then the number of paths allowed, as well as the volatility,
is larger than if the percentage is small.
It is clear that applying both a dynamic SL and TR restrains the volatility ex-
posure of the portfolio; as time passes during the investment, the allowed price band
may for example, narrow. The PM therefore reduces the risk of the investment while
approaching the time horizon and adopts a more conservative approach to its trading
strategy.
This section begins with the problem description of the PMPd and highlights the
diﬀerences with the PMPs. Then, the SL and TR function are introduced following
the notation reﬂecting the path-dependence. The DP problem formulation is then
presented and the diﬀerences in the optimal policy compared to aPMPs are illustrated
through an example that demonstrates the dynamic features of the problem. Finally,
following a description of the algorithm and its memory challenges, a computational
study is presented.
4.3.1 Problem deﬁnition
The main characteristics of the PMPd problem deﬁnition remain the same as for the
PMPs. The diﬀerence is that the monetary amounts allocated for the SL and TR
vary throughout the lifetime of the investment in relation to the highest and lowest
price realisations in the path respectively. More speciﬁcally, the absolute monetary
amount of the SL usually increases during the lifespan of the investment as it trails
price realisations. For example, if at some point during the investment the portfolio
is proﬁtable, then the monetary SL amount equivalent to 2% of the initial invest-
ment will adjust to the monetary amount equivalent to 2% SL of the highest portfolio
value reached. Thus, the PM secures as the investment is running, a portion of the
proﬁts if any. Similarly, the absolute monetary amount of the TR usually decreases
during the lifespan of the investment. For example, if at some point the investment
drops then the monetary TR amount equivalent to 5% of the initial investment will
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adjust to the monetary amount equivalent to 5% of the lowest value of the portfo-
lio reached. These speciﬁcations for SL and TR have been chosen for the following
reasons: (a) to reﬂect the widely used amongst practitioners SL and TR; (b) to ad-
dress the computational aspects of SL and TR which are more complex than other
arbitrary SL and TR. Speciﬁcally, the dynamic SL and TR as deﬁned in this sec-
tion, require path-dependent calculations (which are computationally more complex
than time-dependent calculations) for the determination of the optimal policy. The
associatedPMPd algorithm developed is therefore capable of adjusting easily to other
arbitrary time-dependent SL and TR such as dependent upon time to horizon or start.
The additional notation and the problem description for thePMPd is given in Table
4.11 and Problem Description 4.2 respectively.
Table 4.11: Notation: PMPd
Decision variables
xmin : Initial Stop Loss price
xmax : Initial Target Return price
Parameters
slt(xmin, x0, ..., xt−1) : Stop Loss price at time stage t given xmin, x0, ..., xt−1
trt(xmax, x0, ..., xt−1) : Target Return price at time stage t given
xmax, x0, ..., xt−1
112 Chapter 4. PMP with Stop Loss and Target Return
Problem Description 4.2 PMPd
Sequence of Random variables:
X1, ..., Xtˆ (4.8)
where Xt represents the asset price at time stage t.
Sequence of Stop Loss functions:
sl1(xmin, x0), ..., sltˆ
(
xmin, x0, ..., xtˆ−1
)
(4.9)
where
slt(xmin, x0, ..., xt−1) = max {x0, ..., xt−1} ×
(
1 +
xmin − x0
x0
)
(4.10)
where xmin is the initial Stop Loss price.
Sequence of Target Return functions:
tr1(xmax, x0), ..., trtˆ(xmax, x0, ..., xtˆ−1) (4.11)
where
trt(xmax, x0, ..., xt−1) = min {x0, ..., xt−1} ×
(
1 +
xmax − x0
x0
)
(4.12)
where xmax is the initial Target Return price.
Sequence of Reward functions:
y0, y1(xmin, xmax, x0, x1), ..., ytˆ(xmin, xmax, x0, ..., xtˆ) (4.13)
where
y0 = 0 (4.14)
yt(xmin, xmax, x0, ..., xt) =
xt − x0
x0
(4.15)
given
slt′(xmin, x0, ..., xt′−1) < xt′ < trt′(xmax, x0, ..., xt′−1), ∀t′ < t ∈ T0 (4.16)
where x0 is the asset price at time stage 0.
The multi-stage decision problem presented in Problem Description 4.2, describes
the process where a PM observes price Xt = xt at time stage t and thereon de-
cides whether to quit or continue the investment given that xt remains within the
dynamic slt(xmax, x0, ..., xt−1) bound and trt(xmin, x0, ..., xt−1) bound. It is assumed
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that the PMPd allows no endogenous or exogenous cashﬂows during the lifetime of
the investment. Therefore, if the PM decides to quit, then he/she receives reward
yt(xmin, xmax, x0, ..., xt) described in Equation 4.15 as the relevant funds are subse-
quently invested in a risk-free asset oﬀering zero interest until the end of the time
horizon. The initialization is y0 = 0 and is not subject to constraints.
The objective of the PMPd is to select the time to stop the investment in the
portfolio so as to maximise the expected reward subject to a dynamic SL and TR.
Notice that for the PMPs previous price realisations matter for the cumulative
return (see Equation 4.4 and Equation 4.5). For the PMPd however, previous price
realisations also matter for the SL function and TR function. It is also interesting to
observe that the SL and TR functions at time stage t depend only on realisations up
to time stage t− 1. Assuming that the price is subject to change during the lifetime
of the investment, the below relations and recurrence relations for the SL and TR
functions can be easily deduced.
slt(xmin, x0, ..., xt−1) ≤ slt+1(xmin, x0, ..., xt) (4.17)
trt(xmax, x0, ..., xt−1) ≥ trt+1(xmax, x0, ..., xt) (4.18)
slt+1(xmin, x0, ..., xt) = max
{
slt(xmin, x0, ..., xt−1), xt × (1 + xmin − x0
x0
)
}
(4.19)
trt+1(xmax, x0, ..., xt) = max
{
trt(xmax, x0, ..., xt−1), xt × (1 + xmax − x0
x0
)
}
(4.20)
where t ∈ T \ tˆ.
Hence, in comparison to thePMPs, thePMPd is a further reduced multistage deci-
sion problem where many decisions in the problem cease to exist due to the dynamic
constraints imposed. The extreme case of no possible price realisation upon which the
PM is able to act is now more likely to happen before the end of the time horizon tˆ.
Graphical representation
The graphical representation of the PMPd remains the same as the graphical rep-
resentation of the PMPs in Section 4.2.1 in that some paths of the state-transition
tree are not allowed to occur. In this section, we explain how the dynamic constraints
reduces further the state-transition tree of thePMPd.
For each vertex of the tree the dynamic SL and TR values may be diﬀerent as a
result of Equation 4.17 and Equation 4.18.
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Figure 4.8: An illustrativePMPd tree diagram
Figure 4.8 represents an illustrativePMPd tree diagram with jˆ = 2 possible asset
movements and tˆ = 4 time stages. Let xv be the price at vertex v, xv be the dynamic
SL price at vertex v, and, xv be the dynamic TR price at vertex v.
At vertex 4 and vertex 8, prices x4 and x8 have reached the dynamic target returns
x4 and x8 respectively. Unlike in thePMPs where xv = xv′ ∀v, v′ ∈ V , in thePMPd this
is the case if, and only if, x5 ≥ x1. If, however, x5 < x1 then x8 < x4. Assume vertex
11 has reached the dynamic SL bound x11 and x11 > x7. Then path {1, 3, 6, 11, 16} and
{1, 3, 6, 11, 17} cease to exist in the state-transition graph as opposed to the equivalent
problem under the static constraint.
4.3.2 Problem formulation
The manager invests in a portfolio for a predeﬁned length of time. Each choice (stop
or continue) at each time stage of the DP formulation determines the outcome for sub-
sequent time stages. In that decomposition, the PM is given the option of controlling
losses through the MDD, regardless of whether the loss occurred in one time interval
or consecutive ones. A loss in a single time interval is usually smaller than the loss
of multiple time intervals which can be viewed as a more pessimistic scenario. The
PMPd with its dynamic constraints allows such management of losses. The additional
notation is presented in Table 4.12.
The graphical representation of Problem Description 4.2 in a state-transition graph
has been achieved as follows. Due to the choice of representing the state-transition
graph as a tree, each vertex v ∈ V has a unique path lv from vertex 1 to v. Each
v′ ∈ lv is in a diﬀerent time stage. Speciﬁcally, if v′ is at time stage t′ then the
successor vertex is at time stage t′ + 1 and the predecessor vertex at time stage
t′ − 1. Thus, let x0, ..., xt be the asset prices corresponding to lv. Then the unique
path-dependent constraints of v are xv = max {x0, ..., xt−1} ×
(
1 +
xmin − x0
x0
)
and
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Table 4.12: DP notation: PMPd
Set
L = {l1, l2, ..., lvˆ} : Set of all paths in the state-transition graph
Decision variables
xmin : Initial Stop Loss price
xmax : Initial Target Return price
Parameters
lv ∈ L : A path in the state-transition graph ending at vertex v
xv : SL price at vertex v given path lv and xmin
xv : TR price at vertex v given path lv and xmax
xv = min {x0, ..., xt−1} ×
(
1 +
xmin − x0
x0
)
. The corresponding problem formulation
is presented in DP Model 4.2.
DP Model 4.2 PMPd
fv = max
⎡
⎣xv − x1
x1
,
∑
v′∈V out(v)
fv′ × pv,v′
⎤
⎦ , ∀v if xv < xv < xv
and V out(v) = ∅ (4.21)
=
xv − x1
x1
, otherwise (4.22)
where
xv = max
{
xv′ | v′ ∈ lv \ {v}, v′ ∈ V
}× (1 + xmin − x1
x1
)
(4.23)
xv = min
{
xv′ | v′ ∈ lv \ {v}, v′ ∈ V
}× (1 + xmax − x1
x1
)
(4.24)
where x1 is the asset price at vertex 1 (root of the tree), xmin and xmax the initial SL
and TR prices respectively.
The process and the objective of the PMPd remains the same as in the PMPs in
Section 4.2.2. The notable diﬀerence however, lies in the dynamic nature of the SL
and TR. Whilst the values of the SL function and TR function vary from state to
state, the approved price band delimited by the dynamic constraints changes at every
step and state of the process. Hence, the dynamic SL and TR are now introduced as
varying state variables as shown in Figure 4.9.
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Figure 4.9: DP Process of thePMPd
4.3. Dynamic Stop Loss and Target Return 117
4.3.3 An illustrative example
In this section, the optimal policy of a PMP with dynamic constraints deﬁned and
formulated in the previous sections is demonstrated. For illustrative purposes, the
PMPs for the FTSE 100 index example in Section 4.2.3 will be solved with a dynamic
SL and TR. The solution approach will be presented in a step-by-step manner in order
to present clearly the diﬀerent features compared to thePMPs.
The PMPd for the FTSE 100 index
A portfolio containing futures of the FTSE 100 index worth £1 million is invested
on the 18th May 2007. An initial Stop Loss of £40, 000 and an initial Target Re-
turn of £70, 000 proﬁt are imposed by the PM. Every month, the PM is informed of
two possible prices for the next month and their associated probability of occurrence.
If the PM decides to quit then a reward equivalent to the return of the portfolio is
generated. Alternatively, the PM may decide to continue. If, however, the portfolio
reaches the dynamically changing SL or TR bound, then the PM is obliged to exit the
investment. At the 4th month stopping is required.
When should the PM stop the investment such that the expected return of the port-
folio is maximised?
Graphical representation
From Table 4.3 in Section 4.2.3, the prices at each vertex with their associated proba-
bility of occurrence have been determined. The graphical representation of the FTSE
100 index price tree rounded at the third decimal place is illustrated in Figure 4.10.
Notice that vertex 5 and 6 for instance have the same price and this is due to the
same number of up- and down-movements. The price tree for this example therefore
could also be represented with a lattice as mentioned in Section 3.3. However, Fig-
ure 4.10 diﬀerentiates vertex 5 from vertex 6 in that vertex 5 has path l5 = {1, 2, 5}
whereas vertex 6 has l6 = {1, 3, 6}. This diﬀerentiation renders the calculation of the
dynamic SL and TR more transparent.
Determination of xv and xv
The initial TR of £70, 000 is equivalent to 7% of the total investment. In terms
of price, if the FTSE reaches xmax = 6.6409 × (1 + 0.07) = 7.105763 at time t = 1
then the PM exits the investment. Similarly, the initial SL for t = 1 is reached when
the price is equivalent or below xmin = 6.6409× (1− 0.04) = 6.375264.
At time t = 2, the values of the SL and TR for each vertex are subject to change
with respect to Equation 4.23 and Equation 4.24. For vertex 4 for instance, Equation
4.23 becomes:
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Figure 4.10: PMPd: FTSE price tree
x4 = max
{
xv′ | v′ ∈ l4 \ {4}, v′ ∈ V
}× (1 + xmin − x1
x1
)
= max {x1, x2} ×
(
1 +
6.375264− 6.6409
6.6409
)
= 6.889691× 0.96
= 6.61410336
x4 = min
{
xv′ | v′ ∈ l4 \ {4}, v′ ∈ V
}× (1 + xmax − x1
x1
)
= min {x1, x2} ×
(
1 +
7.105763− 6.6409
6.6409
)
= 6.6409× 1.07
= 7.105763
The price, the SL and TR functions for each vertex of Figure 4.10 are summarised
in Table 4.13.
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Table 4.13: Stop losses and target returns
Month t vertex v xv xv xv
0 1 6.6409 - -
1
2 6.889691 6.375264 7.105763
3 6.401093 6.375264 7.105763
2
4 7.147803 6.614104 7.105763
5 6.640900 6.614104 7.105763
6 6.640900 6.375264 6.849169
7 6.169945 6.375264 6.849169
3
8 - - -
9 - - -
10 6.889691 6.614104 7.105763
11 6.401093 6.614104 7.105763
12 6.889691 6.375264 6.849169
13 6.401093 6.375264 6.849169
14 - - -
15 - - -
4
16 - - -
17 - - -
18 - - -
19 - - -
20 7.147803 6.614104 7.105763
21 6.640900 6.614104 7.105763
22 - - -
23 - - -
24 - - -
25 - - -
26 6.640900 6.375264 6.849169
27 6.169945 6.375264 6.849169
28 - - -
29 - - -
30 - - -
31 - - -
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The PM exits the investment when either the SL or TR price have been reached.
At month 2, vertex 4 has reached the TR price (see Table 4.13). Hence, vertices
v = 8, 9, 16, 17, 18, 19 cannot occur. Similarly, vertex 7 has reached the SL price.
Hence, vertices v = 14, 15, 28, 29, 30, 31 cannot occur. At month 3, vertices v = 11, 12
have reached the SL and TR, henceforth vertices v = 22, 23, 24, 25 cannot occur. Fi-
nally, at month 4, vertex 20 and vertex 27 have reached the TR and SL respectively.
However, the latter does not alter the optimal policy as both vertices are at time stage
4 where the PM would exit the investment due to the time horizon.
DP recursion
We can now move on to the backward induction methodology reﬂected in the re-
cursion equation of DP Model 4.2. The solution methodology is the same as for the
illustrative example of thePMPs in Section 4.2.3.
Let yv be the cumulative return at vertex v and fv be the maximum expected
return available at vertex v of month t if an optimal policy is pursued from month t
to the end.
The DP Tables 4.14-4.18 summarise the maximum expected returns for each ver-
tex of each months.
Due to the SL being reached at vertex 11 and vertex 12, the objective function
f22, f23, f24 and f25 are not part of the DP process unlike in the FTSE example of the
PMPs in Section 4.2.3. Hence, f11 and f12 and the objective functions of its prede-
cessors have a diﬀerent value, namely smaller. Consequently, the maximum expected
return f1 at the beginning of the investment is also smaller compared to the PMPs
as the PM is forced to exit the investment more often.
Summary of results
The dynamic SL and TR constraints altered the graphical representation, the val-
ues of the objective function and the optimal policy compared to the FTSE example
for thePMPs.
The new optimal policy for FTSE 100 with a dynamic 7% TR and a dynamic 4%
SL suggests to the PM to keep the investment until the end of the 4th month except
if the asset price of vertex v = 4, 7, 11, 13 has been reached. Table 4.19 outlines the
optimal policy for thePMPd and the equivalent optimal policy for thePMPs.
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Table 4.14: DP table at t = 4
vertex v return yv fv
16 - -
17 - -
18 - -
19 - -
20 7.633% 7.633%
21 0% 0%
22 - -
23 - -
24 - -
25 - -
26 0% 0%
27 −7.0917% −7.0917%
28 - -
29 - -
30 - -
31 - -
Table 4.15: DP table at t = 3
vertex v return yv fv
8 - -
9 - -
10 3.7463% 4.2229%
11 −3.6111% −3.6111%
12 3.7463% 3.7463%
13 −3.6111% −3.1683%
14 - -
15 - -
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Table 4.16: DP table at t = 2
vertex v return yv fv
4 7.633% 7.633%
5 0% 0.7230%
6 0% 0.6572%
7 −7.0917% −7.0917%
Table 4.17: DP table at t = 1
vertex v return yv fv
2 3.7463% 4.5459%
3 −3.6111% −2.8047%
Table 4.18: DP table at t = 0
vertex v return yv fv
1 0% 1.262%
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Table 4.19: Optimal policy table
Month Vertex Stop forPMPs Stop forPMPd
0 1 × ×
1 2 × ×3 × ×
2
4
√ √
5 × ×
6 × ×
7
√ √
3
8 - -
9 - -
10 × ×
11 × √
12 × √
13 × ×
14 - -
15 - -
4
16 - -
17 - -
18 - -
19 - -
20
√ √
21
√ √
22
√
-
23
√
-
24
√
-
25
√
-
26
√ √
27
√ √
28 - -
29 - -
30 - -
31 - -
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4.3.4 Computational implementation
The computational methodology to achieve the optimal policy for thePMPd requires
at every state v the calculation of the dynamic SL and TR as these vary depending on
predecessor states. Due to the PMPd state-transition graph, for every vertex v there
is a unique path, or a ﬁnite number of paths, from the root to the vertex. Hence, the
search of all predecessor states is, conceptually at least, feasible and the highest and
lowest price realisations of those states for Equation 4.23 and 4.24 can be found.
The algorithmic approach for thePMPd is shown below.
Step 1: For each state v:
• Assign price xv
• Calculate xv and xv
– Search all predecessor states in path lv
– Find the highest and the lowest prices of all predecessor states
– Compute xv and xv using Equation 4.23 and Equation 4.24.
• Check xv < xv < xv and time(v) < tˆ
Yes Find the Forward Star of state v and go to Step 1 to assign prices to
all possible subsequent states, to calculate the SL and TR of those and
to check that prices are within the constraints’ bounds;
No Initialise objective function fv of state v using Equation 4.22. Note
that there are no subsequent states available from state v.
Step 2: Assign probabilities of occurrence pv′,v for all allowable states v ∈ V out(v′).
Step 3: Backtrack to obtain the optimal policy using Equation 4.21.
Memory limitations and the PMPd
The Forward Star data structure enables solving problems up to 24 time stages, equiv-
alently to 33.5 million vertices, due to the substantial memory savings achieved by
retaining information for successor vertices only. More speciﬁcally, the Forward Star
data structure minimises the memory requirement for such a state-transition graph
with the ability to automate the calibration of the data structure arrays rather than in-
putting manually the characteristics, which would be very tedious in view of the large
number. The Forward Star provides the forward movement in the state-transition
graph whilst the recursion provides the backward movement once the time horizon
had been reached.
However, a dynamic SL and a dynamic TR require the interrogation of predecessor
vertices at every time stage of the process and hence the ‘local’ backward movement
cannot be executed with the recursion. Available data structures in the literature,
such as the adjacency matrix or the incidence matrix, that provide full information
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on all paths in the state-transition graph at any time of the process, require a huge
amount of memory.
In addition, for every state of the system we now require ﬁve pieces of information
for determining the optimal policy; the price, the time stage, the SL, the TR and
the objective function. The latter increases substantially the memory requirements as
the number of time stages increases. For thePMPd, both the SL and TR necessitate
large memory, reducing problem sizes to very small and therefore uninterresting for
portfolio management in practice.
In order to minimise as much as possible the eﬀect of the path dependence and the
need of extra information, it is proposed in this research to compromise CPU time.
The path-dependence memory obstacle has been overcome through the insertion of
an array of size vˆ that provides structural information of the state-transition graph.
Speciﬁcally, the array stores the 1st degree predecessor of each vertex, hence by re-
cursive relation all predecessors in a path can be found.
The parent array assumes that every vertex of the decision tree has a single prede-
cessor. Hence, each predecessor vertex is linked to a diﬀerent time stage. In fact, the
predecessor vertex of time stage t represents the unique price realisation xt of random
variable Xt of problem Description 4.2. Therefore, this attribute makes possible the
calculation of the maximum and minimum past price realised.
Let’s assume a state has multiple 1st degree predecessor states, say two. In terms
of the state-transition graph, this can be represented in two alternative ways. First,
the vertex has 2 predecessor vertices. For example, vertex 9 of Figure 3.5 has vertex 5
and vertex 6 as predecessor vertices. Second, the case is represented as two diﬀerent
vertices with the same price, each with their associated independent predecessor and
path. For example, the equivalent vertices of the previous example are vertex 13 and
vertex 14 of Figure 4.10 which have the same price but diﬀerent predecessor vertices.
In the PMPd, the SL and TR values are path-dependent. So, the SL and TR of
vertex 13 and vertex 14 are distinguished with diﬀerent values. In fact, due to the
latter, vertex 13 continues the course of the investment until the end of the time hori-
zon whilst vertex 14 has ceased to exist due to its predecessor vertex 7 reaching the
dynamic SL bound. Note that, vertex 11 also has the same price and 1st degree pre-
decessor as vertex 13. However, the 2nd degree predecessor is diﬀerent and due to the
latter, vertex 11 has reached the dynamic SL. Clearly, for dynamic constraints where
previous price realisations matter, for clarity purposes the Binomial lattice should not
be used as the state-transition graph. Hence, the parent array solves the problem at
hand.
The extra information memory obstacle has been overcome through the following
methodology. In Step 1 of the PMPd algorithmic description, the SL xv and TR xv
for state v are calibrated with an external function that make use of the parent array.
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The two variables assigned to these calibrations are not retained in memory when the
next state with diﬀerent predecessors is computed. Note that successor vertices with
the same predecessor exhibit the same SL and TR values and this has been taken into
account so as to avoid redundant calculations. Instead of having two new arrays of
total size 2vˆ storing the constraints, we chose to insert two variables whose values are
stored temporarily until the price realisation of the state has been checked to lie inside
the price boundaries.
It is noteworthy that any path-dependent calculation can be computed as an ex-
ternal function with the use of the parent array by compromising CPU time.
The amount of data structure memory required in thePMPd versus the amount of
memory of other data structures in the literature that would accommodate the need
of thePMPd is presented in Table 4.20.
Table 4.20: Data structures memory requirements
Data structure inPMPd algorithm adjacency matrix incidence matrix
vˆ + eˆ︸ ︷︷ ︸
FS
+ vˆ︸︷︷︸
parent array
vˆ × eˆ vˆ × vˆ
= 2vˆ + eˆ
The state-transition graph representing thePMPd has always a smaller number of
vertices than edges due to the non-recombining tree nature, and therefore, the data
structure memory requirements in the PMPd is always smaller than the other data
structures if the total number of vertices in the state-transition tree vˆ ≥ 3, equivalent
to aPMPd with time horizon tˆ = 1.
4.3.5 Computational study
This section focuses on the computational observations of the PMPd algorithm. The
algorithm coded in C++ and run on a 3.6GHz Intel Core i5 processor with 4GB of
RAM. The computational times in this section represent the medians of the algorithm
executed 100 times.
The implications of path-dependent constraints and the extra state variables heav-
ily inﬂuences the memory requirements. However, as the computational times of the
PMPs are insigniﬁcant, we opted to minimise the memory eﬀects of the PMPd al-
gorithm by compromising time instead. Hence, the algorithm is capable of solving
problems with a state-transition graph of up to approximately 33.5 million vertices,
ie the same problem size as thePMP and thePMPs algorithms.
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CPU times
The CPU times, expressed in seconds, of the algorithm for the FTSE 100 index exam-
ple with time horizon tˆ = 24 are presented in Table 4.21. As the allowable price band
width augments, the number of vertices in the state-transition graph grows. Thus,
the CPU time increases until it reaches a bound of approximately 18.6 seconds where
the constraints no longer aﬀect considerably the state-transition graph.
We have shown in the illustrative example of Section 4.3.3 how the optimal pol-
icy of thePMPd changes with respect to the PMPs. The optimal policy of the PMPd
suggests to exit the investment more often compared to the PMPs. Consequently,
the state-transition graph contains a smaller number of vertices. Table 4.22 presents
the number of vertices in the state-transition graph of thePMP ,PMPs andPMPd for
various stop losses and target returns. The reduced number of vertices of the PMPd
impacts the number of state variables calculations, leading to smaller computational
times than thePMP andPMPs if the total number of vertices remain small.
If the total number of vertices is large however, the interrogation of predecessor
vertices for the calculation of the SL and TR functions increases the CPU time leading
to larger values than the PMPs. Figure 4.11 illustrates that the PMPd CPU time is
smaller, or equivalent in few instances, compared to thePMP and thePMPs when the
allowable price band width remains within the scale of a TR of 10% and of a SL of
8%. Once the price bands increases further, the CPU time of thePMPd is signiﬁcantly
greater.
In general, for any portfolio or asset, the number of vertices of the PMPd always
is less than or equivalent to the number of vertices of thePMPs.
Table 4.21: PMPd: CPU times for diﬀerent SL and TR
TR % SL % CPU median
3% 2% 14.727
7% 4% 14.761
10% 8% 14.805
25% 20% 17.176
50% 35% 18.44
100% 50% 18.893
300% 100% 18.581
400% 100% 18.59
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Table 4.22: Number of vertices for diﬀerent SL and TR
TR % SL % PMP PMPs PMPd
3% 2% 33, 554, 431 3 3
7% 4% 33, 554, 431 24, 571 95
8% 5% 33, 554, 431 392, 833 601
10% 8% 33, 554, 431 1, 771, 467 57, 235
15% 11% 33, 554, 431 7, 526, 779 1, 213, 903
20% 15% 33, 554, 431 13, 975, 003 5, 460, 343
22% 17% 33, 554, 431 19, 937, 971 12, 052, 023
25% 20% 33, 554, 431 24, 186, 991 18, 598, 155
50% 35% 33, 554, 431 32, 913, 271 32, 563, 651
100% 50% 33, 554, 431 33, 552, 939 33, 552, 639
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Figure 4.11: CPU times for diﬀerent allowable price band widths
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Optimal policy
The optimal policy of the PMPd is greatly inﬂuenced by the risk appetite reﬂected
in the values of the SL and TR. A large TR in conjunction to a large SL will be
mirrored on the maximum expected return at the beginning of the investment. For a
large risk appetite such as a TR of 18% and a SL of 14%, the optimal policy of the
FTSE 100 index example suggests to keep the investment as long as possible as the
maximum expected return increases as the time horizon grows. This is due to the
probabilities of occurrences of an up-movement being greater than the probabilities of
occurrences of a down-movement.
For a smaller TR and SL however, this is not always the case. The maximum
expected return at the beginning of the investment for a TR of 7% and a SL of 4% for
instance, remains constant for an investment with a time horizon of tˆ = 15 or more.
The latter is due to the number of vertices in the state-transition graph amounting to
95 (see Table 4.22), and, the fact that there are no possible paths in the state-transition
tree after time stage 15. Figure 4.12 illustrates the phenomenon in dotted curves, with
the maximum expected return at the beginning of the investment as the time horizon
increases. The remaining curves represent the equivalent maximum expected returns
for the PMPs, which are characterised with higher values. The same pattern can be
found for other vertices of the state-transition graph. Figure 4.13 presents the maxi-
mum expected returns of various vertices for thePMPd andPMPs with a TR of 12%
and a SL of 8%. The pattern is repeated again in Figure 4.14 and Figure 4.15 which
display the maximum expected reward at the beginning of the investment for tˆ = 24
as the percentage SL and TR increase respectively.
From a portfolio management prospective, the dynamic constraints allow to re-
strict the Maximum Drawdown, hence inﬂuencing positively important metrics of
performance. Figure 4.16 presents the MDD of thePMPs andPMPd for the FTSE 100
index example with a TR of 12% and a SL of 8% as the time horizon of the problem
increases. Whilst the MDD of the PMPd is bounded with the value of 10.44%, the
ﬁrst available loss following 8% in the discrete time SRP, the MDD of the PMPs is
also bounded with a MDD value of 19.8%. It is noteworthy that, unlike the initial
belief for the PMPs of a continuously increasing MDD as the number of time stage
grows, the MDD reaches a bound following the target return’s implications on the
state-transition graph.
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4.4 Summary conclusions
In this chapter, we have proposed a new Portfolio Management Problem (PMP ) com-
bining a DP approach with the widely used practices of a Stop Loss (SL) and a Target
Return (TR). The new problem has provided ﬂexibility in accommodating volatility
and Maximum Drawdown (MDD) to the portfolio manager’s need. Thus, the deci-
sion maker is equipped with a better tool for an eﬃcient investment. This ﬂexibility
however, may come at a cost in terms of maximising the expected return, a natural
consequence of the relation between risk-taking and return.
A problem deﬁnition has been proposed for the PMP with a static SL and TR
throughout the lifetime of the investment, referred to as PMPs. The problem has
been solved with a DP algorithm accommodating the allowable paths in the state-
transition graph with the necessary calibrations whilst ignoring the remaining paths,
hence saving CPU time compared to thePMP . The optimal policy has been adjusted
to adapt the managerial preferences of the portfolio manager directly reﬂected in the
SL and TR values. A beneﬁcial SL value has been deemed to be related to the volatil-
ity of the asset or the portfolio in order to avoid on one hand, exiting the investment
due to the market noise, and on the other hand, exiting with losses larger than neces-
sary. Hence, if an exit of the investment has occurred, then either it has been due to
the SL or TR value reached, or by the maximum expected return, if an optimal policy
was pursued until the end of the time horizon, not being beneﬁcial compared to the
available P&L.
We have further extended thePMPs by replacing the SL and TR with a dynamic
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version which adjusts the decisions in the optimal policy according to all previous price
realisations. The main feature of the PMP with dynamic constraints, referred to as
PMPd, is the path-dependence of the SL and TR. Consequently, the PMPd algorithm
has been suﬀering from the additional memory requirements rendering problem sizes
to be very small and uninteresting for portfolio management. An algorithm compro-
mising time in order to minimise the memory requirements has been designed, capable
to solve problems with a state-transition graph of up to 33.5 million vertices, the same
size as thePMP algorithm and thePMPs algorithm. This has been achieved with the
creation of a parent array, the structural nature of which has conﬁrmed the beneﬁt
of adding any additional path-dependent calculations without aﬀecting the memory
requirements. The additional CPU time of the PMPd in absolute terms however, re-
mains insigniﬁcant. The eﬀects of various SL or TR with respect to the maximum
expected reward at the beginning of the investment, are dependent on the number
of vertices in the state-transition graph. From a portfolio management prospective,
thePMPd allows an improved management of the MDD which gives a way of restrict-
ing the risk of the investment, directly inﬂuencing positively on important metrics of
performance.
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Chapter 5
PMP with Mean-reversion
In Chapter 4, the SL and TR were introduced into the PMP for portfolio risk man-
agement purposes. The asset price dynamics of the process, namely the price and
the probability of occurrence of each state, were considered as inputs to thePMP for
which the Binomial process with the GBM assumption was used in the illustrative ex-
amples. Therefore, the illustrative examples for this model assumed indeﬁnite growth.
In this chapter, we direct our focus on asset price dynamics to improve the realism of
the optimal policy. We propose a PMP for assets whose prices exhibit mean-reversion
and therefore, wide departures from the long term mean are increasingly less likely.
Mean-reversion allows us to quantify the likelihood of potential states in thePMP
process. Unlike previous chapters, the probabilities of occurrence of asset movements
are now calibrated subject to the time stage of the state and to asset prices at previ-
ous time stages. Consequently, optimal policies are less predictable than in the case
of a Binomial process, where probabilities of occurrence are constant from one time
stage to the next. The dependence on the actual asset prices for the calculation of
probabilities of occurrence introduces the concept of market memory in thePMP .
This chapter begins with the microeconomic explanation of why various assets
are believed to follow mean-reversion instead of growth. The basic mean-reverting
stochastic process in the literature is presented in order to describe the main features
of mean-reversion. Once mean-reversion implications on the PMP have been identi-
ﬁed, a mean-reversion rule developed to ﬁt the PMP structure is presented. A DP
formulation is shown and an example is given to illustrate the new features. Finally,
the computational aspects of the new problem and the associated results are discussed.
5.1 Mean-reversion
Mean-Reversion (MR) manifests itself in multiple forms in the ﬁnancial markets
and deﬁnitions of MR diﬀer from investment practitioner to investment practitioner
[23]. In a broad sense, MR is the tendency of an asset price to revert to its average
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value over time. Consider today’s price of an asset and assume that it is far less (or
greater) than its average. The MR concept suggests that the asset price would tend to
move up (or down) towards its average to compensate the diﬀerence, on the assump-
tion that very low (or very high) prices are temporary. A characteristic example of
MR is a local minimum (or maximum) of an asset price where the price rises (or falls)
after striking it. Apart from asset prices, the MR concept can be applied to rates and
asset returns.
The economic behaviour of a number of assets suggests prices reverting to an
equilibrium level. Characteristic examples are commodities or energy-related assets,
the prices of which ought to be related to their long-run marginal production cost,
to demand and supply, and to storage costs. MR reﬂects the asset price movements
in a more natural way than a growth model even in the presence of: oil production
policy coordinators (such as OPEC 1) aﬀecting oil prices, agricultural policy (such as
the Common Agricultural Policy of the EU 2) that ﬁxes prices of speciﬁc product to
ensure production, and, ﬁshing restriction policy on stocks for conservation purposes
(such as imposed by the Common Fishery Policy of the EU).
Another example is the interest rates which, on one hand, are bounded below by a
0% level and, on the other hand, cannot increase indeﬁnitely as in such cases economic
activity diminishes, resulting in a decrease of the rate. Hence, interest rates exhibit
MR instead of growth, and their values are set by the Central banks to meet economic
targets.
With a similar reasoning, real exchange rates or inﬂation rates are bounded above
and below and exhibit MR instead of growth. Consider an exchange rate with its
associated two currencies and assume that one country experiences economic growth
whilst the other not. This will be reﬂected in the currency exchange rate and, as one
of the two currencies becomes stronger, demand of goods and services diminishes as
they become less competitive in the other country’s market. Economic growth is thus
limited by the reduction of demand, and ultimately the exchange rate of the currency
will have to decrease perhaps to the point where goods and services are competitive
again.
Other types of ﬁnancial assets may exhibit MR for less obvious reasons. Evidence
in [49, 24, 37] suggests that stock returns for instance, exhibit MR. It is noteworthy
that the latter is not applicable in the case of mergers and acquisitions, bankruptcy or
dramatic changes of prospects of a company due to new technological advancements
or regulations.
In a mathematical context, MR suggests that the path of an asset leading to
the current price is of importance in predicting prices in the future, as the mean
or equilibrium level is derived from the path. In view of adapting this property
1Organisation of Petroleum Exporting Countries
2European Union
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that the GBM does not possess, a mean-reverting stochastic process describing the
evolution of an asset price was ﬁrst described by Ornstein and Uhlenbeck in [59].
The Ornstein-Uhlenbeck (OU) process upon which most mean-reverting processes
in the literature have been derived, describes the dynamics of xt and the equivalent
Stochastic Diﬀerential Equation is
dxt = θ(μ− xt)dt+ σdWt (5.1)
where the random market risk factor Wt is modeled by a Wiener process, the stan-
dard deviation σ characterizes the amplitude of market risk, and ﬁnally, the speed
of reversion θ represents the velocity at which the asset value (or asset return) xt at
time t regroups around the mean value μ. The mean value may represent the aver-
age value of the asset, a growth rate in the economy or an average return of an industry.
The ﬁrst term of Equation 5.1 represents the distance of the asset price from the
mean value. If the price is below the mean, then the distance term is positive and
the asset price is pulled upwards. Similarly, if the price is above the mean then the
distance term is negative, suggesting a downwards pull on xt.
The velocity at which the asset price is pulled depends on the speed of reversion
θ and is illustrated in Figure 5.1 for diﬀerent speeds of reversion. θ is the annualised
speed of reversion at which xt reverts towards μ and
1
θ
expresses the number of times
per year xt reverts to μ. For instance, if θ = 52 then mean-reversion occurs weekly.
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Figure 5.1: Eﬀect of diﬀerent speeds of reversion θ on asset prices
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For interest rates, the OU process was presented by Vasicek in [60]. However,
the feature of the OU process that interest rates can have negative values was from
a ﬁnancial prospective, undesirable. The bad feature was subsequently corrected in
the Cox-Ingersoll-Ross process [22] which allows no negative values of xt, this time
representing interest rates.
5.2 Problem deﬁnition
ThePMP with Mean-Reversion, also referred to asPMP−MR, can be formally stated
as follows:
A Portfolio Manager (PM) invests in a portfolio of assets. At each time stage,
the PM holds information on jˆ possible prices for the next time stage and calibrates
the associated probabilities of occurrence by applying a Mean-reversion Rule depen-
dent on past price realisations. Speciﬁcally, the probability of occurrence of a price
is inversely proportionate to the distance from the average of the last k asset prices.
If the PM decides to quit then a reward equivalent to the return of the portfolio is
generated. Alternatively, the PM may decide to continue. If, however, the return of
the portfolio reaches a target return or a maximum loss, then the PM is obliged to
exit the investment. At time stage tˆ stopping is required.
The objective of the PMP − MR is to select the time to stop the investment
in the portfolio so as to maximise the expected reward subject to a target return
and a maximum loss allowed. The objective of MR is to better reﬂect asset price
dynamics of a number of assets with the view to improve the objective of the problem.
The notation and the problem description for thePMP −MR is given in Table 5.1
and in Problem Description 5.1 respectively.
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Table 5.1: Notation: PMP −MR
Sets
T =
{
0, 1, . . . , tˆ
}
: Set of time stages, T0 ≡ T \ {0}
J = {1, 2, ..., jˆ} : Set of asset movements
Indices
t, t′ ∈ T : Time stages
j, j′ ∈ J : Asset movements
tˆ : Time horizon
jˆ : Maximum number of asset movements
Random variable
Xt : Asset Price at time stage t ∈ T0
Given:
xmin : Initial Stop Loss price
xmax : Initial Target Return price
Parameters
xt : Price at time stage t
slt(xmin, x0, ..., xt−1) : Stop Loss price at time stage t given xmin, x0, ..., xt−1
trt(xmax, x0, ..., xt−1) : Target Return price at time stage t given
xmax, x0, ..., xt−1
yt(xmin, xmax, x0, ..., xt) : Reward at time stage t given xmin, xmax, x0, ..., xt
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Problem Description 5.1 PMP −MR
Sequence of Random variables:
X1, ..., Xtˆ (5.2)
where Xt represents the asset price at time stage t.
Sequence of Stop Loss functions:
sl1(xmin, x0), ..., sltˆ(xmin, x0, ..., xtˆ−1) (5.3)
where
slt(xmin, x0, ..., xt−1) =
{
xmin, if SL is static
max {x0, ..., xt−1} × (1 + xmin−x0x0 ), otherwise
(5.4)
where xmin is the initial Stop Loss price.
Sequence of Target Return functions:
tr1(xmax, x0), ..., trtˆ(xmax, x0, ..., xtˆ−1) (5.5)
where
trt(xmax, x0, ..., xt−1) =
{
xmax, if TR is static
min {x0, ..., xt−1} × (1 + xmax−x0x0 ), otherwise
(5.6)
where xmax is the initial Target Return price.
Sequence of Reward functions:
y0, y1(xmin, xmax, x0, x1), ..., ytˆ(xmin, xmax, x0, ..., xtˆ) (5.7)
where
y0 = 0 (5.8)
yt(xmin, xmax, x0, ..., xt) =
xt − x0
x0
(5.9)
given
slt′(xmin, x0, ..., xt′−1) < xt′ < trt′(xmax, x0, ..., xt′−1), ∀t′ < t ∈ T0 (5.10)
where x0 is the asset price at time stage 0.
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In thePMP −MR, the entry point of the investment is represented by time t = 0
and the latest point of exit by time t = tˆ. The time horizon is divided evenly into
time-intervals measured in years called time stages.
The random variables Xt in Equation 5.2 represents the asset prices at time stage
t ∈ T whose varying joint distribution is determined at any time t by an MR rule.
The joint sample space is not aﬀected by the SL and TR bounds. The multistage
decision problem is reduced to an extent dependent on one hand, by the SL and TR
bounds being static or dynamic, and on the other hand, by the values of the bounds.
The stop loss functions slt(xmin, x0, ..., xt−1) in Equation 5.3 represents the price
at time stage t ∈ T where, when reached, the portfolio manager is forced to exit
the investment. If the SL is ﬁxed throughout the lifetime of the investment then
slt(xmin, x0, ..., xt−1) is equivalent to the initial SL price xmin regardless of the time
stage. If the SL price vary throughout the lifetime of the investment, then it trails the
highest price realisations up to time t−1 and allows a predeﬁned maximum drawdown,
the latter equivalent to
xmax − x0
x0
(see Equation 5.4).
Similarly at time stage t ∈ T , the portfolio manager is forced to exit the investment
when xt has reached the target return functions trt(xmax, x0, ..., xt−1) (Equation 5.5).
If the TR is ﬁxed throughout the lifetime of the investment then trt(xmax, x0, ..., xt−1) =
xmax regardless of the time stage. If the TR price varies throughout the lifetime of
the investment, then it trails the lowest price realisations up to time t− 1 and allows
a predeﬁned maximum drawup equivalent to
xmin − x0
x0
(see Equation 5.6).
Given that all previous price observations remain within the Target Return and
Stop Loss bounds, the portfolio manager observes price Xt = xt at time stage t
for which the probability distribution is determined by an MR rule dependent on
xt−1−k, ..., xt−1, k ∈ K. Thus, the varying joint distribution of random variables
Xt is known at any time t. No endogenous or exogenous cashﬂows over the lifetime
of the investment, apart from the return of the assets, are considered. Hence, the
portfolio manager decides whether to continue or quit the investment with a reward
yt(xmin, xmax, x0, ..., xt) equivalent to the cumulative return as the relevant funds are
subsequently invested in a risk-free asset oﬀering zero interest until the end of the
time horizon. The initialization is y0 = 0 and is not subject to constraints. Note that
when k > t, then the historical prices of the asset are used.
The problem description of the PMP −MR is a combination of the problem de-
scriptions PMPs and PMPd of Chapter 4 where the probability distribution of the
random variable Xt for t ∈ T0 diﬀers subject to MR. The latter aﬀecting the probabil-
ity distribution only, preserves the structure of the state-transition graph of thePMP
with a TR and SL (static or dynamic). The notation of the PMP −MR with static
and dynamic constraints arePMPs−MR andPMPd−MR respectively. Note that the
PMP −MR without constraints is a limit case of thePMPs −MR where xmax → ∞
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and xmin → ∞.
5.3 Problem formulation
One of the challenges of the PMP −MR is to reﬂect the market memory which re-
tains essential information for assets exhibiting MR. With the view to encompass the
features of the past to aﬀect the possible features of the future as the investment is
running, we propose in this section a mathematical formulation of an MR Rule for
the calibration of the probabilities of occurrence. The graphical representation of the
MR Rule is presented and, the associated features and the ﬁnancial interpretation are
discussed. This section ends with the new DP problem formulation with the path-
dependent probabilities of occurrence.
The DP notation for the mathematical formulation of the MR Rule and of the
PMP −MR is given in Table 5.2.
5.3.1 Mean-reversion (MR) rule
Whilst the SRP is in charge of selecting the best time to stop the investment in the
portfolio, MR is in charge of quantifying the tendency of future states in the DP sys-
tem by determining the probabilities of occurrence of possible prices at the next time
stage. Keeping in mind that MR is the tendency of an asset price to revert to its aver-
age over time, a MR Rule has been developed for thePMP where the probabilities of
occurrence are inversely proportional to the distance from the average asset price. This
way, the market memory is introduced at every time stage of the process. Note that
this rule is arbitrary and we can use another function of distance instead of the inverse.
The MR Rule is based on three factors. The ﬁrst factor stems from the probability
distribution of random variable Xt where
∑
xt
P (Xt = xt) = 1 as xt exhausts the set
of all possible values of Xt. The second factor emerges from the deﬁnition of MR from
which we can deduce that the further away a price is from the average, the less likely
it is to happen. Finally, the last factor is the relation between distances of all possible
prices from the average asset price, assuming that there are at least two possible asset
movements.
For the mathematical formulation of the MR rule, let v ∈ V and v′j ∈ V out(v), j ∈
J . Given length of history k and path lv ∈ L ending at vertex v, let μv(k) be
the average price at vertex v and pv,v′j be the probability of occurrence of v
′
j . Due
to the choice of representing the state-transition graph as a tree, each vertex v at
time stage t has a unique path lv and consequently, a unique average price μv(k).
Thus, let xt−(k−1), ..., xt be the last k asset prices corresponding to path lv. Then
μv(k) =
xt−(k−1) + ...+ xt
k
.
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Table 5.2: DP notation: PMP −MR
J = {1, 2, ..., jˆ} : Index set of successor vertices
V in(v) = {v′ ∈ V | (v′, v) ∈ E} : Set of predecessor vertices of v ∈ V
L = {l1, l2, ..., lvˆ} : Set of all paths in G
Vertices
v, v′ ∈ V
Given:
xmin : Initial Stop Loss price
xmax : Initial Target Return price
k ∈ K = N : Length of “history”
Parameters
lv ∈ L : A path in G ending at vertex v
xv : Price at vertex v
xv : SL price at vertex v given lv and xmin
xv : TR price at vertex v given path lv and xmax
μv(k) : Average price at vertex v of the last k
prices of lv
dj : Distance of jth successor vertex from μv(k)
pv,v′ = pv,v′(k, lv) : Probability of occurrence of v′ ∈ V out(v)
given lv and k
Objective function
fv : Maximum expected reward
available at vertex v
With respect to the three factors mentioned, an MR Rule for the PMP in the
form of a system of linear equations has been developed and formulated as seen in
Mean-reversion Rule 5.1. The vertices of G are the same as for the GBM but the
probabilities of occurrence are new. Note that unlike previous chapters, the probabil-
ity of occurrence pv,v′j is path-dependent.
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MR Rule 5.1 Linear system
∀pv,v′j ≥ 0: ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
∑
v′j∈V out(v)
pv,v′j = 1
pv,v′j =
| xv′
j′
− μv(k) |
| xv′j − μv(k) |
pv,v′
j′
∀{j, j′}, j, j′ ∈ J
(5.11)
where μv(k) represents the average price at vertex v of the last k prices of path lv
and {j, j′} an unordered pair of two asset movements.
Consistency and unique solution of MR Rule 5.1
The solution of the linear system in Equation 5.11 provides the probabilities of oc-
currence at the next time stage, assuming the system is consistent. The relation
between the number of unknowns and the number of equations is tightly related to
the consistency of the system. Speciﬁcally, the number of unknowns in MR Rule 5.1 is
equivalent to the number of probabilities of occurrences, namely | J |= jˆ. The number
of equations corresponds to
(
jˆ
2
)
+ 1 =
jˆ(jˆ− 1)
2
+ 1, where the ﬁrst term represents
the number of combinations of unordered pairs of two asset movements.
For the case jˆ = 2, the system has the same number of unknowns and equations,
thus, most likely, leading to a single solution. For the case jˆ > 2, the system has
a greater number of equations than unknowns, potentially leading to no solution for
being an overdetermined system. It can be observed however, that all equations are
not independent. For instance, the relation of the probability of asset movement 2
with respect to asset movement 3 can be derived by the relations of asset movement 1
with respect to 2, and by the relation of asset movement 1 with respect to 3. Namely,
Equation 5.14 can be derived by dividing Equation 5.13 with Equation 5.12.
pv,v′1 =
| xv′2 − μv(k) |
| xv′1 − μv(k) |
pv,v′2 (5.12)
pv,v′1 =
| xv′3 − μv(k) |
| xv′1 − μv(k) |
pv,v′3 (5.13)
pv,v′2 =
| xv′3 − μv(k) |
| xv′2 − μv(k) |
pv,v′3 (5.14)
In fact, if for one asset movement all relations with respect to the remaining jˆ− 1
asset movements are available, then all other relations can be derived. Therefore, for
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the case jˆ > 2, the system has jˆ independent equations and jˆ unknowns, thus, most
likely, leading to a unique solution of the system.
For clarity purposes in algebraic calculations, we will abbreviate the notation of the
distance of the jth successor vertex of v from the average price with dj =| xv′j−μv(k) |.
With the use of the derived number of independent equations being equivalent to the
number of unknowns, we will demonstrate that the augmented matrix of the linear
system in Equation 5.15 can be reduced to echelon form.⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∑
v′j∈V out(v)
pv,v′j = 1
pv,v′1 =
dj
d1
pv,v′j ∀ j ∈ J \ {1}
(5.15)
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
pv,v′1 + pv,v′2 + pv,v′3 + . . . + pv,v′jˆ = 1
pv,v′1 − d2d1 pv,v′2 = 0
pv,v′1 − d3d1 pv,v′3 = 0
...
...
pv,v′1 −
djˆ
d1
pv,v′jˆ = 0
⇔
⎡
⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1
1 −d2d1 0 0 . . . 0 0
1 0 −d3d1 0 . . . 0 0
... 0
1 0 . . . . . . . . . − djˆd1 0
⎤
⎥⎥⎥⎥⎥⎥⎦ ∼
⎡
⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1
0 −d2d1 0 0 . . .
djˆ
d1
0
0 0 −d3d1 0 . . .
djˆ
d1
0
...
...
1 0 . . . . . . . . . − djˆd1 0
⎤
⎥⎥⎥⎥⎥⎥⎦ ∼
∼
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1
0 −d2d1 0 0 . . .
djˆ
d1
0
0 0 −d3d1 0 . . .
djˆ
d1
0
...
...
0 −1 −1 . . . . . . −
[
djˆ
d1
+ 1
]
−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
∼
∼
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1
0 −d2d1 0 0 . . .
djˆ
d1
0
0 0 −d3d1 0 . . .
djˆ
d1
0
...
...
0 0 −1 . . . . . . −
[
djˆ
d1
+ 1 +
d1djˆ
d2d1
]
−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
∼
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∼
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1
0 −d2d1 0 0 . . .
djˆ
d1
0
0 0 −d3d1 0 . . .
djˆ
d1
0
...
...
0 0 0 −1 . . . −
[
djˆ
d1
+ 1 +
djˆ
d2
+
djˆ
d3
]
−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
∼ . . . ∼
∼
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1
0 −d2d1 0 0 . . .
djˆ
d1
0
0 0 −d3d1 0 . . .
djˆ
d1
0
...
...
0 0 . . . . . . 0 −
[
djˆ
d1
+ 1 +
djˆ
d2
+
djˆ
d3
+ . . .+
djˆ
djˆ−1
]
−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
∼
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1 1
0 −d2d1 0 0 . . .
djˆ
d1
0
0 0 −d3d1 0 . . .
djˆ
d1
0
...
...
0 0 . . . . . . 0 −
[
djˆd2···djˆ−1+d1d2···djˆ−1+...+djˆd1···djˆ−2
d1d2···djˆ−1
]
−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
Therefore, given that ∀dj ∈ R+ ∪ 0, the probability of occurrence of the jth suc-
cessor vertex of v is equivalent to:
pv,vjˆ =
1
djˆd2 · · · djˆ−1 + d1d2 · · · djˆ−1 + . . .+ djˆd1 · · · djˆ−2
d1d2 · · · djˆ−1
=
djˆ missing︷ ︸︸ ︷
d1d2 · · · djˆ−1
d2 · · · djˆ︸ ︷︷ ︸
d1 missing
+ d1d3 · · · djˆ︸ ︷︷ ︸
d2 missing
+ d1d2d4 · · · djˆ︸ ︷︷ ︸
d3 missing
+ . . .+ d1 · · · djˆ−1︸ ︷︷ ︸
djˆ missing
Back substituting, we conclude that the system has a unique solution and that
∀j ∈ J the probability of occurrence is given by Equation 5.16.
5.3. Problem formulation 147
MR Rule 5.2 Solution of linear system
pv,v′j =
∏
i∈J\{j}
di
∏
i∈J\{1}
di +
∏
i∈J\{2}
di + . . .+
∏
i∈J\{jˆ}
di
(5.16)
The extreme case where one of the prices xv′j = μv or xv′j −μv → 0, then pv,v′j = 1
and all other probabilities equivalent to 0.
Graphical representation
In this section, the graphical representation of MR Rule 5.1 for which for simplicity
purposes, the case where jˆ = 3 possible asset movements is considered, is presented
in Figure 5.2.
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Figure 5.2: Illustrative MR Rule for jˆ = 3
At time stage t, state v with price xv is observed. The associated average price
μv = μv(k) of the last k prices of path lv becomes the reference point upon which
successor states at time stage t + 1 are compared. Speciﬁcally, the distances from
μv(k) of subsequent prices xv′j , j ∈ J are calculated. The analogies of the distances
are reﬂected in the probabilities of occurrence calculated using Equation 5.16. For
this illustrative example, the unique solution to the linear system is
148 Chapter 5. PMP with Mean-reversion
⇔
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
pv,v′1 =
d2d3
d1d2 + d1d3 + d2d3
pv,v′2 =
d1d3
d1d2 + d1d3 + d2d3
pv,v′3 =
d1d2
d1d2 + d1d3 + d2d3
(5.17)
If, for instance, d1 = 60, d2 = 30 and d3 = 10, then pv,v′1 = 0.11111, pv,v′2 = 0.22222
and pv,v′3 = 0.66667.
MR and the PMP −MR state-transition graph
MR Rule 5.1 alters the joint probability distribution of random variables Xt in Prob-
lem Description 5.1, thus not aﬀecting the structure of thePMP−MR state-transition
graph. However, values of state variables undergo some changes and the associated
observations are discussed in this section.
The ﬁrst observation is that for any v′1, v′2 ∈ V, V in(v′1) = V in(v′2) = v, the aver-
age price μv(k) upon which prices xv′1 and xv′2 are compared, is the same. In general,
probabilities of occurrence pv,v′1 and pv,v′2 , diﬀer due to d1 = d2. In the extreme case
where d1 = d2 with one price above the average and the other below, then pv,v′1 = pv,v′2 .
For any v, v′ ∈ V, V in(v) = V in(v′), most likely the average prices and therefore,
the probabilities of occurrence are diﬀerent. Consider the case where average prices
are the same. MR Rule 5.1 requires the distances of prices of the successor vertices
and the analogies between the distances, to be all the same for the probabilities of
occurrence of vertex v and vertex v′ to be equal.
It is noteworthy that MR Rule 5.1 exhibits one dependence relation, namely
predecessor-successor relation expressed through
∑
v′j∈V out(v)
pv,v′j = 1. The latter is
in accordance with the fundamental principal of dynamic optimisation which states
that every initial optimal decision is also optimal at a latter stage. Hence a relation
exists between a problem at time stage t and its subsequent subproblem at time stage
t+ 1. However, no relation exists between two subproblems at the same time stage.
Features and ﬁnancial interpretation of MR Rule 5.1
The OU process described in Section 5.1 calibrates a sequence of future prices, one for
each time stage, given μ, θ and σ of Equation 5.1. These parameters, calculated using
a linear regression for instance, use historical data up to time t = 0 included and are
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then ﬁxed for the calibration of all prices in the sequence. For diﬀerent values of speed
of reversion θ, diﬀerent asset price dynamics can be represented. In thePMP −MR,
the portfolio manager “is given” a choice of possible asset price dynamics at the next
time stage and MR Rule 5.1 suggests that the closer the price is from the mean the
more likely it is to happen. Thus, unlike in the OU process, there is no feature in the
model for diﬀerent speeds of reversion. We also note that μ in thePMP −MR is of a
dynamic nature as it is calculated as an average of a speciﬁed time window that shifts
as the investment is running.
The positive or negative sign of the drift term in Equation 5.1 determines if the
price is pulled upwards or downwards respectively. The equivalent concept on the
probabilities of occurrence in MR Rule 5.1 has been omitted as two cases cannot be
determined (see Table 5.3). Let xv′1 , xv′2 ∈ V out(v) and xv′1 > xv′2 .
The ﬁnancial interpretation of MR Rule 5.1 is that if the price of an asset has been
moving up (or down) in the last few time periods and is much higher (or lower) than
the average price, then the asset is more likely to fall (or rise) in the near future. A
good representation of the average price is therefore of essence. The main role of the
average is to aﬃrm the established trend of an asset around which prices revert to and
a number of parameters aﬀecting how well the average grasps the trend, are discussed
in this section. The average price of the last k prices for instance, can be calculated
in multiple ways. In practice, amongst the most commonly used averages that ﬁt
the PMP −MR structure is the simple moving average which gives equal weight
to all data prices regardless of the time stage (see Equation 5.18). The weighted
average and the exponential weighted average however, gives greater weight to
recent data prices than older data prices. The weighted average decreases the weight
of prices as they get older in a linear way (see numerator of Equation 5.19), whereas
the exponential weighted average in an exponential way (see numerator of Equation
5.20). In this research, we focus on the simple moving average.
xt + xt−1 + . . .+ xt−k−1
k
(5.18)
k · xt + (k − 1) · xt−1 + . . .+ 1 · xt−(k−1)
k + (k − 1) + . . .+ 1 (5.19)
xt + (1− α) · xt−1 + (1− α)2 · xt2 + . . .+ (1− α)k−1 · xt−(k−1)
k + (k − 1) + . . .+ 1 (5.20)
The length of history k is another parameter in MR Rule 5.1 that undoubtedly
aﬀects the optimal policy of thePMP −MR. Diﬀerent lengths of history implies dif-
ferent distances upon which prices at the next time stage are compared. Hence, the
probabilities of occurrence and the optimal policy are aﬀected.
In trading, a short-term investment is usually represented with an length of history
of 10−20 days, whilst a medium-term and long-term with an length of history 50 days
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and 100− 200 days respectively. In thePMP −MR, the choice of length of history k
vary on a number of factors such as the asset type. For instance, a long length history
for a forex asset which aims to take advantages of small ups and downs, is bound to
be disadvantageous. A short length of history on the other hand, for a portfolio of
bonds would also be meaningless. The asset type however, cannot be the sole factor
of the length of history as the length of the time stage of thePMP also plays a role.
For instance, if the portfolio consists of a forex asset and the time stage is equivalent
to 5 days, then the length of history is kept short. Another factor in determining the
length of history worth noting, is the time horizon the PM is willing to trade the asset.
5.3.2 The PMP −MR
The objective of the PMP − MR is to provide the portfolio manager with a set of
exit strategies for assets exhibiting MR so as to maximise the expected reward with
the view to taking advantage of the recent market information. The probabilities of
occurrence calibrated using MR Rule 5.2 use data of a speciﬁed time-window which,
as the investment is running, adjust to include the latest market information. DP
with its decomposition of the problem into interrelated subproblems, oﬀers ﬂexibility
in accommodating the dynamically changing market information. The mathematical
formulation of thePMP −MR is given in DP Model 5.1 and the process is presented
in Figure 5.3.
At time stage t, state v is observed. If xv ≤ xv or xv ≥ xv then the objective
function fv, representing the maximum expected reward, is calculated using Equation
5.22, ie fv =
xv − x1
x1
. If, however, xv < xv < xv then fv depends on the jˆ possible
states at time stage t + 1. For each possible state v′ ∈ V out(v), the associated prob-
ability of occurrence pv,v′ is determined by Equation 5.23. Therefore, each state v′
at time stage t + 1 can be considered as a new state v of time stage t. The process
is then repeated for all time stage t = 1, ..., tˆ − 1. Finally, at any state of time stage
tˆ, if reached due to the imposed constraints, the objective function is initialised by
Equation 5.22. Note that the probabilities of occurrences pv,v′ are path-dependent
whilst this is the case for the SL and TR only when set to be of a dynamic nature.
The DP Model 5.1 decomposes the main problem into subproblems which are
thereupon solved sequentially until the base case of the recursion is reached. The
latter is guaranteed due to the state-transition graph exhibiting a ﬁnite number of
sequences of transition states. To this end, the combined solutions of the subproblems
constitute the optimal policy, ie the objective of the PMP − MR. The optimal
policy discloses the best time to quit the investment so that the expected return is
maximised. Given the market information at time stage t, the optimal policy advises
either to exit the investment if the portfolio has reached the target return or the stop
loss, or, if the expected return at time stage t+1 is less than the reward at time stage
t. Alternatively, the optimal policy advises to continue the investment.
Note that if the PM does not wish to place a TR and/or a SL then xmax = ∞ and
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xmin = −∞ are set respectively.
DP Model 5.1 PMP −MR
fv = max
⎡
⎣xv − x1
x1
,
∑
v′j∈V out(v)
fv′ × pv,v′j
⎤
⎦ , ∀v if xv < xv < xv
and V out(v) = ∅ (5.21)
=
xv − x1
x1
, otherwise (5.22)
where
pv,v′j =
∏
i∈J\{j}
di
∏
i∈J\{1}
di +
∏
i∈J\{2}
di + . . .+
∏
i∈J\{jˆ}
di
(5.23)
xv = xmin, if SL is static (5.24)
= max
{
xv′ | v′ ∈ lv \ {v}, v′ ∈ V
}× (1 + xmin − x1
x1
) , otherwise
(5.25)
xv = xmax, if TR is static (5.26)
= min
{
xv′ | v′ ∈ lv \ {v}, v′ ∈ V
}× (1 + xmax − x1
x1
), otherwise
(5.27)
given x1 is the asset price at the root of the tree, xmin and xmax the initial SL and
TR prices respectively.
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Figure 5.3: DP Process ofPMP −MR
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5.4 An illustrative example
In this section, the step-by-step solution approach of thePMP −MR is demonstrated.
For illustrative purposes, the FTSE 100 index example with a static SL and TR of
Section 4.2.3, is solved using MR Rule 5.2. The methodology presents clearly the
impact of the new probabilities of occurrence on the optimal policy.
The PMPs −MR for the FTSE 100 index
A portfolio containing futures of the FTSE 100 index worth £1 million is invested
on the 18th May 2007. A Stop Loss of £40, 000 and a Target Return of £70, 000
proﬁt are imposed by the PM. Every month, the PM is informed of two possible
prices for the next month and their associated probability of occurrence is calibrated
through MR Rule 5.2 dependent on the asset prices of the last three months. If the
PM decides to quit, a reward equivalent to the return of the portfolio is generated.
Alternatively, the PM may decide to continue. If, however, the returns of the portfolio
reaches the ﬁxed SL or TR, then the PM is obliged to exit the investment. At the 4th
month stopping is required.
When should the PM stop the investment such that the expected return of the port-
folio is maximised?
So far in this research, the Binomial tree with GBM have been used to determine
the possible prices and their associated probabilities of occurrence for thePMP . The
model assumes that an asset follows a multiplicative binomial process over discrete
time periods where the asset price and its probability of occurrence is derived by the
two possible return factors: 1.037463 with probability 0.553244 and 0.963889 with
probability 0.446756 (Table 4.3). In this chapter, whilst we assume the asset price is
derived by the two possible return factors, the probability of occurrences vary for each
vertex of the state-transition graph. Consequently, the solution methodology of the
PMPs−MR starts with the graphical representation of the FTSE 100 index price tree
and its allowable paths with respect to the SL and TR. Given those, the probabilities
of occurrences for each vertex of the graph are derived using MR Rule 5.2. Finally,
the backward induction methodology reﬂected in the recursion equation of DP Model
5.1 is utilised to determine the optimal policy.
Graphical representation
The graphical representation of the FTSE 100 index price tree rounded at the third
decimal place is illustrated in Figure 5.4.
Notice that vertex 10 and vertex 12 of month 3 for instance, have the same price
and this is due to the same total number of up- and down-movements. Figure 5.4
diﬀerentiates vertex 10 from 12 in that vertex 10 has path l10 = {1, 2, 5, 10} and
5.4. An illustrative example 155
?
?
?
?
?
?
?
?
?
??
??
??
??
??
??
?????
?????
?????
?????
?????
?????
?????
?????
?????
?????
?????
?????
?????
?????
?????
????????????????????????????
??
??
?????
?????
??
??
?????
?????
??
?????
???????
?????
?????
?? ?????
?????
?? ?????
?????
??
?????
???????
?????
?????
??
??
??
??
??
??
???????
Figure 5.4: PMP −MR: FTSE price tree
vertex 12 has l6 = {1, 3, 6, 12}. This diﬀerentiation is necessary in the calculation of
probabilities of occurrence as MR Rule 5.2 is path-dependent.
The TR of £70, 000 is equivalent to 7% of the total investment. In terms of
price, if the FTSE reaches 6.64 × (1 + 0.07) = 7.105 then the PM is forced to exit.
Note that vertex v = 4 has reached the target return. The PM therefore quits the
investment and consequently, paths in the state-transition graph ending at vertex
v = 8, 9, 16, 17, 18, 19 are not allowed to be in the ﬁnal solutions. Vertex 20 and ver-
tex 24 also have reached the TR bound. However, the portfolio manger would exit
the investment in any case due to the time horizon being at month 4.
Similarly, the SL is reached when the price is equivalent or below 6.64×(1−0.04) =
6.375264. Notice that at vertex v = 7 where the SL has been reached, the portfolio
manager is forced to exit the investment. Hence, paths in the state-transition graph
ending at vertex v = 14, 15, 28, 29, 30, 31 are not allowed to be in the ﬁnal solutions.
Vertex v = 23 and vertex v = 27 also have reached the SL bound. However, the
portfolio manger would exit the investment at the 4th month due to the time horizon.
It is interesting to note that reaching a SL or TR constraint at the 4th month, as
is the case of vertex v = 20, 21, 23, 27, does not aﬀect the optimal policy as no penalty
is imposed.
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Determination of pv,v′
The assumption that an asset price reverts to its average over time necessitates the
calculation of the average at each time stage of the process and depends on past price
realisations. To this end, with the use of MR Rule 5.1, the probabilities of occurrence
for each vertex of the tree are aﬀected by the average and thus, are subject to change.
The solution of the system of linear equations for the FTSE 100 index example is
given in Equation 5.28.
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
pv,v′1 = pv,v′1(3, lv) =
|xv′2−μv(3,lv)|
|xv′1−μv(3,lv)|+|xv′2−μv(3,lv)|
pv,v′2 = pv,v′2(3, lv) =
|xv′1−μv(3,lv)|
|xv′1−μv(3,lv)|+|xv′2−μv(3,lv)|
(5.28)
Let μv(3) be a simple moving average. For vertex 20 and vertex 21 at the 4th
month for instance, the associated averages and the probabilities of occurrence are:
μ20(3) =
x10 + x5 + x2
3
=
6.889691 + 6.6409 + 6.889691
3
= 6.806761
= μ21(3, l10)
p10,20(3, l10) =
| 6.6409− 6.806761 |
| 7.147803− 6.806761 | + | 6.6409− 6.806761 |
= 0.327204
p10,21(3, l10) =
| 7.147803− 6.806761 |
| 7.147803− 6.806761 | + | 6.6409− 6.806761 |
= 0.672796
For vertex 4 and vertex 5 at month 2 however, only two asset prices can be retrieved
from the FTSE 100 price tree whilst the averages require 3 asset movements. Hence,
the historical price of the FTSE 100 one month prior the investment entry point,
namely the index price on 18th April 2007, is used to calculate the averages and the
probabilities of occurrence (see below).
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μ4(3) =
x2 + x1 + [FTSE price on 18/04/07]
3
=
6.889691 + 6.6409 + 6.4494
3
= 6.659997
= μ5(3, l2)
p2,4(3, l2) =
| 6.6409− 6.659997 |
| 7.147803− 6.659997 | + | 6.6409− 6.659997 |
= 0.037674
p2,5(3, l2) =
| 7.147803− 6.659997 |
| 7.147803− 6.659997 | + | 6.6409− 6.659997 |
= 0.962326
In a similar manner, vertices of month 1 uses the historical prices of one and two
months prior the investment date in order to calculate the averages and probabilities of
occurrence. The average and the probability of occurrence for each vertex of the state-
transition graph are summarised in Table 5.4. It is interesting to note that even though
the prices at vertex 10 and vertex 12 are the same and, under a recombining tree, would
be the same vertex, their probabilities of occurrence are unequal. Speciﬁcally, vertex
10 is more likely to happen than vertex 12. Hence for the FSTE 100 index example
with SL 4% and TR 7%, two consecutive up-movements are less likely to happen than
a down-movement followed by an up-movement. It can also be observed that some
states of the system are very unlikely to happen. Such examples are state 23 and state
24. This stems from the fact that the alternative possible asset movement is very close
to the associated average.
DP recursion
All allowable prices and their associated probability of occurrence have been deter-
mined. We can now move on to the backward induction methodology reﬂected in the
DP formulation of thePMP −MR.
Let yv be the cumulative return at vertex v and fv be the maximum expected
return available at vertex v of month t if an optimal policy is pursued from month t
to the end.
The solution methodology starts at month 4 where the initialisation of the ob-
jective function fv happens for v = 20, 21, ..., 27. In addition, due to xmax reached
at vertex v = 4 and xmin at vertex v = 7, the objective functions are equivalent to
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Table 5.4: Probabilities of occurrence and prices
Month t vertex v xv μv(3) pv,v′(3, lv)
0 1 6.6409 6.361067 1
1
2 6.889691 6.426567 0.052137
3 6.401093 6.426567 0.947863
2
4 7.147803 6.659997 0.037674
5 6.640900 6.659997 0.962326
6 6.640900 6.497131 0.694729
7 6.169945 6.497131 0.305271
3
8 - - -
9 - - -
10 6.889691 6.72383 0.660538
11 6.401093 6.72383 0.339462
12 6.889691 6.560964 0.327204
13 6.401093 6.560964 0.672796
14 - - -
15 - - -
4
16 - - -
17 - - -
18 - - -
19 - - -
20 7.147803 6.806761 0.327204
21 6.6409 6.806761 0.672796
22 6.6409 6.643895 0.993721
23 6.169945 6.643895 0.006279
24 7.147803 6.643895 0.005908
25 6.6409 6.643895 0.994092
26 6.6409 6.481029 0.660538
27 6.169945 6.481029 0.339462
28 - - -
29 - - -
30 - - -
31 - - -
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fv =
xv−x1
x1
for v = 4, 7. Vertices v = 20, 21, ..., 27 of Figure 5.4 are then utilised
to move backwards one month in the tree. Equation 5.21 is applied to compute the
objective functions of vertices v = 10, 11, 12, 13. For vertex 10, Equation 5.21 becomes:
f10 = max
[
x10 − 6.6409
6.6409
, f20 × p10,20(3, l10) + f21 × p10,21(3, l10)
]
= max
[
6.889691− 6.6409
6.6409
, 0.076330× 0.327204 + 0× 0.672796
]
= max[0.037463, 0.024975]
= 0.037463
The DP tables below summarise the maximum expected returns for each vertex
of each month.
Table 5.5: DP table at t = 4
vertex v return yv fv
16 - -
17 - -
18 - -
19 - -
20 7.633% 7.633%
21 0% 0%
22 0% 0%
23 −7.0917% −7.0917%
24 7.633% 7.633%
25 0% 0%
26 0% 0%
27 −7.0917% −7.0917%
28 - -
29 - -
30 - -
31 - -
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Table 5.6: DP table at t = 3
vertex v return yv fv
8 - -
9 - -
10 3.7463% 3.7463%
11 −3.6111% −0.0445%
12 3.7463% 3.7463%
13 −3.6111% −2.4074%
14 - -
15 - -
Table 5.7: DP table at t = 2
vertex v return yv fv
4 7.633% 7.633%
5 0% 2.4595%
6 0% 0%
7 −7.0917% −7.0917%
Table 5.8: DP table at t = 1
vertex v return yv fv
2 3.7463% 3.7463%
3 −3.6111% −2.1649%
Table 5.9: DP table at t = 0
vertex v return yv fv
1 0% 0%
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Summary of results
Unlike the FTSE example of thePMPs without MR, the optimal policy of thePMPs−
MR suggests not to invest in the portfolio at all as the maximum expected return at
the beginning of the investment is zero (see Table 5.10).
Table 5.10: Optimal policy table
Month Vertex Stop forPMPs Stop forPMPs −MR
0 1 × √
1 2 ×
√
3 × ×
2
4
√ √
5 × ×
6 × √
7
√ √
3
8 - -
9 - -
10 × √
11 × ×
12 × √
13 × ×
14 - -
15 - -
4
16 - -
17 - -
18 - -
19 - -
20
√ √
21
√ √
22
√ √
23
√ √
24
√ √
25
√ √
26
√ √
27
√ √
28 - -
29 - -
30 - -
31 - -
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5.5 Computational implementation
The determination of allowable prices upon which the portfolio manager is able to
act and their associated probabilities of occurrence constitute on one hand, the two
main steps in the computational methodology of the PMP −MR, and on the other
hand, the source of unmanageable memory requirement. This section outlines the
description of the algorithm for thePMP −MR and discusses how the minimisation
of memory requirements has been achieved.
Step 1: For each state v:
• Assign price xv
• Compute xv and xv
Case static Calibrate xv and xv using Equation 5.24 and Equation 5.26;
Case dynamic Search all predecessor states in path lv and ﬁnd the high-
est and the lowest prices. Calibrate xv and xv using Equation 5.25 and
Equation 5.27.
• Check xv < xv < xv and time(v) < tˆ
Yes Search for the Forward Star of state v and go to Step 1 to assign prices
to all possible successor states, to calculate the SL and TR of those
and to check that prices are within the constraints’ bounds;
No Calculate objective function fv of state v using Equation 5.22. Note
that there are no successor states available from state v.
Step 2: For each allowable state v and time(v) < tˆ:
• Check time(v) ≥ k
Yes Search and retrieve asset prices of the last k− 1 predecessor states of
path lv;
No Search and retrieve asset prices of the last time(v) predecessor states
of path lv. Given the length of the time stage in years, calculate the
equivalent historical dates to retrieve the k − 1 − time(v) historical
prices of the asset.
• Calculate μv(k)
• Calculate all pv,v′ such that v′ ∈ V out(v) using Equation 5.16
Step 3: Backtrack to obtain the optimal policy using Equation 5.21.
Memory limitations and the PMP −MR
Similarly as the dynamic SL and TR, the probabilities of occurrence require the inter-
rogation of predecessor vertices at every time stage of the process. The available data
structures in the literature providing full information of paths in the state-transition
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graph require a large amount of memory, rendering problem sizes to be very small and
uninteresting for portfolio management. In Section 4.3.4, the creation of a structural
array, referred to as the parent array, enabled to minimise the additional memory
requirements that originated from the path-dependent SL and TR by compromising
time. The same parent array is used once more, this time for the path-dependent prob-
abilities of occurrence. Thus, the memory requirements of thePMP −MR algorithm
remain the same as thePMPd and the algorithm is capable of solving problems with
a graphical representation using state-transition graph of up to 33.5 million vertices.
However, the computational complexity and the CPU time increases the extent to
which depends on the constraints being static or dynamic, and on the length of history
k used in MR Rule 5.1. Speciﬁcally, the probabilities of occurrence are calibrated
with an external function that makes use of the parent array by looping until the kth
predecessor state is found. If however, the length of history used in the MR Rule is
greater than the number of predecessor states available, then the algorithm calculates
the historical dates at which thePMP time interval length would fall and extracts the
historical prices of the asset. It is noteworthy that the calibration of the probability
of occurrence of the non-allowable states are not taking place, thus minimising the
computational complexity where possible.
5.6 Computational study
For thePMP −MR, an algorithm has been developed in C++ and run on a 3.6GHz
Intel Core i5 processor with 4GB of RAM. The computational times displayed repre-
sent the median of the algorithm executed 100 times for problems with a time horizon
tˆ = 24. To extract the features of thePMP−MR, the FTSE 100 index example is used.
CPU times
It can be observed in Figure 5.5, that the curves of thePMPs−MR andPMPd−MR
exhibit higher CPU times compared to the curves of the PMPs and PMPd respec-
tively. As the allowable price band width augments, the number of vertices in the
state-transition graph aﬀected by constraints diminishes and the implication of MR is
more clearly displayed. The added computational complexity of the path-dependent
probabilities of occurrence of the MR rule 5.1, depends on the length of history k.
The CPU times of thePMP −MR for various lengths of history are shown in Figure
5.6, where constraints have been omitted.
Optimal policy
The optimal policy of the PMP − MR is less predictable compared to the optimal
policies of previous chapters as for every vertex of the state-transition graph, the
probabilities of occurrence are diﬀerent. In Figure 5.7, we observe that the maximum
expected reward at the beginning of the investment is equivalent to 0%. Thus, the
optimal policy suggests not to invest and speciﬁcally, for an investment lifetime
164 Chapter 5. PMP with Mean-reversion
100 101
13
14
15
16
17
18
19
20
Price band width (log scale)
C
P
U
 ti
m
e 
(s
ec
on
ds
)
PMP
PMPs
PMPd
PMPs − MR
PMPd − MR
Figure 5.5: CPU times for diﬀerent allowable price band widths
10 20 30 40 50 60 70 80
16
16.5
17
17.5
Length of history k
C
P
U
 ti
m
es
 (s
ec
on
ds
)
Figure 5.6: CPU times for diﬀerent lengths of history k
5.6. Computational study 165
0 5 10 15 20
−0.5
0
0.5
1
1.5
2
2.5
3
x 10−3
Time horizon
M
ax
im
um
 e
xp
ec
te
d 
re
w
ar
d 
at
 v
=1
k=3
k=4
k=6
k=9
k=5,12,24
Figure 5.7: f1 for diﬀerent lengths of history k and diﬀerent time horizons
of up to a year. For some lengths of history however, the optimal policy suggests
to invest only if the lifetime of the investment is long enough to generate a positive
maximum expected reward. The length of the investment for which it is worth in-
vesting depends on the speciﬁc length of history. The optimal policy with length of
history k = 6 and k = 9 for instance, suggests the PM to invest only if the lifetime
of the investment is of at least 19 and 18 months respectively. Note that for other
lengths of history such as k = 5, 12, 24, the optimal policy suggests not to invest at all.
Similarly to Chapter 4, the implications of adding a SL and TR (static or dynamic)
in thePMP −MR forces the PM to exit the investment when a constraint is reached,
regardless of the maximum expected reward at the next time stage being greater than
the reward at the current time stage. In the latter case, the objective function fv
for the PMPs −MR or PMPd −MR is smaller compared to fv for the PMP −MR,
resulting in a smaller maximum expected reward at the beginning of the investment.
This is even more enhanced in the case of dynamic constraints compared to the case
of static constraints.
Although for some lengths of history the optimal policy suggest to invest if the
time horizon is over a year, the proﬁts do not exceed 1% over the course of a 2 year
investment. Thus, no PM would invest for such a return. The FTSE 100 index close
prices of the equivalent time period, namely 18th May 2007 to - 18th May 2009, is
depreciating, suggesting that the FTSE 100 index price dynamics of the speciﬁc time
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window is better represented with a mean-reverting model instead of with a model
baring indeﬁnite growth. In Figure 5.8, the maximum expected price at the beginning
of the investment is displayed along with the FTSE 100 index price of the same time
period to illustrates our observation.
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Figure 5.8: ThePMP vsPMP −MR for the FTSE 100 index
For other vertices of the state-transition graph, the maximum expected reward
curves exhibit diﬀerent patterns. At vertex 2 for instance, f2 is constant for prob-
lems with time horizon up to tˆ = 20 and slightly increases thereon (see Figure 5.9).
This stems from the fact that
x2 − x1
x1
 f4 · p2,4(3, l2) + f5 · p2,5(3, l2). The average
price μ2, upon which probabilities of occurrence of vertices v = 4, 5 are compared, is
very close to x5 resulting in p2,4(3, l2) = 3.7674% and p2,5(3, l2) = 96.2326%. Thus,
a down movement is very likely and the optimal policy suggests to exit the invest-
ment. As tˆ increases, the value of f4 needs to increase substantially in order to make
x2 − x1
x1
< f4 · p2,4(3, l2) + f5 · p2,5(3, l2) and the optimal policy to suggest to keep
the investment. In a similar manner, the curve f1 is constant for problems with time
horizon up to tˆ = 12. The curves fv, v = 4, 8 remain constant ∀t ∈ T .
The curves fv, v = 3, 7, 15 on the other hand, increase at a high rate at the begin-
ning. Hence, the probabilities of an up-movement are substantially higher compared
to the ones of a down movement. As the time horizon of the problem increases, the
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curves continue to increase but at a slower rate, nonetheless suggesting to the PM to
keep the investment as long as possible.
Due to the path-dependent probabilities of occurrence in thePMP −MR, vertices
which have the same price do not exhibit the same fv curves. Figure 5.10 illustrate
the phenomenon for the set of curves fv = 1, 5, 6, fv = 2, 9, 10, 12 and fv = 3, 11, 13, 14.
It is noteworthy that MR does not aﬀect the MDD as the latter is subject on
one hand, to the values of TR and SL set by the PM, and on the other hand, to the
constraints being static or dynamic.
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5.7 Summary conclusions
In this chapter, we proposed a PMP for assets exhibiting MR. The main focus lay
in the conversion of a mean-reverting stochastic process into a state-transition graph
that allows parameters such as time, to be added to certain components such as the
average. The state-transition graph was identical to the previous PMP as MR was
inserted through the probabilities of occurrence of a state.
Following the insertion of MR being veriﬁed to be allowed in SRPs, the construc-
tion of a consistent MR Rule to ﬁt on one hand, the structure of thePMP and on the
other hand, the fundamental principal of dynamic optimisation, was presented. MR
Rule 5.1 ensures that the tendency of an asset is to revert towards its average. The
distances from the average of all possible asset prices at the next time stage, deter-
mines how likely the asset prices are to occur. Speciﬁcally, the closer to the average,
the more likely it is to happen. The implication of MR both in terms of the solution
methodology of the PMP − MR and in terms of the optimal policy was illustrated
through a step-by-step example for the FTSE 100 index. The optimal policy sug-
gested the PM not to invest at all, which reﬂects better the index prices of that period
compared to the optimal policy of thePMP .
A DP algorithm was developed to accommodate the path-dependent probabilities
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of occurrence. Whilst the memory requirements were kept to a minimum, the com-
putational times increased due to the added computational complexity of MR Rule
5.1. As expected, the maximum expected reward at the beginning of the investment
together with the set of exit strategies, were no longer predictable.
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Chapter 6
Conclusions
The aim of this research was to address one of the many daily-responsibilities of a PM,
namely when to exit an investment with the view to maximising proﬁts. SRPs provide
a mechanism for ﬁnding the best time to exit the investment. The feature that makes
SRPs attractive to portfolio management and to any other ﬁeld of research, is that
it allows a number of future possible scenarios to be considered in the optimisation
of the exit time. Following identifying the limitations of the literature of SRPs for
portfolio management, we proposed a generic problem deﬁnition of a FH-SRP, namely
thePMP , that deals with the daily mathematics of a PM and whose objective is the
maximisation of proﬁts. The representation of the portfolio value coupled with the
proﬁts provided a framework where ﬁnancial and portfolio management features, such
as short- and long-term investments, and, SL and TR, were represented in the PMP
in a direct and transparent manner.
The generic nature of thePMP deﬁnition was achieved by considering as inputs to
the problem the sequence of discrete random variables X1, ..., Xtˆ and their associated
probability distributions. The number of possible elements in the sample spaces of
Xt, t ∈ T , or equivalently the number of possible scenarios jˆ at the next stage, was kept
ﬂexible to be any positive natural number. Following thePMP description showing the
diﬀerences and associations with other portfolio management SRPs in the literature,
thePMP state-transition graph was identiﬁed as a tree with the root representing the
beginning of the portfolio investment. The graphical representation provided struc-
tural insights for the development of suitable DP equations for thePMP formulation.
The latter represented the SRP in terms of vertices of the state-transition graph whose
properties included the portfolio price and the time stage, whereas the traditional for-
mulation represented the problem in terms of random variables Xt, t ∈ T . Backward
induction on the formulation with respect to vertices was used for the determination
of the optimal policy. The solution approach on the state-transition graph was il-
lustrated with a portfolio comprising of FTSE 100 index shares and assumed that
the asset prices followed a Binomial process. Hence, the up-movement and down-
movement factors together with the associated probabilities remained constant from
one time stage to the next. The example and its optimal policy constituted a frame-
work for comparing the eﬀects of inserting managerial tools or of embedding MR in
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the optimisation of the exit time. The development of an eﬃcient algorithm was essen-
tial in extracting patterns of and deducing results from the optimal policy of realistic
problem sizes. Note that the formulation of a closed-form solution formula for the
optimal policy was not feasible due to the generic problem deﬁnition. The Forward
Star was identiﬁed to minimise the state-transition graph representation in thePMP
algorithm which was capable of solving problems of up to approximately 33.5 million
vertices. In conclusion, the development and modelling of a basic and generic PMP
that lent itself to generalisations and extensions was achieved, the purpose of which
was to deduce results of interest from the optimal policies.
In view of adding some realism, we extended the model to include managerial tools,
namely a SL and TR. Following considering various situations where their applica-
bility in portfolio management is valuable, we studied the SL and TR impact on the
state-transition graph and on the optimal policy. The subsequent optimal policy sug-
gested to the PM to exit the investment if either one of the following held true: (i) the
investment had reached the SL or TR bound, or, (ii) the current P&L is more advanta-
geous than the prospective ones. First, the eﬀects of a static SL and TR were studied
in the PMPs model. Due to the nature of DP, the insertion of SL and TR at each
state of the system was achieved in a natural way. Compared to thePMP algorithm
where all paths in the state-transition graphs were considered in the optimisation of
the exit time, the PMPs algorithm omitted those due to (i), thus saving CPU time.
We further extended the model to thePMPd where a dynamic version of the SL and
TR was considered, thus giving the PM the option of controlling losses through the
MDD. The additional memory requirements of thePMPd algorithm due to the path-
dependent calculations, was handled with the creation of a structural array, namely
the parent array, which complemented the Forward Star in providing all graphical
information necessary. At each state, the interrogation of all predecessor states was
achieved by compromising time and the algorithm was capable to solve problems with
identical size as the PMP algorithm and PMPs algorithm. Furthermore, the parent
array allowed any path-dependent calculations, whether these are of managerial type
or of price dependences type, to be calculated at the cost of additional CPU time.
ThePMPd additional CPU time in absolute terms however, remained insigniﬁcant. It
is noteworthy that in general the Forward Star coupled with a parent array provides
a very memory-eﬃcient data structure for any tree graph.
The objective of inserting a SL and TR was to equip the PM with a better tool
for an eﬃcient investment which inﬂuences positively on important metrics of perfor-
mance such as allowing a predeﬁned MDD. The practical implications of the static SL
and TR in the optimisation of the exit time were that the optimal policy suggested to
the PM to exit the investment more often. As a consequence, the maximum expected
reward exhibited smaller values compared to the PMP , a natural consequence of the
relation between risk-taking and return. Speciﬁcally, the more the PM adopted a
conservative SL and TR to the trading strategy, the less maximum expected reward
was observed.
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Having successfully inserted managerial tools in thePMP , we turned our attention
to price dependences. The genericPMP model with its graphical representation and
algorithmic development conﬁrmed that it could accommodate more complex price
dependences than the one used thus far. We were specially interested in extending
the model to admit prices exhibiting mean-reversion, thus dependent on a number
of past price realisations. The objective was to improve the realism of the optimal
policies for such assets. The eﬀect of MR on the graphical representation of the
PMP −MR was similar to the case where dynamic constraints were inserted as it was
a matter of path-dependence. However, this time the path-dependence was part of
the determination of the price property of the vertices of the state-transition graph.
The latter was represented by a full tree if constraints were not considered, as the
eﬀect of MR did not eliminate portfolio values in the solution methodology. As the
computation of prices and probabilities of occurrence occurred before the computation
of the optimal stopping, the price dependences of MR and the managerial tools of the
static or dynamic SL and TR were not mutually exclusive features in thePMP −MR
model. Computationally, thePMP −MR algorithm was capable of solving problems
represented with state-transition graph of up to approximately 33.5 million vertices,
i.e. the same as thePMP algorithm. This was a direct consequence of no additional
memory requirements necessary due to the creation of the parent array. MR however,
was reﬂected by means of an increased CPU time in thePMP −MR algorithm.
MR was chosen to quantify the probabilities of occurrence of potential states. Con-
sequently, the optimal policy as seen in the illustrative example was less predictable
compared to the illustrative examples of the previous chapters where factors and prob-
abilities were constant from one time stage to the next. The illustrative example as
well as the computational study of the PMP −MR conﬁrmed the un-predictiveness
even when comparing the same problem with diﬀerent lengths of history used for the
MR component in the model.
To conclude, the graphical representation of a stochastic process where random
variables were no longer independent identically distributed was addressed in the
PMP − MR. It is noteworthy that the research further suggested that adding in
thePMP model parameters, such as time, to certain components, such as the average,
was achieved on the graphical formulations in a fairly easy manner.
6.1 Limitations and suggestions for further research
Although the four models developed in the previous chapters allowed us to draw con-
clusions on optimal policy patterns such as the eﬀects of static and dynamic SL and
TR on the optimal policy, aPMP for multiple assets would reﬂect better a PM’s pref-
erence of investing in multiple assets instead of one. Moreover, some of the aspects
of the SL and TR functions, such as restricting volatility on both losses and proﬁts,
may not be congruent with the PM’s strategy of the fund.
Additionally, allPMP models developed support at least theoretically, more com-
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plex distributions than the binomial distribution, such as the student’s t-distribution
or the skew student’s t-distribution. The algorithmic implementation however, is lim-
ited to small problem sizes as the number of successor vertices jˆ > 2 increases the
memory requirements substantially. The extent to which the problem size decreases
depends on the value of jˆ, potentially rendering problem sizes to be very small and
uninteresting in practice. The binomial distribution with jˆ = 2 allowed us to study
the eﬀects of MR, TR and SL on the optimal policy of realistic problem sizes.
Furthermore, it would also be interesting to further show the practical applicabil-
ity of the model by envisaging using the algorithms for an empirical study that would
look into various aspects of thePMP models against a buy and hold investment. The
PMP algorithms developed are fast and produce sensible results and are therefore
adequate to be used for an empirical study, but also on a weekly/daily/hourly basis
by an active PM.
Finally, in more general terms, the Eﬃcient Market Hypothesis (EMH) suggests
that none of the models developed in the thesis should be useful. An eﬃcient market
is a market where security prices fully reﬂect all available information without delay
[44], and consequently prices represent the fair value of the security. As the informa-
tion is immediately reﬂected in the price, tomorrow’s price (or any future price) will
reﬂect tomorrow’s information which is by nature unpredictable. Thus, tomorrow’s
prices together with its price change from today’s price, are unpredictable and are
often associated with the notion of a random walk. In such environments, there exists
no opportunity for a PM to make a systematic proﬁt (taking into account transaction
costs) with the use of a mechanical rule by buying an under-valued security or by
selling an over-valued security. Similarly, there exist no opportunity with the use of
fundamental analysis either.
For the PMP models developed, we assume that the PM is able to calculate a
conditional expectation of his/her objective function using extra market information,
thus eliminating the assumption of an eﬃcient market. In the last decades, researchers
have accumulated evidence against the EMH/random walk, few examples of which can
be found in [43]. Furthermore, one well known alternative to the random walk is the
theory that prices revert to their mean. The behaviour of the optimal policy for mean-
reverting prices has been examined and demonstrated in the PMP − MR model in
Chapter 5.
Suggestions for further research
During the course of this research, the contributions of thePMP models together with
their limitations provided insights for some worthwhile directions for future research.
In particular, we propose to extend all PMP models to consider multiple assets
instead of one. As in practice a PM focuses on a small universe of assets that he/she
invests, we therefore intend to extend the model to the case where 3-4 assets are con-
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sidered and where the PM invests in one at the time. The additional transaction costs
stemming from the entry and exit of the various assets will aﬀect the optimal policy
and constitute an interesting direction of further study.
It would also be advantageous to a PM to pursue a SL and TR policy that would
allow volatility only on proﬁts and not on losses. A simpliﬁed visualisation of this
is illustrated in Figure 6.1 where the static and dynamic SL and TR of Chapter 4
are compared to a new SL and TR policy. More speciﬁcally, illustrations illustrations
(b)-1,(b)-2 and (b)-3 represent the case where a dynamic SL and TR are imposed.
Illustration (b)-1 represents the SL and TR bounds when the asset price moves above
the initial asset price, ie the price at the beginning of the investment, illustration (b)-2
when the asset price moves below the initial price, and, (b)-3 when the asset price
moves below and above the initial price. The equivalent illustrations for the static
SL and TR are shown in illustrations (a)-1, (a)-2 and (a)-3. At every occasion where
the asset price reaches or exceeds either bounds, the optimal policy suggests to the
PM to exit the investment. Note that a dynamic TR bound decreases in value if the
asset price depreciates but the investment is simultaneously always bounded below
with the dynamic SL as well. Finally, illustrations (c)-1, (c)-2 and (c)-3 represent the
new SL and TR policy which can be achieved by keeping the dynamic SL dependent
on the stochasticity of the price whilst changing the dynamic TR to be dependent on
the time stages. For instance, the dynamic SL is kept identical to the one described
in Chapter 4, whereas the new dynamic TR is a function equivalent to a static TR
plus the proﬁts accrued thus far when the capital is invested in a "safe trade" like
treasuries. Thus, the new TR is an increasing function throughout the lifetime of the
investment. Furthermore, the values of the maximum expected reward at the begin-
ning of the investment would exhibit higher values compared to the one of thePMPd.
It is noteworthy to emphasize the practicality of the generic nature of the PMP
algorithms with constraints developed in this thesis. The algorithms allow us to re-
place easily the SL and TR functions with arbitrary ones which are path-dependent,
dependent upon time to horizon or upon time from the start of the investment. Fur-
thermore, the algorithms are capable of solving problem of the same size as thePMP
without constraints, thus allowing us to study the subsequent optimal policies of re-
alistic problem sizes.
Another suggestion for further research is to investigate the result of an empirical
study that compares the returns of the PMP and the PMP − MR with a buy and
hold strategy in order to investigate the robustness/eﬃciency of the models as well as
studying whether some portfolios (containing one or more assets) are more inclined
to a mean-reverting pricing. Speciﬁcally, the maximum expected return if an optimal
policy was pursued over a time horizon, and, the return of the equivalent buy and
hold investment would be compared over the same time horizon.
With a view to decide which of the models between thePMP and thePMP −MR
best represents the asset, we would ﬁrst take a step back and compare the maximum
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Figure 6.1: SL and TR policies comparison
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expected price with the actual price at the end of the time horizon. For example,
in Figure 5.8 of Chapter 5, results of the PMPs, PMPd and PMP − MR models for
the FTSE 100 index are compared to the equivalent price if a buy and hold strat-
egy was put into place. Clearly, the FTSE 100 index is better represented with the
PMP − MR model during that period of time as its maximum expected return is
practically zero which agrees with the fact that the price depreciates and does not
reach again a value as high as the beginning of the investment. In fact the optimal
policy of thePMP −MR suggests to PM not to invest at all.
Following deciding which of the PMP models best suits the asset, the empirical
study would focus in the cumulative returns for short and long horizons, and their
associated risk in order to study the diﬀerences between thePMP model chosen and
the buy and hold investment. The risk may be represented in various ways including
with the use of standard deviation, Sharpe ratio or Sterling ratio (see speciﬁcations
in [40]). As already deduced in the computational study of Chapter 5, the results of
thePMP −MR will be totally unpredictable unlike for thePMP (see computational
study of Chapter 3). Furthermore, the eﬀects of the (static or dynamic) SL and TR
will be the same as the one concluded in the computational studies of Chapter 4, i.e.
the more conservative PM is, the less risk and return he/she will receive. Therefore,
a PMP with SL and TR can be perceived as a strategy to decrease the risk of the
investment.
The empirical study could start with further analysing the FTSE 100 index for
diﬀerent lengths of time horizons as well as for diﬀerent types of ﬁnancial periods
such as during “normal” vs. “distressed” markets, and/or during a time horizon that
combines both. Moreover, the study could also look into diﬀerent types of assets,
for instance commodities (where mean reversion is often observed), foreign exchange
rates and bonds.
Note that another interesting aspect of this empirical study is to perceive the
experiment as comparing the PMP − MR with the EMH where the buy and hold
investment is the advocate of the EMH. As security prices fully reﬂect all available
information, there cannot exist a mechanical rule performing systematically better
than the market. If thePMP −MR model, which predicts the tendency of the asset
to bounce back towards its historical average, performs better than the buy and hold
investment then it can be viewed and used as a counterexample to the EMH.
Finally, another direction for future research that seems to have good potential
is to device a multiple exit strategy where several intermediate triggers during the
lifetime of the investment would signal a partial exit of capital invested. This strat-
egy could have an impact in cases of collapse of funds like the LTCM fund1 at the
downturn of the Asian ﬁnancial crisis in 1997 and the Russian ﬁnancial crisis in 1998.
The rapid liquidation of positions held by the fund resulted in further losses due to
1Long Term Capital Management
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the unfavorable timing. It would be interesting to explore to what extent the triggers
of a multiple exit strategy could have prevented substantial parts of the monumental
losses of LTCM.
The objective of this thesis as a whole was to address a SRP in the area of portfolio
management that its applicability would not restrict itself to a speciﬁc stochastic pro-
cess nor to an unconstrained risk-taking environment. The limitation of the literature
is apparent and has motivated us to deﬁne and model such a SRP whose solution
approach is applicable for various restrictions that a PM encounters. We doubt that
thePMP will increase the number of billionaires, however it has the potential to assist
the growth of capital held by small to medium size investors. This market is not to
be neglected as accessibility to such services and the number of investors are growing.
Speciﬁcally, such investors today have recourse to ﬁnancial management services and
advice provided by institutions such as a retail banks, which oﬀer “oﬀ-the-shelf” advise
on individual portfolios. A PMP algorithmic tool has the potential of improving at
low cost the tailor-made advice. In a broader scope, we believe that the main features
and the results of this research have brought some interesting insights at least from a
graph-theoretical perspective in the area of SRPs.
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