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DE RAHM COHOMOLOGY OF LOCAL COHOMOLOGY
MODULES II
TONY J. PUTHENPURAKAL AND RAKESH B. T. REDDY
Abstract. Let K be an algebraically closed field of characteristic zero and
let R = K[X1, . . . ,Xn]. Let I be an ideal in R. Let An(K) be the nth Weyl
algebra overK. By a result of Lyubeznik, the local cohomology modulesHi
I
(R)
are holonomic An(K)-modules for each i ≥ 0. In this paper we compute the
Euler characteristic of De-Rahm cohomology of HhtP
P
(R) for certain classes of
prime ideals P in R.
Introduction
Let K be an algebraically closed field of characteristic zero, R = K[X1, . . . , Xn]
and let I be an ideal in R. For i ≥ 0 let HiI(R) be the i
th-local cohomology module
of R with respect to I. Let An(K) = K < X1, . . . , Xn, ∂1, . . . , ∂n > be the n
th
Weyl algebra over K. By a result due to Lyubeznik, see [5], the local cohomology
modules HiI(R) are finitely generated An(K)-modules for each i ≥ 0. In fact they
are holonomic An(K) modules. In [1] holonomic An(K) modules are denoted as
Bn(K), the Bernstein class of left An(K) modules.
Let N be a left An(K) module. Now ∂ = ∂1, . . . , ∂n are pairwise commuting K-
linear maps. So we can consider the De Rahm complexK(∂;N). Notice that the De
Rahm cohomology modules H∗(∂;N) are in general onlyK-vector spaces. They are
finite dimensional if N is holonomic; see [1, Chapter 1, Theorem 6.1]. In particular
the Euler characteristic χc(N) =
∑n
i=0 dimK H
i(∂;N) is a finite number. In this
paper we compute the Euler characteristic χc(HgP (R)) for certain prime ideals of
height g.
We now describe the results of this paper. Let P be a height n− 1 prime ideal
in R. Let C = V (P ) in An(K) and let Ĉ denotes it’s projective closure in Pn(K).
Set deg(C) = deg(Ĉ). Let z ∈ R sufficiently general linear form in x′is. Then in
Theorem 2.6 we prove that
χc(Hn−1P (R)z)− χ
c(Hn−1P (R)) = (−1)
n deg(V (P ))
If S is a finite set then let ♯S denote the number of elements in S. Note that (with
notation as above) Ĉ \ C is a finite set of points which are called points of C at
infinity. Set V∞(C) = ♯(Ĉ \ C). In 3.3(a) we prove that
dimK H
n(∂;Hn−1P (R)) ≥ V∞(C)− 1.
By Corollary 3.4 we get that if P is a graded prime ideal of height n− 2 then
χc(Hn−2P (R)) = (−1)
n.
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Prime ideals of height n − 2 correspond to curves in Pn−1(K). To say something
about the Euler -characteristic for higher degree varieties we need to make some
more hypotheses. So let S = V (P ) be a Cohen-Macaulay surface, i.e., ht(P ) = n−3
and Proj(R/P ) is Cohen-Macaulay. Note we have HiP (R) = 0 for i ≥ n− 1. It can
be shown that Hn−2P (R) = ER(R/m)
s for some s ≥ 0; here m = (X1, . . . , Xn) and
ER(R/m) is the injective hull of R/m; (see Lemma 4.5). In Theorem 4.7 we prove
that
χc(Hn−3P (R)) = (−1)
n(s− 1).
Thus Hn−3P (R) completely determines H
n−2
P (R) if V (P ) is a Cohen-Macaulay sur-
face. This is a completely unexpected result.
Next we consider the case when V (P ) is a r-dimensional non-singular variety in
Pn−1(K) with r ≥ 2. So ht(P ) = n−r−1. It can be easily shown that for i ≥ n−r
the local cohomology modules HiP (R) = ER(R/m)
sj for some sj ≥ 0; see Lemma
5.1. Our final result; Theorem 5.2; is
χc(Hn−r−1P (R) = (−1)
n−r
−1 + ∑
j≥n−r
(−1)n−jsj
 .
Thus the numbers sj cannot be arbitrary.
In section 1 we introduce notation and discuss a few preliminaries that we need.
We do not know of any software to compute Hi(∂ : −). So in section 6 we compute
Hi(∂ : H
1
(f)(R)) for some irreducible polynomial f ∈ K[x, y].
1. Preliminaries
In this section we discuss few preliminary results that we need.
Remark 1.1. Although all the results are stated for De-Rahm cohomology of
a An(K)-module M , we will actually work with De-Rahm homology. Note that
Hi(∂;M) = H
n−i(∂;M) for any An(K)-module. Also note that if
χ(M) =
n∑
i=0
(−1)i dimK Hi(∂;M),
then χ(M) = (−1)nχc(M). Let S = K[∂1, . . . , ∂n]. Consider it as a subring of
An(K). Then note that Hi(∂;M) is the i
th Koszul homology module of M with
respect to ∂.
Lemma 1.2. Let M be an An(K)-module. Set M0 = ker(∂n : M 7→ M) and
M¯ = M/∂nM. Set ∂
′
= ∂1, · · · , ∂n−1, and ∂ = ∂1, · · · , ∂n. Then there exist an
exact sequence
· · · → Hi−1(∂
′
;M0)→ Hi(∂;M)→ Hi(∂
′
; M¯)→ Hi−2(∂
′
;M0)→ · · ·
Proof. See Proposition 4.13 in chapter 1 of [1] for cohomological version. 
Remark 1.3. Notice from the exact sequence in 1.2 H0(∂
′
; M¯) = H0(∂;M).
Corollary 1.4. (With the hypotheses as in Lemma 1.2). If M0 = 0 then
Hi(∂
′
; M¯) ∼= Hi(∂;M) for all i.
Proof. Clear from the above long exact sequence in homology. 
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1.5. Let ℓ(−) = dimK(−). With notation as in Lemma 1.2.
Set χ(∂,M) =
n∑
i=0
(−1)iℓ(Hi(∂;M)),
χ(∂
′
, M¯) =
n−1∑
i=0
(−1)iℓ(Hi(∂
′
; M¯)),
and χ(∂
′
,M0) =
n−1∑
i=0
(−1)iℓ(Hi(∂
′
;M0)).
Lemma 1.6. With the notation as above,
χ(∂,M) = χ(∂
′
, M¯)− χ(∂
′
,M0).
Proof. Apply ℓ(−) to the exact sequence in Lemma 1.2. 
1.7. Let I be an ideal in R and f ∈ R. Then we have an exact sequence
· · · → (Hi−1I (R))f → H
i
(I,f)(R) −→ H
i
I(R) −→ (H
i
I(R))f → · · ·
of An(K)−modules. For proof see Lemma 1.6 of [6].
The following is probably already known. We give a proof due to lack of a
reference.
Lemma 1.8. Let M be an An(K)-module and let A = R[z]. Set M [z] =
⊕
i≥0Mz
i
and M [z, z−1] =
⊕
i∈ZMz
i. Then M [z] and M [z, z−1] can be given An+1(K)-
module structure. Furthermore if M is holonomic An(K)-module then M [z] and
M [z, z−1] are holonomic An+1(K)-modules.
Proof. Let mzi ∈M [z] with m ∈M . Define z(mzi) = mzi+1 for all i ≥ 0 and
∂z(mz
i) =
{
0 if i = 0
imzi−1 if i > 0.
One can easily check that with this action M [z] becomes an An+1(K)-module. So
M [z, z−1] = M [z]z is also an An+1(K)-module.
Let M be a holonomic An(K)-module. Then there exist a good filtration
F = (Fυ) on M which is compatible with Bernstein filtration Γυ of An(K) (see
Proposition 2.7 chapter 1 of [1]). Also there exist rational numbers a0, · · · , an such
that
ℓ(Fυ) = anυ
n + · · ·+ a1υ + a0 for all υ ≫ 0.
Now define Gυ = Fυ ⊕ Fυ−1z ⊕ Fυ−2z
2 ⊕ · · · ⊕ Foz
υ. One can easily check that
G = (Gυ) is a filtration on M [z] which is compatible with the Bernstein filtration
of An+1(K).
Note that
Gυ/Gυ−1 = Fυ/Fυ−1 ⊕ · · · ⊕ F1/F0 ⊕ F0.
So
∞∑
υ=0
ℓ(Gυ/Gυ−1)z
υ = 1/(1− z)
∞∑
υ=0
ℓ(Fυ/Fυ−1)z
υ.
⇒ dimM [z] = dimM + 1
= n+ 1.
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So M [z] is a holonomic An+1(K)− module. Also by [1, Theorem 1.5.5], M [z, z
−1]
is a holonomic An+1(K)-modules. 
2. Curves
The main result of this section is Theorem 2.6. The following three results are
well-known. We include here due to lack of a reference.
Lemma 2.1. Let R = K[x1, · · · , xn], and P ⊂ R be a prime ideal of height g.
Then AssR(H
g
P (R)) = {P}.
Proof. First note that (HgP (R))P = H
g
PRP
(RP ) ∼= ERP (RP /PRP ). As PRP ∈
AssRPERP (RP /PRP ), we have PRP ∈ AssRP (H
g
P (R))P and so P ∈ AssR(H
g
P (R)).
Let Q ∈ AssR(H
g
P (R)), so Q = (0 : r) for some non-zero r ∈ H
g
P (R). As H
g
P (R) is
P− torsion we get P ⊆ Q. If P 6= Q, choose f ∈ Q such that f 6∈ P. We have an
exact sequence of the form
Hg(P,f)(R)→ H
g
P (R)→ (H
g
P (R))f .
As ht(P, f) =ht(P )+1, we get Hg(P,f)(R) = 0. Therefore we have an exact sequence
0→ HgP (R)
ψ
−→ (HgP (R))f , where ψ(m) = m/1. But fr = 0 which implies r/1 = 0,
which is a contradiction as ψ is injective. Hence Q = P and AssR(H
g
P (R)) =
{P}. 
The following result is an easy consequence of the Hartshorne- Liechtenbaum
vanishing theorem.
Lemma 2.2. Let (R,m) be a regular local ring of dimension n. Let I be an ideal
in R which is not m-primary, then HnI (R) = 0.
Proof. Let Rˆ be the m-adic completion of R. Then HnI (R)
⊗
R Rˆ = H
n
IRˆ
(Rˆ). As
IRˆ is not mˆ primary, by Hartshorne- Liechtenbaum vanishing theorem [4, 14.1] we
get Hn
IRˆ
(Rˆ) = 0. As Rˆ is faithfully flat R module, we get HnI (R) = 0. 
As a consequence of 2.2 we obtain
Corollary 2.3. Let R = K[x1, · · · , xn], and P ⊂ R be a prime ideal of height
n− 1, i.e. dimR
P
= 1. Then HnP (R) = 0.
Proof. Let E := HnP (R), then E is P−torsion. Let m be a maximal ideal of R. If
P * m, then Em = 0. If P ⊂ m, then Em = HnPRm(Rm) = 0 by Lemma 2.2. So
E = 0. 
Lemma 2.4. Let M be a holonomic An(K) module, and z = xn be M−regular.
Then H1(∂z ;H
1
z (M)) = 0, and so
H1(∂z ;M) ∼= H1(∂z ;Mz),
and we have an exact sequence
0→ H0(∂z;M)→ H0(∂z;Mz)→ H0(∂z;H
1
z (M))→ 0.
Proof. Notice that we have an exact sequence 0 → M → Mz → H
1
z (M) → 0. It
suffices to prove H1(∂z;H
1
z (M)) = 0.
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Let ξ ∈ H1z (M) such that ∂z(ξ) = 0. As H
1
z (M)
∼= Mz/M , let ξ = m¯/z
i for some
i ≥ 0. Now
∂z(ξ) = 0⇒ ∂z(m/z
i) ∈M
i.e. ∂z(m/z
i) = n/1.
Therefore ∂z(m)/z
i − i(m/zi+1) = n/1.
Multiplying by z we get m/zi = n′/1+n1/z
i−1.
This shows ξ = m¯/zi = n¯1/z
i−1. Continuing in this way we get
ξ = m¯/zi = n¯1/z
i−1 = n¯2/z
i−2 = · · · = n¯i/1 = 0 in Mz/M, where ni,m ∈M.
Hence H1(∂z;H
1
z (M)) = 0. 
Definition 2.5. Let C be an affine curve in An(K) and let Cˆ be it’s projective
closure in Pn(K). Set degree(C)=degree(Cˆ).
The main result of this section is:
Theorem 2.6. Let R = K[x1, · · · , xn], P ⊂ R be a prime ideal of height n −
1, and let z be a sufficiently general linear form in x,is. Then χ((H
n−1
P (R))z) −
χ(Hn−1P (R)) = e =degree(C), where C = V (P ).
Proof. Let Cˆ be the projective closure of C. We know that if H is a sufficiently
general hyperplane then H ∩ Cˆ has degree(Cˆ) distinct points. We may also assume
that none of these points are in hyperplane at infinity. So let z /∈ P be a sufficiently
general linear form in x,is, then V (P, z) has degree(C) distinct points. By Lemma
2.1, AssR(H
n−1
P (R)) = {P}. Since z 6∈ P , it is H
n−1
P (R)-regular.
Let I := (P, z), notice that I is zero dimensional i.e. dim(R/I) = 0. We have an
exact sequence of the form
· · · → Hn−1(P,z)(R)→ H
n−1
P (R)→ (H
n−1
P (R))z → H
n
(P,z)(R)→ H
n
P (R)→ · · ·
Notice that Hn−1(P,z)(R) = 0, and by corollary 2.3 H
n
P (R) = 0. So we get a short
exact sequence
(1) 0→ Hn−1P (R)→ (H
n−1
P (R))z → H
n
(P,z)(R)→ 0.
Therefore Hn(P,z)(R)
∼= (Hn−1P (R))z/H
n−1
P (R). So H
n
(P,z)(R)
∼= H1(z)(H
n−1
P (R)).
Let xˆ1, · · · , xˆn−1, z = xˆn be a linear change of variables, then by [6, 1.4]
Hi(
∂
∂x1
, · · · , ∂
∂xn
;−) ∼= Hi(
∂
∂xˆ1
, · · · , ∂
∂xˆn
;−).
By taking H∗(∂z ;−) to (1) and using Lemma 2.4 we get
(2) H1(∂z ;H
n−1
P (R))
∼= H1(∂z ; (H
n−1
P (R))z), and an exact sequence
(3) 0→ H0(∂z ;H
n−1
P (R))→ H0(∂z; (H
n−1
P (R))z)→ H0(∂z ;H
n
(P,z)(R))→ 0.
Set ∂ = ∂1, · · · , ∂n, and ∂´ = ∂1, · · · , ∂n−1. Note that V (P, z) is a finite set. Let
♯V (P, z) = degree(Cˆ) = e. By Theorem 1 of [6], we get
(4) Hi(∂;H
n
(P,z)(R)) =
{
0 for i > 0
Ke for i = 0
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Also note that, as H1(∂z ;H
n
(P,z)(R)) = 0, by Lemma1.2 we get an isomorphism
(5) Hi(∂´;H0(∂z ;H
n
(P,z)(R)))
∼= Hi(∂;H
n
(P,z)(R)) for all i ≥ 0.
Now set M1 : = H0(∂z;H
n−1
P (R)),
M2 : = H0(∂z; (H
n−1
P (R))z),
and M3 : = H0(∂z;H
n
(P,z)(R)).
Note that M1,M2,M3 are holonomic An−1(K) modules. By taking Koszul homol-
ogy with respect to ∂´ to (3) we obtain
−
n−1∑
i=0
(−1)il(Hi(∂´;M1)) +
n−1∑
i=0
(−1)il(Hi(∂´;M2)) =
n−1∑
i=0
(−1)il(Hi(∂´;M3)).
By (4) and (5) we have
n−1∑
i=0
(−1)il(Hi(∂´;M3)) = l(H0(∂;H
n
(P,z)(R))) = e.
So we get
(6)
n−1∑
i=0
(−1)il(Hi(∂´;M2))−
n−1∑
i=0
(−1)il(Hi(∂´;M1)) = e.
By (2) we have
(7) Hi(∂´;H1(∂z ;H
n−1
P (R)))
∼= Hi(∂´;H1(∂z ; (H
n−1
P (R))z), for 0 ≤ i ≤ n− 1.
Hence the theorem follows from Lemma 1.6, (6) and (7). 
3. Homogenization and De-homogenization
In this section we consider the projective closure of an affine curve in Pn(K). In
this section our main result is Theorem 3.3. An easy but significant corollary of
this result is Corollary 3.4
Homogenization and De-homogenization: Let us recall the notion of ho-
mogenization and de-homogenization. Let R = K[x1, · · ·xn, z], A = K[x1, · · ·xn]
and S = Rz = A[z, z
−1]. Then we know that A →֒ S is A flat. For an ideal J in A,
set I = JS ∩R. Then IS = JS and IS ∩A = JS ∩A = J. The ideal I is said to be
homogenization of J with respect to z. Also, if I is an ideal in R then J = IS ∩A
is said to be de-homogenization of I with respect to z. Now (HiI(R))z = H
i
Iz
(Rz) =
HiJS(S) = H
i
JS(A[z, z
−1]) = HiJ(A)
⊗
AA[z, z
−1] = (HiJ(A))[z, z
−1]. For details
(see 1.5.26 of [3])
The following result is useful.
Lemma 3.1. Let R = K[x1, · · · , xn, z], A = K[x1, · · · , xn], and M be a holonomic
An(K) module. Then Hi(∂z ;M [z, z
−1]) ∼= M , for i = 0, 1, as An(K)−modules.
Proof. Let u ∈ H1(∂z;M [z, z
−1]). As M [z, z−1] =
⊕
i∈ZMz
i, write
u =
m∑
j=1
aj
zj
+ b0 +
n∑
i=1
biz
i.
Then ∂z(u) =
m∑
j=1
−jaj
zj+1
+ 0 +
n∑
i=1
ibiz
i−1.
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So ∂z(u) = 0⇔ aj = 0 and bi = 0 for all j = 1, · · · ,m, i = 1, · · · , n. So u = b0 ∈M.
Clearly M ⊂ H1(∂z;M [z, z
−1]). Therefore H1(∂z ;M [z, z
−1]) = M.
Now, let u = b0 +
∑n
j=1 bjz
j and take v = b0z +
∑n
j=1 bjz
j+1/(j + 1), then
∂z(v) = u. For u =
∑m
j=2 aj/z
j,
take v =
m−1∑
j=1
bj
zj
, then ∂z(v) =
m−1∑
j=1
−jbj
zj+1
.
Set r = j + 1 and br−1 = ar/(1 − r), we get ∂z(v) = u. So for θ ∈ M [z, z
−1], we
have, θ = a/z + ∂z(α), for some a ∈ M and α ∈ M [z, z
−1], so θ¯ = a/z, for some
a ∈M. Thus H0(∂z ;M [z, z
−1]) ∼= M/z ∼=M as An(K) modules. 
Set-up. Let A = K[x1, · · · , xn], R = K[x1, · · · , xn, z] = A[z]. Let P ⊂ A be
a prime ideal of height n− 1. Let P ∗ =< f∗ | f ∈ P > be the homogenization
of P . We know that ht(P ∗)=ht(P ) = n − 1. Let C = V (P ). Then Cˆ = V (P ∗).
Furthermore Cˆ \ C is a finite set of points which are called points of C at ∞. Set
V∞(C) = ♯Cˆ \ C.
We need the following result in the proof of Theorem 3.3.
Lemma 3.2. (With the above set-up) if ht(P ) = n − 1 i.e. dim(A/P ) = 1. Then
HnP∗(R) = 0.
Proof. Let m = (x1, · · · , xn, z). As R/P
∗ is a domain, so is Rˆm/P
∗Rˆm is a domain
of dimension = 2.
By [4, 14.7 and 15.5] Hn
P∗Rˆm
(Rˆm) = 0. Thus H
n
P∗Rm
(Rm)⊗Rm Rˆm = 0. As Rˆm is
faithfully flat Rm- algebra, so H
n
P∗Rm
(Rm) = 0. So H
n
P∗(R)⊗RRm = 0. As H
n
P∗(R)
is graded R module and −⊗R Rm is faithfully exact functor on graded R modules.
Hence HnP∗(R) = 0. 
Theorem 3.3. (With the above set-up) if ht(P ) = n− 1. Then
(a) dimK(H0(∂;H
n−1
P (A)) > V∞(C)− 1.
(b) χ(Hn−1P∗ (R)) = 1.
Proof. (a) By Lemma 3.2 HnP∗(R) = 0, and (H
n−1
P∗ (R))z = H
n−1
P (A)[z, z
−1], so we
have an exact sequence
0→ Hn−1P∗ (R)→ (H
n−1
P∗ (R))z → H
n
(P∗,z)(R)→ 0.
Thus Hn(P∗,z)(R)
∼= H1z (H
n−1
P∗ (R))). By taking Koszul homology with respect to
∂z and using Lemma 2.4 we get H1(∂z ;H
n
(P∗,z)(R)) = 0. So
(8) H1(∂z;H
n−1
P∗ (R)) ≡ H1(∂z; (H
n−1
P∗ (R))z),
and we have an exact sequence
(9)
0→ H0(∂z ;H
n−1
P∗ (R))→ H0(∂z;H
n−1
P (A)[z, z
−1])→ H0(∂z ;H
n
(P∗,z)(R))→ 0.
Also by Lemma 3.1 we have H0(∂z ;H
n−1
P (A)[z, z
−1]) ∼= Hn−1P (A) as An(K) mod-
ules. With this identification, and taking Koszul homology to (9) with respect to
∂ = ∂x1 , · · · ∂xn , we get an exact sequence
H0(∂;H
n−1
P (A))→ H0(∂;H0(∂z ;H
n
(P∗,z)(R)))→ 0.
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So that dimK H0(∂;H
n−1
P (A)) > dimK H0(∂;H0(∂z ;H
n
(P∗,z)(R))). By Remark 1.3
we have H0(∂;H0(∂z;H
n
(P∗,z)(R))) = H0(∂, ∂z ;H
n
(P∗,z)(R)). As ht(P
∗, z) = n, by
[6, Theorem 2] we get dimK H0(∂, ∂z;H
n
(P∗,z)(R)) = ♯V (P
∗, z) − 1. Notice that
♯ V (P ∗, z) = ♯ points of P at ∞.
(b) By Lemma 3.1 we have H1(∂z ; (H
n−1
P∗ (R))z) = H
n−1
P (A). So by (8) we get
n∑
i=0
(−1)iℓ(Hi(∂;H1(∂z ;H
n−1
P∗ (R)))) =
n∑
i=0
(−1)iℓ(Hi(∂;H
n−1
P (A))).
By (9) we get
n∑
i=0
(−1)iℓ(Hi(∂;H
n−1
P (A))) =
n∑
i=0
(−1)iℓ(Hi(∂;H0(∂z ;H
n
(P∗,z)(R))))
+
n∑
i=0
(−1)iℓ(Hi(∂;H0(∂z;H
n−1
P∗ (R)))).
Now
χ(Hn−1P∗ (R)) =
n+1∑
i=0
(−1)iℓ(Hi(∂, ∂z ;H
n−1
P∗ (R)))
= −
n∑
i=0
(−1)iℓ(Hi(∂;H1(∂z;H
n−1
P∗ (R))))
+
n∑
i=0
(−1)iℓ(Hi(∂;H0(∂z ;H
n−1
P∗ (R))))
= −
n∑
i=0
(−1)iℓ(Hi(∂;H0(∂z;H
n
(P∗,z)(R))))
= −χ(Hn(P∗,z)(R)) = 1 (by Theorem 2 of [6]).

An easy consequence of Theorem 3.3 is the following:
Corollary 3.4. Let P be a height n−1 graded prime ideal in R = K[x0, x1, . . . , xn].
Then
χ(Hn−1P (R)) = 1.
Proof. Let x be a sufficiently general homogeneous linear form in the xi’s. By
linear change of variables we may assume x = x0. We de-homogenize w.r.t. x0. Set
A = R/(x0−1) and letQ be the image of P in A. Then note that after homogenizing
w.r.t. x0 we get Q
∗ = P . So we get the result from Theorem 3.3(b). 
4. Cohen-Macaulay Surfaces
The main result of this section is Theorem 4.7. The following result is well
known. Let Spec0(R) = Spec(R)\{m} denote the punctured spectrum of R.
Proposition 4.1. Let R = ⊕n≥0Rn be a standard graded ring. m = ⊕n≥1Rn.
Then the following are equivalent
(1) Proj(R) is connected.
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(2) Spec0(Rm) is connected.
(3) Spec0(Rˆm) is connected.
The following result is an easy consequence of Hartshorne-Leichtenbaum vanish-
ing theorem [4, Theorem 14.1].
Lemma 4.2. Let I be an unmixed graded ideal of R = K[x1, · · · , xn]. Assume that
ht(I) = n− 2. Let m = (x1, · · · , xn). Then H
n−1
I (R) = ER(
R
m
)s for some s ≥ 0.
Proof. By Hartshorne-Leichtenbaum vanishing theorem it follows that Hn−1I (R) is
supported only at maximal ideals of R. As Hn−1I (R) is graded, it follows that
AssRH
n−1
I (R) = {m}. Thus H
n−1
I (R) is supported only at m. So H
n−1
I (R)
∼=
ER(
R
m
)s for some s ≥ 0. 
The following result was one of the motivation to prove Theorem 4.7. It is also
needed in it’s proof.
Theorem 4.3. Let I be a graded ideal of R = K[x1, · · · , xn] with ht(I) = n−2. Let
m = (x1, · · · , xn). If H
n−1
I (R) = ER(
R
m
)s for some s ≥ 0 then χ(Hn−2I (R)) = 1+s.
In particular if I is unmixed then χ(Hn−2I (R)) = 1⇔ cd(I) = n− 2.
Proof. Let z be a homogeneous linear form and R/I regular. Set A = R/(z − 1).
Let J = I∗ be the de-homogenization of I. We have an exact sequence
0→ Hn−2I (R)→ H
n−2
Iz
(Rz)(= H
n−2
J (A)[z, z
−1])→ Hn−1(I,z)(R)→ H
n−1
I (R)→
(Hn−1I (R))z → H
n
(I,z)(R)→ · · ·
Since z is homogeneous, and ER(R/m)
s is m torsion, so ((ER(R/m))
s)z = 0. Thus
(Hn−1I (R))z = 0. So we get an exact sequence of the form
0→ Hn−2I (R)→ H
n−2
J (A)[z, z
−1]
α
−→ Hn−1(I,z)(R)→ ER(R/m)
s → 0.
By 4.4, χ(Hn−2J (A)[z, z
−1]) = 0. Also by [6, Theorem 2] we have χ(Hn−1(I,z)(R)) =
−1. As χ(−) is additive with respect to exact sequences we get
χ(Hn−2I (R)) = χ(H
n−2
J (A)[z, z
−1])− χ(Hn−1(I,z)(R)) + χ(ER(R/m)
s)
= 0 + 1 + s.
Hence the result. 
Lemma 4.4. Let N be a holonomic An−1(K)-module. M = N [z, z
−1]. Then
χ(M) = 0.
Proof. Set M0 = H1(∂z ;M), and M¯ = H0(∂z;M). By Lemma 1.6 we have
χ(M) = χ(M¯)− χ(M0).
As M = N [z, z−1]. By Lemma 3.1 M¯ = M0 = N . So χ(M) = 0.

Corollary 4.5. Let I be an unmixed graded ideal of R = K[x1, · · · , xn]. Let
ht(I) = n − 2. Then χ(Hn−2I (R)) = 1 if Proj(R/I) is connected or if R/I is
Cohen-Macaulay.
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Proof. As ht(I) = n − 2 so dim(R/I) = 2. We get dim(R/I)m = 2. There-
fore dim(Rˆm/IRˆm) = 2. As Proj(R/I) is connected, by Proposition 4.1 we get
Spec0(Rˆm/IRˆm) is connected. Therefore by [4, 14.7] we get H
n−1
IRˆm
(Rˆm) = 0. Simi-
larly if R/I is Cohen-Macaulay of dim = 2 then Rˆ/Iˆ is Cohen-Macaulay of dim = 2.
So Spec0(Rˆ/Iˆ) is connected by proposition 4.1. As Rˆm is faithfully flat Rm-algebra
so Hn−1IRm(Rm) = 0. Also note that H
n−1
I (R) is graded R module and − ⊗R Rm is
faithfully exact functor on graded R modules. Therefore Hn−1I (R) = 0. Hence by
Theorem 4.3, χ(Hn−2I (R)) = 1. 
Lemma 4.6. Let R = K[x1, · · · , xn], m = (x1, · · · , xn). Let I be an unmixed,
graded, height n − 3 ideal in R. Suppose Proj(R/I) is Cohen-Macaulay. Then
Hn−2I (R) = ER(R/m)
s for some s ≥ 0.
Proof. It suffices to show that AssRH
n−2
I (R) ⊂ {m}. Let P ∈ AssRH
n−2
I (R). As
Hn−2I (R) is graded, so P graded prime. Note that I ⊂ P. Thus ht(P ) ≥ n− 3.
Case(1) : ht(P ) = n − 3. Then dimRP = n − 3. Therefore (H
n−2
I (R))P =
Hn−2IRP (RP ) = 0 by Grothendieck vanishing theorem. Therefore P 6∈AssR(H
n−2
I (R)).
Case(2) : Let ht(P ) = n − 2. As I is unmixed and ht(I) = n − 3 we get IRP
is not primary to PRP . This implies IRˆP is not primary to PRˆP . By Hartshorne-
Liechtenbaum vanishing theorem [4, 14.1] we get Hn−2
IRˆP
(RˆP ) = 0. Also note that
Hn−2IRP (RP ) ⊗RP RˆP = H
n−2
IRˆP
(RˆP ), and RˆP is faithfully flat RP algebra. Therefore
(Hn−2I (R))P = H
n−2
IRP
(RP ) = 0. Thus P /∈ AssR(H
n−2
I (R)).
Case(3) : Suppose ht(P ) = n − 1. As Proj(R/I) is Cohen-Macaulay, and P ∈
Proj(R/I), we get (R/I)P = RP /IRP is Cohen-Macaulay.
By [2, App. The´ore´me 1, Corollaire], there exist a complete regular local ring
(S, n) such that
(1) RP →֒ S is flat and dimS = dimRP .
(2) PRPS = n.
(3) S/n = algebraic closure of RP /PRP .
As RP /IRP is Cohen-Macaulay, we get RP /IRP ⊗RP S is Cohen-Macaulay.
Thus S/IRPS is Cohen-Macaulay of dimension 2. Therefore Spec
0(S/IRPS) is
connected. Note that dimS = dimRP = n − 1. We get H
n−2
IRPS
(S) = 0. So
Hn−2IRP (RP ) ⊗RP S = H
n−2
IRPS
(S) = 0. Also S is faithfully flat extension of RP .
Therefore (Hn−2I (R))P = H
n−2
IRP
(RP ) = 0. Hence P 6∈AssR(H
n−2
I (R)).

Theorem 4.7. Let R = K[x1, · · · , xn] and P ⊂ R be a prime ideal. Suppose V (P )
is a Cohen-Macaulay surface i.e. htP = n− 3, and Proj(R/P ) is Cohen-Macaulay.
Then χ(Hn−3P (R)) = s− 1, where H
n−2
P (R) = E(R/m)
s.
Proof. Let z be a homogeneous linear form which is R/P regular. Note E(R/m)z =
0. Let Q := de-homogenization of P with respect to z. Set A = R/(z − 1). Now
consider the exact sequence
0→ Hn−3P (R)→ (H
n−3
P (R))z → H
n−2
(P+(z))(R)→ H
n−2
P (R)→ (H
n−2
P (R))z = 0;
We also get Hn−1(P+(z))(R) is a sub-module of H
n−1
P (R). By an argument similar
to Lemma 3.4 we get that Hn−1P (R) = 0. So H
n−1
(P+(z))(R) = 0. By 4.5 we get
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χ(Hn−2(P+(z))(R)) = 1. Note that
Hn−3Pz (Rz) = H
n−3
QS (S), where S = A[z, z
−1].
= Hn−3Q (A)[z, z
−1].
By 4.4 we get χ(Hn−3Q (A)[z, z
−1]) = 0. As χ(E(R/m)s) = s, by taking χ(−) in the
above exact sequence we get
χ(Hn−3P (R)) = s− χ(H
n−2
P+(z)(R))
= s− 1.

The proof of the following result is similar to the proof of Theorem 4.7.
Theorem 4.8. Let R = K[x1, · · · , xn],m = (x1, · · · , xn), and I an ideal in R.
Assume that R/I Cohen-Macaulay and ht(I) = n− 3. Then χ(Hn−3I (R)) = s − 1,
where Hn−2I (R) = E(R/m)
s.
Proof. Let z be a homogeneous linear form which is R/I regular. Note that
R/(I + (z)) will be Cohen-Macaulay. So χ(Hn−2(I+(z))(R)) = 1 by corollary 4.5.
The rest of the proof similar to that of Theorem 4.7. 
5. Non-singular surfaces
The main result of this section is Theorem 5.2. We begin with an easy result.
Lemma 5.1. Let R = K[x1, · · · , xn] and m = (x1, · · · , xn). Let P ⊂ R be a
homogeneous prime ideal of height g. Suppose Proj(R/P ) is smooth i.e. (R/P )Q
is a regular local ring ∀ Q 6= m and Q homogeneous. Then for i > g; HiP (R) =
E(R/m)si for some si ≥ 0.
Proof. Let Q be a homogeneous prime ideal in R and P  Q  m. Then (R/P )Q =
RQ/PRQ is a regular local ring. So PRQ = (a1, · · · , ag) where a1, . . . , ag is part of
a regular system of parameters of RQ. Therefore (H
i
P (R))Q = H
i
PRQ
(RQ) = 0 for
i > g. Thus HiP (R) is supported only at m for i > g. 
We now extend Theorem 4.7.
Theorem 5.2. Let R = K[x1, · · · , xn], m = (x1, · · · , xn), and P ⊂ R be a homo-
geneous prime ideal. Suppose V (P ) is r dimensional non-singular variety in Pn−1K
with r ≥ 2. Then
χ(Hn−r−1P (R)) = (−1)
r(−1 +
∑
j≥n−r
(−1)n−jsj(P )),
where HjP (R) = E(R/m)
sj(P ) for j ≥ n− r.
Proof. We prove the result by induction on r. For r = 2
χ(Hn−3P (R)) = (−1)
2(−1 + sn−2(P )).
This is Theorem 4.7.
Let r ≥ 3. We assume the result for non-singular varieties of dim = r − 1 and
prove it for non-singular varieties of dim = r.
Let H be a general hyperplane. Say H = V ((z)). By Bertini’s Theorem, V (P )∩
H = V (P + (z)) is a non-singular variety of dimension r − 1.
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As ht(P + (z)) = n− r, we get an exact sequence of the form
0→ Hn−r−1P (R)→ (H
n−r−1
P (R))z → H
n−r
(P+(z))(R)→ H
n−r
P (R)→ 0,
and HjP (R)
∼= H
j
(P+(z))(R) for j ≥ n − r + 1 = n − (r − 1). Now by induction
hypothesis
χ(Hj(P+(z))(R)) = (−1)
r−1(−1 +
∑
j≥n−r−1
(−1)n−jsj(P + (z)))
= (−1)r−1(−1 +
∑
j≥n−r−1
(−1)n−jsj(P )).
Note that χ((Hn−r−1P (R))z) = 0. Therefore
χ(Hn−r−1P (R)) = (−1)
r(−1 +
∑
j≥n−r−1
(−1)n−jsj(P )) + sn−r(P )
= (−1)r(−1 +
∑
j≥n−r
(−1)n−jsj(P )).

6. examples
In this section we compute De Rahm homology of two curves in K[x, y].
Example 6.1. Let f(x, y) = y + h(x) ∈ A = K[x, y], where h(x) does not
have multiple roots. Then H0(∂;H
1
(f)(A)) = 0 and H1(∂;H
1
(f)(A))
∼= K and
H2(∂;H
1
(f)(A)) = 0.
Proof. We have an exact sequence
0→ A→ Af → H
1
(f)(A)→ 0.
We know Hi(∂;A) by [6, Theorem 2.6]. So it suffices to compute Hi(∂;Af ). It is
clear that H1(∂y ;Af ) = K[x].
First we compute H0(∂y;Af ). Let v ∈ A, say degy v = m. Then v = φm(x)f
m +
· · ·+ φ1(x)f + φ0(x), with φi(x) ∈ K[x].
Then v/f i = polynomial + v2(x)/f + v1(x)/f
2 + · · ·+ vr(x)/f
r.
Note that for i ≥ 2, vi(x)/f
i = ∂y(u(x)/f
i−1), where u(x) = vi(x)/(i−1). So v/f
i =
v1/f+∂y(θ), with θ ∈ Af .We proveH0(∂y ;Af ) = K[x]/f. For if v(x)/f = ∂y(u/f
i)
for some i ≥ 1 and f does not divides u. Then v(x)/f = ∂y(u)/f
i + iu/f i+1.
Multiplying by f i shows that f divides u which is a contradiction. So H0(∂y;Af ) ∼=
K[x]/f.
Next we compute H1(∂x;H0(∂y;Af )). Note that if c ∈ K is a constant then
∂x(c/f) = −h
′(x)/f2 = ∂y(h
′(x)/f) = 0 in H0(∂y ;Af ).
So K/f ⊆ H1(∂x;H0(∂y;Af )).
Let ∂x(φ(x)/f) = 0 in H0(∂y;Af ). Then ∂x(φ(x)/f) = ∂y(u(x, y)/f
i) for some
u(x, y) ∈ A and f does not divides u. By computing both sides we get that f
divides u if i > 1, which is a contradiction. So i = 1 and
φ(x)′/f + φ(x).h′(x)/f2 = ∂y(u)/f − u/f
2.
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Multiplying by f2 gives,
f.φ(x)′ + φ(x)h′(x) = f.∂y(u)− u.
This implies f divides u − φ(x).h′(x). Say u − φ(x).h′(x) = f.g, for some g =
g(x, y) ∈ A. Then ∂y(u) = ∂y(f)g + f∂y(g) = g + f∂y(g). So that
f.φ(x)′ = (g + f∂y(g))f − fg.
So φ(x)′ = g+ f∂y(g)− g, i.e.f∂y(g) = φ(x)
′. This shows that f divides φ(x)′, this
is possible only when φ(x)′ = 0. So φ(x) = c constant. Thus
H1(∂x;K[x]/f) = K/f ∼= K.
Now we compute H0(∂x;K[x]/f). Let φ(x)/f ∈ H0(∂y;Af ) = K[x]/f . One can
easily verify that
φ(x)/f = ∂x(ψ(x)/f) + ∂y(u/f)
where ψ(x) =
∫
φ(x)dx and u = −ψ(x)h′(x). So H0(∂x;K[x]/f) = 0.
Since we have an exact sequence of the form
0→ H0(∂x;Hi(∂y;Af ))→ Hi(∂x, ∂y;Af )→ H1(∂x;Hi−1(∂y ;Af ))→ 0, for all i.
As H0(∂x;H1(∂y;Af )) = H0(∂x;K[x]) = 0. Therefore
H0(∂x, ∂y;Af ) ∼= H0(∂x;H0(∂y;Af )) = 0, and
H1(∂x, ∂y;Af ) ∼= H1(∂x;H0(∂y;Af )) ∼= K.
Also note H2(∂x, ∂y;Af ) = H1(∂x;H1(∂y;Af )) ∼= K.
As 0→ A→ Af → H
1
(f)(A)→ 0 is exact, by taking Koszul homology with respect
to ∂x, ∂y and using Lemma 2.7 of [6] we get H2(∂;H
1
(f)(A)) = 0 and Hi(∂;Af )
∼=
Hi(∂;H
1
(f)(A)) for i = 0, 1. Hence the result. 
Our next example is:
Example 6.2. Let f(x, y) = xy + 1 ∈ A = K[x, y], then as K− vector spaces
H0(∂;H
1
(f)(R))
∼= K, H1(∂;H
1
(f)(R))
∼= K and H2(∂;H
1
(f)(R)) = 0.
Proof. As in the above example it is enough to compute Hi(∂;Af ). First note that
H1(∂y;Af ) = K[x], f − 1 = xy, ∂x(f) = y and ∂y(f) = x.
First we compute H0(∂y ;Af ). Let a = a(x, y) ∈ A. Then
∂y(a/f
i) = ∂y(a)/f
i − ia.x/f i+1 for all i ≥ 1.
Case(1) : Let a(x, y) = φ(x). Then ∂y(φ(x)/f
i) = −iφ(x)x/f i+1 for all i ≥ 1. This
shows that
(10) xφ(x)/f i ≡ 0 in H0(∂y;Af ) for all i ≥ 2.
We have ∂y(y.φ(x)/f
i) = φ(x)/f i − iφ(x).xy/f i+1
= φ(x)/f i − iφ(x)(f − 1)/f i+1
= φ(x)/f i − iφ(x)/f i + iφ(x)/f i+1.
when i = 1 φ(x)/f2 ≡ 0 in H0(∂y;Af ). Thus iφ(x)/f
i+1 ≡ (i − 1)φ(x)/f i in
H0(∂y;Af ). Continuing in this way we get
(11) φ(x)/f i ≡ k0φ(x)/f in Ho(∂y;Af ), for all i ≥ 2 k0 ∈ K.
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Let a(x, y) = ym,m ≥ 1. Then
∂y(y
m/f i) = mym−1/f i − ixym/f i+1
= mym−1/f i − i(f − 1)ym−1/f i+1
= (m− i)ym−1/f i + iym−1/f i+1.
This shows that ym/f i ≡ k1y
m/f i−1 in Ho(∂y;Af ) for some k1 ∈ K,for all i ≥ 2.
Continuing in this way we get
(12) ym/f i ≡ kym/f in H0(∂y;Af ) ∀ i ≥ 1, for some k ∈ K.
Case(2) : Write a = a(x, y) = φ(x) + ψ(y) + xya1(x, y).
So a/f i = φ1(x)/f
i + ψ1(y)/f
i + a1(f − 1)/f
i
≡ φ1(x)/f + ψ1(y)/f + a1/f
i−1 − a1/f
i in H0(∂y;Af ) (by 11 and 12)
Write a1 = φ2(x) + ψ2(y) + xya2(x, y) and do the same as above to get
a/f i ≡ φ(x)/f + ψ(y)/f in H0(∂y ;Af ).
Therefore H0(∂y;Af ) =< ¯φ(x)/f , ¯ψ(y)/f > as a K-vector space.
Now we compute H0(∂x;H0(∂y;Af )). Let x
n/f ∈ H0(∂y;Af ) for some n ≥ 1.
Since ∂x(x
n+1/f) = (n+ 1)xn/f − xn+1y/f2
= (n+ 1)xn/f − xn(f − 1)/f2
= nxn/f + xn/f2.
By (10 ) xn/f2 ≡ 0 in H0(∂y ;Af ). So x
n/f ≡ 0 in H0(∂x;H0(∂y;Af )) for all n ≥ 1.
Let ym/f ∈ H0(∂y;Af ).
Since ∂y(y
m+1/f) = (m+ 1)ym/f − xym+1/f2
= (m+ 1)ym/f − ym(f − 1)/f2
= mym/f + ym/f2.
Note that ∂x(−y
m−1/f) = ym/f2. So
ym/f = 1/m(∂y(y
m+1/f) + ∂x(−y
m−1/f))
≡ 0 in H0(∂x;H0(∂y ;Af )) for all m ≥ 1.
Therefore H0(∂x;H0(∂y;Af )) =< 1/f > as a K vector space. In particular
(13) dimK H0(∂x;H0(∂y;Af )) ≤ 1.
Since we have an exact sequence of the form
0→ H0(∂x;Hi(∂y;Af ))→ Hi(∂;Af )→ H1(∂x;Hi−1(∂y ;Af ))→ 0, for all i.
As H0(∂x;H1(∂y ;Af )) = H0(∂x;K[x]) = 0. Therefore
(14) H0(∂;Af ) ∼= H0(∂x;H0(∂y;Af )),
(15) H1(∂;Af ) ∼= H1(∂x;H0(∂y;Af )). Note H0(∂;Af ) ∼= H0(∂;H
1
(f)(A)).
Note that the points at∞ of f are [1 : 0 : 0] and [0 : 1 : 0]. Therefore by Theorem
3.3 we get
2 ≤ 1 + dimK H0(∂;H
1
(f)(A)), and by (13) we get dimK H0(∂;Af ) = 1.
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Now we compute H1(∂x;H0(∂y;Af )).
Let ξ = φ(x)/f + ψ(y)/f ∈ H1(∂x;H0(∂y ;Af )). Then
∂x(φ(x)/f + ψ(y)/f) = 0 in H0(∂y;Af ).
⇒ ∂x(φ(x)/f) + ∂x(ψ(y)/f) = ∂y(a(x, y)/f
i), i ≥ 1 f ∤ a(x, y).
By computing both sides we get i = 1. Thus
∂x(φ(x)/f) + ∂x(ψ(y)/f) = ∂y(a(x, y)/f).
⇒ ∂x(φ(x))/f − φ(x)y/f
2 − ψ(y)y/f2 = ∂y(a)/f − ax/f
2.
⇒ f∂x(φ(x)) − φ(x)y − ψ(y)y = f∂y(a)− ax.
⇒ f(∂x(φ(x)) − ∂y(a)) = φ(x)y + ψ(y)y − ax.
Applying ∂y we get
x(∂x(φ(x)) − ∂y(a))− f∂y(∂y(a)) = φ(x) + ψ(y) + y∂y(ψ(y))− x∂y(a).
⇒ x∂x(φ(x)) − f∂y(∂y(a)) = φ(x) + ψ(y) + y∂y(ψ(y)).
Thus f divides (x∂x(φ(x)) − φ(x)) − (ψ(y) + y∂y(ψ(y))). As f = xy + 1. We get
(x∂x(φ(x)) − φ(x)) − (ψ(y) + y∂y(ψ(y))) = 0. Thus x∂x(φ(x)) − φ(x) = 0 and
ψ(y) + y∂y(ψ(y)) = 0. Hence φ(x) = cx where c ∈ K and ψ(y) = 0. Therefore
H1(∂x;H0(∂y ;Af )) =< x/f > .
Also x/f 6= 0 in H0(∂y;Af ). For if x/f = ∂y(u(x, y)/f
i) such that f does not
divide u. Then xf i = ∂y(u)f − ixu. Thus f divides −ixu. This is a contra-
diction as f does not divides u and x. Therefore H1(∂x;H0(∂y ;Af )) 6= 0. So
dimK H1(∂x;H0(∂y ;Af )) = 1. Therefore by(15) dimK H1(∂;Af ) = 1. Hence the
result. 
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