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In the last two decades, we have been watching a dramatic change in the nature 
of buyerseller relationships. Relationship quality (RQ) is nowadays seen as the 
source of superior performance and competitive advantage, rather than service 
quality and/or customer satisfaction. As firms move towards closer, more 
collaborative relationships, the role of relationship managers as marketers is 
increasingly vital to organisational success. Despite the crucial role that 
relationship managers play in building businesstobusiness (B2B) RQ, very little 
research has looked at the key constructs of interorganisational RQ from an 
interpersonal approach. 
 
Using both qualitative and quantitative approaches, this study aims at 
contributing to a better understanding of the nature, determinants, and 
dimensions of RQ. Particular attention is paid to developing and testing a B2B RQ 
model from an interpersonal perspective. In response to a gap identified in the 
literature, which draws primarily on buyer only perspectives, the exploratory, 
qualitative phase of this study was conducted from a dyadic perspective, thereby 
providing a stronger conceptualisation of RQ and its determinants and 
dimensions. A combination of literature with a series of semistructured 
interviews with representatives of hotels operating in Portugal and their 
corporate clients helped inform the development of a RQ model which was 
subsequently tested through structural equations modelling. For the main 
survey, the unit of analysis was the relationship of the dyad, as perceived by the 
client, and 948 client representatives provided their perceptions of their 
relationship with their counterparts in hotels, yielding a 40.7 percent response 
rate. Goodnessoffit estimates provided strong support for the model. All but 
one of the suggested research hypotheses were supported and the amount of 
explained variance by the proposed determinants was acceptable. Three 
alternative models were analysed and rejected in favour of the proposed model. 
 
Findings highlighted the importance of social bonds, which seem to promote 
contractual bonds and have a positive impact on perceived RQ, likelihood of 
recommendation and expectation of future contact. If social bonds are able to 
encourage repeat business and loyalty, then they may influence overall 
profitability. This research also expanded the empirical research on RQ by 
submitting its key constructs to a rigorous, quantitative test, this way 
contributing to narrow another gap in the literature, which refers to the 
existence of some consensus on building blocks of RQ such as commitment, 
satisfaction and trust, but not on their connections in the model. In addition, 
results emphasised customer orientation as a building block of RQ. This, in turn, 
draws the attention to the importance of including in the design of firms’ 
strategies the careful selection, training, and motivation of (designated) 
relationship managers, the ‘face’ of the organisation, in order to maximise the 
performance of organisations in building B2B RQ. By focusing on relational 
drivers, this study responds to the lack of research on the interactive 
characteristic of RQ, i.e. buyerseller interactions primarily in a persontoperson 
communication, and suggests theoretical and managerial guidelines regarding 
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Taking notes and producing summaries 
Identification of 
potential determinants 








Coding and producing summary display with codes and quotes (Appendix 5) 
Case-oriented approach 
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Pilot Stage 2 
Representatives of 5 Corporate Clients and 1 







Researchers and Faculty Members of 




Measures adapted from literature  




Adjustments in wording,  
order of the items, and layout 
 
 
Adjustments in wording, order of the 




Questionnaire well  




Pilot Stage 1 
Representatives of 6 Corporate Clients and 1 
Client Manager (Hotel Group A) 
 
 
Hotel Group A suspended its 
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This study incorporates Anderson and Gerbing’s (1988) twostep approach to 
structural equations modelling (SEM) into Diamantopoulos and Siguaw’s (2000) 
eightstep process in LISREL modelling. In this context, this chapter is concerned 
with the assessment of each construct and respective items included in the 
measurement model, as a logical sequence to the process of model development 
described in Chapter 4 and the methodology outlined in the previous chapter. 
This chapter first presents a discussion on procedural decisions relating to the 
analysis strategy, as well as on data screening procedures. Then the chapter 
describes the actual assessment of the measurement model, which is divided in 
two main segments, assessment of the measurement model for exogenous 
variables and assessment of the measurement model for endogenous variables, 
each of which, in turn, are subdivided into four classes of tests: dimensionality, 
convergent validity, reliability, and discriminant validity. 
 
6.2 Procedural Considerations 
The overall strategy concerning data analysis was divided in two main parts, 
taking advantage of a relatively large sample: model calibration and model 
crossvalidation. For this purpose, the final sample of collected data was split in 
two random halves, the calibration sample and the crossvalidation sample. 
Within model calibration, the twostep approach suggested by Anderson and 
Gerbing (1988) was followed. In this context, the evaluation of the measurement 
model was carried out using factor analysis, both exploratory (EFA) and 
confirmatory (CFA). In a first instance, EFA was used as a procedure of measure 
purification, from a traditional (i.e., nonconfirmatory) perspective, which was 
subsequently complemented with a confirmatory assessment of dimensionality, 
convergent validity, reliability, and discriminant validity, under the principles of 
SEM. The testing of the structural model, also with SEM, then served as a 
confirmatory assessment of nomological validity. SEM was used as well for 
validating the structural model, on the crossvalidation sample, and for an 







In what statistical software is concerned, SPSS 14.0 was used to perform EFA, 
whereas LISREL 8.72 was used for performing CFA and for evaluating the 
structural model, as well as for crossvalidation and alternative models 
evaluation. LISREL (Linear Structural Relationships), a particular SEM technique, 
acknowledged as the most sophisticated research tool by marketing researchers, 
is used for estimating simultaneously a series of separate, yet interdependent, 
multiple regression equations (Hair et al. 1998). SEM procedures allow for the 
incorporation of both observed and latent variables (Byrne 1998; Hair et al. 
1998) and express direct, indirect and total relationships between independent 
and dependent variables, even when the same variable is at the same time a 
dependent variable in one relationship and an independent one in another 
relationship (Hair et al. 1998). In SEM, the model is statistically tested through a 
simultaneous analysis of the entire system of variables in order to measure the 
extent to which it is consistent with the data (goodnessoffit). Roughly stated, 
the higher the goodnessoffit, the stronger the support granted to the 
hypothesised associations among variables (Byrne 1998). Taking also into 
consideration that SEM has been proven to have more advantages than multiple 
regression in establishing the ‘best fitting’ model (Cheng 2001), these seem to 
be the necessary characteristics of a technique to address the model proposed in 
this study. 
 
Before the above described steps could take place, several additional decisions 
had to be made. Regarding EFA, the extraction method used is principal 
components, which is a data reduction technique for the identification of linear 
combinations of the items that account for the maximum variation possible 
(Iacobucci 2001a; Stewart and Iacobucci 2001). Even though there was an 
indication of a predetermined factor structure subsumed in the proposed 
conceptual framework, exploratory factor analysis can be useful as a preliminary 
tool for the definition of the underlying dimensional structure (Gerbing and 
Anderson 1988). DeVellis (2003, p. 133) stresses its importance by stating that 
finding a factor structure by means of nonconfirmatory factor methods can be 
even more encouraging to the investigator, compared to the results of a 
confirmatory factor analysis, in which the computer is given ‘a heavy hint as to 
how things should turn out’. The principal components analysis also served as a 
tool for measure purification. The process of reducing a set of measures aiming 
at defining preliminary scales that are subsequently submitted to test and 
validation with confirmatory factor analysis is a generally accepted procedure 






Another question related to principal component analysis is the rotation method 
used. Orthogonal rotations are associated with uncorrelated components 
whereas oblique rotations allow for correlations among factors (Green et al. 
1988; Iacobucci 2001b; Malhotra 1996). In the present analysis, given that 
there are theoretical and empirical (from the qualitative data analysis) reasons 
to believe that the latent variables are correlated to some degree, an oblique 
rotation was used – Promax, considered to be more suitable for large samples 
(SPSS 2005) and an adequate choice of an oblique rotation (Iacobucci 2001b). 
 
Moving on to the SEM procedures, several choices were made, namely on the 
issues of i) type of input matrix, ii) estimation technique, iii) level of abstraction, 
iv) summated scales; and v) set of indices for assessing overall modeltodata 
fit. A discussion on these decisions follows.  
 
i) Type of input matrix: in this respect, the choice is, basically, between using a 
correlation matrix or a covariance matrix. Several reasons informed the choice of 
a covariance matrix as the input matrix. To begin with, Hair et al. (1998) defend 
that when the goal is to test a proposed theoretical framework, as is the case in 
this study, a covariance matrix should be used. Moreover, and according to 
Bentler et al. (2001), most of the statistical theory behind SEM has been 
developed on the assumption that the analysis applies to a covariance matrix. In 
addition, Baumgartner and Homburg (1996) recommended the utilisation of 
covariance matrices in all future analyses. Furthermore, there are some specific 
technical reasons in favour of using a covariance matrix. For instance, Bentler et 
al. (2001) stressed that covariance structure models (another name for structure 
equations models) have standardized solutions as well  thus the advantage is 
that a correlation metric is available even if a covariance matrix is used. Another 
example is that, in general, when a correlation matrix is used, the chisquare 
test and standard errors are not correct (Bentler et al. 2001); 
 
ii) Estimation technique: maximum likelihood (ML) is the default estimation 
method in most statistical packages and it is also the more widely used 
estimation method (Anderson and Gerbing 1988; Baumgartner and Homburg 
1996; Bollen 1989; Diamantopoulos and Siguaw 2000). ML is quite consistent at 
producing efficient estimation  and is rather robust against moderate violations 
of the normality assumption (Diamantopoulos and Siguaw 2000), provided that 
the sample comprises 100 or more observations (Anderson and Gerbing 1988; 
Steenkamp and van Trijp 1991). Despite the existence of asymptotically 





distribution of the variables, these ADF procedures are of little practical 
usefulness, because they imply the use of very large samples (Baumgartner and 
Homburg 1996; Diamantopoulos and Siguaw 2000; Steenkamp and van Trijp 
1991). In addition, it has been proven that ADF techniques do not necessarily 
yield better performances even when they are theoretically considered more 
appropriate (Baumgartner and Homburg 1996). One option could be to use 
weighted least squares (WLS) – an example of an ADF method  as estimation 
technique on an asymptotic covariance matrix, which can be calculated with 
PRELIS – a preprocessor for LISREL (Jöreskorg and Sörbom 2002; Jöreskorg et 
al. 2001)  and try to collect as much data as possible. But, then again, it has 
been shown that WLS can be troublesome, namely regarding the chisquare test 
statistic, even with large samples (Diamantopoulos and Siguaw 2000). According 
to Steenkamp and van Trijp (1991), the utilisation of WLS requires a sample as 
large as at least 1.5*(number of items)*(number of items+1), which, in the case 
of the present study, would imply a sample with more than 5.800 observations. 
In this context, ML is the option in terms of the technique for estimating the 
structural parameters in this research; 
 
iii) Twostep analysis: in this study, the measurement model was estimated 
separately and prior to the estimation of the structural model, following 
Anderson and Gerbing’s (1988) twostep approach for structural equation 
modelling, as already mentioned. It was felt that this would be the most 
appropriate approach for the context of the present study, due to its advantages, 
as compared to the singlestep analysis, which, on the contrary, involves the 
simultaneous estimation of both measurement and structural models. 
Essentially, this approach allows for the unidimensional construct measurement, 
and facilitates formal comparisons between the proposed model and alternative 
models (for a summary of the mentioned advantages see page 422 of Anderson 
and Gerbing, 1988); 
 
iv) Level of abstraction: According to Baumgartner and Homburg (1996) there 
are three levels of abstraction in modelling latent variables: total aggregation, 
partial aggregation, and total disaggregation.  The partial aggregation approach, 
in which subsets of items are combined into composites that are then treated as 
indicators of the constructs, was considered the most appropriate for testing the 
structural model in this study (to be presented in the next chapter), whereas the 
total disaggregation approach is used for model calibration. The partial 
aggregation approach minimises model complexity, in comparison to the total 





each construct. The latter method, though useful for model development, 
becomes unmanageable for the purpose of testing the whole model, particularly 
with large sample sizes and when there are more than four or five manifest 
indicators (Bagozzi and Heatherton 1994; Baumgartner and Homburg 1996), 
which is the case in the present study. In addition, the partial aggregation 
approach considers reliability more clearly, while allowing for assessment of 
unidimensionality, this way providing support for the combination of subsets of 
items into composites, instead of combining them arbitrarily, as in the total 
aggregation approach, where all the items form a single composite and each 
construct has a single indicator (Baumgartner and Homburg 1996); 
 
v) Summated scales: Hunter and Gerbing (1982, p. 271) emphasise the practice 
of using composites by stating that ‘the usual method of finding the common 
thread through several responses is to add or average them’. Moreover, these 
authors highlight the appropriateness of this practice because computing 
composites means that ‘the observed variables, for example, the items on a 
questionnaire, are organized into clusters or tests or scales such that each 
cluster of observed variables corresponds to a single underlying latent variable. 
The average score across the items that define the cluster, the ‘cluster score’, 
provides a level of analysis that is intermediate to the molar and molecular’ 
(Hunter and Gerbing 1982, p. 271)1. The same authors go on to explain why 
averaged scores may lead to greater reliability: ‘If the items satisfy the empirical 
procedures of construct validation, then the composite is potentially a more 
reliable and valid estimate of the latent variable of interest than any of the 
component single item responses’ (Hunter and Gerbing 1982, p. 271).  
 
Therefore, and in coherence with the option for the partial aggregation level of 
abstraction, composites were built for each of the latent variables. The creation 
of summated (or composite, or averaged) scales (or measures, or scores) is a 
widely used procedure, namely in the marketing literature, being ‘practically 
unavoidable’ when there is a relatively large number of indicators (Baumgartner 
and Homburg 1996, p. 144), and presents two major advantages in relation to 
using single questions (items). In short, these two main advantages are the 
reduction of measurement error (i.e., greater reliability) and parsimony (Dillon 
et al. 2001; Grapentine 1995; Hair et al. 1998). In this case, the words of  Dillon 
et al. (2001, pp. 6364) are particularly pertinent: 
 
                                                 
1 The molar level refers to latent variables, also referred to as ‘molar variables’, and the molecular 






‘The formation of a composite (an average of a scale’s items) may be preferred to the modelling of 
the individual component for two reasons: First, an average, whether over respondents or items, 
lends stability (literally enhanced reliability here) to the resultant composite variable (…). Second, 
the composite can be simpler, both to conceptualize and communicate and to use in models. (…). 
Even a structural equations model (SEM), an approach to data analysis created as a perfect 
partnership of a measurement model and a structural model, seems to behave with somewhat more 
stability in the presence of parsimony (in this case, simplifying the measurement end of the model). 
(…) Although a composite is not the measurement of the construct, its greater reliability means that 
the particular idiosyncrasies of the component items have less power to yield misleading results’. 
 
In the present study, scores of the items pertaining to each construct that 
resulted from the measurement model evaluation carried out in this chapter 
were averaged to form composites to be used in the assessment of the structural 
model, which is going to be conducted in the next chapter. It was possible to 
combine items and use them as composites, due to, again, the proven 
psychometric properties of the measures, namely unidimensionality 
(Baumgartner and Homburg 1996; Dillon et al. 2001; Hair et al. 1998), as 
shown in the next sections. In other words, items that pertained to the same 
cluster, which, after EFA and CFA procedures, were proven to form a 
unidimensional set, ended up resulting in a certain summated scale or composite 
that was then used within the process of assessing the structural model (to be 
described in the next chapter). In the context of the partial aggregation 
approach, the composites of items were treated as indicators of constructs, and 
error variances of the singleindicator constructs (i.e., constructs with only one 
dimension, in which case the path between construct and dimension was fixed to 
1) were fixed to (1reliability) times the variance of the indicator (Bagozzi and 
Heatherton 1994; Baumgartner and Homburg 1996); 
 
vi) Set of fit indices: while there is no consensus on the appropriate index for 
assessing overall goodnessoffit of a model (Ping 2004), the chisquare statistic 
has been the most widely used fit index (Bagozzi and Heatherton 1994; 
Baumgartner and Homburg 1996; Ping 2004). The chisquare test measures the 
discrepancy between a hypothesized model and data (Bagozzi and Heatherton 
1994), by testing ‘the null hypothesis that the estimated variancecovariance 
matrix deviates from the sample variancecovariance matrix only because of 
sampling error’ (Baumgartner and Homburg 1996, p. 149). Significant values of 
the chisquare test mean that there is a strong divergence between the data and 
the model, and that the latter should be rejected. However, the chisquare 
goodnessoffit test tends to reject modeltofit data as the sample size 
increases, leading to the rejection of models with only slight divergences from 
the data, which limits its practical usefulness (Baumgartner and Homburg 1996). 
In this context, it is advisable to report additional measures of fit (Bagozzi and 





were chosen for this study, based on suggestions that can be found in previous 
studies (Baumgartner and Homburg 1996; Ping 2004). Four of these indices are 
absolute fit indices, which assess the overall modeltodata fit for structural and 
measurement models together (Bollen 1989; Hair et al. 1998): chisquare 
goodnessoffit test (χ2), ratio of χ2 to degrees of freedom (χ2/df), root mean 
squared error of approximation (RMSEA), goodnessoffit index (GFI), and 
adjusted goodnessoffit index (AGFI); whereas the remaining two are 
incremental fit indices – meaning that they compare the target model to the fit 
of a baseline model, normally one in which all observed variables are assumed to 
be uncorrelated (Baumgartner and Homburg 1996): comparative fit index (CFI), 
and nonnormed fit index (NNFI). Table 6.1 presents a description of these 
indices and suggested cutoffs. 
 
Table 6.1: Descriptions and thresholds of goodnessoffit indices used in the assessment of both 
measurement and structural models. 
Fit Index Description Cut
Offs 
χ2 Indicates the discrepancy between hypothesized model and 
data; Tests the null hypothesis that the estimated covariance
variance matrix deviates from the sample variancecovariance 
matrix only because of sampling error. 
p>.05 
χ2/df Because the chisquare test is sensitive to sample size and is 
only meaningful if the degrees of freedom are taken into 
account, its value is divided by the number of degrees of 
freedom. 
2 to 1 or 3 to 1 
RMSEA Shows how well the model fits the population covariance 
matrix, taken the number of degrees of freedom into 
consideration. 
<.05: good fit; 
<.08: reasonable 
fit 
GFI Comparison of the squared residuals from prediction with the 
actual data, not adjusted for the degrees of freedom. 
 
>.90 
AGFI GFI  adjusted for the degrees of freedom in the model. >.90 
NNFI Shows how much better the model fits, compared to a baseline 
model, normally the null model, adjusted for the degrees of 
freedom (can take values greater than one). 
 
>.90 
CFI Shows how much better the model fits, compared to a baseline 




Source: Based on Bagozzi and Yi 1988; Baumgartner and Homburg 1996; Cote et al. 2001; 
Diamantopoulos and Siguaw 2000; MacCallum et al. 1996; Ping 2004. 
 
6.3 Data Screening Prior to Model Estimation and Testing 
To begin with, the data matrix was checked for coding errors. In those cases 
where coding errors were detected, the original questionnaire was used to 
correct these errors (Baumgartner and Homburg 1996; Churchill 1999; Green et 
al. 1988). Also, variables were recoded where necessary, namely regarding 
reverse coded items. Moreover, an inspection of the matrix was carried out with 
the objective of identifying extreme values that might pose some danger in 
terms of distorting influences, and no such values were found.  
 
In addition, cases incorporating missing values were deleted prior to data 
analysis, following a listwise approach. There are several ways to approach 





substitution), imputation (e.g., cold deck imputation, regression imputation, and 
multiple imputation), and modelbased procedures (Hair et al. 1998). All 
methods for dealing with missing data contain advantages and disadvantages 
(Hair et al. 1998; Streiner 2002). Moreover, the solutions offered in statistical 
packages, like, for instance, listwise and pairwise deletion, regression 
imputation, and expectationmaximization, included in the MVA (Missing Value 
Analysis) from SPSS Inc., seem to be insufficient and introduce bias in the 
analysis (Von Hippel 2004). Nevertheless, listwise case deletion is considered 
appropriate when the proportion of missing values is not too high (Hair et al. 
1998), which is the case in this study, with around 5.4% of cases containing 
missing values. Taking also into consideration that this study’s quantitative 
analysis is based on a relatively large sample, listwise deletion was the selected 
approach to missing values. 
 
In SEM it is always necessary to consider the issue of normality assumption. SEM 
is rather sensitive to the characteristics of the distribution of data, especially 
departures from multivariate normality. Severe violations of the normality 
assumption can be worrisome due to the possibility of inflating chisquare 
statistics, causing bias in critical values for determining coefficient significance, 
and affecting standard errors (Baumgartner and Homburg 1996; Hair et al. 
1998; Steenkamp and van Trijp 1991). Also, one of the assumptions of the 
estimation technique ML is the normality of the variables (Cortina et al. 2001). 
As far as normality is concerned, PRELIS 2.72 was used to conduct tests of 
normality with reference to the values of skewness and kurtosis of the observed 
variables (Bollen 1989). All observed variables revealed significant kurtosis and 
skewness pvalues, in terms of multivariate normality tests, which might suggest 
a potential departure from normality. Nevertheless, in the case under 
consideration, skewness seems to be more problematic than kurtosis, taking into 
consideration that, in terms of univariate normality tests, all pvalues regarding 
the former are significant, contrary to what happens in relation to the latter, with 
several nonsignificant pvalues. Still, this could constitute a problem, namely 
because of potential bias in parameter estimates and because it can raise 
questions related to the estimation technique used (as mentioned, ML depends 
on the assumption of multivariate normality). However, and according to Hair et 
al. (1998), large sample sizes, which is the case in this study, tend to mitigate 
violations of the normality assumption caused by excessive kurtosis  which is 
more problematic than skewness, according to Bollen (1989) , namely by 
reducing biases in parameter estimates. In addition, also as already mentioned, 





violation of the multivariate normality assumption (Bollen 1989). Also, the ML 
estimator provides goodnessoffit values ‘similar to those produced by the 
robust Satorra and Bentler (1988) estimator’, and shows a superior performance 
in terms of ‘bias in parameter estimates, Type I error rates, and power’ (Cortina 
et al. 2001, p. 326). Furthermore, and specifically in relation to the calibration 
sample, the measure of relative multivariate kurtosis, printed by the PRELIS 
program (Jöreskorg and Sörbom 2002) was 1.078. This value is considered 
relatively small and, therefore, it appears that, in spite of the items that do not 
show univariate normality, collectively the multivariate distribution is reasonably 
normal, similarly to what was concluded in previous analyses (e.g. Benson and 
Bandalos 1992). Moreover, and as Barnes et al. (2001, p. 80) put it, ‘variables 
are rarely normally distributed (…). Probably in strict terms the question is a 
nonissue from the beginning: Virtually no variable follows the normal 
distribution’. These authors go on to state that ‘by definition, data that come 
from 7point scales are not normally distributed. In fact, the distribution of 
variables measured on such scales are often skewed toward one end of the 
scale, uniform, or even bimodal.’ (Barnes et al. 2001, p. 81). In this context, 
these authors suggest that, for practical purposes, and if, as is the case of the 
data collected for this study, ‘the distributions of the sample variables are not 
wildly nonnormal’ (Barnes et al. 2001, p. 80), ML can be used, for its results are 
probably reliable in most situations. The option in this study was to follow this 
suggestion and not transform nonnormally distributed variables, for this 
procedure could represent more problems by changing the meaning of actual 
responses (Anderson et al. 1987; Gassenheimer et al. 1998). 
 
As far as the sample size is concerned, it is noteworthy to mention that the final 
sample (either the total sample or each of the halves) contains a sufficient 
number of cases in relation to the parameters to be estimated. In SEM, the 
estimation and testing methods are based on asymptotic theory and the validity 
of the parameter estimates and test statistics depends on large samples 
(Baumgartner and Homburg 1996). While there is little empirical and theoretical 
indication of what is a large sample in this context, one rule of thumb is that, 
under normal distribution theory, ‘the ratio of sample size to the number of free 
parameters should be at least 5:1 to get trustworthy parameter estimates, and 
(…) higher (at least 10:1, say) to obtain appropriate significant tests’ 
(Baumgartner and Homburg 1996, p. 146). The most stringent of these criteria 
is satisfied in this study, given that the most complex model (the secondorder 





6.4.1) estimated 44 parameters, less than ten times the size of the calibration 
sample, which contains 474 cases. 
 
Finally, a test for common method bias was conducted using the Harman’s  
singlefactor test (Podsakoff and Organ 1986; Podsakoff et al. 2003) as an 
additional scrutiny of the validity of the results. Common method bias may cause 
problems, namely by leading to inflated estimates of the relationships between 
the constructs, when data for the independent and dependent constructs are 
collected from single informants (Podsakoff and Organ 1986). Although there are 
other approaches to assess the issue of common method bias, namely partial 
correlation (partialling out social desirability, a ‘marker’ variable, or a general 
factor score), singlemethodscalescore (controlling for the effects of a directly 
measured latent methods factor), singlemethodfactor (controlling for the 
effects of a single unmeasured latent method factor), and multiplemethod
factor (e.g. the MTMM – multitraitmultimethod, which allows for the control of 
method variance and random error)  see Podsakoff et al. 2003, p. 896, for a 
summary of requirements and disadvantages of these approaches , in this 
research the option was to also use the Harman’s single factor–test. This not 
only because this test is one of the most widely used approaches by researchers, 
but also taking into consideration that some  procedural remedies were 
employed, namely protecting respondent anonymity and reducing evaluation 
apprehension, counterbalancing question order, and improving scale items, as 
also suggested by Podsakoff et al. (2003). In addition, this procedure, which 
consists in loading all the variables under analysis into an EFA and examining the 
unrotated factor solution (Podsakoff et al. 2003), is also in line with the trend 
characterising previous approaches in the management and marketing areas (e. 
g. Green et al. 2005; Voss et al. 2005). According to Podsakoff et al. (2003, p. 
881), ‘if a substantial amount of common method variance is present, either (a) 
a single factor will emerge from the factor analysis or (b) one general factor will 
account for the majority of the covariance among the measures’. In the case of 
the present analysis, (a) the factor analysis revealed several factors, and (b) a 
‘general’ factor was not identified. Taking into consideration that, according to 
Podsakoff et al. (2003) only one of these conditions is required, the fact that this 
study fulfils both requirements reinforces the suggestion that there are strong 
reasons to believe that common method bias does not represent a problem in 






Having described the decisions relating to the analysis strategy, as well as the 
data screening procedures, the next sections cover the assessment of the 
measurement model, starting with the exogenous variables. 
 





The results of the EFA conducted for the 24 items measuring customer 
orientation identified a threefactor structure (see Table 6.2). The values 
observed for the Bartlett’s test of sphericity (p=0.000) and the value of the 
KaiserMeyerOlkin measure of sampling adequacy (KMO=0.949) are strong and 
significant, suggesting that factor analysis is adequate for this data. An 
examination of both the eigenvalues and the scree plot helped inform the 
decision of retaining these three factors, accounting for a total variance 
explained of around 60%  in social sciences, an explained variance of 60%, and 
sometimes less, is acceptable, according to Hair et al. (1998). As far as 
communalities are concerned, the low values of items COR1 and COR24RC 
suggest the removal of these items. The examination of the interitems 
correlations corroborates this scenario, with items COR1 and COR24RC showing 
the lowest correlations, irrespectively of the factor considered. The rest of the 
items loaded highly and significantly onto the respective factor – the lowest 
loading was observed for COR23 (.687)  and correlated significantly with the 
other items pertaining to the same factor. 
 
Taking into consideration both the precursor study by Saxe and Weitz (1982) 
and the content meaning of the questions included in each factor, factor 1 was 
named 	
  	 (PSB), which broadly refers to the ability of 
the client manager to provide expert counselling on the client’s present and 
future needs (Crosby 1989), and factor 2 	 	 (SO), in line with 
more recent propositions (Bejou et al. 1996; Periatt et al. 2004; Sirdeshmukh 
and Sabol 2002; Thomas et al. 2001; Wray et al. 1994). Factor 3 was named 
	 	 (SE), again due to the content meaning implicit in the items 
comprising this factor, consistent with a perspective that can also be found in the 
literature (e.g. Bejou et al. 1998; Bejou et al. 1996; Dorsch et al. 1998; Lagace 
et al. 1991; Roberts et al. 2003; Wray et al. 1994). The tests with the 
Cronbach´s alpha reliability coefficient suggested that all items should be 
retained in their respective factors, with the exception of the above mentioned 





Table 6.2: Principal Components Analysis for Customer Orientation (COR). 












COR1 Our client manager helps us achieve our goalsa    
COR2 Our client manager tries to achieve his/her goals by 




COR3 Our client manager has our best interest in minda .776   
COR4 Our client manager tries to get us to discuss our needs with 
him/hera 
.795   
COR6 Our client manager recommends suitable solutions for usa .787   
COR7 Our client manager tries to find best services for usa .826   
COR8 Our client manager answers our questions correctlya .774   
COR9 Our client manager tries to match the hotel’s solutions with 
our problemsa 
.737   
COR10 Our client manager is willing to disagree with us in order to 
help us make a better decisiona 
.842   
COR11 Our client manager tries to give us an accurate expectation 
of what the product will do for usa 
.818   
COR12 Our client manager tries to figure out our needsa .795   
COR13RC Our client manager tries to sell us all (s)he convinces us 
to buy, even if we think it is more than a wise customer would buya 
 .772  
COR14RC Our client manager tries to sell as much as (s)he can 
rather than to satisfy usa 
 .819  
COR18RC Our client manager paints too rosy a picture of his/her 
services, to make them sound as good as possiblea 
 .840  
COR19RC Our client manager spends more time trying to persuade 
us to buy than trying to discover our needsa 
 .795  
COR21RC Our client manager pretends to agree with us to please 
usa 
 .826  
COR22RC Our client manager implies to us that something is 
beyond his/her control when it is nota 
 .795  
COR5 Our client manager tries to influence by information rather 
than by pressurea 
  .755 
COR15RC Our client manager keeps alert for weaknesses on a 
person’s personality so (s)he can use them to put pressure to buya 
  .796 
COR16RC Our client manager if (s)he is not sure a service is right 
for us, (s)he will still apply pressure to get us to buya 
  .774 
COR17RC Our client manager decides what services to offer on the 
basis of what (s)he can convince us to buy, not on what will satisfy 
usa 
  .811 
COR20RC Our client manager stretches a truth in describing a 
servicea 
  .787 
COR23RC Our client manager begins the sales talk for a service 
before exploring  our needsa 
  .687 
COR24RC Our client manager treats us as rivalsa    
1–All Values significant at p<.05; Values <.40 have been 
suppressed. 
a–Adapted from Saxe and Weitz, 1982  (.83<α<.86). 
RC: reverse coded. 
   
Explained Variance  41.6% 10.3% 8% 









Anderson and Gerbing (1988, p. 414) express the importance of unidimensional 
measurement in the following terms: 
 
‘Achieving unidimensional measurement (…) is a crucial undertaking in theory testing and 
development. A necessary condition for assigning meaning to estimated constructs is that the 
measures that are posited as alternate indicators of each construct must be acceptably 
unidimensional. That is, each set of alternate indicators has only one underlying trait or construct in 
common (…).’ 
 
EFA is generally acknowledged as insufficient for the assessment of 
dimensionality (Hunter and Gerbing 1982; Rubio et al. 2001). In this case, the 
EFA suggested three factors, which are correlated among them and seem to be 
measuring a higherorder construct, customer orientation. In other words, the 
higherorder factor, customer orientation, would account for the relation 
between the lower order factors, PSB, SO, and SE (Benson and Bandalos 1992; 
Hunter and Gerbing 1982; Rubio et al. 2001). According to Byrne (2001), in this 
case, the fit statistics resulting from the model will be equivalent, either if it is 
parameterized as a firstorder or a secondorder structure. The secondorder 
model is equivalent to the firstorder model, only the former is a special case of 
the latter, an alternative account of the association between the firstorder 
factors (Byrne 2001; Kline 2005). The decision on whether to model a certain 
measurement instrument as first or secondorder structure relies ultimately on 
what theory suggests (Byrne 2001; Garver and Mentzer 1999). In this context, it 
was felt that a secondorder structure should be tested, in line with previous 
approaches to customer orientation (e.g. Periatt et al. 2004; Thomas et al. 
2001).  
 
EFA is not able to test models with higherorder factors (Hunter and Gerbing 
1982; Rubio et al. 2001), but this can be done through confirmatory factor 
analysis, namely using SEM. For dimensionality purposes, EFA gives a valuable 
but insufficient indication that must be tested through CFA. In the present case, 
EFA apparently suggests a secondorder factor structure composed by a higher
order construct, customer orientation, comprising three lowerorder dimensions, 
PSB, SO, and SE  each of these being, in turn, unidimensional. The object of 
analysis is, therefore, whether unidimensionality holds for each of the firstorder 
factors or dimensions (Steenkamp and van Trijp 1991). Thereby, despite the 
equivalence between firstorder and secondorder structure mentioned in the 
last paragraph, a secondorder CFA using SEM was deemed useful for 
clarification purposes. This CFA was performed on the items relating to customer 
orientation, aiming at finding out whether there is support for the secondorder 





constructs – being the latter the CFA’s primary object of attention. The overall 
model fit statistics in LISREL are within the generally accepted thresholds and 
suggest an acceptable goodnessoffit (see Table 6.3). In fact, though the Chi
Square test is significant (χ2 = 408.207, p=0.0000), the ratio chisquare/degrees 
of freedom is below 2 (df=206, χ2/df=1.98) – normally a ratio in the range of 2 
to 1 or 3 to 1, is indicative of an acceptable fit (Cote et al. 2001). In addition, 
the Goodness of Fit Index (GFI =.93), the Adjusted Goodness of Fit Index (AGFI 
=.91), the NonNormed Fit Index (NNFI=.99), and the Comparative Fit Index 
(CFI=.99), as well as the Root Mean Square Error of Approximation 
(RMSEA=.046) are indicating good fit (Diamantopoulos and Siguaw 2000; 
MacCallum et al. 1996).  
 
Although these results seem to suggest sufficient support for both the second
order factor structure and unidimensionality of each of the firstorder constructs, 
it is advisable to further investigate potential threats to unidimensionality. A 
possible evidence of potential threats to unidimensionality is the number of 
absolute values above 2.58 in the matrix of standardised residuals, which may 
indicate that the model might not satisfactorily estimate the relationship 
between a given pair of variables. The ‘standard’ cutoff is a standardized 
residual above 2.58, corresponding to a pvalue < .01 (Gerbing and Anderson 
1988; Jöreskorg and Sörbom 2001; Steenkamp and van Trijp 1991). Though the 
cutoff has been also referred to be standardised residuals with an absolute 
value greater than 3 (Jöreskog and Sörbom 1993), the researcher adopts herein 
the more stringent criteria. Modification indices above 5 may also be another 
sign of potential threats to unidimensionality (Anderson and Gerbing 1988; 
Gefen 2003). If the event that the LISREL output suggests potential 
dimensionality problems, unidimensionality can be improved by tackling the 
most problematic pairs of items, being the addition of error covariances between 
items the most commonly used way of improving the model fit (Baumgartner 
and Homburg 1996; Diamantopoulos and Siguaw 2000; Ping 2004). The pairs of 
items should be analysed one at a time, for a high degree of shared variance 
between a pair of items can affect the shared variance between other pairs. 
However, it is crucial that the researcher is cautious enough neither to cause the 
overfitting of the model nor to be data driven, but rather driving the analysis 
primarily through theory (Gerbing and Anderson 1988).  
 
In this case, the standard residuals above 2.58 represent less than 6% of the 
total of pairs of the matrix of standard residuals and modification indices above 





number of potential problematic cases justifies the addition of error covariances. 
In this context, no error covariances were allowed between items, a decision that 
was mainly based on the following criteria: First, there was no evidence in the 
literature suggesting the addition of error covariances, and doing so would only 
be capitalising on chance (Cote et al. 2001); Second, some authors argue that 
the existence of withinfactor correlated measurement errors may prevent the 
constructs from being unidimensional (Cote et al. 2001); Third, the addition of 
error covariances would only serve to improve this particular model’s fit, given 
that the structural model is going to be tested under the partial aggregation 
model approach (as explained in section 6.2) and, thus, the addition of error 
covariances will become irrelevant as soon as summated scales are computed. 
 
Overall and in sum, taking also into consideration that items loaded strongly and 
significantly on unique factors, results suggest sufficient evidence of 
unidimensionality for each of the three dimensions of customer orientation, PSB, 
SO, and SE. 
 
Because unidimensionality is a crucial and necessary, but not sufficient, 
condition for construct validity (Anderson and Gerbing 1988), the following 
sections address the issues of convergent and discriminant validity, as well as 
reliability. Table 6.3 shows the CFA results, including the correlation between the 
dimensions of the customer orientation construct, the composite reliability2 and 
the average variance extracted3, computed for each construct. 
 
                                                 
2 Composite reliability is calculated by using the information from LISREL’s completely standardized 
solution and applying the following formula: ρc = (∑λ)
2/[(∑ λ)2+∑(θ)], where ρc = composite 
reliability, λ = indicator loadings, θ = indicator error variances, and ∑ = summation over the 
indicators of the latent variable (Diamantopoulos and Siguaw 2000). 
3 Average variance extracted is calculated by using the information from LISREL’s completely 
standardized solution and applying the following formula: ρv = (∑λ
2)/[ ∑ λ2+∑(θ)], where ρv = 
average variance extracted, λ = indicator loadings, θ = indicator error variances, and ∑ = summation 





Table 6.3: Confirmatory Factor Analysis for Customer Orientation (COR). 
ITEMS AND STANDARDIZED FACTOR COEFFICIENTS* PSB SO SE 
COR2 Client manager tries to achieve his/her goals by satisfying 
us  
.74   
COR3 Our client manager has our best interest in mind .74   
COR4 Client manager tries to get us to discuss our needs with 
him/her 
.81   
COR6 Our client manager recommends suitable solutions for us .85   
COR7 Our client manager tries to find best services for us .82   
COR8 Our client manager answers our questions correctly .83   
COR9 Our client manager tries to match the hotel’s solutions 
with our problems 
.63   
COR10 Our client manager is willing to disagree with us in order 
to help us make a better decision 
.80   
COR11 Our client manager tries to give us an accurate 
expectation of what the product will do for us 
.81   
COR12 Our client manager tries to figure out our needs .73   
COR13RC Our client manager tries to sell us all (s)he convinces 
us to buy, even if we think it is more than a wise customer would 
buy 
 .73  
COR14RC Our client manager tries to sell as much as (s)he can 
rather than to satisfy us 
 .80  
COR18RC Our client manager paints too rosy a picture of his/her 
services, to make them sound as good as possible 
 .78  
COR19RC Our client manager spends more time trying to 
persuade us to buy than trying to discover our needs 
 .77  
COR21RC Our client manager pretends to agree with us to 
please us 
 .76  
COR22RC Our client manager implies to us that something is 
beyond his/her control when it is not 
 .72  
COR5 Our client manager tries to influence by information rather 
than by pressure 
  .76 
COR15RC Our client manager keeps alert for weaknesses on a 
person’s personality so (s)he can use them to put pressure to 
buy 
  .67 
COR16RC Our client manager if (s)he is not sure a service is 
right for us, (s)he will still apply pressure to get us to buy 
  .73 
COR17RC Our client manager decides what services to offer on 
the basis of what (s)he can convince us to buy, not on what will 
satisfy us 
  .69 
COR20RC Our client manager stretches a truth in describing a 
service 
  .74 
COR23RC Our client manager begins the sales talk for a service 
before exploring  our needs 
  .71 
*All values were significant at p < .05 
PSB: Problem Solving Behaviour; SO: Selling Orientation; SE: 
Selling Ethics; RC: reverse coded. 
   
AVERAGE VARIANCE EXTRACTED .61 .58 .52 
COMPOSITE RELIABILITY .939 .892 .866 
GOODNESS OF FIT STATISTICS    
χ2 = 408.207, (p = 0.00), df = 206, (χ
2/df) = 1.98,  
RMSEA = .046, GFI =.93, AGFI = .91, NNFI=.99, CFI=.99 
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In firstorder models, convergent validity is supported if each observable 
variable loads significantly (i.e., coefficients must be greater than twice its 
standard error) on the latent variable that they are purported to measure 
(Anderson and Gerbing 1988; Hair et al. 1998; Steenkamp and van Trijp 1991), 
which is the case here, regarding all the twentytwo items retained (10 for PSB, 
6 for SO, and 6 for SE). This evidence of convergent validity is then reinforced 
by the substantial  that is, larger than .50 (Hildebrandt 1987; Steenkamp and 
van Trijp 1991)  loadings for all the items. A benchmark of .70 has also been 
suggested for a parameter estimate indicating convergent validity to be 
considered as exhibiting substantial magnitude (Garver and Mentzer 1999). This 
is true for the majority of the parameter estimates. Exceptions are items 
COR15RC (.67) and COR17RC (.69). The evidence of convergent validity is 
further strengthened by the good overall fit of the model (Steenkamp and van 
Trijp 1991).  In secondorder CFA, however, an additional requirement has to be 
accomplished for assessing convergent validity: the relationships between the 
firstorder factors and the secondorder factor (i.e., the coefficients γ in Figure 
6.1) must be significant (Benson and Bandalos 1992). This is also true for the 
model under analysis (γ1=.57, sd=.044, tvalue=13.01; γ2 =.59, sd=.046, t
value=12.88; γ3 =.55, sd=.048, tvalue=11.42), suggesting that there is 












Reliability was examined after assessing unidimensionality and convergent 
validity, given that a construct can exhibit an acceptable reliability even if it does 
not meet the convergent validity criteria (Steenkamp and van Trijp 1991). 
Cronbach’s alpha should be assessed only after unidimensionality has been 
proven (Gerbing and Anderson 1988), namely because, as Hunter and Gerbing 
(1982, p. 281) state, ‘coefficient alpha provides an unbiased estimate of the 
reliability of the cluster score only if the scale is unidimensional’. Also, as Hulin 
et al. (2001) stated, it is possible for a number of items to be interrelated (i.e., 
show internal consistency) and still not be homogeneous (i.e. not be 
unidimensional). As can be observed in Table 6.3, Cronbach’s alphas are above 
Nunnally´s (1978) .70 threshold, suggesting adequate reliability. In addition, as 
can be read from Table 6.3, composite reliability for each of the components 
exceed Bagozzi and Yi´s (1988) .60 cutoff, thus providing additional support for 
the constructs’ acceptable  reliability. 
COR 
PSB 
COR2 COR12 COR23 COR13 COR22 COR5 
SO SE 
λ1 λ10 λ11 λ16 λ17 λ22 
ε1 ε10 ε11 ε16 ε17 ε22 




COR: Second-Order Construct Customer Orientation 
PSB: First-Order Dimension problem solving behaviour 
SO: First-Order Dimension selling orientation 









Results suggest support for discriminant validity. To begin with, the correlation 
between the factors did not exceed .70, a signal of measure distinctness (Ping 
2004). In fact, correlations are significantly different from unity, which suggests 
evidence for discriminant validity, according to Steenkamp and van Trijp (1991). 
 
In addition, a series of CFA models were performed for each pair of constructs, 
in order to examine the ChiSquare differences between the standard model and 
the model with the correlations between the factors constrained to 1.0, i.e., the 
‘nondiscriminant’ model. The null hypothesis is that the constructs are 
indistinct. Discriminant validity is supported in case of rejection of the null 
hypothesis. The statistic of interest is the change in the χ2 between the two 
models, for each pair. As can be read from Table 6.3, the difference is significant 
for all three pairs, thus providing further support for discriminant validity. 
 
Finally, the constructs meet the Fornell and Larcker’s (1981) more stringent 
criterion of discriminant validity, which states that the average variance 
extracted should be above .50, implying that the variance explained for by each 
factor is superior to the variance attributed to measurement error. 
 
It should be noted that, although the factors are conceptually and empirically 
distinct, there is a considerable amount of shared variance among them. 
Therefore, we are in the presence of what Bagozzi and Heatherton (1994) refer 





The results of the EFA conducted for the 17 items measuring relational net 
benefits suggested a twofactor structure (see Table 6.4). The values observed 
for the Bartlett’s test of sphericity (P=0.0000) and the value of the KMO (.942) 
are solid and significant, suggesting that factor analysis is adequate for this data. 
An examination of both the eigenvalues and the scree plot supported the 
decision of retaining these two factors, which account for a total variance 
explained around 59%. The low values of communalities for items RNB2, RNB4, 
RNB5RC, RNB6RC, RNB13 and RNB15, may anticipate the need for removal. 
These items exhibit poor loadings, except for RNB5RC, with a relatively 
moderate loading (.676). The rest of the items loaded highly and significantly 
onto the respective factor. An examination of the questionnaire responses seems 





concept of relational net benefits. For example, with regard to items RNB24 and 
RNB45, apparently respondents thought about economic benefits/rewards and 
costs/sacrifices instead, a confusion that had emerged also within the 
exploratory phase of this research as well. Despite the filtering of the pretests 
and the efforts of the researcher in terms of the adjustments introduced in the 
questionnaire (bearing in mind that one of the disadvantages of the 
questionnaire vs. facetoface interviews is that there is no possibility of 
clarifying the meaning of the questions), this problem still remains and warrants 
further attention on the part of both researchers and practitioners. 
 
Factor 1 was named 				"(RRR), for it can be said to reflect 
the balance between relational rewards and costs (Corsten and Kumar 2005; 
Rusbult 1983), comprising items RNB1, RNB3, RNB9, RNB10, RNB11, and 
RNB17. Factor 2 was labelled 	 	
	  				 (RID), 
including items RNB7, RNB8, RNB12RC, RNB14, RNB16, whose content meaning 
seems to point to the relational investments made in the relationship and the 
dependence of the relationship (also referred to switching barriers or costs 
related to switching to an alternative service provider), a component that can 
also be found in previous literature (Allen and Meyer 1990; Dwyer et al. 1987; 
Geyskens et al. 1996; Palmatier et al. 2006; Wilson 1995). The results obtained 
for items RNB2, RNB4, RNB6RC, RNB13 and RNB15, in terms of communalities, 
factor loadings, and an examination of the interitems correlations, compelled 
the removal of these items. In addition to this, the results of reliability tests 
(using the Cronbach´s alpha reliability coefficient), determined the subsequent 
removal of item RNB5RC (Cronbach´s α raised from .901 to .918 for factor 2). 
 
                                                 
4 RNB2: In terms of rewards, this relationship is close to our ideal. 





Table 6.4: Principal Components Analysis for Relational Net Benefits (RNB). 









RNB1 This relationship is extremely rewardinga .844  
RNB2 In terms of rewards, this relationship is close to our ideala  .571  
RNB3RC This relationship is extremely costlya .840  
RNB4 In terms of sacrifices, this relationship is close to our ideal a .579  
RNB6RC All things considered, our alternative relationships are 
much better than this relationshipa 
.430  
RNB9 We like this partner very mucha .777  
RNB10 We have high consideration for this partnera .872  
RNB11 We are extremely satisfied with this relationshipa .825  
RNB13 We would like this relationship to last for a lifetime a .578  
RNB17 Overall, the benefits of this relationship outweigh the 
sacrificesa 
.907  
RNB5RC  In general, our alternatives to this relationship are 
extremely appealinga 
 .675 
RNB7 All things considered, there are many benefits associated 
with this relationship that we would lose if the relationship were to 
enda 
 .842 
RNB8 In general, we have invested a great deal in this relationshipa  .837 
RNB12RC It is extremely likely that we will end this relationship in 
the near futurea 
 .861 
RNB14 An alternative relationship would have to be extremely 
attractive for us to adopt it and end this relationshipa 
 .837 
RNB15 We are extremely ‘attached’ to our partner in this 
relationshipa 
 .532 
RNB16 We are extremely committed to this relationshipa  .837 
1–All Values significant at p<.05; Values <.4 have been 
suppressed. 
a–Adapted from Rusbult, 1983  (.32<α<.96). 
RC: reverse coded. 
  
Explained Variance  48.3% 10.7% 





A CFA was conducted on the items relating to relational net benefits. Although, 
analogous to customer orientation, relational net benefits is regarded as a 
higherorder construct, it was not adequate to perform a secondorder CFA in 
this case, given that there are only two firstorder factors and, thus, the model 
would be underidentified (see, for example, Rindskopf and Rose 1988). It would 
be possible to obtain an identified model, namely by fixing some parameters. 
However, this option was not considered, taking also into account that the lower
order and the higherorder models are equivalent, as mentioned before in this 
chapter. Using a rationale analogous to the one used for customer orientation, 
the overall model fit statistics in LISREL were considered quite acceptable, 
considering the generally accepted thresholds. In fact, though the ChiSquare 
test is significant, the ratio between the value of the Chisquare and the degrees 





exceeding .05  that is, in the very close vicinity of the threshold of good fit 
(Diamantopoulos and Siguaw 2000; MacCallum et al. 1996)  and the rest of the 
indices are clearly showing evidence of good fit  (see Table 6.5). 
 
As far as potential threats to unidimensionality are concerned, the matrix of 
standardized residuals reveals five absolute values above 2.58 and also five 
modification indices above 5.0 (around 7.5% of the total of pairs). Analogously, 
the researcher had to make the decision on whether to add error covariances. As 
mentioned before, bearing in mind that the researcher must be theory driven 
rather than data driven, no error covariances were allowed between items, due 
to not only the absence of support in theory, or any empirical evidence from the 
qualitative work, but also because of the adoption of the partial aggregation 
approach to the structural model. In addition, items loaded strongly and 
significantly on unique factors, thus underlining unidimensionality for each of the 
two dimensions of relational net benefits (RRR and RID), especially considering 
that no measures of fit improvement have been taken. 
 
Although unidimensionality is a crucial property for measures, it is a necessary, 
but not sufficient condition for construct validity (Anderson and Gerbing 1988). 
Table 6.5 shows the final CFA results, including the correlation between the two 
dimensions of relational net benefits, the results of convergent and discriminant 
validity tests, as well as composite reliability and average variance extracted, 







Table 6.5: Confirmatory Factor Analysis for Relational Net Benefits (RNB). 
ITEMS AND STANDARDIZED FACTOR COEFFICIENTS* RRR RID 
RNB1 This relationship is extremely rewarding .78  
RNB3RC This relationship is extremely costly .74  
RNB9 We like this partner very much .87  
RNB10 We have high consideration for this partner .89  
RNB11 We are extremely satisfied with this relationship .87  
RNB17 Overall, the benefits of this relationship outweigh the sacrifices .90  
RNB7 All things considered, there are many benefits associated with this 
relationship that we would lose if the relationship were to end 
  
.82 
RNB8 In general, we have invested a great deal in this relationship  .77 




RNB14 An alternative relationship would have to be extremely attractive for 
us to adopt it and end this relationship 
  
.87 
RNB16 We are extremely committed to this relationship  .82 
*All values were significant at p < .05 
RRR: Relative Relational Reward; RID: Relational Investment and 
Dependence; RC: reverse coded. 
  
AVERAGE VARIANCE EXTRACTED .712 .691 
COMPOSITE RELIABILITY  .936 .918 
GOODNESS OF FIT STATISTICS   
χ2 = 95.01, (p = 0.0000), df = 43, (χ
2/df) = 2.2,      
RMSEA = .051, GFI = .96, AGFI = .95, NNFI = .99, CFI = .99 
  
CORRELATION BETWEEN FACTORS .67   
χ2 DIFFERENCE FOR ‘NON
DISCRIMINANT’ (Xdf=1, p=.000) 1518.67  
 
			!	#	$		
Convergent validity was supported given that each item loaded significantly  
coefficient greater than twice its standard error (Anderson and Gerbing 1988; 
Hair et al. 1998; Steenkamp and van Trijp 1991)  onto the respective latent 
variable. This assumption is strengthened by the fact that all factor regression 
coefficients are larger than .50, all the parameter estimates are higher than .70, 
and also because of the good overall fit of the model (Garver and Mentzer 1999; 
Hildebrandt 1987; Steenkamp and van Trijp 1991). 
 
 !		!	#	$		
Again, reliability was examined after assessing unidimensionality and convergent 
validity. As can be observed in Table 6.5, Cronbach’s alphas are above 
Nunnally´s (1978) .70 threshold, suggesting adequate reliability. In addition, as 
can be read from Table 6.5, composite reliability for each of the components 
exceed Bagozzi and Yi´s (1988) .60 cutoff, thus providing additional support for 




The results also offer support to discriminant validity. The correlation between 





(Ping 2004). In other words, and according to Steenkamp and van Trijp (1991), 
the correlation between the factors can be considered to be significantly different 
from unity, suggesting evidence for discriminant validity. In effect, when a CFA 
model is executed with the correlations between the factors constrained to 1.0, 
the ChiSquare difference is significant. In addition, the constructs meet the 
Fornell and Larcker’s (1981) more stringent criterion of discriminant validity, 
which states that the average variance extracted should be above .50, implying 
that the variance explained for by each factor is superior to the variance 
attributed to measurement error. 
 
Discriminant validity is therefore supported, though in its ‘weak form’ (Bagozzi 
and Heatherton 1994), given that, despite the factors being conceptually and 






The EFA results for the 7 items measuring communication (see Table 6.6), 
suggested a onefactor structure. The values of the Bartlett’s test of sphericity 
(p=0.0000) and the KMO (.920) are high and significant, suggesting that factor 
analysis is adequate for this data.  All items loaded highly and significantly onto 
the factor. The total variance explained is approximately 60%. An examination of 
the interitem correlation matrix also corroborates the decision of keeping all the 
items in the scale, which yields a Cronbach´s α around 89%. 
 
Table 6.6: Principal Components Analysis for Communication (COM). 
 F11 
 Communication (COM) 
COM1 Our client manager genuinely enjoys helping usa .822 
COM2 Our client manager is easy to communicate witha  .711 
COM3 Our client manager likes to help clientsa .773 
COM4 Our client manager is a cooperative persona .804 
COM5 Our client manager tries to establish a personal relationshipa .771 
COM6 Our client manager seems interested in us not only as a clients, but 
also as personsa 
.786 
COM7 Our client manager is friendlya .794 
1–All values significant at p<.05; Values <.4 have been suppressed. 
a–Adapted from Williams and Spiro, 1985  (α=.85). 
 
Explained Variance  60% 
Cronbach’s Alpha  .892 
 
 
Table 6.7 presents the results for the CFA conducted on the items relating to 
communication. The next subsections address successively the issues of 






Table 6.7: Confirmatory Factor Analysis for Communication (COM). 
DARDIZED FACTOR COEFFICIENTS* COM 
COM1 Our client manager genuinely enjoys helping us .79 
COM2 Our client manager is easy to communicate with .65 
COM3 Our client manager likes to help clients .72 
COM4 Our client manager is a cooperative person .77 
COM5 Our client manager tries to establish a personal relationship .73 
COM6 Our client manager seems interested in us not only as a clients, but also as 
persons 
.74 
COM7 Our client manager is friendly .76 
*All Values were significant at p < .05 
COM: Communication 
 
AVERAGE VARIANCE EXTRACTED .576 
COMPOSITE RELIABILITY .905 
GOODNESS OF FIT STATISTICS  
χ2 = 28.14, (p = 0.0136), df = 14, (χ
2/df) = 2.01,   








There seems to be no major threats to unidimensionality regarding the construct 
of communication. The inspection of the matrix containing the standardized 
residuals revealed only one absolute value above 2.58 (Gerbing and Anderson 
1988), also only one modification index above 5.0 for the error component 
(Anderson and Gerbing 1988; Gefen 2003). In addition, the model’s goodness
offit indices are, on the whole, indicating good fit, which strengthens the 





The fact that each item loaded significantly onto the latent variable suggests 
support for convergent validity. This assumption is strengthened by the good 
overall fit of the model, by the fact that all loadings are larger than .50 
(Hildebrandt 1987; Steenkamp and van Trijp 1991), and also because all the 
parameter estimates are larger than .70 (Garver and Mentzer 1999), with the 
exception of item COM2 (.65). In this context, there are strong reasons for 






Again, reliability was examined after assessing unidimensionality and convergent 
validity, given that a construct can exhibit an acceptable reliability even if it does 
not meet the convergent validity criteria (Steenkamp and van Trijp 1991). As 





.70 threshold, suggesting adequate reliability. In addition, as can be read from 
Table 6.7, composite reliability for each of the components exceed Bagozzi and 
Yi´s (1988) .60 cutoff, thus providing further support for the constructs’ 






The results also suggest support to discriminant validity, given that the construct 
meets the Fornell and Larcker’s (1981) more stringent criterion of discriminant 
validity. 
 
To strengthen the evidence of discriminant validity, not only for the construct 
communication, but also across the measurement model for all the exogenous 
variables, a series of complementary CFA models were executed. Constructs 
were examined in those pairs that had not been covered in the previous CFA 
models. Again, the statistic of interest is the χ2 difference between the two 
models, that is, standard model vs. ‘nondiscriminant’ model (the latter being a 
model in which the correlation between the constructs is fixed to 1.00, and, 
therefore, with one more degree of freedom in relation to the standard model), 
for each pair. Table 6.8 shows the results of this procedure. All the χ2 differences 
are significant at the p=.000 level, thus providing additional evidence of 
construct validity for the totality of the constructs pertaining to the exogenous 
measurement model.  
 
Table 6.8: χ2 Differences, Standard Model vs. ‘NonDiscriminant’ – Exogenous Variables. 
IR χ2 DIFFERENCE * 
PSB (Personal Selling Behaviour) ↔ RRR (Relative Relational Rewards) 3488.39 
PSB (Personal Selling Behaviour) ↔ RID (Relational Investment and Dependence) 2170.41 
PSB (Personal Selling Behaviour) ↔ COM (Communication) 2603.48 
SO (Selling Orientation) ↔ RRR (Relative Relational Rewards) 2232.34 
SO (Selling Orientation) ↔ RID (Relational Investment and Dependence) 2290.93 
SO (Selling Orientation) ↔ COM (Communication) 2231.05 
SE (Selling Ethics) ↔ RRR (Relative Relational Rewards) 1704.22 
SE (Selling Ethics) ↔ RID (Relational Investment and Dependence) 1757.39 
SE (Selling Ethics) ↔  COM (Communication) 1673.78 
RRR (Relative Relational Rewards) ↔ COM (Communication) 2761.27 
RID (Relational Investment and Dependence) ↔ COM (Communication) 2768.44 
 *(Xdf=1, p=.0000) 
 
 





Some preliminary observations regarding the issue of construct validity are 
deemed necessary prior to running the analysis on the items measuring 
relationship quality (RQ). Although the pretesting phase did not reveal any 





inspection suggests that there might be reasons to further investigate this issue. 
Indeed, some of items of the selling orientation (SO) scale (one of the 
dimensions of customer orientation – see section 6.4.1) seem to be potentially 
overlapping with some of the items measuring the trust dimension of RQ (RQT). 
To briefly recap, customer orientation was defined as the degree to which 
salespeople adopt behaviours aiming at increasing the customer’s longterm 
satisfaction (Saxe and Weitz 1982), and trust was defined as the ability and 
willingness to rely on the salesperson’s integrity and behaviour so that the long
term expectations of the buyer will be met (Crosby et al. 1990). The emphasis in 
the conceptual definition of customer orientation on adopting behaviours to 
achieve customer’s satisfaction suggests that the items measuring SO (revisit 
Table 6.3) should be kept in the analysis, given that they express actual 
behaviour. The fact that the RQT scale includes a mixture of items measuring 
behaviour and generic items that relate to outcome suggests that only the items 
that actually relate to an outcome should be kept in the analysis. In this context, 
items RQT66 and RQT7RC7 were considered potentially problematic in terms of 
face validity and removed from the analysis. This procedure is in line with 
previous research, namely on modelling RQ (e.g. Boles et al. 2000; Ivens 2004). 
Indeed, as mentioned earlier, it has been suggested the literature contains a 
significant degree of overlap between constructs (e.g. Naudé and Buttle 2000) 
and measures (Ivens 2004) associated with RQ.  For example, Boles et al. 
(2000) found that some items used by Crosby et al. (1990) in a life insurance 
context are not relevant in a B2B setting.  
 
The results of the EFA conducted for the 10 indicators considered for RQ 
suggested a twofactor structure (see Table 6.9). The values observed for the 
Bartlett’s test of sphericity (P=0.0000) and the value of the KaiserMeyerOlkin 
measure of sampling adequacy (KMO=.902) are robust and significant, 
suggesting that factor analysis is adequate for this data. An examination of both 
the eigenvalues and the scree plot supported the decision of retaining these two 
factors, accounting for a total variance explained of about 66.4%. The low values 
of communalities for items RQT5RC and RQT8RC (items pertaining to the trust 
dimension of RQ) may anticipate the need for elimination. The majority of items 
loaded highly and significantly onto the respective factor, except for the 
mentioned items with low communalities. An inspection of the responses appear 
to indicate that, apparently and in the respondents’ perspective, questions 
                                                 
6 RQT6: Our client manager puts our interests before his/her own. 





RQT5RC8 and RQT8RC9 seemed to be out of the context of section C of the 
questionnaire. Particularly in relation to the latter, it looked as though 
respondents were reticent to classify the client manager as dishonest, regardless 
of the quality of the relationship. 
 
Factor 1 was named  (RQT), accounting for the respondent’s trust in the 
client manager, and factor 2  (RQS), reflecting the respondent’s 
satisfaction with the client manager’s performance, in line with Crosby et al. 
(1990) and consistent with the process of model development presented earlier 
in this dissertation. The results obtained for communalities and factor loadings, 
the examination of the interitems correlations, together with the Cronbach´s 
alpha reliability tests, informed the decision of excluding items RQT5RC and 
RQT8RC. 
 
Table 6.9: Principal Components Analysis for Relationship Quality (RQ). 





RQT1 Our client manager can be relied upon to keep his/her 
promisesa 
.827  
RQT2RC There are times when we find our client manager to be a bit 
insincerea  
.841  
RQT3RC We find it necessary to be cautious in dealing  with our client 
managera 
.889  
RQT4 Our client manager is trustworthya .897  
RQT5RC Our client manager is trying to sell us a lot of services and 
we are trying to avoid ita 
.434  
RQT8RC Our client manager is dishonesta .523  
RQT9RC We suspect that our client manager has sometimes withheld 
certain pieces of information that might have affected my decision
makinga 
.885  
RQS1 We are satisfied with the performance of our client managera  .913 
RQS2 We are pleased with the performance of our client managera  .890 
RQS3 We have a favourable opinion on our client manager's 
performancea 
 .857 
1–All values significant at p<.05; Values <.4 have been suppressed. 
a–Adapted from Crosby et al., 1990  (α=.89 for !%,  α=.99 for 
!%&). 
RC: reverse coded. 
  
Explained Variance  51.5% 14.9% 




A CFA using SEM was conducted on the items relating to RQ (a secondorder CFA 
was not performed in this case as well, for reasons analogous to those presented 
for relational net benefits – see section 6.4.2.1). The overall model fit statistics 
in LISREL suggested a good fit (see Table 6.10). In addition, the matrix of 
standardized residuals revealed only one absolute value above 2.58. Also, only 
                                                 
8 RQT5RC: Our client manager is trying to sell us a lot of services and we are trying to avoid it. 





one modification index above 5.0 was observed, which suggests sufficient 
support to unidimensionality for each of the dimensions of RQ (RQT and RQS). In 
addition, items loaded strongly and significantly on unique factors, providing 
further evidence for unidimensionality. Table 6.10 shows the final CFA results. 
Because unidimensionality is a necessary, but not sufficient, condition for 
construct validity (Anderson and Gerbing 1988), the next sections discuss the 
issues of convergent and discriminant validity, as well as reliability. 
 
Table 6.10: Confirmatory Factor Analysis for Relationship Quality (RQ). 
ITEMS AND STANDARDIZED FACTOR COEFFICIENTS* RQT RQS 
RQT1 Our client manager can be relied upon to keep his/her promises .89  
RQT2RC There are times when we find our client manager to be a bit 
insincere 
.84  
RQT3RC We find it necessary to be cautious in dealing  with our client 
manager 
.85  
RQT4 Our client manager is trustworthy .90  
RQT9RC We suspect that our client manager has sometimes withheld 
certain pieces of information that might have affected my decision
making 
.88  
RQS1 We are satisfied with the performance of our client manager  .84 
RQS2 We are pleased with the performance of our client manager  .79 
RQS3 We have a favourable opinion on our client manager's performance  .80 
*All values were significant at p < .05 
RQS: Satisfaction: RQT: Trust. 
RC: reverse coded. 
  
AVERAGE VARIANCE EXTRACTED .708 .657 
COMPOSITE RELIABILITY  .924 .851 
GOODNESS OF FIT STATISTICS   
χ2 = 38.03, (p = 0.0059), df = 19, (χ
2/df) = 2.00,      
RMSEA = .046, GFI  = .98, AGFI = .96, NNFI = .99, CFI = 1 
  
CORRELATION BETWEEN FACTORS .54   
χ2 DIFFERENCE FOR ‘NON




Results provide evidence of convergent validity, given that each item loaded 
strongly and significantly onto the respective latent variable. Support for 
convergent validity is reinforced by the good overall fit of the model and also 
because all loadings are larger than .50 and all parameter estimates are higher 




Again, reliability was examined after assessing dimensionality and convergent 
validity. As can be observed in Table 6.10, Cronbach’s alphas are above 
Nunnally´s (1978) .70 threshold, suggesting adequate reliability. 
Complementarily, composite reliability was used to assess the constructs’ 





components exceed Bagozzi and Yi´s (1988) .60 cutoff, thus providing further 




The results also suggest evidence for discriminant validity. The correlation 
between the factors did not exceed .70, providing measure distinctness (Ping 
2004). In addition, when a CFA model is estimated with the correlations between 
the factors constrained to 1.0, the ChiSquare difference is significant (see Table 
6.10). Finally, the constructs meet Fornell and Larcker’s (1981) criterion of 






To begin the analysis relating to the construct of mutual goals, and following the 
usual procedure, an EFA was performed. The results in Table 6.11 suggest a 
onefactor structure. The values of the Bartlett’s test of sphericity (p=0.0000) 
and the KMO (.889) are high and significant, and all items loaded highly and 
significantly onto the factor, except for item MG2. The total variance explained is 
59.6%. Based on the values of communalities and factor loadings, together with 
an examination of the interitems correlations, item MG2 was excluded from 
subsequent analysis. In fact, a close examination of the questionnaires’ 
responses suggested that, although this issue was not filtered during the pre
test phase, this item was somewhat strange to the context of the rest of the 
items composing the mutual goals construct, from the point of view of the 
majority of the respondents. The results of reliability tests (using the Cronbach´s 
alpha reliability coefficient), corroborated the decision of removal (Cronbach´s α 
improved from .844 to .889). 
 
Table 6.11: Principal Components Analysis for Mutual Goals (MG). 
 F11 
 Mutual Goals (MG) 
MG1 We share a joint vision with our client manager of what is necessary for 
mutual successa 
.842 
MG2 We have a set of formal criteria which we use to evaluate a prospective 
partnera  
 
MG3 We know with certainty what our client manager expects of usa .849 
MG4 We work proactively with our client manager to establish annual goalsa .792 
MG5 We can state with certainty that our client manager has the same basic 
beliefs about running a business than we doa 
.836 
MG6 Overall, our goals are compatible with the goals of our client managera .836 
1–All values significant at p<.05; Values <.4 have been suppressed. 
a–Adapted from McQuiston, 2001. 
 
Explained Variance  59.6% 






Again, after executing the EFA on the items measuring mutual goals, a CFA was 
conducted as a complement for assessing the psychometric properties of the 
construct. Table 6.12 presents the results for the CFA conducted on the items 
relating to mutual goals.  
 
Table 6.12: Confirmatory Factor Analysis for Mutual Goals (MG). 
DARDIZED FACTOR COEFFICIENTS* MG 
MG1 We share a joint vision with our client manager of what is necessary for 
mutual successa 
.81 
MG3 We know with certainty what our client manager expects of usa .81 
MG4 We work proactively with our client manager to establish annual goalsa .73 
MG5 We can state with certainty that our client manager has the same basic 
beliefs about running a business than we doa 
.80 
MG6 Overall, our goals are compatible with the goals of our client managera .79 
*All Values were significant at p < .05 
MG: Mutual Goals. 
 
AVERAGE VARIANCE EXTRACTED .621 
COMPOSITE RELIABILITY .891 
GOODNESS OF FIT STATISTICS  
χ2  = 11.60, (p = 0.0406), df = 5, (χ
2/df) = 2.32, 





The high and significant loadings suggested a first good sign in favour of 
unidimensionality. Moreover, the overall model fit statistics in LISREL are quite 
respectable, considering the generally established thresholds. Though the RMSEA 
is in the area of only reasonable fit  still very close to .05, thus, near the 
threshold for good fit (Diamantopoulos and Siguaw 2000; MacCallum et al. 
1996) – and the ratio chisquare/degrees of freedom is slightly higher than 
desirable, the null hypothesis concerning the ChiSquare test is rejected at 
p=0.0406, while the GFI, AGFI, NNFI, and CFI indices, give indication of good fit. 
Furthermore, the matrix of standardized residuals contains only two absolute 
values above 2.58 and only two modification indices as well, thus suggesting the 
absence of major threats to unidimensionality. Taken together, these goodness
offit indicators suggest support for unidimensionality of mutual goals.  
 
'			()
As mentioned above, each of the five retained items loaded strongly on the 
latent variable it is purported to measure with a coefficient greater than twice its 
standard error, suggesting support for convergent validity. The evidence of 
convergent validity is further reinforced by the overall fit of the model, together 
with the robust loadings (all higher than .50) and parameter estimates (all 







As presented in Table 6.12, Cronbach’s alpha is above .70 (Nunnally 1978), 
suggesting adequate reliability. In addition, as can be read from Table 6.12, 
composite reliability is clearly above Bagozzi and Yi´s (1988) .60 cutoff, 




Results also suggest support for the construct’s discriminant validity, considering 
that the construct shows an average variance extracted above .50, complying 
with the Fornell and Larcker’s (1981) criterion of discriminant validity. In 
addition, as can be observed from Table 6.15, the verification of discriminant 
validity re mutual goals is in line with the evidence of discriminant validity 





The EFA carried out on the items measuring commitment suggested a onefactor 
structure (see Table 6.13). The values of the Bartlett’s test of sphericity 
(p=0.000) and the KMO are robust (KMO=.950). The majority of the items 
loaded highly and significantly onto the factor, except for the low values of items 
COMMIT8 and COMMIT10. The total variance explained is around 58.3%. The 
results obtained for items COMMIT8 and COMMIT10, regarding communalities, 
factor loadings, and an examination of the interitems correlations, informed the 
decision of eliminating these items. In addition to this, the results of reliability 
tests (using the Cronbach´s alpha reliability coefficient), determined the 
subsequent removal of item COMMIT9 (deletion of this item yielded an 
improvement in the Cronbach’s α from .935 to .941).  
 
It should be noted that, as mentioned in an earlier phase of this dissertation, the 
measurement of the commitment construct was adopted from a three
dimensional concept suggested by Bansal et al. (2004). The dimensions are: 
normative, measured by items COMMIT1 to COMMIT4; affective, comprising 
items COMMIT5RC to COMMIT7RC; and continuance, including items COMMIT8 
to COMMIT10. This is consistent with recent conceptualisations (Bansal et al. 
2004; Meyer and Allen 1997; Meyer and Herscovitch 2001), in which, however, 
it is also recognised, not only that there is some controversy about the role of 
continuance commitment (see, for example, Bansal et al. 2004), but also that 
the research setting might play an important role. In the context of the present 





line with the majority of the marketing studies (e.g., Garbarino and Johnson 
1999; HennigThurau et al. 2002; Morgan and Hunt 1994; Pritchard et al. 1999; 
Sharma and Patterson 2000; White and Schneider 2000). More precisely, the 
results of the present analysis led to the fusion of the affective and normative 
dimensions initially proposed by Meyer and Allen (1997) into a single dimension, 
whereas the continuance component is discarded. It is also noteworthy that the 
former can be said to relate to actor bonds, while the latter can be viewed as 
representing structural bonds (see, for example, Bansal et al. 2004). These 
results also draw our attention to the central role that actor bonds might possibly 
play in the context of the present study, which would be consistent with the 
previously proposed idea that businesstobusiness relationships, despite being 
institutional, contain a strong element of personal relationships, conveyed by the 
interactions established within the dyad constituted by the individuals 
representing both partners. 
 




COMMIT1 Even if it were to our advantage, we do not feel it would be right to leave 
our client manager nowa 
.797 
COMMIT2 This client manager deserves our loyaltya  .863 
COMMIT3 We would feel guilty if we left our client manager nowa .886 
COMMIT4 We would not leave this client manager right now because we have a 
sense of obligation to hima 
.893 
COMMIT5RC We do not feel ‘emotionally attached’ to our client managera .830 
COMMIT6RC We do not feel like ‘part of the family’ with our client managera .833 
COMMIT7RC We do not feel a strong sense of ‘belonging’ to our client managera .865 
COMMIT8 It would be very hard to end this relationship right now, even if we wanted 
toa 
 
COMMIT9 Too much of our business would be disrupted if we decided we wanted to 
end this relationship nowa 
.674 
COMMIT10 We feel that we have too few options to consider ending this relationshipa .420 
1–All values significant at p<.05; Values <.4 have been suppressed. 
a–Adapted from Bansal et al., 2004 (.77<α<.85). 
RC: reverse coded. 
 
Explained Variance  58.3% 
Cronbach’s Alpha  .941 
 
Table 6.14 presents the results for the CFA conducted on the items relating to 
commitment, as a complementary procedure for assessing the construct’s 






Table 6.14: Confirmatory Factor Analysis for Commitment (COMMIT). 
DARDIZED FACTOR COEFFICIENTS* COMMIT 
COMMIT1 Even if it were to our advantage, we do not feel it would be right to leave our 
client manager now 
.76 
COMMIT2 This client manager deserves our loyalty .85 
COMMIT3 We would feel guilty if we left our client manager now .87 
COMMIT4 We would not leave this client manager right now because we have a sense of 
obligation to him 
.89 
COMMIT5RC We do not feel ‘emotionally attached’ to our client manager .82 
COMMIT6RC We do not feel like ‘part of the family’ with our client manager .80 
COMMIT7RC We do not feel a strong sense of ‘belonging’ to our client manager .86 
*All values were significant at p < .05 
COMMIT: Commitment. 
RC: reverse coded. 
  
AVERAGE VARIANCE EXTRACTED .744 
COMPOSITE RELIABILITY .953 
GOODNESS OF FIT STATISTICS  
χ2  = 28.36, (p = 0.0127), df = 14, (χ
2/df) = 2.02,  








The results of the CFA conducted on the items pertaining to commitment 
revealed no major threats to unidimensionality, given that the matrix of the 
standardized residuals contains only one absolute value above 2.58, and also 
only one modification index above 5.0. Using a rationale analogous to that used 
in the previous sections, we conclude for sufficient support for unidimensionality, 







Each item loaded significantly onto the latent variable, suggesting evidence of 
convergent validity. This evidence is reinforced by the good overall fit of the 
model and the robust loadings (all larger than .50) and parameter estimates (all 






As can be seen from Table 6.14, Cronbach’s alpha is largely above Nunnally´s 
(1978) .70 threshold, suggesting good reliability. In addition, as shown in Table 
6.14, composite reliability clearly exceeds Bagozzi and Yi´s (1988) .60 cutoff, 







Average variance extracted is above .50, thus providing support for discriminant 






Analogous to the exogenous variables, and in order to reinforce the evidence of 
discriminant validity across all latent variables, another series of complementary 
CFA models were conducted, this time within the measurement model for 
endogenous variables. Again, the statistic of interest is the χ2 difference between 
the two models, that is, standard model vs. ‘nondiscriminant’ model, for each 
pair. The results provided in Table 6.15 show that all the χ2 differences are 
significant at the p=.0000 level, thus providing further evidence of construct 
validity for all the constructs pertaining to the measurement model for 
endogenous variables. 
 
           Table 6.15: χ2 Differences, Standard Model vs. ‘NonDiscriminant’ – Endogenous Variables. 
IR χ2 DIFFERENCE * 
RQT (Trust)  ↔ MG (Mutual Goals) 1318.68 
RQT (Trust)  ↔ COMMIT (Commitment) 4048.49 
RQS (Satisfaction) ↔ MG (Mutual Goals) 545.59 
RQS (Satisfaction) ↔ COMMIT (Commitment) 553.57 
MG (Mutual Goals) ↔ COMMIT (Commitment) 1431.36 
 *(Xdf=1, p=.0000) 
 
Still in the context of testing for discriminant validity, a battery of additional 
tests including all combinations between exogenous and endogenous constructs 
was conducted. In line with the previous tests, Table 6.16 presents the results of 
the χ2 difference between the two models, that is, standard model vs. ‘non
discriminant’ model, for each pair. Again, all χ2 differences are significant at the 
p=.0000 level, thus supporting discriminant validity among all the constructs of 
the proposed model. 
 
     Table 6.16: χ2 Differences, Standard Model vs. ‘NonDiscriminant’ – All Constructs. 
PAIR χ2 DIFFERENCE * 
PSB (Personal Selling Behaviour) ↔ MG (Mutual Goals) 1651.48 
PSB (Personal Selling Behaviour) ↔ RQT (Trust)  2582.69 
PSB (Personal Selling Behaviour) ↔ RQS (Satisfaction) 563.62 
PSB (Personal Selling Behaviour) ↔ COMMIT (Commitment) 4657.41 
SO (Selling Orientation) ↔ MG (Mutual Goals) 1751.78 
SO (Selling Orientation) ↔ RQT (Trust)  2066.33 
SO (Selling Orientation) ↔ RQS (Satisfaction) 571.61 
SO (Selling Orientation) ↔ COMMIT (Commitment) 2076.60 
SE (Selling Ethics) ↔ MG (Mutual Goals) 1654.92 
SE (Selling Ethics) ↔ RQT (Trust) 1580.02 
SE (Selling Ethics) ↔ RQS (Satisfaction) 580.04 
SE (Selling Ethics) ↔ COMMIT (Commitment) 1693.80 
RRR (Relative Relational Rewards) ↔ MG (Mutual Goals) 1687.04 
RRR (Relative Relational Rewards) ↔ RQT (Trust) 3433.80 
RRR (Relative Relational Rewards) ↔ RQS (Satisfaction) 588.98 
RRR (Relative Relational Rewards) ↔ COMMIT (Commitment) 2309.53 
RID (Relational Investment and Dependence) ↔ MG (Mutual Goals) 1699.25 
RID (Relational Investment and Dependence) ↔ RQT (Trust) 2112.54 
RID (Relational Investment and Dependence) ↔ RQS (Satisfaction) 579.56 
RID (Relational Investment and Dependence) ↔ COMMIT (Commitment) 2055.07 







This chapter described the process of assessing the measurement component of 
the proposed model. Through a combination of exploratory and confirmatory 
factor analyses, the measurement items of each construct were submitted to 
tests evaluating dimensionality, convergent validity, reliability, and discriminant 
validity (in this order). As a rule, results of the mentioned tests were deemed 
satisfactory, even considering that a (relatively small) number of items were 
eliminated (14 items out of 75). This process revealed two higherorder 
structures, customer orientation and relational net benefits, in addition to RQ, 
which had already been included as a higherorder construct in the model 
development phase and was confirmed within the measurement model 
assessment. The analysis of the measurement model presented in this chapter 
resulted in the model structure depicted in Figure 6.2, which is consistent with 
the partial aggregation approach adopted in the present analysis. 
 
Figure 6.2: Proposed RQ model structure. 
 
 
After assessing the measurement model, and continuing to follow Anderson and 
Gerbing’s (1988) twostep approach for structural equation modelling, the next 
chapter estimates the structural model, constituting, at the same time, an 






































Problem solving behaviour 
Selling ethics 
Relational invest&dependence 












The previous chapter described the assessment of the measurement model and 
presented an analysis of each construct with respect to unidimensionality, 
reliability and validity (both convergent and discriminant). Building on the results 
of the foregoing analysis, and continuing to follow Anderson and Gerbing’s 
(1988) two$step approach for structural equations modelling (SEM), the 
structural model, that is, the proposed set of associations among the latent 
variables, will be tested in this chapter, constituting, at the same time, an 
assessment of nomological validity (Steenkamp and van Trijp 1991). The chapter 
begins with a first evaluation of the proposed model, which is then submitted to 
statistical control, in order to strengthen the testing of the proposed model (both 
of these procedures are based on the calibration sample). After testing the 
proposed model and submitting it to statistical control, the last part of the 
chapter is concerned with the cross$validation of the model on the validation 
sample, from a competing model(s) comparison perspective (Diamantopoulos 
and Siguaw 2000; Hair et al. 1998).
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In examining the structural model, the attention is on the proposed hypotheses 
that reflect the relationships between the latent variables. The purpose is 
assessing whether the data supports the proposed conceptualisation. The issues 
of interest are: i) whether the directions of the relationships between the 
constructs are as hypothesised, which can be examined looking at the signs of 
the respective parameters; ii) the strength of the hypothesized links, reflected 
by the estimated parameters, which should be at least significant, i.e., their 
respective t$values should be greater than |1.96|; and, iii) the amount of 
variance in the endogenous variables explained by the respective proposed 
determinants, which can be evaluated looking at the squared multiple 
correlations (R2) for the structural equations (Diamantopoulos and Siguaw 
2000). 
 
To begin with, in terms of overall fit, the model’s goodness of fit indices are 
within thresholds indicating good fit: χ2 = 40.16 (p=.028), df=25, χ2/df=1.61, 





that, at least as far as the calibration sample is concerned, the model fits well 
and corresponds to a close representation of the population of interest. Turning 
now to the signs of the parameters representing the hypotheses incorporated in 
the model, the results of the test of the structural model on the calibration 
sample indicate that all signs of the associations between constructs in the 
model under analysis were in accordance with hypothesised relationships (see 
figure 7.1).  
 
Figure 7.1: Proposed Model with Path Estimates and R2 Values (in ) – Calibration Sample. 
 
 
Indeed, as hypothesised, results indicate that commitment acts as an important 
determinant of both RQ and mutual goals. The significant positive associations 
between commitment and both RQ and mutual goals bring support to H1 and H2. 
Also as hypothesised, the existence of goal congruence contributes significantly 
to the creation of RQ. Results show that the construct of mutual goals is also a 
significant determinant of RQ. H3 is, therefore, supported. Results also suggest 
that, as hypothesised, communication acts as an antecedent of both RQ and 
commitment, thereby confirming H4 and H5. As reflected by the strong positive 
associations between customer orientation and, not only mutual goals, but also 
RQ and commitment, customer orientation acts as an important driver of all 
three endogenous variables in the model. H6, H7 and H8 are, therefore, 
established. Although, as hypothesised, there is a positive association between 
relational benefits and mutual goals, this linkage is not statistically significant. H9 
is, thus, not supported. Finally, H10 is supported, given the significant positive 
association between relational net benefits and commitment, corroborating what 
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In effect, as can be read from Table 7.1, all but one of the parameter estimates 
– the one correspondent to the link between relational net benefits and mutual 
goals (H9) – were statistically significant at p<.05 or better. In terms of the 
strength of significant path estimates, and by order of relative importance, 
customer orientation stands out as the strongest determinant of relationship 
quality (RQ), with both direct and indirect relatively strong effects. Also with 
both direct and indirect impacts on RQ, commitment confirms its role as a 
building block of RQ, although the paths estimates are not as strong as those for 
customer orientation. The importance of commitment in the model is also 
reflected by its significant role as a mediator of the (indirect) effects of 
communication, customer orientation and relational net benefits on RQ. Indeed, 
despite the above mentioned non significant link, relational net benefits still 
exert an important indirect effect on RQ, through commitment. In addition, 
results suggested that mutual goals also play a relevant role, not only as a direct 
determinant of RQ, but also as a mediator of part of the impacts exerted by both 
customer orientation and commitment. Although the majority of the significant 
associations are reasonable, one of them gives reasons for caution: the direct 
link between communication and RQ, which is below .20, the threshold for a 
path to be considered practically meaningful (Echambadi et al. 2006), though it 
should be noted that the global impact on RQ is within acceptable thresholds.  
 
Even though, as stated, the focus of the present chapter is on the paths 
representing the hypotheses to be tested, the figures illustrating the various 
models also include the estimates of the links to the first$order 
constructs/dimensions (the cases of customer orientation, relational benefits, 
and RQ). It was felt that this could be useful, not only to assess the relative 
importance of each dimension of the multidimensional latent constructs, but also 
thinking ahead to the alternative models analysis. For example, the information 
included in Figure 7.1 suggests that trust is the dominant dimension of RQ and 
selling ethics is the weakest reflective indicator of customer orientation, while 
the two dimensions of relational net benefits seem to be relatively balanced. In 
this respect, more detail will be provided as the analysis develops, especially 
during the comparison of the model proposed in this study to alternative models, 
as described later in this chapter (section 7.3.2). Finally, the square multiple 
correlations for the structural equations ranged from .30 to .45, indicating an 
acceptable amount of variance in the endogenous variables explained by the 






Table 7.1: Results for Structural Model Assessment – Calibration Sample, Proposed Model. 
%%#"" %' !#%"  
(%&"   )* "!&
COMMITMENTR. QUALITY β13 .24 .052 4.59  H1 Supported 
M. GOALSR. QUALITY β12 .28 .053 5.39  H3 Supported 
COMMUNICATIONR. QUALITY γ11 .17 .044 3.93  H4 Supported 
C. ORIENTATIONR. QUALITY γ12 .35 .010 3.48  H7 Supported 
     .42   
COMMITMENTM. GOALS β23 .33 .060 5.50  H2 Supported 
C. ORIENTATIONM. GOALS γ22 .50 .099 5.04  H6 Supported 
R. NET BENEFITSM. GOALS γ23 .07 .063 1.09  H9 Not Supp. 
     .30   
COMMUNICATIONCOMMITMENT γ31 .20 .044 4.68  H5 Supported 
C. ORIENTATIONCOMMITMENT γ32 .35 .095 3.71  H8 Supported 
R. NET BENEFITSCOMMITMENT γ33 .41 .058 7.16  H10 Supported 
     .45   
 
Table 7.2 presents the aggregate of both direct and indirect effects exerted by 
both exogenous and endogenous latent variables. 
 
Table 7.2: Decomposition of Structural Effects – Calibration Sample. 
$$"+ " " %& 
COMMITMENT .240 .092 .332 
MUTUAL GOALS .280  .280 
COMMUNICATION .170 .070 .240 
CUSTOMER ORIENTATION .350 .260 .610 
RELATIONAL NET BENEFITS  .160 .160 
$$",   
COMMITMENT .330  .330 
COMMUNICATION  .067 .067 
CUSTOMER ORIENTATION .500 .120 .620 
RELATIONAL NET BENEFITS .069 .131 .200 
$$"    
COMMUNICATION .200  .200 
CUSTOMER ORIENTATION .350  .350 
RELATIONAL NET BENEFITS .410  .410 
 
The results presented above correspond to a scenario where the variables 
customer orientation, communication, and commitment exert both direct and 
indirect effects on RQ, mutual goals exerts direct effects only, and relational net 
benefits indirect effects only. In principle, these results constitute sufficient 
evidence that the proposed conceptual framework is supported by the data, and 
provides support for the nomological validity of the constructs that comprise the 
model. These suppositions are also to be put to test later in this chapter, within 
the process of cross$validation. Before that, the next section is concerned with 
statistical control, an analysis on the effects of control variables, which is 






The model proposed in the last section comprises the proposed main effects 
concerning RQ. However, it is necessary to consider the possibility that other 
potential effects may exist. By helping to find out whether there are additional 
effects, the process of statistical control also contributes to a richer 
characterisation of the data and knowledge about the phenomena under 





qualitative study did not reveal patterns as consistent as the ones relating to 
concepts considered main effects. Although, because of that lack of empirical 
evidence, they were not included as main effects, some literature suggests that 
their inclusion in the analysis might potentially alter the influence of main effects 
and, therefore, they should be considered in the model development process as 
control variables. These variables are: length of relationship with the hotel, 
length of relationship with the client manager, contact intensity, client share, 
size of corporate client, and existence of a signed contract (see Table 7.3 for a 
list of control variables and respective abbreviations and items in the 
questionnaire). Control variables are components that are included in the 
analysis to find out whether there are additional explanations for the phenomena 
under investigation, other than the ones represented by the substantive factors, 
that is, the variables reflecting the main effects (Becker 2005; Spector et al. 
2000). Controlling for such variables adds to the strength of the test of the 
proposed model (Donney and Cannon 1997). It was felt that the importance of 
the variables included in Table 7.3 needs to be assessed, not only due to the 
mentioned reference in the literature as potentially playing a role in the matter 
under analysis, but also taking into account the researcher’s experience as a 
client manager in a people$based business$to$business services context. 
 
Table 7.3: Control variables and their Corresponding Items in the Questionnaire. 
ntro&-%%.&" .."(% "#"$'"+"!%"
Length of relationship with 
hotel (chain) 
HrelLeng When did the relationship with this hotel 
(chain) start? 
Length of relationship with 
client manager 
CMrelLen When did the relationship with this client 
manager start? 
Contact intensity ContFreq How frequent are your face$to$face 
meetings with your client manager? 
Client share CliShare Out of all the hotel services your company 
uses, what is the percentage representing 
this hotel (chain)? 
Size of corporate client Nempl  Number of employees? 
Existence of a signed contract Contract Do you have a signed contract with this 
hotel (chain)? 
 
Decisions on which control variables to include must be made bearing in mind 
that the improper inclusion of controls can lead to misleading results, for they 
may influence the significance levels and estimated effect sizes of the other 
variables (Becker 2005). In fact, using a variable as a control when, in reality, it 
should be considered a substantive factor, may lead to treating relevant variance 
as error variance, which, in turn, may produce incorrect inferences (Becker 
2005).  Spector et al. (2000) also warn against the lack of rigour in selecting 
variables to be statistically controlled, which may cause Type II error problems, 







Control variables are also known as biasing factors (and occasionally simply 
referred to as controls), i.e. variables that distort the assessment of a given 
construct (Becker 2005; Spector et al. 2000). Sometimes these biases are 
associated with the tendency of respondents to answer to items in a certain way, 
regardless of the construct intended to be measured. In the context of the 
present study, it was believed that this might be the case of the variables 
included in Table 7.3. Indeed, as mentioned in the literature review (Chapter 3), 
one of the factors that is more frequently included in models proposed and 
tested in the relationship marketing area is relationship length (Bejou et al. 
1998; Donney and Cannon 1997; Fisher et al. 1997), sometimes also referred to 
as age of relationship (Anderson and Weitz 1989; Kumar et al. 1995), or 
relationship duration (Bejou et al. 1996; Lagace et al. 1991; Palmatier et al. 
2006; Smith 1998; Wray et al. 1994), or longevity (Storbacka et al. 1994). 
Relationship length can be defined as the amount of time that the interaction 
between parties has existed. It has been associated with commitment (Palmatier 
et al. 2006), as well as with RQ, given the links between relationship length and 
trust and satisfaction – the dimensions of RQ – proposed in the literature 
(Anderson and Weitz 1989; Donney and Cannon 1997; Dorsch et al. 1998; 
Smith 1998; Swan et al. 1985). Relationship length has also been used in 
various ways in different propositions in the literature, e.g., as an independent 
variable, mediator, dimension of a latent variable, etc (see also Section 3.3). 
This is probably due to the multiple research settings, times, and samples that 
characterise the different studies, which in part explains the fact that  ‘one 
researcher’s control variable is another’s independent or dependent variable – or 
mediator or moderator’ (Becker 2005, p. 275).  
 
Another aspect that must be taken into account is the differentiation between 
individual vs. organisational relationships, or, in other words, that customers 
may establish relationships with both the organization and/or a key individual 
representing the organisation  (Berry 1995; Cann 1998; Czepiel 1990; Dwyer et 
al. 1987; Ford et al. 1998; Holmlund 2001; Holmlund and Strandvik 1999; 
Palmatier et al. 2006; Sheth 1994; Solomon et al. 1985; Walter et al. 2003; 
Wilson 1995; Wong and Sohal 2002). Therefore, a distinction must be made 
between the length of the relationship with the seller organisation vs. the length 
of the relationship with the organisations’ representative.  
 
Another factor that is often included in analysis is contact intensity, defined as 





al. 1990), sometimes also referred to as interaction frequency (Bendapudi and 
Berry 1997; Fisher et al. 1997; Palmatier et al. 2006), and frequency of contact 
(Donney and Cannon 1997; Lagace et al. 1991). It has been argued that contact 
intensity is associated, not only with RQ itself, but also with one of its 
dimensions, trust (Bendapudi and Berry 1997; Crosby et al. 1990; Donney and 
Cannon 1997; Leuthesser 1997; Palmatier et al. 2006). Associations have also 
been suggested between satisfaction, another dimension of RQ, and frequency of 
contact, particularly face$to$face interaction, as illustrated  by the fact that visits 
by the client manager tend to increase satisfaction and the use of the hotel 
services on the part of the client (Vieira and Ennew 2004). This is also consistent 
with the idea that face$to$face interactivity works as a driver of customer 
satisfaction (e.g. Ennew 2003).  
 
The next potential control variable is client share. Client share, or share of 
business (Leuthesser 1997), is defined as the percentage of business that a 
given supplier in a particular industry (e.g. a hotel chain) possesses, out of the 
total expenditure of a particular buyer (e.g. a hotel corporate client) in that 
industry. As already mentioned in the present dissertation, Peppers and Rogers 
(1995) referred to this concept as share of customer and stressed its difference 
from the concept of market share. Given that sales effectiveness in general 
(Crosby et al. 1990), and share of business in particular (Leuthesser 1997), have 
been previously associated with RQ, client share seems to be likely to constitute 
a biasing factor as well.  
 
Regarding size of corporate client, although there is no explicit and specific 
empirical indication in literature about its association to RQ and its dimensions 
and determinants, size of the company has been previously associated as a 
factor of influence in the development of a successful relationship strategy 
(Perrien and Ricard 1995). Since the size/dimension of the organisation could 
also reflect negotiation power, it is probably reasonable to admit that size of the 
corporate client might also represent a form of bias in terms of the tendency to 
respond to items pertaining to RQ.  
 
Finally, there are also reasons to believe that the existence of a signed contract 
might be associated with the quality of the relationship, given the benefits 
signed contracts represent. For example, the qualitative empirical evidence 
suggested that client managers pay more attention to clients with whom they 
have signed contracts, reflecting structural or contractual bonds established 





clients might benefit from simpler processes. Indeed, one of the crucial tasks for 
client managers is the ‘animation’ of contracts, an industry jargon that means to 
promote the use of hotel services by the clients with signed contracts  (see also 
Vieira and Ennew 2004). In this context, it seemed reasonable to include the 
existence of a signed contract between parties, as well as the rest of the above 
described variables as potential control variables in the analysis, given that they 
can work as biasing factors rather then substantive ones. Before moving on to 
the tests relating to statistical control, and in order to get a richer knowledge 
and characterisation of the data, some descriptive statistics were analysed, 
beginning with the information displayed in Table 7.4, which is organised by 
client manager (CM). 
 
Table 7.4: Descriptive Statistics for Control Variables. 
&"%%/"01      2  3  4
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Length of Relationship with Hotela 4.76 1.41 6.72 1.52 6.27 2.23 5.05 1.21 4.72 1.52
Length of Relationship with CMa 2.11 1.22 4.60 1.53 4.63 2.21 2.28 0.93 2.71 1.01
Contact Intensity
b 3.54 2.63 3.30 2.21 3.17 4.71 3.82 2.82 3.61 3.04
Size of Corporate Client
c 71.68 69.23 96.96 129.6 88.69 109.2 120.5 153.0 109.2 137.2
Client Share
d 44.10 20.71 48.31 17.12 36.97 27.61 48.02 17.24 43.17 20.13
Contract (clients with signed contracts)
e 54.76 na 60.45 na 60.34 na 67.45 na 58.70 na
a: number of years; b: number of face$to$face contacts/year; c: number of employees; d: percentage;
e: percentage (number of signed contracts/total of clients of the CM's portfolio); na: not aplicable.  
 
Common to all five groups is the fact that, on average, relationships between 
corporate clients and hotels are longer than those between the representatives 
of both parties, suggesting some degree of client manager rotation, at least in 
what hotels 1, 4, and 5 are concerned. An additional interpretation could be that, 
in general, clients tend to stay with the organisation rather than to follow the 
client manager in case s/he switches employer. This could be reassuring for 
firms, for it could mean that the risk of lost clients due to the departure of client 
managers $ an argument sometimes used against the designation of client 
managers $ may not be a serious concern. Still in relation to client managers 1, 
4 and 5, it is also noteworthy that the level of contact intensity with corporate 
clients is higher than in dyads composed by client managers 2 and 3 and their 
corporate clients. This may reflect the need for client managers to get to know 
their clients, as soon as they are designated for the responsibility of managing a 
new portfolio of clients, and/or a compensation for the relatively young age of 
the relationship. This is also consistent with the discussion in Chapter 2 on the 
different phases relationships go through (Dwyer et al. 1987; Tzokas and Saren 
2004), which imply different attitudes and activities on the part of both buyers 
and sellers. The young age of the relationships between client managers 





client share. Indeed, the values regarding client share for these client managers 
are quite respectable and in the close vicinity of the highest value (48.3% for 
client manager 2), in contrast with client manager 3, who represents the lowest 
percentage in terms of client share. This seems to be consistent with the ratings 
of the constructs representing the main effects of the proposed model, in 
relation to which client manager 3 also had the poorest results (see Table 7.5), 
although, in general, there were no significant differences across client 
managers. Particularly regarding client manager 3, the relatively high standard 
deviations may indicate that values exhibit a higher variability, when compared 
to the rest of the client managers, possibly reflecting the concentration of high 
(low) values in a small (large) number of clients. This seems to happen in both 
main effects and control variables, as illustrated by both Tables 7.4 and 7.5. 
Starting with Table 7.4, for example in relation to contact intensity, this could 
mean that the client manager would be paying many visits to a small number of 
clients and practically none to the majority of the portfolio. Using one of the 
variables in Table 7.5 as an example – satisfaction $, this could mean that the 
majority of the scores are at the neutral level of the scale or below, and that 
only a small number of respondents attributed high ratings to satisfaction. In 
addition, taking into consideration the percentage of clients with a signed 
contract, two kinds of interpretations could be put forward. One of these 
interpretations would be that it is possible that a client signs a contract with the 
hotel but does not use the hotel services accordingly, which would explain the 
coexistence of a relatively high (low) client share with a relatively low (high) 
percentage of signed contracts. In this case, for example, clients would be using 
more services than contracted in hotels 1 and 5, and vice$versa in hotel 3. 
Another line of interpretation would be that some client managers are getting 
better deals via closing contracts than others are. For example, this could be the 
result of a better performance on the part of some client managers as far as 
negotiating contracts is concerned and/or be associated with a better quality of 
the relationship between parties, which would be also consistent with the ratings 
attributed by clients to variables representing the key constructs of RQ (see 
Table 7.5). 
 
The last comment regarding the characterisation of the potential control 
variables based on descriptive statistics refers to size of corporate client, to 
introduce an explanation concerning the relatively high values observed in Table 
7.4 for the means and standard deviations relating to client managers 2, 4, and 
5 vs. client managers 1 and 3. This reflects the fact that hotels 2, 4, and 5 are 





higher percentage of large firms, whereas hotels 1 and 3 are situated in second$
line cities, where large firms are less likely to exist (revisit also section 5.8). 
 
Table 7.5: Mean and Standard Deviation Values for Constructs Representing Main Effects. 
















1 5.41 0.62 4.68 1.21 5.28 0.73 5.32 
0.7
3 
Problem Solving Behaviour 5.40 
0.5
3 5.42 0.43 4.86 0.91 5.44 0.51 5.49 
0.5
4 
Selling Orientation 5.45 
0.6
2 5.39 0.51 4.85 1.02 5.38 0.62 5.47 
0.6
2 
Selling Ethics 5.36 
0.6
1 5.23 0.53 4.68 1.01 5.23 0.62 5.32 
0.6
1 
Relational Relative Rewards 5.13 
0.8
2 5.08 0.71 4.52 1.21 5.23 0.73 5.06 
0.8
1 
Relational Investment&Dependence 5.20 
0.9





3 5.62 0.52 5.05 1.21 5.49 0.61 5.56 
0.6
2 
Mutual Goals 5.24 
0.7










1 5.23 0.61 4.55 1.13 4.86 0.81 5.16 
0.6
1 
OBS: All variables rated on a 1 to 7 scale           
 
In statistical control it is recommended not to include ‘impotent variables’, that is 
variables unrelated with the dependent variable, which might reduce statistical 
power (Becker 2005, p. 285). Therefore, before moving on to testing the 
structural model with the control variables included, correlation and regression 
analyses previously conducted were used to help inform the decisions on which 
controls should be selected for this purpose. Out of the control variables involved 
in the hypotheses suggested, only the ones that showed potential associations 
with the endogenous constructs of the proposed model, in terms of both 
correlation and regression analyses, were considered for inclusion and validation 
within SEM (Becker 2005; Garonzik et al. 2000). The term ‘validation’ is used 
here in the sense of testing whether the hypotheses that were not ruled out on 
the grounds of previous analyses still hold when incorporated in a structural 
model together with the main effects. 
 
First, the correlation matrix based on the calibration sample including the 
constructs representing the proposed model’s main effects and the control 
variables was analysed (see Appendix 7A). The majority of the correlations 
between the dimensions representing the proposed model’s main effects and the 
control variables are statistically nonsignificant. In those cases where 
correlations are significant, they are low. A sign of this scenario is the fact that 





satisfaction dimension of RQ (RQS) and both relationship length with client 
manager (CMrelLen) and size of corporate client (Nempl). 
 
Next, regression analyses were conducted to investigate further to what degree 
the control variables are related to the variables pertaining to the proposed main 
effects (in the case of ‘contract’, a binary variable, independent sample t$tests 
were conducted). Finally, SEM tests including selected control variables were 
carried out. Table 7.6 summarises the decision process regarding which variables 
should be considered for SEM, in order to investigate their impact when 
incorporated in the structural model, together with the constructs representing 
the main effects (for a detailed description of these procedures see Appendix 8). 
 
Table 7.6: Summary of Selection Process Regarding Control Variables. 
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%&,%&! MR MR C C; SR; MR
!
%!$% MR C; SR; MR C; SR; MR
C: positive, significant correlation; SR: positive, significant link in simple regression;
MR: positive, significant link in multiple regression; Shaded cells suggest links eligible for SEM.  
 
In this context, the proposed links added for SEM were as follows (see also 
Appendix 8):  
 
• Relationship length with hotel (HrelLeng) impacting on commitment;  
• Relationship length with client manager (CMrelLen) impacting on RQ 
[NOTE: this is because satisfaction (RQS) is one of the dimensions of 
RQ]; 
• Size of corporate client (Nempl) impacting on both RQ [NOTE: this is also 
because satisfaction (RQS) is one of the dimensions of RQ] and mutual 
goals (MG). 
 







Table 7.7: Results for Structural Model Including Effects of Control Variables. 
%%#"" %' !#%"  

(%&"
  )* "!&
COMMITMENTR. QUALITY β13 .23 .051 4.51  H1 Supported 
M. GOALSR. QUALITY β12 .28 .051 5.42  H3 Supported 
COMMUNICATIONR. QUALITY γ11 .19 .044 4.33  H4 Supported 
C. ORIENTATIONR. QUALITY γ12 .35 .099 3.48  H7 Supported 
Rel. Length C. ManagerR. QUALITY  .04 .016 2.35   Significant 
Size of Corp. ClientR. QUALITY  .00 .000 1.17   Non$sign. 
     .39   
COMMITMENTM. GOALS β23 .34 .059 5.69  H2 Supported 
C. ORIENTATIONM. GOALS γ22 .50 .100 4.97  H6 Supported 
R. NET BENEFITSM. GOALS γ23 .06 .062 1.01  H9 Not Supp. 
Size of Corp. ClientM. GOALS  .00 .000 1.13   Non$sign. 
     .23   
COMMUNICATIONCOMMITMENT γ31 .22 .044 4.85  H5 Supported 
C. ORIENTATIONCOMMITMENT γ32 .34 .096 3.52  H8 Supported 
R. NET BENEFITSCOMMITMENT γ33 .40 .057 7.05  H10 Supported 
Rel. Length HotelCOMMITMENT  .03 .015 1.64   Non$sign. 
     .31   
 
Based on the absence of relevant differences in results between tables 7.1 
(assessment of structural model) and 7.7 (assessment of structural model 
including control variables), some comments regarding the role of control 
variables, that serve to introduce the next step in the analysis, i.e. cross$
validation, follow. These results seem to corroborate the decision of treating 
relationship length with hotel, relationship length with client manager, contact 
intensity, client share, size of corporate client, and existence of a signed contract 
as control variables, as described earlier in this dissertation. In other words,had 
any of these variables proven to be strongly related to constructs representing 
main effects and, thus, work as substantive factors, they would have to be 
considered in the structural model as antecedents, mediators or moderators. In 
addition, the weak associations found in correlation, regression, t$tests, and 
structural equations analyses seem to suggest that control variables do not exert 
any biasing effects powerful enough to distort the assessment of any of the 
constructs representing the main effects. Thereby, this scenario also precludes 
the risk of increased Type I and Type II errors (Becker 2005; Spector et al. 
2000). 

Length of relationship with client manager (CMrelLen) was the only control 
variable that revealed a significant association with a dimension of a main effect 
$ with RQS, the satisfaction dimension of RQ. Nevertheless, its importance in 
terms of strength and significance of its association with RQ was not considered 
relevant enough to be considered a main effect. In fact, the relation between 
CMrelLen and RQS, though statistically significant, was rather weak, in terms of 
correlations, both simple and multiple regressions, as well as within SEM. In the 
latter case, this control variable revealed a very low parameter estimate, only 





of variance explained or goodness$of$fit statistics, and this was also why it was 
not eligible to pertain to main effects. Given that results were essentially 
identical with or without controls, that is, control variables can be ruled out as 
potential additional explanations for the phenomena of interest, subsequent 
analyses should only report results regarding main effects (Becker 2005). 
Therefore, the model is going to be put to test, in terms of cross$validation, 
including only the main effects initially proposed and the corresponding 
associations among them, a procedure that is described in the next section. In 
this context, after using the calibration sample for testing the proposed model 
and submitting it to statistical control, the chapter now moves on to the phase of 




The results of the first test of the final structural model on the validation sample 
(see figure 7.2) seem to corroborate those based on the calibration sample (see 
also Appendix 7B for the correlation/covariance matrices based on the validation 
sample). In effect, when tested on the validation sample, the model also showed 
a good overall fit: χ2 = 49.80 (p=.0023), df=25, χ2/df=1.99, RMSEA=.046, GFI 
=.98, AGFI= .95, NNFI=.98, CFI=.99. In addition, using the validation sample, 
all signs of the associations between constructs were also in accordance with 
hypothesised relationships.  
 
Figure 7.2: Proposed Model with Path Estimates and R2 Values (in ) – Validation Sample. 
 
 
Analogous to the calibration sample, results of the validation sample support all 
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0ndeed, as can be read from Table 7.8, all parameter estimates were also 
significant at p<.05 or better (again with the exception of the link correspondent 
to H9). In terms of the strength of path estimates, the testing of the model on 
the validation sample corroborated the order of relative importance of the 
various constructs that had been suggested by the results based on the 
calibration sample. Customer orientation is confirmed as the strongest (direct 
and indirect) determinant of RQ, followed by commitment. This study’s results 
seem to highlight customer orientation as a building block of RQ on a consistent 
basis, in addition to commitment, which acts as both determinant of RQ (direct 
and indirect) and mediator of the effects of the exogenous variables on RQ. The 
role of trust is also highlighted, in this case as the dominant dimension of RQ. 
Also consistent with the results of the calibration phase, the testing of the 
structural model on the validation sample corroborates the importance of mutual 
goals as both direct determinant of RQ and mediator of the effects of customer 
orientation and commitment. Contrary to expectations and hypotheses 
suggested, and as happened with the calibration sample, the association 
between relational net benefits and mutual goals (H9) revealed to be 
nonsignificant, which means that the influence of relational net benefits of RQ is 
exerted only through commitment. The cross$validation results also reiterate the 
concerns about the role of communication, particularly regarding its direct 
association with RQ (although the global impact on RQ is within acceptable 
thresholds). In addition, the square multiple correlations for the structural 
equations were quite respectable, though slightly lower than those of the 
calibration sample. Although the amount of variance explained is considered 
acceptable in relation to both the calibration and the validation samples, it is also 
acknowledged that, ideally, a model should explain a higher percentage of the 
variance. Therefore, as detailed in the next chapter, it is important that future 
research should investigate other potential antecedents that could improve the 
explanatory power of the model. 
 
Table 7.8: Results for Structural Model Assessment – Validation Sample. 
%%#"" %' !#%"  
(%&"   )* "!&
COMMITMENTR. QUALITY β13 .32 .052 6.26  H1 Supported 
M. GOALSR. QUALITY β12 .21 .054 3.87  H3 Supported 
COMMUNICATIONR. QUALITY γ11 .12 .046 2.62  H4 Supported 
C. ORIENTATIONR. QUALITY γ12 .43 .100 4.18  H7 Supported 
     .36   
COMMITMENTM. GOALS β23 .21 .055 3.73  H2 Supported 
C. ORIENTATIONM. GOALS γ22 .53 .110 4.96  H6 Supported 
R. NET BENEFITSM. GOALS γ23 .07 .060 1.18  H9 Not Supp. 
     .23   
COMMUNICATIONCOMMITMENT γ31 .26 .050 5.55  H5 Supported 
C. ORIENTATIONCOMMITMENT γ32 .43 .100 4.28  H8 Supported 
R. NET BENEFITSCOMMITMENT γ33 .20 .060 3.46  H10 Supported 







Table 7.9 presents the aggregate of both direct and indirect effects exerted by 
both exogenous and endogenous latent variables. 
 
Table 7.9: Decomposition of Structural Effects – Validation Sample. 
$$"+ " " %& 
COMMITMENT .320 .044 .366 
MUTUAL GOALS .210  .210 
COMMUNICATION .120 .100 .220 
CUSTOMER ORIENTATION .430 .270 .700 
RELATIONAL NET BENEFITS  .086 .086 
$$",   
COMMITMENT .210  .210 
COMMUNICATION  .055 .055 
CUSTOMER ORIENTATION .530 .090 .620 
RELATIONAL NET BENEFITS .070 .040 .110 
$$"    
COMMUNICATION .260  .260 
CUSTOMER ORIENTATION .430  .430 
RELATIONAL NET BENEFITS .200  .200 
 
As far as the non$significant link is concerned, which corresponds to the 
proposed association between relational net benefits and mutual goals 
reproduced in hypothesis H9, the estimated parameter is very low and worryingly 
close to zero, posing questions on whether or not to include it in the model. 
Diamantopoulos and Siguaw (2000) suggest that the fact that a parameter 
estimate does not deviate significantly from zero would mean that the we cannot 
reject the hypothesis that it is zero, and recommend to fix this parameter value 
at zero. In this context, a version of the model without the non$significant link 
was tested (see figure 7.3). Both model’s goodness of fit indices are very similar 
and within thresholds indicating good fit: χ2 = 52.17 (p=.0017), df=26, 
χ2/df=2.00, RMSEA=.046, GFI =.98, AGFI= .95,  NNFI=.98, CFI=.99 for the 
revised model; and χ2 = 49.80 (p=.0023), df=25, χ2/df=1.99, RMSEA=.046, GFI 
=.98, AGFI= .95, NNFI=.98, CFI=.99 for the initial model, i.e., the proposed 
model based on the validation sample. In this context, the revision of the model 
was undertaken to improve the model, not in terms of fit, but for the sake of 
simplicity/parsimony. This kind of model modification is only appropriate when 
the revised model is as substantively interpretable and fits almost as well as the 






Figure 7.3: Final Model with Path Estimates and R2 Values (in ) – Validation Sample. 
 
 
As can be read from Table 7.10, all parameter estimates were significant at 
p<.05 or better (after the removal of the link correspondent to H9). Apart from 
that, the comments are analogous to those relating to the first test of the 
proposed model on the validation sample. 
 
Table 7.10: Results for Structural Model Assessment – Validation Sample, Final Model. 
%%#"" %' !#%"  
(%&"   )* "!&
COMMITMENTR. QUALITY β13 .32 .050 6.27  H1 Supported 
M. GOALSR. QUALITY β12 .21 .060 3.79  H3 Supported 
COMMUNICATIONR. QUALITY γ11 .12 .050 2.61  H4 Supported 
C. ORIENTATIONR. QUALITY γ12 .43 .100 4.20  H7 Supported 
     .36   
COMMITMENTM. GOALS β23 .22 .050 4.06  H2 Supported 
C. ORIENTATIONM. GOALS γ22 .57 .100 5.57  H6 Supported 
     .22   
COMMUNICATIONCOMMITMENT γ31 .27 .050 5.57  H5 Supported 
C. ORIENTATIONCOMMITMENT γ32 .43 .100 4.23  H8 Supported 
R. NET BENEFITSCOMMITMENT γ33 .20 .060 3.44  H10 Supported 
     .31   
 
Analogously, Table 7.11 presents the aggregate of both direct and indirect 
effects exerted by both exogenous and the endogenous latent variables. The 
aggregate results reiterate the dominant role of customer orientation as direct 
and indirect determinant of RQ. The construct of customer orientation also 
exhibits the strongest of all impacts on the other two endogenous latent 
variables, commitment and mutual goals, which adds to its importance in the 
model. The second most important construct in the model is commitment, as 
evidenced by both direct and indirect (through mutual goals) effects on RQ. 
Communication, mutual goals, and relational net benefits also play a relevant 
role in the model, despite the relatively lower influence suggested by the 
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commitment and an indirect determinant of mutual goals, and its direct and 
indirect effects on RQ, taken together, cannot be considered negligible. The 
construct of mutual goals, in turn, plays an important role as both direct 
determinant of RQ and mediator of the effects of the strongest constructs in the 
model, customer orientation and commitment. The influence of relational net 
benefits on RQ, although weaker than initially expected, is also statistically 
significant and non negligible, thereby contributing to the good performance of 
the model, particularly through its association with commitment. Finally, as far 
as the associations between constructs representing the main effects and first$
order constructs/dimensions are concerned, no relevant differences were found 
in relation to the results of the model based on the calibration sample (and no 
differences at all in comparison to the model in Figure 7.2). Indeed, trust 
continues to be the strongest indicator of RQ, selling ethics the less dominant 
dimension of customer orientation, and both indicators of relational net benefits 
quite balanced.  
 
Table 7.11: Decomposition of Structural Effects – Final Model. 
$$"+ " " %& 
COMMITMENT .320 .046 .366 
MUTUAL GOALS .210  .210 
COMMUNICATION .120 .100 .220 
CUSTOMER ORIENTATION .430 .280 .710 
RELATIONAL NET BENEFITS  .072 .072 
$$",   
COMMITMENT .220  .220 
COMMUNICATION  .058 .058 
CUSTOMER ORIENTATION .570 .090 .660 
RELATIONAL NET BENEFITS  .043 .043 
$$"    
COMMUNICATION .270  .270 
CUSTOMER ORIENTATION .430  .430 
RELATIONAL NET BENEFITS .200  .200 
 
 
These results seem to indicate that model stability does not appear to be a 
serious concern, due to the good performance of the final version of the model 
when tested on the validation sample. Overall, these results seem to constitute 
sufficient evidence that the proposed conceptual framework is supported by the 
data, while reinforcing support for the nomological validity of the constructs that 
integrate the final model. However, it is advisable to conduct additional analyses 
in order to scrutinise the suggested good fit of the model. The next sections 
describe the assessment of the statistical power associated with testing a model, 





According to Diamantopoulos and Siguaw (2000), the assessment of statistical 





model. The Chi$Square test only deals with the Type I error, that is, the 
probability of rejecting a correct model, whereas the statistical power of the test 
is associated with the Type II error, the probability of not rejecting an incorrect 
model. More specifically, the power of the test is the likelihood of avoiding Type 
II error, indicating the probability of rejecting an incorrect model. Both tests are 
used in a complementary way, and the power test is important due to the 
influence of sample size, namely because large samples tend to amplify small 
specification errors, leading to the rejection of the model (and vice$versa). A 
high power of the test means that any relevant specification errors would be 
detected. If, in addition, the Chi$Square is not significant, the model can be 
accepted without reservations. 
 
One way of evaluating the power of the test is to consult MacCallum, Browne, 
and Sugawara (1996, p. 144, Table 4), and check the minimum necessary 
sample size for a given level of statistical power of the test. The model under 
analysis has 26 degrees of freedom. For this particular case, the above 
mentioned table states that, for attaining a power level of .80, which is 
considered sufficient ‘for most practical purposes’ (Diamantopoulos and Siguaw 
2000, p. 96), with 25 degrees of freedom (the more the degrees of freedom, the 
less the sample size needed), when testing for close fit, the size needed is N = 
363. This is clearly exceeded by the sample size used in both the calibration and 
the validation phases (N = 474 each), meaning that the probability of detecting 
major misspecifications is at least .80 and, in addition, that there would be 
sufficient power to test the model with a sample more than 20% smaller. 
 
The values of the chi$square statistic and the power of the test, taken together, 
offer strong reasons to believe that there are no serious discrepancies between 






As mentioned earlier in this dissertation, the model proposed in this study was 
devised taking into consideration both the literature on the field and the opinions 
of the actors in the hotel industry, collected during the qualitative phase of this 
study. The implications of this are twofold. On the one hand, the combination of 
literature and qualitative empirical evidence lends credence from researchers 
and practitioners to the proposed model; on the other hand, context is likely to 
play an important role. For example, the conceptualisation of the RQ construct is 





context of the present study, and the decisions on either to include or exclude 
paths in the model were informed by both theory and the results of the 
mentioned qualitative phase of the research. However, even if a given proposed 
model exhibits an acceptable fit and cross$validates well, there may be 
alternative models, containing different associations among the variables, which 
could show the same level of goodness$of$fit. Thus, to compare one’s model to 
alternative models $ a procedure that is, somewhat surprisingly, not used as a 
rule in the previous RQ model propositions that can be found in the literature $ is 
a fundamental practice in SEM (Bagozzi and Yi 1988; Diamantopoulos and 
Siguaw 2000; Hair et al. 1998). 
 
In this context, a series of alternative models, consistent with previous 
propositions in literature, were formulated and compared to the model proposed 
in the present study, on the following criteria: AIC (Akaike’s Information 
Criterion), considered particularly appropriate for comparing rival models (Alden 
et al. 2006; Williams and Holahan 1994); ECVI (Expected Cross Validation 
Index), as an indicator of a model’s overall fit; and parsimony, as measured by 
PNFI, the Parsimonious Normed Fit Index (Diamantopoulos and Siguaw 2000). 
These first three criteria are especially adequate when competing models 
comparison involves nonnested models, i.e., models that differ in number of 
constructs or indicators, in which cases the researcher must rely on criteria that 
take into account, not only fit, but parsimony as well  (Hair et al. 1998; 
Jöreskorg and Sörbom 1993). Complementarily, overall fit as measured also by 
CFI (Comparative Fit Index) was used for comparison purposes, as well as two 
other comparison indicators that have been used previously for comparing 
competing models (e.g. Morgan and Hunt 1994): comparative percentage of 
hypothesised statistically significant parameters; and average squared multiple 
correlations for the endogenous constructs (ASMC). Other goodness$of$fit 
indices, namely the ones used in previous analyses in this study, are also 
included to complement the comparative analysis between the final structural 
model cross$validated on the validation sample (FM), reproduced again in Figure 






Figure 7.4: Final Structural Model Cross$Validated on the Validation Sample (FM). 
 
 
To begin with, the results relating to the ACI and the ECVI criteria suggest that 
all the below described alternative/rival models perform worse than FM, given 
that the latter shows the lowest values for both ACI and ECVI (see Table 7.12, 
for a summary of the results of the comparative analysis). The fact that FM 
exhibits the smallest value for the AIC corresponds to a better fit of FM in 
comparison to all the rival models, while the smallest value for ECVI indicates FM 
as the model with the greatest potential for replication (Diamantopoulos and 
Siguaw 2000). However, the analysis on alternative models proceeds, using the 
rest of the above mentioned criteria, in order to provide a more detailed and 
consistent idea on this subject. 
 
Let AM1 be the first proposed alternative model that was compared to the results 
of FM. In AM1 (see Figure 7.5), commitment was moved from antecedent to 
dimension of RQ. The rest of the structure of FM was maintained, only relational 
net benefits in AM1 is now directly linked to RQ (whereas in FM this link is 
mediated by commitment) – an association that has been proposed previously 
(Hennig$Thurau et al. 2002). As mentioned in Chapter 3, this simulates one of 
the most common conceptualizations in the literature, where commitment, 
satisfaction and trust were simultaneously included as dimensions of RQ (Dorsch 
et al. 1998; Ivens 2004; Ivens and Pardo 2007; Rauyruen and Miller 2007; 
Roberts et al. 2003; Ulaga and Eggert 2006a). Regarding the overall fit of the 
models under comparison, AM1’s CFI is lower than that of FM (.97 vs. .99). All 
the hypothesized parameters are statistically significant in both models. In the 
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average squared multiple correlations for the endogenous variables of only .058, 
and PNFI is also slightly higher (.62 vs. .56). Because of the somewhat 
contradictory and inconclusive nature of these results, the models were also 
compared on the goodness$of$fit indices used during previous analyses. These 
additional criteria showed a better performance of FM vs. AM1, reinforcing the 
earlier indication of AIC and ECVI (see also Table 7.12).  
 
Analogous to the comments made during the previous phases of the assessment 
of the structural model, although the focus of this section in on the comparison 
of the level of goodness$of$fit between rival models, some considerations 
regarding the role of the constructs in AM1 compared to FM are also worthy of 
note. Customer orientation remained as the most influential determinant of RQ, 
continuing to exhibit a strong impact, both directly and indirectly via mutual 
goals (in AM1 the estimate of the path from customer orientation and mutual 
goals is stronger than in FM). This contributes to reinforce the importance of 
customer orientation as a building block of RQ. As stated, commitment was 
included in AM1 as a dimension of RQ. The information displayed in Figure 7.5 
suggests that commitment assumed the role of the second dominant dimension 
of RQ, right after trust, which maintained the status of the most dominant 
dimension of RQ. This seems to suggest that, in certain contexts, commitment 
might perform an important function as a dimension/outcome of RQ, which 
would be consistent with some literature (e.g. Dorsch et al. 1998; Kumar et al. 
1995). This possibility notwithstanding, the role of commitment as antecedent 
seems to be an essential one. For example, as far as the construct of relational 
benefits is concerned, it looks as though its influence is to a good degree 
dependent on the mediation of commitment, since the absence of the latter led 
to a decrease of the effects of relational net benefits on RQ. Mutual goals 
reiterated its important role as both direct determinant of RQ and mediator of 
the effects of customer orientation, while communication maintained a non 
negligible influence on RQ, in this case only a direct one (as happened also in 
relation to relational net benefits) due to, again, the absence of commitment as 






Figure 7.5: AM1 (First Proposed Alternative Model Based on the Validation Sample). 
 
 
Also consistent with the literature (Roberts et al. 2003) and with previous 
approaches to evaluating alternative models (e.g. Hennig$Thurau et al. 2002; 
Morgan and Hunt 1994) a non mediated model, AM2, including mutual goals as a 
dimension of RQ, together with commitment, satisfaction and trust, was 
executed (see Figure 7.6). In this model, even though all parameters are 
statistically significant, the PNFI is higher (.64) than that of FM (.56), and some 
explanatory power is gained (ASMC increased by .213), the CFI index (.97) is 
below FM’s CFI (.99), as happened also with AM1. Again, other goodness$of$fit 
indices were used to clarify the comparison between the rival models, with FM 
also performing better than AM2, as the ACI and ECVI criteria had already 
suggested (see Table 7.12). 
 
Regarding the role of the constructs integrating the model there are no relevant 
differences in relation to the relative importance of the exogenous constructs 
when compared to both FM and AM1, only there are no mediated effects given 
that both mediators (commitment and mutual goals), were used as RQ 
dimensions in AM2, as mentioned. With respect to the RQ dimensions in AM2, 
trust remains as the most important dimension, followed by commitment and 
satisfaction, while the construct of mutual goals seems to be the weakest first 
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Figure 7.6: AM2 (Second Proposed Alternative Model Based on the Validation Sample). 
 
 
A third model, AM3 (see Figure 7.7), using trust and commitment as mediators 
between the exogenous variables and RQ, in an analogy to Morgan and Hunt’s 
(1994) ‘Commitment$Trust Theory of Relationship Marketing’, was also 
compared to FM. Except for equal values for PNFI (.56), this alternative model 
also shows poorer results compared to FM, regarding all the parameters used for 
comparison, in coherence with both the AIC and ECVI criteria’s early indication of 
a better performance of FM. Again, considering the results of all the criteria, FM 
seems to exhibit a better performance (see Table 7.12). 
 
As far as the relative importance of the constructs in the model, the most salient 
feature observed in AM3 was the prominent role of the construct of trust, 
especially as a direct determinant of RQ. So much so that the direct effect of 
commitment on RQ was virtually annulled in favour of that of trust. In addition, 
trust assumed an important role as a mediator of the effects of all the exogenous 
latent variables, among which customer orientation continues to be the dominant 
construct. This seems to suggest that, although trust has been very rarely 
modelled as an antecedent of RQ in literature (only in 3 out of the 30 studies 
including trust examined in Chapter 3), the possibility of finding the appropriate 
context and structure of a ‘trust$as$antecedent’ model cannot be completely 
ruled out. Had this been the case of this research, and the option of including 
trust as a determinant of RQ in the model proposed in this study would have to 
be considered. Nevertheless, this issue certainly deserves future attention on the 
part of researchers in this area. Regarding the constructs included as 
dimensions, it is noteworthy that, with the removal of trust and commitment 
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of the dominant dimension of RQ. Finally, selling ethics was maintained as the 
weakest of the customer orientation dimensions, while both dimensions of 
relational benefits remained quite balanced, two features that have been 
consistently corroborated throughout the whole analysis. 
 
Figure 7.7: AM3 (Third Proposed Alternative Model Based on the Validation Sample). 
 
 
Overall, the results of analysing the alternative models provide further support 
to the robustness of the model proposed in this investigation. In effect, FM, the 
proposed model cross$validated on the validation sample, performs better than 
its rivals in virtually all comparison criteria. Exceptions refer to ASMC and PNFI in 
models AM1 and AM2. However, only in the latter case the difference between 
PNFI across models under comparison is considered to be substantial as it 
exceeds .06 (Hair et al. 1998). In terms of goodness$of$fit indices, although 
differences might be viewed as not substantial as far as GFI, AGFI, and NNFI are 
concerned, there are significant differences with respect to RMSEA and the ratio 
χ2/df, which are within thresholds indicating good fit, contrary to what was 
observed for all the alternative models (see Table 7.12). 
 
Although results led to the rejection of the alternative models in favour of the 
model proposed in this study, they also present some reasons for reflection, 
namely regarding the relatively acceptable overall results of AM2, which 
conceptualises both commitment and mutual goals as dimensions of RQ, along 
with trust and satisfaction. The construct of mutual goals turned out to be the 
weakest dimension of RQ in AM2, which suggests that its role in the model is 
primarily as both direct determinant of RQ and mediator of the effects of 
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contrast, commitment, when included as a dimension of RQ in AM2, assumed the 
position of ‘second$dominant’ dimension, right after trust. This poses questions 
on whether commitment should be modelled as a dimension of RQ, as in AM2, 
or, instead, as a determinant of RQ (both direct and indirect) and a mediator of 
the effects of communication, customer orientation, and relational net benefits 
on RQ, as in FM. However, the fact that AM2 performs worse than FM in the 
majority of the comparative evaluation criteria seems to reinforce the idea that, 
even though commitment could potentially be considered as a dimension of RQ, 
in case the right context and structure could be found, its inclusion as a 
determinant and mediator tends to produce better overall model fits. 
Nevertheless, it is worthy of note that both FM and the ‘second$best$performing’ 
alternative model are in line with some previous studies, which seems to 
corroborate that research context may play a relevant role in modelling the 
associations among the constructs of interest, as acknowledged in the literature 
(e.g. Palmatier et al. 2006). Furthermore, the fact that neither AM1 nor AM3 can 
be considered ‘bad’ models highlights the fact that it is difficult to disentangle 
the issue of causality in cross$sectional studies, thereby emphasising the 
complexity of developing a generally accepted model and the need for future 
research on the nature of RQ and its antecedents and consequences, ideally from 
a longitudinal perspective.  
 
Table 7.12: Summary of Alternative Models Evaluation – Validation Sample. 
#*%!"%8(%&"&!     2
ECVI (Expected Cross Validation Index) .23 .27 .27 .27 
AIC (Akaike’s Information Criterion) 110.2 129.2 126.9 125.96 
PNFI (Parsimonious Normed Fit Index) .56 .62 .64 .56 
CFI (Comparative Fit Index) .99 .97 .97 .98 
Percentage of Significant Parameters 100 100 100 92 
ASMC (Average Squared Multiple Correlations) .297 .355 .510 .293 
χ2  (Chi$square Goodness$of$Fit Test)  52.17 77.24 76.91 67.92 
P $ Value .002 .000 .000 .000 
Df (Degrees of freedom) 26 29 30 26 
Ratio χ2/Df 2.00 2.66 2.56 2.61 
RMSEA (Root Mean Squared Error of Approximation) .046 .059 .057 .058 
GFI (Goodness$of$Fit Index) .98 .97 .97 .97 
AGFI (Adjusted Goodness$of$Fit Index) .95 .94 .94 .94 
NNFI (Non$Normed Fit Index) .98 .96 .96 .96 
 
	3&!
The results of the assessment of the structural model carried out in this chapter 
through LISREL indicated that the proposed RQ model had a good fit and that 
the amount of variance in the endogenous variables explained by the respective 
proposed determinants was acceptable. All but one of the associations 
hypothesised were supported, resulting in a scenario where the variables 
customer orientation, communication, and commitment exerted both direct and 





net benefits indirect effects only. Customer orientation, modelled as an 
exogenous construct, emerged as the most important determinant, with 
relatively strong direct and indirect effects, not only on RQ, the central 
endogenous construct in the model, but also on the other endogenous latent 
variables, commitment and mutual goals. Commitment exhibited the second 
best performance, namely regarding its direct association with RQ, although the 
path estimate was not as high as that of customer orientation.  
 
Three alternative models were analysed and rejected in favour of the model 
proposed in this study. The evaluation of alternative models also provided more 
detail on the possible associations between constructs. While corroborating the 
role of each construct as proposed in the model devised in this study, the 
analysis also raised questions about two of the building blocks of RQ: trust and 
commitment. Indeed, the results of this research, while confirming trust as a 
dimension and commitment as a determinant of RQ, also suggested the 
possibility that these two constructs might have different positions in the model. 
This leaves the role of trust and commitment open to debate and reiterates the 
difficulty of establishing causality in cross$sectional studies. 
 
Overall, taking into account the foregoing results, which, in turn, were 
scrutinised through statistical control, cross$validation, analysis of statistical 
power, and comparison with rival models, it is perceived that there is a high 
probability that the model is correct for the population of interest. The next and 
final chapter of this dissertation discusses these results in light of extant theory, 
suggests theoretical and managerial implications, presents the study’s 
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Exploring Dyads: 7         Hotels with Corporate Centers (1, 2, 3) Hotels with Client Managers Hotels without Client Managers
Questions and Answers  and their Clients (A, B, C)  (4, 5) and Clients (A, B, C) (6, 7, 8) and Clients (A, B, C)
Is there a privileged 1: yes 2: yes 3: yes 4: yes 5: yes 6: yes 7: no 8: no
interlocutor/key contact A1 B1 A2 B2 C2 A3 B3 C3 A4 B4 C4 A5 B5 C5 A6 B6 C6 A7 B7 C7 A8 B8 C8
in each side? yes yes yes yes yes yes yes yes yes yes yes yes yes yes no no no no no no no no no
What is the importance 1: high 2: high 3: high 4: high 5: high 6: high 7: low 8: mod
and priority of signing A1 B1 A2 B2 C2 A3 B3 C3 A4 B4 C4 A5 B5 C5 A6 B6 C6 A7 B7 C7 A8 B8 C8
contracts? high high high high high high high high high high high high high high high mod low low mod low low high mod
Are there links between 1: yes 2: yes 3: yes 4: yes 5: yes 6: yes 7: no 8: no
activities and resources A1 B1 A2 B2 C2 A3 B3 C3 A4 B4 C4 A5 B5 C5 A6 B6 C6 A7 B7 C7 A8 B8 C8
of hotel and client? yes no yes no no no yes yes no no yes no no yes no no no no no no no no no
Are complaints 1: yes 2: yes 3: yes 4: yes 5: yes 6: yes 7: yes 8: yes
managed A1 B1 A2 B2 C2 A3 B3 C3 A4 B4 C4 A5 B5 C5 A6 B6 C6 A7 B7 C7 A8 B8 C8
satisfactorily? yes yes yes yes yes yes yes yes yes yes yes yes yes yes yes yes no yes yes yes no yes yes
How is the quality of the 1 2 3 4 5 6 7 8
relationship with the hotel A1 B1 A2 B2 C2 A3 B3 C3 A4 B4 C4 A5 B5 C5 A6 B6 C6 A7 B7 C7 A8 B8 C8
(1weak-excellent7)? 6 7 7 7 7 6 7 6 7 6 6 6 6 7 7 6 4 6 4 6 6 7 5
Would you recommend 1 2 3 4 5 6 7 8
this hotel to other firms A1 B1 A2 B2 C2 A3 B3 C3 A4 B4 C4 A5 B5 C5 A6 B6 C6 A7 B7 C7 A8 B8 C8
(1not at all-7strongly)? 7 7 7 6 7 7 7 7 7 7 6 7 7 7 5 6 4 5 4 5 5 4 4
How long do you think the 1 2 3 4 5 6 7 8
relationship will last (1very A1 B1 A2 B2 C2 A3 B3 C3 A4 B4 C4 A5 B5 C5 A6 B6 C6 A7 B7 C7 A8 B8 C8








Importance of Hotels with Corporate Centers Hotels with Client Managers Hotels without Client Managers
RQ Determinants (1, 2, 3) and their Clients (A, B, C) (4, 5) and their Clients (A, B, C) (6, 7, 8) and their Clients (A, B, C)
1: high 2: high 3: high 4: high 5: high 6: high 7: high 8: high
Trust A1 B1 A2 B2 C2 A3 B3 C3 A4 B4 C4 A5 B5 C5 A6 B6 C6 A7 B7 C7 A8 B8 C8
(dimension) high high high high high high high high high high high high high high high high high high high high high high high
1: high 2: high 3: high 4: high 5: high 6: high 7: high 8: high
Satisfaction A1 B1 A2 B2 C2 A3 B3 C3 A4 B4 C4 A5 B5 C5 A6 B6 C6 A7 B7 C7 A8 B8 C8
(dimension) high high high high high high high high high high high high high high high high high high high high high high high
1: high 2: high 3: high 4: high 5: high 6: high 7: high 8: high
Commitment A1 B1 A2 B2 C2 A3 B3 C3 A4 B4 C4 A5 B5 C5 A6 B6 C6 A7 B7 C7 A8 B8 C8
(determinant) high high high high high high high high high high high high high high high high high high high high high high high
1: high 2: high 3: high 4: high 5: high 6: high 7: high 8: mod
Mutual Goals A1 B1 A2 B2 C2 A3 B3 C3 A4 B4 C4 A5 B5 C5 A6 B6 C6 A7 B7 C7 A8 B8 C8
(determinant) high high high high high high high high high high high high high high high mod low low high mod high mod high
1: high 2: high 3: high 4: high 5: high 6: high 7: high 8: mod
Communication A1 B1 A2 B2 C2 A3 B3 C3 A4 B4 C4 A5 B5 C5 A6 B6 C6 A7 B7 C7 A8 B8 C8
(determinant) high high high high high high high high high high high high high high high mod high mod low high high high high
1: mod 2: high 3: high 4: high 5: high 6: high 7: low 8: mod
Relational Net Benefits A1 B1 A2 B2 C2 A3 B3 C3 A4 B4 C4 A5 B5 C5 A6 B6 C6 A7 B7 C7 A8 B8 C8
(determinant) high mod high high high high high high high high mod high high high mod mod high high mod high high mod high
1: high 2: high 3: high 4: high 5: high 6: mod 7: high 8: mod
Customer Orientation A1 B1 A2 B2 C2 A3 B3 C3 A4 B4 C4 A5 B5 C5 A6 B6 C6 A7 B7 C7 A8 B8 C8
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This survey is part of a doctoral research project essentially aiming at studying the relationships 
between hotels and corporate clients. As a client of [Hotel Group B], your company belongs to the 
universe of this study. The attached questionnaire is addressed to the key contact of your client 
manager/commercial promoter at [Hotel Group B]. We would very much appreciate if you would 
be so kind as to spare 15 minutes of your time to fill it out. Without your co-operation, it is not 
possible to complete the study. 
 
Important information: 
• You can send your completed questionnaire either using the enclosed prepaid envelope or by 
FAX (234 370 215 ); 
• There are no right or wrong answers. All the answers are correct, as long as they 
correspond to what you really feel; 
• Answers are confidential and anonymous, for research purposes only; 
• If you are interested in receiving a report on the findings of this study, please e-mail us 
(avieira@egi.ua.pt). 
 
Please return the completed questionnaire at your earliest convenience, if possible within one week, in 
order for us to accomplish the planned research agenda. 
 
Best regards and thank you very much for your co-operation. 
 
__________________ 
Armando Luis Vieira 
Lecturer at Universidade de Aveiro 





Survey on Relationships between Hotels and Corporate Clients - September 2005
A Please tell us about your perceptions re the interaction with your client manager, 
by ticking where appropriate in the scales provided for each sentence. Strongly Strongly
Disagree Agree
COR1
.Our client manager helps us achieve our goals……………………………………………………. 1 2 3 4 5 6 7
COR2
.Our client manager tries to achieve his/her goals by satisfying us………………………………… 1 2 3 4 5 6 7
COR3
.Our client manager has our best interest in mind………………………………………………….. 1 2 3 4 5 6 7
COR4
.Our client manager tries to get us to discuss our needs with him/her…………………………………………1 2 3 4 5 6 7
COR5
.Our client manager tries to influence by information rather than by pressure……….……………. 1 2 3 4 5 6 7
COR6
.Our client manager recommends suitable solutions for us…………………………...………………1 2 3 4 5 6 7
COR7
.Our client manager tries to find best services for us…………………………………………………………………1 2 3 4 5 6 7
COR8
.Our client manager answers our questions correctly……………………………………………………………..1 2 3 4 5 6 7
COR9
.Our client manager tries to match the hotel’s solutions to our problems………….…...……….. 1 2 3 4 5 6 7
COR10
.Our client manager is willing to disagree with us in order to help us make a better decision…………………………………………………………………1 2 3 4 5 6 7
COR11
.Our client manager tries to give us an accurate expectation of what the product will do for us ………………1 2 3 4 5 6 7
COR12
.Our client manager tries to figure out our needs…………………………………………………………………..1 2 3 4 5 6 7
COR13 reverse coded
.Our client manager tries to sell us all (s)he convinces us to buy, even if we think it is 
more than a wise customer would buy…………………………………………………………………………..1 2 3 4 5 6 7
COR14 reverse coded
.Our client manager tries to sell as much as (s)he can rather than to satisfy us…………………………………………1 2 3 4 5 6 7
COR15 reverse coded
.Our client manager keeps alert for weaknesses on a person’s personality so (s)he 
can use them to put pressure on us to buy…………………………………………………………………….1 2 3 4 5 6 7
COR16 reverse coded
.Our client manager, if (s)he is not sure a service is right for us, will still apply
 pressure to get us to buy………………………………………………………………………………….1 2 3 4 5 6 7
COR17 reverse coded
.Our client manager decides what services to offer on the basis of what 
(s)he can convince us to buy, not on the basis of what will satisfy us……………………………… 1 2 3 4 5 6 7
COR18 reverse coded
.Our client manager paints too rosy a picture of his/her services, to make 
them sound as good as possible…………………………..…………………………………………………..1 2 3 4 5 6 7
COR19 reverse coded
.Our client manager spends more time trying to persuade us to buy than 
trying to discover our needs…………………………………………………………………………………………………..1 2 3 4 5 6 7
COR20 reverse coded
.Our client manager stretches the truth in describing a service to us…………………………………………………….1 2 3 4 5 6 7
COR21 reverse coded
.Our client manager pretends to agree with us to please us……………………………………………………….1 2 3 4 5 6 7
COR22 reverse coded
.Our client manager implies to us that something is beyond his/her control when it is not ………………1 2 3 4 5 6 7
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.Our client manager begins the sales talk for a service before exploring  our needs……………………1 2 3 4 5 6 7
COR24 reverse coded
.Our client manager treats us as rivals…………………...……...………………………………………….1 2 3 4 5 6 7
COM1
.Our client manager genuinely enjoys helping us…………………………………………………………………..1 2 3 4 5 6 7
COM2
.Our client manager is easy to communicate with…………………………………………………….…1 2 3 4 5 6 7
COM3
.Our client manager likes to help clients……………………………………………………...……………….1 2 3 4 5 6 7
COM4
.Our client manager is a cooperative person………………………………………………………………………1 2 3 4 5 6 7
COM5
.Our client manager tries to establish a personal relationship………………………………………………………….1 2 3 4 5 6 7
COM6
.Our client manager seems interested in us not only as a clients, but also as persons……………………………………………………1 2 3 4 5 6 7
COM7
.Our client manager is friendly……………………………………………………………………………………..1 2 3 4 5 6 7
B Please tell us about your perceptions on the relationship with your client manager
Strongly Strongly
MG1 Disagree Agree
.We share a joint vision with our client manager of what is necessary
for mutual success………………………………………..…….……………………………………………………….1 2 3 4 5 6 7
MG2
.We have a set of formal criteria that we use to evaluate
 a prospective partner…………………………………..………………………...………………………………..1 2 3 4 5 6 7
MG3
.We know with certainty what our client manager
expects of us…………...……………………………………...…………………………………………………..1 2 3 4 5 6 7
MG4
.We work proactively with our client manager to establish
 annual goals……………………….……………………………………………………………………….1 2 3 4 5 6 7
MG5
.We can state with certainty that our client manager has the same basic beliefs
about running a business that we do…………………………………………………………………………………….1 2 3 4 5 6 7
MG6
.Overall, our goals are compatible with the goals of our client manager…………………………… 1 2 3 4 5 6 7
COMMIT1
.Even if it were to our advantage, we do not feel it would be
 right to leave our client manager now………………………………………………………………………1 2 3 4 5 6 7
COMMIT2
.This client manager deserves our loyalty…………………………………………………………………1 2 3 4 5 6 7
COMMIT3
.We would feel guilty if we left our client manager now…………………………………………………………………..1 2 3 4 5 6 7
COMMIT4
.We would not leave this client manager right now because we 
have a sense of obligation to him………………………………………………………………………….…1 2 3 4 5 6 7
COMMIT5 reverse coded
.We do not feel ‘emotionally attached’ to our client manager…………………………………...……………..1 2 3 4 5 6 7
COMMIT6 reverse coded
.We do not feel like ‘part of the family’ with our client manager…………………………………………….1 2 3 4 5 6 7
COMMIT7 reverse coded
.We do not feel a strong sense of ‘belonging’ to our client manager………………………………. 1 2 3 4 5 6 7
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C Please tell us about the relationship with your client manager, taking




.Our client manager can be relied upon to keep his/her promises ……………..……………………..…..1 2 3 4 5 6 7
 RQt2  reverse coded
.There are times when we find our client manager to be a bit insincere……………………………………..1 2 3 4 5 6 7
 RQt3 reverse coded
.We find it necessary to be cautious in dealing with our client manager………………………………..1 2 3 4 5 6 7
RQs1
.We are satisfied with the performance of our client manager …………….…………………..……. 1 2 3 4 5 6 7
RQt4
.Our client manager is trustworthy ……………………………..………………….………………….1 2 3 4 5 6 7
RQt5 reverse coded
.Our client manager is trying to sell us a lot of services and we are trying to avoid it…………………………1 2 3 4 5 6 7
RQt7 reverse coded
.Our client manager is capable of bending the facts to create the impression he/she wants …..………1 2 3 4 5 6 7
RQs2
.We are pleased with the performance of our client manager ………………………………………..….1 2 3 4 5 6 7
RQt6
.Our client manager puts our interests before his/her own ………………………………..……………..1 2 3 4 5 6 7
RQt8 reverse coded
.Our client manager is dishonest ………………………………………….………………………….………1 2 3 4 5 6 7
RQt9 reverse coded
.We suspect that our client manager has sometimes withheld certain 
pieces of information that might have affected my decision-making …………………………………….….1 2 3 4 5 6 7
RQs3
.We have a favourable opinion on our client manager's performance………………………………………..1 2 3 4 5 6 7
D Please can you tell us about the pros and cons of participating in this relationship, Strongly Strongly
in terms of relational benefits and sacrifices (not economical or others). Disagree Agree
RNB1
.This relationship is extremely rewarding………………………………………………………………………………1 2 3 4 5 6 7
RNB2
.In terms of rewards, this relationship is close to our ideal…………………………………………………………….1 2 3 4 5 6 7
RNB3 reverse coded
.This relationship is extremely costly ……………………………..……………...…………………………1 2 3 4 5 6 7
RNB5  reverse coded
.In general, our alternatives to this relationship are extremely appealing………………………………………..1 2 3 4 5 6 7
RNB6  reverse coded
.All things considered, our alternative relationships are much better than this relationship ……………1 2 3 4 5 6 7
RNB7
.All things considered, there are many benefits associated with this
 relationship that we would lose if the relationship were to end…………………………………………………..1 2 3 4 5 6 7
RNB4
.In terms of sacrifices, this relationship is close to our ideal………………………………...……………..1 2 3 4 5 6 7
RNB8
.In general, we have invested a great deal in this relationship…………………………………...……….1 2 3 4 5 6 7
RNB9
.We like this partner very much…………………………………………………………….………………….1 2 3 4 5 6 7
RNB10
.We have high consideration for this partner……………………………………………………….……………………1 2 3 4 5 6 7
RNB11
.We are extremely satisfied with this relationship………………………………………..…………….1 2 3 4 5 6 7
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.It is extremely likely that we will end this relationship in the near future……………………………….….1 2 3 4 5 6 7
RNB14
.An alternative relationship would have to be extremely attractive 
for us to adopt it and end this relationship…………………………………………………..……………….1 2 3 4 5 6 7
RNB15
.We are extremely ‘attached’ to our partner in this relationship…………………………………...……………..1 2 3 4 5 6 7
RNB16
.We are extremely committed to this relationship…………………………………………..…………………..1 2 3 4 5 6 7
RNB13
.We would like this relationship to last for a lifetime……………………………………….………………………..1 2 3 4 5 6 7
COMMIT8
.It would be very hard to end this relationship right now, even if we wanted to………………………………………………1 2 3 4 5 6 7
COMMIT9
.Too much of our business would be disrupted if we decided we 
wanted to end this relationship now……………………………………………….…………………..1 2 3 4 5 6 7
COMMIT10
.We feel that we have too few options to consider ending this relationship………………………………………1 2 3 4 5 6 7
RNB17
.Overall, the benefits of this relationship outweigh the costs………………………………………………………1 2 3 4 5 6 7
E Additional Information
Activity___________________________ CAE______ N. of Employees_______
When did the relationship with this hotel (chain) start?__________________________________________
When did the relationship with this client manager start?________________________________________







How frequent are your face-to-face meetings with you client manager?_______________________________
Out of all the hotel services your company uses, what percentage is represented by this 
hotel (chain)?_________ Do you have a signed contract with this hotel (chain)?_________










THANK YOU VERY MUCH FOR YOUR CO-OPERATION!
Armando Luís Vieira
Setembro de 2005 – Inquérito sobre Relações entre Hotéis e Clientes Empresa 
Exmo(a). Senhor(a), 
 
Este inquérito integra-se num doutoramento que visa basicamente estudar a qualidade 
das relações entre hotéis e clientes empresa. A V/ empresa, como cliente do Grupo 
Hotti-Hotéis, pertence ao universo deste estudo. O questionário em anexo dirige-se à 
pessoa que, na V/ organização, é o interlocutor privilegiado do(a) V/ Gestor(a) de 
Cliente/Promotor(a) Comercial na Hotti-Hotéis. Ficaríamos muito gratos se 
despendesse 15 minutos do seu tempo para preenchê-lo. Sem a V/ cooperação o estudo 
não pode ser realizado. 
 
Informação inportante: 
• Pode enviar o questionário preenchido utilizando o envelope de porte pago em 
anexo ou via FAX (234 370 215); 
• Não existem respostas certas ou erradas. Todas as respostas são correctas, desde 
que correspondam à sua verdadeira percepção; 
• Todos os dados são confidenciais - nenhuma informação individual será revelada; 
• Se pretender receber os resultados do estudo, por favor informe-nos por correio 
electrónico (avieira@egi.ua.pt). 
 
Ficaríamos muito gratos se nos pudesse devolver o questionário com a brevidade, se 
possível dentro da próxima semana, no sentido de podermos cumprir o plano da 
investigação. 
 
Melhores cumprimentos e muito obrigado pela V/ cooperação, 
 
__________________ 
Armando Luís Vieira 
Docente da Universidade de Aveiro 




Inquérito sobre Relações entre Hotéis e Clientes Empresa 2005
A Por favor descreva-nos as suas percepções sobre a interacção com o(a) vosso(a) Gestor(a) de Cliente/
/Promotor(a) Comercial assinalando com um 'X' na quadrícula correspondente Discordo Concordo
Totalmente Totalmente
.O(A) nosso(a) gestor(a) de cliente ajuda-nos a atingirmos os nossos objectivos………………………1 2 3 4 5 6 7
.O(A) n/ gestor(a) de cliente tenta antingir os seus objectivos satisfazendo-nos ao mesmo tempo……1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente tem em mente os nossos melhores interesses……………………1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente tenta levar-nos a discutir as nossas necessidades com ele/ela……1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente tenta influenciar-nos através de informação em vez de pressão…1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente recomenda soluções adequadas para nós…………………………1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente tenta encontrar os melhores serviços para nós……………………1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente tenta responder correctamente às nossas questões………………1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente tenta adequar as soluções do hotel aos nossos problemas……… 1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente está disposto a discordar connosco se isso nos ajudar a 
tomarmos a melhor decisão…………………………………………….………………………………1 2 3 4 5 6 7
.O(A) n/ gestor(a) de cliente tenta dar uma perspectiva clara sobre o serviço que proporciona ………1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente tenta compreender as nossas necessidades………………………1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente tenta vender-nos tudo o que nos convence a comprar, 
mesmo que isso seja mais do que um cliente sensato compraria………………………………………1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente tenta vender-nos o mais que puder em vez de nos satisfazer……1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente está sempre à espreita de fraquezas na personalidade
de uma pessoa para aproveitar para colocar pressão para uma pessoa comprar………………………1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente insistirá em vender-nos um serviço mesmo que
não esteja seguro(a) de que é o adequado para nós………………………..……………………………1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente decide os serviços a oferecer com base no que pode
convencer-nos a comprar e não no que nos satisfaz………………………………….……………… 1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente tenta fazer os serviços que oferece parecerem
o melhores do que realmente são…………..………………………………………………………… 1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente passa mais tempo a tentar persuadir-nos a comprar do que 
a tentar descobrir as nossas necessidades………………………………………………………………1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente vai para além da verdade ao descrever-nos um serviço…………1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente finge concordar connosco para nos agradar………………………1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente diz-nos que algo está fora do seu controlo quando não está ……1 2 3 4 5 6 7
Armando Luís Vieira 1
Inquérito sobre Relações entre Hotéis e Clientes Empresa 2005
Discordo Concordo
Totalmente Totalmente
.O(A) n/ gestor(a) de cliente começa o discurso de venda antes de saber as nossas necessidades……1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente trata-nos como rivais…………………...……...…………………1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente gosta genuinamente de nos ajudar………………………………1 2 3 4 5 6 7
.É fácil comunicar com o(a) nosso(a) gestor(a) de cliente…………………………………………… 1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente gosta de ajudar os clientes……………………………………… 1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente é uma pessoa cooperante…………………………………………1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente tenta estabelecer uma relação pessoal……………………………1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente parece interessado em nós, não apenas como clientes 
mas também como pessoas……………………………………………………………………………1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente é amigável…………………………………………………………1 2 3 4 5 6 7
B Por favor descreva as suas percepções sobre a relação com o(a) V/ Gestor(a) de Cliente/Promotor(a) Comercial
Discordo Concordo
Totalmente Totalmente
.Partilhamos uma visão conjunta com o(a) nosso(a) gestor(a) de cliente acerca
do que é necessário para o sucesso mútuo……………………………….……………………………1 2 3 4 5 6 7
.Temos um conjunto de critérios formais para avaliar 
um parceiro potencial………………………………………………………….……………….………1 2 3 4 5 6 7
.Estamos seguros acerca do que o(a) nosso(a) gestor(a) de cliente
espera de nós……………………………………………….………………………………………… 1 2 3 4 5 6 7
.Trabalhamos proactivamente com o(a) nosso(a) gestor(a) de cliente
 no estabelecimento de objectivos anuais………………………………..…………………………… 1 2 3 4 5 6 7
.Podemos dizer com certeza que  o(a) nosso(a) gestor(a) de cliente tem principios fundamentais
 sobre como gerir um negócio que são similares aos nossos……………………………………………1 2 3 4 5 6 7
.Globalmente, os nossos objectivos são compatíveis c/ os do(a) nosso(a) gestor(a) de cliente…………1 2 3 4 5 6 7
.Mesmo que fosse para nosso proveito, não nos parece que seria
 correcto deixar o(a) nosso(a) gestor(a) de cliente agora………………………………………………1 2 3 4 5 6 7
.Este(a) gestor(a) de cliente merece a nossa lealdade…………………………………………………1 2 3 4 5 6 7
.Sentir-nos-ia-mos culpados se deixássemos o(a) nosso(a) gestor(a) de cliente agora…………………1 2 3 4 5 6 7
.Não deixaríamos este(a) gestor(a) de cliente agora porque nos sentimos obrigados para com ele……1 2 3 4 5 6 7
.Não nos sentimos 'emocionalmente ligados' ao(à) nosso(a) gestor(a) de cliente………………………1 2 3 4 5 6 7
.Não nos sentimos 'parte da família' em relação ao(à) nosso(a) gestor(a) de cliente…………………1 2 3 4 5 6 7
.Não temos um forte sentimento de 'pertença' em relação ao(à) nosso(a) gestor(a) de cliente…………1 2 3 4 5 6 7
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C Por favor, diga-nos das suas percepções sobre a relação com o(a) V/ Gestor(a) de Cliente/Promotor(a) Comercial
tendo em consideração o historial da relação até ao presente
Discordo Concordo
Totalmente Totalmente
.O(A) nosso(a) gestor(a) de cliente é fiável em relação ao cumprimento das suas promessas.……… 1 2 3 4 5 6 7
.Às vezes achamos que o(a) nosso(a) gestor(a) de cliente um bocado falso(a)…………………………1 2 3 4 5 6 7
.Achamos que é necessário usar de precaução ao lidar com o(a) nosso(a) gestor(a) de cliente………1 2 3 4 5 6 7
.Estamos satisfeitos com o desempenho do(a) nosso(a) gestor(a) de cliente…………….……………1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente é de confiança……………………………..………………….… 1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente tenta vender-nos muitos serviços e nós tentamos evitar isso……1 2 3 4 5 6 7
.O(A) n/ gestor(a) de cliente é capaz de distorcer os factos para criar a impressão que pretende…..…1 2 3 4 5 6 7
.Estamos agradados com o desempenho do(a) nosso(a) gestor(a) de cliente…………………………1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente coloca os nossos interesses à frente dos seus próprios interesses…1 2 3 4 5 6 7
.O(A) nosso(a) gestor(a) de cliente é desonesto………………………………………….……………1 2 3 4 5 6 7
.Suspeitamos que o(a) nosso(a) gestor(a) de cliente por vezes sonegou certas
informações que poderão ter influenciado o nosso processo de decisão………………………………1 2 3 4 5 6 7
.Temos uma opinião favorável sobre o desempenho do(a) nosso(a) gestor(a) de cliente………………1 2 3 4 5 6 7
D Por favor pronuncie-se sobre os prós e os contras de participar nesta relação, em Discordo Concordo
 termos de benefícios vs sacrificios relacionais (que não económicos ou outros) Totalmente Totalmente
.Esta relação é extremamente compensadora…………………………………………………………1 2 3 4 5 6 7
.Em termos de recompensas, esta relação é quase ideal………………………………………………1 2 3 4 5 6 7
.Esta relação é muito custosa………………………….………..……………...………………………1 2 3 4 5 6 7
.Globalmente, as nossas alternativas a esta relação são extremamente apelativas……………………1 2 3 4 5 6 7
.Considerados todos os factores, as nossas alternativas são muito melhores do que esta relação ……1 2 3 4 5 6 7
.Considerados todos os factores, existem muitos benefícios associados a esta relação
que perderíamos, caso esta relação terminasse…………………………………………………………1 2 3 4 5 6 7
.Em termos de sacrifícios, esta relação é quase ideal………………………………...…………………1 2 3 4 5 6 7
.Em geral, investimos consideravelmente nesta relação…………………….…………….……………1 2 3 4 5 6 7
.Gostamos muito deste parceiro………………………………………………………….……………1 2 3 4 5 6 7
.Temos muita consideração por este parceiro……………………………………………………….…1 2 3 4 5 6 7
.Estamos muito satisfeitos com esta relação………………..…………………………………..………1 2 3 4 5 6 7
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Discordo Concordo
Totalmente Totalmente
.É altamente provável que terminemos esta relação num futuro próximo……………………………1 2 3 4 5 6 7
.Uma relação alternativa teria de ser muito atractiva para que nós 
a adoptássemos e acabássemos com esta relação…………………………………………………..… 1 2 3 4 5 6 7
.Estamos muito 'ligados' ao nosso parceiro nesta relação…………………………………...…………1 2 3 4 5 6 7
.Estamos muito empenhados nesta relação…………………………………………..…………………1 2 3 4 5 6 7
.Gostaríamos que esta relação durasse para sempre……………………………………….………… 1 2 3 4 5 6 7
.Seria muito difícil acabar esta relação agora, mesmo que quiséssemos………………………………1 2 3 4 5 6 7
.A nossa actividade seria demasiado perturbada se decidissemos acabar esta relação agora…………1 2 3 4 5 6 7
.Parece-nos que temos demasiado poucas opções para pensar em terminar esta relação………………1 2 3 4 5 6 7
.Globalmente, os benefícios desta relação mais que compensam os sacrifícios………………………1 2 3 4 5 6 7
E Informação Adicional
Actividade Económica___________________________ CAE______Nº de funcionários_______
Quando se iniciou a relação com esta cadeia de hotéis?_______________________________________________
Quando se iniciou a relação com este(a) Gestor(a) de Cliente/Promotor(a) Comercial?_______________________







Qual a frequência dos V/ contactos cara-a-cara com o(a) V/ Gestor(a) de Cliente/Promotor(a) Comercial?_________
De todos os serviços hoteleiros que a vossa empresa consome, qual a percentagem desse consumo que é efectuado
nesta cadeia hoteleira?_________ Têm um contrato assinado com esta cadeia hoteleira?_________









MUITO OBRIGADO PELA VOSSA COLABORAÇÃO!










Dev. Nempl HrelLeng CMrelLen ContFreq CliShare Contract COM MG COMMIT RQS RQT PSB SO SE RRR RID 
Nempl 108.95 202.88 1 ,078 ,061 ,166(**) ,041 ,118(**) -,009 ,093(*) ,015 ,152(**) ,082 ,092(*) ,110(*) ,096(*) ,050 ,067 
HrelLeng 5.52 2.39 37.77   1 ,514(**) ,125(**) ,037 ,123(**) ,022 ,043 ,112(*) ,027 -,009 ,047 ,089 ,003 ,069 ,063 
CMrelLen 3.43 2.19 27.32   2.69 1 ,060 -,002 ,066 -,063 -,078 ,007 ,188(**) -,004 -,050 -,096(*) -,114(*) -,108(*) -,044 
ContFreq 4.5 4.73 165.76   1.21 0.26   1 ,383(**) ,290(**) ,043 ,017 -,008 ,015 ,014 -,027 ,016 ,043 ,059 -,016 
CliShare 44.7 28.6 237.85   2.51 -0.10   54.68   1 ,471(**) -,031 ,025 ,045 ,065 ,027 -,024 ,007 ,049 ,098(*) ,051 
Contract .62 .49 11.69   0.14 0.07   0.64   6.55   1 -,038 -,020 -,002 ,055 ,029 -,008 -,016 ,085 ,017 ,052 
COM 5.28 1.09 
-1.96   0.06 -0.15   0.12   -0.98   -0.02   1 ,406(**) ,421(**) ,247(**) ,476(**) ,325(**) ,313(**) ,290(**) ,243(**) ,246(**) 
MG 5.13 .99 18.64   0.10   -0.17   0.06   0.70   -0.01   0.44   1 ,476(**) ,311(**) ,523(**) ,354(**) ,320(**) ,298(**) ,296(**) ,293(**) 
COMMIT 5.48 .97 2.99   0.26   0.01   0.09   1.26   0.00   0.45   0.46   1 ,309(**) ,525(**) ,382(**) ,359(**) ,264(**) ,474(**) ,395(**) 
RQS 4.99 1.05 32.41   0.07   0.43   0.07   1.95   0.03 0.28   0.32   0.32   1 ,498(**) ,279(**) ,234(**) ,209(**) ,141(**) ,234(**) 
RQT 5.53 1.02 16.64   -0.02   -0.01   0.02   0.78   0.01   0.52   0.52   0.51   0.52   1 ,408(**) ,352(**) ,332(**) ,282(**) ,317(**) 
PSB 5.34 .75 13.92   0.08 -0.08   -0.06   -0.51   0.00   0.27   0.26   0.28   0.22   0.31   1 ,569(**) ,453(**) ,247(**) ,250(**) 
SO 5.33 .83 18.61   0.18 -0.18   0.13   0.16   -0.01   0.29   0.26   0.29   0.20   0.29   0.36 1 ,461(**) ,257(**) ,267(**) 
SE 5.16 .86 16.80   0.01 -0.21   0.24   1.22   0.04   0.27   0.25   0.22   0.19   0.29   0.29 0.33   1 ,247(**) ,197(**) 
RRR 5.01 1.12 11.40   0.18 -0.26   0.34   3.13   0.01   0.30   0.33   0.51   0.17   0.31   0.21 0.24   0.24   1 ,614(**) 
RID 5.03 1.21 16.55   0.18 -0.12   -0.10   1.75   0.03   0.32   0.35   0.46   0.30   0.38   0.23 0.27   0.20   0.83   1 
**  Correlation is significant at the 0.01 level (2-tailed). 










Dev. Nempl HrelLeng CMrelLen ContFreq CliShare Contract COM MG COMMIT RQS RQT PSB SO SE RRR RID 
Nempl 89.28 162.28 1 ,154(**) ,020 ,326(**) ,094(*) ,124(**) ,001 ,126(**) -,022 ,142(**) ,051 ,077 ,029 ,028 ,089 ,100(*) 
HrelLeng 5.58 2.12 53.02   1 ,392(**) ,106(*) ,025 ,036 ,056 ,062 ,108(*) ,009 ,021 ,066 -,005 ,075 -,046 ,000 
CMrelLen 3.13 2.16 7.00   1.79 1 -,084 -,068 -,029 -,013 -,020 ,002 ,152(**) ,048 -,046 -,056 -,007 -,073 -,050 
ContFreq 2.51 2.60 137.21   .58 -0.47   1 ,347(**) ,268(**) ,028 ,095(*) -,024 ,028 ,036 ,056 ,079 ,030 ,072 ,109(*) 
CliShare 45.49 26.22 399.08   1.36 -3.87   23.61   1 132(**) ,010 ,042 ,072 -,061 -,023 ,037 ,042 -,012 ,028 ,088 
Contract .59 .49 9.90   0.04 -0.03   0.34   1.70   1 ,030 ,050 -,033 -,034 -,034 -,004 ,075 ,037 ,062 ,067 
COM 5.24 1.01 0.135   0.12 -0.03   0.08   0.27   0.02   1 ,222(**) ,380(**) ,195(**) ,367(**) ,256(**) ,223(**) ,280(**) ,183(**) ,126(**) 
MG 5.17 .92 18.91   0.12   -0.04   0.23   1.01   0.02   0.21   1 ,340(**) ,347(**) ,392(**) ,318(**) ,290(**) ,248(**) ,192(**) ,194(**) 
COMMIT 5.52 .92 
-3.23   0.21   0.00   -0.06   1.74   -0.02   0.35   0.29   1 ,272(**) ,513(**) ,297(**) ,342(**) ,229(**) ,251(**) ,269(**) 
RQS 5.05 1.01 23.37   0.02   0.33   0.08   -1.63   -0.02 0.20   0.32   0.25   1 ,534(**) ,213(**) ,236(**) ,218(**) ,234(**) ,239(**) 
RQT 5.59 .95 7.83   0.04   0.10   0.09   -0.56   -0.02   0.35   0.34   0.45   0.51   1 ,384(**) ,344(**) ,299(**) ,259(**) 212(**) 
PSB 5.39 .75 9.27   0.10 -0.08   0.11   0.72   0.00   0.19   0.22   0.20   0.16   0.27   1 ,514(**) ,429(**) ,177(**) ,250(**) 
SO 5.36 .85 3.92   -0.01 -0.10   0.17   0.93   0.03   0.19   0.23   0.27   0.20   0.28   0.32 1 ,465(**) ,188(**) ,222(**) 
SE 5.24 .91 4.14   0.14 -0.01   0.07   -0.29   0.02   0.26   0.21   0.19   0.20   0.26   0.29 0.36   1 ,176(**) ,153(**) 
RRR 5.07 1.14 16.38   -0.11 -0.18   0.21   0.82   0.04   0.21   0.20   0.26   0.27   0.28   0.15 0.18   0.18   1 ,608(**) 
RID 5.09 1.19 19.20   0.00 -0.13   0.33   2.73   0.04   0.15   0.21   0.29   0.29   0.24   0.22 0.22   0.17   0.82   1 
**  Correlation is significant at the 0.01 level (2-tailed). 





ENDIX 8: CONTROL VARIABLES ANALYSIS 
 
Each of the endogenous latent variables was regressed on each of the control 
variables. The only regression models in which the signs of betas were as 
expected (i.e. positive) and statistically significant at the level of .05 or below 
were the following (see also Table 1 in this appendix): 
 
• The single dimension of mutual goals (MG) on size of corporate client 
(Nempl): Adj. R2 = .007, std. β = .093, significance level .043; 
• The single dimension of commitment (COMMIT) on relationship length 
with hotel (HrelLeng): Adj. R2 = .011, std. β = .112, significance level 
.014; 
• Satisfaction (RQS), one of the two dimensions of RQ, on relationship 
length with client manager (CMrelLen): Adj. R2 = .033, std. β = .188, 
significance level .000; 
• RQS on Nempl: Adj. R2 = .021, std. β = .152, significance level .001; 
• Relative relational rewards (RRR), one of the three dimensions of 
relational net benefits, on Nempl: Adj. R2 = .006, std. β = .089, 
significance level .054; 
• Relational investment and dependence (RID), one of the three dimensions 
of relational net benefits, on Nempl: Adj. R2 = .008, std. β = .100, 
significance level .030; and 
• RID, one of the three dimensions of relational net benefits, on contact 
intensity (ContFreq): Adj. R2 = .010, std. β = .109, significance level 
.018. 
 
Multiple regressions for each latent variable including simultaneously the 5 
control variables as independent variables were also conducted (see Table 2 in 
this appendix). Results seem to reinforce the above mentioned statistically 
significant associations between endogenous latent variables and controls (with 
the exception of the multiple regression with commitment as the criterion, 
which, despite the significant parameter estimate for HrelLeng, was a non=
significant model), and disconfirm the statistically significant associations 
between exogenous latent variables and control variables that had been 
suggested in simple regressions. Again, all the tests revealed low values for both 
R2 and parameter estimates. Results also revealed another statistically 
significant and positive association that was not present in simple regression 
tests: MG with HrelLeng, also with low R2 and parameter estimate. 
 
Finally, independent sample t=tests were conducted to find out whether having 
or not a signed contract influences = or, in other words, is related to = any of the 
latent variables. The null hypothesis is that there is no difference between the 
means of the two groups and the alternative hypothesis is that the means are 
not equal. Results indicate that, in all cases, we cannot reject the null hypothesis 
(all significance levels well above .05), suggesting that none of the dimensions of 







able 1: Simple regression results for control variables (shaded cells represent parameter  
estimates at least significant at a p < .05 level). 
ependent variables Predictor variables Adj. R2 Std. β 
MG (single dimension  HrelLeng .000 .043 
of mutual goals) CMrelLen .004 =.078 
 ContFreq =.002 .017 
 CliShare =.002 .025 
 Nempl .007 .093 
COMMIT (single HrelLeng .011 .112 
dimension of CMrelLen =.002 .007 
commitment) ContFreq =.002 =.008 
 CliShare .000 .045 
 Nempl =.002 .015 
RQS (satisfaction = HrelLeng =.001 .027 
dimension of CMrelLen .033 .188 
relationship quality) ContFreq =.002 .015 
 CliShare .002 .065 
 Nempl .021 .152 
RQT (trust =  HrelLeng =.002 =.009 
dimension of CMrelLen =.002 =.004 
relationship quality) ContFreq =.002 .014 
 CliShare =.001 .027 
 Nempl .005 .082 
PSB (problem solving HrelLeng .002 .066 
behaviour = CMrelLen .000 =.046 
dimension of  ContFreq .001 .056 
customer orientation) CliShare =.001 .037 
 Nempl .004 .077 
SO (selling orientation = HrelLeng =.002 =.005 
dimension of  CMrelLen .001 =.056 
customer orientation) ContFreq .004 .079 
 CliShare .000 .042 
 Nempl =.001 .029 
SE (selling ethics = HrelLeng .003 .075 
dimension of  CMrelLen =.002 =.007 
customer orientation) ContFreq =.001 .030 
 CliShare =.002 =.012 
 Nempl =.001 .028 
RRR (relative relational HrelLeng .000 =.046 
rewards – dimension of CMrelLen .003 =.073 
relational net ContFreq .003 .072 
benefits) CliShare =.001 .028 
 Nempl .006 .089 
RID (relational HrelLeng =.002 .000 
investment and CMrelLen .000 =.050 
dependence = dimension ContFreq .010 .109 
of relational net CliShare .006 .088 
benefits) Nempl .008 .100 
COM (single dimension HrelLeng .001 .056 
of communication) CMrelLen =.002 =.013 
 ContFreq =.001 .028 
 CliShare =.002 .010 







able 2: Multiple Linear Regression Results Control Variables (shaded cells represent models  
and/or parameter estimates at least significant at a p < .05 level). 
ependent variables Adj. R2 F Coeff. Predictor variables Std. β 
MG (single dimension  .014 2,356 HrelLeng .108 
of mutual goals)   CMrelLen =.139 
   ContFreq .012 
   CliShare .021 
   Nempl .094 
COMMIT (single .009 1.874 HrelLeng .150 
dimension of   CMrelLen =.069 
commitment)   ContFreq =.047 
   CliShare .057 
   Nempl .013 
RQS (satisfaction .058 6.875 HrelLeng =.103 
dimension of   CMrelLen .235 
relationship quality)   ContFreq =.041 
   CliShare .078 
   Nempl .149 
RQT (trust dimension of =.003 .720 HrelLeng =.015 
relationship quality)   CMrelLen =.002 
   ContFreq =.009 
   CliShare .028 
   Nempl .084 
PSB (problem solving .005 1.449 HrelLeng .086 
behaviour =   CMrelLen =.079 
dimension of    ContFreq .014 
customer orientation)   CliShare .019 
   Nempl .058 
SO (selling orientation = =.002 .839 HrelLeng .007 
dimension of    CMrelLen =.052 
customer orientation)   ContFreq .067 
   CliShare .015 
   Nempl .005 
SE (selling ethics = =.003 .763 HrelLeng .087 
dimension of    CMrelLen =.041 
customer orientation)   ContFreq .023 
   CliShare =.026 
   Nempl .010 
RRR (relative relational .006 1.550 HrelLeng =.042 
rewards – dimension of   CMrelLen =.054 
relational net   ContFreq .044 
benefits)   CliShare .002 
   Nempl .082 
RID (relational .011 2.032 HrelLeng =.003 
investment and   CMrelLen =.042 
dependence = dimension   ContFreq .061 
of relational net   CliShare .057 
benefits)   Nempl .076 
COM (single dimension =.006 .482 HrelLeng .071 
of communication)   CMrelLen =.039 
   ContFreq .023 
   CliShare .001 
   Nempl =.017 
 
In sum, the only significant associations at least at the .05 level that are 
common to correlation analysis and both simple and multiple regressions were 
found between CMrelLeng and RQS, between Nempl and RQS, and between 
Nempl and MG. The association between HrelLeng and COMMIT (the single 
dimension of commitment), revealed to be a significant correlation, as well as 
significant parameter estimates in both simple and multiple regressions, only the 
multiple regression model revealed to be non=significant. Even out of the 
significant associations, generally, values for R2 and parameter estimates were 
low, perhaps with the exception of links between RQS and both CMrelLeng and 
Nempl. The fact that the significant associations between controls and 
exogenous latent variables, found in both correlation and simple regression 
analyses, did not hold in multiple regression tests, might indicate that the 
selected control variables are not exerting significant effects on the constructs 
representing the main effects in the proposed model. This assumption will be put 





able 3 in this appendix (a reproduction of Table 7.6) summarises the decision 
process regarding which variables should be considered for SEM, in order to 
investigate their impact when incorporated in the structural model, together with 
the constructs representing the main effects. 
 
Table 3: Summary of selection process regarding control variables (C: positive, significant 
correlation; SR: positive, significant link in simple regression; MR: positive, significant link in multiple 
regression; Shaded cells suggest links to be considered for SEM). 
Length Rel. Length Rel. Contact Client Size of Contract





Relational Relative Rewards SR
Relational Investment and Dependence C; SR C; SR
Commitment C; SR; MR
Mutual Goals MR MR C C; SR; MR
Trust
Satisfaction MR C; SR; MR C; SR; MR  
 
In this context, the proposed links to be added for SEM are as follows (see also 
Figure 1 in this appendix):  
 
• Relationship length with hotel (HrelLeng) impacting on commitment;  
• Relationship length with client manager (CMrelLen) impacting on RQ 
[NOTE: this is because satisfaction (RQS) is one of the dimensions of 
RQ]; and  
• Size of corporate client (Nempl) impacting on both RQ [NOTE: this is also 





A series of tests were carried out to investigate the role of the above mentioned 
selected control variables when incorporated in the proposed model (see Figure 
1). The purpose of these tests was to compare results produced by the structural 
model with vs. without the inclusion of control variables. First, the impact of 
each control was assessed, one by one. Then, all three controls were included 
simultaneously in the analysis. Before moving on to the description of the actual 
tests, a brief explanation of how controls have been measured within SEM 
follows. 
 
In a procedure analogous to the structural analysis regarding main effects, and 
in coherence with the distinction between conceptual control variables (CCV) and 
measured control variables (MCV) (Becker 2005), control variables were treated 
as latent constructs and the respective items in the questionnaire as their 
(single) indicators. Moreover, controls were allowed to correlate to all exogenous 
latent variables (including other control variables), following a procedure that is 
considered adequate for treating control variables in SEM (Becker 2005). In 
short, we build on the model including the main effects, that is, the constructs 
representing RQ and its determinants, and add the selected control variables, 
firstly one at a time, then simultaneously, and compare results. 
 
The issues of interest were: whether the directions of the associations between 
constructs are as hypothesized (signs of parameters), the strength and statistical 
significance of the hypothesised relations (values of parameters and whether 
their corresponding t=values are greater than |1.96|), and the amount of 







)ts revealed a positive association between length of relationship with hotel 
and commitment, but non=significant. Moreover, with the inclusion of 
relationship length with hotel in SEM, together with the constructs representing 
the main effects, no improvement was found with regard to percentage of 
variance explained (R2), and there were practically no relevant differences in 




Results showed a positive and significant association between relationship length 
with client manager and RQ, although the parameter estimate revealed to be not 
very high. Moreover, the inclusion of relationship length with client manager in 
the structural model, together with the constructs representing the main effects, 
produced a slight improvement in R2, as well as a slight degradation of 
goodness=of=fit statistics. Apart from both residuals analysis and modification 
indices suggesting association between relationship length with client manager 





Again, positive associations were found between size of corporate client and both 
RQ and mutual goals, but non=significant. Likewise, adding this control variable 
to the structural model resulted in a very marginally, practically irrelevant 
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By and large, results of the inclusion of the three control variables 
simultaneously in the structural equations analysis seem to corroborate those of 
the testing of controls one at a time. In fact, positive associations were found 
between size of corporate client and both RQ and mutual goals, as well as 
between relationship length with hotel and commitment, but non=significant, 
whereas the link between relationship length with client manager and RQ is 




Figure 1: Structural Model including Control Variables with Path Estimates and R2 Values (in ). 
 
In addition, the inclusion of all three control variables in the structural equations 
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able 4 in this appendix, a reproduction of Table 7.7). In terms of LISREL 
output, in general, again, no major differences were found in relation to the 
model containing only the main effects. The exceptions are relationship length 
with hotel showing negative residuals with the trust dimension of RQ (RQT) and 
positive residuals with the single dimension of communication (COM), and the 
existence, once more, of positive residuals between relationship length with 
client manager and RQS. The latter association had also been revealed when this 
control variable was the only control included in the structural model, as 
described above. It is also worthy of note that, when controls are tested 
simultaneously, the suggestion of association between relationship length with 
client manager and RQS is common to both residuals analysis and modification 
indices. A final and lateral comment regarding to the innocuous effects of the 
inclusion of control variables refers to relative predominance of the trust 
dimension, which is maintained, as well as the indication that selling ethics is the 
weakest dimension of customer orientation, as suggested by the first test of the 
structural model (on the calibration sample). 
 
Table 4: Results for structural model including effects of control variables. 
arameter Path Estimate SE t2
value 
R2 Hyp. Result 
COMMITMENTR. QUALITY β13 .230 .051 4.51  H1 Supported 
M. GOALSR. QUALITY β12 .280 .051 5.42  H3 Supported 
COMMUNICATIONR. QUALITY γ11 .190 .044 4.33  H4 Supported 
C. ORIENTATIONR. QUALITY γ12 .350 .099 3.48  H7 Supported 
Rel. Length C. ManagerR. QUALITY  .040 .016 2.35   Significant 
Size of Corp. ClientR. QUALITY  .000 .000 1.17   Non=sign. 
     .39   
COMMITMENTM. GOALS β23 .340 .059 5.69  H2 Supported 
C. ORIENTATIONM. GOALS γ22 .500 .100 4.97  H6 Supported 
R. NET BENEFITSM. GOALS γ23 .060 .062 1.01  H9 Not Supp. 
Size of Corp. ClientM. GOALS  .000 .000 1.13   Non=sign. 
     .23   
COMMUNICATIONCOMMITMENT γ31 .220 .044 4.85  H5 Supported 
C. ORIENTATIONCOMMITMENT γ32 .340 .096 3.52  H8 Supported 
R. NET BENEFITSCOMMITMENT γ33 .400 .057 7.05  H10 Supported 
Rel. Length HotelCOMMITMENT  .030 .015 1.64   Non=sign. 
     .31   
 
Table 5 presents a summary of results that compare the proposed structural 
model comprising the main effects = i.e., RQ and its potential determinants = vs. 
each of the models testing the effects of control variables. The selected criteria 
for comparison were the percentage of statistically significant parameters in each 
of the models, the average squared multiple correlations (ASMC), and the same 
goodness=of=fit statistics that were used to assess the proposed structural model 
comprising only the main effects. 
 












GFI AGFI NNFI CFI 
























Controlling for Rel. 























Controlling for Rel. 















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































  	.> 	+C0	%90((=&
#*#
20	%9
&	'	5*=

< 	9	1/	6>55	&#7
4,!7D06-	%
& -	&8	=*)

<		
&	1B	
-((	>
38	4
& &	'	=*

****(('	>
38	4& &	'	=*

<$	>"	%	
/-& /	
%& 	=9$	*5

	

 )
<	"	/#>4"8
,!
-7#,0/	%8
& ,	>$8

<2	.,%=	-& +$/	
%8& ,	'	'(=*(

<$ 	-)(	4#4/
,07	%/-	5%	*=

<	,,.,(((	/$/:!

-";+/	%,#
-	'	(*='

<	D-,)=	/,8,*
/+8	%& -	6#$	'*

<	D	-,	:>(	
/*,+8!
4G/&-#0	%7,
,&	(,	*'

<	:%%B	78*.>4&*
4&!+
8< I,"3&		*)

<	+=	4&.8*,-	%
8& ,	'	''=*=

< 	B	78	6
2 ((	/7#
-9!?9/,,8
-9	%& &		*

<	,((	/@7#,#F8
-F8-"	&,#F8		
*''

****(($	";-$0
	/
-F8	4%-E+$
&	'(	'*=(

<	D/
"0((	.**.-F8!
4&74*./&	"%
& 	')G(	=*5

<8	.	7	+.	?660 8
"#.8*,-	"%& 	)(	
'*)

C 	-&+/((	+7,
4!
/B	&+	'	=*

C	-	/,8-!+&
9 !
,7$

R	A))	/	38	#!
*8#	%& 	='	*


R	A&.	,#& 60C !&10*B

	

 )=
R	&	";/1
-
&
-&
F8&
F&	&
+	'5	5*) 
