A decision tree is used to explore the effects of Information and Communication Technologies (ICTs) and financial factors on global manufacturing industry sales performance. Existing research provides an unclear picture of how ICTs affect sales performance. Earlier studies showed little evidence that ICTs improve performance, more recent studies do. Our investigation found that between 2006 and 2009, companies with high ICT scores performed well, but their performance declined substantially between 2010 and 2014. ICTs do not significantly influence manufacturing sales growth performance, but financial factors do. Supplier credit as a source of financing leads to negative sales growth, while low loan collateral improves sales performance. Taking advantage of bank financing improves sales, but using equity or stocks to fund investments negatively affects them. These findings are used to develop seven research hypotheses for future studies.
Introduction
Information and communications technologies (ICTs) are synonymous with information technology (IT) and information systems (IS) in the literature (Schryen, 2013) . Their impact on firm performance is debatable and inconclusive (Sein & Harindranath, 2004) but companies invest in them because they believe ICTs increase their competitiveness (Bollou, 2006; Koivunen, Hatonen, & Valimaki, 2008) . They act as catalysts for the digital revolution in developed and lesser-developed countries, by fueling growth and development. There is evidence that ICTs improve firm performance regarding productivity, growth, and other performance indicators (Bloom et al., 2010; Botello & Avella, 2014; Draca, Sadun, & Van Reenen, 2006; OECD, 2008) . However, contradictory evidence indicates that ICTs have no effect on performance (Jacobsen, 2003; Jorgenson & Stiroh, 1995) , or inconsistent effects across geographic regions (Guitat & Drine, 2007; Jorgenson & Stiroh, 2000; Lee, Gholami, & Tong, 2005; Matteucci, O'Mahony, Robinson, & Zwick, 2005) . A source of the inconclusive evidence on ICT performance is the contradictory results in the IS literature.
A challenge within the IS discipline is the production of new knowledge that is rigorous and relevant to existing and emerging problems, regarding the use of ICTs (Benbasat & Zmud, 1999; Osei-Bryson & Ngwenyama, 2011) . This is echoed by Popper (1959) , who acknowledged the challenges involved in continuously generating hypotheses for rigorous empirical testing. This is particularly true for the IS discipline due to the emergent nature of technologies and their users, including organizations. Relying only on human imagination to develop new hypotheses, in the absence of technological aids to support the process, is another challenge (Osei-Bryson & Ngwenyama, 2011) . These challenges can be overcome by using data-mining techniques such as decision trees, given their data-centric nature, allowing the data to tell the story. A benefit of exploratory research is the formulation of new hypotheses based on empirical research findings. Newly formulated hypotheses incentivize new studies that create new theories or falsify existing ones, thereby enabling new scientific discoveries (Popper, 1959) . Crowston and Myers (2004) identify a lack of industry-level research on ICT effectiveness, as a research problem. The ongoing performance debate that results from inconclusive evidence, and the lack of industry-level ICT research, suggest that more research is needed. They argued that ICTs can transform entire industries, and they believe future research will help academia and industry understand the role of technologies in the production process. Industries benefit from an improved understanding of how to structure firms and improve their competitiveness. The academia benefits from the conceptualizations of frameworks that explain the structuring of firms and industry competition. They advocate studying ICTs from three industry perspectives: economic, institutional, and sociocultural (Crowston & Myers, 2004) . This research investigation addresses the global economic perspective, focusing on manufacturing industries.
Our research objective is to answer this question: How ICTs from the technology context and financial factors from the environment context of the Technology, Organization, Environment (TOE) model (Tornatzky & Fleischer, 1990 ) affect global manufacturing sales revenue growth from 2006 to 2015. This is accomplished using decision tree analysis, a data-mining technique. This research is data-centric, and exploratory in nature. The findings are used to develop research hypotheses that can be tested in future studies. We envision that these hypotheses will provide the impetus for further empirical investigations and theory development of the TOE model, as well as the creation of new theories on ICT4D.
Our research motivations are as follows: (1) There is inconclusive evidence on the impact of ICT performance. (2) ICTs are not always sufficient to affect performance, as non-ICT factors (World Bank, 2016, p. 13 ) -including bank lending policies (Obamuyi, Edun, & Kayode, 2012 ) -play a role. (3) Crowston and Myers (2004) advocated more industry-level ICT research. The findings of this study are used to develop research hypotheses that contribute to the ICT literature on development, policy, and other performance indicators (Avgerou, 2010) . (4) The ability to illustrate how data mining, specifically decision tree analysis, can be used to develop hypotheses for future research.
The remainder of the paper is organized as follows. Section 2 discusses ICTs and performance, and the TOE model. Section 3 discusses the research method, Section 4 the results, and the paper ends with a discussion in Section 5.
Information and communication technologies and performance

Sales growth as performance
The benefits of ICTs on firm performance, globalization, country growth, and development are discussed and debated in the literature (Akpan, 2003; Cecchini & Scott, 2003; Kossaï & Piget, 2014; Molla, 2000; OECD, 2008) . The Organization for Economic Co-operation and Development (OECD) discusses the impact of ICTs within the broader context of information society statistics, and provides suggestions for standardizing terminology and methodologies. It posited that ICT benefits include transaction cost reductions, increased flexibility, inventory reductions, reduced cycle times, improved product quality, increased efficiency, country benefits, increased productivity, economic growth, and others (OECD, 2008) .
ICTs' impact on performance is studied at different levels of analysis, including artifact, individual, group, and institutional (Sawyer & Chen, 2002) . Various performance indicators such as sales and profit (Botello & Avella, 2014) , turnover and profitability (Koellinger, 2006) , firm profitability (Kossaï & Piget, 2014) , market share, productivity, and growth, debt ratios, and share price (March & Sutton, 1997) , employment growth (Baldwin, Raffiquzzaman, & Statistics Canada, 1995) , employee wages (Audretsch, van Leeuwen, Menkveld, & Thurik, 2001) , Gross Domestic Product (GDP) growth, jobs, and service (World Bank, 2016) , trade (Bankole, Osei-Bryson, & Brown, 2015) , school performance (Marks & Printy, 2003) , and others (Lind, Sepúlveda, & Nuñez, 2000) have been used to measure performance.
Factors that affect performance include a capable workforce, country infrastructure (Archibugi & Coco, 2004; Bankole et al., 2015; Bollou, 2006; Henderson, 2002) , manufacturing infrastructure (Archibugi & Bengt-Ake, 2001; Bell & Pavitt, 1997) , lending practices (Obamuyi et al., 2012) , finance (Libanio & Moro, 2006) , export structures (Lall, 2000) , interest rates (Pradhan, Arvin, & Ghoshray, 2015; World Bank, 2016) , external financing (Asamoah, 2008; Gerschenkron, 1962; Yeo & Grant, 2016) , strategic and competitive factors (Kossaï & Piget, 2014) , and ICTs (Yeo & Grant, 2016) . Each factor may warrant consideration, but the independent variables of this research are limited to finance and ICTs.
Inconclusive evidence on ICT performance
The impact of ICTs on performance is context-driven, varies significantly with time, micro/ macro, and geography (Kossaï & Piget, 2014; World Bank, 2016) , three common contexts found in the ICT literature. ICTs' contribution to GDP from 1995 to 2014 consists of non-ICT factors. It is responsible for 1% of the 6% contribution to GDP (World Bank, 2016, p. 13) . Hence, the World Bank recommends taking a wider contextual view in analyzing ICT performance. Jorgenson and Stiroh (1995) found no ICT effects on performance, but subsequently they discovered positive effects on productivity, in some developed countries (Jorgenson & Stiroh, 2000) . More recently, Bollou (2006) discovered that ICT infrastructure improves performance in less-developed countries such as West Africa. Jacobsen (2003) found that ICTs had no effect on economic growth, but around the same period, Lee et al. (2005) found that ICTs had a significant effect on economic growth in developed and newly industrialized countries. The impact of ICTs on productivity was found to be higher in the US than in Europe, where large differences exist between European countries. Higher US productivity is attributed to early technology adoption, institutional differences (Matteucci et al., 2005) , and country infrastructure (Bollou, 2006; Gillen & Waters, 1996; Henderson, 2002) . ICT effects on GDP are significant for Asian and OECD countries, and negative for Sub-Saharan Africa (Bollou, 2006; Guitat & Drine, 2007) . The average ICT contribution to GDP in OECD countries of 6% is higher than in developing countries (World Bank, 2016) . The variations of ICT's impact on performance can be attributed to telecommunications infrastructure and institutional quality, which significantly affect trade in places such as Africa (Bankole et al., 2015; Bollou, 2006) . Also, 60% of the world's population is offline, unable to fully participate in the digital economy. The digital divide across age, gender, income, and geography further impedes ICT performance (World Bank, 2016) .
Early micro studies found no connection between ICTs and US firm performance (Brynjolfsson & Yang, 1997) , but recent studies found positive ICT effects on firm performance and productivity (Bloom et al., 2010) . Kossaï and Piget (2014) found that ICTs significantly affect net profit performance of Tunisian small and medium enterprises (SMEs) in the electrical and electronic industry. The relationship between corporate social performance, financial performance, and ICTs are inconclusive (Orlitzky, Schmidt, & Rynes, 2003; Waddock & Graves, 1997) . Mild evidence between corporate social and financial performance exists (Margolis, Elfenbein, & Walsh, 2007) , but a convincing connection is yet to be established (Andersen & Olsen, 2011) . Fifty percent of research studies on the impact of ICTs showed positive ICT effects on corporate and social performance, which vary from high to moderate, but 32% of studies demonstrated negative or no effects (Orlitzky et al., 2003) . A meta-analysis of 66 articles indicates that ICT investments produced varying results across sample sizes, data sources, and industries (Kohli & Devaraj, 2003) . This corroborates our argument that the ICT-performance relationship is inconclusive, and more research is needed to develop a universally accepted theory on ICTs' impact on performance. This is a research gap that addressed by this investigation.
Technology, organizational, environment model (TOE)
From the preceding discussion, we argue that the impact of ICTs on performance is context-driven (Kossaï & Piget, 2014; Yeo & Grant, 2016) . We select a theoretical model that can explain the context-driven argument and frame our empirical analyses. The TOE model developed by Tornatzky and Fleischer (1990) is useful for understanding how technology and the environment affect company performance. It has three contextual components: technology, organization, and the external environment. The technology component includes existing and new technologies that are relevant to companies and industries. Organization comprises descriptive company characteristics such as size, scope, as well as formal and informal managerial and communication processes and structures. The external environment is the setting where companies conduct business. It includes industry characteristics, competitors, governments and their regulations, and the industry structure. These three contexts affect technological innovation, decisionmaking, and various other performance indicators (Tornatzky & Fleischer, 1990) (Figure 1) .
Scholars have used the TOE model in their empirical work to provide insights for researchers and practitioners (Baker, 2012) . It has been used to study the process of e-business innovation assimilation in companies in 10 countries to develop an integrative model to examine three assimilation stages: initiation, adoption, and routinization (Zhu, Kraemer, & Xu, 2006) . It has also been applied to e-business adoption to identify drivers and inhibitors of e-business decisions in European firms (Zhu, Kraemer, & Xu, 2003) , and for studying how TOE factors influence e-business firm performance in the financial sector (Zhu, Kraemer, & Dedrick, 2004) . Zhu and Kraemer (2005) also examined how TOE factors influence e-business usage in the retail industry.
The TOE model has also been used in qualitative studies. Iacovou, Benbasat, and Dexter (1995) used case studies to discuss how TOE factors affect EDI adoption. Hackney, Xu, and Ranchhod (2006) also used case studies to investigate web services in five UK companies; and Ryan, Abitia, and Windsor (2000) used it to explain the adoption of knowledge management technologies using data from US, Japan, and Mexican companies. More recently, it has been used to study environmental sustainability by investigating the role of radio-frequency identification in green supply chains at Hewlett Packard, involving the recycling of ink-jet printers and garbage recycling in Grand Rapids Michigan (Angeles, 2013) , and to explain the implementation of an environmental management information system that supports sustainability goals at Nike, with emphasis on the technology context (Angeles, 2014) .
The TOE model represents a generic theory (Zhu & Kraemer, 2005) that is sufficiently flexible to allow researchers to frame their analyses of a wide range of context-driven phenomena. We respond to the suggestions of Chau and Tam's (1997) to apply the TOE model in other domains, and to Tornatzky and Klein's (1982) charge to use predictive analysis in innovation research, to make theoretical contributions by testing the TOE model via empirical predictive analyses. In reviewing previous studies that have adopted the TOE model, we recognized that several independent and dependent variables have been used to represent the three contexts and research foci (Table 1), and they vary across different studies . Focusing specifically on the technology context of past studies, we identify limitations of operationalizing the ICT independent variables of the technology context (cf. 
Research method
Variables
To address the lack of industry-level analysis, we used a World Bank's industry survey. It has 127 variables, categorized in 12 topics: corruption, crime, finance, firm characteristics, gender, informality, infrastructure, innovation and technology, performance, regulation and taxes, trade, and workforce. It includes data on 130,000 firms in 29 manufacturing • Internet use in search for new products and suppliers, and in order initiation and completion.
• Procurement process performance.
• Did not capture the behavioral aspect of ICT use, as different systems can lead to different uses. Mishra, Konana, and Barua (2007) • Perceptions of quality, compatibility, and complexity of ICTs.
• ICT adoption.
• Did not include a measurement of ICT investment. Thong (1999) • Technology readiness in terms of technologies in use, website functionality, and back office integration.
• E-Business value in commerce, internal efficiency, and coordination.
• Did not explicitly measure more complex ICTs, such as ERPs and CRM. Zhu et al. (2004) • Technology readiness in terms of the number of personal computers, technologies used, number of IT professionals.
• Technology integration in terms of systems integration.
• E-Business initiation in terms of perceived potential benefits of e-business.
• E-Business adoption in terms of Internet use.
• E-Business routinization in terms of the proportion of sales, services and procurement performed on the Internet.
• Did not capture the behavioral aspect of ICT use, as different systems can lead to different uses.
• Limited to manufacturing, retail/wholesale, and financial services industries.
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• Perceived benefits, barriers, and importance of compliance to standards, interoperability, and interconnectivity.
• Open systems adoption as a binary measure of adopters and non-adopters.
• Perception-based. Chau and Tam (1997) • Technology competence in terms of the number of computers per employee, percentage of IT professionals, use of various technologies such as email, websites, intranet, extranet, EDI, EFT, and call centers.
• E-Business value in terms of impact on sales, internal operation, and procurement.
• Perception-based.
• Non-representative sample.
• Did not measure employee skills and knowledge. Zhu and Kraemer (2005) • Perceived compatibility, relative advantage, and complexity of customer-based interorganizational systems.
• Customer-based interorganizational system adoption.
• Did not account for technical variations in customer-based inter-organizational systems. Grover (1993) industries across 135 countries located in Central, and South America, Africa, Asia, Eastern, and Western Europe, collected from 2006 to 2015. Our study has five ICT variables and seven financial variables. The dependent variable is manufacturing performance measured by sales revenue growth, aggregated across all the firms. We analyzed sales revenue growth as positive or negative since no record in the survey exhibited zero growth. This investigation is limited to how financial and ICT variables affect manufacturing industry performance. While infrastructure, workforce, and other factors may be relevant, they are outside the scope of this investigation, and could be considered in future projects. Some variables in the survey pertained only to manufacturing, and others pertained to both manufacturing and service. Each record corresponds to an industry in a specific country, in a specific year. In 2010, for example, firms in the Columbian textiles industry used email to communicate with customers and suppliers. Consequently, the record indicates 81.5% of Columbian firms in the textiles industry in 2010, used email. ICTs in each industry are represented by five technology and innovation variables: (1) Internationally recognized quality certification, (2) Use of foreign-country-licensed technology, (3) Available company website, (4) Email communication usage, and (5) External audits. They represent a firm's use of ICTs and serve as independent variables. The use of a secondary dataset restricted us to the available technology-related variables. This limitation is discussed in the discussion. The financial context of the model is represented by seven variables: (1) Percent of firms with a bank loan/line of credit; (2) Proportion of loans requiring collateral; (3) Value of collateral needed for a loan (percent of the loan amount); (4) Proportion of investments financed by banks; (5) Proportion of investments financed by supplier credit; (6) Proportion of investments financed by equity or stock sales; and (7) Proportion of working capital financed by supplier credit.
The original survey includes 15 financial variables. We reviewed Beck, Demirguc-Kunt, and Maksimoic's (2005) work, to select appropriate variables to represent the financial context. They posit that firm performance and growth are significantly constrained by (1) the need for special connections with banks; (2) banks' lack of money; (3) high interest rates; (4) the adverse impact of having to deal with bank bureaucracies; (5) collateral requirements; and (6) lack of access to operations financing. The seven financial variables of the model are associated with one or more of the six constraints. The proportion of loans requiring collateral and the value of the collateral needed for a loan are associated with the collateral requirements' constraint. The percent of firms with a bank loan/line of credit, proportion of investments financed by banks, proportion of investments financed by supplier credit, and proportion of investments financed by equity or stock sales are associated with the interest rates, bureaucracy, and access to finance constraints. The proportion of investments financed by equity or stock sales and the proportion of working capital financed by supplier credit are associated with the bureaucracy, interest rates, collateral requirements, or lack of access to financing constraints. Table 2 represents the variables used in the study. The dependent or target variable is industry performance and the independent variables (predictors) are related to ICTs and finance.
Factor analysis was ruled out as a viable option to collapse the five ICT variables into a latent variable for two reasons. First, the objective of the study is to test which ICT and financial variables predict industry performance. Bundling ICT variables into a single latent variable for predictive analysis reduces the richness of the discussion and our ability to fully understand the impact of each. It would be challenging to interpret the results if some ICT variables explain more of the variance in the latent variable than others. Second, the secondary dataset has missing values, which results in unbalanced data where identical data items are not available for all records in the dataset. We discuss the data limitations in Section 5.
The conceptual model
The conceptual model ( Figure 2 ) is derived from the TOE model. We posit that ICT variables from the technology context and financial variables from the external environment affect manufacturing industry performance, measured by annual sales growth. The boxes on the left represent the technology and the environment context respectively, and each ellipse represents the set of context variables, shown in Table 2 . The ICT construct in the first box is represented by five variables, and the environment is represented by seven financial variables. The organization context is missing from the conceptual model because this is an industry-level investigation, and the organization size and scope are missing from the dataset. Similar variables from each context have been used in previous studies (Obamuyi et al., 2012; Yeo & Grant, 2016; Zhu et al., 2004 Zhu et al., , 2006 ; however, the specific measures within the three contexts and what is being measured often vary across different studies .
Predictive modeling and decision trees
A predictive model is used to determine which variables predict manufacturing sales revenue performance. It identifies trends by drawing insights from various statistical relationships between different variables. The results can be used to develop polices and strategies that influence manufacturing industry performance. Some records in the survey had missing values and posed modeling challenges, which reduce the model's predictive capability. Unlike regression models, decision trees account for missing values by classifying them as separate branches. The branches explain the sequence of predictors through a series of conditional probabilities. Decision trees are used in data-mining applications for classification and prediction (Andoh-Baidoo, Osei-Bryson, & Amoako-Gyampah, 2012; Osei-Bryson, 2004; Wang, Li, Cao, & Yuan, 2006) , capable of handling nonlinear relationships, and do not require assumptions about the data frequency distribution (Pal & Mather, 2003) . They are used in medicine (Kobayashi, Takahashi, Arioka, Koga, & Fukui, 2013; Murphy & Comiskey, 2013; Rodríguez et al., 2016; Ture, Tokatli, & Kurt, 2009 ) and marketing (Amir, Osman, Bachok, & Ibrahim, 2015; Díaz-Pérez & BethencourtCejas, 2016; Kim, Timothy, & Hwang, 2011; Legohérel, Hsu, & Daucé, 2015) , but seldom used in IS research to test and develop theories (Osei-Bryson & Ngwenyama, 2014) , and to identify relevant predictors of ICT utilization (Tomic Rotim, Dobsa, & Krakar, 2013) . Figure 3 , a generic decision tree, helps readers understand and interpret decision trees, which represent decisions with actionable if-then rules. The tree-like structure takes readers on various paths from the root to terminal nodes (see Figure 3) . The rules partition data in a value represented by the dependent variable. Each branch represents a subset of values from an independent variable that leads to an outcome of the dependent variable, denoted by terminal nodes (Osei-Bryson & Ngwenyama, 2011) . The outcomes are visual and easy to interpret for non-technical audiences (Murphy & Comiskey, 2013) . Figure 3 illustrates positive and negative outcomes from a data sample. The tree splits the sample into three branches or partitions, at the root nodes. Each partition represents a decision node based on each independent variable, and multivariate splits or partitions are possible (Samoilenko, 2008) . Branch 1 includes records that satisfy Condition 1 ≤ 10, and exhibit a negative outcome at the terminal node, which represents the end of a branch. Branch 2 includes records that satisfy Condition 1 > 10 and Condition 1 ≤ 20. While records in this branch have negative outcomes, the subsequent split from the branch indicates that records from this sub-sample that satisfy Condition 2 ≤ 50, and Condition 1 > 10 and ≤20, have positive outcomes. Those satisfying Condition 2 > 50, and Condition 1 > 10 and ≤20, have negative outcomes. The two outcomes are represented by the two terminal Decision trees represent outcomes based on splitting rules, where records satisfying the splitting conditions exhibit the outcome represented by the terminal nodes. These rules are defined by various conditions, as illustrated above. Decision trees enable researchers to classify future events based on criteria set forth by if-then rules at the resultant predictive accuracy rate (Osei-Bryson, 2004 ). To generate a decision tree, data are partitioned into a training dataset and a validation dataset. In the growth phase, the tree is inducted from the training data to classify the records. In the pruning phase, the results from the decision tree is validated against the validation dataset to achieve the lowest error rate of correctly classified outcomes based on the if-then rules, or splits, identified (Osei-Bryson, 2004) . This is repeated based on the if-then rules to achieve increasingly homogenous subsets of the data, with respect to the dependent variable (Pal & Mather, 2003) .
Two popular decision trees are the Classification and Regression (CART) and ChiSquared Automatic Interaction Detection (CHAID) (Samoilenko, 2008) . They are used for discrete or categorical target variables (Osei-Bryson, 2014); so they are appropriate for measuring positive or negative sales growth. Both methods employ recursive partitioning to split subsets of the data. Each CART node is split into two child nodes and this is repeated until the subsets are as homogenous as possible with respect to the target variable (Ture et al., 2009) . Unlike CART, CHAID allows multiple splits (Shmueli, 2016) where each node can have several child nodes (Berry & Linoff, 1997) . Node formation and splitting rules are determined by the chi-square test of association. For each split, the predictor that best determines the outcome (value of the target variable) is the one with the lowest p-value from the Chi-square tests (Legohérel et al., 2015) , which measures the goodness of fit between observed and expected outcomes. CHAID determines the best splits that predict the outcomes of the target variable. The predictors in this study -ICT and financial variables -are continuous; so we did not want to limit the outcome to binary splits. Multivariate splits provide a richer analysis and some variables are better explained by multiple, rather than by binary splits. For example, collaterals as a percent of loan amount take on an infinite set of values. It would be arbitrary to partition the data into high and low using binary splits. Multivariate splits sometimes result in binary splits, but not vice versa. The splitting decision is best determined by the CHAID model; so we used it to identify predictors of sales growth. The number of splits is dependent on the significance of the chi-square test in each split. The most significant independent variable (or predictor) appears as the top node of the tree. Node formation and splits continue until there is no significant relationship between the remaining predictors and the dependent variable (Díaz-Pérez & Bethencourt-Cejas, 2016) .
We compute sales growth as a categorical (positive and negative) variable, because we are interested in understanding factors that predict growth. Researchers, when appropriate, simplify decision trees by limiting the number of terminal nodes (Esposito, Malerba, Semeraro, & Kay, 1997) . Computing annual sales growth categorically can simplify our decision tree and yield more interpretable results. Through conditional probabilities, the resultant tree shows how the variables work together in tandem to predict positive or negative sales growth. The sample contained three times as many observations that exhibited positive growth; so observations that exhibited negative growth were multiplied by a factor of three to minimize bias, resulting in a sample size of 587 manufacturing industries. This did not affect the prediction, as the conditional probabilities of positive and negative growth did not change.
Results and analysis
Descriptive analysis
Regarding the average percentage of sales growth as shown in Figure 4 , industries experienced steady upward growth until 2008, before declining. In 2011, the average growth among all industries was negative, despite the 2012 recovery, growth continue to decline. There was only one data point in 2015, which was excluded from the chart.
There are five innovation and technology variables included in the study. Although the study is aimed at identifying specific ICT and financial predictors, an informal composite score of technology sophistication can be used to simplify the exploration of aggregated relationships of sales growth and time. This measure was obtained by taking the average of the five ICT variables available in the dataset, since they are all in percentages. Figure 5 is a scatter plot of technology sophistication versus actual sales growth. The results suggest no clear relationships exist between them. There are instances of high technology sophistication with low sales growth, as well as low technology sophistication and high sales growth. In 2014, the Printing and Publishing industry in Nigeria had a technology sophistication score of only 13.6 (mean = 36.77), but a high sales growth of 27.9% (mean = 4.43%). In contrast, in 2010 the Chemicals, Plastics & Rubber industry in Colombia had a high technology sophistication score of 74.28 (mean = 36.77), but negative sales growth at −0.2% (mean = 4.43%). Figure 6 shows the yearly breakdown. The horizontal axis represents technology sophistication and the vertical axis represents average sales growth. Technology sophistication Technology is more impactful when first adopted, becoming less so as it becomes an industry standard rather than a catalyst for competitive advantage. Particularly, email use and available company websites have a profound impact on company performance when they are first introduced, and the impact diminishes over time as these technologies become widespread and early adopters lose their competitive edge. Another possible explanation is the global economic downturn, and slow recovery might have negatively impacted sales performance independent of technology use, thus reducing ICTs' effectiveness.
Predictive modeling
As explained in Section 3, we developed a CHAID decision using the financial and ICT variables, to analyze their ability to predict sales growth. The technique determines how different variables (or predictors) work in sequence to predict the dependent (or target) variable. The resultant model (Figure 7 ) predicts 75.55% of the dependent variable correctly (n = 587). Instead of using the top-down layout in Figure 3 , we rotated Figure 5 ninety degrees and labeled the root node, the first branch, and terminal nodes, to make it easier to read and interpret. A hierarchical representation of the splits from the resultant decision tree is listed in the appendix. The results indicate innovation and technology do not predict strong sales growth. Some financial variables, as discussed in the subsequent section, are better able to explain sales growth among firms in particular industries.
Branch 1: Low collateral needed for loans
The top split of the decision tree (Figure 7 ) represents the value of collateral needed for a loan as a percentage of the loan amount. This was classified into four categories: less than 170.80%, between 170.80% and 240.90%, more than 240.90%, and missing. We exclude the missing branch, which adds no value to the analysis; this limitation is explained in the discussion section. When the value of collateral needed for a loan was low (<170.80%), most firms experienced positive sales growth (χ 2 = 105.50, p < .001). However, other variables predict sales growth, for example, industries with a low percentage of firms (≤8.60%) that have a bank loan or line of credit generally experienced negative sales growth (χ 2 = 55.03, p < .001). This indicates that access to finance is an important predictor of firm performance. This is similar to a lack of financial access, a constraint to emancipating people from poverty (Cecchini & Scott, 2003) . Low bank collateral requirements make it easier for firms to obtain loans, as there are fewer barriers to acquiring financing. It is important that companies take advantage of bank financing and those that did not experienced negative sales growth. Industries with a higher percentage of firms (>8.60% and ≤46.10%) with bank loans or lines of credit exhibit positive sales growth (χ 2 = 55.03, p < .001). We observed that in a financial environment with low collateral requirements and a high percentage of firms that can benefit from bank loans or lines of credit, industries with 5.60-6.30% of firms whose working capital is financed by supplier credit, generally exhibited negative sales growth. The majority of firms exhibited positive growth (χ 2 = 39.94, p < .001). Not using supplier credit is associated with positive industry performance. The exception is explained by unfavorable supplier terms of credit or bank loans. Firms in these industries that are unable to secure bank financing are at the mercy of creditors with unfavorable terms of credit. A majority of firms with collateral less than 170.80% of the loan in industries with 46.10-52.40% of firms with bank loans or lines of credit, experienced negative growth. This appears to contradict earlier findings regarding firms that take advantage of low collateral opportunities, which led to increased sales. The range however is small (7.14% of the 210 cases with the value of collateral needed at less than 170.80%), with 26 cases, 15 showing negative growth, nine with positive growth, and two with missing values. This finding may be an anomaly or error, and should be interpreted with caution.
Focusing on the same level of the decision tree, industries that experienced low collateral requiring <170.80% of the loan and more than 52.40% of firms with bank loans or lines of credit experienced positive growth. However, most industries with more than 64.10% of firms with bank loans or lines of credit, those that had 6.30% or less of their investments financed by supplier credit experienced negative growth, while those with more than 6.30% experienced positive growth (χ 2 = 8.37, p = .031). This suggests that supplier credit as a form of financing is important to firms that are able to acquire loans and are in an environment where access to financing is more easily leveraged by lower collateral.
Branch 2 moderate collateral needed for loans
Firms in the industries are required to have collateral between 170.80% and 240.90% of the loan amount. Industries with a low proportion of investments financed by equity or stock sales (≤0.30%) generally experienced positive sales growth (χ 2 = 41.66, p < .001).
Fourteen of the 19 cases showed positive sales growth and five were missing. Firms that did not rely on stocks or equity for financing increased their valuation. This enables more assets to be used as collateral to take advantage of lending opportunities. It further enables firms to be better positioned to leverage access to finance, which in turn leads to increased sales. Industries with more than 0.3% of investments financed by equity or stocks exhibited negative growth. The exception was industries with 54.50-64.30% of firms with annual financial statements reviewed by external auditors had increased sales growth (χ 2 = 23.75, p = .003). All nine cases in this category showed positive sales growth. Among industries with more than 64.30% of firms with annual financial statements reviewed by external auditors, 81.82% exhibited negative growth. Firms in good financial health tend to be more transparent to the public, and external audits enhance their public image. This finding suggests that firms that are externally audited perform better. In this case, industries with a higher percentage of firms externally audited (>64.30%) should theoretically exhibit positive growth. For industries with a higher percentage of firms externally audited (>64.30%), the mean sales growth was 0.78%, and the median was −1.80%. This indicates a positively skewed distribution with a small but high sales growth (>10.00%) and the median indicates a larger negative sales growth. However, the strong sales growth performance should not be ignored. Hence, the result should be interpreted with caution, as sales growth was measured as positive or negative, which cannot account for differences in magnitude of performances among the industries.
Branch 3 high collateral needed for loans
A high collateral needed for loans implies a restrictive business environment, where borrowing is restricted. This restricts firm investments and performance, particularly for smalland medium-sized firms. It is expected that industries with high collateral of more than 240.90% exhibited negative growth (χ 2 = 105.50, p < .001). Industries with firms where less than 83.60% of their loans require collaterals experienced positive growth (χ 2 = 55.53, p < .001). Of the 19 industries, 12 experienced positive growth. Industries with an average of less than 8.50% of firms financed by supplier credit experienced positive growth (χ 2 = 19.78, p < .001). Among the 13 cases, 12 exhibited positive growths, and one had a missing value for sales growth. Considering the restrictive business environment due to high loan collateral, having access to financing with little or no collateral increased access to money. Even in a restrictive financial environment, there may be financial institutions that are willing to provide loans without collateral. However, dependence on supplier credit suggests weak performance among firms, which explains the negative growth exhibited by firms who rely on supplier credit. It may be that supplier credit involves some form of collateral, imposing business restrictions and inhibiting performance.
Cross region comparisons
To gain further insights, we sliced the data by regions as defined by the World Bank. The measure of technology sophistication and sales growth, a proxy for industry performance, were computed as a score ranging from 0 to 100, to capture the magnitude of differences among industries for comparison, and to normalize the differences for comparison. The scores were then averaged by region. Figure 8 is the break down and comparison of these scores.
Industries in East Asia on average had a relatively high technology sophistication score, and a corresponding high manufacturing performance score. Industries in Eastern Europe on average had a moderate to high technology sophistication score, and a corresponding moderate to high performance score. The picture in Western Europe was found to be very different; industries have a high technology sophistication score but a low manufacturing performance score. In Africa, technology sophistication was very low, but industry performance was comparatively higher. Southeast Asia also exhibited a similar pattern, with high performance scores but low technology sophistication. Industries in Central America, and South Asia also exhibited a fairly similar pattern.
Slicing the decision tree by geographic region, we obtained the top predictors for four broad regions. These are shown in Table 3 . We focus our exploratory comparisons on the top two predictors, as the European slice of the data has only two significant predictors of industry sales performance. There is no clear picture from the results. In Africa, the top predictors are the portion of investments financed by equity or stock sales, and the percent of firms using technology licensed from foreign companies. The first predictor is financial, and the latter is related to innovation and technology. In Eastern and Western Europe, the top predictors are proportion of capital financed by supplier credit, and the portion of investments financed by supplier credit. In Central and South America, they are the portion of working capital financed by supplier credit, and portion of investments financed by banks. In Asia, they are the percent of firms with an annual financial statement reviewed by external auditors, and the value of collateral needed for a loan. The portion of working capital financed by supplier credit is a good predictor in Eastern and Western Europe, and Central and South America; it is the only top predictor that appeared more than once across the regions. Except for Eastern/ Western Europe, the first predictor was twice as good a predictor than the second. In Europe, the predictors were fairly similar in importance. In Central and South America, the first predictor was more than twice as good as the second. The results suggest that manufacturing industry performance is dependent on the economic development of a region, supporting the view that performance is not driven solely by ICTs. In fast growing economies of East Asia and Eastern Europe, ICTs are in tandem with industry performance. Higher technology sophistication results in stronger performance, and vice versa. In the developed economies of Western Europe, high technology sophistication does not appear to have a positive impact on industry performance. These economies have demonstrated strong economic growth prior to the advent of ICTs in recent decades. Although their economies are declining, for reasons beyond the scope of this paper, their high levels of technology sophistication are not major drivers of their economies. Of the eight top predictors, six were financial and two were categorized as innovation and technology, reinforcing earlier findings that technology alone is insufficient to drive performance. Across regions, financial factors influence industry performance, more than innovation and technology. Consequently, strong performance failed to coincide with high technology sophistication.
The World Development Report explains some of the variations across regions (World Bank, 2016) . ICTs alone are unable to account for all of their contributions to GDP. The report discuss analog complements as drivers of ICTs, such as regulations that facilitate competition and innovation, improved people skills to exploit ICTs, and accountable institutions that respond to citizenry needs and demands (World Bank, 2016) . When these three drivers are fully implemented, they lead to improved growth, jobs, and services, and a stronger ICT impact. They are more prevalent in developed than developing countries. For example, in Nigeria and Indonesia respectively, 64.16% and 85.20% of their population are off line, compared to 15.99% in the US (World Bank, 2016) . The varying digital divide among countries may help explain the different ICT experiences.
Discussion and conclusion
Summary
We used a decision tree to investigate how ICTs and financial variables affect global manufacturing sales performance. The answer generated seven hypotheses discussed in Section 5. The model has five ICT and seven financial independent variables. Of the five ICT variables, only external audits affect sales performance but the financial variables negatively or positively affect industry performance. The study makes several contributions by addressing a lack of industry ICT research identified by Crowston & Myers (2004) . It aids the understanding of the economic impact of ICTs on global manufacturing industries, by identifying predictors of manufacturing sales growth. It is reasonable to expect that identical technology may not have the same impact in different contexts, because the impact is dependent on user experience (Taylor, 1996) . The inclusion of the financial variables demonstrates the importance of the economic impact on ICT performance, and the relationships between ICTs and sales growth. It explores potential factors that may affect manufacturing industry performance by identifying research hypotheses for future studies.
The findings help companies and policy-makers understand the importance of ICT use and the effect of policy on industry performance. On a regional level, programs and policies that promote the adoption of ICTs among firms, manufacturing industries, local and national institutions, can be better crafted for maximum impact. Therefore, programs and policies should go beyond merely promoting the use of ICTs to enable a wider range of economic programs that promote business development. The findings also add to the IS literature by identifying financial and ICT factors that improve sales revenue, which help reduce the amount of inconclusive evidence. They move the debate a step closer to a unified body of knowledge that provides a foundation for a universally acceptable theory on ICT performance.
Generating new hypotheses is challenging and time consuming, particularly in the IS discipline, due to its emergent nature, and being limited by human imagination, without technologies that support hypothesis development. We demonstrate that these challenges can be overcome using data mining, such as decision trees (Osei-Bryson & Ngwenyama, 2011) . Since its development, the TOE model has been applied to various studies on different contexts, but has not enjoyed extensive theoretical syntheses and critique, resulting in a lack of development (Baker, 2012) . However, its breadth of coverage and straightforward application make it superior to more specific theories in the IS literature (Mishra et al., 2007) . According to Gregor (2006) , IS theories can be classified into five categories according to their uses: Analyzing, Explaining, Predicting, Explaining and finally, Design and Action. She explained that a theory for analyzing is one that provides taxonomies, but does not explain relationships nor makes predictions. An example is Iivari and Rudy Hirschheim's (2000) framework to categorize IS development approaches and methodologies. An explanatory theory shows how and why phenomena occur without being overly concerned about constructing hypotheses. The TOE model falls into this category, given its flexibility and applicability (Mishra et al., 2007; Zhu & Kraemer, 2005) . A theory used for predicting supports predictions but does not offer explanations. An example is Moore's Law (1965) that predicts the growth in technological capabilities and the corresponding decline in computing costs. A combination of the preceding explanatory and predictive characteristics forms the fourth category. This includes Bhattacherjee and Premkumar's (2004) theory on the predictors of user beliefs and attitude towards the use of ICTs. Finally, the last category comprises theories that show how to perform a task. Markus et al.'s design theory for systems that support knowledge processes is one example provided by Gregor (2006) .
Despite its explanatory characteristics, previous studies have applied the TOE model to develop and test hypotheses empirically, to aid theoretical development (see Table 1 ). In this exploratory study, we provide empirical justification on its applicability in ICT research.
We make theoretical contributions by using our empirical findings to develop hypotheses for testing. This study takes a step in advancing the TOE model from being explanatory to predictive, based on Gregor's (2006) categorization of IS theories. It also helps in theoretical validity of the TOE model. In the following discussion, we propose seven hypotheses for future investigations.
Economic impact beyond ICTs
ICTs do not significantly improve sales performance and this finding corroborates earlier studies (Jorgenson & Stiroh, 1995) . Compared to ICTs, financial variables were found to be better predictors of improved or reduced performance, consistent with Kossaï and Piget (2014) , who posited that performance is determined by strategic and competitive factors. Industries experienced increasing sales growth from 2006 to 2009, then declined in 2010, and negative growth in 2011, due to the global recession. In 2012 sales recovered, but future growth declined. Inadequate access to finance leads to weak firm performance (Libanio & Moro, 2006) and financial liberalization improves performance and economic growth (Asamoah, 2008) . The importance of financial resources in e-business was demonstrated by Zhu et al. (2004) , who found that financial resources significantly improves ebusiness value, and their effect is more impactful in developing countries than in developed ones. Using the TOE model, we determined that financial factors from the environment and ICTs from the technology context affect industry sales growth, with the former having a bigger impact than ICTs. Evidence of the impact of available financial resources was identified in our findings, as access to finance results in positive sales growth, particularly low loan collateral requirements that make it easier to obtain loans. From this discussion, we advance the following hypothesis.
H1: Finance variables are better predictors of manufacturing industry performance than ICTs. Gerschenkron (1962) and Yeo and Grant (2016) posit that external financing is critical to manufacturing performance and Zhu et al. (2004) discuss the importance of financial resources for improving e-business. Using the financial variables from the environment context of the TOE model, we found evidence that firms that avoided using supplier credit performed better, and reliance on supplier credit results in weak industry performance. We conclude that all sources of external funding do not improve sales. Firms that did not need loans because of their favorable financial situation, external funding had no effect on sales. Industries with a low proportion of investments financed by equity or stock sales exhibited positive sales growth. In light of this discussion, we advance the second hypothesis.
H2: Different sources of funding lead to different manufacturing industry performance outcomes.
For industries in East Asia and Eastern Europe, technology and industry performance go hand-in-hand. Firms in strong performing industries tend to be technologically advanced. In Western Europe, ICT penetration is high; however, given their matured ICT use and practices, ICTs are no longer the major driver of their industries. In regions where low technology sophistication and weak industry performance exist, it is inconclusive whether ICTs are catalysts for improved manufacturing industry performance. On the contrary, ICTs do not improve performance in some regions, as shown in our cross regional comparisons. Industries in Africa and Southeast Asia had comparatively low technology sophistication and strong industry performance. These are less-developed regions with lower income, suggesting the business context is an important driver. These findings appear to contradict the literature, where positive effects from ICTs were found in less-developed countries (Bollou, 2006) , developed countries (Jorgenson & Stiroh, 2000; Lee et al., 2005) , and newly developed countries (Lee et al., 2005) . However, research suggests that ICT diffusion occurs unevenly across countries with different environments (Kraemer, Dedrick, Melville, & Zhu, 2006) , and Zhu et al. (2006) found significant differences on e-business assimilation across regions, developed, and developing countries. Rather than compare the impact of ICTs from different studies conducted in different regions and periods, one could compare the impact of ICTs across regions with different levels of technology sophistication operationalized by individual ICT variables. This discussion leads to the following hypothesis.
H3: The level of technology sophistication of a region affects manufacturing industry performance.
The cross regional comparisons reflect patterns of country-level economic transitions. According to the [2001] [2002] Global Competitiveness report by the World Economic Forum, in low-income economies, technological innovation is not an important driver of economic competitiveness, compared to factors related to land, labor, and capital. As economies transition to middle-income economies, investments become important drivers of competitiveness. Therefore, leveraging global technologies for production become essential. In high-income economies, the ability to sustain competitiveness is dependent on the ability to adapt to new technologies (Schwab, Porter, & Sachs, 2002) . In the developed world, where ICTs are readily available, sustainable growth depends on innovative practices and other factors besides ICT adoption, such as use and exploitation. Industry performance depends on the level of economic development, particularly in the region's business and financial environment. This is consistent with past studies that found a mix of positive and negative ICT effects on performance (Brynjolfsson & Yang, 1997; Lee et al., 2005; Matteucci et al., 2005) . Firms use ICTs to support electronic business and commerce, and are powerful mechanisms for exploiting competitive advantage. It is difficult to ignore the effect of ICTs on companies, regional and national economies. However, the value derived from ICTs depends on more than the technologies themselves (Cecchini & Scott, 2003; Molla, 2000) . For example, a well-trained workforce is needed to exploit technology (Mishra et al., 2007) , and the value derived from technologies depends on the users (Taylor, 1996) . However, training comes at a cost, suggesting that technology and finance go hand-in-hand for technology exploitation. The results from applying the TOE model suggest that ICTs and finance improve annual sales growth. A supportive environment that enables the exploitation of ICTs is more likely to increase sales, than a restrictive one with a wealth of available ICTs. Technology integration improves information-processing and information sharing. Zhu et al. (2006) found that it is a key determinant of e-business assimilation, compared to the accumulation of technologies. Technology exploitation occurs in all areas of business, including manufacturing. The preceding discussion leads to the following hypothesis.
H4: The exploitation of technology is a better predictor of manufacturing industry performance than the amount of technology per se.
Policy implications
Access to financial resources has a positive effect on e-business (Zhu et al., 2004) , and financial constraints can impede firm performance (Beck et al., 2005) . Gerschenkron (1962) and Yeo and Grant (2016) found that external funding is critical to manufacturing performance. In our decision tree analysis, framed by the TOE model, the results indicate that ICTs alone do not lead to positive industry sales growth, as the financial resources are more important. Specific financial resources are equity or stock sales, collaterals, and lines of credit. Since access to finance is an important driver of industry performance, we advance this hypothesis.
H5: Access to financing is an important driver of manufacturing industry performance.
The most important and only ICT predictor in the results is the extent of external audits. Although this is categorized as a technology and innovation variable in the survey, and therefore, an ICT variable in this study, it does not overtly represent ICTs, and the survey provides no explanation. We assume firms that rely on external auditors wish to make their business operations transparent. They are likely to be larger, more technologically advanced firms that could afford to pay for external audits. Reliance on external audits implies the use of advanced accounting and electronic systems. Technologically advanced firms are better positioned to receive international awards and certifications. ISO 9001, 9002, and 1400 certifications are audited by external auditors and quality certification experts. The data and information to verify quality standards and accounting practices are stored in the accounting, financial, operations, and manufacturing IS. These are ICTs by definition. Firms relying on external audits use accounting technologies and practices to communicate their financial situation. Many companies subscribe to international accounting practices developed by the International Accounting Standards, and the International Financial Reporting Standards. External audits imply the use of advanced accounting practices and IS, which are indirect measures of a firm's use of ICTs. Therefore, we advance the following hypothesis.
H6: External audits are a reflection of technology sophistication.
Policies and programs that seek to boost industry performance should extend its focus beyond ICTs. ICTs are not the magical bullet that triggers industry and economic growth. More attention should be placed on the financial and business environment, because institutions perform differently in different situations (Rodrik, 2000) . Since different countries have different cultures, politics and history, successful economic development policies should be tailored to their unique social contexts (Akpan, 2003; Yeo & Trauth, 2009) . The contrasting economic performances of California's Silicon Valley and Boston's Route 128 have been partially attributed to their different cultural contexts (Saxenian, 1996) .
ICTs are important but policy-makers should also focus on cultivating a business environment that does not impose financial restrictions. The appropriate amount of restrictions or openness depends on each country's social, political, and economic climate. In a financially supportive business environment, ICTs play a role in driving industry performance. From our analysis, no clear and consistent predictors emerged across regions. As such, policy-makers should refrain from a one-size-fits-all approach and tailor polices to local markets. It would be strategic to pay close attention to the financial and business environment in which companies operate, since the primary performance drivers are financial.
Theoretical contributions
The study moves us one step closer towards a theory on the economic impact of ICTs. It is a small step, given the challenges involved in theory development in this field (Benbasat & Zmud, 1999; Osei-Bryson & Ngwenyama, 2011) . Research in this area can make contributions through theoretical grounding of "debates on development theory and policy" (Avgerou, 2010, p. 9) . We addressed the inconclusive evidence on the impact of ICTs by utilizing data aggregated from a ten-year international firm-level survey. The results illustrate the importance of the financial context vis-a-vis ICTs' ability to influence sales growth. The TOE model framed our analysis and helped to validate that financial factors from the environment are more important than ICTs of the technological context. This is consistent with studies using the TOE model that demonstrate the importance of non-technological factors in driving various technology outcomes. In response to the charges by Chau and Tam (1997) to apply the TOE model in other domains, and Tornatzky and Klein (1982) to use predictive analyses, along with the lack of development of the TOE model (Baker, 2012) , we posit that a theoretical model on ICT4D ought to consider the financial context of ICTs. Future research should also take into account the cultural and other contexts to provide a more complete picture. By distinguishing ICTs from their contexts, the impact of ICTs becomes clearer, as the context becomes a catalyst for performance. A plausible reason for the inconclusive evidence on the impact of ICTs could be the different contexts in which they are embedded. Figure 9 summarizes our work theoretically; ICTs are embedded in the financial context of the business environment and collectively they influence manufacturing industry performance. This leads to the following hypothesis. Some results should be interpreted with caution, for three reasons. The direct connection between ICTs and economic performance, measured at different levels and in different ways, is mixed, as indicative of past studies (Aral & Weill, 2007; Dedrick, Gurbaxani, & Kraemer, 2003; Hitt & Brynjolfsson, 1996) . Some studies found positive relationships while others did not, with respect to ICT performance, fueling debate, and research. Although the findings show that financial variables are better drivers of industry performance than ICTs, a single study may be insufficient to generalize the results. Second, firms' financial performance depends on a broad range of strategic and competitive factors (Kossaï & Figure 9 . ICTs in the business environment.
Piget, 2014). Including only financial variables may allow generalizations about the business context. Cultural and political factors can also influence industry performance. Avgerou (2003) posits that economic growth of a region is dependent on its culture and history, which influence institutional behavior, and political instability and corruption are barriers to industry performance. Third, CHAID decision trees create multiple splits at each node based on conditional probabilities. This improves the analysis, but sometimes introduces contradictions, making results difficult to interpret by painting an unclear picture. Contradictory findings could result from anomalies because predictive models are not 100% accurate. As such, so additional variables may be required in future studies.
Limitations and future research directions
The dataset had missing values as the geographical regions were not equally represented. Increasing the number of records and regions could improve the analysis. North America was not included in the original survey; so Western Europe is the only developed region. To investigate differences between developed and developing regions, the US and Canada should be included for comparisons. The impact of geographical location could be improved to better explain regional differences discussed in the literature.
Our analysis included five ICT variables that are limited in their ability to fully represent the full repertoire of existing technologies. They are still relevant today, but the list should be expanded to reflect recent technological advancements such as enterprise systems, cloud computing, the Internet of Things (IoT), and Enterprise Resource Planning (ERP) for a more complete picture of ICTs. In addition, since 2006, new business models and new ways of using ICTs such as social media computing, and data analytics now exist. Previous studies using the TOE model (Table 1) relied on surveys to collect primary data that accurately represent the model constructs. Consequently, we recognize the limitations of using secondary data, and being constrained by the variables included in the World Bank's survey.
Sales performance was re-computed as a categorical variable comprising positive and negative growth. The lack of variation in the sample reduced the capability of the model to make highly conclusive predictions. While the results illustrate how ICTs and finance influence sales growth, predictions are better with larger and more complete data, to better differentiate between a 1% and 10% growth. Nonetheless, the model accounted for both positive and negative growth, which fulfills our research objective of understanding what drives manufacturing industry performance.
Future research can delve into the connections between external audits and company performance, including sales growth. The use of external audits underlies the implied use of ICTs for communication and business operations. It is plausible that external audits cause firms to perform better as a result of having to publicize their financials. Researchers can also explore whether external audits drive performance are limited only to sales growth, or are applicable to both manufacturing and/or service industries. Exploring these questions in different geographic regions with different levels of economic development and technological sophistication may further explain the impact of ICT use in their business contexts.
Lastly, future research can investigate the seven hypotheses using better representations of ICTs as discussed. These efforts can further enhance the validity of the TOE model, and advance its development from an explanatory theory to one that is both explanatory and predictive (Gregor, 2006) . The lack of TOE development (Baker, 2012) , the need for predictive analyses in ICT research (Tornatzky & Klein, 1982) , and TOE applicability to ICT4D research could help develop a consistent theoretical framework.
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