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Communicated by the Editors 
The problem of testing equality of two normal covariance matrices, ,?I, =Z2 is 
studied. Two alternative hypotheses, Z, #Z, and Z, -Z, 10 are considered. 
Minimal complete classes among the class of invariant tests are found. The group of 
transformations leaving the problems invariant is the group of nonsingular 
matrices. The maximal invariant statistic is the ordered characteristic roots of 
S, SF I, where S,, i = 1, 2, are the sample covariance matrices. Several tests based on 
the largest and smallest roots are proven to be inadmissible. Other tests are 
examined for admissibility in the class of invariant tests. The problem of testing for 
sphericity of a normal covariance matrix is also studied. Again a minimal complete 
class of invariant tests is found. The popular tests are again examined for 
admissibility and inadmissibility in the class of invariant tests. 0 1988 Academic 
Press, Inc. 
INTRODUCTION AND SUMMARY 
The problems of testing equality of two normal covariance matrices and 
testing sphericity of a normal covariance matrix are classical problems in 
multivariate analysis. See, for example, Anderson [l, Chap. lo] and 
Muirhead [7, Chap. 81. In this paper we consider the admissibility of 
invariant tests in these common testing problems. Two problems (two- 
sided and one-sided cases) are based on S1 and S,, independent, where 
s, - Wph, Cl) and & - W,(n,, z:,), (1.1) 
and W,(n, Z) is the Wishart distribution on p xp matrices with n degrees 
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of freedom and expectation nC. We assume that p 2 2, n, >p, and n2 > p, 
and that C, and L’, are positive definite. We consider testing 
H,:Z,=ZC, versus H,:C,#Cz, (1.2) 
and 
H,: C, = C, versus H,:C,>Z,, (1.3) 
where L’, > C, means that .?Y, -2, is positive definite. 
The third problem tests for sphericity of a covariance matrix. That is, we 
have 
S - W,(n, 0 (1.4) 
nap>2, C>O, and test 
Ho: .Z = a21 versus H,: C#a2Z, (1.5) 
where a* > 0 is unspecified and I is the p x p identity matrix. 
Problems (1.2) and ( 1.3) are invariant under the group G/(p) of p x p 
nonsingular matrices, which acts on (S,, S,) via 
A: (S,, S,) --) (AS’A’, A&A’) (1.6) 
for A E G/(p), and on (C,, LL,), similarly. A maximal invariant statistic and 
parameter are respectively 
z = diag{ ordered characteristic roots of S, S; r }, 
and 
a = diag { ordered characteristic roots of z, C ; ’ }. 
See Anderson [l, Theorem 10.6.1-J. However, to develop our results it is 
more convenient to work with the maximal invariants x and 8, where 
xi=(zi-1)/(~i+1)and8i=(1-a,~i+,)/(1+a,-i+1). Assuch, 
x = diag{ordered characteristic roots of (S, - S,)(S, + Sz))‘}, (1.7) 
and 
0 = diag(ordered characteristic roots of (LC, - C,)(C, +X2))‘}. 
Hence, x E Q(p), the set of p xp diagonal matrices, and the diagonal 
elements of x satisfy 1 2 x1 2 x2 2 .. . > xp > - 1. The invariance-reduced 
problem (1.2) then tests 
H,: 6=0 versus H,:~E@- (O}, (1.8) 
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where 
Q= {wqp) I1>8,~8,> ... HI,> -l}, 
based on x with sample space 
(1.9) 
kz-= {xe?2(p) 1 l>x,>x,> ... >x,> -l}. (1.10) 
Note that we have eliminated from the sample space the set of measure 
zero on which the xI)s are not distinct. A popular test for (1.2), in terms of 
x, is likelihood ratio test (LRT), which rejects H, when 
II+ XI -“d2 II- XI -n2’2 > c. (1.11) 
Another test, which arises from our complete class rejects Ho when 
y (trx)2+trx2>c, o<c< n,+n* * -P +P. 2 
(1.12) 
(In each case, the constant c is chosen to provide the desired level.) Other 
tests, including those based on tr x and the extreme characteristic roots, are 
listed in Muirhead [7, p. 3321. One such rejects H, when 
trx<c, or tr x > c2, -p < Cl < c2 <p. (1.13) 
Tests based on the extreme roots of S, S; l, which are equivalent to those 
based on the extreme roots of (S, - S,)(S, + S,);’ include those which 
reject Ho when 
XI < Cl or Xl >c,; (1.14) 
X,<Cl or x,>c,; (1.15) 
X,<Cl and XI >c,; (1.16) 
and 
Xp<Cl or Xl > c2. (1.17) 
In each case, - 1~ c, < c2 < 1. 
Maximal invariants for problem (1.3) are x and 9 as in (1.7), but now 
the alternative parameter space is smaller: 
where 
Ho: 8=0 versus H,: BE@+ - {0}, (1.18) 
fiil+ = {ecqp) I o>e,>e,> ... >e,> -l}. (1.19) 
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The LRT for problem (1.3) modifies (1.11) by using the statistic X instead 
of x, where x E 9(p) is defined by 
Z;=max {x!, =I. (1.20) 
The test rejects Ho when 
iI+ Xl -n1’2 II- Xl --z’2 > c, c > 0. (1.21) 
The locally best invariant test rejects H,, when 
tr x > c, (1.22) 
where -p < c <p (see Giri [4]). The extreme root tests have rejection 
regions 
Xl >c (1.23) 
and 
where -1 <CC 1. 
Xp>C, (1.24) 
The following theorem summarizes our admissibility/inadmissibility 
results for problems (1.8) and (1.18). 
THEOREM 1.1. (a) The LRT (1.11) when n,>2(p--1) and n,> 
2(p - l), and the test (1.12), are admissible in the invariant problem (1.8). 
The tests (1.13)-( 1.17) are inadmissible. (b) The test (1.22) is admissible in 
the invariant problem (1.18). The LRT (1.21) and root tests (1.23) and (1.24) 
are inadmissible. 
The result for the test (1.22) follows from the essential uniqueness of its 
local properties, although it is also easy to prove its admissibility by using 
Theorem 3.1. The admissibility of the LRT (1.11) in problem ( 1.8) follows 
from the stronger result of Kiefer and Schwartz [6] which proves the LRT 
is admissible Bayes for the original problem (1.2). 
The inadmissibility results are all based on violation of the following 
convexity property. (We represent a test as a measurable function 
4: x -+ [0, 11, where d(x) is the probability of rejecting Ho when x is 
observed.) 
PROPERTY 1.2. The test 4 equals 1 - I,, a.e. [v], for some convex set 
A 2 X for which no three points of the boundary in X are collinear. 
Here, v is the measure on X when 19 = 0, which is absolutely continuous 
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with respect to Lebesgue measure on K’, and IA is the indicator function of 
A. We will prove the next proposition in Sections 2 and 3. 
PROPOSITION 1.3. (a) A necessary condition for a test 4 to be 
admissible for problem (1.8) is that it equal 1 - Z, , a.e. [v], where A is either 
of the form {x 1 tr x < a}, or (x ) tr x 2 b), or 4 satisfy Property 1.2. 
(b) A necessary condition for a test 4 to be admissible for problem 
(1.18) is that it equal l-Z,, a.e. [v], where A is of theform {x 1 trx<a}, 
or 4 satisfy Property 1.2. 
It is fairly easy to see that tests (1.13)-(1.17), (1.21), (1.23), and (1.24) 
are not of the form required by Proposition 1.3. 
Now turn to problem (1.5). The invariance group for this problem is 
the direct product (0, co) x O(p), where the operation for (0, co) is 
multiplication and O(p) is the group of p xp orthogonal matrices. The 
action is 
(c, r): s + crsr’. (1.25) 
A maximal invariant statistic and parameter are, respectively, 
and 
y = diag{ ordered characteristic roots of S/tr S} (1.26) 
i = diag{ ordered characteristic roots of C/tr C). 
We prefer to use the parameter 
(1.27) 
w=pl-I, (1.28) 
so that the hypotheses in (1.5) become 
H,:w=O versus H,: wEa- {O}, (1.29) 
where 
Q={w~~(p)I(p-l)>o,~ ... aw,> -1 and tro=O). (1.30) 
The LRT for problem (1.5) rejects ZZ,, when 
IA <G O<c<l, (1.31) 
where lyl is the determinant of y. The locally most powerful invariant test 
has rejection region 
(1.32) 
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where jj = zyi/p = l/p. See Sugiura [S]. Relevant root tests have rejection 
regions 
Y1>a, (1.33) 
y,-=b, (1.34) 
.vl>a and y,-+ (1.35) 
and 
yl>a or y,<b, (1.36) 
where a E (l/p, 1) and b E (0, l/p). 
THEOREM 1.4. The LRT (1.31) and LMPZ (1.32) test are admissible for 
problem (1.29). The root tests (1.32), (1.34), (1.35), and (1.36) are 
inadmissible if p > 3. When p = 2, the uniformly most powerful invariant test 
has rejection region {y 1 y, > c}, c E (i, 1). 
Again the admissibility of the LRT is found in Kiefer and Schwartz [6], 
and that for the LMPI test is due to its uniqueness. See also Theorem 3.1. 
The inadmissibility results follow from the next proposition. 
PROPOSITION 1.5. A necessary condition for a test 4 to be admissible for 
problem (1.29) when p 2 3 is that it satisfy Property 1.2 (with 9, the space of 
y, in place of FX.) 
The proof of this proposition and the p = 2 result are given in Section 3. 
Our main results in the paper are Theorems 2.1, 2.2, and 3.1, which 
contain the minimal complete classes of tests for the reduced problems 
(1.8), (1.18), and (1.29). The proofs are in Section 4. 
2. TESTING C,=C, 
We will use Brown and Marden [2] heavily, so that our first task is to 
find the likelihood ratio for x. Recall 
z = diag { ordered characteristic roots of S1 S; ’ }, (2.1) 
and 
c1= diag{ ordered characteristic roots of Z, Z; ’ }. 
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Then from James [S, Eqs. (33) and (65)], we have that 
f,(z)/f,(z) = Ial -“1/2 II+ zJB [o,,, II+ zra-‘PI -B p(U), 
(2.2) 
P = (n, + %P> 
where f,(z) is the density of z when a obtains, and p is the Haar 
probability measure on O(p). Now by (1.7) and (2.1) 
z = (I+ x)(Z- x)- l and &=(I-6)(1+8)-l, (2.3) 
where CE = diag(a,, . . . . a,). Thus the ratio (2.2) in terms of (x, f?) is 
II+ eln”* )I- BJQ \ lz+xfef’l -Q(df). 
O(P) 
(To see this, note that a can be replaced by & in (2.2), 
IaJ = II- 81 II+ ~91 -I, 
lZ+zl = II+ (Z+x)(Z-x)-‘I = IZ-xl-’ 12Zl= II-xl-’ 2p, 
(2.4) 
and 
lZ+zfap’f’l = Iz+(z-~1-1 (z+~)f(z+e)(z-81-1 rq 
=IZ-~I-’ lfyz-~)f+fyz+~)f(z+e)(z-ee)-*I 
= IZ-~I --1 II- 81 --I lfyz-X) f(z- e) + fyz+ X) f(z+ e) 
=)I-XI -1 Iz- 81-l 12z+ 2fkfel 
= II- x~ -1 II- 81-l II+ xfef q 2p.j 
Let a(O)= II+ 01 -*I/* )I- 8) -n2/2, and define RB(x) to be a(0) times the 
quantity in (2.4), so that 
(2.5) 
To define the minimal complete classes, we need the derivatives 
ad 
4x) = (l,(x), . . . . I,)‘, where h(x)=& &(x) Is=o, W-9 
I 
V(x) = { ~,.(x,}g,, ,, where V,(x) = &. h?(x) le=o. (2.7) 
1 / 
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For ,u E Rp, M, E Y(p) (the set of nonnegative definite symmetric p xp 
matrices), HE S(B - {O}), where 9( !P) is the set of nonnegative measures 
on Y and @ is the closure of 0 in 9(p), and c E R, define 
0) = 0; P, Ma, H, cl 
=$1(x) + 4 tr M, V(x) + fG- io) R’(x)ii,,; e’r(x) H(d6) - c, (2.8) 
where 8 is the vector (0,) . . . . 
0xX by continuity. 
0,). We have extended the domain of R,(x) to 
For problem (1.8) define 0 to be the class of all tests of the form 
d(x)={; if d(x; p, MO, H, c) > 0 if d(x; /A, MO, H, c) < 0, a.e. [v], (2.9) 
for some 
where C(0) is the smallest convex cone containing 8, 
(2.11) 
J is the p x p matrix consisting of all ones, and P0(8 - (0)) is the set of 
measures G E S( 6 - { 0 > ) which satisfy 
s ei--ei+ 1 vw G(de) < 00, i=l , . . ..p- 1. (2.12) @- ioi 
THEOREM 2.1. The class @ is minimal complete for problem (1.8). 
The proof will be given in Section 4. 
Now we look at the local terms (2.6) and (2.7) more closely. From James 
[S, Eqs. (13) and (33)], we see that R@(x) in (2.5) is a generalized 
hypergeometric function of two matrix arguments with zonal polynomial 
expansion: 
(2.13) 
Here, S(k) is the set of partitions of the integer k, and for each partition K, 
C,( .) is the corresponding zonal polynomial and c, is a positive constant. 
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The zonal polynomials for k 6 6 are given in the Appendix of James [S]. 
We need the k 6 2 terms, 
R,(x)=l-~trBtrx+~B(B+l) 
P 
6 p(p [(tr x)* + 2 tr x’][(tr 0)* + 2 tr 0’1 
+ 1 w  - l/2) 
3 P(P-1) 
[(tr x)‘- tr x’][(tr S)2 - tr /II*)] + h,(x), (2.14) 
where 
(2.15) 
Since for K l CY(k) and A E Q(p), C,(A) is a symmetric polynomial in 
A r, . . . . A, of degree k, and each monomial making up the polynomial has a 
nonnegative coefficient (see Farrell [ 3, Problem 13.1.13]), we can derive 
that 
I C,(x)1 d c!cm for XEX, (2.16) 
since jxil < 1 for each i, and that for any E E (0, l), and k > 3, 
CIA-d) 
I I 7 ,< Ek-*C,(z) ll~ll 
for /)8)1 GE. (2.17) 
Thus, since h,(x) in (2.15) is a sum of terms with k B 3, 
i El’* k;, KE;,k, 2 c&“6z) 
=& I/* II- E’/6q -B 
= E’/2(1 4/6)-BP. (2.18) 
Hence (2.14) and (2.18) make it easy to show that from (2.6) and (2.7), 
l,(x) = -5 tr x, i = 1, . . . . p, (2.19) 
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and 
/ 
w [(trx)‘+2trx2] 
V,(x) = 1 PM+ 1) ~P(P C(tr x)* + 2 tr ~‘1 
+gw- WI 
3 P(P-1) 
[(tr x)2 - tr x2] 
Hence if we take n and M, as in (2.10), 
P 
p’/(x) = - p (Cpi) tr x s 6 tr x 
if i=j 
(2.20) 
if i#j. 
(2.21) 
and 
tr M, V(x) = y 11 V,(x) = yP[/?(tr x)’ + tr x2], 
1 i 
(2.22) 
where 6 E IR and y B 0. Thus we can alternatively define @ to consist of all 
tests of the form 
if d(x; 6, y, H, c) > 0 
if c!(x; 6, y, H, c) < 0, a.e. [v], 
(2.23) 
for 
(6,y,H,c)~Rx[O,co)x~~(B-(O})xR-((O,O,O,O)}, (2.24) 
where 
d(x; 6, y, H, c) = 6 tr x + y[/3 tr x)* + tr x2] 
+ie-{o: 
(Mx) - 1+ (P/P) tr 0 tr 4 H(de) _ c 
11~112 
(2.25) 
We turn to Theorem 1.1 (a) The test (1.12) is easily seen to be in CD, 
hence is admissible for problem (l.S), by taking (6, y, H, c) = (0, 1, 0, c) in 
(2.23). The remainder of the theorem follows as in the Introduction 
pending proof of Proposition 1.3(a), which we now give. 
Proof of Proposition 1.3.a: We start by showing that &(x) is strictly 
convex in x if 8 # 0. Using the representation of (2.2) obtainable from 
Wijsman 193, we write 
f@(z) 
-= 
ltL(“d2 s I~&JP-pI* ~-~l’2~“AS1A’e-~l12~traASsA’ & 
fob) l (AA’(B-p’2 e 
-(1/2)trALQ+Sz)A & ’ (2.26) 
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where the integrals are over A E YZ(p). Manipulations familiar in such 
situations yield the ratio in terms of (x, 0) to be 
where K is a positive constant. It is then possible to prove that if 8 # 0, the 
expression in (2.27) is strictly convex in x, hence R,(x) is strictly convex 
in x. 
Now consider a test 4 E @ and the corresponding set from (2.23), 
B={xId(x;6,y,H,c)<O}. (2.28) 
Since R,(x) is strictly convex in x if 0 # 0, tr x is convex in x, and 
P(tr x)~ + tr x2 is strictly convex in x, we have by (2.25) that 
(i) d(x; 6, y, H, c) is strictly convex in x if (y, H) # (0, 0); (2.29) 
(ii) d(x; 6, y, H, c) = -c for c # 0 if (6, y, H) = (0, 0,O); 
(iii) d(x;6,y,H,c)=6trx-c for 6 # 0 otherwise. 
In any of the cases in (2.29), B of (2.28) is convex, and since d is con- 
tinuous in x and v is absolutely continuous with respect to Lebesgue 
measure on W’, the boundary of Z? in % equals (x 1 a(x) =O) and has 
v-measure zero. Hence 4 = 1 - Z, , a.e. [v]. 
If case (ii) or (iii) in (2.29) holds, then B is either {x ( tr x< a}, or 
{x I tr x > b}, where we take a or b E C-p, p]. (In case (ii), B is either 
empty or T’, so we take a = -p or a =p, for example.) If case (ii) holds, 
then since the boundary of B is (x I a(x) = 0}, and d is strictly convex, no 
three points on the boundary of B can be collinear, i.e., Property 1.2 holds. 
Hence Proposition 1.3(a) is proven. 
Now turn to the one-sided problem (1.18). Define the class of tests @+, 
which is a subset of @, to consist of all tests of the form 
for 
where 
i(x) = {:, 
ifd+(x;&H,c)>O 
if d ‘(x; 6, H, c) < 0, a.e. [v], 
(2.30) 
(~,H,~)E[O,~C,)X~(~+-{O))XIW-{(~,~,~)), (2.31) 
d+(x;& H,c)=dtrx+ 
I 
‘“$$ ‘) H(d6) - c. (2.32) 
B+ - (0) 
142 COHEN AND MARDEN 
The function R,(x) is given in (2.5). The proof of the next result is in 
Section 4. 
THEOREM 2.2. The class @ + is minimal complete for problem (1.18). 
The proof of Proposition 1.3(b) follows as the proof of part (a) above, 
where we note that 6 2 0. An additional result is available. Note that, from 
(2.27), 
- tr BAxA’ = -c c Bixjai. (2.33) 
Since for 6 E O+, ei < 0 for each i, the expression in (2.33) is nondecreasing 
in each xi, hence R,(x) in (2.27) is nondecreasing in each xi. It is easy to 
extend the definition of &(x) to 
This new R,(x) and the corresponding d+(x) are invariant under per- 
mutations of the elements of x. See (2.27) which is in terms of ordered x,)s. 
Together with the convexity of d+, we have by Proposition 4.C.2d of 
Marshall and Olkin [lo] that d+ satisfies the weak submajorization 
monotonicity property, i.e., 
Ifx,yE% with x~y,,x,+x2~yl+y2,...,x1+ ... +x,<yy,+ ... +y,, 
then d+(x)dd+(y). (2.34) 
Thus we have the following: 
PROPOSITION 2.3. A necessary condition for a test 4 to be admissible for 
problem (1.18) is that it equal 1 -I,, a.e. [v], for some set B which is 
monotone nonincreasing in the ordering (2.34). 
3. TESTING SPHERICITY 
Let gi(y) be the density of Y in (1.26) when I in (1.27) obtains. From 
Sugiura [S, Eq. (1.3)], we have that 
g*(Y) g(y)= );11”/* j (tr yTU ‘)-’ p(dT), z = npf2. (3.1) 
I O(P) 
Recall from Section 2 that p is the Haar probability measure on O(p). 
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Rewriting the ratio (3.1) in terms of o of (1.28), and multiplying it by 
II+ 01 -n/2, yields 
R$(y)rJ (1 +tryToT’)-‘p(dT). (3.2) 
O(P) 
(Recall that try = 1.) 
We need to find the derivatives corresponding to (2.6) and (2.7). Note 
that for [a( d 1, 
(1 +a)-‘= 1 -T,+T a2+o(a2), (3.3) 
where ~(a’) is as a -+ 0, uniformly in JaJ <E for any EE (0, 1). Since 
yip (0, 1) for each i, 
(tr yfd’)’ d (Z Iwj12) dp llol12. 
Hence from (3.2) and (3.3) we have 
(3.4) 
RJQ)= 1 --z J t(z + 1) (tryrarr)p(dr)+2 J (tr yr~&‘)~ p(C) 
O(P) O(P) 
+ 411~112), (3.5) 
where o( l(oj( 2, is as w  -+ 0, uniformly in y E +Y. Using zonal polynomials as 
in Sugiura [S], or calculating directly, we obtain 
and 
(since tr 0 = 0) 
J 
(Iryf~r')2~(dr)=p(p:~~~~-l) Wv2-11 
2 11~112 
=(p+2)(p-l) Sf. 
See (1.32). Thus (3.5), (3.6), and (3.7) show that 
and 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
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Now let @* be the class of tests of the form 
hY)= :, 
i 
if d+(y;y, H, c)>O 
if d+(y;y, H, c)<O, a.e. [v*], 
for 
(3.10) 
(3.11) 
where 
d*(y) = d*(y; y, H, c) = ys; + [ R3Y) - 1 
11412 
H(dw) - c (3.12) 
a- lOI 
and v* is the null measure on ?Y. It is absolutely continuous with respect to 
Lebesgue measure on lR* - ‘. 
THEOREM 3.1. The class @* in minimal complete for problem (1.29). 
The proof is indicated in Section 4. 
Proposition 1.5 is proved as Proposition 1.3, where we note that S: and 
R:(y) for w  # 0 are strictly convex in y. The latter result follows from the 
facts that (1 + a)-’ is strictly convex in a and tr yTwT’ is linear in the 
diagonal elements of y and, with p probability one the coefficients 
multiplying each diagonal element of y are nonzero. 
Finally, consider the case p = 2 in Theorem 1.4. Extend the definition of 
R:(y) to the set {~E(W’I y, +y,= 1, yi>O, y,>O}. Note that R:(y) is 
invariant under the permutation of y, and y,, and S: and R:(y) when 
w  # 0 are strictly convex in y. Thus d* is also permutation invariant and 
strictly convex unless (6, H) = (0,O). Thus d* has a minimum at 
(Y~,Y,)= (t,$) d an is either constant or strictly increasing as y, moves 
away from 1. Thus the only admissible tests are those with acceptance 
regions essentially of the form {y ly, 6 cl, CE [t, 11. 
4. PROOFS OF THEOREMS 2.1, 2.2, AND 3.1 
In this section we will refer to Brown and Marden [2] by B - M. We 
first use B - M Theorem 2.4 to prove the classes @, @+, and @* essentially 
complete for their respective problems (1.8), ( 1.18), and (1.29). We need to 
verify B - M Assumptions 2.1, 2.2, and 2.3. 
Start with problem (1.8). Assumption 2.1 requires that for each x, R@(X) 
as a function on 8 satisfies 
O<R,(x)<m for 0~8. (4.1) 
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By inspection of (2.5), R@(x) is positive. By (2.16) with -0 instead of x we 
have that 
IC,(-011 6 C,(Z), 
hence by (2.13) and (2.5) 
R,(x)< fi (l- lxJ-~< co, 
i= 1 
since each xi E ( - 1, 1). Hence (4.1) holds. 
B - M Assumption 2.2 states that the derivatives in (2.7) and (2.8) exist, 
which we have already shown, and that for sufficiently small E > 0, for each 
x there exists K, < cc such that 
(4.2) 
This result follows from (2.18), where in fact we have the stronger result 
that 
Ic= sup K,< co. 
I E .T 
(4.3) 
B - M Assumption 2.3 is trivial in this problem since 8 is bounded. See 
the remark below Equation (2.5) in B-M. Thus the set V? in B-M 
consists only of 4 and .Y’, and hence can be ignored safely. 
Now B - M Theorem 2.4 guarantees that an essentially complete class 
consists of all tests of the form (2.9), where 
((P, W, H, c) E z- ((0, 01, 0, 0) (4.4) 
and 
M”=M- 5 
89 - NW, G-(O) lIelIz (4.5) 
and 
Z’= {(CL ML H, cl I (P, WENH), H~9(8- {O}), CE R}. (4.6) 
(We take a in B - M large enough so that 0 E 6 C. llti(( < a.] The set A(H) 
is a subset of lRp x P’(p) defined in B - M (2.14). We will use B - M 
Example 4.6 to find A(H), but first we reparametrize by letting 
n=GO~9(p), (4.7) 
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where G is the linear transformation from which ni = di - Bi+ i, 
i=l , . . . . p - 1, and 7z,, = 8,. Then the transformed parameter space G8 = Zi’ 
is locally one-sided, i.e., for some E > 0, 
ZIEB,= [[0, a~)~-‘xR]nB,, (4.8) 
where B, is the s-ball in 9(p) around 0. From B - M Example 4.6 (with 
K, = [0, co)“-’ and q= 1,) we have that if 
s 
njGH(dx) < 00, i= 1 9 . . . . P- 1, (4.9) 
then 
A(GW = {(p*, M*) I p* E C(Z7) and M,* E 9(p), 
m,*=O, i=l,..., p-l,m,*>O}. (4.10) 
If (4.9) fails, A(GH) is empty. Here, GH is the measure induced on 17 by G 
via (4.7). Now it can be seen from the definition of A(H) in B-M that 
A(H)= ((G-‘/L*, G-‘M*(G’)-‘) [ (p*, M*)eA(GH)] 
={(~L,~)I~~cC(Q),~o=yJ,Y~O). (4.11) 
Hence (2.10) is equivalent to (4.4) via (4.1 l), proving that @ is essentially 
complete for problem (1.8). 
The verification of B-M Assumptions 2.1, 2.2, and 2.3 for problem 
(1.18) proceeds as for problem (1.8) since it shares R,(x) and has 8 + E 8. 
Note that Of is locally pointed as in B - M Example 4.5. That is, there 
exists a, E 9(p) and b, < 0 such that for sufficiently small E > 0, 
(4.12) 
To see this, take a, = Z, and note that by ( 1.19) 
233. 
,“,“,pt 18)/2= -1. 
Thus B - M characterize the complete class as consisting of all tests of the 
form 
d(x) = {Al if p’Z(x) + j 
B+ - (0) 
Ro(;,,- l H(d) - c{ = } 0, (4.13) 
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a.e. [v], for some 
(p,H,c)~C(O+)xc'9(B+-{O})xR-{(O,O,O)}. (4.14) 
But since p’/(x) = -(b/p) Z~Q tr x as in (2.21), and ALE C(O+) implies that 
Z,U~<O, we see that (4.13) and (4.14) are equivalent to (2.30) and (2.31). 
Hence 0* is essentially complete for problem (1.18). 
Now turn to problem (1.29). The B-M Assumptions 2.1, 2.2, and 2.3 
are fairly easy to verify by using the approach for the previous two 
problems, and by noting that 
inf inf (1 + tr yToT’) = p inf inf (tr yrU’) 
weR rGO(P) AEn TeO(p) 
=Pj$ zYilzp-i+l=pYp>o, (4.15) 
so that R:(y) in (3.2) is finite. Since l*(x) = 0 (see (3.8), we can use B - M 
Remark 2.8 and Example 4.2 to show tha the class of tests of the form 
4(x) = Gl as trM,V+(x)+j 
R,*(x) - 1 
11412 
H(h)-c{=j 0, (4.16) 
n- (01 
a.e. [v*], is essentialy complete, where 
(M,H,c)~Y(p)x~(~-(O})xIW-{(0,0,0)}. (4.17) 
Now (3.9) shows that their class is in fact @* of (3.10), (3.11), and (3.12). 
To complete the proofs of the theorems, we must show that the classes 
@, 0+, and @* are minimal complete. These results follow from B - M 
Lemma 3.2, which requires veritication of B - M Assumption 3.1. We will 
verify this assumption only for problem (1.8). The verification for the other 
problems can be dealt with similarly. 
Consider problem (1.8). B - M Assumption 3.1 has four parts, Parts (i) 
and (iii) are trivial since % = { 4, .%‘}. Part (iv) requires that 
v({x I d(x;p,M,,H, c)=O))=O 
for (p, MO, H, c) as in (2.10), which follows from the discussion after (2.29). 
Part (ii) requires that for each 4~ @, there exists a sequence 
{Ji} SF(@) such that 
d,(~)~~~~~~~ Ro(x)Ji(d3)-Ji({O))a d(x) for each x, (4.18) 
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where d(x) is defined in (2.8), and 
)iT j (4i(x)-d(x)) di(x) v(dX)=09 
where 
4dx)= {A> as di(x){ : } 0. 
Now take 4 E: @ and its attendant (p, M,, H, c), and define 
@o= W@ I IlQl Gig, 01 =&oo, 
Ho(de) = H(@) I,,, HI(d) = H(&) I,,. 
Also, for i& 1, let H,,E~(@-- (0)) be defined by 
Hlj(& A)=(&)‘H,(A) for AGO,. 
(4.19) 
(4.20) 
(4.21) 
(4.22) 
Then using the methods in B - M Lemma 2.5, we can find (Ji} such that, 
from (4.18), 
di(X) = Aj(X) + U,(X), (4.23) 
where 
Ai(x)=@(x)+ftrMiV(x)+je -ho) 3 Hoi(d)-ci, (4.24) 
0 
with 
s de) Hoi --) j 0) How %I- 10) (4.26) eo- io1 
for any continuous bounded function g with g(0) = 0, and 
ai(x) = j 
K?(x) - 1 - Wx) 
lieii2 
H ,(de) 
II *  
81 
It is clear from (4.24) and (4.25) that 
A,(x)~A(x)~~‘l(x)+ttr M,+S, ~(ol 3 ( Ho(W WI 0 ) 
(4.27) 
Mx) 
+I iiw - fz,(de) - c. (4.28) 
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Now by (2.15) and (2.18) for h,(x)/1181(*, and by (2.19) and (2.20) for I(x) 
and V(x), we have that for some NC co, 
Mx)l G iv and IAi( GN for all i, x. (4.29) 
Also, for a, in (4.27) since R,,(x) = R,(bx), by (4.22), 
4x) = s, R,(x) - 1-Wx) 11~112 H @e) 11 
s 
R(i/i+ I)Otx) - l - tilti+ l)) e’r(x) 
= 
11~112 
H 1 tddj 
81 
s &d(V(i+ l))x)- 1 -W(V(i+ l))x)= 11~112 H I (de) f% 
i 
=a -x ( 1 i+l ’ 
where 
4x)= 1 
R,(x) - 1 - Wx) 
lM12 
H (de) 
1 . 81 
(4.30) 
(4.31) 
Since the integrand for a((i/(i + 1))~) is bounded in i for each fixed x and 
13, and continuous in 8, we have that 
i 
u,(x)ru - ( > i+ 1 x +u(x). (4.32) 
Thus (4.23) through (4.27), (4.30), and (4.31) show that (4.18) holds, since 
d(x) = A(x) + u(x). 
Finally, note that u(O) = 0, and since u(x) is convex in x (see (2.30)) for 
t > 0, 
a(x)dt*a 
i ( > -x <t i+ 1 
*u,(x) < t. (4.33) 
Turn to (4.19). By (4.20), (4.23), and (4.29), when a,(x) > N, hi(x) = 1, and 
by (4.28), (4.31), and (4.29), when u(x)> N, 4(x)= 1. Thus if di(x)>2N 
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then a,(x)>N, hence by (4.33) a(x)>N, and 
Thus 
fji(x)=q5(x)= 1 (a.e. [v]). 
)J\ j  (4iCx) -4(x)) di(x) v(dx) 
= lim i-m (d,,x,<2N) (4i(x)-d(x)) di(x) v(dx) 
J 
= 0, (4.34) 
where the limit and integral can be interchanged by the bounded con- 
vergence theorem (the integrand is essentially nonnegative by definition of 
q5i and di in (4.20)), and the limit of the integrand is zero a.e. [v] by (2.9), 
(4.18), and (4.20). Thus (4.34) verifies (4.19), and the proof of Theorem 2.1 
is complete. 
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