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Abstract
In the paper [20] we gave a conjectural formula for the mixed Hodge polynomials of character
varieties with generic semisimple conjugacy classes at punctures and we prove a formula for
the E-polynomial. We also proved that these character varieties are irreducible [21]. In this
paper we extend the results of [20][21] to character varieties with Zariski closures of arbitrary
generic conjugacy classes at punctures working with intersection cohomology. We also study
Weyl group action on the intersection cohomology of the partial resolutions of these character
varieties and give a conjectural formula for the two-variables polynomials that encode the trace of
the elements of the Weyl group on the subquotients of the weight filtration. Finally, we compute
the generating function of the stack count of character varieties with Zariski closure of unipotent
regular conjugacy class at punctures.
Key words = character varieties, Hodge polynomials, intersection cohomology, character theory of
finite general linear groups.
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1 Introduction
Assume given a genus g compact Riemann surface Σ, a set S = {a1, . . . , ak} ⊂ Σ and a tuple C =
(C1, . . . ,Ck) of conjugacy classes of GLn(C), we consider the space
UC =
{
ρ ∈ Hom (π1(Σ\S ),GLn(C))
∣∣∣ ρ(γi) ∈ Ci for all i} ,
where π1(Σ\S ) is the fundamental group with respect to a fixed base point, γi, with i = 1, . . . , k, is a
single loop around the puncture ai, and Ci denotes the Zariski closure of the conjugacy class Ci. In
general the space of orbits UC/GLn, where GLn(C) acts by conjugation, is not an algebraic variety
and so often one consider the quotient stack [UC/GLn] or the GIT quotient MC := UC//GLn =
Spec
(
C[UC]GLn
)
that parametrizes the closed orbits. In this paper we will assume that the tuple C is
3generic (except in §6). In this case, the quotient map UC → MC is a principal PGLn-bundle in the
e´tale topology.
It is known by Saito [41] that the compactly supported intersection cohomology IH∗c (MC,C) is
endowed with a mixed Hodge structure from which we get the mixed Hodge Poincare´ polynomial
IHc(MC; x, y, t) :=
∑
p,q,i
dim
(
GrWp+qIHic(MC)C
)p,q
xpyqti.
Note that IHc(MC; 1, 1, t) is the compactly supported Poincare´ polynomial
∑
i
(
dim IHic(MC,C)
)
ti.
These moduli spaces MC are classical objects at least when the conjugacy classes C1, . . . ,Ck are all
semisimple in which case MC =MC is nonsingular and IH∗c (MC) is the usual compactly supported
cohomology H∗c (MC).
1.1 Computing the cohomology of character varieties: State of the art
The simplest case is when k = 1 and the conjugacy class at the puncture a = a1 is C = ζ · I where ζ =
e
2πid
n is a primitive n-root of unity and I the identity matrix. The corresponding character variety which
we denote by MdB, is known also in the literature as the Betti moduli space. It is known from non-
Abelian Hodge theory [26] [42] that MdB is diffeomorphic to a certain moduli space of stable Higgs
bundles on Σ, known as the Dolbeault moduli space which is often denoted byMdDol. The cohomology
of the GLn (or SLn)- character varieties MdB and MdDol has been the object of a very intensive study
in the literature starting from Hitchin [26] until recent work by Hausel-Villegas [25], de Cataldo-
Hausel-Miggliorini [9], Logares-Mun˜oz-Newstead [33], Garcia-Prada, Heinloth, Schmitt [15] and
Chaudouard-Laumon [5]. To be more precise, the Poincare´ polynomial of MdDol has been computed
by Hitchin [26] when n = 2 and by Gothen [17] when n = 3. Hausel and Rodriguez-Villegas [25]
gave a conjectural formula for the generating function of the mixed Hodge polynomial of the GLn-
character variety MdB. They prove their conjecture when n = 2 as in this case the cohomology ring
of MdB is known by Hausel-Thaddeus [24]. Recently Garcia-Prada, Heinloth and Schmitt [15] gave a
theoritical algorithm for computing the number of points of MdDol over finite fields (and therefore the
Poincare´ polynomial of MdDol as the cohomology of MdDol is pure) from which they managed to get
an explicit formula for n = 4. Motivated by Hausel-Villegas conjecture, Chaudouard and Laumon [5]
investigated the counting of stable Higgs bundles in connection with Arthur-Selberg trace formula for
automorphic forms.
The diffeomorphism bewteen MdB and MdDol arising from non-Abelian theory does not preserve
the mixed Hodge structure for the obvious reason that, unlike MdB, the mixed Hodge structure on the
cohomology of MdDol is pure. However, de Cataldo-Hausel-Migliorini [9] conjectured that the weight
filtration on H∗(MdB) should correspond to the perverse filtration on H∗(MdDol) which is defined from
the Hitchin map. They prove the conjecture for n = 2.
In the case where the conjugacy classes C1, . . . ,Ck are semisimple, the character variety MC is
diffeomorphic to a certain moduli space of semistable parabolic Higgs bundles on Σ. The Poincare´
polynomial of the later space was computed for n = 2 by Boden and Yokogawa [3] and for n = 3 by
Garcia-Prada, Gothen and Muno˜z [14]. In [20] we give a conjectural formula for the generating func-
tion of the mixed Hodge polynomial of MC in terms of Macdonald polynomials. This conjecture gen-
eralizes Hausel-Villegas conjecture (the Macdonald polynomials appear trivially in Hausel-Villegas
4conjecture). The result of Garcia-Prada, Gothen and Muno˜z confirms our conjecture when n = 3.
We also prove [20] that our conjecture is true after the specialization t 7→ −1, giving thus an explicit
formula for the so-called E-polynomials E(MC; x, y) := Hc(MC; x, y,−1). We use this formula to
prove that the variety MC is connected (and also irreducible as it is non-singular) which is by far the
most technical proof of [21].
1.2 Results of the paper
Unless specified the letter K denotes either C or an algebraic closure Fq of a finite field Fq with q
elements.
1.2.1 Basic properties of character varieties
As in §3.2 we define from any tuple C = (C1, . . . ,Ck) of conjugacy classes of GLn(K) a comet-shaped
quiver ΓC equipped with a dimension vector vC.
Denote by UC the open subset of UC of representations ρ ∈ Hom (π1(Σ\S ),GLn(K)) with ρ(γi) ∈
Ci and by MC the image of UC in MC.
Theorem 1.1. Assume that C is generic (see Definition 3.1). The variety UC is not empty if and only
if vC is a root of ΓC. Moreover it is reduced to a single PGLn-orbit if and only if vC is a real root.
Assume that UC , ∅, then
(i) the quotient map UC → MC is a principal PGLn-bundle in the e´tale topology. In particular the
PGLn-orbits of UC are all closed of same dimension dim PGLn,
(ii) MC is a dense nonsingular open subset of MC (in particular it is not empty),
(iii) the variety MC is irreducible of dimension
dC := 2gn2 − 2n2 + 2 +
k∑
i=1
dim Ci.
It is not difficult to check that when g > 0, then vC is always an imaginary root (see for instance
[21, Lemma 5.2.3]), and so by the above theorem the variety MC is always not empty when g > 0.
The proof of the assertion (i) as well as of the fact that if not empty then MC is a non-singular
equidimensional variety of dimension dC goes exactly along the same lines as in the case where the
conjugacy classes C1, . . . ,Ck are all semisimple [20], see also Foth [13, Proposition 3.4] for the case
k = 1.
We reduce the proof of the other statements of the theorem to the semisimple case (which case is
well-known) by using the resolution ML,P,σ →MC defined in §3.3 and by proving that there exists a
generic tuple of semisimple conjugacy classes S of GLn such that #ML,P,σ(Fq) = #MS(Fq).
Corollary 1.2. Assume that C is generic and UC is not empty. The decomposition
MC =
∐
C′EC
MC′
is a stratification, where C′ E C means that C′i ⊂ Ci for all i = 1, . . . , k.
5For an irreducible algebraic variety X over K, denote by IC•X the intersection cohomology com-
plex (as defined by Goresky-MacPherson and Deligne) on X such that its restriction to any nonsingular
open subset is the constant sheaf concentrated in degree 0, i.e. it is the complex with the constant sheaf
κ in degree 0 and with 0 in other degrees (here κ = Qℓ where ℓ is a fixed prime which does not divide
the characteristic of K or κ = C if K = C). Say that X is rationally smooth if IC•X is isomorphic to the
constant sheaf on X concentrated in degree 0 in which case we have H∗c (X, κ) = IH∗c (X, κ).
Denote by i the inclusion of UC in
YC := (GLn)2g ×C1 × · · · ×Ck.
The following theorem will be important for the proof of the main theorem of this paper (see
Theorem 1.6 below).
Theorem 1.3. We have
i∗
(
IC•YC
)
≃ IC•UC .
The proof of the theorem uses also the resolution ML,P,σ →MC.
Recall that Zariski closure of regular conjugacy classes are rationally smooth (this can be easily
deduced from the unipotent case which is well-known [4]). Hence we have the following corollary.
Corollary 1.4. For a generic tuple C = (C1, . . . ,Ck) of conjugacy classes of GLn(K) with C1, . . . ,Ck
regular or semisimple, the character variety MC is rationally smooth.
1.2.2 Mixed Hodge polynomials of character varieties
Let us first introduce some combinatorial data. Denote by P the set of all partitions including the
empty partition ∅, and by T the set of all maps ω : Z>0 × (P\{∅}) → Z≥0 with finite support. It will be
also convenient for us to choose a total ordering on the set Z>0 × (P\{∅}) and write the elements of T
as non-increasing sequences (d1, ω1)(d2, ω2) · · · (dr, ωr) (this is for instance useful when defining the
dimension vector of some comet-shaped quiver from multi-types as in §3.2). Denote by Tn the subset
of types ω ∈ T of size |ω| := ∑(d,λ)∈Supp(ω) d |λ| = n. The set Tn parametrizes the types of conjugacy
classes of GLn(Fq) (see §4.1.2) while the subset Ton of types ω ∈ Tn such that (d, λ) < Supp(ω) unless
d = 1 parametrizes the types of the conjugacy classes of GLn over an algebraically closed field (see
§3.2). Under this parametrization, types of semisimple conjugacy classes corresponds to the elements
ω ∈ T with ω(d, λ) = 0 unless λ is of the form (1m). We the denote by T (resp. To) the set of elements
(ω1, . . . , ωk) in Tk (resp. in (To)k) such that |ω1| = |ω2| = · · · = |ωk |.
In this paper (see §4.1.3) we define a rational function Hω(z,w) from Macdonald symmetric
funtions for any multi-type ω ∈ T. It is invariant under the transformations (z,w) 7→ (w, z) and
(z,w) 7→ (−z,−w). For multi-types ω ∈ To of semisimple conjugacy classes, which can be thought
as multi-partitions via the map (1, (1n1 ))(1, (1n2 )) · · · (1, (1nr )) 7→ (n1, . . . , nr), this function was first
defined in [20].
Our main conjecture is the following one (see [20] for semisimple conjugacy classes).
6Conjecture 1.5. Assume that C is a generic tuple of conjugacy classes of GLn(C). Then
(i) the mixed Hodge polynomial IHc(MC ; x, y, t) depends only on xy and t,
(ii) we have
IHc(MC ; q, t) := IHc(MC ;
√
q,
√
q, t) = (t√q)dCHω
(
− 1√q , t
√
q
)
,
where ω ∈ To is the type of C.
Note that IHc(MC ; q, t) is the mixed Poincare´ polynomial
∑
m,i
(
dim GrmIHic(MC)
)
qm/2ti that
encodes the weight filtration (this polynomial makes also sense in positive characteristic where the
weight filtration is defined in terms of Frobenius eigenvalues).
One of the main theorem of the paper is the following one.
Theorem 1.6. The above conjecture is true after the specialization t 7→ −1, namely the Eic-polynomial
Eic(MC ; x, y) := IHc(MC ; x, y,−1) depends only on xy and
Eic(MC ; q) := Eic(MC ;
√
q,
√
q) = qdC/2Hω
(
1√q ,
√
q
)
.
From the properties of Hω(z,w) mentioned above we have the following corollary.
Corollary 1.7. The polynomial Eic(MC ; q) is palindromic, namely
Eic(MC ; q) = qdC Eic(MC ; q−1).
1.2.3 Partial resolutions and Weyl group actions
One motivation for introducing partial resolutions is to give a (conjectural) geometrical interpretation
of the functions Hω(z,w) for any ω ∈ T (not necessarily in To). In §5 we introduce partial resolutions
ML,P,Σ → MC of the character variety MC for any generic tuple C of conjugacy classes of GLn(K).
There are defined from a parabolic subgroup P of GLn(K)k together with a Levi factor L of P and
Σ = σ · D where σ is in the center ZL of L and D is a unipotent conjugacy class of L. We define an
action of the (relative) Weyl group
W(L,Σ) := {g ∈ (GLn)k | gLg−1 = L, gΣg−1 = Σ)}/L
on the intersection cohomology IH∗c (ML,P,Σ,C) that preserves the weight filtration.
Define the w-twisted mixed Poincare´ polynomial
IHwc (ML,P,Σ ; q, t) :=
∑
m,i
Tr
(
w,GrmIHic(ML,P,Σ)
)
qm/2ti.
Say that two triples (L,D,w) and (L′,D′,w′) with w ∈ W(L,D) are equivalent if there exists
g ∈ GLn(C)k such that g(L,D)g−1 = (L′,D′) and if gwg−1 and w′ are in the same W(L′,D′)-conjugacy
class (here gwg−1 denotes the image in W(L′,D′) of gw˙g−1 with w˙ a representative of w in the nor-
malizer N(GLn)k (L,D)). The set Tn parametrizes the equivalent classes of triples (L,D,w).
7Conjecture 1.8. Assume that K = C. The mixed Hodge numbers ihi, j;kc (ML,P,Σ) are 0 unless i = j and
for any w ∈ W(L,Σ) ⊂ W(L,D) we have
IHwc (ML,P,Σ ; q, t) = (t
√
q)dCHω
(
− 1√q , t
√
q
)
,
where ω ∈ Tn is the type of (L,D,w).
We prove the following results.
Proposition 1.9. Conjecture 1.8 is equivalent to Conjecture 1.5.
Theorem 1.10. Conjecture 1.8 is true after specialization (q, t) 7→ (q,−1), namely
IHwc (ML,P,Σ ; q,−1) = qdC/2Hω
(
1√q ,
√
q
)
.
Corollary 1.11. The polynomial Eicw(ML,P,Σ ; q) := IHwc (ML,P,Σ ; q,−1) is palindromic.
Write L = L1 × · · · × Lk and D = D1 × · · · × Dk and let S = (S 1, . . . , S k) be a generic tuple of
conjugacy classes of GLn such that for each i = 1, . . . , k, there exists an element si ∈ S i with Jordan
decomposition si = liui where li is semisimple such that CGLn(li) = Li and ui ∈ Di. Then we prove the
following result.
Theorem 1.12. If Conjecture 1.5 is true then MS andML,P,Σ have the same mixed Hodge polynomial.
Note that the above theorem implies that under Conjecture 1.5 the mixed Hodge polynomial of
ML,P,Σ depends only on (L,D) and not on the choice of σ ∈ ZL. In particular, taking σ ∈ Z(GLn)k
(so that W(L,Σ) = W(L,D)), we end up (assuming Conjecture 1.5) with an action of W(L,D) on the
intersection cohomology of S that preserves the weight filtration and such that for all w ∈ W(L,D)
∑
m,i
Tr
(
w,GrmIHic(MS)
)
qm/2ti = qdS/2Hω
(
1√q ,
√
q
)
,
where ω is the type of (L,D,w).
Note that it is not clear how to define an action of W(L,D) directly on the variety MS. For instance
in the case of semisimple conjugacy classes (i.e., Di = {1} for all i = 1, . . . , k) the natural action of
W(L) on S 1 × · · · × S k does not preserves the relation defining character varieties.
We have the following theorem.
Theorem 1.13. We have
Eic(ML,P,Σ ; x) = Eic(MS ; x).
81.2.4 The regular unipotent case
Denote by [Munin ] (resp. [Mgenn ]) the quotient stack of UC by GLn where C is the tuple of regular
unipotent conjugacy classes of GLn (resp. C is a generic tuple of regular conjugacy classes of GLn
with only one eigenvalue).
We prove the following relation between the two stacks counts over finite fields.
Theorem 1.14.
Log

∑
n≥0
(−1)knq1−dn/2#[Munin ](Fq) T n
 = 11 − q−1
∑
n≥1
(−1)knH((n1),...,(n1))
(√
q,
1√q
)
T n (1)
=
∑
n≥1
(−1)knq1−dn/2#[Mgenn ](Fq) T n (2)
where dn = (2g + k − 2)n2 − kn + 2 is the dimension of the generic character variety Mgenn .
1.2.5 Comments
1. Note that Theorem 1.13 applied to w = 1 and Σ = {σ} gives back (modulo Theorem 2.1) the
identity
#ML,P,σ(Fq) = #MS(Fq) (3)
mentioned below Theorem 1.1. In §3.4, we prove (3) by straightforward calculation while our proof
of Theorem 1.13 uses intersection cohomology methods (even when w = 1 and Σ = {σ}). However,
the proof of Formula (3) we give in §3.4 is more explicative and natural.
2. If MC is not empty, the open stratum MC is always not empty by Theorem 1.1(ii) but other
strata MC′ , with C′ E C maybe empty. For instance if k = 3, g = 0 and C is a generic tuple of
regular conjugacy classes of GL2, then the underlying graph of ΓC is the Dynkin diagram D4 and vC
is the real root with a 2 at the central vertex and a 1 at the other vertices. Hence by Theorem 1.1
MC =MC = {pt}. In particular MC is the only stratum of MC which is not empty.
3. There is an additive version of character varieties which we define from a generic tuple O =
(O1, . . . ,Ok) of adjoint orbits of gln(C) as the affine GIT quotient
QO :=
(A1, B1, . . . , Ag, Bg, X1, . . . , Xk) ∈ (gln)2g ×
k∏
i=1
Oi
∣∣∣∣∣∣∣∣
g∑
j=1
[A j, B j] +
k∑
i=1
Xi = 0

//
GLn.
The analogue of Theorems 1.1 for QO is known to be true. Its proof relays on a result of Crawley-
Boevey [6] [31, Proposition 5.2.2] which says that QO is a quiver variety. The theorem follows then
from some general results on quiver varieties due also to Crawley-Boevey (see [31, §4] for a review) in
particular irreducibility and a necessary and sufficient condition for non-emptiness of quiver varieties.
Our strategy to study the intersection cohomology of the character varieties MC follows that of
QO which is developed in [31]. However the intersection cohomology of QO is simpler to study as
9it always has a pure mixed Hodge structure ([31, Theorem 7.3.2]) and the mixed Hodge numbers
ihp,q;kc (QO) vanish unless p = q. This implies that QO has vanishing odd cohomology and that the
mixed Hodge polynomial of QO is just the Poincare´ polynomial. In [31, Corollary 7.3.5] we prove
that
Pc(QO; q) :=
∑
i
dim IH2ic (QC,C) qi = qdO/2Hω(0,
√
q), (4)
where ω ∈ To is the type of O and Hω(z,w) is as above (in the semisimple case this formula was first
proved in [20]). However note that not all functions Hω(0, √q) are realized in this way as generic
tuples of adjoint orbits do not exist in any type (unlike generic tuples of conjugacy classes).
If C and O are respectively tuple of conjugacy classes of GLn(C) and tuple of adjoint orbits of
gln(C) of same type, then Conjecture 1.5 together with Formula (4) implies the following conjectural
identity
PPc(MC ; q)
?
= Pc(QO ; q),
where PPc(MC ; q) is the Poincare´ polynomial of the pure part of the cohomology of MC, i.e.,
PPc(MC ; q) =
∑
i
(
dim Gr2iIHic(MC,C)
)
qi. In the semisimple case this was first conjectured in
[20].
4. Our strategy to study cohomology of character varieties or quiver varieties (as above) go through
counting points over finite fields. In the character varieties case this is related with the computation of
convolution products of characteristic functions of Zariski closures of conjugacy classes while in the
quiver varieties case we compute tensor products of irreducible characters of GLn(Fq) [31, Theorem
1.2.2]. More precisely, we prove the followings. Assume that g = 0 and fix a type ω ∈ Tn. Then for
any generic tuple (X1, . . . ,Xk) of irreducible characters of GLn(Fq) of type ω and any generic tuple
(C1, . . . ,Ck) of Fq-rational conjugacy classes of GLn(Fq) such that (C1(Fq), . . . ,Ck(Fq)) is of type ω
we have (see Theorem 4.14 and [31, Theorem 6.10.1])
(q − 1)
〈
XC1 ∗ · · · ∗ XCk , 11
〉
GLn(Fq)
(t√q)dCHω
(
− 1√q , t
√q
)
=: Hω(q, t)
”pure part”
ss❣❣❣❣❣
❣❣
❣❣
❣❣
❣❣
❣❣
❣❣
❣❣
❣
t 7→−1
kk❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱❱
qdC/2 〈X1 ⊗ · · · ⊗ Xk, Id〉GLn(Fq)
(5)
where roughly speaking the ”pure part” is obtained by sending all terms of the form qt2 to q and the
others to 0 (it can be defined more rigorously in terms of specialization). Indeed the pure part of
Hω(q, t) is Hω(0, √q) and by [31, Theorem 6.10.1], we have 〈X1 ⊗ · · · ⊗ Xk, Id〉 = Hω(0, √q). Now
by Conjecture 1.8, the function Hω(q, t) is the w-twisted mixed Poincare´ polynomial of a charac-
ter variety ML,P,Σ and so the weight filtration on the intersection cohomology of character varieties
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could be thought as a way to measure the default of existence of Fourier transforms on the space
of class functions on GLn(Fq). Indeed if there were a Fourier transforms then the two quantities〈
XC1 ∗ · · · ∗ XCk , 11
〉
GLn(Fq) and 〈X1 ⊗ · · · ⊗ Xk, Id〉GLn(Fq) would be equal. In the situation of gln with
conjugacy classes replaced by adjoint orbits and irreducible characters by characteristic functions of
character sheaves, the corresponding two inner products are equal as by Lusztig [36] character sheaves
coincide with Deligne-Fourier transforms of intersection cohomology complexes on Zariski closures
of adjoint orbits. Note also that when the corresponding quiver variety QO mentioned above does
exist, then by the results of [31, §7] the analogue of the two above inner products in gln(Fq) also equal
to the Poincare´ polynomial of QO (which has pure mixed Hodge structure).
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2 Preliminaries
Unless specified, the letter K will denote either C or an algebraic closure Fq of a finite field Fq, and
ℓ will always denote a prime different from the characteristic of K. The letter κ will denote Qℓ if the
characteristic of K is non-zero and C if K = C. For an algebraic variety X/K over K, we will denote by
Hic(X/K, κ) the compactly supported cohomology (this is ℓ-adic cohomology if κ = Qℓ and the usual
cohomology if κ = C).
2.1 Mixed Hodge polynomials and Katz theorem
2.1.1 Katz theorem
Recall that Hkc (X/C,C) is endowed with a mixed Hodge structure as defined by Deligne [10]. Namely
there is a finite increasing filtration Wk• on Hkc (X/C,Q), called the weight filtration, such that the
complexified subquotients (Wkr /Wkr−1)C are endowed with a pure Hodge structure of weight r.
Denote by {hp,q;kc (X)}p,q the mixed Hodge numbers of Hkc (X/C,C) so that {hp,q;kc (X)}p+q=r are the
Hodge numbers of weight r, and define the mixed Hodge polynomial of X/C as
Hc(X/C ; x, y, t) =
∑
p,q,k
hp,q;kc (X)xpyqtk.
The E-polynomial of X/C is defined as
E(X/C ; x, y) := Hc(X/C ; x, y,−1) =
∑
p,q

∑
k
(−1)khp,q;kc (X)
 xpyq.
Let R be a subring of C which is finitely generated as a Z-algebra and let X be a separated R-
scheme of finite type. According to [25, Appendix], we say that X is strongly polynomial count if
there exists a polynomial P(T ) ∈ C[T ] such that for any finite field Fq and any ring homomorphism
ϕ : R → Fq, the Fq-scheme Xϕ obtained from X by base change is polynomial count with counting
polynomial P, i.e., for every finite extension Fqn/Fq, we have
#Xϕ(Fqn ) = P(qn).
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We call a separated R-scheme X which gives back X/C after extension of scalars from R to C a
spreading out of X/C.
Say that X/C is polynomial count if it admits a spreading out X which is strongly polynomial
count.
The following theorem is due to Katz [25, Appendix].
Theorem 2.1. Assume that X/C is polynomial count with counting polynomial P ∈ C[T ]. Then
E(X/C ; x, y) = P(xy).
We will use the notation E(X/C ; x) for E(XC ;
√
x,
√
x).
2.1.2 Intersection cohomology
If X is an equidimensional algebraic variety over K, we denote by IC•X the intersection cohomol-
ogy complex on X with coefficients in the constant sheaf κ as defined by Goresky-MacPherson and
Deligne. If X is non-singular, the complex IC•X is just the complex with the constant sheaf κ in degree
0 and 0 in other degrees. We define the compactly supported intersection cohomology IHic(X, κ) as the
compactly supported i-th hypercohomology group Hic(X,IC•X). Finally we denote by IC•X the simple
perverse sheaf on X obtained by shifting by dim X the complex IC•X.
Characteristic functions. Assume that K is an algebraic closure of a finite field Fq and that X is an
irreducible algebraic variety defined over Fq. We denote by F : X → X the corresponding Frobenius
endomorphism. Let K be in the bounded ”derived” category Dbc(X) of κ-(constructible) sheaves on
X, and assume that there exists an isomorphism ϕ : F∗(K) ≃ K. The characteristic function XK,ϕ :
XF → κ of (K, ϕ) is defined by
XK,ϕ(x) =
∑
i
(−1)iTrace (ϕix,H ixK).
If Y is an open nonsingular F-stable subset of X, we will simply denote by XIC•X the func-
tion XIC•X ,ϕ where ϕ : F
∗ (IC•X) → IC•X is the unique isomorphism which induces the identity on
H0x
(IC•X) for all x ∈ YF.
Mixed Hodge polynomials. Recall (Saito [41], see also [40, Chapter 14]) that IHkc (X/C,C) is en-
dowed with a mixed Hodge structure. Namely there is a finite increasing filtration Wk• on IHkc (X/C,Q),
called the weight filtration, such that the complexified subquotients (Wkr /Wkr−1)C are endowed with a
pure Hodge structure of weight r. If X/C is rationally smooth (i.e. the complex IC•X is isomorphic to
the constant sheaf κ concentrated in degree 0), it coincides with Deligne’s mixed Hodge structure on
Hkc (X/C,C) which is defined in [10].
Denote by {ihp,q;kc (X)}p,q the mixed Hodge numbers of IHkc (X/C,C) so that {ihp,q;kc (X)}p+q=r are
the Hodge numbers of weight r, and define the mixed Hodge polynomial of X/C as
IHc(X/C ; x, y, t) =
∑
p,q,k
ihp,q;kc (X)xpyqtk.
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The Eic-polynomial of X/C is defined as
Eic(X/C ; x, y) := IHc(X/C ; x, y,−1) =
∑
p,q

∑
k
(−1)kihp,q;kc (X)
 xpyq.
If X/C is not rationally smooth, we do not get Eic(X/C ; q) by counting points over finite fields. If
the R-scheme X is a spreading out of X/C and ϕ is a ring homomorphism R → Fq, the best we can
expect is the following formula
Eic(X/C ; q) ?=
∑
x∈Xϕ(Fq)
XIC•Xϕ(Fq)(x). (6)
Note that if X/C is rationally smooth and polynomial count, then the right hand side of the above
formula is the evaluation at q of the counting polynomial of X. Formula (6) is thus a generalization of
Katz formula for intersection cohomology.
Now let us [31, Theorem 3.3.2] recall the conditions for Formula (6) to hold.
Definition 2.2. Let X be an algebraic variety over K. We say that X =
∐
α∈I Xα is a stratification of
X if the set {α ∈ I | Xα , ∅} is finite, for each α ∈ I such that Xα , ∅, the subset Xα is a locally closed
nonsingular equidimensional subvariety of X, and for each α, β ∈ I, if Xα ∩ Xβ , ∅, then Xα ⊂ Xβ.
Assume that X = X/C is irreducible and that it has a stratification X =
∐
α∈I Xα with open stratum
Xαo . Put α ≤ β if Xα ⊂ Xβ, and rα := (dim Xα − dim X)/2.
Say that X satisfies the property (E) with respect to this stratification if there is a spreading out X
of X (say over the ring R), a stratification ∐α∈I Xα of X and a morphism ∇ : ˜X → X of R-schemes
such that:
(1) ˜X and the closed strata Xα are strongly polynomial count,
(2) Xα is a spreading out of Xα for all α ∈ I and the morphism r : ˜X → X obtained from ∇ after
extension of scalars from R to C yields an isomorphism of mixed Hodge structures
Hic( ˜X,Q) ≃ IHic(X,Q) ⊕

⊕
α,αo
Wα ⊗
(
IHi+2rαc (Xα,Q) ⊗ Q(rα)
) , (7)
where Q(−d) is the pure mixed Hodge structure on Q of weight 2d and with Hodge filtration Fd = C
and Fd+1 = 0.
(3) for any ring homomorphism ϕ : R → Fq, the morphism ∇ϕ : ˜Xϕ → Xϕ obtained from ∇ by base
change yields an isomorphism
(∇ϕ)∗ (κ) ≃ IC•Xϕ ⊕

⊕
α,αo
Wα ⊗ IC•Xϕα(rα)
 (8)
of perverse sheaves.
Assume now that all complex varieties Xα (in particular X) satisfy the property (E) with respect
to the stratification Xα =
∐
β≤α Xβ. We have the following theorem [31, Theorem 3.3.2].
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Theorem 2.3. With the above assumption, there exists a polynomial P(T ) ∈ Z[T ] such that for any
ring homomorphism ϕ : R → Fq, we have
∑
x∈Xϕ(Fq)
XIC•Xϕ(Fq)(x) = P(q) (9)
and
Eic(X ; x, y) = P(xy).
As for the E-polynomial, the above theorem suggests to introduce the notation
Eic(X/C ; x) := Eic(X/C ;
√
x,
√
x).
Note that Eic(X/C ; x) is then the specialization at t = −1 of the mixed Poincare´ polynomial
IHc(X/C ; x, t) := IHc(X/C ;
√
x,
√
x, t) =
∑
m,i
(
dim Grm IHic(X/C)
)
xm/2ti.
Note that the mixed Poincare´ polynomial makes also sense for an algebraic variety X defined over
a finite field Fq where the weight filtration on IHic(X, κ) is defined in terms of Frobenius eigenvalues.
2.2 Frobenius formula
For technical reasons we will need to work with κ = Qℓ instead of C (although this is not required for
this section where we could use C). Fixing an isomorphism κ ≃ C gives an involution κ → κ, x 7→ x
such that ζ = ζ−1 for any root of unity ζ.
For a finite group H denote by C(H) the κ-space of all class functions H → κ. The space C(H)
comes with two natural basis, namely the irreducible characters of H and the characteristic functions
1C of conjugacy classes of H that take the value 1 on C and 0 elsewhere. It is also endowed with two
products, the pointwise multiplication (which for characters corresponds to taking tensor products)
and the convolution ∗ defined as
( f1 ∗ f2)(z) =
∑
xy=z
f1(x) f2(y).
We also define the inner product
〈 f1, f2〉H = 1|H|
∑
h∈H
f1(h) f2(h). (10)
Given k-conjugacy classes C1, . . . ,Ck of H and an integer g ≥ 0, define
UC =
(a1, b1, . . . , ag, bg, x1, . . . , xk) ∈ H2g ×
∏
i
Ci
∣∣∣∣∣∣∣∣
∏
i
(ai, bi)
∏
j
x j = 1
 ,
where (a, b) is the commutator aba−1b−1. We have the following well-known formula which goes
back to Frobenius (see [20, §3])
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Theorem 2.4.
#UC
|H| =
∑
χ∈Irr H
( |H|
χ(1)
)2g−2 k∏
i=1
|Ci|χ(Ci)
χ(1) (11)
It will be convenient for us to use the following straightforward formula
#UC
|H| =
〈E ∗ 1C1 ∗ · · · ∗ 1Ck , 11〉H (12)
where
E(z) = #
(a1, b1, . . . , ag, bg) ∈ H2g
∣∣∣∣∣∣∣
∏
i
(ai, bi) = z
 , (13)
and 11 is the characteristic function of the trivial conjugacy class {1}.
3 Basic properties of character varieties
3.1 Character varieties
Fix a genus g compact Riemann surface Σ and a subset S = {a1, . . . , ak} ⊂ Σ. Consider k conjugacy
classes C1, . . . ,Ck of GLn(K) and put C = (C1, . . . ,Ck).
Define
UC :=
(a1, b1, . . . , ag, bg, x1, . . . , xk) ∈ (GLn)2g ×C1 × · · · ×Ck
∣∣∣∣∣∣∣∣
g∏
i=1
(ai, bi)
k∏
j=1
x j = I

where (a, b) denotes the commutator aba−1b−1 and where I denotes the identity matrix. Then UC can
be identified with the space of all representations of the fundamental group π1 (Σ\S ) into GLn(K) such
that the single loop around the puncture ai is sent to the Zariski closure Ci of Ci.
The group GLn acts diagonally by conjugation on UC and we consider then the GIT quotient
MC := UC//GLn = Spec
(
K[UC]GLn
)
which parameterized the closed GLn-orbits of UC. Put UC := UC ∩
(
(GLn)2g ×C1 × · · · × Ck
)
.
It corresponds to the representations π1(Σ\S ) → GLn(K) mapping the single loops into C1, . . . ,Ck.
Denote byMC the image ofUC inMC. Let (UC)Irr be the subset ofUC of irreducible representations.
Definition 3.1. Say that (C1, . . . ,Ck) is generic if ∏ki=1 det (Ci) = 1, and if for any subspace V ⊂ Kn
stable by some xi ∈ Ci (for each i = 1, . . . , k) such that
k∏
i=1
det (xi|V ) = 1
then either V = 0 or V = Kn.
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Our definition of generic tuple is equivalent to that given by Kostov [29, Definition 10].
Example 3.2. If ζ ∈ K is a primitive n-th root of unity, then for any unipotent conjugacy classes
C1, . . . ,Ck, the tuple (C1, . . . ,Ck−1, ζ · Ck) is generic.
We now define a partial order on k-tuples of conjugacy classes of GLn as follows. Given two k-
tuples C = (C1, . . . ,Ck) and C′ = (C′1, . . . ,C′k) of conjugacy classes of GLn, say that C′EC if C′i ⊂ Ci
for all i = 1, . . . , k.
We have the following easy lemma.
Lemma 3.3. Let C1 and C2 be two k-tuples of conjugacy classes of GLn(K) such that C1 EC2. Then
C1 is generic if and only if C2 is generic.
The lemma shows that the existence of generic tuples with prescribed Jordan form reduces to the
case of semisimple conjugacy classes.
Recall the following criterion [20, §2.1].
Proposition 3.4. Assume given a k-tuple µ = (µ1, . . . , µk) of partitions of n and assume that the
characteristic of the field K does not divide the gcd of the parts of µ1, . . . , µk. Then there always
exists a generic tuple (C1, . . . ,Ck) of semisimple conjugacy class of GLn(K) of type µ, i.e., for all
i = 1, . . . , k, the multiplicities of the eigenvalues of Ci are given by the parts of the partition µi.
The aim of this section is to prove the following theorem.
Theorem 3.5. Assume that C is generic and that UC , ∅. Then
(i) (UC)Irr = UC and the quotient map UC →MC is a principal PGLn-bundle in the e´tale topology.
In particular the PGLn-orbits of UC are all closed of same dimension dim PGLn.
(ii) MC is a dense nonsingular open subset of MC (in particular it is not empty).
(iii) The variety MC is irreducible of dimension
dC := 2gn2 − 2n2 + 2 +
k∑
i=1
dim Ci.
When the conjugacy classes C1, . . . ,Ck are semisimple, this theorem is proved in [20, §2.1] except
the irreducibility which is proved in [21] (the proof of the irreducibility is by far the most difficult part).
The assertion (i) is an easy generalisation of the semisimple case as well as the fact that, if not empty,
then MC is nonsingular with connected components all of same dimension dC. Note that since UC
is affine, the fact that UC → MC is a principal PGLn-bundle is equivalent (see Bardsley-Richardson
[2, Proposition 8.2]) to the fact that PGLn acts set-theoritically freely on UC and that the PGLn-orbits
are all separable. Only the irreducibility as well as the equivalence between the non-emptiness of MC
and that of MC require new arguments.
The following next sections are devoted to the proof of the irreducibility of MC and the non-
emptiness of MC (assuming the non-emptiness of MC).
Let us state a corollary.
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Corollary 3.6. Assume that C is generic and UC is not empty. The decomposition
MC =
∐
C′EC
MC′
is a stratification.
Remark 3.7. If MC is not empty and C generic, then the open stratum MC is also not empty by
Theorem 3.5 but other strata may be empty (it is even possible to have MC = MC with C , C, see
§1.2.5 Comment 2).
3.2 Non-emptiness of UC and roots of quivers
When g = 0, the problem of describing the k-tuples C for which (UC)Irr is not empty is stated and
studied by Kostov (see [29] for a survey) who calls it the Deligne-Simpson problem. In [7, Conjecture
1.4], Crawley-Boevey gives a conjectural answer of the Deligne-Simpson problem in terms of root
systems of certain quiver (which we describe below). He proves his conjecture assuming that C is
generic (in which case we have (UC)Irr = UC by Theorem 3.5). In order to state his result (which will
be needed later) and also to extend it for g > 0 we need to explain how to construct this quiver from a
k-tuple of conjugacy classes.
We need to recall the notion of types for conjugacy classes [31, §4.3.1].
Denote by P the set of all partitions including the unique partition ∅ of size 0 and by Pn the
set of partitions of size n. A partition λ , ∅ will be written either in the form (n1, . . . , nr) with
n1 ≥ n2 ≥ · · · ≥ nr or in the form (1m1 , 2m2 , . . . ) where mi denotes the multiplicity with which i appears
in λ. Choose a total ordering ≥ on P (e.g. the lexicographic ordering) and denote by To the set of
non-increasing sequences ω1 ≥ ω2 ≥ · · · ≥ ωr of non-zero partitions which we will denote simply
by ω1ω2 · · ·ωr. We denote by Ton the subset of elements ω = ω1ω2 · · ·ωr of size |ω| :=
∑
i |ωi| = n.
We define the type of a conjugacy class C of GLn(K) to be the sequence ω1ω2 · · ·ωs ∈ Ton where
the partitions ω1, . . . , ωs are given by the size of the Jordan blocks corresponding to the distinct
eigenvalues α1, . . . , αs of C. In particular, sequences of length 1 are the types of the conjugacy classes
with only one eigenvalue, and sequences of the form (1n1 )(1n2 ) · · · (1nr ) correspond to semisimple
conjugacy classes with r distinct eigenvalues of multiplicities n1, . . . , nr.
Given a type ω = ω1ω2 · · ·ωr ∈ To, we draw the Young diagrams of ω1, . . . , ωr respectively from
the left to the right and we also label the columns from the left to the right (with the convention that
partitions are represented by the rows of the Young diagrams).
Example 3.8. If our type is (22)(12), the corresponding Young diagrams are
1 2 3
(14)
Now let d be the total number of columns (in the example above, we have d = 3) and let ni be the
length of the i-th column with respect to our labeling. This defines a type A quiver Γ
•1 •2oo · · ·oo •d−1oo
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equiped with a dimension vector v := (v1, . . . , vd−1) with v1 = |ω| − n1 and vi = vi−1 − ni for i > 1.
Hence from the type of any conjugacy class of GLn we can define a type A quiver ΓC equiped with
a dimension vector vC .
Example 3.9. It is important to notice that the data (Γ, v) does not characterize the type from which
it is defined. For instance any regular conjugacy class of GLn (i.e., conjugacy classes of maximal
dimension n2 − n) will give the same quiver with same dimension vector, namely the type A quiver
with n − 1 vertices and the dimension vector (n − 1, n − 2, . . . , 1).
Given a k-tuple C = (C1, . . . ,Ck) of conjugacy classes of GLn, we define a multi-type in (Ton)k
as above and therefore we obtain k type A quivers ΓC1 , . . . , ΓCk with dimension vectors vC1 , . . . , vCk .
Adding an extra node 0 which we connect to these k graphs and adding g loops on this node we get
the following comet-shaped quiver ΓC
[1, 1] [1, 2] [1, s1]
[2, 1] [2, 2] [2, s2]
[k, 1] [k, 2] [k, sk]
0
together with the dimenion vector vC with coordinate n at the vertex 0 and with coordinates given by
vCi on the legs.
To such a quiver we can associate as in [27] a root system Φ(ΓC).
We then have the following theorem [7, Theorem 8.3].
Theorem 3.10. Assume that C is generic and that g = 0. Then the following are equivalent :
(i) UC is not empty.
(ii) vC ∈ Φ(ΓC).
Moroever UC is reduced to a single GLn-orbit (i.e., MC is a point) if and only if vC is a real root.
Note that if g > 0, then vC is always an imaginary root (actually in the fundamental domain) as
explained in [21, §5.2]. We will see (see Corollary 3.15) that UC is always non-empty when g > 0
and so in the above theorem the condition g = 0 is obsolete.
3.3 Resolutions of character varieties
Let P be a parabolic subgroup of GLn(K) and let L be a Levi factor of P. Let σ live in the center ZL
of L and denote by UP the unipotent radical of P. Put
YL,P,σ :=
{
(x, gP) ∈ GLn × (GLn/P)
∣∣∣ g−1xg ∈ σ · UP} .
It is well-known that the image of YL,P,σ → GLn, (x, gP) → x is the Zariski closure C of some
conjugacy class C of GLn and that the map p : YL,P,σ → C is a resolution of C (see for instance [1]
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and the references therein in the case of nilpotent orbits). The Zariski closure of any conjugacy class
of GLn has a resolution of this form.
If σ has a unique eigenvalue a and the size of the ”blocks” of L gives the partitions µ, then C is the
conjugacy class with unique eigenvalue a and with Jordan blocks of size given by the dual partition
µ′ of µ.
Now assume given a generic tuple C = (C1, . . . ,Ck) of conjugacy classes of GLn(K) with reso-
lutions YLi,Pi,σi → Ci as above. Denote by UL,P,σ the subspace of elements ((ai, bi)i, (x j, g jP j) j) ∈
(GLn)2g ×
(∏k
j=1 YLi,Pi,σi
)
which verify the equation
(a1, b1) · · · (ag, bg) x1 · · · xk = 1.
We have the following theorem.
Theorem 3.11. The geometric quotient UL,P,σ → ML,P,σ exists, is a principal PGLn-bundle in the
e´tale topology and makes the following diagram Cartesian
UL,P,σ
p //

UC

ML,P,σ
p/PGLn //MC
.
Moreover ML,P,σ is nonsingular with connected components all of same dimension.
Proof. It follows from a general theorem of Mumford [39, Proposition 7.1] as the morphism p is
projective and the quotient UC → MC is a principal PGLn-bundle for the e´tale topology. The proof
of the last statement goes exactly along the same lines as the proof of the ”additive version” [31, Proof
of Theorem 5.3.7]. 
Now choose a generic tuple S = (S 1, . . . , S k) of semisimple conjugacy classes of GLn such that
for each i = 1, . . . , k, there exists a representative of S i whose stabilizer in GLn is Li.
Here is the main theorem of this section.
Theorem 3.12. Let K = Fq and consider the Fq-structure on GLn corresponding to the Frobenius
F : GLn → GLn, (ai j)i, j 7→ (aqi j)i, j. For each i = 1, . . . , k, we assume that Pi, Li, σi as well as the
eigenvalues of S i are defined over Fq (i.e. fixed by the Frobenius F). Then UL,P,σ and US are also
defined over Fq and
#ML,P,σ(Fqr ) = #MS(Fqr )
for all integer r > 0.
Remark 3.13. The quiver varieties analogue of this theorem is well-known by a result of Nakajima
(see [31, Proof of Theorem 5.3.7] and references therein).
It is possible as explained in the appendix of [20] to define R-schemes XL,P,σ and XS (for some
subring R of C which is finitely generated as a Z-algebra) which are spreadings out of ML,P,σ/C and
MS/C. We already know [20, Theorem 1.2.3] that MS/C is polynomial count. Hence by the above
theorem ML,P,σ/C is also polynomial count and by Theorem 2.1 we deduce the following result.
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Corollary 3.14. Assume that K = C, then
E(ML,P,σ; x) = E(MS; x).
We actually conjecture (see the more general conjecture 5.9) that the mixed Hodge polynomials
of ML,P,σ and MS agree.
Corollary 3.15. If not empty, the varieties ML,P,σ and MC are both irreducible. They are non-empty
if and only if the vector dimension vC is a root of ΓC. In particular, if MC is not empty, then so is MC.
Proof. Let us first prove the irreducibility. Assume first that K = Fq. For an algebraic variety X of
dimension d defined over Fq, it is now well-known by deep results of Deligne that the coefficient of
qdr in # X(Fqr ) equals the number of irreducible components of X of dimension d and that all complex
conjugates of the eigenvalues of Frobenius on Hic(X, κ) with i < 2d have absolute value less or equal
to qd−
1
2
. Since MS is irreducible (this is the main result of [21]) and that the irreducible components
of ML,P,σ are all of same dimension (by Theorem 3.11), we deduce from Theorem 3.12 that ML,P,σ is
also irreducible. Therefore MC is irreducible. If K = C we deduce the corollary from Corollary 3.14.
Indeed, as MS and ML,P,σ are non-singular, the coefficient of the term of highest degree in E(MS ; x)
and E(ML,P,σ ; x) equals the dimension of the top compactly supported cohomology which is also
equal to the number of irreducible components of maximal dimension.
Suppose thatMC is not empty. ThenML,P,σ is also not empty and so by Theorem 3.12, the variety
MS is not empty. Applying again Theorem 3.10 to S, we get that vS is a root of ΓS (recall that it is
always a root if g > 0, see below Theorem 3.10). But it is not difficult to see that Γ := ΓS = ΓC and
that vS is conjugate to vC under the Weyl group of Γ (see [31, Lemma 5.3.9] for more details). Hence
vC is also a root.
When g = 0, we already know by Theorem 3.10 that if vC is a root, then MC and so ML,P,σ is not
empty. If g > 0 then vC is always in the fundamental domain of imaginary root by [21, Lemma 5.2.3]
and so MS is not empty by [21, Theorem 5.3.10]. Hence both ML,P,σ and MC are not empty.

3.4 Proof of Theorem 3.12
3.4.1 Frobenius formula for resolutions of character varieties
To alleviate the notation, we put G = GLn(Fq) and denote by F : G → G the Frobenius (ai j)i, j 7→
(aqi j)i, j. For a subgroup H of G which is F-stable, we denote by HF the groups of fixed points. Recall
that for any F-stable Levi decomposition P = L ⋊ UP, with P a parabolic subgroup of G and UP the
unipotent radical of P, we have an induction (called Harish-Chandra induction) RGL : C(LF) → C(GF)
defined as
RGL ( f )(g) =
1
|PF |
∑
{h∈GF | h−1gh∈P}
f (πP(h−1gh))
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for any f ∈ C(LF) and where πP : P → L is the canonical projection.
The following lemma is straightforward.
Lemma 3.16. For any F-stable triple (L,P, σ) as in §3.3, we have
#ML,P,σ(Fq) = (q − 1)
〈
E ∗ RGL1(1σ1 ) ∗ · · · ∗ RGLk(1σk ), 11
〉
GF
,
where E is defined in §2.2.
For a semisimple element σ ∈ G, denote by Gσ the subset of elements of G whose semisimple part
is G-conjugate to σ. Note that the map which sends a unipotent conjugacy class C of the centralizer
GG(σ) of σ to the G-conjugacy classe of σ · C is a bijection onto the G-orbits of Gσ.
Proposition 3.17. We have
#ML,P,σ(Fq) = (q − 1)
∑
(C1 ,...,Ck)

k∏
i=1
RGLi(1σi )(Ci)

∑
χ∈Irr (GF )
( |GF |
χ(1)
)2g−2 k∏
i=1
χ(Ci) |Ci|
χ(1) , (15)
where the first sum is over the tuples of (GF)k-conjugacy classes of GFσ1 × · · · ×GFσk .
Proof. This follows from Lemma 3.16 by writing formally RGL (1σ) as a sum of characteristic functions
of conjugacy classes and then by using Theorem 2.4 together with Formula (12). The fact that the
first sum is over conjugacy classes of GFσi follows from the easy fact that the functions RGLi(1σi ) are
supported by GFσi . 
3.4.2 Irreducible characters of GLn(Fq)
We use the same notation as in the previous section. Recall that for any F-stable Levi subgroup L of
some (non necessarily F-stable) parabolic subgroup P of G, Deligne and Lusztig [11] [34] defined a
κ-linear map RGL : C(LF) → C(GF), called Deligne-Lusztig induction, which maps virtual characters
(i.e. Z-linear combination of characters) to virtual characters. It is well-known that this induction does
not depend on the choice of P and it is clear from the definition that it coincides with Harish-Chandra
induction when the parabolic P is F-stable. An irreducible character of LF is called unipotent if it
arises as a direct summand of some character RLT (Id) for some F-stable maximal torus of L.
It is well-known [37] that any irreducible character of GF can be written in the form
RL,AL,θ = ǫGǫLRGL (θ · AL)
for some triple (L,AL, θ) where L is an F-stable Levi subgroup, AL a unipotent character of LF and
θ : LF → κ× a linear character satisfying the properties (a) and (b) of [37, 3.1]. Also here ǫL denotes
the sign (−1)Fq−rank (L). By analogy with Jordan decomposition for conjugacy classes, θ andAL should
be thought respectively as the semisimple and the unipotent parts of RL,AL,θ.
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3.4.3 Proof of Theorem 3.12
We define the type of RL,AL,θ as the GF-conjugacy class of the pair (L,AL). For a pair (L,AL) we
define WGF (L,AL) as the quotient by LF of the normalizer in GF of the pair (L,AL).
If L is an F-stable Levi, then we have an isomorphism L ≃ ∏ri=1(GLni(Fq))di such that the Frobe-
nius F on L corresponds to the Frobenius vF where v acts on each component (GLni )di by circular
permutation of the coordinates. Hence
LF ≃
r∏
i=1
GLni (Fqdi ).
We then define the constant
KoL =

(−1)r−1dr−1µ(d)(r − 1)! if for all i, di = d,
0 if not.
Here µ denotes the classical Mo¨bius function.
Theorem 3.18. For any F-stable generic tuple (C1, . . . ,Ck) of conjugacy classes of G, we have
∑
χ
k∏
i=1
χ(CFi ) =
(q − 1)KoL
|WGF (L,AL)|
k∏
i=1
ǫGǫLRGL (AL)(CFi ), (16)
where χ runs over the irreducible characters of GF of type (L,AL).
Proof. This [20, Theorem 4.3.1 (ii)] re-written in the language of groups. 
Recall that the value of RL,AL,θ at 1 does not depend on θ.
Corollary 3.19. For any F-stable (L,P, σ) as in §3.3 and any F-stable generic tuple S = (S 1, . . . , S k)
of conjugacy classes of G we have
#ML,P,σ(Fq) =
∑
(M,AM)
(q − 1)2KoM(ǫGǫM)k
|WGF (M,AM)|
( |GF |
RM,AM ,Id(1)
)2g−2+k k∏
i=1
〈
RGLi(1σi),RGM(AM)
〉
GF
,
#MS(Fq) =
∑
(M,AM)
(q − 1)2KoM(ǫGǫM)k
|WGF (M,AM)|
( |GF |
RM,AM ,Id(1)
)2g−2 k∏
i=1
|S Fi | · RGM(AM)(S Fi )
RM,AM ,Id(1)
.
where the sum runs over the GF-conjugacy classes of pairs of the form (M,AM) with M an F-stable
Levi subgroup (of some parabolic subgroup of) G and AM a unipotent character of MF.
Proof. It follows from Theorem 3.18 and the Frobenius formulas together with the fact that for any
linear character θ : MF → κ×, we have RM,AM ,θ(1) = RM,AM ,Id(1). 
Hence to prove Theorem 3.12 we are reduced to prove the following theorem.
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Theorem 3.20. For any F-stable Levi subgroups L and M, any elements σ in (ZL)F and any unipotent
character AM of MF, we have
〈
RGL (1σ),RGM(AM)
〉
GF
= |LF |−1RGM(AM)(S F),
where S is an F-stable semisimple conjugacy class of G with a representative whose centralizer in G
is L.
Denote by C(GF)uni the subspace of C(GF) generated by the the Deligne-Lusztig characters RGT (Id)
where T runs over the F-stable maximal tori of G. Since RGM(AM) belongs to C(GF)uni, to prove the
above theorem we are reduced to prove that
〈
RGL (1σ),RGT (Id)
〉
GF
= |LF |−1RGT (Id)(S F), (17)
for any F-stable maximal torus T of G.
The following result will allow us to make a further reduction.
Proposition 3.21. The number
〈
RGL (1σ),RGT (Id)
〉
GF
does not depend on σ ∈ (ZL)F , i.e.,
〈
RGL (1σ),RGT (Id)
〉
GF
=
〈
RGL (11),RGT (Id)
〉
GF
,
for any σ ∈ (ZL)F .
Proof. We pass to the Lie algebra to use a Fourier transform argument. Denote by t, l, g the Lie
algebras of T , L, G respectively, and denote by C(gF) the κ-vector space of functions gF → κ that
are constant on adjoint orbits of gF . Then we can define a Lie algebra analogue of Deligne-Lusztig
induction Rg
l
: C(lF) → C(gF) for any F-stable Levi subgroup L as in [30] (see also [31, §6.5] for a
self-contained review). Recall that if x ∈ gF has Jordan decomposition xs + xn, with xs semisimple
and xn nilpotent, and if g = gsgu is the Jordan decomposition of g ∈ GF such that CG(gs) = CG(xs)
and xn = gu − 1, then
RGT (Id)(g) = Rgt (Id)(x),
and so
〈
RGL (1σ),RGT (Id)
〉
GF
=
〈
Rg
l
(1ζ),Rgt (Id)
〉
GF
,
for any σ ∈ (ZL)F and ζ ∈ gF is such that CG(ζ) = CG(σ). By notation abuse, we still denote by 〈 , 〉GF
the form on C(gF) which is defined by
( f1, f2) 7→ 1|GF |
∑
x∈gF
f1(x) f2(x).
We are now reduced to prove that
〈
Rg
l
(1ζ),Rgt (Id)
〉
GF
does not depend on ζ in the center of lF .
Fix a non-trivial additive character ψ : Fq → κ× and define the arithmetic Fourier transforms
F g : C(gF) → C(gF) by
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F g( f )(x) =
∑
y∈gF
ψ (Trace (xy)) f (y).
for any f ∈ C(gF). Then it is well-known that q− dim G2 F g is an isometry for 〈 , 〉GF (see [30] and the
references therein for the basic properties of Fouriers transforms). Moreover by the main result of
[30] we have the following commutation formula
F g ◦ Rg
l
= ǫGǫLq
dim G−dim L
2 Rg
l
◦ F l.
Hence
〈
Rg
l
(1ζ),Rgt (Id)
〉
GF
= ǫLǫT q−
dim L+dim T
2
〈
Rg
l
(F l(1ζ)),Rgt (F t(Id))〉GF .
Notice that F t(Id) = |gF | · 10 and that F l(1σ) is the linear character lF → κ×, x 7→ ψ(Trace(xσ)).
Denote by Resg
nil the linear map C(gF) → C(gF) that maps a function f to the nilpotently supported
function that takes the same values as f on the nilpotent elements of gF . Denote by Idnil the image of
the identity function by Resg
nil. Since R
g
t
(10) is supported on nilpotent elements, we have
〈
Rg
l
(1ζ),Rgt (Id)
〉
GF
= ǫLǫT qdim G−
dim L+dim T
2
〈
Rg
l
(F l(1ζ)),Rgt (10))〉GF
= ǫLǫT qdim G−
dim L+dim T
2
〈
Resg
nil ◦ R
g
l
(F l(1ζ)),Rgt (10))〉GF
= ǫLǫT qdim G−
dim L+dim T
2
〈
Rg
l
◦ Reslnil
(F l(1ζ)),Rgt (10))〉GF
= ǫLǫT qdim G−
dim L+dim T
2
〈
Rg
l
(
Idnil
)
,Rg
t
(10))〉GF .
The third identity follows from the fact that Deligne-Lusztig induction commutes with restriction to
nilpotent elements. 
We are now reduced to prove the following result.
Proposition 3.22. We the notation of Theorem 3.20 we have
〈
RGL (11),RGT (Id)
〉
GF
= |LF |−1RGT (Id)(S F).
Proof. Denote by WL the Weyl group of L with respect to a split F-stable maximal torus T L of L (i.e.
a maximal torus which is contained in some F-stable Borel subgroup of L). Recall that two elements
h and h′ of a group H endowed with an automorphsim f : H → H are said to be f -conjugate if there
exists g ∈ H such that w = gw′ f (g)−1. Then recall that the LF-conjugacy classes of the F-stable
maximal tori of L are parametrized by the F-conjugacy classes of WL so that T L corresponds to the
F-conjugacy class of 1 ∈ WL (see [31] for a review). For w ∈ WL, we denote by T Lw the F-stable
maximal torus of L in the LF-conjugacy class corresponding to the F-conjugacy class of w. We have
(see for instance [30, Lemme 7.3.1])
RGL (11) =
1
|LF |p |WL|
∑
w∈WL
ǫLǫT Lw R
G
T Lw
(11).
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Recall the orthogonality relations for Green functions (for any two F-stable maximal tori T1 and T2
of G):
〈
RGT1(11),RGT2(11)
〉
GF
=
|NGF (T1, T2)|
|T F1 | |T F2 |
,
where NGF (T1, T2) denotes the set of g ∈ GF such that gT1g−1 = T2. We thus have
〈
RGL (11),RGT (Id)
〉
GF
=
1
|LF |p |WL|
∑
w∈WL
ǫLǫT Lw
|NGF (T, T Lw)|
|T F | |(T Lw)F |
.
If NGF (T, T Lw) , ∅, then |(T Lw)F | = |T F |, ǫT Lw = ǫT and NGF (T, T Lw) ≃ NGF (T ), hence
〈
RGL (11),RGT (Id)
〉
GF
=
ǫLǫT |NGF (T )|
|T F |2 |LF |p |WL|
#{w ∈ WL |NGF (T, T Lw) , ∅}.
Denote by WG(T L) the Weyl group of G with respect to T L, hence WL ⊂ WG(T L). Then the GF-
conjugacy class of T corresponds to a unique F-stable conjugacy class of WG(T L) with representative,
say v ∈ WG(T L). Then T and T Lw are GF-conjugate if and only if w and v are F-conjugate in WG(T L).
Hence
〈
RGL (11),RGT (Id)
〉
GF
=
ǫLǫT |WGF (T )|
|T F | |LF |p |WL|
#{w ∈ WL | v and w are F-conjugate}.
Now by Deligne-Lusztig [11, Corollary 7.2], we have
RGT (Id)(S F) =
ǫT ǫL
|T F | |LF |p
#{g ∈ GF | gTg−1 ⊂ L},
where |LF |p denotes the p-part of |LF |. We are reduced to prove that
|LF |−1 #{g ∈ GF | gTg−1 ⊂ L} = |WL|−1 |WGF (T )| #{w ∈ WL | v and w are F-conjugate}. (18)
We can write
#{g ∈ GF | gTg−1 ⊂ L} =
∑
(w)
# {g ∈ GF | gTg−1 is LF-conjugate to T Lw},
where the sum runs over the set (w) of F-conjugacy classes of WL such that w is F-conjugate to v in
WG(T L).
The group LF acts on {g ∈ GF | gTg−1 is LF-conjugate to T Lw} on the right as g · l = l−1g for any
l ∈ LF . The map
NGF (T, T Lw) → {g ∈ GF | gTg−1 is LF-conjugate to T Lw}/LF ,
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that maps g to gLF is clearly surjective with fibres of cardinality |NLF (T Lw)|. Hence
|LF |−1 #{g ∈ GF | gTg−1 ⊂ L} = |NGF (T )|
∑
(w)
1
|NLF (T Lw)|
= |WGF (T )|
∑
(w)
1
|WLF (T Lw)|
= |WGF (T )|
∑
(w)
1
|(WL)wF |
,
where wF is the Frobenius on WL given by (wF)(u) = wF(u)w−1. Noticing that |WL ||(WL)wF | equals the
cardinality of the F-conjugacy class of w in WL, we deduce Formula (18).

4 Mixed Hodge polynomial of character varieties
4.1 Preliminaries
4.1.1 Exp and Log
Let x1, x2, . . . , xk be disjoints sets of infinitely many variables and let Λ := Q(z,w)⊗Z Λ(x1)⊗Z · · · ⊗Z
Λ(xk) the ring of functions separately symmetric in each set x1, x2, . . . , xk with coefficients in Q(z,w)
where z and w are indeterminates.
For an integer n > 0, consider the Adams operation
ψn : Λ[[T ]] → Λ[[T ]], f (x1, . . . , xk; q, T ) 7→ f (xn1, . . . , xnk ; qn, T n)
where we denote by xd the set of variables {xd1, xd2, . . . }.
Define Ψ : TΛ[[T ]] → TΛ[[T ]] by
Ψ( f ) =
∑
n≥1
ψn( f )
n
.
Its inverse is given by
Ψ
−1( f ) =
∑
n≥1
µ(n)ψn( f )
n
where µ is the ordinary Mo¨bius function.
We define Log : 1 + TΛ[[T ]] → TΛ[[T ]] and its inverse Exp : TΛ[[T ]] → 1 + Λ[[T ]] as
Log( f ) = Ψ−1 (log( f ))
and
Exp( f ) = exp (Ψ( f )) .
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4.1.2 Types of conjugacy classes of GLn(Fq)
Extend the total ordering ≥ onP to the set of pairs (d, λ) ∈ Z>0×(P\{0}), where 0 is the unique partition
of 0, as follows. If λ , µ and λ ≥ µ, then (d, λ) ≥ (d′, µ), and (d, λ) ≥ (d′, λ) if d ≥ d′. We denote
by T the set of non-increasing sequences (d1, λ1)(d2, λ2) · · · (dr , λr) of elements of Z>0 × (P\{0}). The
size of ω = (d1, ω1) · · · (dr, ωr) ∈ T is defined as |ω| := ∑i di |ωi|. The integers d1, . . . , dr are called the
degree of ω. We denote by Tn the subset of ω ∈ T of size n. While Ton parametrizes the types of the
conjugacy classes of GLn(K) (see §3.2), the set Tn parameterizes the types of the conjugacy classes of
GLn(Fq) as follows. Recall (see beginning of §3.4) that F-stable Levi subgroups L defines multi-sets
of pairs of integers {(di, ni)}i=1,...,r such that
LF ≃ GLn1(Fqd1 ) × · · · × GLnr (Fqdr ).
The LF-unipotent conjugacy classes of LF correspond then, via the above isomorphism, to the unipo-
tent conjugacy classes of ∏ki=1 GLni(Fqdi ) which are parametrized by the set of multi-partitions Pn1 ×
· · · × Pnr . Hence the set Tn parametrizes the set of GF-conjugacy classes of pairs (L,C) with L an
F-stable Levi and C a unipotent conjugacy class of LF . The GF-conjugacy class of (L,C) is now what
we call the type of the GF-conjugacy classes of the elements g ∈ GF such that CG(gs) = L and gu ∈ C
where gs and gu are respectively the semisimple and unipotent parts of g.
If the GLn(Fq)-conjugacy class of g ∈ GLn(Fq) is of type ω = (d1, ω1) · · · (dr, ωr), then the
GLn(Fq)-conjugacy class of g is of type
ωo = ω1 · · ·ω1︸    ︷︷    ︸
d1
ω2 · · ·ω2︸    ︷︷    ︸
d2
· · ·ωr · · ·ωr︸    ︷︷    ︸
dr
∈ To
Denote by m : T → To, ω 7→ ωo the map we just defined.
4.1.3 Definition of Hω(z,w)
Denote by T (resp. To) the set of multi-types (ω1, . . . , ωk) in Tk (resp. in (To)k) of same size, i.e.,
|ω1| = · · · = |ωk|. We now define a family {Hω(z,w)}ω∈T of rational functions in the variables z,w.
Consider [20]
Ω(z,w) :=
∑
λ∈P
Hg
λ
(z,w)

k∏
i=1
˜Hλ(xi; z2,w2)
 T |λ| ∈ 1 + TΛ[[T ]] (19)
with
Hg
λ
(z,w) :=
∏
s∈λ
(z2a(s)+1 − w2l(s)+1)2g
(z2a(s)+2 − w2l(s))(z2a(s) − w2l(s)+2)
where the product is over all cells s of λ with a(s) and l(s) its arm and leg length, respectively (see
[20, §2.3.5] for more details), and with
˜Hλ(x; q, t) :=
∑
µ
˜Kµλ(q, t)sµ(x)
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the modified Macdonald symmetric functions as in [16] (as usual sµ(x) denotes the Schur symmetric
function [38]).
Given a family {Aµ(x; z,w)}µ of symmetric functions indexed by partitions, we extend its definition
to types as follows.
For ω = (d1, ω1) · · · (dr, ωr) ∈ T, put
Aω(x; z,w) := Aω1(xd1 ; zd1 ,wd1)Aω2 (xd2 ; zd2 ,wd2) · · · Aωr (xdr ; zdr ,wdr ) ∈ Λ(x).
Remark 4.1. Applying this with Aµ the Schur symmetric function sµ, we have the following. If
ω = (1, (n1))(1, (n2)) · · · (1, (nr)), then sω is the complete symmetric function hλ with λ the partition
(n1, . . . , nr). If ω = (d1, 1)(d2, 1) · · · (dr, 1), then sω is the power symmetric function pλ with λ =
(d1, . . . , dr).
For a multi-type ω = (ω1, . . . , ωk) ∈ T, put
sω := sω1(x1) · · · sωk (xk) ∈ Λ.
The extended Hall pairing on Λ is defined as 〈 , 〉 := ∏ki=1〈 , 〉i where 〈 , 〉i is the Hall pairing on
Λ(xi) which makes the basis of Schur functions orthonormal.
Finally we denote by λ′ the dual of a partition λ. We define the dual ω′ of a multi-type ω ∈ T, by
replacing any partition appearing in ω by its dual.
For ω = (ω1, . . . , ωk) ∈ T, define
Hω(z,w) := (−1)r(ω)(z2 − 1)(1 − w2) 〈LogΩ(z,w), sω′〉
where r(ω) := k|ω| + ∑i, j |ω ji | and where 〈LogΩ(z,w), sω′〉 denotes the extended Hall pairing of sω′
with the coefficient of LogΩ(z,w) in T |ω|.
These functions satisfy the following properties [20, §2.3.6].
Lemma 4.2. The function Ω(z,w) (and therefore Hω(z,w)) is invariant both under changing (z,w) to
(w, z) and under changing (z,w) to (−z,−w).
Remark 4.3. 1. The functions Hω(z,w) were first considered in [20, Formula (1.1.3)] in the case
where each coordinate ωi ofω is of the form (1, (1n1 ))(1, (1n2 )) · · · (1, (1nr )). For a multi-partition µ, the
function Hµ(z,w) introduced in [20] corresponds then to the function Hω(z,w) with µ = (n1, n2, . . . , nr)
replaced by ω = (1, (1n1 ))(1, (1n2 )) · · · (1, (1nr )).
2. The functions Hω(z,w) can be computed recursively using the tables of (q, t)-Kostka polynomials
˜Kµλ(q, t) (see for instance [20, §1.5.5] forω = (ω1, . . . , ωk) with each ωi of the form (1, (1n1 )) · · · (1, (1nr ))).
4.2 The conjectures
We assume that C is a generic tuple of conjugacy classes of GLn(C).
Conjecture 4.4. The mixed Hodge polynomial IHc(MC ; x, y, t) is a polynomial in xy and t, and it
depends only on the type of C (and not on the eigenvalues).
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This conjecture is a natural extension of the semisimple case [20, Conjecture 1.2.1 (ii)].
The map m : T → To defined in §4.1 has a natural section ι : To → T that maps ω1ω2 · · ·ωr to
(1, ω1)(1, ω2) · · · (1, ωr).
Conjecture 4.5. Assume that C is of type ω ∈ To. We have
IHc(MC ; q, t) = (t
√
q)dC Hιk(ω)
(
− 1√q , t
√
q
)
.
In particular we have
PPc(MC ; q) := PPc(MC ;
√
q,
√
q) = qdC/2Hιk(ω)(0,
√
q),
where PPc(X; x, y) := ∑p,q ihp,q;p+qc (X)xpyq is the pure part of the mixed Hodge polynomial.
In the semisimple case, this conjecture is [20, Conjecture 1.2.1 (iii)(iv)].
Remark 4.6. Conjecture 4.5 together Conjecture 4.4 give a complete description of the mixed Hodge
numbers ihp,q;kc (MC). Indeed the first assertion of Conjecture 4.4 says that ihp,q;kc (MC) = 0 unless
p = q.
Conjecture 4.5 together with Lemma 4.2 implies the following one.
Conjecture 4.7 (Curious Poincare´ duality). We have
IHc
(
MC ;
1
qt2
, t
)
= (qt)−dC IHc(MC ; q, t).
See [20, Conjecture 1.2.2] for the semisimple case.
4.3 Eic-polynomial of character varieties
One of the main result of this paper is the following theorem.
Theorem 4.8. Conjecture 4.5 is true after the specialization (q, t) 7→ (q,−1), namely we have
Eic(MC ; q) = qdC/2Hιk(ω)
(
1√q ,
√
q
)
.
If C is a tuple of semisimple conjugacy classes, this theorem is [20, Theorem 1.2.3].
Corollary 4.9. The Eic-polynomial of MC is palindromic, namely
Eic(MC ; q) = qdC Eic(MC ; q−1).
The rest of this section is devoted to the proof of Theorem 4.8. Note that the strategy goes along
the same lines as for the proof of its ”additive” version [31, Corollary 7.3.5] except for the calculation.
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4.3.1 Intersection cohomology complex on UC
Let C = (C1, . . . ,Ck) be a generic tuple of conjugacy classes of GLn(K).
Put
YC := (GLn)2g ×C1 × · · · ×Ck.
The following theorem is the key ingredient for the proof of Theorem 4.8.
Theorem 4.10. If i : UC ֒→ YC denotes the inclusion, then i∗
(
IC•YC
)
≃ IC•UC .
We are going to prove it using the following general result [31, Proposition 3.2.1].
Proposition 4.11. Let X be an irreducible algebraic variety together with a decomposition X =⋃
α∈I Xα where I is a finite set and where the Xα are locally closed irreducible subvarieties. Assume
given an irreducible subvariety Z of X such that
(i) if Zα := Xα ∩ Z is not empty, then it is equidimensional and codimX Xα = codimZ Zα.
Assume moreover that there exists a Cartesian diagram
˜X
f // X
˜Z
g //
˜i
OO
Z
i
OO
such that the conditions (ii) and (iii) below are satisfied.
(ii) f and g are semi-small resolutions of singularities.
(iii) The restriction of the sheaf H i( f∗(κ)) to Xα is a locally constant sheaf for all i.
Let i : Z ֒→ X denotes the inclusion, then i∗(IC•X) = IC•Z .
Consider the natural stratification
YC =
∐
C′EC
YC′ ,
where YC = (GLn)2g ×C1 × · · · ×Ck.
By Theorem 3.5, if not empty, YC′∩UC = UC′ is irreducible of dimension 2g−n2+1+
∑
i dim C′i .
Clearly the codimension of UC′ in UC equals the codimension of YC′ in YC and so the condition (i)
in Proposition 4.11 is statisfied.
Consider resolutions YLi,Pi,σi → Ci for each i = 1, . . . , k as in §3.3 and put
YL,P,σ := (GLn)2g × YL1,P1,σ1 × · · · × YLk,Pk,σk .
Consider the following Cartesian diagram
YL,P,σ // YC
UL,P,σ //
OO
UC
OO
(20)
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where the vertical arrows are the canonical inclusions. The horizontal arrows are both resolutions (see
§3.3) and by a well-known result of Lusztig the top one is semi-small (see [31, §4.3.4] for a review).
Since the diagram is Cartesian and dimYC − dimYC′ = dimUC − dimUC′ for all C′ E C such that
UC′ , ∅, we deduce that the bottom vertical arrow is also semi-small.
The assertion (iii) is well-known (see [30, Proposition 4.3.19] for a review).
As a conclusion Proposition 4.11 applies to our situation and Theorem 4.10 follows.
Corollary 4.12. If the conjugacy classes C1, . . . ,Ck are regular (i.e., of dimension n2−n) or semisim-
ple then the character variety MC is rationally smooth.
Proof. This follows from Theorem 4.10 and the well-known fact that Zariski closure of regular con-
jugacy classes are rationally smooth. 
4.3.2 Characteristic functions of conjugacy classes
Assume that K is an algebraic closure of a finite field Fq and consider the standard Frobenius F :
(ai j)i, j 7→ (aqi j)i, j on G = GLn(K). To alleviate the notation we put XC := XIC•C for an F-stable
conjugacy class C of G. Note that if C is semisimple, then C = C and so XC = 1C .
For a partition λ of n, denote by Cλ the corresponding unipotent conjugacy class of GLn.
Recall [35] that for any two partitions λ, µ ∈ Pn, we have
XCλ(CFµ ) : =
∑
i
dimH2ixµ(IC•Cλ) q
i
= q−n(λ) ˜Kλµ(q),
where xµ ∈ Cµ and where n(λ) = ∑i>0(i− 1)λi. More generally, for any two conjugacy classes Cω and
Cτ of GLn(Fq) of type ω = (d1, ω1) · · · (dr, ωr), τ = (d1, τ1) · · · (dr, τr) ∈ Tn and such that Cτ ⊂ Cω we
have
XCω(CFτ ) = q−n(ω) ˜Kωτ(q), (21)
where n(ω) := ∑ri=1 din(ωi) and ˜Kωτ(q) =∏ri=1 ˜Kωiτi(qdi ).
4.3.3 Formula for Eic(MC ; q)
Let C = (C1, . . . ,Ck) be a generic tuple of conjugacy classes of GLn(C). As in [20, Appendix 7.1], we
can define a finitely generated ring extension R of Z and a k-tuple (C1, . . . ,Ck) of R-schemes such that
Ci is a spreading out of Ci and for any ring homomorphism ϕ : R → Fq, the tuple (Cϕ1 (Fq), . . . ,C
ϕ
k (Fq))
is generic of same type as (C1, . . . ,Ck).
We want to prove the following formula.
Theorem 4.13. For any ring homomorphism ϕ : R → Fq we have
Eic(MC ; q) = (q − 1)
〈
E ∗ XCϕ1 (Fq) ∗ · · · ∗ XCϕk (Fq)
〉
GLn(Fq)
,
where E is as in §2.2.
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The R-schemes MC, UC defined from the R-schemes (C1, . . . ,Ck) in the same way as MC, UC
are defined from (C1, . . . ,Ck) are spreadings out of MC and UC respectively. Recall that for R suffi-
ciently ”large”, the standard constructions of GIT are compatible with base change (see for instance
[8, Appendix B]), i.e., our case, for any ring homomorphism ϕ : R → k into a field k, we have
U
ϕ
C
//PGLn ≃ MϕC.
Fix an homomorphism ϕ : R → Fq. Since the quotient map q : UϕC(Fq) → M
ϕ
C
(Fq) is a principal
PGLn-bundle, we have q∗
(
IC•
M
ϕ
C
)
≃ IC•
U
ϕ
C
and so
∑
x∈Mϕ
C
(Fq)
X
M
ϕ
C
(Fq)(x) =
1
|PGLn(Fq)|
∑
x∈Uϕ
C
(Fq)
X
U
ϕ
C
(Fq)(x).
From Theorem 4.10, we have
X
U
ϕ
C
(Fq)(x) = XCϕ1 (Fq)(x1) · · ·XCϕk (Fq)(xk),
for any x = (a1, b1, . . . , ag, bg, x1, . . . , xk) ∈ UϕC(Fq).
We deduce that
∑
x∈Mϕ
C
(Fq)
X
M
ϕ
C
(Fq)(x) = (q − 1)
〈
E ∗ XCϕ1 (Fq) ∗ · · · ∗ XCϕk (Fq)
〉
GLn(Fq)
.
To prove Theorem 4.13 we are reduced to prove that
Eic(MC ; q) =
∑
x∈Mϕ
C
(Fq)
X
M
ϕ
C
(Fq)(x).
We need to verify that MC satisfies the property (E) above Theorem 2.3 with respect to the stratifi-
cation ∐C′EC MC′ . This is clear (from what we already saw) if we consider the natural morphism
of R-schemes ∇ : ML,P,σ → MC which gives back the resolution ∇C : ML,P,σ → MC of §3.3 after
extension of scalars from R to C. Indeed the condition (1) of the property (E) is satisfied as the strata
MC′ as well as ML,P,σ are polynomial count. For the condition (3), we are reduced, using Theorem
4.10 and the Cartesian diagram (20) to the case of the Zariski closures of single conjugacy classes,
which case is well-known (see [31, §6.4] for a review). For the condition (2) we use the same argu-
ment as for (3) to get the analogue of Formula (8) for mixed Hodge modules (with ∇ϕ replaced by
∇C) and then we take hypercohomology to get Formula (7) (we need to use [18, Theorem 5] to apply
the decomposition theorem for mixed Hodge modules). See also Theorem 5.4 for the more general
context with partial resolutions.
4.3.4 Proof of Theorem 4.8
We put G = GLn(Fq) and denote by F : G → G the Frobenius (ai j)i, j 7→ (aqi j)i, j.
Theorem 4.8 follows from Theorem 4.13 together with Theorem 4.14 below. However note that
Theorem 4.14 is more general that what we need as we are not assuming that the eigenvalues of
conjugacy classes are in Fq.
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Theorem 4.14. Assume given a generic tuple C = (C1, . . . ,Ck) of F-stable conjugacy classes of G
such that (CF1 , . . . ,CFk ) is of type ω ∈ Tn.
Then
(q − 1)
〈
E ∗ XC1 ∗ · · · ∗ XCk , 11
〉
GF
= qdC/2Hω
(
1√q ,
√
q
)
.
For an arbitrary tuple C, we decompose
〈
E ∗ XC1 ∗ · · · ∗ XCk , 11
〉
GF
=
∑
S

k∏
i=1
XCi(C′i F)
 〈1S F1 ∗ · · · ∗ 1S Fk , 11
〉
GF
, (22)
where the sum is over the F-stable tuples S E C.
We saw in §4.1.2 that the GF-conjugacy classes of pairs (M,C) with M an F-stable Levi and C a
unipotent conjugacy class of M are parametrized by the set Tn. We have a natural bijection between
the unipotent conjugacy classes of MF and the unipotent characters of MF so that the the identity
character of MF corresponds to the unipotent regular conjugacy class. This bijection is given by look-
ing at the support of the restrictions of unipotent characters to unipotent elements (the support being
the Zariski closure of a unipotent conjugacy class). Therefore we have also a natural parametrization
of the GF-pairs of the form (M,AM) by Tn.
Let us start with the following proposition.
Proposition 4.15. For any generic tuple S = (S 1, . . . , S k) of F-stable conjugacy classes of G such
that (S F1 , . . . , S Fk ) is of type τ = (τ1, . . . , τk) ∈ (Tn)k, we have
〈
1S F1 ∗ · · · ∗ 1S Fk , 11
〉
GF
=
∑
α∈Tn
(q − 1)Koα
|W(α)|
( |GF |
χα(1)
)2g−2+k
(−1)kn+k f (α)
k∏
i=1
|S Fi |
〈
sα(xi), ˜Hτi(xi; q)
〉
|GF | , (23)
where for α = (d1, α1) · · · (dr, αr) ∈ Tn corresponding to the GF-conjugacy class of (M,AM), we put
W(α) := WGF (M,AM), Koα := KoM , χα := RM,AM ,Id and f (α) :=
∑r
i=1 |αi| so that ǫGǫM = (−1)n+ f (α) .
Proof. This formula is exactly the second formula of Corollary 3.19 noticing that
RGM(AM)(S Fi ) =
〈
sα(xi), ˜Hτi (xi; q)
〉
. (24)
See also the calculation in [20, Page 384]. 
Now by [38, Chapter VI, (6.7)], we have
|GF |
χα(1) = (−1)
f (α)Hα(q)q
1
2 n(n−1)−n(α) . (25)
where for a partition λ, we denote by Hλ(q) the hook polynomial ∏s∈λ(1 − qh(s)) (see [38, Chapter I,
Part 3, Example 2]), and for a type α = (d1, α1) · · · (dr, αr), we put Hα(q) =∏ri=1 Hαi(qdi ).
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Also for a conjugacy class C of GF of type τ, we have
|C|
|GF | = Hτ(q),
where for a partition λ we putHλ(q) := 1aλ(q) with aλ(q) the cardinality of the centralizer of a unipotent
element of GF of type λ, and where Hτ(q) =∏ri=1 Hτi(qdi ).
Put Coα = Koα/|W(α)|. Formula (26) becomes〈
1S F1 ∗ · · · ∗ 1S Fk , 11
〉
GF
=
∑
α∈Tn
(q − 1)Coαq
1
2 n(n−1)(2g−2+k)
(
Hα(q)q−n(α)
)2g−2+k (−1)kn k∏
i=1
〈
sα(xi),Hτi(q) ˜Hτi (xi; q)
〉
, (26)
For any two multi-types ω = (d1, ω1) · · · (dr , ωr) and τ = (e1, τ1) · · · (es, τs), say that τEω if r = s,
di = ei and τi E ωi for all i = 1, . . . , r.
Notice that if C is of type ω, then the map which sends a tuple S = (S 1, . . . , S k) of F-stable
conjugacy classes to the type of (S 1, . . . , S k) restricts to a bijection between the set of multi-types
τ E ω and the set of tuples of F-stable conjugacy classes S of G such that S E C.
Then plugging Formula (26) into Formula (22) and using Formula (21), we find
〈
E ∗ XC1 ∗ · · · ∗ XCk , 11
〉
GF
=
∑
α∈Tn
(q − 1)Coαq
1
2 n(n−1)(2g−2+k)−
∑k
i=1 n(ωi)
(
Hα(q)q−n(α)
)2g−2+k k∏
i=1
〈
sα(xi),
∑
τEωi
(−1)n ˜Kωiτ(q)Hτi (q) ˜Hτi (xi; q)
〉
,
= (q − 1)q 12 (n2(2g−2+k)−kn−2
∑k
i=1 n(ωi))
〈∑
α∈T
Coαq(1−g)|α|
(
Hα(q)q−n(α)
)2g−2+k k∏
i=1
sα(xi),
k∏
i=1
∑
τEωi
(−1)n ˜Kωiτ(q)Hτ(q) ˜Hτ(xi; q)
〉
.
If x = {x1, x2, . . . } and y = {y1, y2, . . . } are two sets of infinitely many variables, we denote by xy
the set of variables {xiy j}i, j.
Proposition 4.16. Let y = {y1, y2, . . . } be an infinite set of variables. With the specialization yi = qi−1
for all i we have
sω′(xy) = (−1) f (ω)
∑
τEω
Hτ(q) ˜Kωτ(q) ˜Hτ(x; q),
for any ω ∈ Tn.
Remark 4.17. This formula generalizes [20, Lemma 2.3.6] noticing that for ω = (1, (1n1 )) · · · (1, (1nr ))
we have sω′ = hµ with µ the partition (n1, . . . , nr).
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Proof. Let ω = (d1, ω1) · · · (dr , ωr) ∈ Tn. Since
sω′(xy) =
r∏
i=1
sωi′(xdi ydi ),
(−1) f (ω)
∑
τEω
Hτ(q) ˜Kωτ(q) ˜Hτ(x; q) =
r∏
i=1
(−1)|ωi |
∑
τEωi
Hτ(qdi ) ˜Kωiτ(qdi ) ˜Hτ(xdi ; qdi ),
we are reduced to prove the proposition for ω a partition, say a partition µ of n.
Recall that sµ(x) = ∑ρ z−1ρ χµρ pρ(x) where χµρ denotes the value of the irreducible character χµ of
the symmetric group Sn at an element of cycle-type ρ and where zρ denotes the cardinality of the
centralizer of an element of cycle-type ρ . Hence
sµ′(xy) =
∑
ρ
z−1ρ χ
µ′
ρ pρ(xy)
=
∑
ρ
z−1ρ χ
µ′
ρ pρ(y)pρ(x)
=
∑
ρ
z−1ρ χ
µ′
ρ pρ(y)
∑
ν
χνρsν(x)
=
∑
ν

∑
ρ
z−1ρ χ
ν
ρχ
µ′
ρ pρ(y)
 sν(x).
On the other hand we have
∑
τEµ
Hτ(q) ˜Kµτ(q) ˜Hτ(x; q) =
∑
ν
∑
τ
Hτ(q) ˜Kµτ(q) ˜Kντ(q)
 sν(x).
We are reduced to prove the following identity.
∑
τ
Hτ(q) ˜Kµτ(q) ˜Kντ(q) = (−1)n
∑
ρ
z−1ρ χ
ν
ρχ
µ′
ρ pρ(y). (27)
As we can see from Formula (24) with M = G, the polynomial ˜Kµτ(q) coincides with the evaluation
of the unipotent character Uµ of type µ at the unipotent element of type τ. Hence the right hand-side
of (27) is the inner product of the restrictions of the unipotent characters Uµ and Uν at unipotent
elements. This formula is well-known and is an easy consequence of the orthogonality relations for
Green polynomials [38, Chapter III, (7.10)]
∑
λ
Hλ(q)Qλρ(q)Qλσ(q) = δρσyρ(q),
with Qλρ(q) =
∑
µ χ
µ
ρ
˜Kµλ(q) and
35
yρ(q) := q−|ρ|zρ
∏
i
(1 − q−ρi)−1
= zρ(−1)ℓ(ρ) pρ(y),
where ℓ(ρ) denotes the length of the partition ρ. 
We deduce that
〈
E ∗ XC1 ∗ · · · ∗ XCk , 11
〉
GF
= (q − 1)q 12 (n2(2g−2+k)−kn−2
∑k
i=1 n(ωi))(−1)kn−
∑k
i=1 f (ωi)
〈∑
α∈T
Coαq(1−g)|α|
(
Hα(q)q−n(α)
)2g−2+k k∏
i=1
sα(xi),
k∏
i=1
sω′(xiy)
〉
= (q − 1)q 12 (n2(2g−2+k)−kn−2
∑k
i=1 n(ωi))(−1)r(ω)
〈∑
α∈T
Coαq(1−g)|α|
(
Hα(q)q−n(α)
)2g−2+k k∏
i=1
sα(xiy),
k∏
i=1
sω′(xi)
〉
= (1 − q−1)q 12 dC(−1)r(ω)
〈
LogΩ
(√
q,
1√q
)
, sω′
〉
= (q − 1)−1q 12 dCHω
(√
q,
1√q
)
.
For the second equality we use that for any two symmetric functions u and v we have 〈u(xy), v(x)〉 =
〈u(x), v(xy)〉 (this can be checked in the basis of power symmetric functions). For the third equality
we use that [20, lemma 2.3.8]
Ω(√q, 1/√q) =
∑
λ
q(1−g)|λ|
(
q−n(λ)Hλ(q))2g+k−2
k∏
i=1
sλ(xiy),
and that for any family {Aµ}µ of symmetric functions indexed by partitions with A∅ = 1, we have [20,
Formula (2.3.9)]
Log
∑
λ
AλT |λ|
 =∑
ω
CoωAωT |ω|.
We thus proved Theorem 4.14.
5 Partial resolutions of character varieties and Weyl group action
When C = (C1, . . . ,Ck) is a generic tuple of F-stable conjugacy classes of G = GLn(Fq) with eigenval-
ues in Fq, Theorem 4.13 gives an interpretation of the coefficients of the polynomials
〈
E ∗ XC1 ∗ · · · ∗ XCk
〉
GF
in terms of the mixed Hodge numbers of the corresponding complex character variety. Our motivation
for introducing partial resolutions of character varieties is to extend this theorem to the case where the
eigenvalues of C1, . . . ,Ck are not necessarily in Fq. The approach follows closely what we already
did in the additive case [31] although the situation is slightly different as character varieties are not
cohomologically pure unlike their additive version. We will therefore skip some details.
36
5.1 Partial resolutions of conjugacy classes
Let P be a parabolic subgroup of GLn(K) and let L be a Levi factor of P. Let Σ be of the form Σ = σD
where σ lives in the center ZL of L and D is a unipotent conjugacy class of L. Denote by UP the
unipotent radical of P. Put
YL,P,Σ :=
{
(x, gP) ∈ GLn × (GLn/P)
∣∣∣ g−1xg ∈ Σ.UP} ,
and YL,P,Σ the open subset of elements (x, gP) ∈ YL,P,Σ such that g−1xg ∈ Σ · UP. It is well-known
that the image of YL,P,Σ → GLn, (x, gP) → x is the Zariski closure C of some conjugacy class C of
GLn. The map p : YL,P,Σ → C is a partial resolution of C. The variety YL,P,Σ is a dense non-singular
irreducible open subset of YL,P,Σ. If D = {1}, then p is a resolution.
Define
WGLn(L,Σ) :=
{
h ∈ NGLn(L)
∣∣∣ hΣh−1 = Σ} /L.
Note that WGLn(L,Σ) ⊂ WGLn(L, D). The group WGLn(L,Σ) acts on the perverse sheaf p∗
(
IC•
YL,P,Σ
)
(see [31, §6.4] and the references therein for more details). More precisely we have
p∗
(
IC•
YL,P,Σ
)
=
⊕
C′EC
AC′ ⊗ IC•C′ , (28)
where the direct sum is over the conjugacy classes contained in C and where AC′ is some representa-
tion space (in general not irreducible) of WGLn(L,Σ). Although it depends on L,Σ we omitt L,Σ from
the notation AC′ for simplicity (see [31, §6.4] for the explicit description of the WGLn(L,Σ)-modules
AC′). Taking the hypercohomology in (28) we find that
IHic(YL,P,Σ, κ) =
⊕
C′EC
AC′ ⊗ IHi+δC′−δCc (C′, κ),
where δC means the dimension of C. The group WGLn(L,Σ) acts on IHic(YL,P,Σ, κ) so that for all
w ∈ WGLn(L,Σ), we have
Tr
(
w, IHic(YL,P,Σ, κ)
)
=
∑
C′
Tr (w, AC′) dim IHi+δC′−δCc (C′, κ).
The GLn(K)-conjugacy classes of the pairs (L, D) as above are naturally parametrized by the
elements of Ton. If x = σu is the Jordan decomposition of x such that the centralizer of σ in GLn(K)
is L and u ∈ D, then the type of the GLn(K)-conjugacy class of x (as defined in §3.2) is the element of
ω ∈ Ton corresponding to the conjugacy class of (L, D) (we call also ω the type of (L, D)). Let ω ∈ Ton
be the type of (L, D).
Write ω ∈ To in the form
ω = α1 · · ·α1︸    ︷︷    ︸
a1
· · ·αs · · ·αs︸   ︷︷   ︸
as
with αi , α j if i , j.
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Then WGLn(L, D) decomposes as a product of symmetric groups
WGLn (L, D) ≃
s∏
i=1
Sai .
Since the conjugacy classes of Sn are parameterized by the partitions of n we have a natural parame-
terization of the elements of the fiber m−1(ω) ⊂ T, where m : T → To is the map defined in §4.1, by
the conjugacy classes of WGLn(L, D).
Call the type of the triple (L, D,w), with w ∈ WGLn(L, D), the element of m−1(ω) corresponding to
the conjugacy class of w.
5.2 Partial resolutions of character varieties and Weyl group action
We now consider k triples {(Li, Pi,Σi)}i=1,...,k as in §5.1 with Σi = σi Di and denote by UL,P,Σ the sub-
space of elements ((a j, b j) j, (xi, giPi)i) of YL,P,Σ := (GLn)2g ×
∏k
i=1 YLi,Pi,Σi which verify the equation
(a1, b1) · · · (ag, bg)x1 · · · xk = I,
and denote by UL,P,Σ the subspace UL,P,Σ ∩
(
(GLn)2g ×∏ki=1 YLi,Pi,Σi). For each i = 1, . . . , k, the
projection pi : YLi,Pi,Σi → GLn on the first coordinate is the Zariski closure of a conjugacy class which
we denote by Ci. The projection on the first 2g + k coordinates gives a surjection p : UL,P,Σ → UC
where C = (C1, . . . ,Ck). The diagonal action of GLn on UL,P,Σ by conjugating the first 2g + k
coordinates and by left multiplication on the last k coordinates makes this map GLn-equivariant.
We have the following theorem (whose proof is exactly the same as for Theorem 3.11).
Theorem 5.1. Assume that C is generic and MC , ∅. Then the geometric quotient UL,P,Σ → ML,P,Σ
exists and is a principal PGLn-bundle in the e´tale topology. Moreover it makes the following diagram
Cartesian
UL,P,Σ
p //

UC

ML,P,Σ
p/PGLn //MC
From now on we assume that C is generic and that MC , ∅. Let ML,P,Σ be the image of UL,P,Σ in
ML,P,Σ.
Theorem 5.2. ML,P,Σ is an irreducible non-singular dense open subset of ML,P,Σ of dimension dC.
Moreover, the restriction of IC•YL,P,Σ to UL,P,Σ is isomorphic to IC
•
UL,P,Σ
.
Proof. Consider the resolution πˆ : M
ˆL, ˆP,σ → ML,P,Σ, (X, g ˆP) 7→ (X, gP) where ˆLi and ˆPi are defined
from (Li, Pi, Di) as follows. We choose a parabolic ˜Pi of Li and a Levi factor ˆLi of ˜Pi such that
the projection Y
ˆLi, ˜Pi,σi → Li, (x, l ˜Pi) 7→ x is a resolution of σiDi. Put ˆPi := ˜P · UP. It is the
unique parabolic subgroup of GLn having ˆLi as a Levi factor and contained in P. Then the map
M
ˆL, ˆP,σ → ML,P,Σ, (xg ˆP) 7→ (x, gP) is surjective. By Corollary 3.15, the variety M ˆL, ˆP,σ is irreducible
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from which we get that ML,P,Σ is also irreducible. The proof of the second assertion goes exactly
along the same lines as for the proof of Theorem 4.10 using the resolution M
ˆL, ˆP,σ → ML,P,Σ. 
Recall the Cartesian diagram
YL,P,Σ
p // YC
UL,P,Σ
OO
p // UC
OO
(29)
where the vertical arrows are inclusions and the horizontal arrows projections on the first 2g + k
coordinates, is Cartesian.
Applying Theorem 5.2, Formula (28) and the proper base change theorem to the diagram (29) we
find the following proposition (taking into account Tate twist).
Proposition 5.3. If K = C or if K = Fq and (L,P,Σ) is defined over Fq, then
p∗
(
IC•
UL,P,Σ
)
=
⊕
C′EC
AC′ ⊗ IC•UC′ (rC′).
where AC′ = AC′1 ⊗ · · · ⊗ AC′k if C′ = (C′1, . . . ,C′k), rC′ = (dC′ − dC)/2 and where we use the same
notation IC• for its mixed Hodge module version if K = C.
Using that the diagram in Theorem 5.1 is Cartesian we deduce (see [31, Proposition 7.1.1] for
more details) the following theorem.
Theorem 5.4. Assume that K = C or that K = Fq and (L,P,Σ) is defined over Fq. Then
(p/PGLn)∗
(
IC•
ML,P,Σ
)
=
⊕
C′EC
AC′ ⊗ IC•MC′ (rC′). (30)
When K = C, taking then the hypercohomology in (30) gives an isomorphism of mixed Hodge
structures
IHic
(
ML,P,Σ,C
)
≃
⊕
C′EC
AC′ ⊗
(
IHi+2rC′c (MC′ ,C) ⊗ C(rC′)
)
. (31)
At the level of mixed Poincare´ polynomials we deduce
IHc
(
ML,P,Σ; q, t
)
=
∑
C′EC
(dim AC′) (qt2)−rC′ IHc
(
MC′ ; q, t
)
. (32)
Put
WGLn(L,Σ) :=
k∏
i=1
WGLn(Li,Σi).
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Then WGLn(L,Σ) acts on AC′ for all C′ E C. We thus get an action of WGLn(L,Σ) on IHkc
(
ML,P,Σ, κ
)
which preserves the weight filtration. Define the w-twisted mixed Poincare´ polynomial as
IHwc
(
ML,P,Σ; q, t
)
:=
∑
m,i
Tr
(
w,GrmIHic(ML,P,Σ)
)
qm/2tk.
We extend the definition of type of triple (L, D,w) in §5.1 to multi-triples (L,D,w) := (Li, Di,Wi)i
in the obvious way (the type of (L,D,w) is now an element in T). Note also that WGLn(L,Σ) ⊂
WGLn(L,D).
Conjecture 5.5. For any w ∈ WGLn(L,Σ) we have
IHwc (ML,P,Σ; q, t) = (t
√
q)dC Hω
(
− 1√q , t
√
q
)
where ω ∈ T is the type of (L,D,w). In particular we have
PPwc (ML,P,Σ; q) = qdC/2Hω(0,
√
q),
where PPwc (ML,P,Σ; q) :=
∑
i Tr
(
w,Gr2iIH2ic (ML,P,Σ)
)
qi.
Remark 5.6. If σi ∈ ZGLn for all i = 1, . . . , k, then WGLn(L,Σ) = WGLn(L,D), and so the above
conjecture gives a cohomological interpretation of the functions Hω(z,w) for all ω ∈ T.
Proposition 5.7. Conjecture 5.5 is equivalent to Conjecture 4.5.
Proof. It is clear that Conjecture 5.5 implies Conjecture 4.5 by taking w = 1 and, for each i = 1, . . . , k,
by taking σi such that CGLn (σi) = Li as in this case the map ML,P,Σ →MC is an isomorphism. Let us
prove the converse. By Formula (30) we have
IHwc
(
ML,P,Σ; q, t
)
=
∑
C′EC
Tr (w | AC′) (qt2)−rC′ IHc
(
MC′ ; q, t
)
,
Let ω ∈ T be the type of (L,D,w), see §5, and let ω+ ∈ To be the type of C. Re-writing the above
formula in terms of types and assuming that Conjecture 4.5 is true we find
(t√q)−dC IHwc
(
ML,P,Σ; q, t
)
=
∑
τEω+
Tr (w | Aτ) Hιk(τ)
(−1/√q, t√q) .
Proposition 5.7 is thus a consequence of the following identity between symmetric functions [31,
Formula (7.4.3)]
(−1)r(ω)sω′ =
∑
τEω+
Tr (w | Aτ) sτ′ .

Put
Eicw(ML,P,Σ; q) := IHwc (ML,P,Σ; q,−1).
Theorem 4.8 implies the following one (see proof of Proposition 5.7).
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Theorem 5.8. We have
Eicw(ML,P,Σ; q) = qdC/2 Hω
(
1√q ,
√
q
)
.
In other words Conjecture 5.5 is true after the specialization (q, t) 7→ (q,−1).
We can always choose from the pair (L,D) a generic k-tuple S = (S 1, . . . , S k) of conjugacy classes
of GLn(K) such that for all i = 1, . . . , k, there exists an element of S i with Jordan decomposition sidi
where CGLn(si) = Li and di ∈ Di.
Conjecture 5.9. We have
IHc
(
ML,P,Σ; q, t
)
= IHc
(
MS; q, t
)
.
This conjecture is an easy consequence of Conjecture 4.5 and Conjecture 5.5. By Proposition 5.7
we get that Conjecture 5.9 is a consequence of Conjecture 4.5.
By Theorem 4.8 and Theorem 5.8 we have the following generalization of Theorem 3.14.
Theorem 5.10. We have
Eic
(
ML,P,Σ; q, t
)
= Eic
(
MS; q, t
)
.
6 Regular unipotent character varieties
Denote by P the subset of multi-partitions (µ1, . . . , µk) ∈ (P)k with |µ1| = |µ2| = · · · = |µk |.
Recall that {Hµ(z,w)}µ∈P is defined by
(z2 − 1)(1 − w2) LogΩ(z,w) =
∑
µ∈P\{∅}
Hµ(z,w)sµ′ .
Put
dµ := (2g + k − 2) |µ|2 + 2 −
∑
i, j
(nij)2,
where ni1, n
i
2, . . . are the parts of the dual partition of µ
i
. Note that dµ = dC for a tuple C of conjugacy
classes of type µ. Note also that d((1n),...,(1n)) = (2g− 2)n2 + 2 and d((n1),...,(n1)) = (2g+ k − 2)n2 + 2− kn.
For each µ ∈ P\{∅}, choose a generic tuple C of conjugacy classes of GL|µ|(K) type µ and denote
by Mgenµ /K the character variety MC.
Theorem 6.1. For any finite field Fq we have
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(q − 1) Log

∑
µ∈P
q1−dµ/2
〈
E ∗ XC
µ1
∗ · · · ∗ XC
µk
, 11
〉
GL|µ|
sµ′
 = q
∑
µ∈P\{∅}
Hµ
(√
q,
1√q
)
sµ′ (33)
=
∑
µ∈P\{∅}
q1−dµ/2Eic(Mgenµ /C ; q) sµ′
(34)
where (Cµ1 , . . . ,Cµk) is a k-tuple of unipotent conjugacy classes of GL|µ|(Fq) of type µ.
The second identity of the theorem is Theorem 4.8.
For any tuple C (generic or not) of conjugacy classes of GLn, denote by [MC] the stack quotient
of UC by GLn.
Since Zariski closures of regular conjugacy classes are rationally smooth we have the following
lemma.
Lemma 6.2. Assume that K = Fq and C = (C1, . . . ,Ck) is defined over Fq. If C1, . . . ,Ck are either
semisimple or regular, then
#[MC](Fq) =
#UC(Fq)
|GLn(Fq)|
=
〈
E ∗ XC1 ∗ · · · ∗ XCk , 11
〉
GLn(Fq) .
Remark 6.3. If we specialize the variables xi = {xi,1, xi,2, . . . } to {T, 0, 0, . . . } for all i = 1, . . . , k in the
formulas of Theorem 6.1 we recover formula [25, Theorem 3.8.1]
Log

∑
n≥0
# Hom (π1(Σ),GLn(Fq))
q(g−1)n2 |GLn(Fq)|
T n
 = (q − 1) Log

∑
λ∈P
Hg
λ
(√q, 1/√q) T |λ|

=
1
1 − q−1
∑
n≥1
H((1n),...,(1n))
(√
q,
1√q
)
T n.
In the following corollary, [Munin ] denotes the stack quotient [MC] with C the unique k-tuple of
unipotent regular conjugacy classes of GLn(Fq), and by Mgenn the generic character variety obtained
from a generic k-tuple of conjugacy classes defined over Fq of type ((n1), . . . , (n1)).
Corollary 6.4. We have
Log

∑
n≥0
(−1)knq1−dn/2#[Munin ](Fq) T n
 = 11 − q−1
∑
n≥1
(−1)knH((n1),...,(n1))
(√
q,
1√q
)
T n (35)
=
∑
n≥1
(−1)knq1−dn/2#[Mgenn ](Fq) T n, (36)
where dn := d(n1),...,(n1).
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The second identity in the corollary follows from the fact that Mgenn is rationally smooth (see
Corollary 4.12). The corollary gives thus an interesting relation between the stack counts of regular
unipotent character varieties and the stack count of the corresponding generic character varieties of
unipotent regular type (i.e. with regular conjugacy classes with only one eigenvalue).
Proof. Consider the ring homomorphism Λ(x) → Q[u] which maps power sums pr(x) to 1 − ur. We
define the u-specialization of a symmetric function as its image under this ring homomorphism (in the
plethystic notation this is f [1− u]). As in [22, §3.1], we define the top degree of a symmetric function
f ∈ Λ(x) of homogeneous degree n as
[ f ] := un f [1 − u−1]|u=0.
The operation f 7→ [ f ] commutes with Log (see [22, Proposition 3.1]) and for a symmetric function
f of homogeneous degree n, we have [22, Lemma 3.3]
[ f ] = (−1)n〈 f , s(1n)〉.
We obtain Formula (35) by taking the top degree of u-specialization in Formula (33).

Proof of Formula (33). The beginning of the proof follows closely that of Theorem 4.14.
For a partition µ we have
XCµ =
∑
λEµ
q−n(µ) ˜Kµλ(q) 1CF
λ
.
Applying this formula together with Formulas (12) and (11) we find
〈
E ∗ XC
µ1
∗ · · · ∗ XC
µk
, 11
〉
GL|µ|
=
∑
χ
( |GL|µ||
χ(1)
)2g+k−1 ∑
λEµ
k∏
i=1
q−n(µ
i)
˜Kµiλi(q)Hλi (q)χ(CFλi ).
Denote by O the set of Frobenius orbits of Gm. Recall that the irreducible characters of GLn(Fq) are
parametrized by the set of all maps h : O → P such that
∑
γ∈O
|γ| · |h(γ)| = n.
This parametrization is chosen so that the function h : O → P that maps {1} to the partition λ ∈ Pn
corresponds to the unipotent character of type λ. The type of the irreducible character χh associated
with a function h : O → P is the type ωh ∈ T given by the collection of pairs (d, λ) ∈ Z≥0 × (P\{∅})
with multiplicity #{γ ∈ O | (d, λ) = (|γ|, h(γ))}.
With this parametrization we have (see Formula (24))
χh(CFλ ) = (−1)|ωh |− f (ωh)
〈
˜Hλ(x; q), sωh
〉
.
Using Formula (25) we have
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〈
E ∗ XC
µ1
∗ · · · ∗ XC
µk
, 11
〉
GL|µ|
=
∑
h∈PO,|ωh |=|µ|
(
(−1) f (ωh)Hωh(q)q
1
2 |µ|(|µ|−1)−n(ωh)
)2g+k−2
q−
∑
i n(µi)(−1)k|ωh |−k f (ωh)
∑
λEµ
k∏
i=1
˜Kµiλi(q)Hλi (q)〈 ˜Hλi (xi; q), sωh (xi)〉
=
∑
h∈PO,|ωh |=|µ|
(
Hωh(q)q
1
2 |µ|(|µ|−1)−n(ωh)
)2g+k−2
q−
∑
i n(µi)(−1)k|ωh |
k∏
i=1
∑
λEµi
˜Kµiλ(q)Hλ(q)〈 ˜Hλ(xi; q), sωh (xi)〉
= q
dµ
2 −1
∑
h∈PO,|ωh |=|µ|
q(1−g)|µ|
(
Hωh(q)q−n(ωh)
)2g+k−2 k∏
i=1
〈sµi′(xi), sωh(xiy)〉
The last equality follows from Proposition 4.16 (see also the calculation after Proposition 4.16).
We thus have
∑
µ q1−dµ/2
〈
E ∗ XC
µ1
∗ · · · ∗ XC
µk
, 11
〉
GL|µ|
sµ′
=
∑
h∈PO
q(1−g)|ωh |
(
Hωh(q)q−n(ωh)
)2g+k−2 k∏
i=1
sωh(xiy)
=
∏
γ∈O
∑
λ
q(1−g)|γ| |λ|
(
Hλ(q|λ|)q|γ|n(λ)
)2g+k−2 k∏
i=1
sλ(x|γ|i y|γ|)
=
∏
γ∈O
Ω
(
x
|γ|
1 , . . . , x
|γ|
k ; q
|γ|/2, q−|γ|/2
)
=
∞∏
d=1
Ω
(
xd1, . . . , x
d
k ; q
d/2, q−d/2
)φd(q)
.
where φd(q) is the number of γ ∈ O of size d.
Now taking Log on both sides we find
Log

∑
µ
q1−dµ/2
〈
E ∗ XC
µ1
∗ · · · ∗ XC
µk
, 11
〉
GL|µ|
sµ′
 = (q − 1) LogΩ(√q, 1/√q)
=
1
1 − q−1
∑
µ
Hµ
(√
q,
1√q
)
sµ′ .

7 Examples: Affine cases
Let C = (C1, . . . ,Ck) be a generic tuple of conjugacy classes of GLn(C) such that the underlying graph
of ΓC is of type ˜D4, ˜E6, ˜E7 or ˜E8 (we must have g = 0) and that vC is a positive imaginary root. Then
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the character variety MC is a surface. In what follow we only treat the case ˜D4 as the other cases are
similar.
We thus assume that k = 4 and that the coordinates of the dimension vector v = vC are 2r, for
some integer r > 0, on the central vertex and r at the edge vertices. Each conjugacy class Ci must
be either semisimple of type (1r)(1r), i.e. with two distinct eigenvalues both of multiplicity r, or of
unipotent type (2r), i.e., it has a unique eigenvalue and r Jordan blocks of size 2. Now we can verify
that if MC′ is a stratum of MC with C′ , C, then it is not empty if and only if three of the coordinates
of C′ are of type (1r)(1r) or (2r) and the other one is of unipotent type (12, 2r−1). Indeed if C′ is of this
form then dC′ = 0 and so vC′ is a real root (see Kac [27, Proposition page 78]), and dC′ < 0 otherwise.
Put
ω0 = ((1r)(1r), (1r)(1r), (1r)(1r), (1r)(1r))
ω1 = ((1r)(1r), (1r)(1r), (1r)(1r), (2r))
ω2 = ((1r)(1r), (1r)(1r), (2r), (2r))
ω3 = ((1r)(1r), (2r), (2r), (2r))
ω4 = ((2r), (2r), (2r), (2r)).
It is conjectured [20, Conjecture 1.5.4] that Hω0(z,w) = z2 + 4 + w2 for all r > 0. Recall that the
complete symmetric functions decompose into Schur symmetric functions as
hµ =
∑
λ
Kλµsλ,
where Kλµ are the Kostka numbers. The Kostka number Kλµ being the number of tableaux of shape λ
with content µ, it is easy to see that
h(r,r) =
r∑
s=0
s(r+s,r−s).
If ω′ ∈ To is the type of C′ E C as above (i.e. with dC′ = 0), then MC′ = {pt} and so conjecturally
Hω′(z,w) = 1, and if ω ∈ To is the type of SEC such that the stratum MS is empty then conjecturally
Hω(z,w) = 0. Hence we have the following conjectural identity for each i = 0, 1, 2, 4
Hω0(z,w) ?= Hωi(z,w) + i. (37)
from which we deduce the conjectural combinatorial identity
Hωi(z,w) ?= z2 + (4 − i) + w2 (38)
for all r > 0 and all i = 0, 1, 2, 3, 4. Conjecture 4.5 implies thus the following one.
Claim 7.1. If Ci denotes a generic tuple of type ωi, with i = 1, 2, 3, 4, then
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IHc(MCi ; q, t) = t
2
+ (4 − i)qt2 + q2t4. (39)
It is known from Oblomkov [12, Theorem 6.14] thatMCo =MCo is isomorphic to S
o
= S \∆ ⊂ P3
where S is a smooth cubic surface and ∆ the union of the coordinate axes. It is then not hard to check
(using the long exact sequence in cohomology) that Hc(S o ; q, t) = t2 + 4qt2 + q2t4 proving that
Formula (39) is true for i = 0 and giving thus a strong support for Claim 7.1. Similar results are also
available for ˜E6, ˜E7, ˜E8 by Etingof-Oblomkov-Rains [12].
Since it is recursive, Formula (38) can be checked by straightforward calculation only for small
values of r. The proposition below gives further evidences.
Proposition 7.2. The conjectural formula (38) is true under both specializations (z,w) 7→ (0, z) and
(z,w) 7→ (z−1, z) for all r.
Proof. For a finite quiver Γ with vector dimension v, denote by AΓ,v(q) the polynomial that counts the
number of isomorphism classes of absolutely indecomposable representations of (Γ, v) over a finite
field Fq. We know [21, Theorem 1.3.1] that Hω0(0,
√q) equals A
˜D4,v(q) where v has coordinate 2r on
the central vertex and r on the edge vertices. By Kac [27], the polynomial AΓ,v(q) is monic of degree
1− 12 tvCv (where C is the Cartan matrix of the quiver Γ) and by Hausel [19] we know that the constant
term of AΓ,v(q) equals the multiplicity of the dimension vector v (this was conjectured by Kac). Hence
A
˜D4,v(q) = q + 4 as the multiplicity of the imaginary roots of ˜D4 equals 4 by Kac [28, Corollary 7.4].
We thus proved that Formula (38) is true under the specialization (z,w) 7→ (0,w) when i = 0. For i =
1, 2, 3, 4, we are reduced to prove that Formula (37) is true under (z,w) 7→ (0,w), i.e., thatHω(0,w) = 1
if and only if the dimension vector vω (as defined in §3.2) is a real root and that Hω(0,w) = 0 if vω is
not a root, but this is [32, Theorem 23]. Let us now discuss the other specialization (z,w) 7→ (z−1, z).
By the comment below Claim 7.1, it is clear that Hω0(z−1, z) = z−2 + 4 + z2. To verify that Formula
(38) is true under the specialization (z,w) 7→ (z−1, z) for i = 1, 2, 3, 4, it is thus enough to verify that
Formula (37) is true under (z,w) 7→ (z−1, z), but this follows from Theorem 4.8. 
References
[1] Fu, B.: Symplectic resolutions for nilpotent orbits. Invent. Math. 151, 167-186 (2003).
[2] Bardsley, P. and Richardson, R. W.: Etale slices for algebraic transformation groups in characteristic p.
Proc. London Math. Soc. 51, 295-317 (1985).
[3] Boden, H. and Yokogawa, K.: Moduli spaces of parabolic Higgs bundles and parabolic K(D) pairs over
smooth curves. I. Internat. J. Math. 7 (1996), no. 5, 573–598.
[4] Bohro, W. and MacPherson, R.: Partial resolutions of nilpotent varieties. In Analysis and Topology on
Singular Spaces, II, III (Luminy, 1981), Aste´risque 101, 23–74 (1983).
[5] Chaudouard, P.-H. and Laumon, G.: Sur le comptage des fibre´s de Hitchin, arXiv:1307.7273.
46
[6] Crawley-Boevey, W.: On matrices in prescribed conjugacy classes with no common invariant subspace and
sum zero. Duke Math. J. 118 (2003), no. 2, 339–352.
[7] Crawley-Boevey, W.: Indecomposable parabolic bundles and the existence of matrices in prescribed con-
jugacy class closures with product equal to the identity. Publ. Math. Inst. Hautes e´tudes Sci. (2004), no. 100,
171–207.
[8] Crawley-Boevey, W. and Van den Bergh, M.: Absolutely indecomposable representations and Kac-Moody
Lie algebras. With an appendix by Hiraku Nakajima. Invent. Math. 155 (2004), no. 3, 537–559.
[9] de Cataldo, M. Hausel, T. and Migliorini, L.: Topology of Hitchin systems and Hodge theory of character
varieties: the case A1, Ann. of Math., 175 (2012), 1329–1407.
[10] Deligne, P.:The´orie de Hodge II. Inst. hautes Etudes Sci. Publ. Math. 40 (1971), 5–47.
[11] Deligne, P. and Lusztig, G.: Representations of reductive groups over finite fields. Ann. of Math. (2)103
(1976), 103–161.
[12] Etingof, P., Oblomkov, A. and Rains, E.: Generalized double affine Hecke algebras of rank 1 and quantized
del Pezzo surfaces. Adv. Math. 212 (2007), 749–796.
[13] Foth, P.: Geometry of moduli spaces of flat bundles on punctured surfaces. Internat. J. Math. 9 (1998),
63–73.
[14] Garcı´a-Prada, O. Gothen, P. B. and Muno˜z, V.: Betti numbers of the moduli space of rank 3 parabolic
Higgs bundles. Mem. Amer. Math. Soc.187 (2007), no. 879, viii+80 pp.
[15] Garcı´a-Prada, O. Heinloth, J. and Schmitt, A.: On the motives of moduli of chains and Higgs bundles,
arXiv:1104.5558 (to appear in J. Eur. Math. Soc.).
[16] Garsia, A.M. and Haiman, M.: A remarkable q,t-Catalan sequence and q-Lagrange inversion, J. Algebraic
Combin. 5 (1996) no. 3, 191-244.
[17] Gothen, P.B.: The Betti numbers of the moduli space of rank 3 Higgs bundles, Internat. J. Math. 5 (1994)
861-875.
[18] Go¨ttsche, L. and Soergel, W.: Perverse sheaves and the cohomology of Hilbert schemes of smooth
algebraic surfaces. Math. Ann. 296 (1993), 235–245.
[19] Hausel, T.: Kac conjecture from Nakajima’s quiver varieties. Invent. Math. 181 (2010), 21–37.
[20] Hausel T., Letellier, E. and Rodriguez-Villegas, F.: Arithmetic harmonic analysis on character and
quiver varieties, Duke Math. J., 160 (2011) no. 2, 323–400.
[21] Hausel T., Letellier, E. and Rodriguez-Villegas, F.: Arithmetic harmonic analysis on character and
quiver varieties II, Adv. Math., 234 (2013), 85–128.
[22] Hausel T., Letellier, E. and Rodriguez-Villegas, F.: Positivity for Kac polynomials and DT-invariants of
quivers, Ann. of Math., 177 (2013), 1147–1168.
[23] Hausel, T. and Thaddeus, M.: Mirror symmetry, Langlands duality and Hitchin systems, Invent. Math.,
153 (2003), 197-229.
[24] Hausel, T. and Thaddeus, M.: Generators for the cohomology ring of the moduli space of rank 2 Higgs
bundles, Proceedings of the London Mathematical society, 88 (2004), 632–658.
47
[25] Hausel, T. and Rodriguez-Villegas, F.: Mixed Hodge polynomials of character varieties, Invent. Math.
174 (2008), no. 3, 555–624.
[26] Hitchin, N.: The self-duality equations on a Riemann surface, Proc. London Math. Soc. (3) 55 (1987)
59-126.
[27] Kac, V.: Root systems, representations of quivers and invariant theory. Lecture Notes in Mathematics, vol.
996, Springer-Verlag (1982), 74–108.
[28] Kac, V.: Infinite dimensional algebra. Third edition Cambridge university press.
[29] Kostov, V.P.: On the Deligne-Simpson problem, C. R. Acad. Sci. Paris Se´r. I Math. 329 (1999), 657–662.
[30] Letellier, E.: Fourier Transforms of Invariant Functions on Finite Reductive Lie Algebras. Lecture Notes
in Mathematics, Vol. 1859, Springer-Verlag, 2005.
[31] Letellier, E.: Quiver varieties and the character ring of general linear groups over finite fields, J. Eur.
Math. Soc., 15 (2013), 1375–1455.
[32] Letellier, E.: Tensor products of unipotent characters of general linear groups over finite fields, Trans-
form. Groups, 18 (2013), 233-262.
[33] Logares, M. Muno˜z, V. and Newstead, P.: Hodge polynomials of SL(2,C)-character varieties of surfaces
of low genus, arXiv:1106.6011.
[34] Lusztig, G.: On the finiteness of the number of unipotent classes, Invent. Math., 34 (1976), 201–213.
[35] Lusztig, G.: Green polynomials and singularities of unipotent classes, Adv. in Math., 42 (1981), 169–178.
[36] Lusztig, G.: Fourier transforms on a semisimple Lie algebra over Fq , Algebraic groups Utrecht 1986,
Springer, Berlin, 1987, pp. 177–188.
[37] Lusztig, G. and Srinivasan, B.: The characters of the finite unitary groups, Journal of Algebra, 49 (1977),
167–171.
[38] Macdonald, I.G: Symmetric Functions and Hall Polynomials, Oxford Mathematical Monographs, second
ed., Oxford Science Publications. The Clarendon Press Oxford University Press, New York, 1995.
[39] Mumford, D., Fogarty, J. and Kirwan, F.: Geometric Invariant Theory, Ergebnisse der Mathematik und
ihrer Grenzgebiete (2), Springer-Verlag, 34 (1994), xiv+292.
[40] Peters, C. and Steenbrink, J.: Mixed Hodge Structures. Springer-Verlag Berlin 52 (2008), xiv+470 pp.
[41] Saito, M.: Mixed Hodge Modules. Publ. Res. Inst. Math. Sci., 26 (1990), 221–333.
[42] Simpson, C.T.: Nonabelian Hodge theory. Proceedings of the International Congress of Mathematicians,
Vol. I, II (Kyoto, 1990), 747756, Math. Soc. Japan, Tokyo, 1991.
