In this note, we prove some results on the classification of compact complex homogeneous spaces. We first consider the case of a parallelizable space M = G/Γ , where G is a complex connected Lie group and Γ is a discrete cocompact subgroup of G. 
Introduction
In this paper, M is a compact complex homogeneous manifold and G a connected complex Lie group acting almost effectively, holomorphically, and transitively on M. We refer to the literature [5, 6, [8] [9] [10] [11] [12] 14, 21, 22, 31, 32] quoted at the end of this paper for the classification of complex homogeneous spaces which are pseudo-kählerian, symplectic or admit invariant volume forms.
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We separate our introduction into 5 subsections. The readers who are only interested in a general picture might go directly to Sections 1.1 and 1.5. We build a general compact complex homogeneous space, up to a finite covering, as a torus bundle over the product of two special spaces in Section 1.1. One of them, which we call a semisimple space, was already exhibited in both [12, 15] . We devote our Section 1.5 to the other, which we call a reduced space, which is, up to a finite covering, a fiber bundle over a torus with a typical fiber a product of primary spaces and a parallelizable manifold. Section 1.4 is dedicated to the case of the spaces of 1-step, which is the major case we considered here. The general case (respectively the primary spaces) can be built up from this case (respectively the primitive spaces). We consider the primitive spaces in Section 1.3. In the Lie algebra level, the primitive space is decomposed into the data related to those B factors in Section 1.2, and we will classify these data there. Section 1.2 is the core of this paper. An expert might mainly be interested in Theorem D, in which one also finds many examples.
In this paper, we regard the Lie algebra G of a Lie group G as a part of that Lie group. Therefore, if there is no confusion, we also use G to represent the Lie algebra G.
1.1.
Our starting point is the following proposition of [23] .
Proposition 1. Let M = G/Γ , where Γ is discrete and cocompact. If a Levi subgroup of G is simple and acts non-trivially on the radical R of G, then it is a Lie group of type
The possibility of factors of type E 8 was left open because at that time it was not known whether groups of type E 8 would satisfy the Hasse principle. Subsequently Chernousov [7] showed that only factors of type A l can occur.
We shall use following generalization (see also [33, Proposition 2.8.2] 2 ).
Theorem A. Let G, Γ , and R as in Proposition 1 and S a Levi subgroup of G. Then any simple factor of S which acts non-trivially on R is of type A l .
The foundation of the proof for Theorem A comes from the theory of Galois cohomology (see [24] ). The cornerstone of our solution to the classification of compact complex homogeneous spaces is our Theorem D which naturally leads to our theorems. Although we use Theorem A to prove Theorem D, we could just as well have done the proof with only the results of Galois cohomology of classical Lie groups which can be found in [20] . One of difficulties in constructing all our proofs is that for a connected complex Lie group G with an abelian nilradical N , the reductive group G/N does not always act reductively on N . We shall deal with this difficulty in different ways (in particular, in the proof of Theorem A and those of Theorems D-H).
Theorem B. Let G, Γ , S, and R be as in Theorem A. S 1 (respectively S 2 ) be the normal subgroup of S such that each simple factor of S 1 (respectively of S 2 ) acts trivially (respectively non-trivially) on R. Then, up to a finite covering, G/Γ is a torus fiber bundle over a product S 1 /Γ 1 × S 2 R/Γ 2 C 0 , where C 0 is the identity component of the center C of G and Γ 1 (respectively Γ 2 ) is a discrete subgroup of S 1 (respectively of S 2 R/C 0 ). In particular, S 2 has only factors of type A l .
This structure theorem was suggested in [12] . We use a generalization of [12, Lemma 5] for its proof.
An indirect application of Theorem B is the following Main Theorem I to the classification of compact complex homogeneous spaces. 
acts non-trivially on R/R ∩ H .
The first factor S 1 /H 1 is a reductive compact complex homogeneous space and has a description in [12, Announcement, Main Theorem C] (see also [15] ), which is a fiber bundle over a compact rational homogeneous space S 1 /P 1 with reductive parallelizable manifold as a fiber. And H 1 contains the nilradical of the parabolic subgroup P 1 of S 1 .
We call S 1 /H 1 a semisimple space and S 2 R/H 2 a reduced space. Theorem C cannot be derived directly from Theorem B. Its proof requires a case by case checking. This is where Theorem A is applied.
We also make use of several observations. Theorem 2 in Section 3 is one of them. We use Morita theory in the proof of Theorem 2 which basically gives the existence of the compact complex homogeneous spaces in the following theorems. And any cocompact discrete subgroup of N S 2 R (H 0 2 )/H 0 2 induces a compact complex homogeneous space with the universal covering S 2 R/H 0 2 . Our major work here is to find all the possible pairs (S 2 R, H 0 ). The computation of the multiplicities of the k-representations for an algebraic number field k is a very powerful tool in our proof and was fortunately done in [30] . At the beginning, we cannot expect that the reductive part
But we can consider the case in which F acts reductively, and prove later that F indeed acts reductively on the submodule of the Lie algebra of nil(J 2 /H 0 2 ) consisting of all the non-trivial representations of the simple factors of J 2 which are not simple factors of S 2 . This is one of the reasons Theorems F-H are true.
This reduces the classification of compact complex homogeneous spaces to that of S 2 R/H 2 in Theorem C, which is much more tractable than the original problem.
From now on, in this introduction, we shall assume that M = G/H is a reduced space and G = SR is a Levy decomposition
This condition makes our description simpler, while the corresponding results below still hold without this condition.
We let S 1 (respectively S 2 ) be the normal subgroup of S containing the simple factors of S which are not contained in J (respectively are contained in J ). We call any one of the simple factors of J which is not in S a factor A or an A factor, and any simple factor of S 1 (respectively of S 2 ) a factor B (respectively a factor C) or a B factor (respectively a C factor). In Theorem C, we show that the only possible B factors are classical Lie groups.
For a homogeneous space G/H we try to find all the possible pairs of data (B, A), where B is one of the B factor and A are those A factors in B. We call a non-trivial representation of a factor B, as a submodule of the Lie algebra of R, a primitive representation if the nilradical of J is abelian and the rational quotient F Q of J Q = (J /H 0 ) Q , which comes from H /H 0 , acts irreducibly on the nilradical of J Q . We call a primitive representation a representation E and the homogeneous space with a primitive representation a primitive space. Without loss of generality, we try to find all possible pairs (B, A) with a non-trivial primitive space. Fixing a Cartan subalgebra in B ∩ J , we notice that A is generated by some simple root vectors of B and denote the indices of these simple roots by I = I (B, A). Hence, we shall actually try to find all the possible data (B, A, I, E) (some time we use the rank n instead of B if we already know the type of B). If A, and hence I , is empty, we denote it by (B, E).
One observation in Corollary 2 which we found was that F contains the complete given Cartan subalgebra of B in J . We state another observation as Lemma 4 that the Lie algebra of H 0 contains no negative simple root vector. The inequality (1) in our Corollary 3 is very powerful in narrowing down the possibilities. These are some of the reasons why we can classify all these data (B, A, I, E).
When we describe the A factors in a factor B, we should use the notation G 0 to describe the simple factors of the realization G R , in the factor B, of the arithmetic group G. But by abuse of notation, we use G instead of G 0 in this paper. We also note here that all the division algebra of degree 2 are quaternions. We let H i be the fundamental weights of the factor B, we have the following theorem.
Theorem D. For each type of classical Lie algebra, we have a classification of the data in the lists below:
• In the case B = A n , we have (
Altogether we have 7 series and 12 exceptional ones for the possible data (B, A, I, E) for a primitive representation including E.
To have some examples of reduced space, one might take anyone in above lists and let G = BE. H 0 consists of the group generated those one parameter subgroups corresponding to the negative root vectors which are not in A and the A irreducible representations in E which do not contain any highest weight vector. One of the simplest examples comes from (a7) of the case B = A n with n = 1. In this case E = sl(2, C) and B acts on E as the adjoint representation. Let α be the simple root of B, then E −α , α, E α generate B. Let F −α , α E , F α be the corresponding triple basis in E.
We can assume that the integer part of N is (Z + Zi)e 1 + (Z + Zi)e 2 where
and the integer part of F can be generated by the matrix M = 2 1 1 1
. We have defined e 1 and e 2 such that E −α and F α are the eigenvectors of M.
Another example comes from (a3) of the case B = A n with n = 3. In this case E = sl(4, C). B acts on E as the adjoint representation. Let α i be the simple roots of B
Let F α for all roots α and α E i be a corresponding basis in E. 
Then we can consider N ∩ B, N ∩ E as the C extensions of two copies of D with A 1 acting on the left and A 2 on the right. To get a k torus action which corresponds to C(α 1 + 2α 2 + α 3 ), we apply the matrix M in the last example. Let 
We also use the small letter and the lower case of these notations to denote the corresponding types of J/H , i.e., we have
We observe that only A Without loss of generality we assume that the adjoint action of the reductive quotient of J/H 0 on its nilradical is locally faithful. We call this kind of space a reduced primitive space (we notice here that this condition is stronger than a space being reduced and primitive). Otherwise, we just consider the quotient by the kernel of the adjoint action of J/H 0 .
Before we state our further results we need some terminology. We say that two complex homogeneous manifolds are isogenous if they are isomorphic up to a finite covering, i.e., they have a common finite covering which is comparable with the group actions. We say that a space G (respectively isogenous in the Lie algebra level) if they are both, up to actions of torus, isogenous (respectively isogenous in the Lie algebra level) to a same space. We also abuse the notation * to express a twist concept of product
with E * = H i,j for some combination of H i,j such that each H i,j appears once and only once, and H i,j 1 , H i,j 2 , j 1 = j 2 cannot appear in a same summand (examples can be found in the last part of the fifth section). We have the following theorem.
Theorem E. The reduced primitive compact complex homogeneous spaces, up to actions of some torus, are isogenous in the Lie algebra level to one of following 12 cases:
where k i , i = 1, 2, 3, 4 are nonnegative integers, and kB means k copies of B.
Once we have non-trivial A factors, the structure of the reduced primitive spaces can be described by the theory of division algebras. Therefore, the classification is basically finished. But the case (6) is more difficult, since we need more on the Q-structure of the torus action including the Cartan subgroup.
1.4.
For the case that the nilradical of J/H 0 is abelian, we call the manifold a compact homogeneous space of 1-step (the nilradical of J/H 0 has one step). We observe that all the examples in [1, 23, 28] fall in this class. 4 We have the following theorem.
Theorem F. Any reduced space of 1-step is isogenous to T × L with T a torus and L is, up to an action of a torus, isogenous (i.e., ) to (up to a finite covering, this induces an embedding) a product of a parallelizable manifold and several reduced primitive compact complex homogeneous spaces such that each projection of the image is onto.
To have another description, we need the following definition: A complex homogeneous space is called a complete reduced primitive space if it is a primitive space and is in a minimal isogeny class respect to the partial order . Then we have:
Theorem G. Any reduced space M of 1-step is in an isogeny class a product M 0 of a parallelizable manifold and some complete reduced primitive homogeneous spaces. In particular, M is a homogeneous M 0 bundle over a torus.
One can also see the last part of Section 6 for a more detail construction.
1.5.
We will consider the general spaces in detail in [13] . To complete the picture here, we call a compact complex homogeneous space a primary space if the 1-step space obtained by modulo the right action of the commutator of the nilpotent radical of N G (H 0 )/H 0 on its universal covering (see Section 4, for example) is a complete reduced primitive space and prove the following Main Theorem II:
Theorem H. Any reduced space M is in an isogeny class
a product M 0 of a parallelizable manifold and some primary spaces. In particular, M is a homogeneous M 0 bundle over a torus.
These theorems give a classification of compact complex homogeneous spaces up to building blocks.
In Section 2 of this paper, we give some basic background for compact complex homogeneous spaces and general representation theory of a semisimple Lie algebra. In Section 3, we give some results on the representation theory of a k-linear algebraic group over an algebraic number field k. In Section 4 we give a complete proof of Theorem A, which is the Lie algebra foundation for Theorem B and part of Theorem C. In Section 5 we shall deal with the representational part of the Lie algebra aspect of Theorem C and prove Theorem D, which is the core of this paper. Finally, in the last section, we finish the global picture of Theorem B and that of Theorem C and those of the others.
Preliminaries

2.1.
A rational homogeneous manifold Q is a compact complex manifold which can be realized as a closed orbit of a linear algebraic group in some projective space. Equivalently, Q = S/P where S is a complex semisimple Lie group and P a parabolic subgroup, i.e., a subgroup of S which contains a maximal connected solvable subgroup (Borel subgroup). Every homogeneous rational manifold is simply-connected and is therefore an orbit of a compact group. In general, a quotient K/L with K compact and semisimple carries a K-invariant complex structure which is projective algebraic if and only if L is the centralizer C(T ) of a torus T ⊂ K.
A parallelizable complex manifold is the quotient of a complex Lie group by a discrete subgroup [31] . It is a solv-manifold or nil-manifold according as the complex Lie group is solvable or nilpotent. In the same way, we can define reductive parallelizable manifolds and semisimple parallelizable manifolds.
2.2.
We recall Tits' result [29] on the fibration of compact homogeneous spaces.
Proposition 2. Let G be a connected complex Lie group and H a closed complex subgroup such that G/H is compact. Then G/ Norm G (H 0 ) is a rational homogeneous space and Norm G (H 0 )/H is connected and parallelizable. Moreover, if G/H → G/R is a holomorphic fibration with parallelizable fiber
R/H , then R ⊂ Norm G (H 0 ); if in addition the base G/R is rational homogeneous, then R = Norm G (H 0 ).
2.3.
Here we collect some results we need from the representation theory of the semisimple Lie algebras (cf. [17, pp. 67-69, 113]). Let s be a semisimple Lie algebra, t a Cartan subalgebra, ∆ an ordered root system, ∆ + the positive roots. We let δ = 1 2 α∈∆ + α and {α 1 , . . . , α l } be the set of simple roots. We also let {H 1 , . . . , H l } ⊂ t be a set of elements dual to the simple roots such that 2(H i , α j )/(α j , α j ) = δ ij . We have the following proposition.
Proposition 3. Let s be a semisimple Lie algebra. Then: (a) An element in t is a highest weight for an irreducible representation if and only if it
can be expressed as a i H i with a i nonnegative integers. The statements (a), (b), and (d) come from the standard representation theory, while (c) will be explicitly described in Appendix A, which is very useful in this paper.
2.4.
Here we give some algebraic concepts which we used throughout this paper.
Let k be an algebraic number field. Therefore, Q ⊂ k. Then, there are only finite many embeddings of k to C, which are identity maps over Q. If there is no embedding τ of k such that τ (k) ⊂ R, we call k a total imaginary algebraic number field.
For any ring A with identity, let a, b be two elements of A, Q = A + Ae 1 + Ae 2 + Ae 3 be a A algebra with the condition that e 2 1 = a, e 2 2 = b, e 3 = e 1 e 2 = −e 2 e 1 . We call Q a quaternion algebra (a, b) over A. If Q is a division algebra, we call Q a quaternion (a, b). For the details of the quaternions, we refer the readers to [27, 2.11, 6.4] .
For any algebraic number field k, let v be a valuation (or an absolute value). Then the valuation v gives a metric on k. One denote k v to be the completion. For more details of the field k v , we refer the readers to [24, Chapter 1] and [27, 5.6, 6 .4].
Representation of k-linear algebraic groups over an algebraic number field
Here we collect some results on the representation theory of the k-algebraic reductive groups with k an algebraic number field. First we have (see [4, p. 87 In the p-adic case we apply the Morita theory as in [27, p. 362, Lemma 3.5] . Let e i = E ii = diag(0, . . . , 0, 1, 0, . . ., 0) andf = f (e 1 , e 1 ) which is a hermitian form on V e 1 over K/k. It is not difficult to see that x = xe i = xE 1i e 1 E 1i . The argument there implies that f is isotropic if and only iff has Witt index n. Now if m > 2, thenf is a hermitian form of dimension mn 3n over K and hence of dimension 6n > 4 over k. We observe that it is isotropic over k and hence over K. Let x 1 be an isotropic vector in V e 1 and y 1 ∈ V e 1 such thatf (x 1 , y 1 ) = 0,
Thenf induced a hermitian form on V 1 and V 1 has dimension 6n − 4 over k. In this way, we can get x i , y i , V i for i < n and V n−1 has dimension 6n − 4(n − 1) = 2n + 4 > 5 over k. Therefore, the Witt index n, and G is isotropic. ✷ Remark.
(1) Another argument for the last part of this proof is: for a p-adic local field (2) But the original argument also shows that for m = 2,f can be anisotropic. We might choose a quadratic extension
is the unique k p nonsplit quaternion and hence 1, −d, −π, dπ is anisotropic. We just let f = 1, −π, 1, −1, . . ., 1, −1 .
Corollary 1. In the case that D is a quaternion, G is
We also need the following theorem for the representation of the reductive k-linear algebraic groups. Proof. By Tits' result on the representation theory of k-semisimple groups (see [30, Theorem 7 .2]), we observe that the irreducible representation of a semisimple group is determined by the highest weight up to the action of the Galois group. Now any irreducible representation of G which is non-trivial to its semisimple part is a sum of irreducible representations over C which is non-trivial to its semisimple part. The G irreducible representation contains just the representations over C which have the same highest weight up to the Galois group action and the G action (the action on G may not be the same as that on the semisimple part of G). ✷ For further results on the representation theory of a k-reductive linear algebraic groups, we refer the readers to [30] .
Determination of the simple factors of a compact parallelizable manifold
In this section, we consider M to be a compact complex parallelizable manifold as in Theorem A. Here we need the following theorem of Wang (see [25, Now we observe that the lattice Γ 2 = Γ ∩ N is isomorphic to Z 2 dim N . By Γ 1 acting on 6 Γ 2 , we observe that S 2 is isogenous to the real form of a Q-anisotropic algebraic group as the semisimple part of a reductive Q-linear algebraic group (see [24, p. 58, Theorems 2.3, 2.4]. By taking the algebraic closure of G/N if it is necessary, we shall have an algebraic Q-group). By the classification of Q-algebraic groups, we have
C if k i has s real embeddings and 2t complex embeddings into C. Since S 2 is a complex group, we have that s = 0 and k i is a totally imaginary algebraic number field. By the following theorem (see [24, p. 352 
Determination of the triple B, A, and I
In this section, we shall deal with the Lie algebra aspects of our theorems. We notice that arguing as above we can reduce Theorem D to the situation where the nilpotent radical 5 This paragraph is unnecessary if we pass to the Q-group structure as in the following paragraph. However, the construction here will be used later. 6 After we finished this paper, we were told about [33] and Propositions 2.8.1 and 2. 
Lemma 1. Let M be a compact complex homogeneous space. Let G be a connected complex Lie group of holomorphic automorphisms acting transitively and effectively on M, H be the isotropy subgroup, and J = N G (H 0 ) be the normalizer of H 0 in G. Let G = SR be a Levi decomposition of G. Then with respect to a Cartan subalgebra in S ∩ J , H decomposes into eigenvector spaces. If h ∈ H is an eigenvector with nonzero eigenvalue, then h = h s + h r such that h s ∈ S ∩ H and h r ∈ R ∩ H.
Proof. Since J ∩ S is parabolic, its Lie algebra contains a Cartan subalgebra in S. Since H is an ideal of J , it must be decomposed into its eigenvector spaces.
If h is an eigenvector with nonzero eigenvalue such that h is not in R, then there is an s = sl(2, C) generated by root vectors in S such that h = h s + h r and h s ∈ s, h r ∈ R with weight α.
If h r = 0, then there is an h − r ∈ R which is eigenvector with weight −α such that Proof. There is a Cartan subalgebra contained in B ∩ J such that A is generated by the G α for a set of the simple roots (α 1 , . . . , α k ). By our assumption, all the negative root vectors e −α such that the coefficient of some α i , i ∈ (1, . . . , k) is nonzero are in H. Hence the actions of any fundamental weight H i corresponding to these simple roots are trivial, but the actions of H i on J ∩ R/H ∩ R have the same positive eigenvalue as for the highest weight vector for each non-trivial irreducible representation of B in R. Therefore, B acts trivially on R. ✷
Corollary 2. If a simple factor B of G has an element in J which acts non-trivially on R J , then every element in the Cartan subalgebra of B acts non-trivially on the nilradical of R J .
Proof. We may assume the element b is in the Cartan subalgebra. Otherwise we may assume that b = b i ∈ B, a = a j ∈ R J such that is an eigenvector with a nonzero eigenvalue or e 2 = a j is an eigenvector with a nonzero eigenvalue. In both cases, we can easily obtain a b in the Cartan subalgebra which acts non-trivially on e 1 or e 2 . Now we want to prove that every element c in the Cartan subalgebra of B acts nontrivially on R J . If c is in the Cartan subalgebra of some factor A in Lemma 3, then we are done. If c is not in the Cartan subalgebra of any factor A, then [c, e −α ] = 0 for a simple root α such that e −α ∈ R J . If corollary does not hold for this c, we have that e −α ∈ H. Applying the argument in the proof of Lemma 3 to the fundamental weight H corresponding to α we have a contradiction. ✷ By the result of the last section, we know that the factors A in Lemma 3 must have the type of A l . Now we want to discuss the possible representations of these factors on R J . The second statement follows from the first statement, otherwise the nilradical of J/H 0 is not abelian. ✷
Lemma 4. Every negative simple root eigenvector which is not in any
The application of the unimodular property in the proof of this lemma is the basic method we used in both this paper and in [12] . Now we come to the point of clarifying the possibility of the representations. The representations of A l are classified by the fundamental weights. If the highest weight is H 1 (respectively H 1 ⊕ H l ), the representation comes from the standard one of SL l+1 (respectively SU l+1 ). And the 2H 1 (respectively 2H 1 ⊕ 2H l ) comes from the symmetric quadratic form representations. The H 2 (respectively H 2 ⊕ H l−2 ) comes from the antisymmetric quadratic form representation.
Lemma 5. The only possible representation of
where D's are quaternions.
Proof. Suppose that B is of type A n , then the highest weight vector in B must be e −α for a simple root α. It must be type of H 1 .
Suppose that B is of type B n . If A is generated by α k , k < n, the highest weight vector is e −α k , k n. It is a type of H 1 .
If A is generated by e −α n , then the representation of A is of type 2H 1 . This situation occurs only if n = 2. If n > 2, then the other simple factor must be generated by e −α i , i < n − 1. And this cannot happen, since the only possible representation of B is either H 1 + 2H n (if A is of type A 2 ) or H n−2 + 2H n (if A is of type A 1 ). But the action of H n−1 on the representation of A in B has an eigenvalue H n−1 , −α n−1 = −1, while the action of H n−1 on both possible representations of B have eigenvalues H n−1 , H 1 + 2H n = 1 + n − 1 > 1 and H n−1 , H n−2 + 2H n = n − 2 + n − 1 = 2n − 3 > 1 (for the calculation of H i we refer to the Appendix A).
Suppose that B is of type C n , then the highest weights are either e −α k , k < n, which are of type H 1 , or e −α n , which is a type of 2H 1 .
The second case occurs only when A is of type A 2 n−1 , which must be SU m (D, f ) . By counting the multiplicity of the representation (see [30, 8.2] ), we observe that D must be a quaternion, therefore n = 4 or 2. In the case n = 2, B = B 2 . Therefore, n = 4.
Suppose that B is of type D n , the representation is either H 1 or H 2 .
The later case occurs only if the highest weight is −α n (respectively −α n−1 ), A is generated by α i , i < n (respectively i < n − 1 and i = n). By the multiplicity of the representation (see [30] again), we obtain that A is of type
Suppose that B is of type E k , k = 6, 7, 8, then the representation are of type H 1 except the case that the highest weight comes from α k−2 which is the root at the end of the shortest branch of the graph and A is generated by other simple roots, which is a type of H 3 . The H 3 case cannot occur by calculating both H k−2 , H 3 = 9/(9 − k) > 1 and
Suppose that B is of type F 4 , the representations are of type H 1 except the case that the highest weight comes from α 2 with A generated by α i , i = 3, 4 (refer to the Appendix A), which is a type of H 2 . This cannot happen since both H 2 , H 1 + 2H 3 = 22 > 2 and
Suppose that B is of type G 2 , then the representation are of type H 1 except the case the highest weight is α 2 and A is generated by α 1 , which is a type of 3H 1 . This cannot happen since H 2 , 3H 1 = 9 > 3. ✷ As in the proof of the last lemma, we observe:
for all j then α i must be in some factor A.
We then have the following lemma.
Lemma 6. Any factor B must be a classical Lie group.
Proof. If B is of type G 2 , the only possible situation in the last lemma is that A is generated by α 2 and α 1 is not in A. We check that in this case the inequality (1) holds, therefore it cannot occur.
If B is of type F 4 , the only i for which the inequality (1) does not hold is i = 1 with j = 4. But this cannot happen, otherwise there must be another i for which the inequality does not hold since A must be type of A l .
We observe that the inequality always holds for E 8 . If B is of type E 7 , the possible i's for which the inequality does not hold are i = 1 with j = 7, or i = 7 with j = 1. In both cases i = 5 should not be in any factor A, since A must be type of A l . But the inequality holds for i = 5, therefore both cases cannot occur.
If B is of type E 6 , the only H i such that certain coefficients of α j are 1 are
and A is generated by α k , k = 4, 3, 2, this cannot occur. In the same way, we observe that i = 6 does not occur. We also observe that if i = 4, A is generated by α k , k = 1, 2, 3, 5, 6, this does not occur by the last lemma.
We also observe that for the non-classical groups, all linear sum of H i 's with nonnegative integer coefficients cannot be the sum of the simple roots since at least one of the coefficients of some α i is > 1. Therefore, the case of abelian nilradical does not occur. ✷
Lemma 7. If B is a classical group of a type other than A n , then one of the situations in the lists after Theorem D holds.
Proof. In the case of D n , we have two situations: (1) α 1 is not in any A. (2) α 1 is in some A.
If (1) occurs, then there is an α i , i > 2 which is not in any A. We observe that i must be n − 1 and n. In this case the highest weight of the representation of B in R must be H 2 .
The torus commuting with SL 1 (D) and acting not as a multiplication of a constant on each C component of D 2 corresponding to each B must be a torus in SL 2 (D) and has at most dimension 3.
If A = SU 2 (D, f ) for a quaternion D over a quadric extension K/k, then n = 6. Let a be the non-trivial element of the Galois group of K/k. Then by H 1 acting trivially on the representation generated by α k , k = 5, 6, the torus generated by H 1 is defined over K. The torus generated by H 1 , H 5 − H 6 is invariant under a and is a k-torus, which comes from a maximal torus in SL 1 (D) multiplying from the other side. And the torus generated by H 1 − H 5 − H 6 is a k-torus as the multiplication of the elements in K whose k-determinants are 1.
If (2) occurs, then A is either generated by α i , i < n − 1 or by α i , i < n. By n > 3, we observe that in the first case we have n = 5 by counting multiplicities (see [30] again) and E = H 1 ⊕ H 1 . This can only occur if there is another 1-dimensional C torus which acts on one copy of H 1 as a and on the other as a −1 since the two copies of H 1 have the same eigenvalues for any element in the torus and this is not true for the other two representations coming from α i , i = 4, 5.
And in the second case, we have n = 4 by counting multiplicities (see [30] ) and E = H 2 . Thus the torus comes from the K multiplication of elements whose determinants are 1.
In the case of C n , either (1) α 1 is not in any A, we have n = 2, i.e., B = B 2 ; or (2) α 1 is in some A, this only happen in the situation of Lemma 5 (2) .
In both the D n and C n cases, there is no linear combination of H i 's with nonnegative integer coefficients such that it is the sum of all simple roots. Therefore, the abelian case cannot occur. But for B n , H 1 is the sum of all simple roots. Therefore, we have (1) in the second list after Theorem D.
In the case of B n , either α 1 is not in any A or α 1 is in some A. In the first situation, we have n = 2, which is just the case (3) of Lemma 5. Otherwise, there is another α i which is not in any A, then i > 2 and this can not happen.
In the second situation, α 1 is in an A. Then n = 2 and A = SL 1 (D, f ) which is generated by α 1 . ✷ Now we are coming to the most difficult case of A n .
Lemma 8. In the case of A n , if there is an α i which is not in any factor A and e −α i is the highest weight vector of the product of two factors
, then E = H 1 + H n and we have the following cases:
And in all these cases, the representation generated by e −α i as a representation of A is of type H 1
Proof. In this case, we must have
for some k < i < j such that H j + H k provides the highest weight for another representation in R of the factors A 1 and A 2 with A 2 next to A 1 . But we have that the coefficient of
and is equal to 1 if and only if k = 1, j = n. That is, A 1 = SL l 1 +1 and A 2 = SL l 2 +1 are both of type A 2 , and there is no other simple root outside A m , m = 1, 2 which is not α i . Proof. We only need to consider B = A n and only need to check the situation near α 1 .
We observe that
If α 1 is not in any A, we have two cases: (1) A is SL 1 (D), or (2) A is of type A 2 . In the first case, the other representations of the A factor next to α 1 come from the representation of B in R involving the representation of B with highest weight H 2 . We want to see that there is only one of them. The coefficient of α 1 in H 2 is
that is, the twice of this coefficient is > 1 since n > 3. By counting the multiplicity, we observe that D must be a quaternion.
In the second case, the same consideration shows that D is a quaternion. If α 1 is in some A, we let α i be the first simple root which is not in any A. Then the coefficient of α i in the H i−1 will be
Twice of this coefficient is > 1 if n > 3. As before, we observe that lemma holds. In the case B = A 3 , A can be chosen to be generated by (1) n = 3, A is generated by α 2 , the representation of B is H 2 ⊕ H 2 .
(2) n = 2, A is generated by α 2 , the representation of B is either
Proof. If α 1 is not in any A, the coefficient of α 1 in H 2 is (n + 1 − 2)/(n + 1). 2(n + 1 − 2)/(n + 1) 1 if n > 2, and it is equal to 1 if and only if n = 3. This proves (1).
If n = 2, the coefficient is 1 3 we have (2) . If α 1 is in some A, then the coefficient of α 2 in H 1 is (n − 1)/(n + 1). Twice of this coefficient is 1 since n > 3. Therefore, we can have only one representation of B with highest weight H 1 . As we observed in the proof of Lemma 8, the other representation of B must be the representation with highest weight H n . Therefore, α n is in some A and n = 3l + 1. This is (3). ✷ 
(2) n = 5l + 3, A is generated by α i , i = 5k + 1, 5k + 2, 5k + 3. the representation of B is H 1 ⊕ H n , but this does not occur. Proof. In this case R J is generated by e −α i for all the simple roots and some highest weight vectors. We observe that the only possible representations of B such that the sum of the highest weights is the sum of the simple roots are those in the lemma. ✷ In considering the situation that the representation of the semisimple part of J/H 0 is trivial on the abelian N , we need to look more closely at the structure of the Lie group F = J/H 0 . F = S × T 1 T 2 N with T 1 a maximal reductive subgroup in the radical and T 2 a T 1 invariant complement of N in the Lie group T 2 N . Without loss of generality, we consider the case in which S is the identity. The lattice of F induces a lattice in T 1 T 2 as the quotient group F/N and induces a Q structure T Q of F/N regarded as a subset of T 1 T 2 . With the Q structure N Q of N , we obtain a Q structure F Q = T Q N Q of F . Now we consider the subgroup F 1 of F which is generated by T Q . Then N 1 Q = F 1 ∩ N Q is invariant under the action of F Q , i.e., invariant under the adjoint action of T Q . But T 1 acts trivially on (N 1 Q ) R , this cannot happen in the situation in Lemma 12. We observe that N 1 Q is trivial, i.e., T 1 T 2 is actually an abelian group.
The second case in Lemma 12 can actually occur, e.g., if there is an extra 1-dimensional torus C * which acts on H 1 the same as a but on H n as a −1 . In this situation the group F is exactly as those in B = B n+1 and the first case of the Lemma 12 with B = A n+1 . To prove this, we can modify the construction in [2, pp. 95-96] as follows: first F = T C n+2 as a semidirect product with action of T on C n+2 defined by (t 1 , . . . , t n ) ⊗ a ∈ T n × C * = T ⊂ SL(n + 1, C) × C * :
and define a homomorphism
It can also happen that several pairs of (A n i , H 1 + H n i ) with different {n i } and several pairs of (A n j , H 1 ⊕ H n j ) with different {n j } as well as several pairs of (B n k , H 1 ) with different {n k } occur together. For example, if we have a torus D n acting on C n+1 , we choose a group of {n i }, {n j }, {n k } such that i (n i + 1) + j (n j + 1) + k (n k + 2) = n + 1, and we regard the C n+1 as ( i C n i +1 ) ⊕ ( j C n j +1 ) ⊕ ( k C n k +2 ) and apply above construction individually and regard ( i T n i ) ⊗ ( j T n j ) ⊗ ( k T n k +1 ) as the subgroup of T n with each T n i (respectively T n j , T n k +1 ) acting only non-trivially on C n i +1 (respectively C n j +1 , C n k +2 ).
The above construction also works on the non-trivial twist product of two of the factors in the case (6) of Theorem E. For examples,
Global structure theorems
Now we are able to place our manifolds in a global structure. First, we prove some lemmas.
Lemma 13 (cf. [12] 
=n i for all i } by the main theorem in [18] (see also [19, p. 5 , Proposition 2.4], here we regard G and M as subgroups of the semiproduct GM, i.e., ρ(g)n i = n i is the same as n i gn 
Proof.
We first prove the theorem in the case when M is parallelizable manifold. By Lemma 14, we observe that the centralizer of R is S 1 C, where C is the center of G, and (S 1 C) ) are compact parallelizable manifolds. By S 1 C ∩ S 2 R = C we obtain the torus bundle over the product of S 1 /(H C 0 /C 0 ) and S 2 R/H C 0 up to a finite covering.
We apply the result in the parallelizable case to J/H in the general case and by the result of the last section we observe that S 1 is exactly the product of B factors whose Cartan subalgebra in J acts trivially on the radical part of J/H and S 2 is exactly the product of B factors whose Cartan subalgebra in J acts non-trivially on the radical part of J/H . ✷ Proof of Theorems E, F. We observe from the list of Theorem D that the semisimple part of J/H 0 in S 1 , i.e., the product of the A factors, consists of either copies of the same simple arithmetic group, or copies of the same product of two simple arithmetic group acting on joint irreducible representation with non-trivial actions, which occurs only in the cases (a1, 2, 3, 4) of the first list after Theorem D. Therefore, the situations in the list of Theorem E are the only possible combinations (see also the paragraph after the proof of Lemma 12). We have Theorem E.
If we have a 1-step compact complex homogeneous space, we assume that the nilradical of F = J/H 0 is a product of almost irreducible representations (i.e., these representations cannot be decomposed into a sum of non-trivial submodules) s i=1 V i of the adjoint action of the reductive quotient of F with V 1 , . . . , V k in the center of F , V k+1 , . . . , V k+l not coming from any reduced primitive complex homogeneous space and V k+l+1 , . . . , V s coming from primitive complex homogeneous spaces (i.e., their reduction to (Γ 0 ) R as we described before Lemma 1 is a sum of irreducible G 1 /N 1 representations with some non-trivial B factors). From the classification of primitive spaces, we observe that all the n i in the construction before Lemma 1 act actually trivially on V i for i ∈ (k + l + 1, . . . , s). Hence, V i are actually irreducible for the G 1 /N 1 action with i ∈ (k + l + 1, . . . , s). Then, we let T = V 1 . . . V k , P be the parallelizable manifold corresponding to F 0 = F/V 1 . . . V k V k+l+1 . . . V s and Q be the parallelizable manifold corresponding to F 0 /C F 0 (F 0 ). We also let P i be the primitive complex homogeneous space corresponding to V i , i > k + l, and Q i be its reduced primitive complex homogeneous space. Then, S 2 R/H 2 → T P P i → T Q Q i is isogenous to a homogeneous submanifold. We have Theorem F. ✷ Notice that the isogeny in the proof of Theorem F may not be an onto homomorphism. 
will have a structure of a complex homogeneous space and it is a covering space of a compact complex homogeneous space which can be isogenous to a homogeneous subspace of a product of reduced primitive homogeneous spaces but the homomorphism is not onto.
To construct this example, we can assume that the nilradical of G 1 is V = V 1 ⊗ N 1 ⊕ V 2 ⊗ N 2 where each N i is the nilradical of M i . The T action on V is the natural one. While we do not require that the T C action be the complexification of T , we assume that the T C acts trivially on the product of dim C V i copies of semisimple part of G i and properly on the nilradical of G i such that if e 1 , . . . , e k , e k+1 , . . . , e l is a basis of eigenvectors of the T action on V with eigenvalue α i and only e 1 , . . . , e k are in the nilradical of (J 1 /H 1,0 ) dim C V 1 × (J 2 /H 2,0 ) dim C V 2 , and we let T C act on e i with eigenvalue α i + (α k+1 + · · · + α l )/k for each i < k + 1. The action above can be extended to the whole nilradical of (G 1 ) dim C V 1 × (G 2 ) dim C V 2 such that for each element of the same irreducible representation of a B factor T C has a common eigenvalue (this is well defined since the complex homogeneous spaces are 1-step).
We shall see that the above construction can be regarded as a general structure for compact complex homogeneous spaces. And hence a ij > 0 for all the cases.
Proof. By direct checking, we observe that all these H i satisfy the condition (2(H i , α j ))/ (α j , α j ) = δ ij . ✷
