Abstract-This paper proposes a new and optimal moving average model that reduces the problems of alternative models. The random (noisy) nature of financial time series creates difficulties when modelling with any method. The most common linear model to deal with this issue of noise is the moving average. These filters come with the drawback of lag, a delay between the model output and the financial data. As more noise reduction is demanded from the models the lag increases. This lag is a hindrance in a market place where individuals are competing for timely and quality information. This paper derives an optimal moving average model which reduces the lag and increases the level of noise reduction. The proposed model was compared against four of the common moving averages and shown to be superior in both lag reduction and noise reduction.
I. INTRODUCTION
Financial time series are heavily affected by noise. Noise is considered to be the unpredictable part of the data. There is so much noise within asset prices that they are modelled as purely stochastic processes [1] where the returns are sampled from a Gaussian distribution. The general literature on time series identifies two forms of noise, dynamical and measurement [2] - [4] . Dynamical noise is within the system while measurement noise is the result of measurement error. This unwanted noisy component of time series can be removed, to varying degrees, through the use of noise reduction models [4] . Time series noise reduction models can be divided into two categories, offline and online.
Offline models make the assumption that the signal or time series is finished. This assumption allows all the known data to be used. These models have been the largest area of research which includes such models as wavelets [5] , singular value decomposition [6] , empirical mode decomposition [7] , particle filters [8] , and singular spectrum analysis [9] . The issue when applying these models to financial time series processing is that they require the knowledge of all future and past data to filter current data, a requirement that cannot be met in finance.
Online models are well suited for financial time series filtering. These models process the signal as it is received. Common examples of online models include exponential smoothing [10] , the kalman filter [11] , and the array of filters from the signal processing literature. While the literature on signal processing is rich, the aims of the algorithms are different to those of stock price analysts. The algorithms aim to remove certain frequencies on a stationary and oscillating signal rather than noise reduction on a non-stationary and chaotic signal.
Only a small number of online models have been designed for filtering asset prices and there is little theory behind the models. For about two hundred years, moving averages have been used by analysts to filter data for improved quantitative analysis and visual presentation. The earliest recorded use was by John Finlaison in 1829 for smoothing mortality rates [12] . A simple moving average (SMA) takes a sliding window of a time series and records the average of the data within the window. A few variations of the SMA are used by financial analysts for trading securities. These online models have been advanced in the signal processing field. However, for estimation problems, such as asset price estimation, there has been no theoretical advancement. The models in use by practitioners are simple and primitive. Investors use different combinations of these models and their parameters to determine when to buy and sell assets. A comparison of two types of filters for this purpose was performed by [13] while [14] optimized the models with a particle swarm algorithm. Authors also report time series forecasting success with these online models as in [15] where moving average outputs are given as input to neural networks.
Moving averages take on the following form, given a time series { 1 , 2 , ⋅ ⋅ ⋅ , }:
are the moving average coefficients (MACs).
There are only 4 linear models among the examined literature. The simple moving average (SMA) sets 1 = 2 = . . . = = 1/ [16] . Practitioners then manipulated the MACs to achieve a smaller amount of lag. The weighted moving average (WMA) sets the vector [16] . The hull moving average (HMA) is a modification of the WMA, which has less lag [17] . Given that WMA( , ) is the WMA of series y with coefficients, the HMA is calculated as:ŷ
The major problem with these linear models (and all online models) is lag. Put simply, when the estimate (ˆ) of the asset price ( ) made at time is a better estimate of the price at − ; then is the lag. As more noise reduction is demanded from the algorithms, increases.
There is one more issue with the development of these models, there appears to be a lack of a concise methodology for testing. While it appears that lag is an important factor in this problem, current methodologies do not take this into account. For measuring noise reduction, there are two options. The first, and most common, is the signal to noise ratio (SNR) [20] . This is a very compact and simple method, however, it assumes that the actual smooth time series is known and that there is no lag. The alternative is to use one of the many spectrum methods to measure the noise level, for example, power spectrum analysis, correlation dimension analysis and recursive analysis [21] , [22] . The draw back here is the large output of the algorithms which results in high computational time for tasks involving thousands of comparisons. Again, lag is not considered. This paper presents a new, theoretically founded, moving average smoothing model and the developed methodology used to compare with previous models. It will be seen that the SMA is a specific case of the proposed model lending some theory to the already established models. Section II presents the new model and the derivation, section III discusses the evaluation methodology used to test the performance of the proposed model, section IV presents the results and finally section V discusses the conclusions and future work.
II. PROPOSED MODEL
The proposed model calculates the MACs that produce the smoothest curve. The model makes two assumptions, that the noise free price data is a smooth curve and that the returns of the data are Gaussian.
It needs to be understood that while this model focuses on increasing the smoothness, the problem is identical to reducing lag. For example, if the new model can smooth at lag 5 to the same level as was previously attainable at lag 10, then lag has been reduced by 5 lags.
To express this problem the underlying time series first needs to be represented in a trajectory matrixȳ and the corresponding time series vector y needs to be adjusted to match. The trajectory matrix is calculated as follows, considering the time series { 1 , 2 , . . . , } let be the number of coefficients in the model, then:ȳ
. . . 2 3 . . .
The model coefficients are represented in a column vector , consistent with (1), and the resulting moving average is thenŷ =ȳ . The model then needs to try to balance two conflicting attributes of the final curve: (a) the accuracy of the curve to the original series and (b) the smoothness of the curve. The accuracy is expressed with the normal least squares method ||y −ȳ || 2 . Drawing on the landmark paper of Whittaker [23] [24] . The problem is then a least squares problem:
where is a smoothing factor. Differentiating with respect to and setting to zero provides the solution. While training data is needed to compute these coefficients, they can be used to smooth future data in an online fashion with increased smoothness (reduced lag) over the future data.
This raw method does come with some problems. Problems (b) & (c) can be quickly solved by noting that the maximal amount of smoothing is usually desired. So can be set to ∞ by first rescaling and taking the limit:
Problem (a) is solved by constraining to sum to one as has been the practice of previous moving averages. Using Lagrange multipliers, the equations that need to be solved are:
where 1 is a -size column vector of 1s -the same length as the vector . After solving for the gradients with respect to , equation (8) rearranges to:
Putting this into (9) solves for :
Putting (13) into (11) solves the equations:
The non-parametric model is then:
Where ⟨a⟩ 1 means to normalize the vector a to sum to one, i.e.
can be solved with the assumption that the returns are Gaussian. i.e.:
Solving equation (15) given Gaussian returns is straight forward. The derivation for when = 1 is identical to when is any other positive integers. To illustrate, the solution to = 1 & = 2 will be provided.
A. First Difference
Since:
. . . . . .
] everywhere else. This reduces to:
Putting this into equation (15) gives:
The first term in the inversion is dropped due to the normalization step. It can easily be shown that a matrix of the form ( + ) −1 can be expressed as + for some and , thus:
Which is the same as the SMA. Therefore, given a differencing level of 1, the SMA is the optimal solution to smoothing data with Gaussian returns under the constraint that all MACs sum to 1.
B. Second Difference
Then:
If M 2 is then set to equal the matrix:
The derivation of M d follows a similar pattern for all other including the first difference where
is an × matrix with rows denoted by and columns . M d follows a binomial pattern defined for all ∈ ℕ: * = 2 − 2 (34) 
. However, note that it is now relative to the size of the model rather than the size of the dataset. This reduction in complexity solves problem (d) and the over-fitting problem (e) is also solved as it is no longer required to train the model.
III. EVALUATION METHODOLOGY
This section details the methodology used to evaluate the proposed model. To compensate for the lack of knowledge about the true smooth curve of the financial data, a new noise measure was developed. The methodology in this paper also considers the lag of the output curve. Again, a measure was developed for this purpose. The compared models were the SMA, WMA, HMA, ALMA, and the proposed model. The experiments were carried out on 14 different time series. The optimizations were performed with a cross validation method to ensure quality of results.
A. Smoothness Ratio
The developed measure for noise/smoothness has been termed the smoothness ratio and is describe in this section. This metric makes the assumption that the desired result is a smooth curve, it does not assume knowledge of the actual smooth curve and it is not affected by the presence of lag. The smoothness ratio (SR) extends the measure of a smooth curve (||D dŷ || 2 ) as used by [23] , [24] . Viewing this from an error measure point, = 1 is the error from forecastingˆwitĥ −1 . Similarly, = 2 is using the previous 1 difference to forecast. However, note that = 3 may be smaller. Thus, in this work, the smoothness of time seriesŷ is the minimum of equation (36) with respect to normalized by the smoothness of y:
Equation ( 
B. Lag function
Lag is defined here as the time offset between a time series and it's most accurate estimate. For the model presented in this paper, calculating the lag is straight-forward. As the MACs are symmetric with the highest point in the middle, the lag then becomes ≈ +1 2 . However, the WMA, SMA, and ALMA do not conform in such a manner. Therefore, to maintain consistency the following method will be used to calculate lag.
If the estimate of time is actually a better estimate of time − , then is the lag. So,ˆis a better estimate of − if, on average:
Then, to determine the lag of a model's outputŷ against the original input data y: (ŷ, y) = arg min =0,1,⋅⋅⋅
This equation simply uses the mean squared error as an objective function to determine which lag has the smallest error. The one with the smallest error is the lag for the model's output.
C. Data
Fourteen time series were selected for this paper; two randomly generated series with returns sampled from a standard normal distribution, the Australian Dollar to U.S. 
D. Cross Validation Process
The models (SMA, WMA, HMA, ALMA, proposed model) were optimized using a cross validation (CV) method. Each time series (TS) was divided into CV sets. Each CV set was 1,200 samples in size and shifted 100 samples to the right of the last CV set. The CV sets were divided into two subsets, the first 800 samples were the training sets while the remaining 400 samples were the testing sets.
Lag is not an input parameter to any of the models, however, the window size is related to the lag. As the window size increases, so does the lag. Thus, for this experiment, the window size for each model on each CV set was iterated over a range to ensure that 50 lags were reached. The ranges were, SMA: For each window size the ALMA was optimized on the training data using 1 − (y,ŷ) as the objective function. The offset was simply iterated through 10 evenly spaced values between 0 and half the current window size. It was found that optimizing the offset in this fashion was faster than including the parameter in a more complicated algorithm and delivered similar results. At each combination of the window size and offset, was optimized over the range 0 to 50. The optimization algorithm finds the minimum value of the objective function on the range. The algorithm is built on a golden section search and parabolic interpolation [25] , [26] . The implementation of this algorithm was the standard Matlab function fminbnd.
The proposed model's optimization was performed differently. The only parameter needed to be optimized was and this is an integer. After a few trials of different window sizes up to 150 it seemed that the optimal did not go over 15. Thus, was evaluated over the range [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] and the best value according to 1 − (y,ŷ) was selected. Each model was applied to the training data by cycling through the window sizes and optimizing any remaining parameter. The lag and SR was calculated for each model on each training set. The smoothest parameters for each lag on the training data are then applied to the testing data and the lag and SRs are recorded. Once all the training and testing for a time series had finished, the SRs were averaged for each lag across the testing sets. This then gave a series of lags with corresponding SRs (L & SR series) for each model on each TS.
The SRs in these curves were then interpolated to fill in any missing lags. The interpolation algorithm is:
Where s is a vector of SRs, W = diag(w) and w has 1 for known values and 0 for missing values. The algorithm was originally derived by [23] while the interpolation use was explained by [27] . The variables were held static for all experiments at = 2 and = 1.
Each interpolated curve is then modified. If the left most lags (0,1,...) are missing, these are removed from the interpolated curve as it is unlikely that the model can filter at these lags.
Each final L & SR series represents the performance of each model on each time series and is ready for summary statistics. Figure 1 is the pseudo code for this CV algorithm. The following two sections describes the comparison of SRs and comparison of lag.
E. Comparing the SR
Firstly, to maintain uniformity, each L & SR series was truncated at 50 lags. The performance summary used two metrics The average extra smoothing (AES) describes the average amount of extra smoothing that can be achieved with the model. This was calculated by finding the model's best lags (from the %L measure) and subtracting from the corresponding SR the next best SR for that lag. These were then averaged. The best model will naturally have a higher %L. Unfortunately, the AES measure is not conclusive and is included as an informational convenience. With each higher lag, the SR approaches 1 at an ever slowing pace. As a result, on lower lags it is possible to see an AES of 7% while on lag 40 only 0.4%.
F. Comparing the Lags
Before comparing the lags, each lag & SR series was reordered in ascending order of SRs. The lags were then filtered with a similar method as before -eq. (40). The variable values were = 2 and = 10 2 . Because each of the reordered series does not have the same SRs, all the unique SRs across all the models on a time series were gathered, and each of the lag series was linearly interpolated to fit this new set of SRs. The performance of the models concerning the lag was summarized in a similar method as the SRs. The %SR is the percentage of total SRs that a model has the least lag for. The average lag reduction (ALR) describes the average amount of lag reduction obtained with the model. This was calculated by finding the model's best SRs (from the %SRs measure) and subtracting the corresponding lag from the next best lag. These were then averaged. the model with the highest %SR value is considered to be the best model.
The ALR suffers the same problems as the AES and is included for informational purposes.
IV. RESULTS
The experimental results are shown in Tables II & III and  Figures 2 model is the proposed model, which is the smoothest for about 3-42 lags. As it was expected, the amount of AES decreases as the lag range increases and the SRs approach one. These results are plotted for the EUR/USD in Figures 2, 3 & 4 . Tables III, which focuses on lag reduction, also shows that the proposed model is the best smoother, reducing the lag at approximately 73.46% of the smoothness range [0-1]. The ALMA reduces more lag (10.07) than the proposed model (4.3). It should be noted that this difference was expected and was discussed in sections III-E & III-F. These results are plotted in Figures 5, 6 & 7. The curves have been filtered as was described in section III-F, however, to avoid a cluttered graph, interpolation was avoided.
After the MACs are been calculated, the computational complexity of applying each model is ( ). The complexity for computing the MACs is sometimes higher and different depending on the model. The large improvement that the proposed model brings does come at a complexity cost, however it is of a different order. The ALMA model is ( ), whereas, the proposed model is of ( 3 ) where is the number of MACs.
V. CONCLUSIONS
This paper has shown some of the different moving average (MA) filters used by investors to smooth security prices. It has been seen that the output of a MA filter is lagged on the financial time series. When more noise reduction is demanded from the models, the issue is exacerbated as the lag will also increase.
A new MA model was derived and proposed which attempts to maximize the amount of noise reduction. This problem is identical to reducing the lag. The model was derived to be optimal and not to require prior training or any information on the financial time series. The proposed model was compared against four of the common MA models with a cross validation process. The results demonstrated that the proposed model is superior in both abilities to increase smoothing and reduce lag.
Future research will build upon the methodology in this paper and expand to non-linear filters such as kernel machines and state-space models. Experiments will be conducted to measure the investment potential of this new model. Further experiments will also be conducted to discover the level of improvement for data mining and forecasting algorithms as previous research implies. 
