An Approach to Yukawa's Elementary Domain Based on $\mbox{AdS}_5$
  Spacetime by Aouda, Kenichi et al.
ar
X
iv
:1
71
0.
09
67
7v
5 
 [h
ep
-th
]  
19
 Se
p 2
01
8
An Approach to Yukawa’s Elementary Domain Based
on AdS5 Spacetime
Kenichi Aoudaa, Naohiro Kandaa, Shigefumi Nakaa,∗, Haruki Toyodab
aDepartment of Physics, College of Science and Technology, Nihon University, Tokyo
101-8308, Japan
bJunior College, Funabashi Campus, Nihon University, Chiba 274-8501, Japan
Abstract
The field equations of elementary domains proposed by Yukawa in 1968 are
studied from the viewpoint of particle embedded AdS5 spacetime with warp
factor. The fifth dimension in AdS5 is known to produce the branes associated
with the energy hierarchy as a effect of the warp factor. The particles embedded
in this spacetime behave as those in an infinite square well potential due to the
boundary conditions in the fifth dimension. Then the superposition of the fields
for those particles leads to a Yukawa’s domain type of difference equation under
some conditions. As a new perspective on AdS spacetime, we investigate the
mechanisms that lie between the domain type of field equations in this sense
and the spacetime with a compact extra dimension in detail.
1. Introduction
The anti-de Sitter space brought various interesting points of view in the
modern elementary particle physics since the appearance of the AdS/CFT cor-
respondence [1, 2, 3]. In particular, the fifth dimension in AdS5 spacetime with
the warp factor (RS model) plays a significant role to understand the energy
hierarchy of respective branes distinguished by the fifth coordinate [4, 5]; in this
sense, the high and low energy ends of the fifth dimension are called respectively
as UV brane and IR brane.
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From a quantum mechanical point of view, the fifth dimension gives another
interesting aspect for a field in the IR brane. The fifth coordinate 0 ≤ y ≤ L of
a particle embedded in AdS5 spacetime cannot run off the both ends because
of the boundary conditions like the infinite square well potential problem. As
a result, the Green function in the bulk of AdS5 spacetime shows a periodic
structure with respect to the fifth coordinate [6, 7]. Then, if the fifth dimension
is inclined toward time direction, the y periodicity of the Green function will
be transcribed on a time variable. When we describe the propagation of the
field on the IR brane by this Green function, the timelike periodicity of the
Green function is expected to cause a difference type of field equation on the
IR brane. Indeed in [8], we outlined the story that a one-dimensional compact
extra space, the fifth dimension, attached to M4 spacetime causes a domain
type of field equation inM4 due to the periodic structure of the Green function.
Historically, in 1968, a similar type of field equation has been proposed by
Katayama-Yukawa-Umemura in their theory of the elementary domain[9, 10] as
part of non-local field theories. Back in 1949, Yukawa proposed a bi-local field
theory [11, 12] as the start of his works on the non-local field theories. Nowadays,
the bi-local field theories are understood from a view point of relativistic two-
body problems [13, 14]; and recently, a new aspect of the bi-local fields was
added from a viewpoint of the composite fields [15, 16, 17, 18] in the higher-spin
gravity theories based on AdS spacetime.
In those days, however, Yukawa did not get the satisfaction out of the bi-
local field theories, and he proposed a more drastic field equation, a difference
type of field equation, such that
eλ·∂Ψ = e−
i
~
SˆλΨ ,
(
λµ =
∑
α
λαe
(α)
µ
)
, (1.1)
where {e(α)µ } is a vierbein, and Sˆλ is an operator depending on the model con-
struction. Yukawa considered this type of field equation is a natural landing in
the non-local field theories, although there are less guiding principles to derive it.
In spite of Yukawa’s expectation, the Eq.(1.1) was not succsseful as an elemen-
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tary field equation, since it allows several types of ghost solutions. However, if
we regard Eq.(1.1) as an effective-field equation of underlying elementary fields,
then the outcome of domain type of field equations is not so extraordinary; and,
those field equations are expected to be useful in studying the AdS spacetime
itself. The purpose of this work is thus, to investigate the domain type of field
equation based on the AdS5 spacetime as an unnoticed route to investigate the
AdS5 spacetime itself and its related problems.
In the next section, we discuss toy models of spin-less particles embedded
in five-dimensional Minkowski spacetime, M5, with compact fifth dimensions
inclined toward time direction. There, we derive the Green function Gba of the
particles embedded in this spacetime; and the propagation of source fields on
IR brane is formulated in terms of a reduced Green function Gba defined out
of Gba. There, the discussion is also made on the relation between the domain
type of fields in IR brane and the fields obtained by the propagation of those
source fields.
In section 3, the discussion is extended to the particles embedded in the
AdS5 spacetime with warp factor. In this case, the Green function representing
the propagation of particles through the bulk becomes complex. It is, however,
shown that the Green function can be reduced essentially to one in the previous
section under an appropriate representation of coordinates in addition to a fine
tuning of mass parameter.
The domain type of field equations given in those sections depend explicitly
on the time direction; and, the Lorentz invariance of the formulation is broken.
Section 4 is an attempt to recover the invariance of the present model by replac-
ing the time direction to a timelike direction associated with a timelike vector
on each y-fixed brane defined from the spin degrees of freedom of the particles.
Finally, section 5 is devoted to the summary and discussion.
In Appendix A, we discuss the RS spacetime with the extra dimension in-
clined toward time direction as the solution of Einstein equation. Appendix B
is a short discussion on the spin representation space.
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2. Particles in a five-dimensional spacetime with the extra-dimension
inclined to time direction
We consider a five-dimensional Minkowski spacetime (M5) (x
µˆ) = (xµ, x5),
(µ = 0, 1, 2, 3) with the metric diag(ηµˆνˆ) = (−++++) realized as the limit of
vanishing warp factor in the RS model. Namely, the spacetime is flat, but the
fifth dimensional space is the S1/Z2 orbifold, where S
1 is the circle with radius
R parametrized by −π ≤ θ ≤ π; and we set x5 = y = θR, (L = πR). In other
words, the space time is M4 ⊗ S1/Z2. In subsection 2.1, the Green function of
particles in this spacetime is discussed; and, in subsection 2.2, the discussion is
extended to the cases of spacetime with two types of extra dimensions inclined
to time direction.
2.1. Periodic structure of Green function for Klein-Gordon type of equation
The Klein-Gordon type of equation for a free spin-less mass m0 particle in
this spacetime is
[
pˆµpˆ
µ + pˆ2y + (m0c)
2
]
Ψ(x, y) = 0 . (2.1)
Reflecting the S1/Z2 orbifold structure of the y variable, we require the following
Dirichlet type of boundary conditions:
Ψ(x, y)
∣∣
y=0
= Ψ(x, y)
∣∣
y=L
= 0. (2.2)
Then the dynamics of y variable comes to be equivalent to that of a particle in
the box 0 ≤ y ≤ L (infinite square well); and so, from Eqs.(2.1) and (2.2), the
orthonormal complete basis in the y space are
φn(y) =
√
2
L
sin (kny)
λn = (~kn)
2

 ,
(
kn =
nπ
L
; n = 1, 2, · · · ) . (2.3)
The functions (2.3) satisfy the eigenvalue equation pˆ2yφn(y) = λnφn(y), (pˆy =
−i~∂y) and the periodic conditions φn(y) = φn(y + 2πR) = −φn(−y).
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The Green function of the Klein-Gordon type of equation (2.1) can be repre-
sented by using the complete basis {φn} and the eigenstates of four momentum
operators defined by pˆµ|p′〉 = p′µ|p′〉, ( 〈p′|p′′〉 = δ4(p′ − p′′) ), as
Gba = 〈xb| ⊗ 〈yb|
(
pˆµˆpˆ
µ + pˆ2y + (m0c)
2 − iǫ)−1 |xa〉 ⊗ |ya〉
=
i
2~
∫ ∞
0
dτ〈xb| ⊗ 〈yb|
{ ∞∑
n=1
∫
d4pe−
i
~
τ 12 (pµp
µ+λn+(m0c)
2−iǫ)|p〉〈p| ⊗ |φn〉〈φn|
}
|xa〉 ⊗ |ya〉
=
i
2~
∫ ∞
0
dτ
∞∑
n=1
1
i
(
1√
2π~iτ
)4
e
i
~
1
2
{
(xb−xa)
2
τ −τ(λn+(m0c)2−iǫ)
}
φn(yb)φn(ya)
(2.4)
Here, the summation with respect to n can be rewritten as
∞∑
n=1
e−
i
~
λn
2 τφn(yb)φn(ya) =
2
L
∞∑
n=1
e−
i
~
(~kn)
2
2 τ sin(knyb) sin(knya)
=
1
iL
∞∑
n=−∞
e−
i
~
(~kn)
2
2 τ sin(knyb)e
iknya
=
1
iL
∫
dpy
∞∑
n=−∞
δ(py − ~kn)e− i~
p2y
2 τ sin
(
1
~
pyyb
)
e
i
~
pyya .
(2.5)
Using, further, Poisson’s summation rule 1 , the right-hand side of Eq.(2.5)
becomes
r.h.s =
1
iL
∫
dpy
L
π~
∞∑
r=−∞
e
i
~
(2rLpy)e−
i
~
p2y
2 τ sin
(
1
~
pyyb
)
e
i
~
pyya
=
−1
2π~
∞∑
r=−∞
∫
dpy
[
e
− i
~
{
p2y
2 τ−(2rL+yb+ya)py
}
− e−
i
~
{
p2y
2 τ−(2rL−yb+ya)py
}]
=
∞∑
r=−∞
−1√
2π~iτ
[
e
i
~
(2rL+2y˘ba)
2
2τ − e i~ (2rL−y¯ba)
2
2τ
]
, (2.6)
1Since f(p) ≡ ∑n δ
(
p− npi~
L
)
is a periodic function of p with the period pi~/L, it can
be expanded in the Fourier series of er(p) =
√
L
pi~
ei2Lrp/~, (r = 0,±1,±2 · · · ) so that
f(p) =
∑∞
r=−∞ frer(p). Here, the coefficients {fr} are given by fr =
∫ pi~/L
−pi~/L dper(p)
∗f(p) =
√
L/pi~. Substituting the results for the Fourier series, we arrive at the summation rule:
∑
n δ
(
p− npi~
L
)
= L
pi~
∑
r e
i2Lrp/~.
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where the use has been made of the notations
f¯ba = fb − fa · · · relative coordinate (2.7)
f˘ba =
1
2
(fb + fa) · · · intermediate coordinate (2.8)
Therefore, the Green function Gba can be represented by [6, 7]
Gba =
i
2~
∫ ∞
0
dτ
∞∑
r=−∞
−1
i
(
1√
2π~iτ
)5
e−
i
2~{(m0c)2−iǫ}τ×
×
[
e
i
2~
1
τ {(x¯ba)2+(2rL+2y˘ba)2} − e i2~ 1τ {(x¯ba)2+(2rL−y¯ba)2}
]
=
∞∑
r=−∞
[
K
(
(x¯ba)
2 + (2rL+ 2y˘ba)
2
)−K ((x¯ba)2 + (2rL− y¯ba)2)] , (2.9)
where 2
K(z) =
−1
2~
∫ ∞
0
dτ
(
1√
2π~iτ
)5
e
i
2~ [
z
τ−τ((m0c)2)]. (2.10)
It is obvious that the Green function Gba(x¯ba, y¯ba, y˘ba) satisfies the boundary
conditions Gba
∣∣
ya=0,L
= Gba
∣∣
yb=0,L
= 0 as a result of Eq.(2.2). We also note
that the Gba(x¯ba, y¯ba, y˘ba) is not invariant under the translation to the fifth
direction due to the presence of y˘ba, the mean value of ya and yb, but invariant
under the discrete transformations y˘ba → y˘ba ± L and y¯ba → y¯ba ± 2L; and so,
one can write
Gba(x¯ba, y¯ba, y˘ba) = Gba(x¯ba, y¯ba, y˘ba ± L) = Gba(x¯ba, y¯ba ± 2L, y˘ba). (2.11)
Then, the field defined by
Ψ(xb, yb) =
∫
d4xa
∫
dyaGba(x¯ba, y¯ba, y˘ba)Φ(xa, ya) (2.12)
satisfies the Klein-Gordon type of equation with the initial source field Φ(xa, ya);
that is, (pˆµpˆ
µ + pˆ2y + (m0c)
2)Ψ = Φ. By virtue of Eq.(2.11), the field Ψ(xb, yb)
also satisfies the periodic condition Ψ(xb, yb ± 2L) = Ψ(xb, yb).
2 If we use
∫∞
0
dτ
τ5/2
ei(
a
τ
−bτ) = −
√
pi
ib
1
a2
(
1
2
√
ab+ ab
)
e−2
√
ab, (a, b > 0), one can write
K(z) = i
(m0c)
3
pi2(2~)5
f
[
z
(m0c
2~
)2]
, where f(x) =
(
1
2
√
x+ x
)
e−2
√
x/x2.
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It should be stressed that the Ψ(xb, yb) is a one-particle wave function, a
classical field, resulting from the propagation of Φ(xa, ya) under the effect of
the fifth dimension; in other words, Ψ(xb, yb) is a functional of Φ(xa, ya) with
a dressed effect in the fifth dimension. Then, the field Ψ(xb, y0), (0 < y0 < L)
with a source field Φ(xa, ya) = δ(ya−y0)Φa(xa) is a dressed functional of Φa(xa)
on a fixed y (= y0) plane.
It is, now, interesting to read y0 = 0 and y0 = L planes as UV and IR branes
respectively for realistic applications, despite the warp factor is not introduced in
this stage. Here, if we can put y0 = L, then Φa(xa) and Ψb[Φa, xb] = Ψb(xb, L)
will be respectively a source field and its dressed functional living in IR brane.
This viewpoint looks to cause a problem, since the Green function vanishes on
y0 = 0, L planes. When the extra dimension is inclined toward time direction,
however, the situation will be changed. In such a case, as will be shown in the
next subsection, we don’t have to identify the ends of y space and the points, on
which the boundary conditions (2.2) are applied. In addition to this, then, the
Green function has a timelike periodicity through the y periodicity, which add
to Ψb[Φa, xb] a similar aspect to Yukawa’s domain type of field. To confirm this
conjecture, in what follows, we discuss two types of extra dimensions inclined
toward time direction.
2.2. Models of the fifth dimension inclined toward time direction
In the following attempts (i) and (ii), each extra-dimension is inclined to-
ward time direction through linear-coordinate transformations with constant
coefficients. Although the introduction of such an extra dimension spoils the
Lorentz symmetry of the formalism, we don’t worry about this problem until
section 4, where a model recovering the symmetry is discussed.
(i) Lorentz boost
Let us consider two reference systems in five-dimensional spacetime: Σ system
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with the coordinates (xµˆ) = (x0, xi, x5), (x5 = y) and Σ′ system with the co-
ordinates (x′µˆ) = (x′0, x′i, x′5), (x′5 = y′), which moves against the Σ system
along the fifth direction with a constant velocity cβ; we set the coincidence
Σ = Σ′ at x0 = 0. Using the basis vector eµˆ toward µˆ-th direction with the co-
variant components (eµˆ)νˆ = δ
µˆ
νˆ , one can write x
µˆ = eµˆ · x = (eµˆ)ρˆxρˆ. Similarly,
in terms of the basis vector defined by
e′ 0 = Cβe0 − Sβe5
e′ i = ei
e′ 5 = Cβe5 − Sβe0


(
Cβ = 1/
√
1− β2, Sβ = β/
√
1− β2
)
, (2.13)
the coordinates in Σ′ system can be written as x′µˆ = e′ µˆ · x. By definition, the
{e′ µˆ} is a moving frame against the static frame {eµˆ}.
Now, writing the particle position variables as xµˆ(τ) with the time ordering
parameter τ , the square of the world-line interval of a particle becomes
ds2 = ηµˆνˆδx
µˆδxµˆ ( δxµˆ = x˙′µˆdτ = (e′µˆ · x˙)dτ ), (2.14)
where x˙µˆ (x˙′µˆ) is the five velocity of the particle in Σ (Σ′) system. Then, the
Lagrangian of a mass m0 particle is given by
L = 1
2
{
1
e
(
ds
dτ
)2
− (m0c)2e
}
. (2.15)
Here the e is the einbein in τ space. The variation of L with respect to e leads
to the constraint
K = ηµˆνˆp′µˆp′νˆ + (m0c)2 = ηµˆνˆpµˆpνˆ + (m0c)2 = 0 (2.16)
where pµˆ (p
′
µˆ) is the momentum conjugate to x
µˆ (x′µˆ).
In q-number theory, the wave function characterized by Kˆ|Ψ〉 = 0 is solved
as a function of xµˆ (x′µˆ) in the reference system Σ (Σ′). The stand points of two
reference systems are relative; and we regard Eq.(2.1) as one in Σ′ system. The
extra-dimension in Σ′ system has the interval 0 ≤ y′ ≤ L, in which the boundary
conditions (2.2) is. On the other side, the interval of the extra-dimension is
0 ≤ y ≤ L˜ = L
√
1− β2 for the observer in Σ system (Fig.1).
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Since the fifth dimension is compact,
the Lorentz boost should be understood
in a covering space of 0 ≤ y′ ≤ L
(0 ≤ y ≤ L˜) extended by the iden-
tification y′ ≡ y′ + L (y ≡ y + L˜).
Then, the time dependent y′ axis is rep-
resented equivalently by moving oblique
lines, like the patterns of barber’s pole,
in the (x0, y) plane with 0 ≤ y ≤ L˜.
Figure 1: Lorentz boost to the direction of y axis
Under those understandings, the Green function Gba(x¯
′
ba, y¯
′
ba, y˘
′
ba) in Σ
′ sys-
tem is the function (2.9) written by x′µˆ. The Green function in Σ system is,
then, obtained from that in Σ′ system by substituting e′ µˆ · x for x′ µˆ so that
Gba = Gba(x¯
0
baCβ − y¯baSβ, x¯iba, y¯baCβ − x¯0baSβ , y˘baCβ − x˘0baSβ). (2.17)
The resultant expression says that the Gba is a periodic function of y with the
period L˜; and, in this sense, we can put the congruence y ≡ y + L˜ in y space.
Under this congruence, as shown in Fig.1, we can regard y = 0 and y = L˜ as
the boundaries of extra dimension in Σ system, which should be identified as
UR and IR ends respectively.
The propagation of initial source field Φ(xa, ya) = δ(ya− L˜)Φa(xa) on y = L˜
plane is, thus, described by the reduced Green function
G(B)ba = Gba
∣∣
ya=yb=L˜
= Gba(x¯
0
baCβ , x¯
i
ba,−x¯0baSβ , L˜Cβ − x˘0baSβ), (2.18)
by which one can write the counterpart of Eq.(2.12) as
Ψb[Φa, xb] = Ψ(xb, L˜) =
∫
d4xaG(B)ba Φa(xa). (2.19)
This equation defines a mapping between the fields Φa and Ψb in IR brane
within the framework of c-number theory. The notation Ψb[Φa, xb] says that
Ψb is a functional of Φa simultaneously with a function of xb; we can view that
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Ψb is a dressed field of Φa in the effect of the extra dimension. When Φa is a
quantized field, then Ψb will be a q-number field as a functional of Φa.
Now, by taking y ≡ y + L˜ into account, Eq.(2.19) with LB = L˜/Sβ leads to
e±LB(∂0)bΨb[Φa, xb] =
∫
d4xa
{
e±LB(∂0)bG(B)ba
}
Φa(xa)
=
∫
d4xa
{
e∓LB(∂0)aGba(x¯0baCβ , x¯
i
ba,−x¯0baSβ , L˜Cβ − x˘0baSβ ∓ L˜)
}
Φa(xa)
=
∫
d4xaG(B)ba
{
e±LB(∂0)aΦa(xa)
}
=
∫
d4xaG(B)ba Φa(x0a ± LB, xia). (2.20)
The result is not trivial, since this finite-time displacement equation holds only
for the parameter LB = L/Sβ with β 6= 0; otherwise, the form of the Green
function G(B)ba in Eq.(2.20) will be changed.
(ii) rotating S1 circle
As another possible model of the extra dimension inclined toward a time
direction, let us consider the circle S1 with radius R, on which two coordinate
systems of angle variables {θ} and {θ′} are defined. First, the {θ} defines the
fifth-dimensional space with the period 2π by θ ≡ θ + 2π. Secondly, the {θ′}
is the angle variable defined by θ = θ′ + Ωx0, where cΩ is a constant angular
velocity of the rotation.
Under the projection from the circle to horizontal axis by dy = Rdθ and
dy′ = Rdθ′(= dy − βdx0, β = ΩR) as in Fig.2, one can regard the coordinates
(xµ, y) and (xµ, y′) respectively correspond to those in Σ and Σ′ systems in the
case (i), although those are not inertial reference frames. In this case, the basis
vector of Σ′ system is (e′µ, e′ 5) = (eµ, e5 − βe0) with (eµˆ)νˆ = δµˆνˆ . Then, as in
Eq.(2.14), the world-line interval of a particle can be set as
ds2 = ηµˆνˆδx
µˆδxνˆ (δxµˆ = (e′ µˆ · x˙)dτ). (2.21)
Since, by definition θ ≡ θ + 2π and θ′ ≡ θ′ + 2π, one can set y ≡ y + 2L and
y′ ≡ y′+2L, where L = πR. If we require y ≡ y+L ≡ −y for fields on y space,
the circle becomes the orbifold S1/Z2.
10
θ ′
R
0=′θ
0=θ 0xΩ
θ
0=y )( LRy == pi
Ry pi2=
0=′y
1S
0 L
2
1/ ZS
y
Figure 2: Coordinates θ and θ′ on a ring
The Lagrangian of a mass m0 particle embedded in this spacetime has the
same form as (2.15) with the world-line interval (2.21). The variation of L with
respect to e yields the constraint
K ≡ p′µˆp′µˆ + (m0c)2 = −(p0 + βpy)2 + pipi + p2y + (m0c)2 = 0 , (2.22)
where p′µˆ (pµˆ) is the momentum conjugate to x
′µˆ (xµˆ). In q-number theory,
KˆΨ = 0 represents the field equation of this particle. As in the case of (i),
the Green function Gba = (Kˆ−1)ba associated with the boundary conditions
Gba
∣∣
y′=0,L
= 0 is given by Eq.(2.9) in x′µˆ coordinates. Substituting (xµ, y−βx0)
for (x′µ, y′), the Green function in xµˆ coordinates, thus, can be written as
Gba = Gba(x¯ba, y¯ba − βx¯0ba, y˘ba − βx˘0ba). (2.23)
Here, we again regard that the hyper-surfaces of y = 0 and y = L are cor-
responding to the UV and IR branes, respectively. The propagation of initial
source field Φ(xa, ya) = δ(ya − L)Φa(xa) on y = L brane is described by the
reduced Green function
G(R)ba = Gba
∣∣
ya=yb=L
= Gba
(
x¯µba,−βx¯0ba, L− βx˘0ba
)
, (2.24)
so that
Ψb[Φa, xb] = Ψ(xb, L) =
∫
d4xaG(R)ba Φa(xa). (2.25)
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Then, in a similar way discussed in Eq.(2.20), one can derive the finite-time
displacement equation
e±LR(∂0)bΨb[Φa, xb] =
∫
d4xaG(R)ba Φa(x0a ± LR, xia), (2.26)
where LR = L/β. The result is the same as Eq.(2.20) except the substitution
(G(B)ba , LB) → (G(R)ba , LR). So, as the occasion arises to lump the cases (i) and
(ii), we write LB and LR as Le in common; and we use the symbol Gba simply.
2.3. Free domain type of field equation in IR brane
Until now, we have only shown that some types of extra dimensions inclined
toward time direction lead to the finite-time displacement equations such as
e±Le(∂0)bΨb[Φa, xb] =
∫
d4xaGbaΦa(x0a ± Le, xia). (2.27)
In order to relate this equation to Yukawa’s domain type of field equation, let
us consider the case that Ψb satisfies the closed equation on IR brane
eLe(∂0)bΨb[Φa, xb] = e
− i
~
S(pˆb)Ψb[Φa, xb], (2.28)
as a simple model of Eq.(1.1). Since Gba is a function of (x¯µˆ, x˘0), Eq.(2.27),
Eq.(2.28), and the integration by parts with respect to xia give rise to
Φa(x
0
a + Le, x
i
a) = e
− i
~
S(pˆa)Φa(xa), (2.29)
or
e−
i
~
Le(pˆ0− 1Le S(pˆ))Φa(x) = Φa(x). (2.30)
The Eq.(2.30) can be satisfied by
Φa(x) = θ(pˆ
0)δ
(
pˆ02 − 1
L2e
S(pˆ)2
)
φa(x), (2.31)
where φa(x) is an arbitrary function of x
µ. The function of pˆµ in front of
φa(x) in Eq.(2.31) is not Lorentz invariant in general; however, for
1
Le
S(pˆ) =√
pˆ2 + (m0c)2, Eq.(2.31) becomes the positive frequency part of a free on-mass-
shell field such that
Φa(x) = θ(pˆ
0)δ(pˆ2 + (m0c)
2)φa(x). (2.32)
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Then, back to Eq.(1.1), the field Ψb with the initial source (2.32) satisfies the
following domain type of field equation
eLe(∂0)bΨb[Φa, xb] = e
− i
~
Le
√
pˆ2b+(mc)
2
Ψb[Φa, xb]. (2.33)
If we choose, here, the negative frequency part of free on-mass-shell field Φa by
substituting θ(pˆ0)→ θ(−pˆ0) in Eq.(2.32), then Eq.(2.30) and Eq.(2.28) will be
realized obviously for 1LeS(pˆ) = −
√
pˆ2 + (m0c)2. Since the Ψb is a functional
of free field Φa, Eq.(2.33) should be read as a free domain type of field equation.
It must be noted that the initial source Φa is arbitrary in the stage of the
finite-time displacement equation (2.27). In order to make Eq.(2.27) to a closed
form of Ψb, some conditions on Φa such as (2.32) come to be necessary. Once
Eq.(2.28) is satisfied by Ψb, then the functional Ψc[Ψb, xc] satisfies the domain
type of field equation
eLe(∂0)cΨc[Ψb, xc] = e
− i
~
S(pˆc)Ψc[Ψb, xc]. (2.34)
Since Eq.(2.34) is a closed equation for Ψb’s, the functional space of Ψb’s can
be defined as a solution space of Eq.(2.34).
Further, in general, the functional relation between Ψb and Φa spoils the
symmetry inherent in Φa
3 ; for example, Eq.(2.33) is not Lorentz invariant
even if the Φa in Eq.(2.32) is a scalar function. In our line of approach, the
recovery of the Lorentz invariance is a technical problem, which will be done in
section 4.
3. Spin-less particles in AdS5 spacetime
In this section, we discuss a free spin-less particle embedded in a modified
AdS5 spacetime characterized by the warp factor e
−2ky. In the RS model, the
3 In m0 = 0 limit, Φa(x) may have a definite scale dimension provided φa(x) has a definite
scale dimension. Namely, if φa(λx) = λ−dφa(x), then Φa(λx) = λ−(d−2)Φa(x). Even in this
case, Ψb does not have a definite scale dimension due to the presence of Le in Gba.
13
spacetime is characterized by the metric
diag(gµˆνˆ) = (e
−2kyηµν , 1) (x5 = y ). (3.1)
Then, as usual, the square of the world-line interval of a particle embedded in
this spacetime is given by ds2 = gµˆνˆδx
µˆδxνˆ , where δxµˆ = (eµˆ ·x˙)dτ with (eµˆ)νˆ =
δµˆνˆ . If we, here, replace the (e
µˆ · x˙) by (e′ µˆ · x˙) with e′ µˆ = (eµ, e5−βe0), the case
(ii) basis vector in subsection 2.2, then the metric g′µˆνˆ = gαˆβˆ(e
′αˆ)µˆ(e′βˆ)νˆ will
take on an effect of the rotating extra-dimension. One can regard alternatively
the (e′ µˆ · x˙) as an effective velocity of the particle relative to the background
spacetime characterized by gµˆνˆ as in the rigid body motion. It is of course that
the wave equation obtained from the Lagrangian (2.15) does not depend on
those standpoints.
In the following, we deal with a modified world-line interval such as 4
ds2 = gµˆνˆδx
µˆδxνˆ ( δxµˆ = (e′µˆ · x˙)dτ ),
(e′ µˆ) = (eµ, e5 − βe−kye0)
(3.2)
to derive a well behaved wave equation in terms of the variable z = e−ky . The
introduction of a five vector such as (3.2) spoils the Lorentz invariance in each
y-fixed brane; however, we don’t worry about this problem, since the invariance
is easily recovered by considering a particle with dynamical variables other than
the position variables as shown in the next section.
3.1. Wave equation of the particle and the tuning of its mass in UV brane
We start with the Lagrangian (2.15) with the world-line interval (3.2). As
usual, the variation of this Lagrangian with respect to e gives rise to the con-
4In order to know the background spacetime of the particle in more detail, it is interesting
to study spacetime with the metric g′µˆνˆ = gαˆβˆ(e
′ αˆ)µˆ(e′ βˆ)νˆ as a solution of the Einstein
equation. From this purpose, the discussion will be made on the spacetime characterized by
the line element
ds2 = e−2ky{−(Adx0 + Bdy)2 + dxidxi}+ (Cdy +D(y)dx0)2
in appendix A.
14
straint
e2ky
{−(p0 + βe−kypy)2 + pipi}+ {p2y + (m0c)2} = 0. (3.3)
From a technical reason for transition to q-number theory, we divide this con-
straint into the following two constraints in extended phase space:
Kβ ≡ e2ky
{−(p0 − pu)2 + pipi}+ {p2y + (m0c)2} = 0, (3.4)
φβ ≡ pu + βe−kypy = 0, (3.5)
where u is an auxiliary variable in the extended phase space, and pu is the mo-
mentum conjugate to u 5 . The Eqs.(3.4) and (3.5) are second class constraints;
and so, if we eliminate pu by regarding Eq.(3.5) as its definition, then Eq.(3.4)
will be reduced to the constraint (3.3).
Now, in q-number theory, KˆβΨ = 0 and φˆβΨ = 0 represent the master wave
equation and its supplementary condition. Writing Kˆ(β) = e−2kyKˆβ , we use
those equations in the following forms:
Kˆ(β)Ψ =
[{−(pˆ0 − pˆu)2 + pˆipˆi}+ e−2ky {pˆ2y + (m0c)2}]Ψ = 0, (3.6)
φˆβΨ =
(
pˆu + βe
−ky pˆy
)
Ψ = 0. (3.7)
The Klein-Gordon type of equation (3.6) says that my = m0e
−ky is the effective
mass of the particle in a y fixed brane; and so, m0 and mL are masses in UV
and IR branes respectively. To deal with Eq.(3.6), it is convenient to use the
variable z = eky , (1 ≤ z ≤ Lz = ekL) rather than y. Then, by taking
pˆ2y = z
2
{(
pˆz − i~k
2z
)2
− (~k)
2
4z2
}
,
(
pˆz = −i(~k) ∂
∂z
)
, (3.8)
5If we introduce the auxiliary variable u in the beginning, the Lagrangian (2.15) with
ds2 = e−2kyηµνdxµdxν +
{
dy − βe−ky(dx0 + du)
}2
is able to derive directly the constraints (3.4) and (3.5).
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into account, Eqs.(3.6) and (3.7) can be rewritten as follows
Kˆ(β)Ψ =
[{−(pˆ0 − pˆu)2 + pˆipˆi}+
(
pˆz − i~k
2z
)2
− (~k)2 ∆
z2
]
Ψ = 0, (3.9)
φˆβΨ = (pˆu + βpˆz)Ψ = 0, (3.10)
where
∆ =
(
1
2
)2
−
(m0c
~k
)2
. (3.11)
Hereby, under the unitary transformations Kˆ′(β) = UKˆ(β)U−1 and φˆ′β = UφˆβU−1
with U = e−
i
~
x0pˆu , those equations become
Kˆ′(β)Ψ′ =
[
pˆµpˆ
µ +
(
pˆz − i~k
2z
)2
− (~k)2∆
z2
]
Ψ′ = 0, (3.12)
φˆ′βΨ
′ = (pˆu + βpˆz)Ψ′ = 0, (3.13)
where Ψ′ = UΨ. In this stage, the pˆu no longer remains in Kˆ′(β); and so,
the pˆu can be removed out of formalism by regarding (3.13) as the definition
pˆu ≡ −βpˆz. In relation to this, however, we have to read U = e i~x0βpˆz . Thus,
hereafter, we may deal with Eq.(3.12) as the wave equation for the particle under
consideration; furthermore, if we carry out the transformation Ψ˜ =
√
zΨ′, the
Eq.(3.12) becomes a simpler form
Kˆ[β]Ψ˜ =
[
pˆµpˆµ + pˆ
2
z − (~k)2
∆
z2
]
Ψ˜ = 0 (1 ≤ z ≤ zL) . (3.14)
Now, Eq.(3.14) has an interesting form, in which V (z) ≡ −(~k)2 ∆z2 plays the
role of an effective potential in z-space, the sign of which is decided by the ratio
between m0 and k. If we assume that the large mass hierarchy is realized by
MW ≃ e−kLMP , where MW and MP are respectively a mass in TeV scale and
the Planck mass, then the spacetime parameter will be estimated as kL ≃ 35.
The k2 is proportional to the scalar curvature in AdS5 spacetime; and, its scale
is usually set to be k ∼ l−1P , the scale of inverse Planck length. The effective
potential V (z), then, becomes negative for that the Compton wave length of
the particle λ– ≡ ~m0c is larger than the twice Planck length 2lP ; that is, for
m0 .
1
2MP =
~k
2c .
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A particular interesting choice of the proper mass of the particle is to put
m0 =
1
2
~k
c =
1
2MP , to which the effective potential V (z) vanishes. In this case,
Eq.(3.14) is reduced to the type of Eq.(2.1) in section 2. This is a result of
fine tuning of the mass m0 in UV brane, but the form of (2.9) approximately
holds even for the particle with m0c
2 . GUT, since, then, ∆/z2 ≪ 1 in very
wide region of z. In what follows, we confine our attention to this particular
interesting case only.
3.2. Difference type of equation for a tuned-mass particle
The Klein-Gordon type of fields {Ψ˜} are wave functions in ∆ = 0 system; we
apply the boundary condition Ψ˜(x, 1) = Ψ˜(x, Lz) = 0, by which the independent
basis in z space are given by φSn(z) =
√
2
L(z)
sin
(
πn(z−1)
L(z)
)
, (n = 1, 2, · · · ) with
L(z) = Lz − 1. Then, the Green function (Kˆ−1[β] )ba can be identified with Gba in
Eq.(2.9) under the substitution (y,m,L) = (k−1z, 0, L(z)).
Now, inverting the equation Kˆ[β]Ψ˜ = Φ˜ so that Ψ˜ = Kˆ−1[β] Φ˜; further, re-
membering Ψ˜ =
√
zΨ′ and Φ˜ =
√
zΦ′, one can write Ψ′ = z−1/2Kˆ−1[β] z1/2Φ′.
This equation suggests to use Ψ = U−1(
√
zΨ′) and Φ = U−1(
√
zΦ′) instead of
Ψ = U−1Ψ′ and Φ = U−1Φ′; then, we arive at the equation
Ψ(xb, zb) =
∫
d4xa
∫
dzaGba(x¯ba, z¯ba − kβx¯0ba, z˘ba − kβx˘0ba)Φ(xa, za), (3.15)
where Ψ(x, z) =
√
z − kβx0Ψ(x, z) and the same is ture for Φ(x, z). The last
step to make reduce Eq.(3.15) to one in IR brane, we put za = zb = Lz. Then
writing Φ(xa, za) = δ(za − Lz)Φa(xa), we obtain
Ψb[Φa, xb] = Ψ(xb, Lz) =
∫
d4xaGbaΦa(xa), (3.16)
where
Gba(x¯ba, x˘0ba) = Gba(x¯ba,−kβx¯0ba, Lz − kβx˘0ba). (3.17)
Since the Green function Gba have the periods 2L(z) and L(z) with respect
to the second and the third arguments respectively; and so, the restricted green
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function Gba(x¯ba, x˘0ba) has the period Le = 2L(z)/kβ with respect to x˘0ba. Thus
one can derive, again, the finite-time displacement equation
e±Le(∂0)bΨb[Φa, xb] =
∫
d4xa
{
e∓Le(∂0)aGba(x¯ba, x˘0ba ± Le)
}
Φa(xa)
=
∫
d4xaGba(x¯ba, x˘0ba)Φa(x0a ± Le, xia)., (3.18)
this should be compared with Eq.(2.27). The Ψb[Φa, xb] is a functional of Φa
dressed by the effect of extra dimension under the condition ∆ = 0. If we
suppose Φa to be a form such as (2.32), then the Ψb will satisfy the domain
type of field equation (2.28). In spite of this similarity between Eq.(2.27) and
Eq.(3.18), it should be noticed that the field characterized by Eqs.(3.6) and
(3.7) is not Ψb[Φa, xb] but Ψ(xb, Lz) = (Lz − kβx0b)−
1
2Ψb[Φa, xb]. This means
that the domain type of field equation written by Ψ(xb, Lz) has an a little
complicated form than Eq.(2.28) reflecting the k 6= 0, curved spacetime effect,
even for ∆ = 0.
4. A possible model of spinning particle in AdS5 spacetime
Until now, the time dependence of extra dimension has been introduced
without regard to the Lorentz invariance of the Lagrangian through the sub-
stitutions such as dy → dy − βe−kydx0. A simple way to recover the Lorentz
invariance is to replace dx0 by V · dx, where V = (V µ, 0) is a timelike Lorentz
vector constructed out of the dynamical variables inherent in the particles un-
der consideration. As a model of such a particle, we study a spinning particle
characterized by the world-line interval such that
ds2V = gµˆνˆδx
µˆδxνˆ
(
δxµˆ = (e′µˆ · x˙)dτ ) ,
(e′ µˆ) = (eµ, e5 − βe−kyV )
(4.1)
where gµˆνˆ is the RS spacetime metric; and, we read (e
′ µˆ · x˙) as an effective
velocity of the particle relative to the background spacetime.
Now, we construct the four vector (V µ) in each y-fixed brane by means of
the bilinear representation of spinors so that V µ ≡ ζ¯γµθ, (ζ¯ = ζTγ0), where
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θA = (θA)∗ and ζA = (ζA)∗ , (A = 1, 2, 3, 4) are Majorana spinors, and the
γµ, (µ = 0, 1, 2, 3) are γ-matrices in Majorana representation. Here, the (θ, ζ)
may be either Grassmann variables or ordinary variables; in what follows, we
discuss the former case only for simplicity.
The Lagrangian for the particle in this model is set as
L = 1
2
{
1
e
(
dsV
dτ
)2
− (κc)2e
}
+ i~ζ¯A
dθA
dτ
, (4.2)
where −i~ζ¯A is the momentum conjugate to θA. We put simply κ as a constant,
although it may be a scalar function constructed out of (θ, ζ) in general. In q-
number theory, thus, we require the anti-commutator {ζ¯A, θB} = δAB, which
is equivalent to {θA, ζB} = {ζA, θB} = −(γ0)AB ; more details on the spin
representations in the present model will be given in Appendix B.
Varying the Lagrangian (4.2) with respect to e, one can derive one con-
straint corresponding to a wave equation in q-number theory. According to the
prescription in subsection 3.1, we deal with this constraint, by introducing an
auxiliary canonical pair (u, pu), in the form of a pair of constrains
KS ≡ e2ky (p− V pu)2 +
{
p2y + (κc)
2
}
= 0, (4.3)
φS ≡ pu + βe−kypy = 0. (4.4)
Under the decomposition V µ = V µ‖ +V
µ
⊥ , where V
µ
‖ = −pµ(p·V ), V 2⊥ = V 2−V 2‖ ,
and pµ = pµ/
√
−p2, (p2 = −1), the KS can also be written as
KS = e2ky(p− V‖pu)2 + V 2⊥β2p2y +
{
p2y + (κc)
2
}
. (4.5)
We, here, regard that the V 2⊥ = V
2 − V 2‖ takes a constant associated with the
representation of (θ, ζ) in q-number theory. In other words, the explicit form of
KS is determined for respective spin representations.
Now, similarly in subsection 3.1, we define the operator Kˆ(S) = e−2kyKˆS in
the q-number theory such that
Kˆ(S) =
(
pˆ− V‖pˆu
)2
+ e−2ky
{(
V 2⊥β
2 + 1
)
pˆ2y + (κc)
2
}
, (4.6)
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and KˆSΨ = 0 is regarded as one-particle wave equation 6 intrinsic to this spin-
ning particle. Then, with consideration for [(x · V‖), pˆµ] = [(x · V‖), V µ‖ ] = 0
and [(x · V‖), pˆµ] = i~V µ‖ , one can remove the V‖pˆu in Kˆ(S) by the transfor-
mation Kˆ′(S) = UKˆ(S)U−1 with U = e−
i
~
(x·V‖)pˆu ; and, the φˆS stays unchanged
under this transformation so that φˆ′S = UφˆSU
−1 = φˆS . Thus using the variable
z = eky as usual, the operators Kˆ′(S) and φˆ′S become
Kˆ′(S) = pˆ2 +A
{(
pˆz − i~k
2z
)2
− (~k)2∆
′
z2
}
, (4.7)
φˆ′S = pˆu + βpˆz, (4.8)
where A = V 2⊥β
2 + 1 and
∆′ =
(
1
2
)2
−
(
κc√
A~k
)2
. (4.9)
In this stage, we eliminate φˆ′S by reading pˆu ≡ −βpˆz as the definition of pˆu;
after that, applying the transformation Kˆ[S] = z1/2Kˆ′(S)z−1/2 , we finally arrive
at the expression
Kˆ[S] = pˆ2 +A
{
p2z − (~k)2
∆′
z2
}
. (4.10)
If we transcribe the variable for z′ = z/
√
A, then the field equation Kˆ[S]Ψ˜ = 0
will coincide with Kˆ[β]Ψ˜ = 0 in section 3. Hereafter, we again consider the
case ∆′ = 0 realized for κ/
√
A = 12MP , where as shown in Appendix B, the
operator A takes the eigenvalues 1, 3β2+1, · · · respectively in the spin 0, 12 , · · ·
representation spaces.
The Green function (Kˆ−1[S])ba in {Ψ˜} space, has the same form as Gba in
Eq.(2.9) by reading (y,m,L) as (z′ = z/
√
A, κ, L(z)/
√
A); that is, in z repre-
sentation, one can write (Kˆ−1(S))ba = Gba(x¯ba, z¯ba/
√
A, z˘ba/
√
A). Then, following
the same path discussed in subsection 3.1, one can solve K(S)Ψ = Φ in the form
6 The (θ, ζ) and Vµ = ζ¯γµθ are spinors and a four vector on the functional space of {Ψ},
since {xµ} are coordinates of M4 in each y-fixed brane of RS spacetime. In this sense, for
example, Ψ∗VµΨ is a vector field in M4
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Ψ = U−1(z−1/2Kˆ−1[S]z1/2)UΦ; that is, we obtain
Ψ(xb, zb) =
1√
A
∫
d4xa
∫
dzaGba
(
x¯ba,
z¯ba − kβ(x¯ba · V‖)√
A
,
z˘ba − kβ(x˘ba · V‖)√
A
)
×Φ(xa, za), (4.11)
where Ψ(x, z) =
√
z − kβ(x · V‖)Ψ(x, z) and the same is true for Φ(x, z). Fi-
nally, setting zb = za = Lz and Φ(xa, za) = Φa(xa)δ(za − Lz), we obtain the
expression of Eq.(4.11) on the IR brane so that
Ψb[Φa, xb] ≡ Ψ(xb, Lz) =
∫
d4xaG(S)ba Φa(xa), (4.12)
where
G(S)ba =
1√
A
Gba
(
x¯ba,
−kβ(x¯ba · V‖)√
A
,
Lz − kβ(x˘ba · V‖)b√
A
)
. (4.13)
Now, remembering that the Green function Gba in Eq.(4.13) has the periods
2L(z)/
√
A and L(z)/
√
A with respect to the second and the third arguments
respectively, one can derive the finite displacement equation
e±Le(V‖·∂)bΨb[Φa, xb] =
∫
d4xaG(S)ba Φa(xa ± LeV‖), (4.14)
where Le = 2L(z)/(kβV
2
‖ ), and the V
2
‖ has been treated as a number given by
the spin representation under consideration. The discussion after this, thus, can
be done in parallel with section 2 and section 3. For example, for (+) sign of
Eq.(4.14), let us consider the case such that
Φa(x) = θ(pˆ
0)δ
(
pˆ2 + (mc)2
)
φa(x),
(
m = e−kLκ/
√
A
)
, (4.15)
in order to regard Ψb as a domain type of free field, a dressed functional of Φa,
then with the aid of V‖ · ∂ = V · ∂, we arrive at the equation
eLe(V ·∂)bΨb[Φ, xb] = e
i
~
Le
(
−V 0
√
pˆ2+(mc)2+V ·pˆ
)
bΨb[Φa, xb]. (4.16)
This is an example of the domain type of field equation invariant under the
Lorentz transformation. This is the result that is wanted to derive based on the
particle models embedded in AdS5 spacetime.
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5. Summary and discussion
In this paper, we have studied the possibility to regard Yukawa’s domain
type of field as an effective field associated with the particles embedded in the
AdS5 spacetime with a warp factor e
−2ky . The keys to get such an effective
theory are threefold; the first is a periodic structure of Green function of the
particle in the AdS5 spacetime with respect to the fifth coordinate variable y;
the second is the mixing between the time and the fifth directions in some way,
the third is the choice of the function space of initial source fields in IR brane.
In more detail, the fifth dimension in the AdS5 spacetime with the warp
factor is the one dimensional orbifold, in which the particles suffer an infinite
square-well potential under the Dirichlet type of boundary conditions at both
ends of the fifth dimension. Then there arises a periodic structure to the Green
function just like the problem of the particle in a box.
When x0 and x5(= y) are mixed in the Green function, its periodic structure
with respect to the x5 variable will be copied to the x0 variable. In a sense, the
mixing is an introduction of a time-dependent extra dimension or a moving-extra
dimension for the particle. When we write the world-line interval of a particle
with of the background spacetime metric gµˆνˆ so that ds
2 = gµˆνˆδx
µˆδxνˆ , ( δxµˆ =
(e′ µˆ · x˙)dτ , the mixing is attributed to the velocity (e′ µˆ · x˙).
To make clear the mixing, we first studied two types of toy models of particles
inM4⊗S1/Z2 (k = 0), to which the velocity (e′ µˆ ·x˙) represents that the particles
are placed in the spacetime with a boosted or a rotated extra dimension. In
those models, we could derive in IR brane a finite-time displacement equation
for the field Ψb generated by the propagation of a source field Φa; here, we call
the hyper-surface at largest y end as IR brane even in M4 ⊗ S1/Z2 models.
Next, we extended those models to one in AdS5 spacetime (k 6= 0). Though
the Green function becomes complex in this case, the specific choice of proper-
mass of the particle in UV brane such asm0 =
1
2MP make reduce the problem to
one in M4⊗S1/Z2 type of spacetime. With such a fine tuning of parameters, a
time-displacement equation for the field Ψb out of a source field Φa is obtained
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in this model too. In those models, however, the Lorentz invariance of the
formalism on each y-fixed brane is lost, since the mixing of variables is set
between x0 and x5.
So, we lastly studied a model of spinning particle, in which the mixing of
variables is caused between V · x˙ and x5, where V µ is a four vector living in
each brane, and is constructed out of the spin degrees of freedom of the particle.
As a result, the Lorentz invariance is restored in this model; and, a finite-time
displacement equation again holds for the pair of Ψb and Φa under a fine tuning
of κ similar to the previous models.
From those results, one can say the following: 1) The fine tuning m0 =
1
2MP
gives rise to the mass of the particle in IR brane such as m = m0e
−kL (e.g. .
3.7TeV/c2 for kL & 35), which implies the existence of a specific mass scale
related to an interesting physics in IR brane. 2) When we write the relation
between Ψb(xb) and Φa(xa) in IR brane as Ψb[Φa, xb], one can read that the
Ψb[Φa, xb] is a dressed functional of Φa and a function of xb in the effect of
extra dimension. The importance is that the finite-time displacement equation
for the pair of Ψb and Φa can be rewritten as a domain type of difference equation
for Ψb[Φa, xb] provided that the source field Φa belongs to a suitable functional
space {ΦS} characterized, for example, by Eq.(2.29). Since this functional space
is rather wide one including the free on-mass-shell fields, Yukwa’s domain type of
field is not so extraordinary from the viewpoint of the effective field Ψb[Φ
S
a , xb],
which can be represented symbolically as
(Ψb)Domain =
∫
d4xa
(
Gba
)
AdS boundary
ΦSa . (5.1)
Here, the elementary local field is not Ψb but Φ
S
a ; this is the difference between
the present formalism and that of Yukawa, which treats Ψb as an elementary
non-local field.
We also note that the Green function Gba = Gba
∣∣
boundary defines a specific
graph in the product space Ψb × Φa; and, it will be significant attempt as the
next task to attack the AdS spacetime structure associated with Gba conversely
from the viewpoint of the graph structure.
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Finally, we comment the following: in a preceding article [20], we showed that
the κ-Minkowski structure based on the AdS5 spacetime can derive a domain
type of field equation in M4. The field equations in such a non-commutative
spacetime include the terms e±λ(∂X )
2
Ψ instead of the directional difference terms
e±λ
µ(∂X )µΨ. Since, however, the κ-Minkowski type of field equations are realized
by linear combinations of directional difference type of field equations, it is also
interesting to study the relation between two types of field equations. Another
emphatic point is that if we consider the presence of gauge fields in IR brane,
then the gauge fields can play a similar role of vector V µ in spinning particles;
that is, the Lorentz invariant formalism will be realized in this case too. Those
are the interesting forthcoming problems.
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Appendix A. On a modified RS spacetime
In association with the discussion in section 3, we here study the spacetime
models characterized by the line element
ds2 = e−2kx
5 {−(Adx0 +Bdx5)2 + dxidxi}+ {Cdx5 +D(x5)dx0}2
= ηµˆνˆe
(µˆ)
αˆe
(νˆ)
βˆdx
αˆdxβˆ (A.1)(
D(x5) = D0e
−kx5 ; A,B,C,D0 = const.
)
,
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where e(0)µˆ = e
−kx5(Aδ0µˆ +Bδ
5
µˆ), e
(i)
µˆ = e
−kx5δiµˆ, and e
(5)
µˆ = Cδ
5
µˆ +D(x
5)δ0µˆ;
further, the world metric gµˆνˆ = ηαˆβˆe
(αˆ)
µˆe
(βˆ)
νˆ is given by
(gµˆνˆ) =


−e−2kx5A2 +D2 0 0 0 −e−2kx5AB + CD
0 e−2kx
5
0 0 0
0 0 e−2kx
5
0 0
0 0 0 e−2kx
5
0
−e−2kx5AB + CD 0 0 0 −e−2kx5B2 + C2


.
(A.2)
Now, using the 1-forms {dxµˆ}, the exterior derivatives of xµˆ’s characterized
by dxµˆdxνˆ = −dxνˆdxµˆ and d(dxµˆ) = 0, let us define the 1-forms in the local-
Lorentz basis such as ω(µˆ) = e(µˆ)νˆdx
νˆ , to which the inverted relations dxµˆ =
eµˆ(νˆ)ω
(νˆ), (eµˆ(νˆ)e
(νˆ)
ρˆ = δ
µˆ
ρˆ) become
dx0 =M−1
{
Cekx
5
ω(0) −Bω(5)
}
, (A.3)
dxi = ekx
5
ω(i), (A.4)
dx5 =M−1
{
−D0ω(0) +Aω(5)
}
, (A.5)
where M = AC − BD. Then, it is not difficult to find the connection forms
defined by dω(µˆ) = −ω(µˆ)(νˆ) ∧ω(νˆ), (d2 = 0) so as to be
(
ω(µˆ)(νˆ)
)
= M−1kA


0 A−1D0ω(j) −ω(0) +A−1D0ω(5)
A−1D0ω(i) 0 −ω(i)
−ω(0) +A−1D0ω(5) ω(j) 0

 .
(A.6)
In terms of those connection forms, the curvature 2-forms are defined by
R
(µˆ)
(νˆ) = dω
(µˆ)
(νˆ) + ω
(µˆ)
(ρˆ) ∧ ω(ρˆ)(νˆ), which can be derived from (A.6) after
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tedious calculation in the following form:
R
(0)
(0) = R
(5)
(5) = 0, (A.7)
R
(0)
(j) = (M
−1k)2M−1A
[
(CD20 −MA)ω(0) ∧ ω(j) +D0BDω(j) ∧ ω(5)
]
,
(A.8)
R
(0)
(5) = (M
−1k)2M−1AC(D20 −A2)ω(0) ∧ ω(5), (A.9)
R
(i)
(j) = (M
−1k)2(D20 −A2)ω(i) ∧ ω(j), (A.10)
R
(i)
(5) = −(M−1k)2M−1ABD0Dω(0) ∧ ω(i)
+ (M−1k)2M−1(D20M −A3C)ω(i) ∧ω(5). (A.11)
Introducing, here, the tangent basis E(µˆ) = e(µˆ)
ρˆ∂ρˆ, to which the inner products
ω(µˆ) · E(νˆ) = δµˆνˆ and (ω(µˆ) ∧ ω(νˆ)) : E(αˆ)E(βˆ) = (δµˆαˆδνˆβˆ − δνˆαˆδ
µˆ
βˆ
) hold, one can
write the cuarvature tensor as R(ρˆ)(µˆ)(σˆ)(νˆ) = R
(ρˆ)
(µˆ) : E(σˆ)E(νˆ), from which
the Ricci tensor R(νˆ)(βˆ) = R
(µˆ)
(νˆ)(µˆ)(βˆ) in local Lorentz basis becomes
R(0)(0) = −(M−1k)2M−1
[
4AC(D20 −A2) + 3BDA2
]
, (A.12)
R(0)(5) = (M
−1k)2M−13BDAD0, (A.13)
R(i)(j) = (M
−1k)2M−1
[
4AC(D20 −A2)− 3BD(D20 −A2)
]
δij , (A.14)
R(5)(5) = (M
−1k)2M−1
[
4AC(D20 −A2)− 3BDD20
]
. (A.15)
in addition to R(0)(i) = R(i)(5) = 0. The results are summarized as follows
R(µˆ)(νˆ) = (M
−1k)2M−1
[ {
4AC(D20 −A2) + δ(µˆ)
}
ηµˆνˆ
+ 3BDAD0δ
0
{µˆδ
5
νˆ}
]
,
(A.16)
where δ(0) = 3BDA
2, δ(i) = −3BD(D20 − A2), and δ(5) = −3BDD20; those
results give rise to the scalar curvature such that
R = ηµˆνˆR(µˆ)(νˆ) = (M
−1k)2M−1(20AC − 12BD)(D20 −A2). (A.17)
Now, the RS spacetime is the specific case with A = C = 1 and B = D = 0;
then, the scalar curvature becomes the well-known result R = −20k2. Further,
for the spacetime with A = C = 1, D0 = −β, and B = 0, which is corresponding
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to the model of spacetime with the rotating S1/Z2 extra dimension, the scalar
curvature R = −20k2(1 − β2) is obtained. Roughly speaking, in the spacetime
with B = 0, the Ricci tensor in local Lorentz basis is different from that of RS
spacetime only by the scale of k; and, the spacetime has the constant scalar
curvature R = 20k2(D20 −A2)/(AC)2. In other words, the B = 0 case becomes
a solution of the Einstein equation under a similar energy-momentum tensor to
one in RS spacetime.
Finally, it should be pointed out that the particular case of D20−A2 = 0 leads
to the spacetime with vanishing scalar curvature; if we require simultaneously
B = 0, then the Ricci tensor in this spacetime will vanish; that is, the spacetime
is a Ricci flat one being no longer AdS5.
Appendix B. Spin representation space
In this paper, the gamma matrices characterized by {γµ, γν} = 2ηµν are
taken to be the Majorana representation, which are given explicitly by
γ0 = iρ2 ⊗ σ1, γ1 = ρ1 ⊗ σ0, γ2 = ρ2 ⊗ σ2, γ3 = ρ3 ⊗ σ0, (B.1)
where ρi and σi (i = 1, 2, 3) are two sets of Pauli matrices, and σ0 is 2× 2 unit
matrix. Since the γµ’s are real component matrices, we may deal with (θ, ζ) as
real four-component spinors; then, (θ¯, ζ¯) = (θT γ0, ζT γ0). Within the framework
of pseudo-classical mechanics[22, 23] (classical mechanics[21]), the spinors can
be treated as fermionic (bosonic) dynamical variables of spinning particles. It
is also obvious that ζC = γ0ζ¯T = ζ and θC = θ for real four spinors; that is,
the charge conjugation of ζ and θ are themselves.
The Lagrangian (4.2) says that the−i~ζ¯A
(
= ∂
∂θ˙A
L
)
and θA, (A = 1, 2, 3, 4)
are canonical pairs; and, since we confine to the case of fermionic spinors, we
require in q-number theory the anti-commutation rules
{θA, ζ¯B} ≡ θAζ¯B + ζ¯BθA = δAB, {θA, θB} = {ζ¯A, ζ¯B} = 0. (B.2)
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The generators of Lorentz transformation for the intrinsic spins become
Sµν =
1
2
ζ¯σµνθ ,
(
σµν =
i
2
[γµ, γν ]
)
, (B.3)
by which the infinitesimal transformations are written as
δθ =
i
2
δωµν [Sµν , θ] = − i
4
δωµνσµνθ, (B.4)
δζ¯ =
i
2
δωµν [Sµν , ζ¯] =
i
4
δωµν ζ¯σµν . (B.5)
Under those transformations, one can verify that ζ¯θ and Vµ = ζ¯γµθ transform
respectively as scalar and vector quantities; that is, that δ(ζ¯θ) = 0 and δVµ =
− 12δωρσ (Vρησµ − Vσηρµ).
Now, the definition of Sµν implies that the ground state, the spin 0 state,
and its adjoint state should be defined by θ|0〉 = 0, 〈0¯|ζ¯ = 0 and 〈0¯|0〉 = 1. Then
the states |α〉 = ζ¯α|0〉 and 〈α¯| = 〈0¯|θα form a pair of spin 1/2 states, from which
one can verify 〈α¯|β〉 = δαβ, 〈α¯|Vµ|β〉 = (γµ)αβ , and 〈α¯|Sµν |β〉 = 12 (σµν )αβ and
so on. Further, the bi-linear combinations ζ¯ζ = ζTγ0ζ and ζ¯γµζ = ζT (γ0γµ)ζ
are transformed respectively as scalar and vector quantities under the Lorentz
transformations; and so, the states |Sn〉 = (ζ¯ζ)n|0〉, (n = 0, 1, 2) form spin 0
states in this representation. On the other hand, because of (γ0γµ)T = (γ0γµ),
the ζ¯γµζ|0〉 = ζT γ0γµζ|0〉 type of vector state vanishes as a result of Grassmann
property of {ζA}.
Now, since the particle momentum p belongs to timelike orbits for m 6= 0,
one can obtain the expression V 2⊥ = (ζγ
iθ)2 at the rest frame p = (p0, 0, 0, 0).
With the help of this expression, it is not difficult to verify that V 2⊥|Sn〉 =
0, (n = 0, 1, 2) and V 2⊥|α〉 = 3|α〉. The definition A = V 2⊥β2 + 1, then, gives
rise to A|Sn〉 = |Sn〉, (n = 0, 1, 2), and A|α〉 = (3β2 + 1)|α〉 and so on. In any
case, the eigenvalues of A are greater than 1, and they remain in finite numbers
provided that θ and ζ are Grassmann variables.
We finally comment on the Weyl spinors (ξ, η) related to (θ, ζ) by
θ =

 (ξ + ξ∗)
−iσ3(ξ − ξ∗)

 , ζ =

 (η + η∗)
−iσ3(η − η∗)

 . (B.6)
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Remembering 12 (1∓ iγ5) = 12

 σ0 ±iσ3
∓iσ3 σ0

, the first of Eq.(B.6) leads to
1
2
(1− iγ5)θ =

 ξ
−iσ3ξ

 , 1
2
(1 + iγ5)θ =

 ξ∗
iσ3ξ
∗

 , (B.7)
and the same is true for ζ. Then, using
{
1
2 (1± iγ5)
}2
= 12 (1± iγ5), we obtain
ηTσ2ξ = −1
2
ζ¯
1− iγ5
2
θ, η∗Tσ2ξ∗ =
1
2
ζ¯
1 + iγ5
2
θ , (B.8)
from which follows
ζ¯θ = −2 (ηTσ2ξ − η∗Tσ2ξ∗) . (B.9)
After a little calculation, one can also obtain
V µ = ζ¯γµθ = 2
(
η˜†σµξ˜ − ξ˜†σµη˜
)
, (B.10)
where ξ = Uξ˜ and η = Uη˜ with U = 1√
2
(σ0 + iσ1).
Further, the first two-component columns of Eq.(B.7) can be written as
ξ =
1
2
(σ0, iσ3)θ
(
ξ∗ =
1
2
(σ0,−iσ3)θ
)
(B.11)
; and so,
ξT =
1
2
θ¯

−σ2
σ1



 ξ∗T = 1
2
θ¯

σ2
σ1



 . (B.12)
One can write down the same equations for ζ too. Then, from Eq.(B.2), it is
not difficult to verify {ηa, ξ∗b} = {η∗a, ξb}∗ = 0, (a, b = 1, 2) and
{ηa, ξb} = {η∗a, ξ∗b}∗ = 1
2
(σ2)
ab . (B.13)
If we notice that the kinetic term of spinors have the form i~ζ¯ θ˙ = −2i¯(ηTσ2ξ˙−
η∗Tσ2ξ˙∗), one can verify πξ = ∂∂ξ˙L =
∂
∂ξ˙
(i~ζ¯ θ˙) = i~2(ηTσ2) for the Lagrangian
(4.2). Thus the canonical anti-commutation relation gives {(ηTσ2), ξ} = − 12σ0,
which is nothing but Eq.(B.13).
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