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Abstract
This paper presents a new approach to algorithm design and analysis that benefits from the
OO characteristics of Java. It consists of first defining the inheritance structure of a collection of
algorithms, at different levels of abstraction. Then, correctness proofs and complexity measures are
designed for the various levels of abstraction. The goal is to prove as many properties as possible
at each abstract level, assuming the implementations of the methods called upon will be correct.
Thus, when a more specialized algorithm is derived from a more abstract one, proofs and complexity
analysis can be reused, and simply need to be completed by proving that the properties assumed
for the concrete methods indeed hold. The approach is illustrated with several inheritance trees:
for sorting, graph algorithms, string matching, and network flow. Each tree, at the bottom of the
hierarchy, yields well-known algorithms in the respective area. Instead of using pseudo-code to
describe these trees, Java is used to make the process more precise and useful, encouraging the
design and analysis of algorithms, and also experimentation with new variants. The implementation
presented in this paper takes advantage of Java’s organization to build the inheritance trees for the
classes, and Java’s interfaces, collections, comparators, and iterators.
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1. Introduction
Object Orientation (OO) has become the paradigm of choice for system design and
when teaching various computer science courses. Many benefits are claimed, including
increased reusability, increased extensibility, and improved quality. In contrast, the
algorithm analysis area has not fully exploited the OO paradigm. Although algorithm
design claims to adhere to this philosophy [7, Kuhl, pp. 249–255], it does not do so when
proving correctness and analysing complexity, but only when designing using abstract data
structures. This paper presents a methodology with a Java implementation that brings the
above OO benefits closer to the algorithm analysis domain, by reusing the correctness
proofs and the complexity analysis.
The OO paradigm has been so successful in practice because, as with any paradigm,
it is more than a set of rules. It is a specific mindset, a viewpoint that affects the way we
think and perform tasks. Chief among the principles of OO are abstraction, encapsulation,
and modularity. We are interested in using these principles to enhance the design, analysis,
and teaching of algorithms. Although these could be achieved by other means (e.g. [1]),
OO has proved uniquely successful, managing to integrate good analysis, design and
implementation techniques into a single framework, as well as providing popular OO
languages such as Smalltalk, C++ and Java.
Many modern algorithms textbooks present their data structures and algorithms in an
OO language. With regard to the data structures sections, OO is used both for abstract data
structures, seen as containers, as in [16,19], and its implementations. However, the design,
analysis and verification of the algorithms presented, especially those not related directly
to the access of the abstract data structures, is in a sense divorced from the inheritance
structure of the implementation. Conversely, often informal arguments are used to explain
an algorithm which resembles OO reasoning style, but the implementation presented does
not follow closely those arguments. Our approach tries to close the gap between the
informal and formal analysis of an algorithm, and its implementation. In our approach,
right from the root of the inheritance tree and at each step in the specialization process
we derive some properties that hold even at that level, and obtain some time complexity
measures as functions of the—not yet implemented—methods called upon at that level.
We define abstract classes; from those we derive basic implementations, and from those we
derive concrete implementations that correspond to well-known algorithms. The emphasis
is on reusing the proofs and measures already obtained in higher levels of the inheritance
tree to arrive at values and proofs for the lower levels.
In this paper we illustrate our approach with several generic algorithms that specialize
to various well-known algorithms: select/join sorting, swap sorting, graph exploration,
string matching, and maximum flow. We describe our Java implementation of all of
these examples; for lack of space we describe in more detail only the sorting and graph
exploration examples. For the complete code we refer the reader to the package page
http://lambda.fciencias.unam.mx/generic. The organization Java gives to an inheritance
tree, plus the use of interfaces to define the methods in a hierarchical tree, are
used intensively. The result is material that both enhances the knowledge of the Java
programming language as a tool to build hierarchical algorithms, and gives a better
understanding of the properties of such algorithms.
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The generic algorithmics paradigm starts with recognizing a basic strategy to solve a
problem, identify the main components and code an interface or an abstract class. This
generic strategy yields a generic algorithm, with a common driver that calls upon some
abstract methods whose behavior can be later on specialized to produce specific algorithms
that solve a more specific problem. The generic algorithm is analyzed at this level of
abstraction, using pre- and post-conditions that its abstract methods should satisfy. Also the
time complexity of the generic algorithm is analyzed at this level. The complexity measure
of the generic algorithm is a function of the complexity of each of the methods and the way
they interact. So we derive an abstract formula for the complexity of the generic algorithm,
in terms of the complexity of the methods.
Once a generic algorithm is constructed and analyzed, different algorithms can be
derived by inheritance. For each such specialization, we only have to reason about each
method that is being implemented. For correctness, we only have to prove that the
implementation satisfies the pre- and post-conditions of its specification, while for the
performance, we only have to derive a function for the time complexity of the method. Care
is taken in the implementation so the specialized algorithms maintain the same asymptotic
complexity as the corresponding original algorithms.
Related work
At present, algorithms and data structures are often presented using C++ or Java. As far
as Data Structures goes, there have been important accomplishments in using both Abstract
Data Structures [13,14,19], and patterns for typical problems such as sorting [15,16]. There
are various textbooks [5,19] that go beyond data structures into algorithm analysis, but fail
to treat the algorithms taking into account OO hierarchies and inheritance.
Also, bibliography abounds where “generic” algorithms are found, but these instances
relate more to component functions in a library that covers, possibly, several classes of
data and some algorithm to achieve the goal [12], or algorithms (v.gr. graph algorithms
as in [16]) that by “using well-defined interfaces to underlying data structures” obtain
“algorithms that are completely independent of the implementation of the underlying data
structures”. Nevertheless, the algorithms built are concrete instances.
There are very few frameworks that try to group and abstract algorithms in other fields,
like graphs or string matching, in terms not of parametrization—see [1,2], and again [12]—
but of abstract methods to be implemented by the particular algorithm. There has been
a sustained effort in grouping and/or classifying algorithms in many fields, according to
different characteristics; see, for example, [3,4,11]. Grouping the algorithms is not our
main concern. It helps, though, to make the analysis both of complexity and correctness in
terms of layers, with each layer assuming the lower one works as assumed. What has been
lacking is the partition of the problem at the uppermost level, and specifying properties for
each of the parts—that would not be just the trivial ones of stating the goal of the algorithm
itself as in [11], and [9]—and that are inherited by the specializations in such a way that
each specialization carries the responsibility of the way in which these properties will be
met.
Organization of the paper: We present generic algorithms and derive specializations
of well-known algorithms, together with correctness and complexity analysis for the
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following problems: in Section 2 for sorting; in Section 3 for various graph algorithms;
in Section 4 for string matching; in Section 5 for network flow. In Section 6 we present
some conclusions and future work.
2. select/join and swap sorting
We approach sorting as the first example of how to apply our methodology. We visit
two classes of sorting algorithms: in Section 2.1 those that build up a region where the
elements are contiguous and already sorted, and in Section 2.2 those that work with, in
each iteration, eliminating one or more of the inversions present in the data.
2.1. select/join sorting
For the first class we selected four known sorting algorithms, Bubble Sort, Insertion
Sort, Selection Sort and Heap Sort, because we can identify in them a common strategy:
that becomes the generic algorithm.
2.1.1. A generic select/join sorting algorithm
Listing 1. Driver for the abstract class AbstractRegionSort
public abstract class AbstractRegionSort {
protected ArrayList object;
protected int n;
protected Comparator comp;
...
public final ArrayList genericRegionSort() {
int k;
for(int i = n - 1; i > 0; i--) {
k = select(1, i);
join(k, i, n);
}
return object;
}
...
The general strategy is as follows: Sorting is done through a number of iterations; in
each iteration, the array is divided into two contiguous blocks; the right block starts with 1
element, while the left block starts with n −1 elements, where n is the number of elements
to be sorted; in each iteration the left block shrinks by one element while the right block
grows by one element; all through the algorithm we have the invariant that the elements
in the right block are ordered. In each iteration two operations are performed: a select
operation that selects an element from the left block, and a join operation that joins the
element selected with the right block. An additional invariant is that any element that enters
the right block will never leave it. Because of the way our four algorithms work we call
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them select/join algorithms, in a way similar to the split/join taxonomy [10]. We do not
use this later taxonomy because we could not, then, give an invariant for the algorithm
at intermediate steps, so the purpose of extending the proofs would be defeated. At all
times we present the proofs of correctness and complexity class in a formal manner, as
preconditions and post-conditions on the polymorphic methods, and on the general strategy
as stated in a final method.
The root of the select/join family is AbstractRegionSort and has three methods:
void genericRegionSort(), int select(int first, int last), and void join(int sel, int low,
int high). In this abstract class the main driver for AbstractRegionSort, genericRegion-
Sort, is declared final, because the general strategy for all the algorithms implemented will
be shared. This method is the one responsible for iterating, calling alternatively the select
and join methods, that are abstract at this level. To get an abstract algorithm with a wider
appeal, we use a Comparator to determine the relative order between two elements. The
code for this generic algorithm is in Listing 1. The invariants for the general strategy and
the pre- and post-conditions for the polymorphic methods select and join are given below:
• Loop invariants at the end of each iteration. Let data be the original array with the data
at the beginning of the process, and let object be the working array initialized by the
constructor with the values of data.
 (sjInv-1) object[i . . . n] s.t. object[ j ] ≤ object[ j + 1],
j = i, . . . , n − 1.
 (sjInv-2) perm(data, object).
• Post-conditions for select:
Let object represent the array before select and let object′ represent the array after
select.
 (sjSelPst-1) 1 ≤ select(1, i) ≤ i .
 (sjSelPst-2) perm(object[1 . . . i ], object′[1 . . . i ]) and
object[i + 1 . . .n] = object′[i + 1 . . .n].
• Post-conditions for join:
Let object represent the array before join and let object′ represent the array after join.
 (sjJnPst-1) object[k] ∈ object′[i . . . n].
 (sjJnPst-2) object′[ j ] ≤ object′[ j + 1], j = i, . . . , n − 1.
 (sjJnPst-3) perm(object[1 . . . i ] − object[k], object′[1 . . . i − 1]) and
perm(object[i + 1 . . .n] ∪ object[k], object′[i . . . n]).
2.1.2. Analysis of the generic select/join sorting algorithm
We prove by induction on the number of iterations, that if the pre- and post-conditions
for the polymorphic methods hold—on a require basis—then the invariants for the general
strategy hold at the end of the loop. For the first iteration, the basis of the induction, we
have the original array split into object[1 . . .n − 1] and object[n], and we also know that
the constructor left a permutation of the original data in array object. After the execution
of select, we have perm(object[1 . . .n − 1], object′[1 . . .n − 1]) and the last element
remains in place, so we have perm(data, object) ∧ perm(object, object′), and we can
conclude perm(data, object′). We also can count on 1 ≤ k ≤ n − 1. After the execution
of join, we moved object[k] to the right region and we know post-conditions (sjJnPst-1 )
through (sjJnPst-3 ) hold. By post-condition (sjJnPst-3 ), since in Join we worked with a
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permutation of the original data, and since object[k] was simply moved from the left region
to the right region, we have Invariant (sjInv-2) holds. Post-condition (sjJnPst-2 ) directly
translates into invariant (sjInv-1).
We assume that these invariants hold for the -th iteration ( = n − i ), so we prove
that they hold for the next iteration,  + 1. When we enter the loop we have the left
portion finishing at position i − 1 and the right portion starting at position i , and because
the previous iteration complied with the invariants, we have object[ j ] ≤ object[ j + 1],
for j = i, . . . , n − 1. Also, we have perm(data, object). After executing select, by
a similar argument as in the base of the induction, we have perm(object[1 . . . i − 1],
object′[1, . . . , i − 1]) and the right portion untouched. We know, then, that when the
execution of join starts we have perm(data, object). Since k points to one element in the
left region by post-condition (sjSelPst-1 ), and by post-condition (sjJnPst-1 ) we moved it
to the right region, this together with post-condition (sjJnPst-3 ) renders invariant (sjInv-2).
Again, post-condition (sjJnPst-2 ) is translated directly to invariant (sjInv-1).
For  = n − 1 (i = 1) the loop invariants translate to:
 object[ j ] ≤ object[ j + 1], for j = 1, . . . , n − 1.
 perm(data, object).
With these two predicates we define a sorted array of n elements, so AbstractRegionSort
is correct.
We want to arrive at an abstract formula for the generic strategy. We assume that the
constructor will leave in the array object a permutation of the original data, but might be
asked to do a little more, so the cost of the execution has to take this into account. The
cost of this method will be in terms of the number of elements in the array, so we denote
it by fconstr(n). The loop is executed n − 1 times. The work done by both select and join
will depend on the number of elements each has to deal with; that depends on i , so we
decided to express this abstract formula as a sum. Taking this into account, we obtained
Formula (1) for the abstract algorithm.
TAbstractRegionSort(n) = fconstr(n) +
n−1∑
i=1
(
fselect(i) + fjoin(n − i)
)
. (1)
When analyzing the complexity for each of the specializations, we will simply fill in the
costs in fconstr, fselect and fjoin.
2.1.3. Specializations of the generic select/join sorting algorithm
We have four classes extending AbstractRegionSort—see Fig. 1—one for each of the
algorithms mentioned. Each one of them provides its own implementation for select and
join.
In SelectionSort, select returns the position of the highest key in the left block,
while join simply swaps the selected element with the one at the last position in the left
block (which becomes the first one in the right block); the code is easy so we do not
show it here. It becomes very easy to prove that this implementation of select complies
with the preconditions given: it returns a position within 1 . . . i , the one that contains the
highest value, but does not disturb the array, so both post-conditions (sjSelPst-1 ) and
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Fig. 1. Hierarchy for the select/join sorting algorithm.
(sjSelPst-2 ) hold. For the method join we have to prove that if we select the highest
value from an array in consecutive iterations, and exclude this value from the array, each
consecutive value is less than or equal to any of the values previously selected; this is a
long proof, though not difficult, so we chose not to present it here. So select chooses the
elements in the array in a strict order from large to small. Since join simply exchanges the
highest value for the subarray object[1 . . . i ] with the value in position i , the latest is less
than or equal to any of the values in object[i + 1 . . .n]; also, since the portion of the array
to the right of position i is not touched in this method of execution, and since they were
sorted before this execution, they remain sorted through it; so post-conditions (sjJnPst-1 )
and (sjJnPst-2 ) hold.
As for post-condition (sjJnPst-3 ) we observe that the element in position i is exchanged
with that in position k: at worst, k = i ; so we have that all the elements previously present
in object[1 . . . i ], except for object[k], are now present in object[1 . . . i − 1]. Similarly, all
the elements previously present in object[i + 1 . . . n] are still present and has object[k]
in position i within object′. Finally, since the highest value was exchanged with it to
position i , but no other element is disturbed, the second part of post-condition (sjJnPst-3 )
also holds.
When implementing InsertionSort, select returns the last position in the left block,
while join compares this element with the elements in the right block until it finds
the element’s sorted position. Since select does not disturb anything, post-conditions
(sjSelPst-1 ) and (sjSelPst-2 ) are easily proved, since object = object′ and the value
returned is i . For the implementation of join, it is trivial to prove that post-condition
(sjJnPst-1 ) holds. It is not so easy to prove (sjJnPst-2 ), but it is done by proving that when
inserting a value into an already ordered array, the value reaches its correct location. As for
post-condition (sjJnPst-3 ), it is proved by observing that the elements are not moved more
than one space to the left, so it will also hold at the end of the execution of join.
In the specialization for BubbleSort, select bubbles the element in the left block until
the largest element is in the border, and then join compares it to the first element in the right
block and swaps them if necessary.1 We have to prove that select indeed puts the largest
element of the subarray in its last position. Once this is done, the rest of the post-conditions
are very easy to prove.
Finally, in HeapSort, select heapifies the left block so the largest element is in the first
position, and then returns 1; join exchanges position 1 with the position in the border of
the blocks. In this specialization the constructor is the one responsible for heapifying the
1 If in the constructor we make a first round, then join would not have to do anything.
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Fig. 2. Swap sort family.
original array, and moving the largest element to the last position. We have to prove that the
method that bubbles down the root of a subtree does leave the largest element in the root of
the subtree, maintaining the heap property on that subtree; since this is a well-documented
proof, and lengthy, we do not present it here. Using this result, we prove that heapify does
select the largest element in the subtree, maintaining the heap property. Once this is done,
the rest is proved as in SelectionSort.
It is very easy to compute the complexity class for each of the specializations. For
SelectionSort the constructor takes O(n) time in setting up the array; select is O(i) to
select the largest element, and join is in O(1). So TSelectionSort(n) = O(n2). In the case
of the InsertionSort specialization, select is in O(1) while join is in O(n − 1). The
constructor only sets up the array, so by substituting in Formula (1) we get InsertionSort
in O(n2) also. For the BubbleSort specialization we have select in O(i) while join is in
O(1). The constructor is in O(n), even if we make the first pass for bubble sort in it. So this
specialization is in O(n2). Finally, the constructor for the HeapSort specialization takes
O(n lg n) to heapify the original array and leave the largest element in the last position;
since select does the bubble of the root down a subtree of depth lg i , in this specialization
select is in O(lg i). join, on the other hand, is in O(1), so the HeapSort specialization is
in O(n lg n).
Once this analysis is done, we can compare the costs of the polymorphic methods, and
gain some insight into the trade that goes on among select and join, and the trade involved
among difficulty to code and complexity classes for the algorithms.
2.2. Swap sorting
For the second class the general strategy consists of giving, in each iteration, a sequence
of exchange-swaps, each sequence guaranteeing that at least one inversion is eliminated.
At the end of the execution, with the number of iterations being n, all the inversions are
eliminated, rendering the data sorted. We call this family swap-sorting.
For SwapSort we have the inheritance tree depicted in Fig. 2. The abstract algorithm
performs n iterations, in each of which a sequence of pairs to be compared is given. We
have oblivious sorting, when the sequences of pairs are independent of the data, and non-
oblivious sorting, when the sequences are built depending on the way the data presents
itself. In both cases the invariant of each iteration is the elimination of inversions, which is
proved using the inversion table properties, and the exchange-swap properties. Complexity
is given in terms of the number of pairs present in the pairs sequence. The complexity
class for each of the specializations of AbstractSwapSort is given in terms of the number
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of comparisons needed to complete the elimination of all the inversions. We are currently
working on a more precise presentation for this sorting family of algorithms.
3. Graph exploration and spanning trees
Many graph algorithms implicitly implement some form of graph exploration, by
visiting the nodes and edges of the graph. That is, algorithms typically process the
graph starting in one node, and move from one node to the next one by choosing
one of its outgoing edges. In Section 3.1 we make this idea precise, giving a generic
graph exploration algorithm, and showing how various well-known graph algorithms can
be obtained by specialization from the generic algorithm. We derive correctness and
complexity properties of the generic algorithm, that are inherited by the specializations. In
Section 3.2 we do something similar, but for another important area of graph algorithms:
finding spanning trees of a graph. The generic algorithm presented formalizes a high-level
strategy used by this kind of algorithms: start with a forest and repeatedly search for an
edge that can be added to grow the forest until eventually a spanning tree is obtained. In
Section 3.3 we explore the relation between both generic algorithms.
3.1. A generic algorithm for graph exploration
The generic exploration algorithm formalizes a well-known procedure (e.g. [6]), as
follows: It iterates through local explorations from the nodes that have been reached, and
that we call the action center. The loop starts by choosing the action center for the current
iteration. The reached nodes are kept in a data structure we call border, from which we
select, in each iteration, the node to be the action center. The border is initialized to contain
the source node for the exploration, so the first time the execution reaches the loop, the only
node in the border is the source node. If the action center has unused edges, we use one of
them to advance in the exploration, processing the node at the other end of the edge in a
different way, depending on whether it is being reached for the first time, or was previously
discovered; if it does not have any unused edges left, it is closed. We process the action
center, if needed, and go back to the next iteration.
We distinguish the state of a node: not-reached, it has not been discovered; visited,
it has been discovered, but it has not been determined that all its edges have been used;
closed, it was discovered and it has been determined that it does not have any more unused
edges. We also mark an edge as used, when it is involved in a step in the exploration
process.
As is the case with sorting, we define a Java abstract class and a BasicExplore, that
implements the main loop, genericExplore, as a final method, since this strategy is shared
by all the specializations we give. The (partial) code for the generic strategy is given in
Listing 2.
At the abstract level we also implement the method explore, since it is also a final
method that is not extended or specialized in any of the concrete algorithm. The code is in
Listing 3.
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Listing 2. Driver for the abstract class AbstractExplore
public abstract class AbstractExplore {
protected Border border;
protected int n, m;
protected Digraph newGraph;
...
public final Digraph genericExplore() {
Nodes current = null;
Edges e = null;
while (border.isNotEmpty()) {
current = border.select();
processCurrent(current);
if (current.hasUnusedEdges()) {
e = current.getEdge();
explore(current, e);
} else {
closeNode(current);
}
}
closeUp();
return newGraph;
}
Listing 3. final implementation for explore
final void explore(Nodes current, Edges e) {
Nodes u = e.getOtherNode(current);
processEdge(e);
if (!u.hasBeenReached())
discovering(current, e, u);
else
discovered(current, e, u);
}
3.1.1. A first level of specialization
We give a basic concrete class in BasicExplore that implements in an “arbitrary”
way the border, and sets up the methods called by genericExplore and explore to give
the minimum behavior to achieve the objectives of the generic algorithm. BasicExplore
extends to several known algorithms, such as DFS, BFS, Eulerian walks, Dijkstra’s shortest
distances, and Prim’s MST by redefining how the border operates, what to do when a
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node is reached for the first time, what to do when an already discovered node is reached,
and what to do when an action center does not have any more unused edges. These
specializations work the same with directed or undirected graphs, since the only change
needed is to take into account that in an undirected graph each edge appears twice, so care
must be taken to avoid using an edge twice; this is taken care of by the graph itself in the
way it renders an edge.
Once a classical algorithm such as DFS is implemented, to obtain an application of the
algorithm such as Topological Sort, we extend either the class implementing the nodes
or the class implementing the edges, and work with an extension of the superclass that
implements DFS.
When proving correctness, we establish properties for the abstract exploration, on a
require/provide basis. For the abstract algorithm to be correct it has to build a spanning
tree and it has to terminate. Let us determine what we should require from each method
called upon in genericExplore, so we achieve these two outcomes.
3.1.2. What is expected from the basic specialization
For the abstract algorithm to build a spanning tree for the graph, it has to detect edges
that are incident in nodes already in the tree; this is done by having the source node
as the root for the spanning tree, and adding to the spanning tree only those edges that
reach a not yet discovered node. We require, then, from any specialization, that the source
node be added to the spanning tree in the constructor, before entering genericExplore—
(AEgEPre-1) and this has to hold before reaching the loop in line (9), Listing 2. So
the responsibility of building the spanning tree belongs to the method explore. As
preconditions for this method we need to have the nodes correctly marked as to their state,
and that the edge it uses for the next step is an unused edge. To attain this, border can only
contain visited nodes—invariant (AEBrdInv-1). Also, so no cycle is introduced into the
spanning tree being built, we need the state of the nodes to go from not-reached to visited
to closed exactly once and in this order—(AEgrAsr-2).
For the distance to the root in the spanning tree to be correct, it has to reflect the distance
from its parent to the root, plus the weight of the edge that goes from the parent to the
node, and this has to be monitored both by discovering and discovered—(AEgrAsr-2).
If we state as a precondition for explore that T , the tree being built, is indeed a tree,
we have as a post-condition for explore that T remains a tree—(AEexpPst-1 ). When a
node is discovered, the edge through which it is discovered has to be added to the tree on a
preliminary basis; it might be substituted later on if the specialization so requires it. When a
node is discovered, it is entered into the border. Since each node is discovered at most once,
it gets put into the border at most once—(AEbrdAsr-3). Also, when a node is discovered
during the execution of genericExplore, it is not the source node and its parent in the
spanning tree has already been discovered. This is because a node can only be discovered
through an edge from a node in the border—(AEstAsr-1). If we denote with π the node’s
attribute that represents the parent in the spanning tree, we require from genericExplore
that when it finishes, all nodes in the connected component for the source node have a not
null π , except for the source node—(AEgEPst-2 ).
With these invariants we can guarantee that the spanning tree built is correct. As for
termination, we need a few more assertions. Since the border has at least one element
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when the exploration starts, we have to guarantee that every node that enters the border
has to, eventually, leave it, so the condition in line (9) in Listing 2 fails and the loop is
exited. For the border to empty, we need that each time we get an edge from a node in
the border—line (13), Listing 2—that edge is not rendered again—(AEgrAsr-3). Also, the
number of times a node can be selected as an action center is bounded by the number of
edges incident to it.2
We resume the assertions needed for the abstract algorithm to be correct in what follows:
• Assertions for the method genericExplore.
 (AEgeAsr-1) Before executing line (9), we need border = {s}, where s is the source
node for the exploration.
 (AEgePst-2 ) Let S ⊆ V be the nodes in the connected component for s, the source
node. Then, at the end of the execution of genericExplore,
∀v ∈ S − {s}, v.π 	= null, and s.π = null
• Invariants for the state of the graph (nodes and edges).
 (AEgrAsr-1) The state of the nodes reachable from the source go from not-reached
to visited to closed exactly once and in this order.
 (AEgrAsr-2) ∀v ∈ V s.t.v.state 	= reached, v.d = v.π.d + (v.π, v).weight.
 (AEgrAsr-3) Every edge in the connected component is examined and rendered
exactly once.
• Assertions for the spanning tree being built.
 (AEstAsr-1) When a node is added to the spanning tree, its parent is already in the
spanning tree.
• Assertions for the border.
 (AEbrdAsr-1) ∀v ∈ border, v.state() = visited.
 (AEbrdAsr-2) Every node v in the connected component is selected at least once
and at most 1+ #(edges incident in v).
 (AEbrdAsr-3) Each node is put into the border at most once.
• Assertions for explore.
 (AEexpPst-1 ) Let T be the spanning tree so far built before executing explore, and
let T ′ be the spanning tree after the execution of this method. Then both T and T ′
represent spanning trees for a connected subgraph of the original graph.
With these assertions about genericExplore, most of which impose requirements
on the implementation of the abstract methods discovering, discovered, closeUp,
processCurrent, processEdge, and closeNode, we can prove the correctness theorem
about our abstract algorithm: the algorithm builds a spanning tree of the connected
component for s, and it is guaranteed to terminate. We also take the algorithm determined
by BasicExplore and prove, very easily but a little bit long to be presented here, that the
implementations given for the abstract methods indeed comply with the assertions needed
for the abstract algorithm to run. This is also a very easy task. The border in BasicExplore
is simply a doubly linked list that behaves as a circular list, where the node enters the border
2 Actually, the total number of node selections is exactly the number of edges in the graph, plus the number of
nodes, since each node has to be selected one last time for it to be closed.
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at the end of the list. Each time a node is selected (returned by the iterator) one of its unused
edges is explored. If there are no more unused edges, the node is closed. In either case, the
iterator proceeds to the next node in the list. The way in which we extend AbstractExplore
to a specialization can be seen in Listing 4 (we omit the JavaDoc comments in the sake of
brevity).
Listing 4. Basic implementation for the abstract methods and the border
public class BasicExplore extends AbstractExplore {
public BasicExplore(Digraph g, Nodes s) {
super(g, s);
border = new BasicBorder();
border.addNode(s);
}
protected void closeUp() { }
protected void discovered(Nodes current, Edges e, Nodes u) { }
protected void discovering(Nodes current, Edges e, Nodes u) {
u.setPi(current);
u.setD(current.getD() + e.getWeight());
u.setReached();
u.setTreeEdge(e);
border.addNode(u);
}
protected void processCurrent(Nodes current){ }
protected void processEdge(Edges e) {
e.setUsed();
}
protected void closeNode(Nodes current) {
current.setFullyProcessed();
border.delNode(current);
}
3.1.3. Analysis for the basic implementation
Even without having an implementation for the abstract methods, from the code for
genericExplore and explore, and given the requirements of the abstract methods, we can
arrive at a formula for the complexity of the abstract algorithm in terms of the complexity
38 S. Rajsbaum, E. Viso / Science of Computer Programming 54 (2005) 25–47
of each of the abstract methods. Since we have upper bounds for some of these methods,
it encourages the search for efficient implementations. The complexity for a specialization
is determined by simply filling up the complexities for each of the methods that were
implemented in the particular specialization. The two general formulas, one for each of
the final methods, are given in Eqs. (2) and (3). If we look at the condition for the loop in
line (9) of Listing 2, we see that the loop will be executed as many times as the border is
not empty. This is at least once, since the border has to start up with the source node. Once
a node enters the border, it will leave it when all of its edges have been used—line (12) and
(17). So the loop will be executed once for each edge in the connected component. In each
iteration we select and process a node from the border, so we take this into account; then,
we either explore with the edge, or we close the node. The number of edges to be explored
is at most one in each iteration, plus we close a node exactly n times, once for each node.
Finally, we have to add the cost of closing up the process, where actually building the
spanning tree from the ancestor’s reference might be involved.
TgenericExplore(n, m) =
m∑
i=1
( fselect(k) + fexplore(t) + fprocessCurrent()
) (2)
+ n · fclose(k) + fcloseUp(n, m)
where k, 1 ≤ k ≤ n, is the number of nodes in the border, and t , 1 ≤ t ≤ n − 1,
is the number of edges in the spanning tree, since we might have to modify the tree so
far built. We can refine a little more this formula, since we have a final implementation
for explore. The cost is given of terms of getOtherNode—that should be in O(1)—the
cost of processEdge—also should be in O(1)—and either the cost of discovering or
discovered. The number of times discovering is used is at most n − 1, since no node can
be discovered more than once. So discovered will be executed m − n + 1 times. We can
arrive at a formula for explore given this reasoning, shown in Eq. (3).
fexplore(t) = fgetOtherNode() + fprocessEdge(m) (3)
+ ( fdiscovering(n) or fdiscovered(n)
)
.
In Eqs. (2) and (3), the terms for fselect(k), fclose(k), fdiscovering, and fdiscovering(n) depend
on the number of nodes, n, and are determined by the particular implementations needed
for each of the specializations as far as the border is concerned, depending on the number
of nodes present in the border and how easy (or hard) it is to add, modify or delete a node.
Since there are n nodes in the graph, each node will be discovered exactly once, and will
be closed also exactly once. The terms for fgetOtherNode() and fprocessEdge(m) depend on the
implementation of the graph, but should be maintained at constant cost. Eq. (2) is in terms
of a sum, since in some of the specializations we will use amortized analysis.
3.1.4. Algorithms derived from the basic implementation
The hierarchical tree for this family is depicted in Fig. 3.
The Java package is organized as two hierarchical trees, one for the exploration
algorithms and one for the data structures used for the border. In the tree corresponding
to the exploration algorithms, we built a subpackage for each algorithm derived from our
abstract one: BFS, DFS, Dijkstra’s shortest distance and Eulerian paths. Since the generic
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Fig. 3. Hierarchy for the exploration algorithms.
algorithm receives a superclass for graphs, the different subclasses work with any subclass
for Digraph: undirected graphs, trees, forests, and weighted graphs. The specializations
use BasicExplore as a superclass, but some of them redefine or extend some of the basic
implementations in order to achieve different results. To illustrate how we specialize to a
concrete algorithm, we show in Listing 5 the coded needed for specializing to DFS.
Listing 5. Specialization for DFS
public class DFSExplore extends BasicExplore {
protected TimeStamps[] timeStamps;
protected int timeCtr = 0;
public DFSExplore(Digraph g, Nodes s) {
super(g, s);
timeStamps = new TimeStamps[n+1];
for(int i=1; i<=n; i++)
timeStamps[i] = new TimeStamps(G.getNode(i));
border = new StackBorder(); border.addNode(s);
timeCtr = 1; timeStamps[s.getPos()].setLeft(timeCtr);
}
protected void discovering(Nodes current, Edges e, Nodes u) {
super.discovering(current, e, u);
timeStamps[u.getPos()].setLeft(++timeCtr);
}
protected void closeNode(Nodes current) {
super.closeNode(current);
timeStamps[current.getPos()].setRight(++timeCtr);
}
protected void closeUp() {
System.out.println(”Time stamps given by DFS:”);
for(int i=1; i¡=n; i++)
System.out.println(” t”+i+”: t”+timeStamps[i].toString());
System.out.println();
}
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It is easy to prove that this implementation for DFS satisfies the requirements for
AbstractExplore.3 Once this is done, we have to prove (e.g. see [6]) that the time stamps
give us a DFS search. We do not go over these proofs for lack of space, but it is not hard to
see how they would be developed.
The specialization to BFS implies only, in the constructor, giving a queue for the
border. It is easily proved that this border satisfies the assertions, pre- and post-conditions
given for the generic algorithm. Additionally, we prove that the spanning tree built is the
shortest distance tree, considering that each edge has distance 1, which is the additional
characteristic BFS has. For the Eulerian path specialization, we instantiate the border as a
path, where each node visited is recorded. It is implemented as a set, plus a list where the
path is recorded; the last node visited in the path is the one selected from the border; when
a node does not have any more unused edges, we go back the path until we find a node
that does. In this specialization the spanning tree does not really have any interest, but the
complexity measures are useful, and so are the assertions given for the border, the nodes
and the edges. For Dijkstra’s specialization, the border is instantiated as a Minimum Binary
Heap, and the method discovered is redefined so it checks whether the path just found is
a shorter one than the one registered in the node; if so, the spanning tree is modified. As
we did for BFS, we add the post-condition that the spanning tree is a minimum distance
spanning tree, with the difference that the edges might have a positive arbitrary weight; we
prove this much the same way it is proved in [6]. Finally, for the specialization of Prim’s
MST, we have a Minimum Binary Heap instantiated for the border; we also modify the
method discovered, so it is able to recalculate the “weight” of the node, and so modify the
spanning tree, if it is the case. We prove the border and discovered maintain the assertions,
and prove additionally that we built an MST.
3.2. Spanning trees
3.2.1. Properties at the abstract level
Within this topic, we also developed a generic algorithm for determining spanning
forests. At the top of the hierarchy we have a superclass that finds an unrestricted spanning
tree, worrying only about obtaining a safe edge in each iteration. At this level we would
prove that if a safe edge is obtained, and added to the tree that is being built the right way,
than the algorithm will render a spanning forest. We use abstract methods both to obtain a
safe edge, and to add it to the tree. The safety of the edge is determined by the method that
renders the edge; it has as a post-condition that the edge, when added to the tree being built,
does not form a cycle. The tree is built when the safe edge is added to a tree, initialized in
the constructor. The precondition for this method is that the structure built so far is a forest;
the post-condition is that the structure remains a forest, and is larger than the one prior to
the execution of the method.
In the next level of specialization we distinguish between spanning trees on weighted
graphs, where there are restrictions relative to the weight of the edges, and spanning trees
on unweighted graphs, where the only restriction on the selected safe edge is that it is,
indeed, an edge that does not complete a cycle in the partial tree. These two levels are
3 All the proofs not presented here are carried out with all details pertinent in [18].
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Fig. 4. Hierarchy for the spanning tree algorithms.
still abstract classes. At the next level of the hierarchy we have, with weighted graphs,
specializations for Dijkstra’s shortest paths algorithm, and Prim’s and Kruskal’s MST
algorithms. With unweighted graphs we present specializations for DFS and BFS. The
hierarchy tree for this family is depicted in Fig. 4.
3.2.2. Specializations for the abstract algorithm
For the BFS and DFS specializations, we keep, respectively, a stack and a queue to put
the nodes as they are discovered, and the edge through which the node was reached for
the first time is put into the spanning tree. Every such edge is safe. For Dijkstra’s shortest
distance spanning tree we keep a Binary Min Heap and we proceed in a similar way as with
DFS and BFS, entering to the heap each node when it is reached for the first time, with
the key being the distance to the source, and the edge that corresponds to this distance;
whenever a node already in the heap is reached, we might have to reduce its key. When a
node does not have any more unused edges, the edge associated with the distance is added
to the spanning tree. For Prim’s MST specialization, we have a priority queue where we
manage the already reached nodes; each time an edge is selected from a node, the node
in the other side is processed. Each node in the priority queue carries a reference of the
edge that includes it in the tree and a value that is the weight of the edge; when a node
reaches the front of the queue, the edge that gives it the weight is added to the MST. We
prove that an edge rendered in this fashion is a safe edge, since each node has only one
edge associated when it reaches the front of the queue. Adding it to the MST means simply
recording it in a list of edges being built. For Kruskal’s MST algorithm, we sort all the
edges according to weight in the constructor, and also build an initial forest, where each
node is in its own tree. A safe edge is returned if the nodes of the next edge in order belong
to different trees; if so, it is added to the MST tree by connecting the two trees into one. It
is easy to prove that such an edge is a safe edge.
3.2.3. Complexity analysis at the root of the hierarchy
The complexity class for the abstract algorithm is given in terms of the work done to
determine whether an edge is safe or not, and afterwards, in adding the edge to the spanning
tree being built. In the classic algorithms, Prim’s and Kruskal’s, the complexity is balanced
between these two methods; when it is easy to choose an edge, it gets very hard to add to
the tree, and vice versa. The formula for the complexity class for this generic algorithm
is given in Eq. (4). getSafeEdge works, as an upper bound with all the edges, while
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addToTree will only work with the n − 1 edges selected.
TgenericST(n, m) = O
(
Tconstr(n, m) + m · TisSpanningTree() (4)
+ m · (TgetSafeEdge(m) + TaddToTree(n)
))
The code for the abstract class for the Spanning Tree Algorithm is in Listing 6.
Listing 6. Driver for the abstract class AbstractSpanningTree
public final Digraph genericST() {
Edges e;
while (! isSpanningTree()) {
e = getSafeEdge();
if (e != null) addToTree(e);
}
buildNodesAndEdges(treeEdges, treeNodes);
tree = buildAppropriateGraph(G, treeEdges, treeNodes);
return tree;
}
3.3. Relation between the two abstract algorithms yielding spanning trees
It is not possible to compare these two families in terms of the Java code for each
of them at the abstract level. The organization of these two abstract algorithms is very
different, and yet they should render the same result: Spanning trees that comply with the
restrictions imposed upon them. The manner in which we can compare these two families,
and of course its respective specializations, is by observing the state of the data structures
during the execution of the respective specializations. We should use a method similar
to the one given in [8], where systems are explored in terms of a specific language that
depicts states of the system. Looked at this way, we can observe the same data structures
being used, and the same sequence of states these data structures go through. From this
observation we conclude that there might be several abstractions for the same family of
algorithms, and we will address them in future work.
4. String matching
String matching is the problem where, given a pattern and a text, the algorithm has
to find all the occurrences of the pattern within the text. We have several algorithms for
doing this job. We can process the pattern, so it will be easier to find within the text; or we
can process the text, so if the text is searched frequently, it will be easier to find different
patterns within it. This last way of doing this is gaining importance with web searches and
the like. We worked mainly with a fixed pattern to be found in different texts.
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4.1. Abstract string matching specification
In string matching there are two main phases. The first one where the pattern is
processed, if at all, to find the periodicity the pattern has; and the second phase where
the actual matching takes place, aided by the periodicity found in the pattern. Our
generic algorithm leaves the first phase as an abstract method, processPattern, because
each algorithm takes advantage of different kinds of periodicity; the second phase is
implemented in a final method, that iterates alternating calls to an abstract method that
compares character by character, matching, returning a value whether it found a match;
and another abstract method, shift, that shifts the pattern to the right within the text.
A string matching algorithm is efficient if it shifts as much as it can without “losing”
any appearance of the pattern. This is where the recorded periodicity of the pattern can
help.
4.2. Correctness and complexity analysis at the abstract level
To prove the generic algorithm correct, we assume matching reports correctly whether
it found a match or not; and that shift will not miss any appearance of the pattern in the
text, and will shift at least one position each time it is executed. We also have an abstract
method that determines whether there is more text to compare—the boolean expression
that controls the loop—and can be implemented so a file could be subsequently stored in a
buffer to do the matching on the entire file. Given the properties stated above, we can prove
that the generic string matching algorithm reports each and every one of the appearances
of the pattern within the text, and that it terminates. The code for the driver for the abstract
string matching class is in Listing 7.
Listing 7. Driver for the abstract class AbstractStringMatching
public final ListOfPositions genericStringMatching
(char[] Text, char[] Pattern) {
listPos = new ListOfPositions();
preprocessPattern(Pattern);
p = 1; t = 1;
RefInt tInt = new RefInt(t);
RefInt pInt = new RefInt(p);
while (moreTextToMatch(tInt, Pattern, Text)) {
t = tInt.intValue();
if (matching(tInt, pInt)) report(tInt.intValue());
t += shift(pInt, tInt);
tInt.setValue(t);
} // while
return listPos;
}
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The complexity for this family at the abstract level is given by Eq. (5), where p denotes
the length of the pattern and t denotes the length of the text. If shift moves in large
quantities, the sum with q as the control variable could contribute very little.
TStringMatching(p, t) = Tpreprocessing(p)
+
# of shifts∑
q=1
(
Tmatching(p, t) + Tshift(p)
)
. (5)
In this family we encounter again that a balance is given between the complexity given
by the preprocessing of the pattern and the number of shifts that have to be perfor-
med.
4.3. Algorithms derived from the abstract class
The StringMatching package has at its root an abstract class. From that class, the sub-
classes NaiveStringMatching, FiniteAutomatonStringMatching, KarpRabinString-
Matching, KnuthMorrisPrattStringMatching and BoyerMooreStringMatching are de-
rived, by implementing the methods matching and shift. With the NaiveStringMatching,
there is no preprocessing, and shift moves one position to the right, so the assertions are
satisfied. With Karp-Rabin we have a simple preprocessing of the pattern, and shift also
moves one position at a time, recalculating the hash value for the substring being compared,
using only the last character added. The rest of the specializations carry a complicated pre-
processing, and to prove the assertions about shift, since it avails itself with the tables built
by the preprocessing, we have to prove that the shift factor given by the tables is correct.
The hierarchical tree for this family is depicted in Fig. 5.
The code for the specializations can be found in the project’s page.
5. Network flow
Network flow has been thoroughly studied for many years (e.g. [2]). A directed graph is
given, with two special nodes identified, s and t , and with capacities assigned to each arc.
The problem is to find a maximum flow from s to t that does not violate arc capacities. In
this section we briefly describe our treatment of network flow algorithms.
5.1. Abstract level specification and its specializations
We worked with some of the Network Flow Algorithms, with the classification given
by [2], where a first classification is done on the method selected for increasing the flow into
two still abstract classes; in the first of these classes flow is increased through augmenting
paths, and in the second it is done by allowing the Law for the Conservation of Flow to be
violated, using pre-flow.
At the next level of the hierarchy, the subclass that works augmenting the flow
specializes into three subsubclasses, depending on the method they choose to find the
augmenting path. One of these specializations is extended again. The second subclass
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Fig. 5. Hierarchy for the string matching algorithms.
Fig. 6. Hierarchy for the network maxflow algorithms.
specializes into three subsubclasses, again by defining more precisely how the pre-flow
is computed. The hierarchy tree for this family is depicted in Fig. 6.
The main method in the abstract class, declared final, iterates while the flow gets
increased, calling upon abstract methods that verify whether it is worth it to process the
network, and the methods that should increase the flow. Each specialization redefines how
to determine whether the effort should be made to increase the flow, and the way the flow
is indeed increased.
The main property for the algorithm is that it terminates returning the maximum
possible flow in the network. isMaximumFlow determines whether or not the flow can
be increased. This method works with a certain flow, and if it returns true, the flow cannot
be incremented further. If we take f to be the flow before incrementFlow is executed,
and f ′ the flow after execution, then the post-condition for this method is f < f ′. At
all times, at the level of the abstract algorithm, the flow has to be a valid flow. In the
case of the subfamily that works with augmenting paths, isMaximumFlow should verify
if there is an augmenting path, while incrementFlow should use it to increment the flow.
In the subfamily that works with pre-flow, isMaximumFlow verifies that a pre-flow can be
applied, and incrementFlow applies it.
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5.2. Complexity Analysis at the abstract level
The abstract formula for this family is given in Eq. (6), where q represents the bounded
number of iterations that have to be performed. The driver for this abstract class can be
read in Listing 8.
TgenericMaxFlow = Tpreprocess(n, m) + TvalueOfMaximumFlow(n, m)
+
q∑
i=1
(
TisMaximumFlow(n, m) + TincrementFlow(n, m)
)
(6)
Listing 8. Driver for the abstract class AbstractMaxFlow
protected final int genericMaxFlow() {
preprocess ();
while (!isMaximumFlow())
incrementFlow ();
return valueOfMaximumFlow();
}
6. Conclusions
A generic algorithm (the way we use this term) uses abstraction to hide details that
would distract from more essential aspects of the solution. It also uses it to allow new
methods that can be more specific than the original ones in behavior, and use attributes
that are available only in the derived object, facilitating the design of more complex
algorithms for different, albeit related problems. This way of embracing the principles
of Java gives a precise framework and language to describe the explanations that are
frequently offered in textbooks for algorithm analysis, where similarities among algorithms
can now be stated directly in an abstract class or interface in Java instead of the informal
descriptions generally used. And indeed this goes beyond simpler techniques to derive
algorithms such as parametrization (e.g. in network flow algorithms [2]). Moreover, the
generic algorithmics paradigm promotes this way of thinking, encouraging the programmer
to abstract away from details and to reuse solutions in finding new algorithms, at
the same time acquiring better programming skills. One attribute of this approach is
that the specializations do abide by the asymptotic complexity given by the dedicated
implementations; it is no surprise since care is taken in the implementations so the
complexity measures comply with this.
We have used the generic algorithms approach to teach an Algorithms course in our
department, and have observed that the students benefit in the way described in the previous
paragraph. Also, our implementation is very useful in such a course, since the students can
experiment with code that is directly related to the formal arguments taught in class. As
future work, it would be interesting to design laboratory work and a set of exercises that
would take advantage of our implementation. This approach can also be used to experiment
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with new applications, or altogether new algorithms that behave in a similar way as already
known algorithms.
We are now working with swap sorts to get a more precise formalization for this family
of algorithms. We are starting also to work with the problem of determining planarity in a
graph. We are also interested in developing a general definition of generic algorithms and
its properties.
We plan to gain additional benefits from our approach, for example, using the observer
and decorator patterns to visualize the execution of the algorithms, show how the different
algorithms perform, and obtain experimental measures for performance.
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