Orientation flow field is the starting point for feature extraction in various fingerprint algorithms. In recent papers, Jain and his colleagues (Ratha et al., 1995 , Karu and Jain, 1995 , Ratha et al. 1996 introduced a fundamentally new algorithm. Their main motivation for the algorithm has been to work at the problems from a fingerprint matching point of view. Our aim in contrast has been feature extraction from a dermatoglyphic point of view. Thus, we are not only interested in classification of the fingerprints but also other features such as ridge counts (number of ridges between any two points, say core points and tri-radius) and the average width of ridges in a region of fingerprint (see Loesch, 1983) . Our end product is calculation of quantitative features rather than identification. Again, manual calculations of such quantities is a highly tedious task. We use some advanced techniques of spatial statistics, directional data analysis and Bayesian image analysis to obtain the orientation field. The algorithm is used to extract various features of interest from fingerprints.
Introduction
This paper focuses on statistical techniques for extracting structural features from fingerprint images. We suppose that a fingerprint impression has been taken and is digitized to give an image, typically containing 400 × 400 pixels, which can be then processed or enhanced in some way to overcome the presence of noise which arises from an inadequate initial impression or a poor procedure.
To improve fingerprint image quality, directional ridge enhancement is commonly employed. Fingerprint images can be considered as an oriented texture pattern with the lines on the image giving the ridges and valleys of the fingerprint. These lines flow in a locally constant direction; see for example the fingerprint image shown in Figure 1 , see Section §2. This fingerprint is used in this paper for illustrative purposes.
Computing this local direction at each point of the image defines the orientation field for the image.
In this paper we use the spatial structure of the fingerprint image to provide information about the orientation field. This spatial structure is summarized using the semi-variogram, a basic tool of spatial statistics (see, for example, Cressie, 1991) .
The sample semi-variogram gives not only the local orientation field but also the distance between neighbouring lines in the image, and in turn the distance between the ridges or valleys of the fingerprint.
To smooth the orientation field produced from this semi-variogram approach, we use techniques of directional statistics (see for example, Mardia, 1972) . To further enhance the orientation field we use a Bayesian framework with a suitable prior for the directional field. For computation of the posterior mode, we used the iterative conditional mode procedure of Besag (1986) . Most methods for computing orientation field are based on the variance of groups of pixels, for example, Mehtre (1993) used the intensity variance in nine directions while Sherlock et al. (1994) projected along 16 directions and chose the direction with maximum variance. There are other approaches; for example, Kawagoe and Tojo (1984) divided a fingerprint image into subregions and estimated the average direction of each subregion by counting micro-patterns of the image, while Karu and Jain (1996) used a method based on the grey-value sum of pixels. Our method appears to give better results than that of Karu and Jain (1996) .
To extract information about the ridges we use the mean grey level of blocks of pixels aligned with the orientation field at any location. Other techniques include, for example, thresholding to give a binary image, due to Mehtre (1993) , but see also Ratha et al. (1995) . The advantage of our method is that it does not require a large window about each pixel of interest since the semi-variogram provides the necessary distance information. Using a classical thinning algorithm (Pavlidis, 1982, pp.195-209) , we thin the ridges to give a skeleton image with ridges having width of one pixel only. From this we extract count information about the ridges. Our ridge counting method gives very low bias and mean square error, superior to those based on using the grey-level of pixels.
The orientation field can also be used to segment the fingerprint image into regions reflecting the quality of the original image. We do this using a moving window to assess the local pixel grey value variance where the window size depends upon the distance between local ridges estimated from the semi-variogram and does not need to be set manually as in the procedure of Ratha et al. (1995) .
We further use our orientation field for classification of the fingerprints by extracting feature points such as core and tri-radius points from the fingerprint. This application is supplemented by incorporating Karu and Jain's (1996) method to detect the "flow pattern" of the orientation field. The method involves the use of the Poincaré index, see Rosen (1970) and Kawagoe and Tojo (1984) .
Orientation field obtained from semi-variogram
Suppose that a fingerprint image is made up of a m × n rectangular array of pixels.
For a pixel located at (i, j) let its grey level value be x ij . A fingerprint image is then described by the array x = {x ij : i = 1, · · · , m and j = 1, · · · , n}, where i and j are row and column labels respectively.
For each pixel (i, j), we obtain the sample semi-variogram along each of 16 equispaced directions making angle α d with the horizontal axis, where α d = πd/16 for d = 0, · · · , 15. To ensure that the calculated sample semi-variogram reflects the local spatial structure about each pixel we only include a maximum of (2r + 1) pixel grey level values centred on (i, j) in the semi-variogram. Typically we used r ≈ 30. The sample semi-variogram at lag h and direction d centred on pixel (i, j) is given by,
where y k denotes the grey level value at a distance k from (i, j) along line d. Thus
For an arbitrary direction d, y k is assigned the grey level value of the pixel at the corresponding position. To ensure that g ij (h; d) is averaged over a sufficient number of terms we only consider lags h up to a maximum of 40 in this work. Figure 1 shows a blurred fingerprint which will be used for illustrative purposes throughout this paper. Figure 2 shows the semi-variogram functions plotted against lag h for a selection of directions d for a typical pixel (i, j) located in the fingerprint image of Figure 1 .
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It is observed that as the direction d approaches the direction orthogonal to the ridge direction, the semi-variogram plots become more cyclical and the average distances between any two neighbouring local minima become smaller.
This observation is easily explained. Suppose that the ridges can be represented by parallel lines a common distance H apart. For a direction making angle θ with the ridge lines, the distance between intersections of neighbouring ridges is H cosecθ which is minimized for θ = 1 2 π. At lags h ≈ H cosecθ the semi-variogram will be approximately zero, and at lags h ≈ 1 2 H cosecθ the semi-variogram will be averaged over many pairs of pixels with one on a ridge and one in a valley which gives a large semi-variogram value.
The algorithm for obtaining both the local direction of the orientation field and the distances between ridges from the semi-variogram function is summarized as follows for pixel (i, j).
(1) Find the local minima of the semi-variograms in each direction d. These can be found from the sample semi-variogram g ij (h; d) by comparison with the adjacent
denote the distance between the (k − 1)th and kth minima, k = 2, · · · , n ij (d). To ensure that a local minima of the semi-variogram has been found we also check
Furthermore, if we find a case with H ij (k, d) < 5 then we replace the two apparent minima by one at their average location; this is done to avoid spurious minima since the minimum distance between the ridges in the fingerprint images we have used is greater than 5 pixels. Given this orthogonal direction d it is trivial to obtain the local direction d ij of the orientation field at pixel (i, j).
Smoothing the orientation field
The directions obtained from the semi-variogram approach are usually quite noisy and the directions for some pixels cannot be estimated. Therefore they need to be smoothed and averaged in a local neighbourhood.
A method which is similar to that of Karu and Jain (1995) and Wilson et al. (1993) is used but using a proper mean from the statistical theory of directional data (see for example, Mardia, 1972) . For a pixel located at (i, j) let the computed orientation field
To smooth the directional image, we present the direction α ij as vector. Since the angles α ij and π + α ij are not distinguished, this vector is not directed. We would describe α ij as axial data, see Mardia (1972, p1) . The directed vector for direction α ij is γ ij = (cos 2α ij , sin 2α ij ) , where cos 2α ij and sin 2α ij are the Cartesian co-ordinates of the directed vector γ ij . Karu and Jain (1996) seem to have used this approach.
The directional image can now be smoothed by averaging the two components in γ ij separately. We used a 3 × 3 mean box filter (see Pavlidis, 1982 , Section 3.4). The smoothed directional vector becomes,
where α k denotes the directions of the pixels in the 3 × 3 box centred at (i, j).
The smoothed directionᾱ ij can then be found fromγ ij = (cos 2ᾱ ij , sin 2ᾱ ij ), see Mardia (1972, p26) . The general angleᾱ ij is discretized to give a smoothed direction In blurred regions the semi-variogram is superior because it extracts information about the orientation field over a wider region than the 9 × 9 mask of Karu and Jain.
Also, note that the letter "C", used for identification purposes, goes through the same directional process and it is not surprising to see degradation by both methods. 
Bayesian framework for improving the orientation field
To further enhance the orientation field we use a Bayesian framework with a suitable prior for the directional field. The computational work involved for the maximum a priori (MAP) solution is intense since the images are usually very large-scale data.
The iterated conditional modes (ICM) method of Besag (1986) is used to reduce the computational burden.
Suppose the observed fingerprint image x is a realization of a random matrix, X = {X ij : i = 1, · · · , m and j = 1, · · · , n}. Let an arbitrary orientation field be denoted by
where d ij is an integer between 0 and 15 indicating the corresponding direction for pixel (i, j). This can be interpreted as a realization of a random matrix,
where D ij assigns a direction to pixel (i, j). We make the following two standard assumptions.
Assumption 1. Given any orientation field d, the random variables X ij are conditionally independent and each X ij has the same known conditional density function f (x ij |d ij ). Thus, the conditional likelihood of the observed fingerprint image x given d is,
Assumption 2. The true orientation field d is a realization of a locally dependent Markov random field with specified distribution p(d).
The conditional density f (x ij |d ij ) is taken to be Gaussian with mean µ ij and variance σ 2 ij , where the variance is estimated by the sample variance s 2 ij of the nine grey levels for pixels in the 9 × 9 window centred on (i, j). The mean µ ij is estimated bȳ
, the grey level mean of those pixels within the 9 × 9 window which lie along
The prior distribution p(d) is taken to be from the Ising model (see Besag, 1986) ,
where n(d ij ) is the number of the pixels located in the surrounding 3 × 3 block and having the same direction as pixel (i, j). The motivation for this is that we expect the directions of neighbouring pixels in an image to be similar. The parameter β is taken to be positive to encourage the directional similarity of neighbouring pixels.
We have used β = 1.5 which seems to work well. Taking β = 0 gives the maximum likelihood estimate of the orientation field which gives the direction with pixels having mean grey level closest to the corresponding observed pixel. As β → ∞, the ICM provides a smoothing solution acting on the initial orientation field.
The posterior density p(d|x) of the orientation field d, given the observed fingerprint image x is, from Bayes's theorem,
We would estimate the orientation field using the valued which maximizes this posterior density. Since the fingerprint image size is large this imposes considerable computational demands. To overcome this problem we use the iterative conditional mode procedure of Besag (1986) .
Ifd denotes a provisional estimate of the orientation field at all locations excluding pixel (i,
On taking logarithms it can be seen that this is achieved by minimizing,
When applied to each pixel in turn, this procedure defines a single cycle of an iterative algorithm for estimating the orientation field. As an initial estimated we use the results of the semi-variogram method. To obtain the estimated orientation fieldd we apply the algorithm for a fixed number of cycles or until convergence occurs. In practice convergence is rapid with few changes occurring after about six cycles.
For the smoothed orientation field of Figure 3a the resultant orientation field after using the ICM method is shown in Figure 5 , which shows the orientation field superimposed on the original fingerprint image. Comparison of Figure 3a and Figure 5 shows a clear improvement from using ICM.
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To show the improvement clearly, three regions in Figure 3a and the corresponding regions in Figure 5 are enlarged and shown in Figure 6 .
INSERT FIGURE 6.
The small squares and triangles in Figures 5 and 6 show the core and delta points for the fingerprint patterns. Their recognition from the orientation field is discussed in detail in Section 7. We note here that the positions of these points in the ICM output orientation field are more accurate than using the original orientation field.
Extraction of ridges
A commonly used technique for extracting ridges is to threshold the image to obtain a binary image, see Mehtre (1993) . This thresholding technique uses a large window to ensure that at least one ridge and one valley is included in a window at every pixel. The orientation field has been used by some workers to extract the ridges from a fingerprint image. This directed mean image can be used to extract "partial" ridges (as defined below) from a fingerprint image. To do this we consider the directional meansx k of theH ij (d ij ) pixels a distance k away from pixel (i, j) along direction d ij , for k =
, so excludingx ij . Then we classify pixel (i, j) as a ridge or valley (background) according to the rule, 
INSERT FIGURE 8.
A simple ridge counting threshold algorithm counts the number of times a pixel grey level value along the line connecting the two points is less than a threshold when the grey level value of the previous pixel is greater than or equal to the threshold. The threshold is given by,
where x max is the largest grey level value along the line and x min is the smallest.
To compare the counting results of this grey level threshold algorithm with those from a ridge skeleton image, 30 pairs of points are randomly selected on the image. Since a one-pixel wide ridge along a diagonal direction may not provide a clear intersection with an arbitrary line also one pixel wide (due to th0e nature of the square pixels) the ridge skeletons are expanded to be of width three pixels. For each line k, k = 1, · · · , 30, the number, say n 1k , of ridge crossings is found for the expanded ridge skeleton image, and the number, say n 2k , for the corresponding grey-level fingerprint image. The true ridge number, say n k , is determined visually using the original grey-level fingerprint image. The bias and mean square error of the two methods are estimated by the mean of (n ik − n k ) and (n ik − n k ) 2 respectively for i = 1, 2. Table 1 gives summary statistics for the two methods averaged over the 30 lines. It can be seen from Table 1 that using the ridge skeleton method gives both a smaller bias and smaller mean square error than using grey-level thresholding. Furthermore, we find that for the grey level thresholding technique, the errors increase as we increase the line length along which the ridge count takes place, whereas using the ridge count skeleton gives low error rates independent of line length.
The method of Lin and Dubes (1983) used thresholding and a ridge counter based on the Hough transform of the binary image. Our method seems be to superior in that the counting algorithm is simple, based on the ridge skeletons which express ridge shape and are not sensitive to errors. Furthermore, our method readily extends to ridge counting on palm prints. The problem with their method is that the window size used to select pixels had to be chosen manually. If the window size is smaller than the width of a ridge of interest then the whole block of pixels is located on a ridge and the variance will be small, even in the direction orthogonal to the ridges. Our approach overcomes this problem by using information about the distance between local ridges obtained from the semi-variogram method to define the window size.
For pixel (i, j) we consider theH ij (d ij ) + 1 pixels a distance k away from pixel (i, j)
. The sample variance of the grey levels of these pixels we denote s 2 ij (d ij ) and refer to as the adaptive variance at pixel (i, j). They give variances in a direction orthogonal to the ridge direction. Repeating this calculation at every pixel in the fingerprint image gives the adaptive variance field.
The background areas and noisy regions in a fingerprint image have no directional dependence, thus the values of the adaptive variances are randomly arranged, whereas clear regions with high image quality exhibit a large variance in the direction orthogonal to the orientation field and very small variance along the ridges. Hence we can use the adaptive variance field to assess the "quality" of the fingerprint image. To remove noise and obtain smoothed quality regions we can use a 9 × 9 moving average filter.
For the fingerprint image in Figure 1 we show the smoothed adaptive variance field in Figure 9a .
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A large adaptive variance indicates a "good" quality region and a small adaptive variance indicates a "poor" quality region.
For the adaptive variance field shown in Figure 9a , the maximum and minimum smoothed adaptive variances are s 2 max = 2217.08 and s 2 min = 3.60, respectively. An efficient classifications into four quality regions can be made by dividing the interval (s 2 min , s 2 max ) into four subintervals denoting "background", "poor", "middle", and "good" quality respectively, with corresponding assigned grey levels 0, 70, 130 and 255. The resulting quality field is shown in Figure 9b in which the dark regions indicate "good" quality.
An alternative method for segmenting a fingerprint image into different quality regions may be based on the global grey level values of pixels. The global meanx and global variance s 2 of all pixels in a fingerprint image are first calculated. The fingerprint image is then divided into subregions (for example, block of 9 × 9 pixels making up each subregion) and the local meanx u of pixels in subregion u is calculated. Ifx u ∈x ± 2s then subregion u is regarded as a "good" quality region, otherwise it is regarded as having "bad" quality. While this procedure successfully detects the background elsewhere in the image, it is not as efficient as the adaptive variance approach described above. The segmentation into different quality region is useful in further analysis of a fingerprint image. For example, a type of fingerprint pattern recognition is based on the ridge details, see Ratha et al. (1995) and Schaumann and Alter (1976, Chapter 3) . With knowledge about the quality of each part of a fingerprint image, the ridge details can be weighted according to the quality of their location.
Classification of fingerprints using orientation fields
The classification of fingerprints is usually done at two different levels. Although the ridges can be viewed as approximately locally parallel lines, detailed inspection of the ridge patterns reveals numerous irregularities of directions, discontinuities, and branching of individual ridges. These intricate details of ridge structure, called minutiae, are highly variable and their characteristics are unique to an individual. They give a tool for personal identification, see Ratha et al. (1995) .
More broadly, Galton (1892) divided fingertip ridge patterns into three groups:
arches, loops, and whorls. Numerous sub-classifications have been subsequently defined.
For example, Schaumann and Alter (1976, Chapter 3) divided the fingertip patterns into eight types: simple arch, tented arch, ulnar loop, radial loop, simple whorl, central pocket whorl, double loop whorl, and accidental whorl, while Kawagoe and Tojo (1984) used the classifications left loop, right loop, left pocket, right pocket, simple and twin whorl, simple and tented arch, and irregular.
In the method described in this section we extract feature points in a fingerprint image after smoothing the orientation field. We use the the position and the number of the extracted feature points to classify the fingerprints into six basic patterns: simple arch, tented arch, left loop, right loop, simple whorl, and twin loop.
There are three types of directional flow for the orientation field in a neighbourhood around any pixel, as shown in Figure 10 .
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The centre points in the different subregions are called normal, core and delta points respectively. The core point and the delta point are often referred to as singular points. Figure 11 shows schematic drawings of the six fingerprint patterns together with the associated core and delta points, shown as squares and triangles respectively.
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To detect the singular points in an orientation field, the Poincaré index is calculated for each subregion, see for example Kawagoe and Tojo (1984) and Rosen (1970) . We adopt the method of Karu and Jain (1996) to calculate the Poincaré index at any point. Having found the core and delta points we can use their number to classify the fingerprint into one of three categories:
(1) arch with 0 core and 0 delta points, (2) tented arch, left loop or right loop with 1 core and 1 delta point, (3) whorl or twin loop with 2 core and 2 delta points.
To discriminate between a tented arch and a loop we consider the line drawn between the core and delta points. Let the line have angle β, with zero denoting the horizontal axis.
In a tented arch, the direction of the connecting line is along the local direction vector of the orientation field, while in a loop the line intersects the local direction vector transversely. Let α i , for i = 1, · · · , m, be the local direction angles along the line segment. If the averaged sum,
is less than a threshold (here taken to be 0.2), then the image is classified as a tented arch, otherwise it is a loop. See Figure 11b , 11c, 11d.
To discriminate between a left and right loop we denote the core point by c and the delta point as D, see Figure 11c an 11d. Starting at C we can follow the direction vectors from one pixel to the next until meeting the boundary of the image at point B.
Suppose the coordinates of C, D and B are (C x , C y ), (D x , D y ) and (B x , B y ) respectively, then the image is classified as a right loop if
and as a left loop otherwise.
We can discriminate between a whorl and a twin loop by connecting the two core 
is less than a threshold (again taken to be 0.2), then the image is classified as a whorl, otherwise it is a twin loop.
This methodology works successfully providing the singular points are not located too close to the image boundaries. The results may be improved by careful consideration of the boundary process. Kawagoe and Tojo (1984) used the Poincaré index to detect four types of flow pattern in an orientation field; core, normal, delta, and whorl. While the method used in this paper only detects the first three patterns, we can overcome this by computing the Poincaré index along a 3 × 3 rectangle centred at the pixel of interest.
Discussion
In summary we have introduced a powerful new technique to interpret automatically fingerprints for dermatoglyphic application. The technique extends easily for full handprints.
Our semi-variogram method takes about 5 seconds to process one 436 × 440 fingerprint image on a SUN SPARC 20 work-station. This is comparable with the method of Karu and Jain (1996) which also takes about 5 seconds.
We have shown that the semi-variogram provides a useful tool in constructing the orientation field. We also show how this orientation field can be smoothed using directional statistics, and enhanced using a Bayesian framework. Various dermatoglyphic features can be then computed. We compare and contrast our method with other existing methods.
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