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The conception of an electron transfer lies at the heart of many biological processes, chemical reactions, and electronic device operations. To explain the rates of chemical reactions, Marcus developed an original theory of the electron transfer [1] . These rates were obtained from the geometrical representation using the Fermi Golden Rule and Franck-Condon principle and can be applied to numerous systems. Since then, hundreds of papers have been devoted to the subject; see reviews [2] [3] [4] [5] , books [6, 7] , and references wherein.
The Goldilocks principle proposed in Refs. [8, 9] declares that biological systems are driven by natural selection to the conditions where the interaction with the environment is "just right" to attain maximum transport efficiency. This principle can be applied both to quantum and classical systems. In the former case, the interaction with the environment leads to decoherence, while in the latter situation dissipation and fluctuations are induced. Numerical simulations of excitonic transport in the Fenna-Matthews-Olson photosynthetic complex (FMO) [9] [10] [11] [12] show that transport rates attain a broad maximum as a function of the strength of environmental noise. In [8, 9] it was shown both numerically [8] and by a general quantitative theory [9] that the rate of quantum transport is governed by a single parameter,
Here, T is the temperature, λ is the reorganization energy of the environment, γ c = 1/τ c is its inverse correlation time, and ε is the characteristic energy separation scale. Optimal transport occurs when the Goldilocks parameter is of the order of 1. In addition, the general theory [9] predicts that in highly decohering environments, 1, the rate of transition between neighboring sites should drop as 1/ .
The quantum Goldilocks effect effectively "marries" the phenomena of Anderson localization-transfer suppressed by static disorder-and the quantum Zeno effect-transfer suppressed by dynamic disorder. A number of experiments exist to demonstrate Anderson localization, for example, in elastic waves [13] and photons [14, 15] . However, these papers do not vary the strength of the environmental interaction, which would be needed to explore experimentally the "left-hand" side of the quantum Goldilocks curve, where Anderson localization dominates. Similarly, several experiments have explored the quantum Zeno effect. For example, ion trap [16] and optical [17] demonstrations of the quantum Zeno effect both explore the "right hand" side of the quantum Goldilocks curve, where increasing decoherence destroys quantum transport. An NMR experiment [18] explored both the left-and right-hand parts of the quantum Goldilocks curve for two-level nuclear spin transitions. This work is an experimental demonstration of quantum stochastic resonance: But for the special case of transitions in a two-level system, the quantum Goldilocks effect and quantum stochastic resonance are isomorphic to each other.
In the present paper, we discuss a simple model of the electron transfer between two states coupled to the environment in the form of a set of independent harmonic oscillators. Usually [4, 7] , the electron-environment coupling is included in the Hamiltonian via the term linearly proportional to the oscillators' coordinates (or momenta) and the electron site populations (σ z matrix in the "spin-boson" representation). We show that after the "polaron" unitary transformation, the corresponding term can be written as proportional to the product of the exponent of the oscillatory momenta and the σ x matrix. The correlation functions of these exponents appear in the non-Markovian equations for the electron populations and determine the cutoff of the time integral. We demonstrate that the rates obtained for these populations have the Marcus form with the approximations of the weak coupling of the electron states and slow environment dynamics. It should be emphasized that electron dynamics is treated quantum-mechanically without the assumptions of activation transport or Boltzmann distribution. It should also be noted that the environment correlation time appears naturally from the microscopic consideration, so all the parameters involved in Eq. (1) can be determined at the point of the optimal transfer. Correspondingly, the Goldilocks parameter can be calculated and it is equal exactly to the inverse square root of 2. Moreover, the high-temperature transition rate goes as 1/ √ λT ∼ 1/ , confirming the predictions of the general theory of transport in [9] .
The Hamiltonian of the systems under interest is given by
where a + σ and a σ are the electron creation and annihilation operators for the σ state (σ = 1,2), E σ are the energies of these states, is the transfer amplitude, p j and x j are the momentum and coordinate of the harmonic oscillator with the mass m j and the frequency ω j , and C σj are the coupling strengths. After the unitary transformation
the Hamiltonian has the form
with the stochastic phase
The first two terms of Eq. (4) and the last one correspond to the electronic subsystem and the environment, respectively, while the third and fourth terms describe their interaction. In a view of the theory of open quantum systems, the interaction part can be written in the form
Here, Q(t) = exp[iξ (t)] is the nonlinear function of environment variables and F = a + 1 a 2 is the function of electron operators corresponding to the σ x matrix in the "spin-boson" representation.
Equations of motion derived from the Hamiltonian, Eq. (4), are given by The time evolution of the averaged population of the first state,
can be evaluated using the formula i e iξ (t) a
δ[e iξ (t) a +
(t)] δa
where the functional derivative can be expressed as a commutator [19] ,
with θ (t-t 1 ) being the unit step function. Correspondingly, we obtain
2 (t 1 )a
− a
For the case of weak transfer coupling, the correlators of full electron operators in Eq. (12) can be replaced by those of free operators, which can be evaluated as
In this situation, the formal cutoff of the time integral in Eq. (12) is made by the time dependencies of the environment correlation functions Q(t)Q * (t 1 ) , in particular, by the environment correlation time. To determine these correlation functions, we use the Baker-Hausdorf formula,
where the commutator
is determined using the free-evolving oscillator operators,
where τ = t − t 1 . For the Gaussian statistics of the system of independent oscillators, the characteristic functional has the form 
The variance of the momentum of the j th oscillator is given by
Introducing the reorganization energy associated with the electron transfer, as [5] 
and assuming slow fluctuations of the environment (ω j T , ω j τ c 1, where τ c is the bath correlation time), so sin
, and coth(ω j /2T ) = 2T /ω j , we finally obtain
It is evident from Eq. (21) that the bath correlation time is τ c = 1/ √ λT . It should be noted that for the weak electron transfer and slow environment, the bath correlation time appears naturally in our equations.
Substituting Eqs. (13) and (21), into Eq. (12) and integrating with respect to τ , we obtain the rate equation in the selfconsistent form, as
is the well-known Marcus transfer rate [1] . It is evident from Eq. (22) that, as expected, the probability of the transfer is proportional to the occupation of the initial state and the likelihood of the final state to be empty with the Marcus rates being the proportionality coefficients. The total energy change including that of the reorganization of the environment is involved in the numerator of the exponent argument in Eq. (23) . Note that for large λT the rate is proportional to 1/ √ λT ∼ 1/ , confirming the prediction of [9] .
To determine the Goldilocks parameter at the point of the optimal performance, we can take the derivative of the Marcus rate, Eq. (23), with respect to temperature and equalize it to zero. Correspondingly, ε = √ 2λT . Inserting this expression and that for the bath correlation time into Eq. (1), we obtain
It should be emphasized that the optimal transfer occurs not at the resonant conditions. Accordingly, for all transfer events described by the Marcus rate, the temperature for the optimal performance can be determined from the Goldilocks parameter being just the inverse square root of 2. In the setup of the present paper, the electron transfer picture can be applied to the outer-sphere electrons for chemical reactions, electron transport through the chain of semiconductor quantum dots, highest occupied molecular orbital-lowest unoccupied molecular orbital (HOMO-LUMO) electron transfer in complex molecules, and so on. Moreover, a similar approach can be applied to proton transport in proton pumps [20] [21] [22] or to exciton transport in photosynthetic complexes [23] .
In conclusion, we considered a simple model for the electron transfer between two states in the presence of the environment in the form of the set of independent harmonic oscillators. From equations of motion for the electron operators averaged over the environment, we obtained that the transfer amplitude is given by the well-known Marcus transfer rate and determined the bath correlation time associated with this rate. We showed that the Goldilocks parameter at the point of the optimal performance is equal to just the inverse square root of 2, and that transition rates for 1 go as 1/ , as predicted in [9] . We argue that these properties remain the same for all transfer events which can be described by the Marcus rate, so it has a broad applicability to numerous biological and chemical processes, as well as to the processes in electronic devices. Moreover, one has to take this into account when choosing parameters for nanoscale artificial systems, where the electron level separation, coupling to the environment, and the temperature have to be properly balanced to keep the Goldilocks parameter near the point of optimal performance.
