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Complexe netwerken vanuit
fysisch perspectief
Voor veeldeeltjessystemen geldt in de regel dat demicrocanonieke beschrijving in termen van
energie equivalent is aan de canonieke beschrijving in termen van temperatuur, in de ther-
modynamische limiet wanneer het aantal deeltjes naar oneindig gaat. Echter, wanneer de
deeltjes over lange afstanden met elkaar in wisselwerking staan, dan kan deze equivalentie
worden gebroken. Voor complexe netwerken — grote toevallige grafen met topologische rand-
condities — doet zich eenzelfde verschijnsel voor. In dit artikel geven Diego Garlaschelli, Frank
den Hollander en Andrea Roccaverde diverse voorbeelden en kwantificeren zij de mate van
niet-equivalentie met behulp van het begrip entropie.
In de statistische fysica wordt voor het bestu-
deren van de eigenschappen van veeldeel-
tjessystemen in evenwicht gebruik gemaakt
van zogenaamde ensembles, dat wil zeggen
kansverdelingen op de verzameling van deel-
tjesconfiguraties [1].Welk ensemblewordt ge-
kozen hangt af van de informatie die over het
systeembeschikbaar is [3]. Zo correspondeert
het microcanonieke ensemble met de unifor-
me kansverdeling op de deelverzameling van
al die deeltjesconfiguratieswaarvoor de ener-
gie een voorgeschrevenwaarde heeft. De keu-
ze voor de uniforme kansverdeling drukt daar-
bij uit dat van het systeem geen andere infor-
matie beschikbaar is dan dat het de voorge-
schreven energie heeft, zodat elke configura-
tie met deze energie een a priori gelijke kans
heeft. Echter, het rekenen met een ‘harde
randconditie’ is in het algemeen lastig. In de
praktijk is het handiger om te werkenmet een
‘zachte randconditie’. Het canonieke ensem-
ble correspondeert met de kansverdeling met
maximale entropie op de verzameling van al-
le deeltjesconfiguraties, zonder restrictie op
de energie, maar zodanig dat de gemiddelde
energie een voorgeschreven waarde heeft. De
keuze voor de maximale entropie drukt daar-
bij uit dat van het systeem geen andere infor-
matie beschikbaar is dan dat het de voorge-
schreven gemiddelde energie heeft. Er wordt
een geschikte temperatuur gekozen, die wis-
kundig gezien de rol speelt van een Lagrange-
multiplicator die de zachte randconditie rea-
liseert. Het canonieke ensemble kan gezien
worden als de oplossing van een probleem
van statistische inferentie op basis van de par
tiële informatie die verpakt zit in deze rand-
conditie [6].
Voor systemen waarin de deeltjes over
korte afstanden met elkaar in wisselwerking
staan, is aangetoond dat de beide ensembles
equivalent zijn in de thermodynamische li-
miet, dat wil zeggen wanneer het aantal deel-
tjes naar oneindig gaat. Het idee hierachter
is dat in het canonieke ensemble de ener-
gie weliswaar fluctueert, maar op een schaal
die verwaarloosbaar klein is ten opzichte van
de gemiddelde energie, zodat het zich ef-
fectief gedraagt als het microcanonieke en-
semble. Er zijn echter voorbeelden van syste-
men waarin de deeltjes over lange afstanden
met elkaar in wisselwerking staan, waarvoor
de equivalentie wordt gebroken. De achter-
grond van dit verschijnsel is nog niet goed
begrepen.
Vanuit wiskundig perspectief zijn er diver-
se manieren om niet-equivalentie te kwanti-
ficeren [2, 10]. Een recente suggestie is om
te kijken naar de relatieve entropie van de
twee ensembles per deeltje en te laten zien
dat die niet naar nul convergeert in de ther-
modynamische limiet [11]. Relatieve entropie
is een pseudo-afstand op de ruimte van kans-
verdelingen en kan derhalve kansverdelingen
van elkaar onderscheiden. Onder bepaalde
aannamen kan worden aangetoond dat deze
vorm van kwantificeren van niet-equivalentie
de scherpste is.
Intermezzo: relatieve entropie
Zij χ een eindige verzameling. Laten ~p =
(pi)i∈χ en ~q = (qi)i∈χ kansverdelingen zijn
op χ. De relatieve entropie van ~p ten opzichte
van ~q is gedefinieerd als
S(~p | ~q ) =
∑
i∈χ
pi log
(
pi
qi
)
.
Omdat de functie x 7→ h(x) = x lnx strikt
convex is op [0,∞), geldt dat
S(~p | ~q ) =
∑
i∈χ
qi h
(
pi
qi
)
≥ h
 ∑
i∈χ
qi
(
pi
qi
)
= h
 ∑
i∈χ
pi
 = h(1) = 0.
Met andere woorden de relatieve entropie is
niet-negatief.Merkopdat gelijkheidgeldtdan
en slechts dan wanneer ~p = ~q. Merk verder
op dat S(~p | ~q ) niet symmetrisch is onder
verwisseling van ~p en ~q.
Complexe netwerken
In dit artikel bestuderen we ensemble-
equivalentie voor complexe netwerken: gro-
te toevallige grafen met topologische rand-
condities [9]. De rol van de deeltjesconfigura-
tie wordt daarbij overgenomen door de graaf
zelf, endeenergie vandedeeltjesconfiguratie
door een geschikte functie van de graaf.
VoorN ∈ N, zij GN de verzameling van alle
grafen met N knooppunten. Zij ~C een vector-
waardige functie op GN . De microcanonieke
kansverdeling met harde randconditie ~C⋆ is
gedefinieerd als
Pmic(G) =
 1/Ω ~C⋆ , ~C(G) = ~C
⋆,
0, ~C(G) 6= ~C⋆,
G ∈ GN ,
waar
Ω ~C⋆ = |{G ∈ GN : ~C(G) = ~C⋆}|
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het aantal grafen is dat ~C⋆ realiseert. De ca-
nonieke kansverdelingwordt gedefinieerd als
de kansverdeling op GN die de Shannon en-
tropy
SN (Pcan) = −
∑
G∈GN
Pcan(G) lnPcan(G)
maximaliseert onder de zachte randconditie
〈 ~C〉 = ~C⋆, waarbij 〈·〉 het gemiddelde is met
betrekking tot Pcan. Deze ‘duale’ kansverde-
ling wordt gegeven door
Pcan(G) =
exp[−H(G, ~θ⋆)]
Z(~θ⋆)
, G ∈ GN ,
waar
H(G, ~θ) = ~θ · ~C(G)
de zogenaamde Hamilton-functie op GN is en
Z(~θ) =
∑
G∈GN
exp[−H(G, ~θ)]
de normalisatieconstante. De parameter ~θ
moet gelijk worden gekozen aan de waarde
~θ⋆ waarvoor 〈 ~C〉 = ~C⋆. Dezewaardemaxima-
liseert de ‘statistical likelihood’ van de ‘ran-
dom data’ G.
Specifieke relatieve entropie van ensembles
De relatieve entropie van Pmic ten opzichte
van Pcan is
SN (Pmic | Pcan) =
∑
G∈GN
Pmic(G) ln
Pmic(G)
Pcan(G)
.
Net als in [11], zeggen we dat de twee ensem-
bles equivalent zijn dan en slechts dan als
de specifieke relatieve entropie nul is, dat wil
zeggen
s = lim
N→∞
SN (Pmic | Pcan)
N
= 0.
Vanwege de vorm van H(G, ~θ) geldt dat
Pcan(G1) = Pcan(G2) zodra ~C(G1) = ~C(G2). De
canonieke kans is dus hetzelfde voor alle con-
figuraties met dezelfde waarde van de rand-
conditie. Derhalve geldt dat
SN (Pmic | Pcan) = ln Pmic(G
⋆)
Pcan(G⋆)
,
waarbij G⋆ een willekeurige graaf in GN is
waarvoor ~C(G⋆) = ~C⋆. Ensemble-equivalentie
betekent dus dat
lim
N→∞
1
N
[
lnPmic(G
⋆)− lnPcan(G⋆)
]
= 0,
met anderewoordenhet asymptotisch gedrag
van de kans van die configuraties die aan de
harde randconditie voldoen is voor beide en-
sembles hetzelfde [5]. Deze observatie is niet
alleen van theoretisch belang, het vereenvou-
digt ook aanzienlijk de berekeningen, zoals
we zullen laten zien.
Configuratie Model
Het Configuratie Model genereert een toeval-
lige graaf bestaande uitN punten met van te-
voren vastgelegde graden ~k⋆ = (k⋆1 , . . . , k
⋆
N ),
waarbij k⋆i ∈ N0 = {0,1,2, . . .} het aantal lij-
nen is dat met knooppunt i is verbonden. In
dit voorbeeld is de randconditie dus ~C⋆ = ~k⋆.
Het aantal grafen Ω~k⋆ dat aan deze randcon-
ditie voldoet is niet bekend, maar er zijn wel
asymptotische resultaten voor het geval dat
N →∞ en
(⋆) kmax = max
1≤i≤N
k⋆i = o(
√
N).
Namelijk, onder conditie (⋆) geldt dat [7]
Ω~k⋆ =
√
2 (
2L⋆
e )
L⋆∏N
i=1 k
⋆
i !
e−[k⋆2/2k⋆ ]
2+
1
4 +o(N
−1k⋆ 3),
waar
k⋆ =N−1
N∑
i=1
k⋆i (gemiddelde graad),
k⋆2 =N−1
N∑
i=1
k⋆2i (gemiddelde
kwadratische graad),
L⋆ = 12Nk
⋆ (totaal aantal lijnen).
De canonieke kansverdeling correspondeert
met H(G, ~θ) = ~θ · ~k(G), en ~θ⋆ is de oplossing
van de vergelijking
∑
j 6=i
e
−θ⋆
i
−θ⋆
j
1 + e
−θ⋆
i
−θ⋆
j
= k⋆i ∀ i
[8]. Met de afkorting p⋆ij = e
−θ⋆
i
−θ⋆
j /(1 +
e
−θ⋆
i
−θ⋆
j ) hebben we dan
Pcan(G) =
N∏
i=1
∏
j<i
(p⋆ij )
gij (1− p⋆ij )1−gij ,
waar gij het (i, j)-element is van de zoge-
naamde nabuurmatrix van de graaf G (dat wil
zeggen gij = 1 wanneer i en j verbonden zijn
door een lijn, en gij = 0 anders). De conditie
in (⋆) garandeert dat kmax = o(
√
L), zodat
p⋆ij ∼ e
−θ⋆
i
−θ⋆
j =
k⋆i k
⋆
j
2L⋆
= o(1),
waar ∼ betekent dat het quotiënt van de
linker- en de rechterzijde naar 1 convergeert.
Derhalve geldt dat θ⋆i ∼ − ln(k⋆i /
√
2L⋆), en
een eenvoudige berekening leert dat
lnPcan(G
⋆) ∼
N∑
i=1
k⋆i lnk
⋆
i − L⋆ ln(2L⋆)− L⋆.
Dit leidt op zijn beurt tot de formule
SN (Pmic | Pcan) ∼
N∑
i=1
g(k⋆i ) +
[
k⋆2/2k⋆
]2
− 14 + o
(
N−1k⋆
3
)
met
g(k) = ln
(
k!
kke−k
)
.
De empirische kansverdeling van de graden
is
f⋆N = N
−1
N∑
i=1
δk⋆
i
,
waarbij δk de puntkansverdeling is gedefini-
eerd door
δk(l) = 1{l=k}, l ∈ N0.
Onder de veronderstelling dat fN voorN →∞
convergeert naar een kansverdeling f op N0,
en wel zodanig dat limN→∞
∑
k∈N0 |f⋆N (k) −
f (k)|g(k) = 0 (convergentie in ℓ1(g)), vinden
we dat
s =
∑
k∈N0
f (k)g(k).
Omdat g(k) > 0 voor alle k ∈ N0\{0}, volgt
dat s > 0 zodra f 6= δ0, en dus zijn de ensem-
bles niet-equivalent. Met andere woorden in
de limiet N → ∞ geldt dat onder de canonie-
ke kansverdeling de meeste grafen niet een
gradenrij hebben die in de buurt ligt van de
gemiddelde gradenrij.
3 3
Diego Garlaschelli, Frank den Hollander, Andrea Roccaverde Complexe netwerken vanuit fysisch perspectief NAW 5/16 nr. 3 september 2015 209
De laatste formule heeft een interessante in-
terpretatie. Namelijk,
g(k) = s
(
δk | POI[k]
)
is de relatieveentropie vandepunt-kansverdeling
δk ten opzichte vandePoisson-kansverdeling
POI[k] gedefinieerd door
POI[k](l) = e−k
kl
l!
, l ∈ N0.
Dit zegt dat elk knooppunt met graad k een
relatieve entropie g(k) bijdraagt aan de tota-
le relatieve entropie. Met andere woorden de
totale relatieve entropie is een lineaire functie
van het aantal knooppunten dat aan een (har-
de dan wel zachte) randconditie op de graad
moet voldoen. Het is daarom dat de specifie-
ke relatieve entropie in het Configuratie Mo-
del strikt positief is.
Twee voorbeelden
We bekijken twee bijzondere gevallen.
Reguliere netwerken
Elk punt heeft dezelfde graad, dat wil zeggen
k⋆i = k
⋆ met k⋆ = o(
√
N). Dan geldt
s = g(k⋆).
Merk op dat wanneer k⋆ = k⋆(N) diver-
geert als N → ∞, er een extreme vorm van
niet-equivalentie optreedt omdat g(k⋆) ∼
ln(
√
2πk⋆), k⋆ →∞.
Schaalvrije netwerken
We kiezen de gradenrij ~k⋆ zodanig dat
f⋆N (k) =
Akck
−γ , 1 ≤ k < kc ,
0, k ≥ kc ,
met γ ∈ (1,∞) en met kc = kc (N) zodanig
gekozen dat limN→∞ kc (N) = ∞ en kc (N) =
o(
√
N). Wanneer we f⋆N benaderen door een
continue kansverdeling, dan vinden we dat
Akc ≈ γ − 1. Omdat g(k) ≈ ln
√
2πk leidt dit
tot de approximatieve formule
s ≈ 1
2(γ − 1) + ln
√
2π.
Merk op dat wanneer γ afneemt, de mate van
niet-equivalentie toeneemt.Hoevaker knoop-
punten met grote graad voorkomen (‘hubs’
genoemd), hoe sterker de niet-equivalentie
is.
Bipartite grafen
Gegeven twee verzamelingen van knooppun-
ten U en V , ter grootte M en N. Voor de eer-
ste verzameling leggen we de gradenrij vast
op ~k⋆ = (k⋆1 , . . . , k
⋆
M ), voor de tweede op
~l⋆ = (l⋆1 , . . . , l
⋆
N ). Lijnen zijn alleen toegestaan
tussen knooppunten in U enerzijds en V an-
derzijds. In het bijzonder geldt dat
M∑
i=1
k⋆i =
N∑
j=1
l⋆j = L
⋆,
metL⋆ het totaal aantal lijnen. ZijGM,N dever-
zameling van alle bipartite grafen. Voor Pmic
kiezen we weer de uniforme verdeling op de
deelverzameling van alle grafen in GM,N die
gradenrijen ~k⋆ en ~l⋆ hebben. Voor Pcan kie-
zen we de kansverdeling
Pcan(G) =
exp[−H(G, ~θ⋆, ~ζ⋆)]
Z(~θ⋆, ~ζ⋆)
, G ∈ GM,N ,
met Hamilton-functie
H(G, ~θ⋆, ~ζ⋆) = ~θ⋆ · ~k(G) + ~ζ⋆ · ~l(G)
en normalisatieconstante Z(~θ⋆, ~ζ⋆), waarbij
~θ⋆ en ~ζ⋆ zo dienen te worden gekozen dat
de gemiddelde gradenrijen onder Pcan gelijk
zijn aan ~k⋆ en ~l⋆.
Onder de veronderstelling dat L⋆ →∞ en
(⋆) kmaxlmax = o
(
L⋆2/3
)
,
kmax = max
1≤i≤M
k⋆i , lmax = max
1≤j≤N
l⋆j ,
geldt [4]
Ω~k⋆,~l⋆ = L⋆!∏M
i=1 k
⋆
i !
∏N
j=1 l
⋆
j !
exp[o(M +N)],
M,N →∞.
(Een meer precieze uitdrukking is beschik-
baar voor de exponent, maar die is niet no-
dig voor onze berekening.) Met behulp van
de formule
SM,N (Pmic | Pcan) = ln Pmic(G
⋆)
Pcan(G⋆)
,
waarbij G⋆ een willekeurige graaf in GM,N is
met gradenrijen ~k⋆ en~l⋆, leidt dit uiteindelijk
tot de uitdrukking
s = lim
M,N→∞
SM,N (Pmic | Pcan)
M +N
= α
∑
k∈N0
f1(k)g(k) + (1−α)
∑
k∈N0
f2(k)g(k),
waarbij f1, f2 de limieten zijn van de empiri-
sche kansverdelingen f⋆1,M , f
⋆
2,N van de gra-
den, de convergentie naar deze limieten ge-
schiedt in de ℓ1(g)-norm, en de limietM,N →
∞ zo genomen wordt dat
lim
M,N→∞
M
M +N
= α ∈ [0,1].
De berekening is analoog aan die voor het
Configuratie Model. Opnieuw zien we dat de
ensembles niet-equivalent zijn, en dat de to-
tale relatieve entropie op te vatten is als een
som over knooppunten van de relatieve en-
tropie per knooppunt.
Conclusie
Niet-equivalentie van ensembles is een na-
tuurlijke eigenschap van complexe netwer-
ken. De achterliggende reden is dat lokale
randcondities een langedrachteffect hebben
wanneer hun aantal extensief is in het aantal
knooppunten. Het is een uitdaging om een
volledige classificatie te geven van alle rand-
condities die leiden tot niet-equivalentie. k
Referenties
1 L. Boltzmann,Wiener Berichte 2 (1877), 373.
2 R.S. Ellis, H. Touchette enB. Turkington,Physica
A 335 (2004), 518.
3 J.W. Gibbs, Elementary Principles of Statistical
Mechanics, Yale University Press, New Haven,
CT, 1902.
4 C. Greenhill, B.D. McKay en X. Wang, J. Combin.
Theory A 113 (2004), 291.
5 F. den Hollander, Large Deviations, Fields In-
stituteMonographs 14, AmericanMathematical
Society, Providence, RI, 2000.
6 E.T. Jaynes, Phys. Rev. 106 (1957), 4.
7 B.D. McKay en N.C. Wormald, Combinatorica 11
(1991), 369.
8 T. Squartini en D. Garlaschelli, New Journal of
Physics 13 (2011), 083001.
9 T. Squartini, J. de Mol, F. den Hollander en
D. Garlaschelli, Breaking of ensemble equiva-
lence in networks, arXiv:1501.00388.
10 H. Touchette, R.S. Ellis enB. Turkington,Physica
A 340 (2004), 138.
11 H. Touchette, arXiv:1403.6608.
