Wavelet expansions have been employed recently in numerical solutions of commonly used frequency-domain integral equations. In this paper we propose a novel method for integrating wavelet-based transforms into existing numerical{solvers. The newly proposed method di ers from the presently used ones in two ways. First, the transformation is e ected by means of a digital ltering approach. This approach enables a much faster implementation of the transform. It also renders the transform algorithm adaptive and facilitates the derivation of a basis which best suits the problem at hand. Second, the conventional thresholding procedure applied to the impedance-matrix is substituted for by a compression process in which only the signi cant terms in the expansion of the (yet-unknown) current are retained and subsequently derived. Numerical results for a few TM scattering problems are included to demonstrate the advantages of the proposed method over the presently used ones.
Introduction
Frequency-domain integral equations of electromagnetic scattering problems have been recently solved using wavelet expansions 1, 2] . In these works, the wavelets are employed as the basis functions for expanding the quantity of interest (usually the current on a scatterer) and in turn a Galerkin method is applied to solve the integral equation. Due to the con nement of the wavelets both in the location and spatial{variation domains, the resulting impedance matrix is usually more localized compared to that obtained when the basis functions are simple pulses. This localization of the impedance matrix permits the application of a thresholding procedure whereby the matrix is rendered sparse with almost no degradation in the solution accuracy.
However, this use of wavelets is often not straightforward. One di culty stems from the need to compute the elds produced by the wavelet basis functions. Such calculations are generally cumbersome let alone if the basis functions are not given explicitly but rather by means of a recursion formula like most wavelet functions are. Another drawback of this approach lies in the fact that the basis-transformation is prescribed and cannot adapt itself to the problem at hand.
In this paper we describe a method which embodies a digital lter implementation of the wavelet transform into existing numerical{solvers. Besides facilitating a much faster implementation of the transform, this method saves the above mentioned intensive computations associated with the calculation of the elds due to wavelet basis functions. This method also o ers the possibility to perform the transform adaptively. We next mention a new method which reduces the size of the matrix equation. We also exploit the recently suggested approach 3] in which the conventional thresholding procedure applied to the impedance-matrix is substituted for by a compression process. In the compression process only the signi cant terms in the expansion of the (yet-unknown) current are retained and subsequently derived. This implies that we no longer view the impedance-matrix and the excitation vector as arrays of numbers, but rather exploit the understanding of the physics behind these numbers.
The organization of the paper is as follows. In the following section, we discuss a method to transform a conventional impedance matrix, obtained by using regular pulse basis functions, into an impedance matrix based on wavelets. The implementation of this transformation by means of digital lters is described in Sec. 3. In Sec. 4, we discuss the exibility in the choice of basis functions o ered by the use of the digital{ lter approach. The main core of the paper is Sec. 5, where we describe the basis selection algorithm and the new method of reducing the size of the equations-system. The previously mentioned ideas are subsequently used in the numerical example presented in Sec. 6. Finally, Sec. 7 includes conclusions and suggestions for future investigation.
Basis Transformation
Let us consider the scalar problem of computing the current J z on the perimeter of a perfectly conducting z-directed cylinder excited by a TM wave. This scattering problem can be formulated in various ways, but here we resort to the E-eld integral equation formulation. To overcome the di culties associated with the integration of the wavelet functions, regular pulse basis functions are used initially to expand the current. We have
I i P i ; (1) where P i denotes the pulse-function located at the i'th source point and I i is the yet unknown coe cient of the pulse-function P i . Without loss of generality, we apply here a Galerkin method for testing, and arrive at Z]Ĩ =Ṽ ; (2) where Z] is the impedance matrix,Ĩ is the (unknown) current vector, andṼ is the excitation vector.
In order to transform the pulse basis functions into wavelet basis functions, one introduces a transformation matrix T], which is assumed to be real and orthogonal. The rows of T] describe the new wavelet basis-functions in terms of the pulses. The basis transformation is e ected bỹ
where the elements ofÃ are the coe cients of a new series{expansion for J z . In this new series{ expansion, the basis functions are piecewise constant wavelet functions.
Subsequently, a similar procedure is applied to the rows of the impedance matrix. This transformation is e ected by multiplying the impedance matrix on the right by T ], the transpose of T]. We have
Substituting (3) and (4) into the system equation (2), and using the fact that T] is orthogonal, leads to the matrix equation
It is important to note that as far as the result for the unknown current J z is concerned, the solution will be the same regardless of whether one uses (2) or (5). Information is neither gained nor lost in this process of basis transformation. When a Galerkin method is used, it is customary to apply the same transformation used for the basis functions to the testing procedure. Along these lines, we obtaiñ B = T]Ṽ ; (6) whereB is the new excitation vector. Then, we de ne a matrix Z] as the column transformation (7) and arrive at the matrix equation Z]Ã =B : (8) This matrix equation is also equivalent, in terms of J z , to the two previous matrix equations given by (2) and (5). However, in (8) , both the sources and testing functions are given in terms of the new basis functions.
A similar idea of basis transformation has been explored in 4], where the transformation has been used to obtain a windowed Fourier transform of the signal. Other related works include those of Canning (Impedance Matrix Localization) 5 3 Discrete signal wavelet{transform: matrices and lters
In this section, instead of using a transformation matrix, the basis transformation from pulses to wavelets is e ected by using a cascade of lters 8]. An extensive literature on the equivalence between these two ways of computing the wavelet transform can be found in 9, 10]. Here we only show this equivalence by means of an example. In this example, the Haar wavelets are used, and we apply the transform to a four{element signal. Fig. 1(a) , illustrates how the basic signalĨ is transformed by T] into the new vectorÃ. Note that the rows of T] describe the new basis functions. The fact that the new basis is orthonormal can be veri ed by computing T] T ]. In Fig. 1(b) , we write explicitly the series{expansion in term of the new basis functions. Figs. 1(c-d) are related to the computation of the transform by the use of a hierarchical lter structure. Fig. 1 (c) illustrates this hierarchical structure. The input signal, described as a discrete sequence, undergoes ltering and down{sampling to produce two output sequences. One sequence contains the high{band (rapidly varying or detailed) parts of the signal while the other contains the low{band (slowly varying or smooth) parts of the signal. The lters denoted by G and H are low{pass and high{pass lters, respectively. They are determined by the wavelet transform one intends to achieve. In the case of the Haar wavelets, their impulse responses are given by g = 1; 1] and h = ?1; 1], respectively. The down{sampling operation implies taking every other sample at the output of the lters. For the wavelet decomposition, this process of band{splitting is applied recursively to the low{band portion of the signal. The resulting hierarchical structure is described as a tree, as shown in Fig. 1(d) , where each node and its associated two branches represent the basic building block. The reconstruction process is similar in both cases, that is, by multiplying with the transpose matrix, or by reversing the graph.
Note that in the implementation of the transform, the fact that the input signal is of nite extent should be accounted for and indeed several approaches to this problem have been suggested 10]. Here, we have resorted to the use of a cyclic convolution while taking only the even{indexed samples at the output of the down-sampler.
Wave{Packets
While the two ways of accomplishing the basis transformation, either by matrix multiplication or by digital lters, are mathematically equivalent, the digital lter approach allows the use of many ideas from the signal{processing discipline. These ideas often provide better insight into the choice of basis transformation, but one should recall that any kind of transformation which can be achieved by digital lters can also be attained, though usually with more e ort, by a matrix multiplication.
First, the digital lters suggest a fast way for performing the transform 11]. This is owing to the hierarchical structure previously described. Moreover, the tree{structure dictated by the wavelets can be altered and this can very well be done adaptively, as will be discussed later on 12, 13] . In this section, we discuss only two tree{structures (which may be viewed as two extreme cases): wavelet{transform and windowed{Fourier{transform trees. The windowed{Fourier{ transform tree, as well as its associated transformation matrix, are shown in Fig. 2 .
In the wavelet{transform tree{structure, shown in Fig. 1(d) , only the slowly varying part of the signal is decomposed at each stage. In contrast, in the windowed{Fourier{transform tree{ structure, shown in Fig. 2(c) , both the slowly and rapidly varying components of the signal are decomposed at each stage. We will not examine in what way the partitions of the combined space of location and spatial{variation to which these two methods lead are di erent. We will only point out the fact that windowed{Fourier{transform basis functions are all of the same length (see Fig. 2(b) ). This is in contrast to the wavelet basis functions, in which the rapidly varying basis functions are of shorter length (see Fig. 1(b) , lower part). This suggests that the windowed{ Fourier{transform basis functions, unlike the wavelet basis functions, are in essence global basis functions.
Adaptive construction of basis functions
As has been pointed out, there are many possible tree-structures, and correspondingly many transformations, each producing a di erent set of basis-functions. Our objective is to determine a basis which best suits the problem at hand. The quality criterion that will serve as a measure of what best is for our purposes, is the extent to which the boundary condition is satis ed for a given level of compression of the transformed matrix equation. Thus, we search for a basis that yields minimum boundary condition error for a given matrix size or equivalently one that allows maximum reduction in size for a prescribed boundary condition error.
The new approach of basis selection to best address the problem at hand is e ected in two steps. In the rst step, we construct a vectorṼ, which is a modi ed version of the vectorṼ . This modi ed version takes into account the shadow region cast by the scatterer, as predicted by geometrical optics. Speci cally, the elements of the vectorṼ that correspond to testing points in the lit region remain unchanged while those that correspond to testing points in the shadow region are gradually set to zero using a cosine windowing, which allows for a smooth transition between the lit and shadow regions. In the second step, a tree is constructed in the following adaptive manner. Starting from the nest resolution level of the vectorṼ at the input node, a decision based on a nodal minimum coe cient-spread criterion is made whether to go on decomposing any given node and stepping down to a coarser resolution level. The decision concerning further decomposition of a given node is made independently of any other node, and further decomposition is carried out if and only if it renders the number of coe cients required for an adequate representation of the signal smaller. This procedure can be classi ed as "Top-Down near-best basis algorithm, with an additive cost{function" (see 14] for example). The cost function we used here is C(x) = ? Once the desired tree-structure has been determined, which means that a basis has been selected, we apply the same transformation to Z], to the sources, and to the excitation vectorṼ to obtain a transformed system. However, instead of thresholding the impedance matrix in a conventional manner, it is compressed to a reduced-size form. This is e ected by singling out a small number of basis functions which correspond to large values in the decomposition ofṼ. It is then assumed that these basis functions are su cient to accurately represent the unknown, and hence we keep only the matrix elements needed for nding out the coe cients of these basis functions. The result is a reduced-size matrix equation which is by far easier to solve. Its solution gives the coe cients of the dominant terms in the series-expansion of the current. The dominant terms are expected to approximate the true current close enough for all practical purposes.
Note that in the above method, the prevailing assumption is that there is a resemblance between the modi ed excitation vectorṼ, which re ects both the geometry of the scatterer and the excitation, and the resultant solution vector. One may argue that instead of usingṼ, we could have used the approximate physical optics current. This might have been preferable, but would de nitely require much more computations than those needed for just modifyingṼ .
Numerical Example
In this section we present four numerical examples. In the rst three examples the same scatterer is considered for various excitations, and hence the basis functions constructed in each case are di erent. In the fourth example, a di erent scatterer is considered for the same excitation taken in the rst example.
The purpose of presenting these examples is threefold. First, we demonstrate that the adaptively{ constructed basis functions can excel both the commonly used wavelet{transform basis functions as well as the windowed{Fourier{transform basis functions. Second, we show that the resulting basis functions conform to both the geometry of the scatterer and the excitation. Finally, we make a point that by using the above described method of matrix compression, one gains an insight into the basis selection process. This suggests that by inspecting the geometry of the scatterer and the excitation one can foresee whether the adaptively{constructed basis functions are going to be more or less like one of the above mentioned two bases, or better than both of them.
In the rst three examples, we consider scattering by a perfectly conducting cylinder of circular cross section. The current over the cylinder is expanded in terms of 64 equally-spaced pulse basis functions, and we use twice this number of equally-spaced pulse functions for testing. The maximum depth of the tree-structure of digital lters is taken to be 5. This is equivalent to letting the longest basis function be made up of 2 5 = 32 pulse functions. Thus, it follows that (a) all the windowed{Fourier{transform basis functions will consist of 32 pulse functions; (b) among the wavelet{transform basis functions two and only two basis functions will consist of 32 elements; and (c) the longest basis functions picked by the adaptive basis selection process can be of length 32 but they might as well be shorter.
In the rst example, described in Fig. 3 , the excitation is a TM plane wave of unit-amplitude magnetic eld. The resulting current is shown in Fig. 4 . The three cases, namely, using wavelet{ transform, using windowed{Fourier{transform, and that of using adaptively{constructed basis functions, are compared with each other in Fig. 5 . This gure shows a plot of the boundary condition error as a function of the compression level. The boundary condition error is de ned as the average square error on the scatterer surface normalized to the average square incidenteld on the scatterer surface. The compression level conveys a measure of the reduction in the number of impedance matrix elements, and it is de ned as the ratio between the number of elements omitted, while casting the impedance matrix into the compressed form, and the number of elements in the original matrix. Observing Fig. 5 , it can be readily noted that when no compression of the matrix is taking place, the three cases yield exactly the same result. However, when compression is applied, the di erence in performance is evident. In this case, the wavelet{ transform basis functions are better suited for the con guration than the windowed{Fourier{ transform basis functions. It is seen that the adaptively{constructed basis functions yield results similar to those obtained with wavelet{transform basis functions. In Fig. 6 the tree-structure picked in the adaptive basis selection process is shown. This tree{structure is neither that of wavelets nor that of the Windowed-Fourier-Transform, though it is more resembling the wavelet tree{structure. Hence, the results are very similar, yet not identical, to those of the basis functions of a wavelet{transform tree{structure of depth 5.
In the second example the same scatterer is considered, but this time the excitation is due to eight adjacent current laments, of 377 mA] amplitude and alternating polarity, arranged as illustrated in Fig. 7 . The resulting current on the scatterer is depicted in Fig. 8 . The three cases, namely, using wavelet{transform, using windowed{Fourier{transform, and that of using adaptively{constructed basis functions, are compared with each other in Fig. 9 . In this case, the windowed{Fourier{transform basis functions yield better results than the wavelet-transform basis functions. This is to be anticipated in view of the fact the current is periodic, and thus can be e ectively expanded in terms of windowed{Fourier{transform basis functions. Again, the performance of the adaptively{constructed basis functions is as expected very similar to that of the windowed{Fourier{transform basis functions. The tree structure resulting from this adaptive basis selection process is shown in Fig. 10 , and indeed this structure is similar to the windowed{ Fourier{transform tree{structure. Also note that it is completely di erent from the previously chosen tree shown in Fig. 6 .
The third example considered is for the excitation depicted in Fig. 11 , where again the amplitude of each of the laments is 377 mA], and the laments are with alternating polarity. A plot of the resulting current on the scatterer is shown in Fig. 12 . This current is periodic only over part of the scatterer boundary surface. A plot of the performance achieved with the various basis functions is given in Fig. 13 . In this case it is clearly seen that the adaptively{constructed basis functions are preferable over the two other bases. The tree{structure for the adaptively{ constructed basis functions is shown in Fig. 14 , and appears to consist of two levels only. Thus, it is neither similar to the wavelet{transform tree nor to the windowed{Fourier{transform tree, and it evidently yields better results.
The last example is perhaps the most convincing one, as the adaptation process yields basis functions which are clearly related to our physical understanding of the problem. In the last example, we consider a square cylinder illuminated by a TM plane wave, as described in Fig. 15 (again, the plain wave is of unit-amplitude magnetic eld). A plot of the current induced on the scatterer surface is shown in Fig. 16 . A plot of the performance achieved with the various basis functions is given in Fig. 17 . The results obtained using the adaptively{constructed basis functions are quite similar to those obtained using the wavelet{transform basis functions. This can also be seen from the tree{structure shown in Fig. 18 picked by the adaptive basis selection process. This tree structure is a wavelet-transform tree{structure of depth 4. Thus, the longest basis function is made up of 2 4 = 16 pulse functions, which is exactly the number of pulse functions needed for covering each side of the rectangular.
More understanding of the process can be gained from Fig. 19 , where the resulting current, under certain compression terms of the matrix, is shown for the adaptively{constructed basis functions and for the windowed{Fourier{transform basis functions. The fact that the latter are in essence global basis functions, is evident from the fact that the changes introduced with each additional term are felt everywhere. This is in contrast to the current obtained for the adaptively{ constructed basis functions which are not necessarily long, and hence the changes introduced with each additional term are localized.
Summary and Conclusions
In this paper we have described a new method for the incorporation of the wavelet transform into existing numerical solvers. This incorporation involves the use of digital lters to obtain transformation of the regular pulse{based impedance matrix. The idea of wave-packets has been presented to demonstrate the exibility in the choice of basis functions o ered by the new approach, and its application to a scattering problem has been shown to yield better results than those obtained using regular wavelets. Many of the ideas presented still need further furnishing, like the possibility of choosing di erent lters type, better approximation of the current (not merely by using the modi ed excitation vector), and others. It is believed that in an analogous way, other techniques based on the theory of digital lters can be put into use for solving electromagnetic scattering problems. 
