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I. Introduction
In this paper we study the contributions of generalized particle-hole ladders to the
four–point Green’s function of a many fermion system. Formally, the amputated four–
point Green’s function, G4((p1,σ1),(p2,σ2),(p3,σ3),(p4,σ4)) with incoming particles of momenta
p1, p4 ∈ IR× IRd and spins σ1, σ4 ∈ {↑, ↓} and outgoing particles of momenta p2, p3 and spins
σ2, σ3, can be written as a sum of values of Feynman diagrams with four external legs. The
propagator of these diagrams is C(k) = 1ık0−e(k) , where k = (k0,k) ∈ IR × IR
d and the dis-
persion relation e(k) (into which the chemical potential has been absorbed) characterizes the
independent fermion approximation. The interaction of the model determines the diagram
vertices, V ((k1,σ1),(k2,σ2),(k3,σ3),(k4,σ4)), k1 + k4 = k2 + k3. Here, the incoming momenta are
k1, k4 and the outgoing momenta are k2, k3.
V
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3
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Ladders in Momentum Space
The most important contributions to this four–point function are ladders. The
contribution of the particle–hole ladder with ℓ+ 1 rungs
k1V V kℓ VV
(p1, σ1)
(p2, σ2)
(p3, σ3)
(p4, σ4)
is
∑
τi,1,τi,2∈{↑,↓}
i=1,···,ℓ
∫
dd+1k1
(2π)d+1
· · · dd+1kℓ
(2π)d+1
V ((p1,σ1),(p2,σ2),(p1+k1,τ1,1),(p2+k1,τ1,2))C(p1+k1)C(p2+k1)
V ((p1+k1,τ1,1),(p2+k1,τ1,2),···) · · ·V (···,(p1+kℓ,τℓ,1),(p2+kℓ,τℓ,2))
C(p1+kℓ)C(p2+kℓ)V ((p1+kℓ,τℓ,1),(p2+kℓ,τℓ,2),(p3,σ3),(p4,σ4))
The contribution of the particle–particle ladder with ℓ+ 1 rungs
(p1, σ1)
(p4, σ4)
(p2, σ2)
(p3, σ3)
1
is ∑
τi,1,τi,2∈{↑,↓}
i=1,···,ℓ
∫
dd+1ki
(2π)d+1
· · · dd+1kℓ
(2π)d+1
V ((p1,σ1),(p1+k1,τ1,1),(p4−k1,τ1,2),(p4,σ4))C(p1+k1)C(p4−k1)
V ((p1+k1,τ1,1),···,(p4−k1,τ1,2)) · · ·V (···,(p1+kℓ,τℓ,1),(p4−kℓ,τℓ,2),···)
C(p1+kℓ)C(p4−kℓ)V ((p1+kℓ,τℓ,1),(p2,σ2),(p3,σ3),(p4−kℓ,τℓ,2))
Ladders with two rungs are called bubbles. The values of the bubbles with dispersion relation
e(k) = |k|
2
2m − µ and interaction V ((p1,σ1),(p2,σ2),(p3,σ3),(p4,σ4)) = λ
(
δσ1,σ2δσ3,σ4 − δσ1,σ3δσ2,σ4
)
are well–known for d = 2, 3 [FHN]. The particle–particle bubble has a logarithmic singularity
[FKST, Proposition II.1b] at transfer momentum p1 + p4 = 0 which is responsible for the
formation of Cooper pairs and the onset of superconductivity. This singularity persists in
models having dispersion relations that are symmetric about the origin, i.e. e(k) = e(−k).
On the other hand, if e(k) is strongly asymmetric in the sense of Definition I.10 of [FKTf1]
then the particle–particle bubble remains continuous and, in particular, bounded [FKLT1,
page 297].
For the particle–hole bubble with d = 2 and e(k) = |k|
2
2m − µ∫
IR3
d3k
(2π)3 C(k + p1)C(k + p2) =
∫
IR3
d3k
(2π)3
1
i(k0+t0/2)−e(k+t/2)
1
i(k0−t0/2)−e(k−t/2)
=

− m2π + m2π|t|2 Re
√
|t|2(|t|2−4k2F )−4m2t20−4ımt0|t|2 if t0, |t| 6= 0 or |t| ≥ 2kF
− m
2π
if t0 = 0 and 0 < |t| ≤ 2kF
0 if t0 6= 0 and t = 0
where t = p1 − p2 is the transfer momentum, kF =
√
2mµ is the radius of the Fermi
surface and
√
is the square root with nonnegative real part and cut along the negative
real axis. See, for example, [FHN (2.22) or FKST, Proposition II.1a]. This is C∞ on{
t ∈ IR × IR2 ∣∣ t0 6= 0 or |t| > 2kF }, is Ho¨lder continuous of degree 1 in a neigh-
bourhood of any t with t0 = 0, 0 < |t| < 2kF and is Ho¨lder continuous of degree 12 in a
neighbourhood of any t with t0 = 0, |t| = 2kF , but cannot be continuously extended to
t = 0. However its restriction to t0 = 0 does have a C
∞ extension at the point t = 0. The
discontinuity at t = 0 persists for general, even strongly asymmetric, e(k). For this reason,
bounds on particle–hole ladders in position space are not straight forward.
That the restriction of the particle–hole bubble to t0 = 0 does have a C
∞ extension
for a large class of smooth dispersion relations may be seen by the following argument, which
was shown to us by Manfred Salmhofer [S]. A generalization of this argument is used in
Proposition III.27.
Lemma I.1 Choose a “scale parameter” M > 1 and a function ν ∈ C∞0
([
1
M , 2M
])
that
takes values in [0, 1], is identically 1 on
[
2
M ,M
]
is monotone on
[
1
M ,
2
M
]
and [M, 2M ] and
2
obeys
∞∑
j=0
ν
(
M2jx
)
= 1 (I.1)
for 0 < x < 1. Set ν
[0,j]
0 (k0) =
∑j
ℓ=0 ν(M
2ℓk20) and let u(k, t) be a bounded C
∞ function
with compact support in k and bounded derivatives. Let e(k) be a C∞ function that obeys
lim
|k|→∞
e(k) = +∞. Assume that the gradient of e(k) does not vanish on the Fermi surface
F =
{
k ∈ IRd ∣∣ e(k) = 0 }. Then
B(t) = lim
j→∞
∫
dk
ν
[0,j]
0 (k0)u(k, t)
[ik0 − e(k)][ik0 − e(k+ t)]
is C∞ for t in a neighbourhood of 0.
Proof: Write
Bj(t) =
∫
dk
ν
[0,j]
0 (k0)u(k,t)
[ik0−e(k)][ik0−e(k+t)] =
∫
dk
ν
[0,j]
0 (k0)u(k,t)
e(k)−e(k+t)
[
1
ik0−e(k) − 1ik0−e(k+t)
]
=
∫
dk
ν
[0,j]
0 (k0)u(k,t)
e(k)−e(k+t)
∫ 1
0
ds dds
1
ik0−E(k,t,s) =
∫
dk
∫ 1
0
ds
ν
[0,j]
0 (k0)u(k,t)
[ik0−E(k,t,s)]2
where
E(k, t, s) = se(k) + (1− s)e(k+ t)
Make, for each fixed s and k0, the change of variables from k to E and d− 1 variables θ on
F . Denote by J(E, t, θ, s) the Jacobian of this change of variables and set
f(k0, E, θ, t, s) = u
(
(k0,k(E, θ, t, s)), t
)
J(E, θ, t, s)
Because u has compact support in k, f vanishes unless |E| ≤ E , for some finite E . Thus
Bj(t) =
∫ 1
0
ds
∫
dθ
∫
dk0
∫ E
−E
dE
ν
[0,j]
0 (k0)f(k0,E,θ,t,s)
[ik0−E]2
Set
B′j(t) =
∫ 1
0
ds
∫
dθ
∫
dk0
∫ E
−E
dE
ν
[0,j]
0 (k0)f(k0,0,θ,t,s)
[ik0−E]2
Since ∣∣∣∂αt [ ν[0,j]0 (k0)f(k0,E,θ,t,s)[ik0−E]2 − ν[0,j]0 (k0)f(k0,0,θ,t,s)[ik0−E]2 ]∣∣∣ ≤ constα |E|k20+E2
is integrable on IR× [−E , E ], lim
j→∞
Bj(t)−B′j(t) exists and is C∞ by the Lebesgue dominated
convergence theorem. So it suffices to consider
B′j(t) = −2E
∫ 1
0
ds
∫
dθ
∫
dk0
ν
[0,j]
0 (k0)f(k0,0,θ,t,s)
k20+E2
3
Since ∣∣∣∂αt ν[0,j]0 (k0)f(k0,0,θ,t,s)k20+E2 ∣∣∣ ≤ constα 1k20+E2
is integrable on IR, lim
j→∞
B′j(t) exists and is C
∞ by the Lebesgue dominated convergence
theorem.
Scales and Sectors
In this paper, we derive position space bounds for generalized particle–hole ladders
in two space dimensions as they arise in a multiscale analysis. The main result is Theorem
I.20, which is used in [FKTf2], under the name Theorem D.2, to help construct a Fermi liquid.
We assume that the dispersion relation e(k) is Cre+3 for some re ≥ 6, that its gradient does
not vanish on the Fermi curve F =
{
k ∈ IR2 ∣∣ e(k) = 0 } and that the Fermi curve
is nonempty, connected, compact and strictly convex (meaning that its curvature does not
vanish anywhere). We also fix the number r0 ≥ 6 of derivatives in k0 that we wish to control.
We introduce scales as in [FKTf1, Definition I.2] and [FKTo2, §VIII]:
Definition I.2
i) For j ≥ 1, the jth scale function on IR× IR2 is defined as
ν(j)(k) = ν
(
M2j(k20 + e(k)
2)
)
where ν is the function of (I.1). It may be constructed by choosing a function ϕ ∈ C∞0
(
(−2, 2))
that is identically one on [−1, 1] and setting ν(x) = ϕ(x/M) − ϕ(Mx) for x > 0 and zero
otherwise. By construction, ν(j) is identically one on{
k = (k0,k) ∈ IR× IR2
∣∣ √ 2
M
1
Mj
≤ |ik0 − e(k)| ≤
√
M 1
Mj
}
The support of ν(j) is called the jth shell. By construction, it is contained in{
k ∈ IR× IR2 ∣∣ 1√
M
1
Mj
≤ |ik0 − e(k)| ≤
√
2M 1
Mj
}
The momentum k is said to be of scale j if k lies in the jth shell.
ii) For j ≥ 1, set
ν(≥j)(k) =
∑
i≥j
ν(i)(k)
for |ik0 − e(k)| > 0 and ν(≥j)(k) = 1 for |ik0 − e(k)| = 0. Equivalently, ν(≥j)(k) =
ϕ
(
M2j−1(k20 + e(k)
2)
)
. By construction, ν(≥j) is identically 1 on{
k ∈ IR× IR2 ∣∣ |ik0 − e(k)| ≤ √M 1Mj }
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The support of ν(≥j) is called the jth neighbourhood of the Fermi surface. By construction,
it is contained in {
k ∈ IR× IR2 ∣∣ |ik0 − e(k)| ≤ √2M 1Mj }
The support of ϕ
(
M2j−2(k20+e(k)
2)
)
is called the jth extended neighbourhood. It is contained
in {
k ∈ IR× IRd ∣∣ |ik0 − e(k)| ≤ √2M 1Mj }
To estimate functions in position space and still make use of conservation of mo-
mentum, we use sectorization. See [FKTf1, Example A.1]. The following definition is also
made in [FKTf2, §VI] and [FKTo3, §XII].
Definition I.3 (Sectors and sectorizations)
i) Let I be an interval on the Fermi surface F and j ≥ 1. Then
s =
{
k in the jth neighbourhood
∣∣ πF (k) ∈ I }
is called a sector of length |I| at scale j. Here k 7→ πF (k) is a projection on the Fermi surface.
Two different sectors s and s′ are called neighbours if s′ ∩ s 6= ∅.
ii) A sectorization of length l at scale j is a set Σ of sectors of length l at scale j that obeys
- the set Σ of sectors covers the Fermi surface
- each sector in Σ has precisely two neighbours in Σ, one to its left and one to its
right
- if s, s′ ∈ Σ are neighbours then 116 l ≤ |s ∩ s′ ∩ F | ≤ 18 l
Observe that there are at most 2 length(F )/l sectors in Σ.
In the renormalization group map of [FKTf1] and [FKTo3], we integrate over fields
whose arguments (x, σ, s) lie in Bl × Σ, where Bl = (IR × IR2) × {↑, ↓} is the set of all
“(positions, spins)”. On the other hand, we are interested in the dependence of the two and
four–point functions on external momenta. To distinguish between the set of all positions
and the set of all momenta, we denote by IM = IR × IR2, the set of all possible momenta.
The set of all possible positions shall still be denoted IR × IR2. Thus the external variables
(k, σ) lie in Bˇl = IM × {↑, ↓}. In total, legs of four–legged kernels may lie in the disjoint
union Y
l
Σ = Bˇl ∪· (Bl × Σ) for some sectorization Σ. The four–legged kernels over YlΣ
that we consider here arise in [FKTf2, §VII] as particle–hole reductions (as in Definition
VII.4 of [FKTf2]) of four–legged kernels on XΣ = Bˇ ∪· (B × Σ) where Bˇ = Bˇl × {0, 1} and
5
B = Bl×{0, 1} and {0, 1} is the set of creation/annihilation indices. Particle–hole reduction
sets the creation/annihilation index to zero for legs number one and four and to one for legs
number two and three. To simplify the notation in this paper, we shall eliminate the spin
variables so that the legs lie in
YΣ = IM ∪·
(
(IR× IR2)× Σ)
Sometimes a four–legged kernel will have different sectorizations Σ,Σ′ on its two left hand
legs and on its two right hand legs. Therefore, we introduce the space
Y
(4)
Σ,Σ′ = Y
2
Σ ×Y2Σ′
Since YΣ is the disjoint union of IM and (IR × IR2) × Σ, the space Y(4)Σ,Σ′ is the
disjoint union
Y
(4)
Σ,Σ′ =
⋃
·
i1,i2,i3,i4∈{0,1}
Yi1,Σ ×Yi2,Σ ×Yi3,Σ′ ×Yi4,Σ′ (I.2)
where Y0,Σ = IM and Y1,Σ = (IR × IR2) × Σ. If f is a function on Y(4)Σ,Σ′ , we denote by
f
∣∣
(i1,···,i4) its restriction to Yi1,Σ ×Yi2,Σ ×Yi3,Σ′ ×Yi4,Σ′ under the identification (I.2).
Definition I.4 (Translation invariance) Let Σ and Σ′ be sectorizations.
i) Let y ∈ YΣ and t ∈ IR× IR2. We set
Tty =
{
k if y = k ∈ IM
(x+ t, s) if y = (x, s) ∈ (IR× IR2)× Σ
ii) Let i1, · · · , i4 ∈ {0, 1}. A function f on Yi1,Σ×Yi2,Σ×Yi3,Σ′×Yi4,Σ′ is called translation
invariant, if for all t ∈ IR× IR2
f(Tty1, · · · , Tty4) =
( ∏
1≤µ≤4
iµ=0
eı(−1)
bµ<yµ,t>−
)
f(y1, · · · , y4)
where
bµ =
{
0 if µ = 1, 4
1 if µ = 2, 3
(I.3)
and <k, x>−= −k0x0+k1x1+k2x2. This choice of bµ reflects our image of f as a particle–
hole kernel, with first and fourth, resp. second and third, arguments being creation, resp.
annihilation, arguments.
iii) A function f on Y
(4)
Σ,Σ′ is translation invariant if f
∣∣
(i1,···,i4) is translation invariant for all
i1, · · · , i4 ∈ {0, 1}.
A function f on
(
Y
l
Σ
)4
is translation invariant if f(( · ,σ1),( · ,σ2),( · ,σ3),( · ,σ4)) is translation
invariant for all σ1, · · · , σ4 ∈ {↑, ↓}.
6
Definition I.5 (Fourier transform) Let Σ, Σ′ be sectorizations. Set Y2,Σ = IM× Σ.
i) Let i1, · · · , i4 ∈ {0, 1, 2} and 1 ≤ µ ≤ 4 such that iµ = 1. The Fourier transform of a
function f on Yi1,Σ×Yi2,Σ×Yi3,Σ′ ×Yi4,Σ′ with respect to the µth variable is the function
on Yi′1,Σ ×Yi′2,Σ ×Yi′3,Σ′ ×Yi′4,Σ′ with
i′ν =
{
iν if ν 6= µ
2 if ν = µ
defined by
(Φµf)(y1,···,yµ−1,(k,s),yµ+1,···,y4) =
∫
eı(−1)
bµ<k,x>−f(y1,···,yµ−1,(x,s),yµ+1,···,y4) d3x
ii) Let i1, · · · , i4 ∈ {0, 1} with iµ = 1 for at least one 1 ≤ µ ≤ 4. The total Fourier transform
fˇ of a translation invariant function f on Yi1,Σ ×Yi2,Σ ×Yi3,Σ′ ×Yi4,Σ′ is defined by
fˇ(y1, y2, y3, y4) (2π)
3δ(k1 − k2 − k3 + k4) =
( ∏
1≤µ≤4
iµ=1
Φµ f
)
(y1, y2, y3, y4)
where yµ = kµ when iµ = 0 and yµ = (kµ, sµ) when iµ = 1. fˇ is defined on the set of all
(y1, y2, y3, y4) ∈ Y2i1,Σ ×Y2i2,Σ ×Y2i3,Σ′ ×Y2i4,Σ′ for which k1 − k2 = k3 − k4.
Definition I.6 (Sectorized Functions) Let Σ and Σ′ be sectorizations.
i) Let i1, · · · , i4 ∈ {0, 1}. A translation invariant function f on Yi1,Σ × Yi2,Σ × Yi3,Σ′ ×
Yi4,Σ′ is sectorized if, for each 1 ≤ µ ≤ 4 with iµ = 1, the total Fourier trans-
form fˇ(y1,···,yµ−1,(k,s),yµ+1,···,y4) vanishes unless k is in the jth extended neighbourhood and
πF (k) ∈ s.
ii) A translation invariant function f on Y
(4)
Σ,Σ′ is sectorized if f
∣∣
(i1,···,i4) is sectorized for all
i1, · · · , i4 ∈ {0, 1}.
A translation invariant function f on
(
Y
l
Σ
)4
is sectorized if f(( · ,σ1),( · ,σ2),( · ,σ3),( · ,σ4)) is sec-
torized for all σ1, · · · , σ4 ∈ {↑, ↓}.
Remark I.7 If f is a function in the space Fˇ4,Σ of Definition XIV.6 of [FKTf2] (or Definition
XVI.7.iii of [FKTo3]), then its particle–hole reduction is a sectorized function on
(
Y
l
Σ
)4
.
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Particle–Hole Ladders
Definition I.8
i) A (spin independent) propagator is a translation invariant function on
(
IR × IR2)2. If
A(x, x′) is a propagator, then its transpose is At(x, x′) = A(x′, x).
ii) A (spin independent) bubble propagator is a translation invariant function on
(
IR× IR2)4.
If A and B are propagators, we define the bubble propagator
A⊗B(x1, x2, x3, x4) = A(x1, x3)B(x2, x4)
We set
C(A,B) = (A+B)⊗ (A+B)t −B ⊗Bt
= A⊗At + A⊗Bt + B ⊗At
=
A
A
+
A
B
+
B
A
iii) Let Σ,Σ′,Σ′′ be sectorizations, P be a bubble propagator and F be a function on
Yi1,Σ′′ ×Yi2,Σ′′ × (IR× IR2)
2
. If K is a function on YΣ ×YΣ ×Y1,Σ′ ×Y1,Σ′ , we set
(K • P )(y1,y2;x3,x4) = ∑
s′1,s
′
2∈Σ′
∫
dx′1dx
′
2 K(y1,y2,(x
′
1,s
′
1),(x
′
2,s
′
2)) P (x
′
1,x
′
2;x3,x4)
If K is a function on Y1,Σ ×Y1,Σ ×Yi3,Σ′ ×Yi4,Σ′ , we set, when i1, i2, i3, i4 are not all 0,
(F •K)(y1,y2,y3,y4) = ∑
s1,s2∈Σ
∫
dx1dx2 F (y1,y2;x1,x2)K((x1,s1),(x2,s2),y3,y4)
and when i1, i2, i3, i4 = 0,
(F •K)(k1,k2,k3,k4)(2π)3δ(k1−k2−k3+k4) = ∑
s1,s2∈Σ
∫
dx1dx2 F (k1,k2;x1,x2)K((x1,s1),(x2,s2),k3,k4)
Observe that K • P is a function on Y2Σ × (IR × IR2)2 and F •K is a function on Y(4)Σ,Σ′ . If
K ′ is a function on (YlΣ)
4 and F ′ is a function on (YlΣ)
2 × (Bl)2 we set
(K ′ • P )(( · ,σ1),( · ,σ2),( · ,σ3),( · ,σ4)) = K ′(( · ,σ1),( · ,σ2),( · ,σ3),( · ,σ4)) • P
and
(F ′ •K ′)(( · ,σ1),( · ,σ2),( · ,σ3),( · ,σ4))
=
∑
τ1,τ2∈{↑,↓}
F ′(( · ,σ1),( · ,σ2),( · ,τ1),( · ,τ2)) •K ′(( · ,τ1),( · ,τ2),( · ,σ3),( · ,σ4))
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iv) Let ℓ ≥ 1 . Let, for 1 ≤ i ≤ ℓ + 1, Σ(i), Σ′(i) be sectorizations and Ki a function
on Y
(4)
Σ(i), Σ
′(i) . Furthermore, let P1, · · · , Pℓ be bubble propagators. The ladder with rungs
K1, · · · , Kℓ+1 and bubble propagators P1, · · · , Pℓ is defined to be
K1 • P1 •K2 • P2 • · · · •Kℓ • Pℓ •Kℓ+1
If Σ is a sectorization and K ′1, · · · , K ′ℓ+1 are functions on
(
Y
l
Σ
)4
, the ladder with rungs
K ′1, · · · , K ′ℓ+1 and bubble propagators P1, · · · , Pℓ is defined to be
K ′1 • P1 •K ′2 • P2 • · · · •K ′ℓ • Pℓ •K ′ℓ+1
Remark I.9 We typically use C(A,B) with A being the part, ν(j)(k)C(k), of the propagator,
C(k), having momentum in the jth shell and B being the part, ν(≥j+1)(k)C(k), of the prop-
agator having momentum in the (j + 1)st neighbourhood. The bubble propagator C(A,B)
always contains at least one “hard line” A and may or may not contain one “soft line” B.
The latter are created by Wick ordering. See [FKTf1, §II, subsection 9].
Remark I.10 If F1, F2 are functions on
(
XΣ
)4
and A, B are propagators over B in the
sense of Definition VII.1.i of [FKTf2], then the particle–hole reduction of F1 • C(A,B) • F2
(with the C(A,B) of Definition VII.1.i of [FKTf2]) is equal to
−F ph1 • C
(
A(( · 1),( · 0)), B(( · 1),( · 0))
) • F ph2
(with the C of Definition I.8) since B((x,σ,0),(x′,σ′,1)) = −B(( · 1),( · 0))t((x,σ),(x′,σ′)).
Norms
In the momentum space variables, we take suprema of the function and its deriva-
tives. In the position space variables, we will apply the L1–L∞ norm of Definition I.11, below,
to the function and to the function multiplied by various coordinate differences.
Definition I.11 Let f be a function on
(
IR× IR2)n. Its L1–L∞ norm is
|||f |||1,∞ = max
1≤j0≤n
sup
xj0∈IR×IR2
∫ ∏
j=1,···,n
j 6=j0
dxj |f(x1, · · · , xn)|
Multiple derivatives are labeled by a multiindex δ = (δ0, δ1, δ2) ∈ IN0 × IN20. For such a
multiindex, we set |δ| = δ0 + δ1 + δ2, δ! = δ0! δ1! δ2! and xδ = xδ00 xδ11 xδ22 for x ∈ IR× IR2.
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Definition I.12 Let Σ be a sectorization and A a function on
(
(IR × IR2) × Σ)2. For a
multiindex δ ∈ IN0 × IN20, we define
|A|δ1,Σ = maxi=1,2 maxsi∈Σ
∑
s3−i∈Σ
∣∣∣∣∣∣(x− y)δ A((x, s1), (y, s2))∣∣∣∣∣∣1,∞
Variables for four–point functions may be momenta or position/sector pairs. There-
fore we introduce differential–decay operators that differentiate momentum space variables
and multiply position space variables by coordinate differences. We again use the identifica-
tion
Y
(4)
Σ,Σ′ =
⋃
·
i1,i2,i3,i4∈{0,1}
Yi1,Σ ×Yi2,Σ ×Yi3,Σ′ ×Yi4,Σ′
of (I.2).
Definition I.13 (Differential–decay operators) Let Σ and Σ′ be sectorizations, δ =
(δ0, δ1, δ2) ∈ IN0 × IN20 a multiindex and µ, µ′ ∈ {1, 2, 3, 4} with µ 6= µ′.
i) Let i1, · · · , i4 ∈ {0, 1} and f be a function on Yi1,Σ ×Yi2,Σ × Yi3,Σ′ ×Yi4,Σ′ . If iµ = 0,
multiplication by the δth power of the position variable dual to kµ (see Definition I.5) is
implemented by
Dδµf(· · · , kµ, · · ·) = (−1)δ1+δ2(−1)bµ|δ|ı|δ| ∂
δ0
∂k
δ0
µ,0
∂δ1
∂k
δ1
µ,1
∂δ2
∂k
δ2
µ,2
f(· · · , kµ, · · ·)
In general, set
Dδµ;µ′f =

(
Dδµ −Dδµ′
)
f if iµ = iµ′ = 0(
Dδµ − xδµ′
)
f if iµ = 0, iµ′ = 1(
xδµ −Dδµ′
)
f if iµ = 1, iµ′ = 0(
xδµ − xδµ′
)
f if iµ = iµ′ = 1
Here, when iµ = 1, the µ
th argument of f is (xµ, sµ).
ii) If f is a function on Y
(4)
Σ,Σ′ , then
(
Dδµ;µ′f
)∣∣
(i1,···,i4) = D
δ
µ;µ′
(
f
∣∣
(i1,···,i4)
)
for all i1, · · · , i4 ∈
{0, 1}.
Definition I.14 Let Σ,Σ′ be sectorizations.
i) Let i1, · · · , i4 ∈ {0, 1} and f be a function onYi1,Σ×Yi2,Σ×Yi3,Σ′×Yi4,Σ′ . For multiindices
δl, δc, δr ∈ IN0 × IN20, we define
|f |(δl,δc,δr)Σ,Σ′ = maxsν∈Σ
ν=1,2
with iν=1
max
sν∈Σ′
ν=3,4
with iν=1
sup
kν∈IM
ν=1,2,3,4
with iν=0
max
µ=1,2
µ′=3,4
∣∣∣∣∣∣Dδl1;2Dδcµ;µ′Dδr3;4 f ∣∣∣∣∣∣1,∞
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Here, the νth argument of f is kν when iν = 0 and (xν , sν) when iν = 1. The ||| · |||1,∞ of
Definition I.11 is applied to all spatial arguments of Dδl1;2D
δc
µ;µ′D
δr
3;4 f .
ii) If f is a function on Y
(4)
Σ,Σ′ , we define
|f |(δl,δc,δr)Σ,Σ′ =
∑
i1,i2,i3,i4∈{0,1}
∣∣f ∣∣
(i1,···,i4)
∣∣(δl,δc,δr)
Σ,Σ′
In this Definition, the system (δl, δc, δr) of multiindices indicates, roughly speaking, that
one takes δl derivatives with respect to the momentum flowing between the two left legs,
δr derivatives with respect to the momentum flowing between the two right legs and δc
derivatives with respect to momenta flowing from the left hand side to the right hand side.
In [FKTf1–f3] and [FKTo1–o4], we combine the norms of all derivatives of a function
in a formal power series. We denote byN3 the set of all formal power seriesX =
∑
δ∈IN0×IN20
Xδt
δ
in the variables t = (t0, t1, t2) with coefficients Xδ ∈ IR+∪{∞}. See Definition V.2 of [FKTf2]
or Definition II.4 of [FKTo1].
A quantity in N3 characteristic of the power counting for derivatives in scale j is
cj =
∑
δ1+δ2≤re
|δ0|≤r0
M j|δ| tδ +
∑
δ1+δ2>re
or |δ0|>r0
∞ tδ (I.4)
Definition I.15 Let Σ be a sectorization.
i) For a function A on
(
(IR× IR2)× Σ)2, we define
|A|1,Σ =
∑
δ∈IN0×IN20
1
δ! |A|δ1,Σ tδ
ii) For a function f on Y4Σ = Y
(4)
Σ,Σ, we define
|f |Σ =
∑
δ∈IN0×IN20
1
δ!
(
max
δl+δc+δr=δ
|f |(δl,δc,δr)Σ,Σ
)
tδ
iii) For a function f on
(
Y
l
Σ
)4
, we define
|f |Σ =
∑
σ1,···,σ4∈{↑,↓}
|f(( · ,σ1),( · ,σ2),( · ,σ3),( · ,σ4))|Σ
The following Lemma, whose proof follows immediately from the various definitions and
Lemma D.2.ii of [FKTo3], compares these norms with the norms of Definition VI.6 of [FKTf2].
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Lemma I.16 Let Σ be a sectorization.
i) Let f be a sectorized, translation invariant function on
(
Y
l
Σ
)4
and Vph(f) its particle–hole
value as in Definition VII.4 of [FKTf2]. Let | · ˜|3,Σ be the norm of Definition XIII.12 of
[FKTf3] (or Definition XVI.4 of [FKTo3]). Then there is a constant const, that depends only
on r0 and r, such that ∣∣Vph(f) ˜∣∣3,Σ ≤ const |f |Σ + ∑
δ1+δ2>r
or δ0>r0
∞ tδ
ii) Let g be a function in the space Fˇ4,Σ of Definition XIV.6 of [FKTf2] (or Definition
XVI.7.iii of [FKTo3]) and gph its particle–hole reduction as in Definition VII.4 of [FKTf2].
Then there is a universal const such that
|gph|Σ ≤ const
∣∣g ˜∣∣
3,Σ
The Propagators
The propagators we use in the multiscale analysis of [FKTf1–f3] are of the form
C(j)v (k) =
ν(j)(k)
ik0−e(k)−v(k) C
(≥j)
v (k) =
ν(≥j)(k)
ik0−e(k)−v(k)
with functions v(k) satisfying |v(k)| ≤ 12 |ık0 − e(k)|. Their Fourier transforms are
C(j)v (x, y) =
∫
d3k
(2π)3 e
ı<k,x−y>−C(j)v (k) C
(≥j)
v (x, y) =
∫
d3k
(2π)3 e
ı<k,x−y>−C(≥j)v (k)
C(j)v (y) =
∫
d3k
(2π)3 e
−ı<k,y>−C(j)v (k) C
(≥j)
v (y) =
∫
d3k
(2π)3 e
−ı<k,y>−C(≥j)v (k)
The function v(k) will be the sum of Fourier transforms of sectorized, translation invariant
functions p
(
(x, s), (x, s′)
)
on
((
IR × IR2) × Σ)2 for various sectorizations Σ. The Fourier
transform of such a function is defined as
pˇ(k) =
∑
s,s′∈Σ
∫
d3x eı<k,x>− p((0,s),(x,s′))
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Resectorization
We now fix 12 < ℵ < 23 and set lj = 1Mℵj . Furthermore, we select, for each j ≥ 1,
a sectorization Σj of length lj at scale j and a partition of unity
{
χs
∣∣ s ∈ Σj } of the jth
neighbourhood which fulfills Lemma XII.3 of [FKTo3] with Σ = Σj . The Fourier transform
of χs is
χˆs(x) =
∫
e−ı<k,x>− χs(k) d
3k
(2π)3
Definition I.17 (Resectorization) Let j, j′, jl, j′l , jr, j
′
r ≥ 1.
i) Let p be a sectorized, translation invariant function on
((
IR × IR2) × Σj)2. Then, for
j′ 6= j, the j′–resectorization of p is
pΣj′ ( (x1,s1),(x2,s2)) =
∑
s′1,s
′
2∈Σj
∫
dx′1 dx
′
2 χˆs1(x1−x′1) p((x′1,s′1),(x′2,s′2)) χˆs2(x′2−x2)
It is a sectorized, translation invariant function on
((
IR × IR2) × Σj′)2. If j = j′, we set
pΣj′ = p.
ii) Let i1, · · · , i4 ∈ {0, 1} and f be a function on Yi1,Σjl ×Yi2,Σjl ×Yi3,Σjr ×Yi4,Σjr that is
sectorized and translation invariant. Then the (j′l , j
′
r)–resectorization of f is the sectorized,
translation invariant function on Yi1,Σj′
l
×Yi2,Σj′l ×Yi3,Σj′r ×Yi4,Σj′r defined by
fΣj′
l
,Σj′r
( y1,y2,y3,y4) =
∑
s′µ∈Σjl
µ∈{1,2}∩S
∑
s′µ∈Σjr
µ∈{3,4}∩S
∫ ∏
µ∈S
(
dx′µ χˆsµ((−1)bµ (xµ−x′µ))
)
f( y′1,y
′
2,y
′
3,y
′
4)
where
S =
{
µ
∣∣ iµ = 1 } ∩

{1, 2, 3, 4} if j′l 6= jl, j′r 6= jr
{1, 2} if j′l 6= jl, j′r = jr
{3, 4} if j′l = jl, j′r 6= jr
∅ if j′l = jl, j′r = jr
and y′µ = yµ for µ /∈ S and, for µ ∈ S,
yµ = (xµ, sµ) y
′
µ = (x
′
µ, s
′
µ)
iii) If f is a sectorized, translation invariant function on Y
(4)
Σjl ,Σjr
, then
(
fΣj′
l
,Σj′r
)∣∣
(i1,···,i4) =(
f
∣∣
(i1,···,i4)
)
Σj′
l
,Σj′r
for all i1, · · · , i4 ∈ {0, 1}. If j′l = j′r = j′, we set fΣj′ = fΣj′ ,Σj′ .
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iv) If f is a sectorized, translation invariant function on
(
Y
l
Σj
)4
, then
fΣj′ (( · ,σ1),( · ,σ2),( · ,σ3),( · ,σ4)) =
(
f(( · ,σ1),( · ,σ2),( · ,σ3),( · ,σ4))
)
Σj′
for all σ1, · · · , σ4 ∈ {↑, ↓}.
Remark I.18 Let K and H be sectorized translation invariant functions on Y
(4)
Σil ,Σjl
and
Y
(4)
Σir ,Σjr
respectively. Let P be a bubble propagator. If the Fourier transform
∫
4∏
µ=1
dxµ
4∏
µ=1
e−ı(−1)
bµ<kµ,xµ>− P (x1, x2, x3, x4)
of P is supported on the max{j′l , i′r}th neighbourhood, then[
K • P •H
]
Σi′
l
,Σj′r
= KΣi′
l
,Σj′
l
• P •HΣi′r ,Σj′r
Compound Particle–Hole Ladders
Define, for any set Z and any function K on Z4, the flipped function
Kf (z1, z2, z3, z4) = −K(z1, z3, z2, z4) (I.5)
Definition I.19 Let ~F =
(
F (2), F (3), · · · ) be a sequence of sectorized, translation invariant
functions F (i) on
(
Y
l
Σi
)4
and v(k) a function on IM such that |v(k)| ≤ 12 |ık0 − e(k)|. We
define, recursively on 0 ≤ j <∞, the compound particle–hole (or wrong way) ladders up to
scale j, denoted by L(j) = L(j)v ( ~F ) , as
L(0) = 0
L(j+1) = L(j)Σj +
∞∑
ℓ=1
(
F + L(j)Σj + L
(j) f
Σj
) • C(j) • · · · C(j) • (F + L(j)Σj + L(j) fΣj )
where F =
∑j
i=2 F
(i)
Σj
and the ℓth term has ℓ bubble propagators C(j) = C(C(j)v , C(≥j+1)v ).
Observe that L(1) = L(2) = 0.
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Theorem I.20 For every ε > 0 there are constants ρ0, const
(1) such that the following holds.
Let ~F =
(
F (2), F (3), · · · ) be a sequence of sectorized, translation invariant spin independent(2)
functions F (i) on
(
Y
l
Σi
)4
and ~p =
(
p(2), p(3), · · · ) be a sequence of sectorized, translation
invariant functions p(i) on
((
IR × IR2) × Σi)2. Assume that there is ρ ≤ ρ0 such that for
i ≥ 2
|F (i)|Σi ≤ ρMεi ci |p(i)|1,Σi ≤ ρ liMi ci pˇ(i)(0,k) = 0
Set v(k) =
∑∞
i=2 pˇ
(i)(k) . Then for all j ≥ 1
∣∣L(j+1)v ( ~F )∣∣Σj ≤ const ρ2 cj
Remark I.21 Theorem I.20 and Theorem D.2 of [FKTf3] are equivalent. If one replaces
the functions F (i) of Theorem D.2 of [FKTf3] by 24 times their particle–hole reductions,
then, by Corollary D.7 of [FKTf3] and Remark I.10, the concepts of compound ladders of
Definition I.19 and Definition D.1 of [FKTf3] coincide. Hence Theorem I.20 and Theorem
D.2 of [FKTf3] are equivalent by Lemma I.16.
Theorem I.20 will be proven following Corollary II.24. The core of the proof consists
of bounds on two types of ladder fragments, that look like
G(i1) H
G1
G2
H
and are called particle–hole bubbles and double bubbles, and a combinatorial result, Corollary
II.12, that enables one to express general ladders in terms of these fragments. The most subtle
part of the bound, Theorem II.19, on particle–hole bubbles is a generalization of Lemma I.1.
The bound, Theorem II.20, on double bubbles also exploits “volume improvement due to
overlapping loops”. A simple introduction to this phenomenon is provided at the beginning
of §IV.
Ladders with external momenta have an infrared limit that behaves much like the
model bubble of Lemma I.1.
(1) Throughout this paper we use “const ” to denote unimportant constants that depend only on the
dispersion relation e(k) and the scale parameter M . In particular, they do not depend on the scale
j.
(2) “Spin independence” is formally defined in Definition II.6.
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Theorem I.22 Under the hypotheses of Theorem I.20, the limit
L(q, q′, t, σ1, · · ·σ4) = lim
j→∞
L(j)v ( ~F )
∣∣
i1,i2,i3,i4=0
((q+ t2 ,σ1),(q− t2 ,σ2),(q′+ t2 ,σ3),(q′− t2 ,σ4))
exists for transfer momentum t 6= 0 and is continuous in (q, q′, t) for t 6= 0. The restrictions
to t = 0 and to t0 = 0, namely, L(q, q
′, (t0, 0), σ1, · · ·σ4) and L(q, q′, (0, t), σ1, · · ·σ4), have
continuous extensions to t = 0.
This Theorem is proven following Lemma II.29. Notation tables are provided at the end of
the paper.
II. Reduction to Bubble Estimates
For the rest of the paper, we fix a sequence ~F =
(
F (2), F (3), · · · ) of sectorized, trans-
lation invariant, spin independent functions F (i) on
(
Y
l
Σi
)4
and a sequence ~p =
(
p(2), p(3), · · · )
of sectorized, translation invariant functions p(i) on
((
IR × IR2) × Σi)2 as in Theorem I.20
and we set v(k) =
∑∞
i=2 pˇ
(i)(k). Denote L(j+1) = L(j+1)v ( ~F ) and define the particle–hole
bubble propagator of scale j by
C(j) = C(C(j)v , C(≥j+1)v ) = ∑
i1,i2≥1
min(i1,i2)=j
C(i1)v ⊗ C(i2) tv
and set
C[j1,j2] =
j2∑
j=j1
C(j) = C(≥j1)v ⊗ C(≥j1) tv − C(≥j2+1)v ⊗ C(≥j2+1) tv
Combinatorial Structure of Compound Ladders
In this section, we use the following
Convention II.1 Let K and K ′ be functions on
(
YΣj
)4
and
(
YΣj′
)4
, respectively. Then the
notation K +K ′ denotes the function KΣmax{j,j′} +K
′
Σmax{j,j′}
on
(
YΣmax{j,j′}
)4
. The same
convention is used when K and K ′ are functions on
(
Y
l
Σj
)4
and
(
Y
l
Σj′
)4
.
Definition II.2 We define, recursively on 0 ≤ j <∞, sectorized, translation invariant, spin
independent functions L(j) , on
(
Y
l
Σj−1
)4
by
L(0) = L(1) = L(2) = 0
L(j+1) =
∞∑
ℓ=1
∑′
i1,···,iℓ+1≥2
j1,···,jℓ≥0
[(
F (i1)+L(i1) f
) • C(j1) • · · · • C(jℓ) • (F (iℓ+1)+L(iℓ+1) f)]
Σj
where the sum
∑′
imposes the constraints
max{j1, · · · , jℓ} = j
im ≤ min{jm−1, jm} for all 1 ≤ m ≤ ℓ+ 1
When m = 1, min{jm−1, jm} = j1 and when m = ℓ+ 1, min{jm−1, jm} = jℓ.
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C(j1) C(jℓ)F (i1)+L(i1)f F (i2)+L(i2)f F (iℓ+1)+L(iℓ+1)f
Observe that L(j) depends only on the components F (2), · · · , F (j−1) of ~F .
Proposition II.3
L(j+1) =
j+1∑
i=0
L
(i)
Σj
i)
L(j+1) =
∞∑
ℓ=1
j∑
i1,···,iℓ+1=2
[(
F (i1) + L(i1) f
) • C[max{i1,i2},j] • (F (i2) + L(i2) f) • · · ·ii)
· · · • C[max{iℓ,iℓ+1},j] • (F (iℓ+1) + L(iℓ+1) f)]
Σj
L(j+1) =
( j∑
i=2
F
(i)
Σj
+ L(j) fΣj + L
(j)
Σj
)
• C(j) •
( j∑
i=2
F
(i)
Σj
+ L(j) fΣj + L(j+1)
)
iii)
To prove Proposition II.3, we define
L˜(j+1) =
j+1∑
i=0
L
(i)
Σj
and verify, in Lemmas II.4 and II.5, parts (ii) and (iii) of the Proposition, but with L(k)
replaced by L˜(k). Then we prove that L˜(k) = L(k).
Lemma II.4
L˜(j+1) =
∞∑
ℓ=1
j∑
i1,···,iℓ+1=2
[(
F (i1) + L(i1) f
) • C[max{i1,i2},j] • (F (i2) + L(i2) f) • · · ·
· · · • C[max{iℓ,iℓ+1},j] • (F (iℓ+1) + L(iℓ+1) f)]
Σj
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Proof:
L˜(j+1) =
∞∑
ℓ=1
j∑
j1,···,jℓ=0
min{jm−1,jm}∑
im=2
1≤m≤ℓ+1
[(
F (i1)+ L(i1) f
) • C(j1) • (F (i2) + L(i2) f) • · · ·
· · · • C(jℓ) • (F (iℓ+1) + L(iℓ+1) f)]
Σj
=
∞∑
ℓ=1
j∑
i1,···,iℓ+1=2
j∑
jm=max{im,im+1}
1≤m≤ℓ
[(
F (i1)+L(i1) f
) • C(j1) • (F (i2) + L(i2) f) • · · ·
· · · • C(jℓ) • (F (iℓ+1) + L(iℓ+1) f)]
Σj
Lemma II.5
L(j+1) =
( j∑
i=2
F
(i)
Σj
+ L˜(j) fΣj + L˜
(j)
Σj
)
• C(j) •
( j∑
i=2
F
(i)
Σj
+ L˜(j) fΣj + L˜(j+1)
)
i)
L(j+1) =
∞∑
ℓ=1
[( j∑
i=2
F
(i)
Σj
+ L˜(j) fΣj + L˜
(j)
Σj
)
• C(j)
]ℓ
•
( j∑
i=2
F
(i)
Σj
+ L˜(j) fΣj + L˜
(j)
Σj
)
ii)
Proof: i)
L(j+1) =
∞∑
ℓ=1
ℓ∑
ℓ′=1
j∑
j1,···,jℓ=0
j1,···,jℓ′−1≤j−1
j
ℓ′=j
min{jm−1,jm}∑
im=2
1≤m≤ℓ+1
[(
F (i1)+L(i1) f
) • C(j1) • (F (i2) + L(i2) f) • · · ·
· · · • C(jℓ) • (F (iℓ+1) + L(iℓ+1) f)]
Σj
= i1 i2 iℓ′ iℓ′+1 iℓ+1
j1 jℓ′ = j jℓ′+1
Splitting up the sum according to whether ℓ′ = 1, 1 < ℓ′ < ℓ or ℓ′ = ℓ, we have
19
L(j+1) =
[ j∑
i=2
(
F
(i)
Σj
+ L
(i) f
Σj
)] • C(j) • [ j∑
i=2
(
F
(i)
Σj
+ L
(i) f
Σj
)]
+
∞∑
ℓ=2
j∑
j1,···,jℓ=0
j1=j
j∑
i=2
min{jm−1,jm}∑
im=2
2≤m≤ℓ+1
(
F
(i)
Σj
+ L
(i) f
Σj
) • C(j)•
[(
F (i2) + L(i2) f
) • C(j2) • · · · • C(jℓ) • (F (iℓ+1) + L(iℓ+1) f)]
Σj
+
∞∑
ℓ=3
ℓ−1∑
ℓ′=2
[ j−1∑
j1,···,jℓ′−1=0
∑
i1,···,iℓ′≥2
im≤min{jm−1,jm}
for m=1,···,ℓ′−1
i
ℓ′≤jℓ′−1
(
F (i1)+L(i1) f
) • C(j1) · · · (F (iℓ′ )+L(iℓ′ ) f)]
Σj
• C(j)
•
[ j∑
jℓ′+1,···,jℓ=0
∑
i
ℓ′+1,···,iℓ+1≥2
im≤min{jm−1,jm}
for m=ℓ′+2,···,ℓ+1
i
ℓ′+1≤jℓ′+1
(
F (iℓ′+1)+L(iℓ′+1) f
) • C(jℓ′+1) · · · (F (iℓ+1)+L(iℓ+1) f)]
Σj
+
∞∑
ℓ=2
j−1∑
j1,···,jℓ−1=0
min{jm−1,jm}∑
im=2
1≤m≤ℓ
j∑
i=2
[(
F (i1)+L(i1) f
)• C(j1) · · · C(jℓ−1)• (F (iℓ)+L(iℓ) f)]
Σj
• C(j) • (F (i)Σj + L(i) fΣj )
=
[ j∑
i=2
(
F
(i)
Σj
+ L
(i) f
Σj
)]• C(j) •[ j∑
i=2
(
F
(i)
Σj
+ L
(i) f
Σj
)]
+
[ j∑
i=2
(
F
(i)
Σj
+ L
(i) f
Σj
)]• C(j) • L˜(j+1)
+ L˜(j)Σj • C(j) • L˜(j+1) + L˜
(j)
Σj
• C(j) •
[ j∑
i=2
(
F
(i)
Σj
+ L
(i) f
Σj
)]
=
[ j∑
i=2
F
(i)
Σj
+ L˜(j) fΣj + L˜
(j)
Σj
]
• C(j) •
[ j∑
i=2
F
(i)
Σj
+ L˜(j) fΣj + L˜(j+1)
]
ii) Substituting L˜(j+1) = L˜(j)Σj + L(j+1) into part (i) gives
L(j+1) =
( j∑
i=2
F
(i)
Σj
+ L˜(j) fΣj + L˜
(j)
Σj
)
• C(j) •
( j∑
i=2
F
(i)
Σj
+ L˜(j) fΣj + L˜
(j)
Σj
)
+
( j∑
i=2
F
(i)
Σj
+ L˜(j) fΣj + L˜
(j)
Σj
)
• C(j) • L(j+1)
Now just iterate.
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Proof of Proposition II.3: By Lemma II.5.ii,
L˜(j+1) = L˜(j)Σj + L(j+1)
= L˜(j)Σj +
∞∑
ℓ=1
(
F + L˜(j)Σj + L˜
(j) f
Σj
) • C(j) • · · · C(j) • (F + L˜(j)Σj + L˜(j) fΣj )
where F =
∑j
i=2 F
(i)
Σj
and the ℓth term has ℓ bubble propagators C(j). Thus L˜(j) obeys the
same initial condition and recursion relation as that defining L(j) in Definition I.19. Therefore,
they are equal. Hence the Proposition follows from Lemma II.4 and Lemma II.5.i.
Spin Independence
The following discussion shows how spin independent functions on
(
Y
l
Σ
)4
are related
to functions on Y4Σ.
Definition II.6 (Spin Independence) Let Zl and Zr be sets and let f be a function on(
Zl × {↑, ↓}
)2 × (Zr × {↑, ↓})2. Set, for each A ∈ SU(2),
fA
(
(·, σ1), · · · , (·, σ4)
)
=
∑
τ1,···τ4
f
(
(·, τ1), · · · , (·, τ4)
)
Aτ1,σ1A¯τ2,σ2A¯τ3,σ3Aτ4,σ4
f is called (particle–hole) spin independent if f = fA for all A ∈ SU(2).
Remark II.7 Let F be a four–legged kernel on XΣ. If F is spin independent in the sense of
Definition B.1.S of [FKTo2], then its particle–hole reduction is spin independent in the sense
of Definition II.6.
Lemma II.8 (Charge Spin Representation) Let Zl and Zr be sets and let f be a spin
independent function on
(
Zl×{↑, ↓}
)2 × (Zr×{↑, ↓})2. Then, there are functions fC and fS
on Z2l × Z2r such that
f
(
(z1, σ1), (z2, σ2), (z3, σ3), (z4, σ4)
)
= 12fC(z1, z2, z3, z4)δσ1,σ2δσ3,σ4
+ fS(z1, z2, z3, z4)
[
δσ1,σ3δσ2,σ4 − 12δσ1,σ2δσ3,σ4
]
Proof: The statement is essentially [N, (1–7)]. The proof is outlined in [N] between (3–40)
and (3–41). For the readers convenience, we include a detailed proof.
The z’s play no role, so we suppress them. Then the function f(σ1, σ2, σ3, σ4)
can be viewed as an element of C16 = C2 ⊗ C2 ⊗ C2 ⊗ C2 and MA : f 7→ fA is a linear
map on C16. The map A 7→ MA is a representation of SU(2) on C16. Denote by Sn the
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standard (2n + 1) dimensional “spin n” irreducible representation of SU(2). In particular,
the identity representation A 7→ A is S1/2. Since the representation A 7→ A¯ is unitarily
equivalent to S1/2, the representation A 7→ MA is unitarily equivalent to S1/2 ⊗ S1/2 ⊗
S1/2 ⊗ S1/2 ∼= (S0 ⊕ S1)⊗ (S0 ⊕ S1) ∼= 2S0 ⊕ 3S1 ⊕ S2. Thus the dimension of the subspace{
f ∈ C16 ∣∣ f = fA ∀A ∈ SU(2) } is exactly two. Since f(σ1, σ2, σ3, σ4) = δσ1,σ2δσ3,σ4 and
f(σ1, σ2, σ3, σ4) = δσ1,σ3δσ2,σ4− 12δσ1,σ2δσ3,σ4 are two independent elements of that subspace,
every f ∈ C16 obeying f = fA for all A ∈ SU(2) is a linear combination of δσ1,σ2δσ3,σ4 and
δσ1,σ3δσ2,σ4 − 12δσ1,σ2δσ3,σ4 .
Remark II.9
fC = f
(
( · , ↑), ( · , ↑), ( · , ↑), ( · , ↑))+ f(( · , ↑), ( · , ↑), ( · , ↓), ( · , ↓))
= f
(
( · , ↓), ( · , ↓), ( · , ↓), ( · , ↓))+ f(( · , ↓), ( · , ↓), ( · , ↑), ( · , ↑))
fS = f
(
( · , ↑), ( · , ↓), ( · , ↑), ( · , ↓))= f(( · , ↓), ( · , ↑), ( · , ↓), ( · , ↑))
Lemma II.10 If K is a spin independent function on (Z× {↑, ↓})4, then(
Kf
)
C
= 12
(
KC + 3KS
)f (
Kf
)
S
= 12
(
KC −KS
)f
where Kf is the flipped function of (I.5).
Proof:
Kf
(
(z1, σ1), (z2, σ2), (z3, σ3), (z4, σ4)
)
= −K((z1, σ1), (z3, σ3), (z2, σ2), (z4, σ4))
= −1
2
KC(z1, z3, z2, z4)δσ1,σ3δσ2,σ4 −KS(z1, z3, z2, z4)
[
δσ1,σ2δσ3,σ4 − 12δσ1,σ3δσ2,σ4
]
= KfS(z1, z2, z3, z4)δσ1,σ2δσ3,σ4 +
1
2
(
KfC −KfS
)
(z1, z2, z3, z4)δσ1,σ3δσ2,σ4
= 14
(
KfC + 3K
f
S
)
(z1, z2, z3, z4)δσ1,σ2δσ3,σ4
+ 1
2
(
KfC −KfS
)
(z1, z2, z3, z4)
[
δσ1,σ3δσ2,σ4 − 12δσ1,σ2δσ3,σ4
]
Lemma II.11 If H ′ and K ′ are spin independent functions on (YlΣ)
4 and P is a bubble
propagator, then
(H ′ • P •K ′)C = H ′C • P •K ′C
(H ′ • P •K ′)S = H ′S • P •K ′S
Proof: This Lemma follows directly from Remark II.9.
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Parts (ii) and (iii) of Proposition II.3, Lemma II.10 and Lemma II.11 give a coupled
system of recursion relations for L(j)C , L(j)S , L(j)C and L(j)S .
Corollary II.12
L(j+1)C =
∞∑
ℓ=1
j∑
i1,···,iℓ+1=2
[(
F
(i1)
C +
1
2L
(i1) f
C +
3
2L
(i1) f
S
) • C[max{i1,i2},j]•i)
· · · • C[max{iℓ,iℓ+1},j] • (F (iℓ+1)C + 12L(iℓ+1) fC + 32L(iℓ+1) fS )]
Σj
L(j+1)S =
∞∑
ℓ=1
j∑
i1,···,iℓ+1=2
[(
F
(i1)
S +
1
2L
(i1) f
C − 12L(i1) fS
) • C[max{i1,i2},j]•
· · · • C[max{iℓ,iℓ+1},j] • (F (iℓ+1)S + 12L(iℓ+1) fC − 12L(iℓ+1) fS )]
Σj
L
(j+1)
C =
( j∑
i=2
F
(i)
C Σj
+ 12L(j) fC Σj + 32L
(j) f
S Σj
+ L(j)C Σj
)
• C(j)ii)
•
( j∑
i=2
F
(i)
C Σj
+ 12L(j) fC Σj + 32L
(j) f
S Σj
+ L(j+1)C
)
L
(j+1)
S =
( j∑
i=2
F
(i)
S Σj
+ 1
2
L(j) fC Σj − 12L
(j) f
S Σj
+ L(j)S Σj
)
• C(j)
•
( j∑
i=2
F
(i)
S Σj
+ 12L(j) fC Σj − 12L
(j) f
S Σj
+ L(j+1)S
)
Theorem I.20 will be proven by bounding each term on the right hand side of
Corollary II.12.i. Each such term is a particle–hole ladder of the form(
G(i1) +K(i1) f
) • C[max{i1,i2},j] • · · · • C[max{iℓ,iℓ+1},j] • (G(iℓ+1) +K(iℓ+1) f)
where G(i) is either F
(i)
C or F
(i)
S and K
(i) is a linear combination of L
(i)
C and L
(i)
S . This
ladder has rungs
(
G(iν ) + K(iν) f
)
which are connected by particle–hole propagators C[i,j].
The induction step will consist in adding an additional rung to the left of the ladder. More
precisely, we will prove a bound on(
G(i1) +K(i1) f
) • C[i,j] •H
with H =
(
G(i2) +K(i2) f
) • C[max{i2,i3},j] • · · · • (G(iℓ+1) +K(iℓ+1) f) , assuming bounds on
H. The expression
G(i1) • C[i,j] •H
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is a particle–hole bubble
G(i1) H
We will derive the necessary bounds on general particle–hole bubbles in Theorem II.19. By
Corollary II.12.ii,
K(i1) f • C[i,j] •H =
(
G
(i1)
1 • C(i1−1) •G(i1)2
)f
• C[i,j] •H
with G
(i)
1 and G
(i)
2 linear combinations of
i−1∑
k=2
F
(k)
C ,
i−1∑
k=2
F
(k)
S , L(i−1)C , L(i−1)S , L(i−1) fC , L(i−1) fS ,
L(i)C , L(i)S . It is a double bubble
G1
G2
H
Bounds on double bubbles will be obtained in Theorem II.20.
Scaled Norms
In the induction procedure outlined above the various ladders naturally have dif-
ferent sectorization scales at their left and right hand ends. This was the motivation for
Definition I.14.
Convention II.13 Introduce, for scales ℓ, r, the short hand notation
Yℓ,r = Y
(4)
Σℓ,Σr
Definition II.14 For a function f on Yℓ,r and multiindices δl, δc, δr ∈ IN0 × IN20, set
‖f‖(δl,δc,δr)ℓ,r = 1Mℓ|δl|+|δc|max(ℓ,r)+r|δr| |f |
(δl,δc,δr)
Σℓ,Σr
|f |[δl,δc,δr]ℓ,r = max
δ′
l
≤δl
δ′c≤δc
δ′r≤δr
‖f‖(δ′l ,δ′c,δ′r)ℓ,r
The norm | · |(δl,δc,δr)Σℓ,Σr was defined in Definition I.14. If ℓ = r = j, set
|f |[[δ]]j = max
δl,δc,δr∈IN0×IN20
δl+δc+δr≤δ
‖f‖(δl,δc,δr)j,j
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Set
∆ =
{
δ ∈ IN0 × IN20
∣∣ δ0 ≤ r0, δ1 + δ2 ≤ re }
~∆ =
{
~δ = (δl, δc, δr) ∈
(
IN0 × IN20
)3 ∣∣ δl + δc + δr ∈ ∆ } (II.1)
where re + 3 is the degree of differentiability of the dispersion relation e(k) and r0 is the
number of k0 derivatives that we wish to control. The numbers re and r0 also determine
the number of finite coefficients in the formal power series cj of (I.4). The following remark
relates the formal power series norms of Definition I.15.ii to the norms of Definition II.14.
Remark II.15 There is a constant const, depending only on re and r0 such that the following
holds. Let f be a sectorized, translation invariant function on Y4Σj .
i)
|f |Σj ≤
[
max
δ∈∆
|f |[[δ]]j
]
cj
ii) If there is a number γ such that |f |Σj ≤ γcj, then
|f |[[δ]]j ≤ const γ for all δ ∈ ∆
Thus to prove Theorem I.20, it suffices to prove that
max
δ∈∆
|L(j+1)C |[[δ]]j ≤ const ρ2 max
δ∈∆
|L(j+1)S |[[δ]]j ≤ const ρ2
Definition II.16 (Norms and Resectorization) Let ℓ, ℓ′, r, r′ ≥ 0. For a sectorized,
translation invariant, function f on Yℓ′,r′ and multiindices ~δ ∈
(
IN0 × IN20
)3
, set
|f |[~δ]ℓ,r =
∣∣fΣℓ,Σr ∣∣[~δ]ℓ,r
If ℓ = r = j and δ ∈ IN0 × IN20, set
|f |[[δ]]j = max
δl,δc,δr∈IN0×IN20
δl+δc+δr≤δ
|f |[δl,δc,δr]j,j
As in Proposition XIX.4 of [FKTo4], one proves
Lemma II.17 Let ℓ ≥ ℓ′ ≥ 1 and r ≥ r′ ≥ 1. Let f be a sectorized, translation invariant,
function on Yℓ′,r′ and let ~δ = (δl, δc, δr) ∈ ~∆. Then
|f |[~δ]ℓ,r ≤ const
{
1
Mℓ−ℓ′
1
Mr−r′
|f |[~δ]ℓ′,r′ + 1Mℓ−ℓ′ |f |
[δl,δc,0]
ℓ′,r′ +
1
Mr−r′
|f |[0,δc,δr]ℓ′,r′ + |f |[0,δc,0]ℓ′,r′
}
≤ const|f |[~δ]ℓ′,r′
The constant const depends only on ∆.
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Proof: Let f be a function on Yi1,Σℓ′ ×Yi2,Σℓ′ ×Yi3,Σr′ ×Yi4,Σr′ . We consider the case
i1 = i2 = i3 = i4 = 1 and ℓ
′ < ℓ, r′ < r. The other cases are similar, but easier. Recall from
Definition I.17 that,
fΣℓ,Σr((x1,s1),(x2,s2),(x3,s3),(x4,s4))
=
∑
s′ν∈Σℓ′
ν∈{1,2}
∑
s′ν∈Σr′
ν∈{3,4}
∫
4∏
ν=1
(
dx′ν χˆsν ((−1)bν (xν−x′ν))
)
f((x′1,s
′
1),(x
′
2,s
′
2),(x
′
3,s
′
3),(x
′
4,s
′
4))
First observe that, for any fixed s1, · · · , s4, there are at most 34 choices of (s′1, · · · , s′4) for which
the integral
∫ ∏4
ν=1
(
dx′ν χˆsν (· · ·)
)
f(· · ·) fails to vanish identically, because f is sectorized
and ℓ′ < ℓ, r′ < r. So it suffices to consider any fixed s′1, · · · , s′4. Hence by Leibniz’s Rule
(Lemma II.21), ‖fΣℓ,Σr‖(δl,δc,δr)ℓ,r is bounded by a constant, which depends only on ∆, times
the maximum of
1
Mℓ|δl|+|δc|max(ℓ,r)+r|δr|
∫
4∏
ν=2
dxν
∫
4∏
ν=1
(
dx′ν
∣∣(xν − x′ν)βν χˆsν ((−1)bν (xν−x′ν))∣∣)∣∣Dαl1;2Dαcµ;µ′Dαr3;4f((x′1,s′1),(x′2,s′2),(x′3,s′3),(x′4,s′4))∣∣
≤ 1
Mℓ|δl|+|δc|max(ℓ,r)+r|δr|
( 4∏
ν=1
∥∥xβνν χˆsν (xν)∥∥L1)∣∣f∣∣(αl,αc,αr)Σℓ′ ,Σr′
= M
ℓ′|αl|+|αc|max(ℓ′,r′)+r′|αr|
Mℓ|δl|+|δc|max(ℓ,r)+r|δr|
( 4∏
ν=1
∥∥xβνν χˆsν (xν)∥∥L1)∥∥f∥∥(αl,αc,αr)Σℓ′ ,Σr′
over x1, s1, · · · , s4, s′1, · · · , s′4 and µ ∈ {1, 2}, µ′ ∈ {3, 4} and αl, αc, αr and
βν = βν,l + βν,c + βν,r ν = 1, · · · , 4
obeying
β1,l + αl + β2,l = δl βµ,c + αc + βµ′,c = δc β3,r + αr + β4,r = δr
β1,r = β2,r = β3,l = β4,l = βν,c = 0 for ν 6= µ, µ′
In particular
ℓ|δl|+ |δc|max(ℓ, r) + r|δr| ≥ ℓ|αl + β1 + β2|+ |αc|max(ℓ, r) + r|αr + β3 + β4|
By Lemma XII.3 of [FKTo3]∥∥xβνν χˆsν (xν)∥∥L1 ≤ const{M |βν |ℓ if ν ∈ {1, 2}M |βν |r if ν ∈ {3, 4} (II.2)
so that
Mℓ
′|αl|+|αc|max(ℓ′,r′)+r′|αr|
Mℓ|δl|+|δc|max(ℓ,r)+r|δr|
4∏
ν=1
∥∥xβνν χˆsν (xν)∥∥L1
≤ constMℓ
′|αl|+|αc|max(ℓ′,r′)+r′|αr|
Mℓ|δl|+|δc|max(ℓ,r)+r|δr|
M ℓ|β1+β2|+r|β3+β4|
≤ const 1
M(ℓ−ℓ′)|αl|+(r−r′)|αr|
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and
‖fΣℓ,Σr‖(δl,δc,δr)ℓ,r ≤ const maxαl≤δl
αc≤δc
αr≤δr
1
M(ℓ−ℓ′)|αl|+(r−r′)|αr|
∥∥f∥∥(αl,αc,αr)
Σℓ′ ,Σr′
and the Lemma follows.
Bubble and Double Bubble Bounds
Definition II.18 Let i ≤ j. Then
C[i,j] = C[i,j]top + C[i,j]mid + C[i,j]bot
where
C[i,j]top =
∑
i≤it≤j
ib>j
C(it)v ⊗ C(ib) tv
C[i,j]mid =
∑
i≤it≤j
i≤ib≤j
C(it)v ⊗ C(ib) tv
C[i,j]bot =
∑
it>j
i≤ib≤j
C(it)v ⊗ C(ib) tv
Theorem II.19 (Bubble Bound) Let 1 ≤ i, ℓ ≤ j and δl, δr ∈ ∆. Let g and h be sectorized,
translation invariant functions on Yℓ,i and Yi,j respectively. Then
a) ∣∣g • C[i,j] • h∣∣[δl,0,δr]
ℓ,j
≤ const i max
αr,αl∈IN0×IN20
|αr|+|αl|≤3
∣∣g∣∣[δl,0,αr]
ℓ,i
∣∣h∣∣[αl,0,δr]
i,j
b) For any β ∈ ∆
1
M |β|j
∥∥g •Dβ1;3C[i,j]top • h∥∥(δl,0,δr)ℓ,j ≤ const ∥∥g∥∥(δl,0,0)ℓ,i ∥∥h∥∥(0,0,δr)i,j
1
M |β|j
∥∥g •Dβ2;4C[i,j]bot • h∥∥(δl,0,δr)ℓ,j ≤ const ∥∥g∥∥(δl,0,0)ℓ,i ∥∥h∥∥(0,0,δr)i,j
c) ∥∥g • C[i,j]mid • h∥∥(δl,0,δr)ℓ,j ≤ const |j − i+ 1|∥∥g∥∥(δl,0,0)ℓ,i ∥∥h∥∥(0,0,δr)i,j
and for any β ∈ ∆ with |β| ≥ 1 and (µ, µ′) = (1, 3), (2, 4)
1
M |β|j
∥∥g •Dβµ;µ′C[i,j]mid • h∥∥(δl,0,δr)ℓ,j ≤ const ∥∥g∥∥(δl,0,0)ℓ,i ∥∥h∥∥(0,0,δr)i,j
This Theorem is proven in §III.
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Theorem II.20 (Double Bubble Bound) Let 1 ≤ ℓ ≤ i ≤ j, ν ∈ IN0 × IN20 and
δl, δr ∈ ∆. Let g1, g2 and h be sectorized, translation invariant functions on Yℓ,ℓ, Yℓ,ℓ and
Yi,j respectively. Let D be either
D(ℓ)ν,up(x1, x2, x3, x4) = 1M |ν|ℓ
∞∑
m=ℓ
Dν1;3C
(ℓ)
v (x1, x3)C
(m)
v (x4, x2)
or
D(ℓ)ν,dn(x1, x2, x3, x4) = 1M |ν|ℓ
∞∑
m=ℓ+1
C(m)v (x1, x3)D
ν
2;4C
(ℓ)
v (x4, x2)
a) If ν + δl + α ∈ ∆ for all |α| ≤ 3, then∣∣(g1 •D•g2)f •C[i,j] •h∣∣[δl,0,δr]ℓ,j ≤ const i √lℓ max
αup,αdn,αl∈IN0×IN20
|αup|+|αdn|+|αl|≤3
∣∣g1∣∣[[δl+αup]]ℓ ∣∣g2∣∣[[δl+αdn]]ℓ ∣∣h∣∣[αl,0,δr]i,j
b) If ν + δl ∈ ∆, then for any β ∈ ∆
1
M |β|j
∥∥(g1 • D • g2)f •Dβ1;3C[i,j]top • h∥∥(δl,0,δr)ℓ,j ≤ const√lℓ∣∣g1∣∣[0,δl,0]ℓ,ℓ ∣∣g2∣∣[0,δl,0]ℓ,ℓ ∥∥h∥∥(0,0,δr)i,j
1
M |β|j
∥∥(g1 • D • g2)f •Dβ2;4C[i,j]bot • h∥∥(δl,0,δr)ℓ,j ≤ const√lℓ∣∣g1∣∣[0,δl,0]ℓ,ℓ ∣∣g2∣∣[0,δl,0]ℓ,ℓ ∥∥h∥∥(0,0,δr)i,j
c) If ν + δl ∈ ∆, then
∥∥(g1 • D • g2)f • C[i,j]mid • h∥∥(δl,0,δr)ℓ,j ≤ const |j − i+ 1|√lℓ∣∣g1∣∣[0,δl,0]ℓ,ℓ ∣∣g2∣∣[0,δl,0]ℓ,ℓ ∥∥h∥∥(0,0,δr)i,j
and for any β ∈ ∆ with |β| ≥ 1 and (µ, µ′) = (1, 3), (2, 4)
1
M |β|j
∥∥(g1 • D • g2)f •Dβµ;µ′C[i,j]mid • h∥∥(δl,0,δr)ℓ,j ≤ const√lℓ∣∣g1∣∣[0,δl,0]ℓ,ℓ ∣∣g2∣∣[0,δl,0]ℓ,ℓ ∥∥h∥∥(0,0,δr)i,j
This Theorem is proven in §IV.
Remark. Observe that
C(ℓ) = D(ℓ)0,up +D(ℓ)0,dn
We use Leibniz’s rule to convert Theorems II.19 and II.20 into bounds on derivatives
of g • C[i,j] •h and (g1 • C(ℓ) • g2)f • C[i,j] •h with respect to transfer momenta. These bounds
are stated in Corollaries II.22, II.23 and II.24, below.
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Lemma II.21 (Leibniz’s Rule) Let ℓ1, r1, ℓ2, r2 ≥ 1, P a bubble propagator and K1, K2
sectorized, translation invariant functions on Yℓ1,r1 and Yℓ2,r2, respectively. Let µ, ν ∈ {1, 2},
µ′, ν′ ∈ {3, 4} and δ ∈ IN0 × IN20. Then,
Dδν;ν′(K1 • P •K2) =
∑
β1,β2,β3∈IN0×IN20
β1+β2+β3=δ
(
δ
β1,β2,β3
)
(Dβ1ν;µ+2K1) • (Dβ2µ;µ′P ) • (Dβ3µ′−2;ν′K2)
Here
(
δ
β1,β2,β3
)
= δ!β1!β2!β3! .
Proof: The proof is trivial.
Corollary II.22 Let 1 ≤ ℓ ≤ i ≤ j and δl, δc, δr ∈ ∆. Let g and h be sectorized, translation
invariant functions on Yℓ,ℓ and Yi,j respectively.
a) ∥∥g • C[i,j]top • h∥∥(δl,δc,δr)ℓ,j ≤ const ∣∣g∣∣[δl,δc,0]ℓ,ℓ ∣∣h∣∣[0,δc,δr]i,j∥∥g • C[i,j]bot • h∥∥(δl,δc,δr)ℓ,j ≤ const ∣∣g∣∣[δl,δc,0]ℓ,ℓ ∣∣h∣∣[0,δc,δr]i,j
b) For µ ∈ {1, 2} and µ′ ∈ {3, 4}
Dδcµ;µ′
(
g • C[i,j]mid • h
)
=
∑
β1,β2,β3∈IN0×IN20
β1+β2+β3=δc
(
δc
β1,β2,β3
)
Dβ1µ;3g •Dβ21;3C[i,j]mid •Dβ31;µ′h
and, for all β1 + β2 + β3 = δc,
1
M |δc|j
∥∥Dβ1µ;3g •Dβ21;3C[i,j]mid •Dβ31;µ′h∥∥(δl,0,δr)ℓ,j
≤ const
M |β1|(j−ℓ)

(j − i+ 1)∥∥g∥∥(δl,β1,0)
ℓ,ℓ
∥∥h∥∥(0,β3,δr)
i,j
if β2 = 0
i max
|αr+αl|≤3
∣∣g∣∣[δl,β1,αr]
ℓ,ℓ
∣∣h∣∣[αl,β3,δr]
i,j
if β2 = 0
∥∥g∥∥(δl,β1,0)
ℓ,ℓ
∥∥h∥∥(0,β3,δr)
i,j
if β2 6= 0
Proof: a) We consider the case of top. By Leibniz,
Dδcµ;µ′
(
g • C[i,j]top • h
)
=
∑
β1,β2,β3∈IN0×IN20
β1+β2+β3=δc
(
δc
β1,β2,β3
)
Dβ1µ;3g •Dβ21;3C[i,j]top •Dβ31;µ′h
The desired inequality follows by the triangle inequality, Theorem II.19b and Lemma II.17,
with Dβ1µ;3g in place of g and D
β3
1;µ′h in place of h.
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b) The first statement is again Leibniz’s rule. By the first statement of Theorem II.19.c, with
Dβ1µ;3g in place of g and D
β3
1;µ′h in place of h,
1
M |δc|j
∥∥Dβ1µ;3g • C[i,j]mid •Dβ31;µ′h∥∥(δl,0,δr)ℓ,j ≤ const j−i+1M |δc|j ∥∥Dβ1µ;3g∥∥(δl,0,0)ℓ,i ∥∥Dβ31;µ′h∥∥(0,0,δr)i,j
≤ const j−i+1
M |δc|j
∥∥Dβ1µ;3g∥∥(δl,0,0)ℓ,ℓ ∥∥Dβ31;µ′h∥∥(0,0,δr)i,j
≤ const j−i+1
M |δc|jM
|β1|ℓ∥∥g∥∥(δl,β1,0)
ℓ,ℓ
M |β3|j
∥∥h∥∥(0,β3,δr)
i,j
≤ const j−i+1
M |β1|(j−ℓ)
∥∥g∥∥(δl,β1,0)
ℓ,ℓ
∥∥h∥∥(0,β3,δr)
i,j
For the second inequality, we used the variant∥∥Dβ1µ;3g∥∥(δl,0,0)ℓ,i = 1M |δl|ℓ ∣∣Dδl1;2Dβ1µ;3g∣∣[0,0,0]ℓ,i ≤ const 1M |δl|ℓ ∣∣Dδl1;2Dβ1µ;3g∣∣[0,0,0]ℓ,ℓ = const ∥∥Dβ1µ;3g∥∥(δl,0,0)ℓ,ℓ
of Lemma II.17. The proof of the second case is similar, but with∥∥g • C[i,j]mid • h∥∥(δl,0,δr)ℓ,j ≤ ∣∣g • C[i,j] • h∣∣[δl,0,δr]ℓ,j + ∣∣g • C[i,j]top • h∣∣[δl,0,δr]ℓ,j + ∣∣g • C[i,j]bot • h∣∣[δl,0,δr]ℓ,j
≤ const i max
αr,αl∈IN0×IN20
|αr|+|αl|≤3
∣∣g∣∣[δl,0,αr]
ℓ,i
∣∣h∣∣[αl,0,δr]
i,j
(by Theorem II.19.a,b) used in place of the first statement of Theorem II.19.c. The proof
of the third case is again similar, but with the second statement of Theorem II.19.c used in
place of the first statement of Theorem II.19.c.
Corollary II.23 Let 1 ≤ ℓ ≤ i ≤ j and δl, δc, δr ∈ ∆. Let g1, g2 and h be sectorized,
translation invariant functions on Yℓ,ℓ, Yℓ,ℓ and Yi,j respectively. Let µ ∈ {1, 2}, µ′ ∈ {3, 4}
and
g = (g1 • C(ℓ) • g2)f
a) If δl + δc ∈ ∆, then∥∥g • C[i,j]top • h∥∥(δl,δc,δr)ℓ,j ≤ const√lℓ ∣∣g1∣∣[[δl+δc]]ℓ ∣∣g2∣∣[[δl+δc]]ℓ ∣∣h∣∣[0,δc,δr]i,j∥∥g • C[i,j]bot • h∥∥(δl,δc,δr)ℓ,j ≤ const√lℓ ∣∣g1∣∣[[δl+δc]]ℓ,ℓ ∣∣g2∣∣[[δl+δc]]ℓ ∣∣h∣∣[0,δc,δr]i,j
b) Let β1 + β2 + β3 = δc. If δl + β1 ∈ ∆, then
1
M |δc|j
∥∥Dβ1µ;3g •Dβ21;3C[i,j]mid •Dβ31;µ′h∥∥(δl,0,δr)ℓ,j
≤ const
M |β1|(j−ℓ)
√
lℓ

(j − i+ 1)∣∣g1∣∣[[δl+β1]]ℓ ∣∣g2∣∣[[δl+β1]]ℓ ∥∥h∥∥(0,β3,δr)i,j if β2 = 0∣∣g1∣∣[[δl+β1]]ℓ ∣∣g2∣∣[[δl+β1]]ℓ ∥∥h∥∥(0,β3,δr)i,j if β2 6= 0
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If β2 = 0 and δl + β1 + α ∈ ∆ for all |α| ≤ 3, then
1
M |δc|j
∥∥Dβ1µ;3g •Dβ21;3C[i,j]mid •Dβ31;µ′h∥∥(δl,0,δr)ℓ,j
≤ const
M |β1|(j−ℓ) i
√
lℓ max
αup,αdn,αl∈IN0×IN20
|αup|+|αdn|+|αl|≤3
∣∣g1∣∣[[δl+β1+αup]]ℓ ∣∣g2∣∣[[δl+β1+αdn]]ℓ ∣∣h∣∣[αl,β3,δr]i,j
Proof: a) We consider the case of top. By Leibniz,
Dδc1;µ′
(
g • C[i,j]top • h
)
=
∑
β1,β2,β3∈IN0×IN20
β1+β2+β3=δc
(
δc
β1,β2,β3
)
Dβ11;3(g1 • C(ℓ) • g2)f •Dβ21;3C[i,j]top •Dβ31;µ′h
Dδc2;µ′
(
g • C[i,j]top • h
)
=
∑
β1,β2,β3∈IN0×IN20
β1+β2+β3=δc
(
δc
β1,β2,β3
)
Dβ12;3(g1 • C(ℓ) • g2)f •Dβ21;3C[i,j]top •Dβ31;µ′h
Substitute C(ℓ) = D(ℓ)0,up +D(ℓ)0,dn. We consider the case of up. Then
Dβ11;3(g1 • D(ℓ)0,up • g2)f •Dβ21;3C[i,j]top •Dβ31;µ′h = (Dβ11;2g1 • D(ℓ)0,up • g2)f •Dβ21;3C[i,j]top •Dβ31;µ′h
Dβ12;3(g1 • D(ℓ)0,up • g2)f •Dβ21;3C[i,j]top •Dβ31;µ′h =
(
Dβ13;2(g1 • D(ℓ)0,up • g2)
)f •Dβ21;3C[i,j]top •Dβ31;µ′h
= (−1)|β1|
∑
γ1,γ2,γ3∈IN0×IN20
γ1+γ2+γ3=β1
M |γ2|ℓ
(
β1
γ1,γ2,γ3
)(
Dγ12;3g1 • D(ℓ)γ2,up •Dγ31;3g2
)f •Dβ21;3C[i,j]top •Dβ31;µ′h
The 1
M |δc|j
∥∥ · ∥∥(δl,0,δr)
ℓ,j
norm of each term is bounded by Theorem II.20.b.
b) As above, we must estimate the 1
M |δc|j
∥∥ · ∥∥(δl,0,δr)
ℓ,j
norm of terms like
(
Dβ11;2g1 • D(ℓ)0,up • g2
)f •Dβ21;3C[i,j]mid •Dβ31;µ′h
and
M |γ2|ℓ
(
Dγ12;3g1 • D(ℓ)γ2,up •Dγ31;3g2
)f •Dβ21;3C[i,j]mid •Dβ31;µ′h
with γ1 + γ2 + γ3 = β1. This is done using Theorem II.20. (In the last case, we write
C[i,j]mid = C[i,j] − C[i,j]top − C[i,j]bot .)
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Corollary II.24 Let 1 ≤ ℓ ≤ i ≤ j, 1 ≤ r ≤ j and δl, δc, δr ∈ ∆. Let µ ∈ {1, 2} and
µ′ ∈ {3, 4}. Let h be a sectorized, translation invariant function on Yi,r and let h′ = hΣi,Σj
be its resectorization as in Definition I.17.i.
a) Let g be a sectorized, translation invariant function on Yℓ,i. Then
1
Mj|δc|
∥∥g • C[i,j]mid •Dδcµ;µ′h′∥∥(δl,0,δr)ℓ,j ≤ const max
αr,αl∈IN0×IN20
|αr|+|αl|≤3
∣∣g∣∣[δl,0,αr]
ℓ,i
(
j−i+1
Mj−i
∣∣h∣∣[0,δc,δr]
i,r
+ i
∣∣h∣∣[αl,0,0]
i,r
)
b) Let g1 and g2 be sectorized, translation invariant functions on Yℓ,ℓ. If δl + α ∈ ∆ for all
|α| ≤ 3, then
1
Mj|δc|
∥∥(g1 • C(ℓ) • g2)f • C[i,j]mid •Dδcµ;µ′h′∥∥(δl,0,δr)ℓ,j
≤ const
√
lℓ max
αup,αdn,αl∈IN0×IN20
|αup|+|αdn|+|αl|≤3
∣∣g1∣∣[[δl+αup]]ℓ ∣∣g2∣∣[[δl+αdn]]ℓ ( j−i+1Mj−i ∣∣h∣∣[0,δc,δr]i,r + i ∣∣h∣∣[αl,0,0]i,r )
Proof: We prove part a. First suppose that h is a function on Y2Σi ×
(
(IR × IR2) × Σr
)2
.
Then, for s3, s4 ∈ Σj ,
h′
( · , · , ( · , s3), ( · , s4)) = h • (χˆs3 ⊗ χˆts4)
We have
1
Mj|δc|
∥∥g • C[i,j]mid •Dδcµ;µ′h′∥∥(δl,0,δr)ℓ,j = 1Mj(|δc|+|δr|) ∥∥g • C[i,j]mid •Dδcµ;µ′Dδr3;4h′∥∥(δl,0,0)ℓ,j
Apply Leibniz to Dδcµ;µ′D
δr
3;4
(
h • (χˆs3 ⊗ χˆts4)
)
, yielding a sum of terms of the form
Dβ1µ;µ′D
γ1
3;4h •Dβ2+γ21;3 Dβ3+γ32;4 (χˆs3 ⊗ χˆts4)
with β1 + β2 + β3 = δc and γ1 + γ2 + γ3 = δr. If β1 + γ1 = 0 we apply Theorem II.19a and
otherwise we apply Theorem II.19c. The Lemma follows from∣∣h •Dβ2+γ21;3 Dβ3+γ32;4 (χˆs3 ⊗ χˆts4))∣∣[αl,0,0]i,j ≤M j(|δc+δr|)∣∣h∣∣[αl,0,0]i,r∥∥Dβ1µ;µ′Dγ13;4h •Dβ2+γ21;3 Dβ3+γ32;4 (χˆs3 ⊗ χˆts4))∥∥(0,0,0)i,j ≤M j(|β2+γ2+β3+γ3|)M |β1|i+|γ1|r∣∣h∣∣[0,δc,δr]i,r
≤M j(|δc+δr|−1)M i∣∣h∣∣[0,δc,δr]
i,r
if |β1 + γ1| ≥ 1
which is proven in the same way as Lemma II.17 and, in particular, uses (II.2) with r = j.
If one of the third or fourth arguments of h lie in momentum space, IM, the argument is
similar, except that the corresponding χˆs3 or χˆs4 is omitted. The proof of part b is similar
with Theorem II.20 used in place of Theorem II.19.
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Proof of Theorem I.20 (assuming Theorems II.19 and II.20):
Let δ ∈ ∆. By the hypothesis of the Theorem and Remark II.15.ii, there is a constant cF
such that
max
δ∈∆
|F (i)C |[[δ]]i ≤ cFMεi ρ maxδ∈∆ |F
(i)
S |[[δ]]i ≤ cFMεi ρ (II.3)
We prove by induction on j that
max
δ∈∆
|L(i)C |[[δ]]i−1 ≤ cL ρ2 max
δ∈∆
|L(i)S |[[δ]]i−1 ≤ cL ρ2 for all i ≤ j (II.4)
with a constant cL, independent of j. See Remark II.15. By construction L(0) = L(1) =
L(2) = 0. Now assume that (II.4) holds for some j ≥ 2. We prove that
max
δ∈∆
|L(j+1)S |[[δ]]j ≤ cL ρ2 (II.5)
The bound on L(j+1)C is similar.
For i ≤ j we have, by Corollary II.12.ii,
L
(i)
C = G
(i−1)
C,1 • C(i−1) •G(i−1)C,2
L
(i)
S = G
(i−1)
S,1 • C(i−1) •G(i−1)S,2
with
G
(i−1)
C,1 =
i−1∑
i′=2
F
(i′)
C Σi−1 +
1
2
L(i−1) fC Σi−1 + 32L
(i−1) f
S Σi−1 + L
(i−1)
C Σi−1
G
(i−1)
C,2 =
i−1∑
i′=2
F
(i′)
C Σi−1 +
1
2L(i−1) fC Σi−1 + 32L
(i−1) f
S Σi−1 + L
(i)
C
G
(i−1)
S,1 =
i−1∑
i′=2
F
(i′)
S Σi−1 +
1
2L(i−1) fC Σi−1 − 12L
(i−1) f
S Σi−1 + L
(i−1)
S Σi−1
G
(i−1)
S,2 =
i−1∑
i′=2
F
(i′)
S Σi−1 +
1
2L(i−1) fC Σi−1 − 12L
(i−1) f
S Σi−1 + L
(i)
S
The hypotheses (II.3) on ~F and the induction hypotheses (II.4) imply, via Lemma II.17, that,
when ρ is small enough and M ε is large enough,
max
δ∈∆
∣∣G(i−1)C,ν ∣∣[[δ]]i−1 ≤ cF ρ maxδ∈∆ ∣∣G(i−1)S,ν ∣∣[[δ]]i−1 ≤ cF ρ (II.6)
for i ≤ j, ν = 1, 2.
Remark II.25 For i ≤ j
max
δ∈∆
∣∣L(i)C ∣∣[[δ]]i−1 ≤ const c2F ρ2 maxδ∈∆ ∣∣L(i)S ∣∣[[δ]]i−1 ≤ const c2F ρ2
where const is (2 + 3r0+2re) times the constant of Corollary II.22.
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Proof: We prove the Remark for L
(i)
C . Fix (δl, δc, δr) ∈ ~∆. Decomposing
C[i−1,i−1] = (C[i−1,i−1]top + C[i−1,i−1]bot )+ C[i−1,i−1]mid
and applying Corollary II.22, parts a and b respectively, with ℓ, i, j all replaced by i− 1, we
have∣∣G(i−1)C,1 • C[i−1,i−1] •G(i−1)C,2 ∣∣[δl,δc,δr]i−1,i−1 ≤ const ((1 + 1) + 3|δc|)∣∣G(i−1)C,1 ∣∣[δl,δc,0]i−1,i−1 ∣∣G(i−1)C,2 ∣∣[0,δc,δr]i−1,i−1
≤ const (2 + 3r0+2re)c2F ρ2
Set, for each i ≥ 1,
vi = i
2max
{√
li,
1
Mεi
}
and
K(i) = F
(i)
S +
1
2L
(i) f
C Σi
− 12L(i) fS Σi
Then, by Corollary II.12.i,
L(j+1)S =
∞∑
ℓ=1
j∑
i1,···,iℓ+1=2
[
K(i1) • C[max{i1,i2},j] •K(i2) • · · · • C[max{iℓ,iℓ+1},j] •K(iℓ+1)
]
Σj
We put the main estimates required to complete the proof of Theorem I.20 in
Lemma II.26 Let ℓ ≥ 1 and i1, · · · , iℓ+1 ≤ j .
a) For |α| ≤ 3 and δ ∈ ∆,∣∣∣K(i1) • C[max{i1,i2},j] •K(i2) • · · · •K(iℓ+1)∣∣∣[α,0,δ]
i1,j
≤ constℓ (cF ρ)ℓ+1 iℓ+1i1 vi1 · · · viℓ
b) For (δl, 0, δr) ∈ ~∆∣∣∣K(i1) • C[max{i1,i2},j]•K(i2) • · · · •K(iℓ+1)∣∣∣[δl,0,δr]
j,j
≤ constℓ (cF ρ)ℓ+1vi2 · · · viℓ min{vi1 , viℓ+1}
c) For 0 6= δ ∈ ∆, µ ∈ {1, 2} and µ′ ∈ {3, 4}, there are sectorized, translation invariant
functions k′, k′′ on Yi1,j such that
1
Mj|δ|D
δ
µ;µ′
[(
K(i1) • C[max{i1,i2},j] • · · · •K(iℓ+1))
Σi1 ,Σj
]
= k′ + k′′
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and, for all |α| ≤ 3 and all γ with γ + δ ∈ ∆,∣∣k′∣∣[α,0,γ]
i1,j
≤ constℓ (cF ρ)ℓ+1 iℓ+1i1 vi1 · · ·viℓ∣∣k′′∣∣[0,0,γ]
i1,j
≤ j−i1+1
Mj−i1 const
ℓ
(
cF ρ
)ℓ+1 iℓ+1
i1
vi1 · · · viℓ
d) For (δl, δc, δr) ∈ ~∆ with |δc| ≥ 1,∣∣∣K(i1) • C[max{i1,i2},j] • · · · •K(iℓ+1)∣∣∣[δl,δc,δr]
j,j
≤ constℓ (cF ρ)ℓ+1 vi2 · · · viℓ min{vi1 , viℓ+1}
Set i = max{i1, i2} and write, for (αl, αc, αr) ∈ ~∆ and αup, αdn ∈ ∆,
q(αl, αc, αr;αup, αdn) = i
∣∣F (i1)S ∣∣[αl,αc,αr]i1,i1
+ i
√
li1−1
[∣∣G(i1−1)C,1 ∣∣[[αup]]i1−1 ∣∣G(i1−1)C,2 ∣∣[[αdn]]i1−1 +∣∣G(i1−1)S,1 ∣∣[[αup]]i1−1 ∣∣G(i1−1)S,2 ∣∣[[αdn]]i1−1 ]
By (II.3) and (II.6)
q(αl, αc, αr;αup, αdn) ≤ i cF ρMεi1 + i 2c2F ρ2
√
li1−1 ≤ 2cF ρ vi1 i2i1 (II.7)
for ρ sufficiently small. The proof of Lemma II.26 follows
Lemma II.27 Let 1 ≤ i1, i2 ≤ i ≤ j, 1 ≤ r ≤ j and δl, δc, δr ∈ ∆. Let µ ∈ {1, 2} and
µ′ ∈ {3, 4} and loc ∈ {top, bot,mid}. If loc ∈ {top,mid}, set (ν, ν′) = (1, 3). If loc = bot,
set (ν, ν′) = (2, 4). Let H be a sectorized, translation invariant function on Yi2,r.
a) Let β2 + β3 = δ with β2 6= 0 and either |δl| ≤ 3, δ + δr ∈ ∆ or δl + δr + δ ∈ ∆. Then
1
Mj|δ|
∣∣K(i1) •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′HΣi2 ,Σj ∣∣[δl,0,δr]i1,j ≤ const q(δl,0,0;δl,δl) ∣∣H∣∣[0,β3,δr]i2,j
b) Let |δl| ≤ 3 and δ + δr ∈ ∆. Then
1
Mj|δ|
∣∣K(i1) • C[i,j]loc •Dδ1;µ′HΣi2 ,Σj ∣∣[δl,0,δr]i1,j
≤ const max
αup,αdn,αl∈IN0×IN20
|αup|+|αdn|+|αl|≤3
q(δl,0,αup+αdn;δl+αup,δl+αdn)
(∣∣H∣∣[0,δ,δr]
i2,j
+
∣∣H∣∣[αl,0,0]
i2,j
)
c) Let β1 + β2 + β3 = δ and β1 + δl, δ, δr ∈ ∆. Then
1
Mj|δ|
∣∣Dβ1µ;3K(i1) •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′HΣi2 ,Σj ∣∣[δl,0,δr]i1,j
≤ const j−i+1
M |β1|(j−i1) q(δl,β1,0;δl+β1,δl+β1)
∣∣H∣∣[0,β3,δr]
i2,j
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Proof: Subbing in the definition of K(i1) and applying Lemma II.17,∣∣Dβ1µ;3K(i1) •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′HΣi2 ,Σj ∣∣[δl,0,δr]i1,j
≤ ∣∣Dβ1µ;3F (i1)S •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′HΣi,Σj ∣∣[δl,0,δr]i1,j
+ const
∣∣Dβ1µ;3(G(i1−1)C,1 • C(i1−1) •G(i1−1)C,2 )f •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′HΣi,Σj ∣∣[δl,0,δr]i1−1,j
+ const
∣∣Dβ1µ;3(G(i1−1)S,1 • C(i1−1) •G(i1−1)S,2 )f •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′HΣi,Σj ∣∣[δl,0,δr]i1−1,j
We were able to replace HΣi2 ,Σj by HΣi,Σj without changing the • products because i ≥ i2
and C[i,j]loc is supported in the ith neighbourhood.
a) By Corollary II.22.b with β1 = 0 and δc = δ (and, when loc = top, bot, Theorem II.19.b
with h = 1
Mj|β3|D
β3
1;µ′HΣi,Σj )
1
Mj|δ|
∣∣F (i1)S •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′HΣi,Σj ∣∣[δl,0,δr]i1,j ≤ const ∣∣F (i1)S ∣∣[δl,0,0]i1 ∣∣H∣∣[0,β3,δr]i2,j
provided δl, δr, δ ∈ ∆. For T = C, S,
1
Mj|δ|
∣∣(G(i1−1)T,1 • C(i1−1) •G(i1−1)T,2 )f •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′HΣi,Σj ∣∣[δl,0,δr]i1−1,j
≤ const
√
li1−1
∣∣G(i1−1)T,1 ∣∣[[δl]]i1−1∣∣G(i1−1)T,2 ∣∣[[δl]]i1−1∣∣H∣∣[0,β3,δr]i2,j
by Corollary II.23.b with ℓ = i1 − 1, β1 = 0 and δc = δ (and Theorem II.20.b when loc =
top, bot), provided δl, δr, δ ∈ ∆.
b) By Corollary II.24.a with δc = δ, ℓ = i1 and r = j (and Corollary II.22.a when loc =
top, bot)
1
Mj|δ|
∣∣F (i1)S • C[i,j]loc •Dδ1;µ′HΣi,Σj ∣∣[δl,0,δr]i1,j
≤ const max
αl,αr∈IN0×IN20
|αl|+|αr|≤3
∣∣F (i1)S ∣∣[δl,0,αr]i1 (∣∣H∣∣[0,δ,δr]i2,j + i∣∣H∣∣[αl,0,0]i2,j )
provided δl, δr, δ ∈ ∆. For T = C, S,
1
Mj|δ|
∣∣(G(i1−1)T,1 • C(i1−1) •G(i1−1)T,2 )f • C[i,j]loc •Dδ1;µ′HΣi,Σj ∣∣[δl,0,δr]i1−1,j
≤ const
√
li1−1 max
αup,αdn,αl∈IN0×IN20
|αup|+|αdn|+|αl|≤3
∣∣G(i1−1)T,1 ∣∣[[δl+αup]]i1−1 ∣∣G(i1−1)T,2 ∣∣[[δl+αdn]]i1−1 (∣∣H∣∣[0,δ,δr]i2,j + i∣∣H∣∣[αl,0,0]i2,j )
by Corollary II.24.b with δc = δ and ℓ = i1 − 1 (and Corollary II.23.a when loc = top, bot)
provided δl + α ∈ ∆ for all |α| ≤ 3 (which is certainly the case when |δl| ≤ 3) and δr, δ ∈ ∆.
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c) By Corollary II.22.b, with δc = δ (and Theorem II.19.b with β = β2, g =
1
Mi1|β1|D
β1
µ;3F
(i1)
S
and h = 1
Mj|β3|D
β3
1;µ′HΣi,Σj , when loc = top, bot)
1
Mj|δ|
∣∣Dβ1µ;3F (i1)S •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′HΣi,Σj ∣∣[δl,0,δr]i1,j
≤ const j−i+1
M |β1|(j−i1)
∣∣F (i1)S ∣∣[δl,β1,0]i1 ∣∣H∣∣[0,β3,δr]i2,j
provided δl, δr, δ ∈ ∆. For T = C, S,
1
Mj|δ|
∣∣Dβ1µ;3(G(i1−1)T,1 • C(i1−1) •G(i1−1)T,2 )f •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′HΣi,Σj ∣∣[δl,0,δr]i1−1,j
≤ const j−i+1
M |β1|(j−i1)
√
li1−1
∣∣G(i1−1)T,1 ∣∣[[δl+β1]]i1−1 ∣∣G(i1−1)T,2 ∣∣[[δl+β1]]i1−1 ∣∣H∣∣[0,β3,δr]i2,j
by Corollary II.23.b with δc = δ and ℓ = i1 − 1 (and Theorem II.20.b when loc = top, bot –
the Dβ1µ;3 is treated as in the proof of Corollary II.23.a) provided δl + β1, δr, δ ∈ ∆.
Proof of Lemma II.26: The proof is by induction on ℓ. We begin the induction at ℓ = 1.
Observe that, by (II.3), Remark II.25 and Lemma II.17,
max
δ∈∆
|K(i2)|[[δ]]i2 ≤ cF ρ (II.8)
for all δ ∈ ∆, if ρ is sufficiently small.
a) By Lemma II.27.b, with δ = 0, δl = α and δr = δ, (II.7), (II.8) and Lemma II.17,∣∣∣K(i1) • C[i,j]loc •K(i2)∣∣∣[α,0,δ]
i1,j
≤ const max
αup,αdn,αl∈IN0×IN20
|αup|+|αdn|+|αl|≤3
q(α,0,αup+αdn;α+αup,α+αdn)
[∣∣K(i2)∣∣[0,0,δ]
i2
+
∣∣K(i2)∣∣[αl,0,0]
i2
]
≤ const c2F ρ2 vi1 i2i1
for all of loc = mid, top, bot. Observe that α + αup + αdn + αl ∈ ∆, since, by hypothesis,
re, r0 ≥ 6.
b) By symmetry, we may assume, without loss of generality that i1 ≥ i2. Then
vi2 · · ·viℓ min
{
vi1 , viℓ+1
}
reduces to vi1 . By Lemma II.17, Lemma II.27.c, with β1 =
β2 = β3 = 0, (II.7), (II.8) and part a of this Lemma with ℓ = 1,∣∣∣K(i1) • C[i,j] •K(i2)∣∣∣[δl,0,δr]
j,j
≤ constMj−i
∣∣∣K(i1) • C[i,j] •K(i2)∣∣∣[δl,0,δr]
i,j
+ const
∣∣∣K(i1) • C[i,j] •K(i2)∣∣∣[0,0,δr]
i,j
≤ const (j−i+1)
Mj−i q(δl,0,0;δl,δl)
∣∣K(i2)∣∣[0,0,δr]
i2
+ const
∣∣∣K(i1) • C[i,j] •K(i2)∣∣∣[0,0,δr]
i,j
≤ const c2F ρ2 vi1 i2i1 ≤ const c2F ρ2 vi1
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c) Substitute C[i,j] = C[i,j]top + C[i,j]mid + C[i,j]bot into
Dδµ;µ′
[(
K(i1) • C[i,j] •K(i2))
Σi1 ,Σj
]
= Dδµ;µ′
[
K(i1) • C[i,j] •K(i2)Σi2 ,Σj
]
and apply Leibniz’s rule (Lemma II.21) using the routing which gives Dβ21;3C[i,j]top , Dβ21;3C[i,j]mid and
Dβ22;4C[i,j]bot . We define k′ to be 1Mj|δ| times the sum of all resulting terms having no derivatives
acting on K(i1) and k′′ to be 1
Mj|δ| times the sum of all terms having at least one derivative
acting on K(i1). Fix any α, α′ and γ, γ′ obeying, |α| ≤ 3, γ + δ ∈ ∆ and α′+ γ′+ δ ∈ ∆. We
show ∣∣k′∣∣[α,0,γ]
i1,j
≤ const c2F ρ2 vi1 i2i1∣∣k′′∣∣[0,0,γ]
i1,j
≤ const c2F j−i1+1Mj−i1 ρ2 vi1 i2i1
(II.9)
and ∣∣k′∣∣[α′,0,γ′]
j,j
+
∣∣k′′∣∣[α′,0,γ′]
j,j
≤ const c2F ρ2 vi1 i2i1 (II.10)
Let loc ∈ {mid, top, bot}. If loc ∈ {top,mid}, set (ν, ν′) = (1, 3). If loc = bot, set (ν, ν′) =
(2, 4). The contributions to k′ and k′′ coming from C[i,j]loc are
k′loc =
1
Mj|δ|
∑
β2,β3∈IN0×IN20
β2+β3=δ
(
δ
β2,β3
)
K(i1) •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′K(i2)Σi2 ,Σj
k′′loc =
1
Mj|δ|
∑
β1,β2,β3∈IN0×IN20
β1+β2+β3=δ
|β1|>0
(
δ
β1,β2,β3
)
Dβ1µ;3K
(i1) •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′K(i2)Σi2 ,Σj
We first bound k′loc. Fix β2 + β3 = δ. First consider β2 6= 0. Let (δl, δr) = (α, γ) or
(α′, γ′). By Lemma II.27.a,
1
Mj|δ|
∣∣∣K(i1) •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′K(i2)Σi2 ,Σj ∣∣∣[δl,0,δr]i1,j ≤ const q(δl,0,0;δl,δl)∣∣K(i2)∣∣[0,β3,δr]i2
≤ const c2F ρ2vi1 i2i1
Next consider β2 = 0. By Lemma II.27.b, with δl = α and δr = γ,
1
Mj|δ|
∣∣∣K(i1) •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′K(i2)Σi2 ,Σj ∣∣∣[α,0,γ]i1,j
= 1
Mj|δ|
∣∣∣K(i1) • C[i,j]loc •Dδ1;µ′K(i2)Σi2 ,Σj ∣∣∣[α,0,γ]i1,j
≤ const max
αup,αdn,αl∈IN0×IN20
|αup|+|αdn|+|αl|≤3
q(α,0,αup+αdn;α+αup,α+αdn)
[∣∣K(i2)∣∣[0,δ,γ]
i2
+
∣∣K(i2)∣∣[αl,0,0]
i2
]
≤ const c2F ρ2vi1 i2i1
38
and
1
Mj|δ|
∣∣∣K(i1) •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′K(i2)Σi2 ,Σj ∣∣∣[α′,0,γ′]j,j
≤ const 1
Mj|δ|
∣∣∣K(i1) • C[i,j]loc •Dδ1;µ′K(i2)Σi2 ,Σj ∣∣∣[0,0,γ′]i1,j
+ const 1
Mj−i1
1
Mj|δ|
∣∣∣K(i1) • C[i,j]loc •Dδ1;µ′K(i2)Σi2 ,Σj ∣∣∣[α′,0,γ′]i1,j
≤ const 1
Mj|δ|
∣∣∣K(i1) • C[i,j]loc •Dδ1;µ′K(i2)Σi2 ,Σj ∣∣∣[0,0,γ′]i1,j
+ const j−i+1
Mj−i1 q(α
′,0,0;α′,α′)
∣∣K(i2)∣∣[0,δ,γ′]
i2,j
≤ const c2F ρ2vi1 i2i1
In the first step we applied Lemma II.17. In the second, we applied Lemma II.27.c with
β1 = β2 = 0, β3 = δ, δl = α
′ and δr = γ′. In the third step we applied the conclusion of the
last estimate and Lemma II.17.
To bound
∣∣k′′loc∣∣[δl,0,δr]i1,j with δl + δr + δ ∈ ∆ observe that, by Lemma II.27.c, for all
β1 + β2 + β3 = δ with β1 6= 0,
1
Mj|δ|
∣∣∣Dβ1µ;3K(i1) •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′K(i2)Σi2 ,Σj ∣∣∣[δl,0,δr]i1,j
≤ const j−i+1
M |β1|(j−i1) q(δl,β1,0;δl+β1,δl+β1)
∣∣K(i2)∣∣[0,β3,δr]
i2,j
≤ const j−i1+1
Mj−i1 c
2
F ρ
2vi1
i2
i1
Setting (δl, δr) = (0, γ), we get the k
′′ estimate of (II.9). Setting (δl, δr) = (α′, γ′) and using
Lemma II.17, we get the k′′ estimate of (II.10).
When ℓ = 1, part c follows from (II.9).
d) Again, we may assume, without loss of generality that i1 ≥ i2. By part c and (II.10)
1
Mj|δc|
∣∣∣Dδcµ;µ′[K(i1) • C[i,j] •K(i2)Σi2 ,Σj]∣∣∣[δl,0,δr]j,j ≤ ∣∣k′∣∣[δl,0,δr]j,j + ∣∣k′′∣∣[δl,0,δr]j,j
≤ const c2F ρ2 vi1
This finishes the case ℓ = 1.
Induction step: We assume that the Lemma holds for ℓ− 1. Write
K(i1) • C[i,j] •K(i2) • · · · •K(iℓ+1) = K(i1) • C[i,j] •H
with
H = K(i2) • C[max{i2,i3},j] • · · · •K(iℓ+1)
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Set
V = constℓ−1 (cF ρ)ℓ vi2 · · · viℓ
The induction hypothesis applies to H. So, for all |α| ≤ 3 and δ ∈ ∆∣∣H∣∣[α,0,δ]
i2,j
≤ V iℓ+1i2
Furthermore, for each 0 6= δ ∈ ∆, µ ∈ {1, 2} and µ′ ∈ {3, 4}, there is a decomposition
1
Mj|δ|D
δ
µ;µ′HΣi2 ,Σj = h
′
δ,µ,µ′ + h
′′
δ,µ,µ′
with, for all |α| ≤ 3 and all γ with γ + δ ∈ ∆,∣∣h′δ,µ,µ′ ∣∣[α,0,γ]i2,j ≤ V iℓ+1i2∣∣h′′δ,µ,µ′ ∣∣[0,0,γ]i2,j ≤ j−i2+1Mj−i2 V iℓ+1i2
In particular, ∣∣H∣∣[0,δc,δr]
i2,j
≤ 2V iℓ+1i2
for δc + δr ∈ ∆.
a) By Lemma II.27.b, with δ = 0, δl = α and δr = δ, (II.7) and Lemma II.17,∣∣∣K(i1) • C[i,j] •H∣∣∣[α,0,δ]
i1,j
≤ const max
αup,αdn,αl∈IN0×IN20
|αup|+|αdn|+|αl|≤3
q(α,0,αup+αdn;α+αup,α+αdn)|H|[αl,0,δ]i2,j
≤ const cF ρ vi1 i2i1 V
iℓ+1
i2
≤ const cF ρ vi1 V iℓ+1i1
b) Again, we may assume, without loss of generality that i1 ≥ iℓ+1. Then the factor
constℓ (cF ρ)
ℓ+1vi2 · · ·viℓ min
{
vi1 , viℓ+1
}
in the right hand side of the statement reduces to
const cF ρ vi1V. The remainder of the proof is virtually identical to that for ℓ = 1.
c) Substitute C[i,j] = C[i,j]top + C[i,j]mid + C[i,j]bot into
Dδµ;µ′
[(
K(i1) • C[i,j] •H)
Σi1 ,Σj
]
= Dδµ;µ′
[
K(i1) • C[i,j] •HΣi2 ,Σj
]
and apply Leibniz’s rule (Lemma II.21) using the routing which gives Dβ21;3C[i,j]top , Dβ21;3C[i,j]mid and
Dβ22;4C[i,j]bot . We define k′ to be 1Mj|δ| times the sum of all resulting terms having no derivatives
acting on K(i1) and k′′ to be 1
Mj|δ| times the sum of all terms having at least one derivative
acting on K(i1). Fix any α, α′ and γ, γ′ obeying, |α| ≤ 3, γ + δ ∈ ∆ and α′+ γ′+ δ ∈ ∆. We
show ∣∣k′∣∣[α,0,γ]
i1,j
≤ const cF ρ vi1 V iℓ+1i1∣∣k′′∣∣[0,0,γ]
i1,j
≤ const cF j−i1+1Mj−i1 ρ vi1 V iℓ+1i1
(II.11)
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and ∣∣k′∣∣[α′,0,γ′]
j,j
+
∣∣k′′∣∣[α′,0,γ′]
j,j
≤ const cF ρ vi1 V iℓ+1i1 (II.12)
Let loc ∈ {mid, top, bot}. If loc ∈ {top,mid}, set (ν, ν′) = (1, 3). If loc = bot, set (ν, ν′) =
(2, 4). The contributions to k′ and k′′ coming from C[i,j]loc are
k′loc =
1
Mj|δ|
∑
β2,β3∈IN0×IN20
β2+β3=δ
(
δ
β2,β3
)
K(i1) •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′HΣi2 ,Σj
k′′loc =
1
Mj|δ|
∑
β1,β2,β3∈IN0×IN20
β1+β2+β3=δ
|β1|>0
(
δ
β1,β2,β3
)
Dβ1µ;3K
(i1) •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′HΣi2 ,Σj
We first bound k′loc. Fix β2 + β3 = δ. First consider β2 6= 0. Let (δl, δr) = (α, γ) or
(α′, γ′). By Lemma II.27.a,
1
Mj|δ|
∣∣∣K(i1) •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′HΣi2 ,Σj ∣∣∣[δl,0,δr]i1,j ≤ const q(δl,0,0;δl,δl)|H|[0,β3,δr]i2,j
≤ const cF ρ vi1 i2i1 V
iℓ+1
i2
≤ const cF ρ vi1 V iℓ+1i1
Next consider β2 = 0. By (II.7),
1
Mj|δ|
∣∣∣K(i1) •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′HΣi2 ,Σj ∣∣∣[α,0,γ]i1,j
= 1
Mj|δ|
∣∣∣K(i1) • C[i,j]loc •Dδ1;µ′HΣi2 ,Σj ∣∣∣[α,0,γ]i1,j
≤
∣∣∣K(i1) • C[i,j]loc • h′δ,1,µ′ ∣∣∣[α,0,γ]
i1,j
+
∣∣∣K(i1) • C[i,j]loc • h′′δ,1,µ′ ∣∣∣[α,0,γ]
i1,j
≤ const max
αup,αdn,αl∈IN0×IN20
|αup|+|αdn|+|αl|≤3
q(α,0,αup+αdn;α+αup,α+αdn)
∣∣h′δ,1,µ′ ∣∣[αl,0,γ]i2,j
+ const q(α,0,0;α,α)(j − i+ 1)∣∣h′′δ,1,µ′ ∣∣[0,0,γ]i2,j
≤ const cF ρ vi1 V iℓ+1i1
since (j−i+1)(j−i2−1)
Mj−i2 ≤ const . The term with h′δ,1,µ′ was bounded using Lemma II.27.b with
δ = 0. The term with h′′δ,1,µ′ was bounded using Lemma II.27.c with β1 = β2 = β3 = 0.
Again, with β2 = 0,
1
Mj|δ|
∣∣∣K(i1) •Dβ2ν;ν′C[i,j]loc •Dβ31;µ′HΣi2 ,Σj ∣∣∣[α′,0,γ′]j,j ≤ const cF ρ vi1 V iℓ+1i1
as in the proof of part (c) when ℓ = 1.
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We bound
∣∣k′′loc∣∣[δl,0,δr]i1,j with δl + δr + δ ∈ ∆ as for ℓ = 1. Observe that, by Lemma
II.27.c, for all β1 + β2 + β3 = δ with β1 6= 0,
1
Mj|δ|
∣∣∣Dβ1µ;3K(i1) •Dβ21,3C[i,j]loc •Dβ31;µ′HΣi2 ,Σj ∣∣∣[δl,0,δr]i1,j
≤ const j−i+1
M |β1|(j−i1) q(δl,β1,0;δl+β1,δl+β1)|H|
[0,β3,δr]
i2,j
≤ const j−i1+1
Mj−i1 cF ρ vi1 V
iℓ+1
i1
Setting (δl, δr) = (0, γ), we get the k
′′ estimate of (II.11). Setting (δl, δr) = (α′, γ′) and using
Lemma II.17, we get the k′′ estimate of (II.12).
d) Part (d) follows from part (c) and (II.12) as in the case ℓ = 1.
Completion of the proof of Theorem I.20:
We prove (II.5). Let ~δ = (δl, δc, δr) ∈ ~∆. By parts b) and d) of the Lemma above,
for ℓ ≥ 1,∣∣∣K(i1) • C[max{i1,i2},j]•K(i2) • · · · •K(iℓ+1)∣∣∣[~δ]
j,j
≤ constℓ (cF ρ)ℓ+1 vi2 · · · viℓ min
{
vi1 , viℓ+1
}
Therefore, by Corollary II.12.i,∣∣L(j+1)S ∣∣∣[~δ]
j,j
≤
∞∑
ℓ=1
j∑
i1,···,iℓ+1=2
constℓ (cF ρ)
ℓ+1 vi2 · · ·viℓ min
{
vi1 , viℓ+1
}
≤ const c2F ρ2
∞∑
ℓ=1
(
(const cF ρ)
ℓ−1 ∞∑
i2,···,iℓ=2
vi2 · · · viℓ
)( ∞∑
i1,iℓ+1=2
min
{
vi1 , viℓ+1
})
≤ const c2F ρ2
∞∑
ℓ=1
(const cF ρ)
ℓ−1
( ∑
i1≥iℓ+1
vi1 +
∑
i1<iℓ+1
viℓ+1
)
≤ const c2F ρ2
∞∑
i=2
(i− 1)vi ≤ const c2F ρ2 = cLρ2
when ρ is small enough. This concludes the induction step in the proof of Theorem I.20.
The Infrared Limit
Define, for each j ≥ 2, ℓ ≥ 1 and i1, · · · , iℓ+1 ≥ 2, the function
L
(j)
ℓ,i1,···,iℓ+1 : IM
3 × {↑, ↓}4 → C
by
L
(j)
ℓ,i1,···,iℓ+1(q, q
′, t, σ1, · · ·σ4)
=
[(
F (i1) + L(i1) f
) • C[max{i1,i2},j]•(F (i2) + L(i2) f)• · · ·
· · · •C[max{iℓ,iℓ+1},j]•(F (iℓ+1) + L(iℓ+1) f)]
i1,i2,i3,i4=0
((q+ t2 ,σ1),(q− t2 ,σ2),(q′+ t2 ,σ3),(q′− t2 ,σ4))
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By Proposition II.3.ii
L(j+1)
∣∣∣
i1,i2,i3,i4=0
((q+ t2 ,σ1),(q− t2 ,σ2),(q′+ t2 ,σ3),(q′− t2 ,σ4))
=
∞∑
ℓ=1
j∑
i1,···,iℓ+1=2
L
(j)
ℓ,i1,···,iℓ+1(q, q
′, t, σ1, · · ·σ4)
Lemma II.28
∞∑
ℓ=1
∞∑
i1,···,iℓ+1=2
sup
j≥max{i1,···,iℓ+1}
sup
q,q′,t∈IM
σi∈{↑,↓}
∣∣∣L(j)ℓ,i1,···,iℓ+1(q, q′, t, σ1, · · ·σ4)∣∣∣ <∞
Proof: By Lemma II.26.ii, with δl = δr = 0, and the analogous bound for L(j+1)C ,
sup
q,q′,t∈IM
σi∈{↑,↓}
∣∣∣L(j)ℓ,i1,···,iℓ+1(q, q′, t, σ1, · · ·σ4)∣∣∣ ≤ constℓ (cF ρ)ℓ+1vi2 · · · viℓ min{vi1 , viℓ+1}
uniformly in j. Hence, as in the final part of the proof of Theorem I.20,
∞∑
ℓ=1
∞∑
i1,···,iℓ+1=2
sup
j≥max{i1,···,iℓ+1}
sup
q,q′,t∈IM
σi∈{↑,↓}
∣∣∣L(j)ℓ,i1,···,iℓ+1(q, q′, t, σ1, · · ·σ4)∣∣∣
≤ const c2F ρ2
∞∑
ℓ=1
(
(const cF ρ)
ℓ−1 ∞∑
i2,···,iℓ=2
vi2 · · · viℓ
)( ∞∑
i1,iℓ+1=2
min
{
vi1 , viℓ+1
})
≤ const c2F ρ2
∞∑
ℓ=1
(const cF ρ)
ℓ−1
( ∑
i1≥iℓ+1
vi1 +
∑
i1<iℓ+1
viℓ+1
)
≤ const c2F ρ2
∞∑
i=2
(i− 1)vi < ∞
when ρ is small enough.
Lemma II.29 For t 6= 0, the limit
Lℓ,i1,···,iℓ+1(q, q
′, t, σ1, · · ·σ4) = lim
j→∞
L
(j)
ℓ,i1,···,iℓ+1(q, q
′, t, σ1, · · ·σ4)
exists. The limit is continuous in (q, q′, t) for t 6= 0. The restrictions to t = 0 and to
t0 = 0, namely, Lℓ,i1,···,iℓ+1(q, q
′, (t0, 0), σ1, · · ·σ4) and Lℓ,i1,···,iℓ+1(q, q′, (0, t), σ1, · · ·σ4), have
continuous extensions to t = 0.
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Proof: It suffices to consider separately the spin and charge parts, in the sense of Lemma
II.8, of L
(j)
ℓ,i1,···,iℓ+1(q, q
′, t, σ1, · · ·σ4). We denote them L(j)X,ℓ,i1,···,iℓ+1(q, q′, t) with X = S, C.
The existence and continuity of the limits when t 6= 0 shall be proven in Lemma III.29.
Recall that the bubble propagator C[i,j] has momentum space kernel
C[i,j](p, k) = ν(≥i)(p)ν(≥i)(k)−ν(≥j+1)(p)ν(≥j+1)(k)
[ip0−e′(p)][ik0−e′(k)]
where e′(k) = e(k)− v(k). Define the model particle–hole bubble propagators
Ai,j(p, k) = ν
(≥i)(p)ν(≥i)(k)[1−νj(e(p))νj(e(k))]
[ip0−e′(p)][ik0−e′(k)]
Bi,j(p, k) = ν
(≥i)(p)ν(≥i)(k)[1−νj(p0)νj(k0)]
[ip0−e′(p)][ik0−e′(k)]
(II.13)
where
νj(ω) =
∞∑
m=j
ν
(
M2mω2
)
with ν being the single scale cutoff introduced in Definition I.2. Let
A
(j)
X,ℓ,i1,···,iℓ+1(q, q
′, t0)
=
[
K
(iℓ+1)
X •Amax{iℓ+1,iℓ},j•K(iℓ)X • · · · •Amax{i2,i1},j•K(i1)X
]
i1,i2,i3,i4=0
(q+ t2 ,q− t2 ,q′+ t2 ,q′− t2)
∣∣
t=0
and
B
(j)
Xℓ,i1,···,iℓ+1(q, q
′, t)
=
[
K
(iℓ+1)
X •Bmax{iℓ+1,iℓ},j•K(iℓ)X • · · · •Bmax{i2,i1},j•K(i1)X
]
i1,i2,i3,i4=0
(q+ t2 ,q− t2 ,q′+ t2 ,q′− t2 )
∣∣
t0=0
where K
(i)
X is F
(i)
S +
1
2
L
(i) f
C Σi
− 1
2
L
(i) f
S Σi
when X = S and F
(i)
C +
1
2
L
(i) f
C Σi
+ 3
2
L
(i) f
S Σi
when X = C.
By Corollary III.31 the differences
L(j)X,ℓ,i1,···,iℓ+1(q, q′, (t0, 0))− A
(j)
Xℓ,iℓ+1,···,i1(q, q
′, t0)
and
L(j)X,ℓ,i1,···,iℓ+1(q, q′, (0, t))−B
(j)
Xℓ,iℓ+1,···,i1(q, q
′, t)
both converge to zero for all t 6= 0. The bounds on the |K(im)X |im,im ’s required by Corollary
III.31 are provided by (II.8) with δ = 0.
That lim
j→∞
A
(j)
Xℓ,i1,···,iℓ+1(q, q
′, t0) and lim
j→∞
B
(j)
Xℓ,i1,···,iℓ+1(q, q
′, t) exist and are continu-
ous at t = 0 is proven using Lemma B.3 inductively on ℓ, with I = F , the full Fermi surface.
For the induction step from ℓ− 1 to ℓ, set z = (q, q′) and use
uj(k, t0, z) = K
(iℓ+1)
X (q +
t
2 , q − t2 , k + t2 , k − t2)
∣∣
t=0
ν(≥i)(k + t)ν(≥i)(k)A(j)ℓ−1,i1,···,iℓ(k, q
′, t0)
vj(k, t, z) = K
(iℓ+1)
X (q +
t
2 , q − t2 , k + t2 , k − t2)
∣∣
t0=0
ν(≥i)(k + t)ν(≥i)(k)B(j)ℓ−1,i1,···,iℓ(k, q
′, t)
nj(ω) = νi−1(ω)
[
1− νj(ω)2
]
i = max{iℓ+1, iℓ}
Also fix some 0 < ℵ′′ < ℵ, and use ℵ˜ = ℵ′′ + 1
2ℓ
(ℵ − ℵ′′) and ℵ′ = ℵ′′ + 1
2ℓ+1
(ℵ − ℵ′′).
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Proof of Theorem I.22: By the Lebesgue dominated convergence theorem and the uni-
form bounds of Lemma II.28, the existence of the limit lim
j→∞
and its continuity for t 6= 0,
as well as the existence and continuity of the limits lim
t0→0
lim
j→∞
and lim
t→0
lim
j→∞
applied to
L(j+1)
∣∣∣
i1,i2,i3,i4=0
((q+ t2 ,σ1),(q− t2 ,σ2),(q′+ t2 ,σ3),(q′− t2 ,σ4)) follow from the corresponding proper-
ties of L
(j)
ℓ,i1,···,iℓ+1(q, q
′, t, σ1, · · ·σ4), for ℓ ≥ 1 and i1, · · · , iℓ+1 ≥ 2. These were proven in
Lemma II.29.
45
III. Bubbles
The bulk of this section is devoted to the proof of Theorem II.19. Parts b and c,
reformulated as Theorem III.9, are relatively easy to prove. To do so, we fully decompose
C[i,j] =
j∑
m=i
∑
m1,m2∈IN0
min{m1,m2}=m
C(m1)v ⊗ C(m2) tv (III.1)
and bound each term naively to achieve ordinary power counting. The factor j−i+1 =
j∑
m=i
1
in the first statement of part c is a reflection of the marginality of four–legged diagrams in
naive power counting. When power counting bubbles with propagator Dβµ,µ′C[i,j], |β| ≥ 1, the
sum
j∑
m=i
1 is replaced by
j∑
m=i
M |β|m ≤ constM |β|j, which is cancelled by the factors 1
M |β|j on
the left hand sides of parts b and c. In the β = 0 statement of part b, naive power counting
gives
j∑
it=i
∑
ib>j
M−(ib−it) ≤ const .
The proof of Theorem II.19a, which follows Theorem III.15, relies on two distinct
phenomena, volume improvement for large transfer momentum and a sign cancellation in
momentum space for small transfer momentum. The mechanism underlying the sign can-
cellation has been illustrated in the model Lemma I.1 and is fully implemented in Theorem
III.15.
We now sketch the idea behind volume improvement. To unravel the sector sums
of the • product of Definition I.8, we define, for any translation invariant functions K on
Y2Σ ×
(
IR× IR2), K ′ on (IR× IR2)×Y2Σ′ and bubble propagator P ,
K ◦ P (y1, y2, x3, x4) =
∫
dx1dx2 K(y1, y2, x1, x2)P (x1, x2, x3, x4)
P ◦K ′(x1, x2, y3, y4) =
∫
dx3dx4 P (x1, x2, x3, x4)K
′(x3, x4, y3, y4)
If at least one of y1, y2, y3, y4 is in
(
IR× IR2)× Σ or (IR× IR2)× Σ′
K ◦K ′(y1, y2, y3, y4) =
∫
dx1dx2 K(y1, y2, x1, x2)K
′(x1, x2, y3, y4)
On the other hand, if all of k1, k2, k3, k4 are in IM, K ◦K ′(k1, k2, k3, k4) is determined by
K ◦K ′(k1, k2, k3, k4) (2π)3δ(k1− k2− k3+ k4) =
∫
dx1dx2 K(k1, k2, x1, x2)K
′(x1, x2, k3, k4)
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or equivalently, by
K ◦K ′(k1, k2, k3, k4) =
∫
dxn K(k1, k2, x1, x2)K
′(x1, x2, k3, k4)
∣∣
x3−n=0
for n ∈ {1, 2}. Then, for the functions g and h of the Theorem,
(
g • C[i,j] • h)(y1,y2,y3,y4) = ∑
u1,u2∈Σi
v1,v2∈Σi
g(y1,y2,( · ,u1),( · ,u2)) ◦ C[i,j] ◦ h(( · ,v1),( · ,v2),y3,y4)
(III.2)
Consider the case in which all external arguments y1, · · · , y4 are momenta k1, · · · , k4. Then
(
g • C[i,j] • h)(k1,k2,k3,k4)
= 1(2π)3
∫
d3pd3k
∑
u1,u2∈Σi
v1,v2∈Σi
δ(k1−k2−p+k) gˇ(k1,k2,(p,u1),(k,u2)) C[i,j](p, k) hˇ((p,v1),(k,v2),k3,k4)
(III.3)
where
C[i,j](p, k) =
j∑
m=i
∑
m1,m2∈IN0
min{m1,m2}=m
C(m1)v (p)C
(m2)
v (k)
In order for C[i,j](p, k) to be nonzero, one must have p and k in the ith neighbourhood. In
particular, p and k must lie within a distance constMi of the Fermi curve F . Furthermore, by
conservation of momentum at the vertex g, the “transfer momentum”
t = k1 − k2
is equal to p − k. Thus, the set of pairs (p, k) for which the integrand of (III.3) does not
vanish is contained in {
(k, p) ∈ (suppC(≥i))2 ∣∣ p− k = t }
For each fixed large t, the volume of
{
p ∈ suppC(≥i) ∣∣ p− t ∈ suppC(≥i) } = suppC(≥i) ∩ (t+ suppC(≥i)) (III.4)
is very small compared to the volume of suppC(≥i), as the following figure illustrates.
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FF + t
In naive power counting, the volume of the set (III.4) is bounded by the volume of suppC(≥i),
yielding a relatively loose bound. There is a similar volume improvement, when, for example,
the external arguments y1 = (x1, s1) and y2 = (x2, s2) lie
(
IR× IR2)× Σℓ and the sectors s1
and s2 are widely separated. For a more detailed discussion of this volume improvement in
perturbation theory see [FKLT2].
We now give a somewhat more detailed technical outline of the contents of this sec-
tion. By sector counting and relatively simple propagator estimates, the volume improvement
effect can be implemented for all summands
C(m) =
∑
m1,m2∈IN0
min{m1,m2}=m
C(m1)v ⊗ C(m2) tv
of (III.1) for which 1Mm is small compared to the transfer momentum. Sector counting is made
precise in Remark III.12.ii and Lemma C.2. The basic propagator estimates are stated in
Appendix A and are adapted to the present situation in Lemma III.14. Lemma III.11 shows
how one can combine sector counting and propagator estimates on quantities like g •C(m) •h.
The resulting estimates turn out to be summable over those m’s for which 1Mm is smaller
than the transfer momentum. This is used to prove parts (b) and (c) of Theorem II.19 (which
are reformulated as Theorem III.9) and to reduce the statement of part (a) of Theorem II.19
to the situation of transfer momentum smaller than lj .
The situation of small transfer momentum is treated in Theorem III.15. To estimate
g•C[i,j]•h when the transfer momentum is small compared to lj , we replace C[i,j] with a model
bubble propagator M with a factorized cutoff similar to that of Lemma I.1. In Proposition
III.27, we use a position space bound on M (which is proven in Appendix B) to estimate
g •M • h. Propositions III.19, III.22 and III.24 use sector counting and simple propagator
estimates as above to bound g • (C[i,j] −M) • h.
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The results Lemma III.28 through Corollary III.31, of the final two subsections, are
used in the proof, in Lemma II.29, of the existence and continuity properties of the infrared
limit of ladders.
Before we implement the program outlined above, we introduce some notation, prove
some utility Lemmata and reformulate Theorem II.19 in terms of the new notation.
Let
Y = IM ∪· (IR× IR2)
be the disjoint union of the set, IM, of all possible momenta and the set, IR × IR2, of all
possible positions. We consider Y as the special case of the space YΣ of the introduction,
with the set of sectors Σ = Σ0 where Σ0 contains only a single element, namely all momentum
space, IM. In particular, as in (I.2), Y4 is the disjoint union
Y4 =
⋃
·
i1,i2,i3,i4∈{0,1}
Yi1 ×Yi2 ×Yi3 ×Yi4
where Y0 = IM and Y1 = IR× IR2. For a translation invariant function f on Y4, we define
|||f ||| = ∣∣f∣∣(0,0,0)
Σ0,Σ0
using the norm
∣∣ · ∣∣(0,0,0)
Σ,Σ′ of Definition I.14. Concretely,
|||f ||| =
∑
i1,i2,i3,i4∈{0,1}
sup
kν∈IM
ν=1,2,3,4
with iν=0
∣∣∣∣∣∣f ∣∣
(i1,···,i4)
∣∣∣∣∣∣
1,∞
Here, the νth argument of f is kν when iν = 0 and xν when iν = 1. The ||| · |||1,∞ norm of
Definition I.11 is applied to all spatial arguments of f
∣∣
(i1,···,i4).
Definition III.1 We define the bubble operator norm of any translation invariant bubble
propagator P (x1, x2, x3, x4) by
‖P‖bubble = sup
G,H
|||G ◦ P ◦H|||
|||G||| |||H|||
where the sup is over nonzero, translation invariant functions on Y4.
Lemma III.2 Let P be a translation invariant bubble propagator. Then
‖P‖bubble ≤ min
{
min
n=1,2
sup
x1,x2
∫
dyn sup
yn¯
|P (x1, x2, y1, y2)|,
min
n=1,2
sup
y1,y2
∫
dxn sup
xn¯
|P (x1, x2, y1, y2)|
}
where n¯ = 2 if n = 1 and n¯ = 1 if n = 2.
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Proof: Let cP be the right hand side of the claim. We must prove that
|||G ◦ P ◦H||| ≤ cP |||G||| |||H|||
for all translation invariant functions, G, H on Y4. It suffices to consider G and H obeying
G = G
∣∣
(i1,i2,1,1)
H = H
∣∣
(1,1,i3,i4)
for some i1, i2, i3, i4 ∈ {0, 1}.
First consider the case i1 = i2 = i3 = i4 = 0. By definition
|G ◦ P ◦H(k1, k2, k3, k4)|
≤
∫
d3x2 d
3y1 d
3y2 |G(k1, k2, 0, x2)| |P (0, x2, y1, y2)| |H(y1, y2, k3, k4)|
≤ |||G||| sup
x2
∫
dy1 dy2 |P (0, x2, y1, y2)| |H(y1, y2, k3, k4)| (III.5)
≤ |||G||| sup
x2
∫
dyn
[
sup
yn¯
|P (0, x2, y1, y2)|
] ∫
dyn¯ |H(y1, y2, k3, k4)|
≤ |||G||| |||H||| sup
x2
∫
dyn sup
yn¯
|P (0, x2, y1, y2)|
The other bound is achieved in a similar fashion, starting from
|G ◦ P ◦H(k1, k2, k3, k4)|
≤
∫
d3x1 d
3x2 d
3y2 |G(k1, k2, x1, x2)| |P (x1, x2, 0, y2)| |H(0, y2, k3, k4)|
Now consider the case in which at least one of i1, i2, i3, i4 is one. Pick any
ℓ ∈ {1, 2, 3, 4} with iℓ = 1. Then, by translation invariance,
sup
yℓ
sup
yν∈IM
ν=1,2,3,4
with iν=0
∫ ∏
ν=1,2,3,4
with iν=1
and ν 6=ℓ
dyν
∣∣G ◦ P ◦H(y1, y2, y3, y4)∣∣
≤ sup
yℓ
sup
yν∈IM
ν=1,2,3,4
with iν=0
∫ ∏
ν=1,2,3,4
with iν=1
and ν 6=ℓ
dyν
∏
ν=1,2,3,4
dxν
∣∣G(y1, y2, x1, x2)P (x1, x2, x3, x4)H(x3, x4, y3, y4)∣∣
= sup
yν∈IM
ν=1,2,3,4
with iν=0
∫ ∏
ν=1,2,3,4
with iν=1
and ν 6=ℓ
dyν
∏
ν=1,2,3,4
dxν
∣∣G(y1, y2, x1, x2)P (x1, x2, x3, x4)H(x3, x4, y3, y4)∣∣yℓ=0
= sup
yν∈IM
ν=1,2,3,4
with iν=0
∫ ∏
ν=1,2,3,4
with iν=1
and ν 6=ℓ
dyν
∏
ν=1,2,3,4
dxν
∣∣G(y1, y2, 0, x2)P (0, x2, x3, x4)H(x3, x4, y3, y4)∣∣yℓ=−x1
= sup
yν∈IM
ν=1,2,3,4
with iν=0
∫ ∏
ν=1,2,3,4
with iν=1
dyν
∏
ν=2,3,4
dxν
∣∣G(y1, y2, 0, x2)P (0, x2, x3, x4)H(x3, x4, y3, y4)∣∣
≤ |||G||| sup
yν∈IM
ν=3,4
with iν=0
sup
x2
∫ ∏
ν=3,4
with iν=1
dyν
∏
ν=3,4
dxν
∣∣P (0, x2, x3, x4)H(x3, x4, y3, y4)∣∣ (III.6)
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≤ |||G||| sup
yν∈IM
ν=3,4
with iν=0
sup
x2
∫
dx3 dx4
∣∣P (0, x2, x3, x4)∣∣ ∫ ∏
ν=3,4
with iν=1
dyν
∣∣H(x3, x4, y3, y4)∣∣
For the second equality, we made the change of variables yν → yν + x1, for each ν 6= ℓ
with iν = 1 and the change of variables xν → xν + x1, for each ν = 2, 3, 4 and then used
translation invariance of the three kernels. This replaces “yℓ = 0” by “yℓ = −x1”. For the
third equality, we made the change of variables x1 → −yℓ. Now we may continue as in the
case i1 = i2 = i3 = i4 = 0.
Our bubble propagators are typically of the form P = A ⊗ Bt with translation
invariant propagators A and B. If A is a translation invariant propagator, we write A(y− x)
in place of A(x, y). With this convention the L1–L∞ norm of Definition I.11 reduces to the
L1 norm ‖A‖L1 =
∫ |A(y)| d3y. If P = A⊗Bt, then
P (x1, x2, y1, y2) = A(y1 − x1)B(x2 − y2) = x1x2
y1
y2
and, by Lemma III.2,
‖P‖bubble ≤ min
{‖A‖L∞‖B‖L1 , ‖A‖L1‖B‖L∞} (III.7)
Given any function W (p, k) on IM2, we associate to it the particle–hole bubble
propagator
W (x1, x2, y1, y2) =
∫
d3p
(2π)3
d3k
(2π)3 W (p, k) e
ı<p,x1−y1>−eı<k,y2−x2>−
=
∫
d3t
(2π)3
d3k
(2π)3 W (k + t, k)e
ı<k,x1−y1+y2−x2>−eı<t,x1−y1>−
(III.8)
p
k
Here k is the loop momentum and t = p− k is the transfer momentum.
Motivated by the introduction to this section, we often treat small and large transfer
momenta differently. To isolate a specific set of transfer momenta, we use a function R(t) on
IM that is supported there.
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Definition III.3 For any function W (x1, x2, y1, y2) and any function R(t), with Fourier
transform Rˆ(z), we set
WR(x1, x2, y1, y2) =
∫
dz W (x1, x2, y1 − z, y2 − z) Rˆ(z)
IfW (x1, x2, y1, y2) is associated withW (p, k) as in (III.8), thenWR(x1, x2, y1, y2) is associated
with
WR(p, k) = W (p, k)R(p− k)
Lemma III.4 Let A and B be translation invariant propagators and R(t) a function on IM.
Then
‖(A⊗Bt)R‖bubble ≤ ‖Rˆ(x)‖L1 min
{‖A(x)‖L∞‖B(x)‖L1, ‖A(x)‖L1‖B(x)‖L∞}
Proof: By Definition III.3,
(A⊗Bt)R(x1, x2, y1, y2) =
∫
dz A(y1 − x1 − z)B(x2 − y2 + z) Rˆ(z)
By Lemma III.2,
‖(A⊗Bt)R‖bubble ≤ min
n=1,2
sup
x1,x2
∫
dyn sup
yn¯
|(A⊗Bt)R(x1, x2, y1, y2)|
We treat n = 1. The other case is similar.
sup
x1,x2
∫
dy1 sup
y2
|(A⊗Bt)R(x1, x2, y1, y2)| ≤
∫
dy1 sup
y2
∫
dz |A(y1 − z)B(−y2 − z)Rˆ(z)|
≤ ‖B(x)‖L∞
∫
dy1 dz |A(y1 − z)Rˆ(z)|
= ‖B(x)‖L∞‖A(x)‖L1‖Rˆ(z)‖L1
Remark III.5 Define, for any function Rˆ(x), the bubble operator
OR(x1, x2, y1, y2) = Rˆ(y1 − x1)δ(x2 − y2 + y1 − x1)
Then, for any bubble propagator W ,
W ◦OR =WR
Replacing g by 1
Mℓ|δl|
Dδl1,2g and h by
1
Mj|δr|D
δr
3,4h in Theorem II.19 reduces consid-
eration of the norm
∣∣g • C[i,j] • h∣∣[δl,0,δr]
ℓ,j
to a
∣∣ · ∣∣[0,0,0]
ℓ,j
norm. Therefore, we introduce the
short hand notation
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Definition III.6 For f a function on Yil,ir , set
∣∣f ∣∣
il,ir
=
∣∣f ∣∣[0,0,0]
il,ir
With the reduction to δl = δr = 0, indicated above, Theorem II.19 becomes bounds
on the
∣∣ · ∣∣
ℓ,j
norm of quantities like g • C[i,j] • h. For the rest of this section, we fix ℓ ≥ 1
and consider, more generally,
∣∣ · ∣∣
ℓ,r
norms with r ≥ j. The ∣∣ · ∣∣
ℓ,r
norm of a function f
is obtained by fixing all arguments that lie in IM and the sectors of all arguments that lie
in
(
IR × IR2) × Σℓ or (IR × IR2) × Σr and taking the ||| · |||1,∞ of the result. The transfer
momentum t is determined by the momenta and sectors of the last two arguments of f . This
motivates the following
Definition III.7
i) Let Kr = IM ∪· Σr be the disjoint union of the set IM of external momenta and the set Σr
of sectors of scale r.
ii) Let κ1, κ2 ∈ Kr. The subset κ1 − κ2 of IM is defined by
κ1 − κ2 =

{κ1 − κ2} if κ1, κ2 ∈ IM{
κ1 − k2
∣∣ k2 ∈ κ2 } if κ1 ∈ IM, κ2 ∈ Σr{
k1 − κ2
∣∣ k1 ∈ κ1 } if κ1 ∈ Σr, κ2 ∈ IM{
k1 − k2
∣∣ k1 ∈ κ1, k2 ∈ κ2 } if κ1, κ2 ∈ Σr
ii) Let f be a function on Yℓ,r and κ1, κ2 ∈ Kr. Then
∥∥f∥∥
κ1,κ2
=

∑
i1,i2∈{0,1}
max
sν∈Σℓ
if iν=1
sup
kν∈IM
if iν=0
∣∣∣∣∣∣f ∣∣
(i1,i2,0,0)
(y1,y2,κ1,κ2)
∣∣∣∣∣∣
1,∞ if κ1, κ2 ∈ IM∑
i1,i2∈{0,1}
max
sν∈Σℓ
if iν=1
sup
kν∈IM
if iν=0
∣∣∣∣∣∣f ∣∣
(i1,i2,0,1)
(y1,y2,κ1,(x4,κ2))
∣∣∣∣∣∣
1,∞ if κ1 ∈ IM, κ2 ∈ Σr∑
i1,i2∈{0,1}
max
sν∈Σℓ
if iν=1
sup
kν∈IM
if iν=0
∣∣∣∣∣∣f ∣∣
(i1,i2,1,0)
(y1,y2,(x3,κ1),κ2)
∣∣∣∣∣∣
1,∞ if κ1 ∈ Σr, κ2 ∈ IM∑
i1,i2∈{0,1}
max
sν∈Σℓ
if iν=1
sup
kν∈IM
if iν=0
∣∣∣∣∣∣f ∣∣
(i1,i2,1,1)
(y1,y2,(x3,κ1),(x4,κ2))
∣∣∣∣∣∣
1,∞ if κ1, κ2 ∈ Σr
Here, we use the decomposition of (I.2) and, for ν = 1, 2, yν = kν if iν = 0 and yν = (xν , sν)
if iν = 1.
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Remark III.8 For a function f on Yℓ,r∣∣f ∣∣
ℓ,r
≤ 4
{
sup
k1,k2∈IM
∥∥f∥∥
k1,k2
+ sup
k1∈IM
σ2∈Σr
∥∥f∥∥
k1,σ2
+ sup
σ1∈Σr
k2∈IM
∥∥f∥∥
σ1,k2
+ sup
σ1,σ2∈IM
∥∥f∥∥
σ1,σ2
}
We now state the reformulation of parts (b) and (c) of Theorem II.19. Recall the
decomposition
C[i,j] = C[i,j]top + C[i,j]mid + C[i,j]bot
of the particle–hole bubble propagator C[i,j] with
C[i,j]top =
∑
i≤it≤j
ib>j
C(it)v ⊗C(ib) tv , C[i,j]mid =
∑
i≤it≤j
i≤ib≤j
C(it)v ⊗C(ib) tv , C[i,j]bot =
∑
it>j
i≤ib≤j
C(it)v ⊗C(ib) tv
and recall from (II.1) that
∆ =
{
δ ∈ IN0 × IN20
∣∣ δ0 ≤ r0, δ1 + δ2 ≤ re }
where re + 3 is the degree of differentiability of the dispersion relation e(k) and r0 is the
number of k0 derivatives that we wish to control.
Theorem III.9 Let 1 ≤ i ≤ j ≤ r and ℓ ≥ 1 and let g and h be sectorized, translation
invariant functions on Yℓ,i and Yi,r respectively. Let κ1, κ2 ∈ Kr.
i) For any β ∈ ∆
1
M |β|j
∥∥g •Dβ1,3C[i,j]top • h∥∥κ1,κ2 ≤ const ∣∣g∣∣ℓ,i∣∣h∣∣i,r
1
M |β|j
∥∥g •Dβ2,4C[i,j]bot • h∥∥κ1,κ2 ≤ const ∣∣g∣∣ℓ,i∣∣h∣∣i,r
ii) ∥∥g • C[i,j]mid • h∥∥κ1,κ2 ≤ const |j − i+ 1| ∣∣g∣∣ℓ,i∣∣h∣∣i,r
and for any β ∈ ∆ with |β| ≥ 1 and (µ, µ′) = (1, 3), (2, 4)
1
M |β|j
∥∥g •Dβµ,µ′C[i,j]mid • h∥∥κ1,κ2 ≤ const ∣∣g∣∣ℓ,i∣∣h∣∣i,r
The constant const depends on e(k), M and ∆, but not on i, ℓ, j, r, g, h, κ1 or κ2.
The proof of Theorem III.9 follows Lemma III.14.
Proof of Theorem II.19b,c (assuming Theorem III.9):
As pointed out above, we may assume without loss of generality that δl = δr = 0. Then
parts (b) and (c) of Theorem II.19 follow directly from Remark III.8 and parts (i) and (ii) of
Theorem III.9, with r = j, respectively.
54
Definition III.10 For any subset d ⊂ IM, let R(d) be the set of all functions R(t) that are
identically one on d.
Lemma III.11 Let 1 ≤ i ≤ j and ℓ, r ≥ 1. Let κ1, κ2 ∈ Kr and g and h be sectorized,
translation invariant functions on Yℓ,i and Yi,r respectively. Let W be a particle–hole bubble
propagator whose total Fourier transform is of the form
Wˇ (p1, k1, p2, k2) =
j∑
m=i
∑
s1,s2∈Σm
W (m)s1,s2(p1, k1, p2, k2) if p2 − k2 ∈ κ1 − κ2
with W
(m)
s1,s2(p1, k1, p2, k2) vanishing unless p1, p2 ∈ s1 and k1, k2 ∈ s2. Then
‖g •W • h‖κ1,κ2 ≤ 81|g|ℓ,i|h|i,r
j∑
m=i
∑
s1,s2∈Σm
(s1−s2)∩(κ1−κ2) 6=∅
inf
R∈R(κ1−κ2)
∥∥W (m)s1,s2,R∥∥bubble
≤ 81|g|ℓ,i|h|i,r
j∑
m=i
∑
s1,s2∈Σm
(s1−s2)∩(κ1−κ2) 6=∅
∥∥W (m)s1,s2∥∥bubble
Proof: Consider the case in which all of the external arguments of g • W • h are
(position, sector)’s. Fix (external) sectors σ′1, σ
′
2 ∈ Σℓ and call σ1 = κ1, σ2 = κ2 ∈ Σr
and d = σ1 − σ2. With the sector names
g h
σ′1
σ′2
u1
u2
σ1
σ2
v1
v2
we have
g •W • h =
j∑
m=i
∑
u1,v1∈Σi
u2,v2∈Σi
s1,s2∈Σm
g(( · ,σ′1),( · ,σ′2),( · ,u1),( · ,u2)) ◦W (m)s1,s2 ◦ h(( · ,v1),( · ,v2),( · ,σ1),( · ,σ2))
For each choice of u1, v1, u2, v2, s1, s2, by conservation of momentum at the vertex h,
g(( · ,σ′1),( · ,σ′2),( · ,u1),( · ,u2)) ◦W (m)s1,s2 ◦ h(( · ,v1),( · ,v2),( · ,σ1),( · ,σ2))
= g(( · ,σ′1),( · ,σ′2),( · ,u1),( · ,u2)) ◦W (m)s1,s2,R ◦ h(( · ,v1),( · ,v2),( · ,σ1),( · ,σ2))
for all R ∈ R(d) and the convolution vanishes identically unless (s1 − s2) ∩ d 6= ∅. The
convolution also vanishes identically unless
u1 ∩ s1 6= ∅ s1 ∩ v1 6= ∅
u2 ∩ s2 6= ∅ s2 ∩ v2 6= ∅
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For each fixed s1, s2 there are only 81 quadruples (u1, u2, v1, v2) satisfying these conditions.
The same is true, by a similar argument, if one or more of the external arguments of g •W •h
are momenta. Just replace, for example, σ′1 by {k′}. Hence
‖g •W • h‖κ1,κ2 ≤ 81|g|ℓ,i|h|i,r
j∑
m=i
∑
s1,s2∈Σm
(s1−s2)∩d 6=∅
inf
R∈R(d)
∥∥W (m)s1,s2,R∥∥bubble
The second inequality follows by choosing an R(t) that is identically one on a large enough
ball.
Remark III.12 Let κ1, κ2 ∈ Kr.
i) The set κ1 − κ2 is contained in a ball of radius 2lr.
ii) Let m ≤ r. Then,
#
{
(s1, s2) ∈ Σm × Σm
∣∣ (s1 − s2) ∩ (κ1 − κ2) 6= ∅ } ≤ constlm
iii) The set
{
t0 ∈ IR
∣∣ (t0, t) ∈ κ1−κ2 for some t ∈ IR2 } is contained in an interval of length
4
√
2M
Mr .
Proof: Part (i) is an immediate consequence of the facts that κ1 and κ2 are each contained
in a ball of radius lr. Given any fixed s1 ∈ Σm, (s1 − s2)∩ (κ1 − κ2) 6= ∅ only if s2 intersects
s1 − κ1 + κ2. As s1 − κ1 + κ2 is contained in a ball of radius at most 3lm, there are at most
eight sectors s2 ∈ Σm that intersect it. This proves part (ii). Part (iii) follows from the fact
that, for ν = 1, 2,
{
k0 ∈ IR
∣∣ (k0,k) ∈ κν for some k ∈ IR2 } is contained in an interval of
length 2
√
2M
Mr
.
Remark III.13 Let π : k = (k0,k) 7→ k be the projection of IM = IR × IR2 onto its
second factor. If we retain all of the hypotheses of Lemma III.11, except that we only require
Wˇ
(m)
s1,s2(p1, k1, p2, k2) to vanish unless π(p1), π(p2) ∈ π(s1) and π(k1), π(k2) ∈ π(s2), then we
still have
‖g •W • h‖κ1,κ2 ≤ 81|g|ℓ,i|h|i,r
j∑
m=i
∑
s1,s2∈Σm
π(s1−s2)∩π(κ1−κ2) 6=∅
inf
R∈R(κ1−κ2)
∥∥W (m)s1,s2,R∥∥bubble
≤ 81|g|ℓ,i|h|i,r
j∑
m=i
∑
s1,s2∈Σm
π(s1−s2)∩π(κ1−κ2) 6=∅
∥∥W (m)s1,s2∥∥bubble
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We are particularly interested in the particle–hole bubble propagator
C[i,j](p, k) = C[i,j]top (p, k) + C[i,j]mid (p, k) + C[i,j]bot (p, k)
where
C[i,j]top (p, k) =
∑
i≤m1≤j
m2>j
C(m1)v (p)C
(m2)
v (k)
C[i,j]mid (p, k) =
∑
i≤m1≤j
i≤m2≤j
C(m1)v (p)C
(m2)
v (k)
C[i,j]bot (p, k) =
∑
m1>j
i≤m2≤j
C(m1)v (p)C
(m2)
v (k)
We split C[i,j]top , C[i,j]mid and C[i,j]bot into scales and we split each scale contribution into pieces with
additional sector restrictions on the momenta p and k and the transfer momentum p − k.
Recall, from just before Definition I.17, that
∑
s∈Σm χs(k) is a partition of unity of the m
th
neighbourhood subordinate to Σm. For any scale i ≤ m ≤ j and sectors s1, s2 ∈ Σm, set
C(m)top,j,s1,s2(p, k) =
∑
m2>j
C(m)v (p)χs1(p)C
(m2)
v (k)χs2(k)
C(m)mid,j,s1,s2(p, k) =
∑
m1,m2≤j
min(m1,m2)=m
C(m1)v (p)χs1(p)C
(m2)
v (k)χs2(k)
C(m)bot,j,s1,s2(p, k) =
∑
m1>j
C(m1)v (p)χs1(p)C
(m)
v (k)χs2(k)
Then, for each of loc = top,mid, bot
C[i,j]loc =
j∑
m=i
∑
s1,s2∈Σm
C(m)loc,j,s1,s2
Lemma III.14 Let 1 ≤ m ≤ j and s1, s2 ∈ Σm. If β ∈ ∆ and (µ, µ′) ∈ {(1, 3), (2, 4)}, then
‖Dβ1,3C(m)top,j,s1,s2‖bubble ≤ const lmM
m
Mj M
|β|m
‖Dβµ,µ′C(m)mid,j,s1,s2‖bubble ≤ const lm
M
mM (|β|−1)j if |β| ≥ 2
Mm(j −m+ 1) if |β| = 1
1 if |β| = 0
‖Dβ2,4C(m)bot,j,s1,s2‖bubble ≤ const lmM
m
Mj M
|β|m
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Proof: Set, for s ∈ Σm and n ≥ 1,
c(n)s (k) = C
(n)
v (k)χs(k) (III.9)
and denote by c
(n)
s (x) its Fourier transform. By Lemma A.2, for all β ∈ ∆,
∥∥xβc(m)s (x)∥∥L1 ≤ constM (1+|β|)m (III.10)∥∥c(n)s (x)∥∥L∞ ≤ const lmMn (III.11)∥∥xβc(n)s (x)∥∥L∞ ≤ const lmM (|β|−1)n if n ≥ m (III.12)
Recall that
Dβ1,3C(m)top,j,s1,s2(x1, x2, y1, y2) =
∑
n>j
(y1 − x1)βc(m)s1 (y1 − x1) c(n)s2 (x2 − y2)
Hence, by the triangle inequality and (III.7),
∥∥Dβ1,3C(m)top,j,s1,s2∥∥bubble ≤∑
n>j
∥∥xβc(m)s1 ∥∥L1∥∥c(n)s2 ∥∥L∞
≤
∑
n>j
constM (1+|β|)m lmMn
≤ const Mm
Mj
lmM
|β|m
The bound on
∥∥Dβ2,4C(m)bot,j,s1,s2∥∥bubble is proven similarly. As
Dβ1,3C(m)mid,j,s1,s2(x1, x2, y1, y2) =
∑
m≤n≤j
(y1 − x1)βc(m)s1 (y1 − x1) c(n)s2 (x2 − y2)
+
∑
m<n≤j
(y1 − x1)βc(n)s1 (y1 − x1) c(m)s2 (x2 − y2)
we have∥∥Dβ1,3C(m)mid,j,s1,s2∥∥bubble ≤ ∑
m≤n≤j
∥∥xβc(m)s1 ∥∥L1∥∥c(n)s2 ∥∥L∞ + ∑
m<n≤j
∥∥xβc(n)s1 ∥∥L∞∥∥c(m)s2 ∥∥L1
≤
∑
m≤n≤j
constM (1+|β|)m lm
Mn
+
∑
m<n≤j
const lm
Mn
M |β|nMm
≤ const lm
∑
m≤n≤j
Mm
Mn
M |β|n
To bound
∥∥xβc(n)s1 ∥∥L∞ , we used (III.12).
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Proof of Theorem III.9.i: We prove the bound for C[i,j]top . The proof for C[i,j]bot is virtually
identical. By Lemma III.11, Remark III.12.ii and Lemma III.14,
∥∥g •Dβ1,3C[i,j]top • h∥∥κ1,κ2 ≤ const ∣∣g∣∣ℓ,i∣∣h∣∣i,r j∑
m=i
const
lm
max
s1,s2∈Σm
∥∥Dβ1,3C(m)top,j,s1,s2∥∥bubble
≤ const ∣∣g∣∣
ℓ,i
∣∣h∣∣
i,r
j∑
m=i
const
lm
lm
Mm
Mj M
|β|m
≤ constM |β|j∣∣g∣∣
ℓ,i
∣∣h∣∣
i,r
Proof of Theorem III.9.ii: By Lemma III.11, followed by Lemma III.14 and Remark
III.12.ii, we have
∥∥g • C[i,j]mid • h∥∥κ1,κ2 ≤ const ∣∣g∣∣ℓ,i∣∣h∣∣i,r j∑
m=i
const
lm
max
s1,s2∈Σm
∥∥C(m)mid,s1,s2∥∥bubble
≤ const ∣∣g∣∣
ℓ,i
∣∣h∣∣
i,r
j∑
m=i
const
lm
lm
≤ const |j − i+ 1|∣∣g∣∣
ℓ,i
∣∣h∣∣
i,r
For |β| ≥ 1 and (µ, µ′) = (1, 3), (2, 4), by Lemma III.14,
∥∥g •Dβµ,µ′C[i,j]mid • h∥∥κ1,κ2 ≤ const ∣∣g∣∣ℓ,i∣∣h∣∣i,r j∑
m=i
const
lm
max
s1,s2∈Σm
∥∥Dβµ,µ′C(m)mid,j,s1,s2∥∥bubble
≤ const ∣∣g∣∣
ℓ,i
∣∣h∣∣
i,r
j∑
m=i
1
lm
lmM
m
{
M (|β|−1)j |β| ≥ 2
(j −m+ 1) |β| = 1
≤ constM |β|j∣∣g∣∣
ℓ,i
∣∣h∣∣
i,r
since, for |β| ≥ 2,
j∑
m=i
MmM (|β|−1)j ≤ constM |β|j
and, for |β| = 1,
j∑
m=i
Mm(j −m+ 1) =M j
j∑
m=i
M−(j−m)(j −m+ 1) ≤ constM j
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We now start the proof of part (a) of Theorem II.19. We shall prove, at the end
of this subsection, the following bound on the small transfer momentum contributions to
g • C[i,j] • h.
Theorem III.15 Let 1 ≤ i ≤ j ≤ r and ℓ ≥ 1 and let κ1, κ2 ∈ Kr. Set d = κ1 − κ2 and
denote by d the projection of d onto {0}×IR2 identified with IR2. By Remark III.12, the set d
is contained in a disc of radius 2lr. Fix such a disk and denote by τ its centre. Furthermore,
set τ0 = inf
{ |t0| ∣∣ (t0, t) ∈ d for some t ∈ IR2 }. Assume that
τ0 ≤ 1Mj−1 |τ | ≤ max
{
1
Mj , r
3lr
}
M i ≤ ljM j
Also assume that p(i) vanishes for all i > j + 1. For any sectorized, translation invariant
functions g and h on Yℓ,i and Yi,r respectively,∥∥g • C[i,j] • h∥∥
κ1,κ2
≤ const max
αr,αl∈IN0×IN20
|αr|+|αl|≤3
∣∣g∣∣[0,0,αr]
ℓ,i
∣∣h∣∣[αl,0,0]
i,r
The constant const depends on e(k), M and ∆, but not on i, ℓ, j, r, g, h, κ1 or κ2.
Theorem III.15 is proven following Proposition III.27.
Proof of Theorem II.19a (assuming Theorem III.15):
As pointed out above, we may assume without loss of generality that δl = δr = 0. Fix
0 ≤ i, ℓ ≤ j and sectorized, translation invariant functions g and h on Yℓ,i and Yi,j as in
Theorem II.19. By Remark III.8, it suffices to prove that∥∥g • C[i,j] • h∥∥
κ1,κ2
≤ const i max
αr,αl∈IN0×IN20
|αr|+|αl|≤3
∣∣g∣∣[0,0,αr]
ℓ,i
∣∣h∣∣[αl,0,0]
i,j
(III.13)
for all κ1, κ2 ∈ Kj. Fix κ1, κ2 ∈ Kj. Set d = κ1 − κ2 and denote by d the projection
of d onto {0} × IR2 identified with IR2. By Remark III.12, the set d is contained in a
disc of radius 2lj. We fix such a disk and denote by τ its centre. Furthermore, we define
τ0 = inf
{ |t0| ∣∣ (t0, t) ∈ d for some t ∈ IR2 }. Define
j0 =
max
{
n ∈ IN0
∣∣ τ0 ≤ 1Mn−1 } if 0 < τ0 ≤M
0 if τ0 ≥M
∞ if τ0 = 0
j1 =
max
{
n ∈ IN0
∣∣ |τ | ≤ 1Mn } if j3lj < |τ | ≤ 1
0 if |τ | ≥ 1
∞ if |τ | ≤ j3lj
¯ = max
{
i− 1,min{j, j0, j1}
}
One of the tools that we use in the proof that Theorem III.15 implies Theorem II.19.a is
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Proposition III.16 (Large Transfer Momentum)∥∥g • C[¯+1,j] • h∥∥
κ1,κ2
≤ const |g|ℓ,i|h|i,j
Proof: If min{j, j0, j1} = j, then ¯ = j and C[¯+1,j] = 0 so that there is nothing to prove.
So we may assume that min{j0, j1} < j.
Case 1: j0 ≤ j1. In this case,
∥∥g • C[¯+1,j] • h∥∥
κ1,κ2
= 0, because C[¯+1,j](p, k) vanishes unless
|p0|, |k0| ≤
√
2M
M ¯+1 and hence unless |p0 − k0| ≤ 2
√
2M
M ¯+1 <
1
M ¯ < τ0, while |t0| ≥ τ0 for all t ∈ d.
Case 2: j1 < j0. In this case |τ | > j3lj. Let δF be the constant of Lemma C.2. By Lemma
C.2.a, with ǫ = 2lj and m ≤ j,
#
{
(s1, s2) ∈ Σm × Σm
∣∣ (s1 − s2) ∩ d 6= ∅ } ≤ const
{
1√
lm
if |τ | ≥ δF
1 + 1|τ |lm
(
1
Mm + lj
)
otherwise
Hence, by Lemma III.11 and Lemma III.14,
∥∥g • C[¯+1,j] • h∥∥
κ1,κ2
≤ const |g|ℓ,i|h|i,j
j∑
m=¯+1
lm #
{
(s1, s2) ∈ Σm × Σm
∣∣ (s1 − s2) ∩ d 6= ∅ }
≤ const |g|ℓ,i|h|i,j

j∑
m=¯+1
√
lm if |τ | ≥ δF
1 + 1|τ |
j∑
m=j1+1
(
1
Mm + lj
)
otherwise
≤ const |g|ℓ,i|h|i,j
since, by the definition of j1,
1
|τ |
j∑
m=j1+1
(
1
Mm
+ lj
) ≤ 1|τ |( 1Mj1 + jlj) ≤ const
Continuation of the proof of Theorem II.19a (assuming Theorem III.15):
When M i ≥ l¯M ¯ = M (1−ℵ)¯, we have |¯− i+ 1| ≤ const i. In this case Theorem III.9, with
r = j and j = ¯, gives ∥∥g • C[i,¯] • h∥∥
κ1,κ2
≤ const i ∣∣g∣∣
ℓ,i
∣∣h∣∣
i,j
This together with Proposition III.16 yields (III.13). Therefore, we may assume that
M i ≤ l¯M ¯ (III.14)
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Furthermore, if ¯ = i − 1, C[i,¯] = 0 and there is nothing more to prove. So we may also
assume that j0, j1 ≥ i and ¯ ≤ j, j0, j1.
Set v′ =
∑¯+1
i=2 p
(i). Recall that C[i,¯] = C[i,¯]top + C[i,¯]mid + C[i,¯]bot with
C[i,¯]top =
∑
i≤it≤¯
ib>¯
C(it)v ⊗ C(ib) tv , C[i,¯]mid =
∑
i≤it≤¯
i≤ib≤¯
C(it)v ⊗ C(ib) tv , C[i,¯]bot =
∑
it>¯
i≤ib≤¯
C(it)v ⊗ C(ib) tv
and set C′[i,¯] = C′[i,¯]top + C
′[i,¯]
mid + C
′[i,¯]
bot with
C′[i,¯]top =
∑
i≤it≤¯
ib>¯
C
(it)
v′ ⊗C(ib) tv′ , C
′[i,¯]
mid =
∑
i≤it≤¯
i≤ib≤¯
C
(it)
v′ ⊗C(ib) tv′ , C
′[i,¯]
bot =
∑
it>¯
i≤ib≤¯
C
(it)
v′ ⊗C(ib) tv′
As v − v′ is supported on the (¯ + 2)nd extended neighbourhood, C[i,¯]mid = C
′[i,¯]
mid . Hence, by
Theorem III.9.i, with β = 0, r = j and j = ¯,∥∥g • [C[i,¯] − C′[i,¯]] • h∥∥
κ1,κ2
≤ const ∣∣g∣∣
ℓ,i
∣∣h∣∣
i,j
(III.15)
By (III.14) and the Definitions of ¯ and C′[i,¯], the hypotheses of Theorem III.15, with r = j
and j = ¯, apply to g • C′[i,¯] • h. Hence∥∥g • C′[i,¯] • h∥∥
κ1,κ2
≤ const max
αr,αl∈IN0×IN20
|αr|+|αl|≤3
∣∣g∣∣[0,0,αr]
ℓ,i
∣∣h∣∣[αl,0,0]
i,j
This together with (III.15) and Proposition III.16 yields (III.13). This completes the proof
that Theorem III.15 implies Theorem II.19.a.
The rest of this subsection is devoted to the proof of Theorem III.15. So we fix
ℓ ≥ 1, 1 ≤ i ≤ j ≤ r and sectorized, translation invariant functions, g and h, on Yℓ,i and
Yi,j respectively. We also fix κ1, κ2 ∈ Kr and assume that
τ0 ≤ 1Mj−1 |τ | ≤ max
{
1
Mj
, r3lr
}
M i ≤ ljM j (III.16)
and that p(i) vanishes for all i > j + 1.
We shall not need to decompose C[i,j] = C[i,j]top + C[i,j]mid + C[i,j]bot but we still split C[i,j]
into scales and split each scale contribution into pieces with additional sector restrictions.
For any scale i ≤ m ≤ j and sectors s1, s2 ∈ Σm, set
C(m)s1,s2(p, k) =
∑
m1,m2≥0
min(m1,m2)=m
c(m1)s1 (p) c
(m2)
s2 (k)
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where c
(n)
s was defined in (III.9). Then
C[i,j] =
j∑
m=i
∑
s1,s2∈Σm
C(m)s1,s2
By Lemmas III.4 and III.14,
‖C(m)s1,s2,R‖bubble ≤ const lm‖Rˆ(x)‖L1
‖C(m)s1,s2‖bubble ≤ const lm
(III.17)
Reduction to the Model Bubble Propagator
The above argument for large transfer momentum implicitly exploited the fact that
the particle–hole bubble is Ho¨lder continuous in the transfer momentum t when t is nonzero.
As was pointed out in the introduction, this is false for t = 0. However, if one restricts to
transfer momenta with t0 = 0 then, at least for the delta function interaction, C
∞ dispersion
relation and a model propagator with suitable cutoff procedure, the particle–hole bubble is
in fact C∞ for t near zero. This was seen in Lemma I.1.
Lemma I.1 applied to the particle–hole bubble with a delta function interaction and
choice of cutoff different from that used in this paper. In the present situation, we have
general interaction kernels g and h rather than delta functions and cutoffs that do not treat
k0 and e(k) independently. Furthermore, the time component t0 of the transfer momentum
need not be zero. We now perform three reduction steps leading to a situation similar to that
of Lemma I.1.
Step 1 (Decoupling of the k0 integral.)
Define the zero component localization operator
Z(x1, x2, y1, y2) = δ(x1 − y1)δ(x2 − y2)δ(y1,0 − y2,0) (III.18)
where xi = (xi,0,xi) and yi = (yi,0,yi). The transpose of this operator has kernel
Zt(x1, x2, y1, y2) = δ(x1 − y1)δ(x2 − y2)δ(x1,0 − x2,0)
Remark III.17 If W (x1, x2, y1, y2) is a particle–hole propagator(Z ◦W ◦ Zt)(x1, x2, y1, y2) =W (x1, (x1,0,x2), y1, (y1,0,y2))
If W (x1, x2, y1, y2) is associated to W (p, k) as in (III.8), then(Z ◦W ◦ Zt)(x1, x2, y1, y2) = ∫ d3t(2π)3 d2k(2π)3 eık·(x1−y1+y2−x2)eı<t,x1−y1>− ∫ dk0 W (k + t, k)
That is,
(Z ◦W ◦ Zt) is associated to δ(k0) ∫ dω W ((ω, 0) + p, (ω,k)).
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Lemma III.18 Let W be a particle–hole bubble propagator.
i) Let R(t) be any cutoff function for the transfer momentum. Then,(Z ◦W ◦ Zt)
R
= Z ◦WR ◦ Zt
ii) For any translation invariant kernels G on Y2 × (IR× IR2)2 and H on (IR× IR2)2 ×Y2,
|||G ◦ Z||| ≤ |||G||| and |||Zt ◦H||| ≤ |||H|||
iii)
‖Z ◦W‖bubble ≤ ‖W‖bubble and ‖W ◦ Zt‖bubble ≤ ‖W‖bubble
iv)
‖Z ◦W ◦ Zt‖bubble ≤ min
{
min
n=1,2
sup
x1,x2
∫
dyndy1,0 sup
yn¯
∣∣W (x1, (x1,0,x2), y1, (y1,0,y2))∣∣,
min
n=1,2
sup
y1,y2
∫
dxndx1,0 sup
xn¯
∣∣W (x1, (x1,0,x2), y1, (y1,0,y2))∣∣}
where n¯ = 2 if n = 1 and n¯ = 1 if n = 2.
Proof: i) This is obvious from Remark III.5, since Zt ◦OR = OR ◦ Zt.
ii) This is obvious since
(G ◦ Z)( · , · , x3, x4) = δ(x3,0 − x4,0)
∫
dω G
( · , · , x3, (ω,x4))
(Zt ◦H)(x1, x2, · , · ) = δ(x1,0 − x2,0)
∫
dω H
(
x1, (ω,x2), · , ·
)
iii) By part (ii), for any translation invariant G,H
|||G ◦ Z ◦W ◦H||| ≤ |||G ◦ Z||| ‖W‖bubble |||H||| ≤ |||G||| ‖W‖bubble |||H|||
and similarly for |||G ◦W ◦ Zt ◦H|||.
iv) The bounds with n = 1, n¯ = 2 are direct consequences of Remark III.17 and Lemma III.2.
We prove
‖Z ◦W ◦ Zt‖bubble ≤ sup
x1,x2
∫
dy2 dy1,0 sup
y1
∣∣W (x1, (x1,0,x2), y1, (y1,0,y2))∣∣
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The remaining case is similar. Let G(y1, y2, u1, u2) and H(v1, v2, y3, y4) be translation invari-
ant four–legged kernels obeying
G = G
∣∣
(i1,i2,1,1)
H = H
∣∣
(1,1,i3,i4)
for some i1, i2, i3, i4 ∈ {0, 1}. By (III.5) and (III.6), with P replaced by Z ◦W ◦ Zt,
|||G ◦ Z ◦W ◦ Zt ◦H|||
≤ |||G||| sup
yν∈IM
ν=3,4
with iν=0
sup
u1,u2
∫ ∏
ν=3,4
with iν=1
dyν dv1dv2
∣∣W (u1, (u1,0,u2), v1, (v1,0,v2))H(v1, v2, y3, y4)∣∣
≤ |||G||| sup
yν∈IM
ν=3,4
with iν=0
sup
u1,u2
∫
dv1,0 dv2
{
sup
v1
∣∣W (u1, (u1,0,u2), v1, (v1,0,v2))∣∣
∫ ∏
ν=3,4
with iν=1
dyν dv2,0 dv1
∣∣H(v1, v2, y3, y4)∣∣}
≤ |||G|||
[
sup
u1,u2
∫
dv1,0dv2 sup
v1
∣∣W (u1, (u1,0,u2), v1, (v1,0,v2))∣∣]
sup
yν∈IM
ν=3,4
with iν=0
sup
v1,0,v2
∫ ∏
ν=3,4
with iν=1
dyν dv2,0 dv1
∣∣H(v1, v2, y3, y4)∣∣
By translation invariance
sup
v1,0,v2
∫ ∏
ν=3,4
with iν=1
dyν dv2,0 dv1
∣∣H(v1, v2, y3, y4)∣∣
= sup
v1
∫ ∏
ν=3,4
with iν=1
dyν dv2
∣∣H((v1,0,v2), (v2,0,v1), y3, y4)∣∣
= sup
v1
∫ ∏
ν=3,4
with iν=1
dyν dv2
∣∣H(v1, (v2,0, 2v1 − v2), y3, y4)∣∣
= sup
v1
∫ ∏
ν=3,4
with iν=1
dyν dv2
∣∣H(v1, v2, y3, y4)∣∣ ≤ |||H|||
Proposition III.19
∥∥g • (C[i,j] −Z • C[i,j] • Zt) • h∥∥
κ1,κ2
≤ const max
αl,αr∈∆
αl+αr=(1,0,0)
|g|[0,0,αr]ℓ,i |h|[αl,0,0]i,r
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In preparation for the proof, which follows Lemma III.21, we define
gr((x1,σ′1),(x2,σ
′
2),(x3,u1),(x4,u2)) = (x4,0 − x3,0)g((x1,σ′1),(x2,σ′2),(x3,u1),(x4,u2))
hl((x1,v1),(x2,v2),(x3,σ1),(x4,σ2)) = (x2,0 − x1,0)h((x1,v1),(x2,v2),(x3,σ1),(x4,σ2))
For a particle–hole bubble propagator W (x1, x2, y1, y2) set
(DlW )(x1, x2, y1, y2) =
∫ 1
0
dω ∂ W
∂x2,0
(
x1, (ωx2,0 + (1− ω)x1,0,x2), y1, y2
)
(DrW )(x1, x2, y1, y2) =
∫ 1
0
dω ∂ W∂y2,0
(
x1, x2, y1, (ωy2,0 + (1− ω)y1,0,y2)
)
Lemma III.20
g • (W − ZWZt) • h = gr •DlW • h+ g ◦ Z •DrW • hl
Proof: By Remark III.17,
g • (W − ZWZt) • h = g • {W (x1, x2, y1, y2)−W (x1, (x1,0,x2), y1, (y1,0,y2))} • h
= gr •
[
1
x2,0−x1,0
{
W (x1, x2, y1, y2)−W
(
x1, (x1,0,x2), y1, y2
)}] • h
+ g • [{W (x1, (x1,0,x2), y1, y2)−W (x1, (x1,0,x2), y1, (y1,0,y2))} 1y2,0−y1,0 ] • hl
= gr •DlW • h+ g ◦ Z •DrW • hl
by the Fundamental Theorem of Calculus.
Lemma III.21 Let i ≤ m ≤ j and s1, s2 ∈ Σm. Then
‖DlC(m)s1,s2‖bubble ≤ const lmMm
‖DrC(m)s1,s2‖bubble ≤ const lmMm
Proof: We treat DlC(m)s1,s2 . The other case is similar. For each fixed 0 ≤ ω ≤ 1(
∂
∂x2,0
C(m)s1,s2
)(
x1, (ωx2,0 + (1− ω)x1,0,x2), y1, y2
)
=
∑
m1,m2≥0
min{m1,m2}=m
c(m1)s1 (y1−x1)
(
∂
∂x2,0
c(m2)s2
)
((ωx2,0+(1−ω)x1,0−y2,0,x2−y2))
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We bound the bubble norm of each term separately. For m1 ≥ m2 = m, by Lemma III.2,∥∥∥c(m1)s1 (∂∂x2,0 c(m2)s2 )∥∥∥bubble
≤ ∥∥c(m1)s1 ∥∥L∞ sup
x1,x2
∫
dy2
∣∣∣(∂∂x2,0 c(m2)s2 )((ωx2,0+(1−ω)x1,0−y2,0,x2−y2))∣∣∣
=
∥∥c(m1)s1 ∥∥L∞∥∥∥∂∂x2,0 c(m2)s2 ∥∥∥L1
≤ const lm
Mm1
1
Mm2
Mm2 ≤ const lm
Mm1
by parts (iii) and (iv) of Lemma A.2. For m = m1 ≤ m2∥∥∥c(m1)s1 (∂∂x2,0 c(m2)s2 )∥∥∥bubble ≤ ∥∥∥∂∂x2,0 c(m2)s2 ∥∥∥L∞∥∥c(m1)s1 ∥∥L1 ≤ const lmM2m2 Mm1
Hence
‖DlC(m)s1,s2‖bubble ≤ const
∞∑
n=m
[
lm
Mn
+ lm
M2n
Mm
]
≤ const lm
Mm
Proof of Proposition III.19: By Lemma III.20 followed by Remark III.13(1)∥∥g • (C[i,j] − Z • C[i,j] • Zt) • h∥∥
κ1,κ2
≤ ∥∥gr •DlC[i,j] • h∥∥κ1,κ2 + ∥∥g ◦ Z •DrC[i,j] • hl∥∥κ1,κ2
≤ const |gr|ℓ,i|h|i,r
j∑
m=i
∑
s1,s2∈Σm
π(s1−s2)∩π(d) 6=∅
∥∥DlC(m)s1,s2∥∥bubble
+ const |g ◦ Z|ℓ,i|hl|i,r
j∑
m=i
∑
s1,s2∈Σm
π(s1−s2)∩π(d) 6=∅
∥∥DrC(m)s1,s2∥∥bubble
By the spatial projection of Remark III.12.ii,
#
{
(s1, s2) ∈ Σm × Σm
∣∣ π(s1 − s2) ∩ π(d) 6= ∅ } ≤ constlm (III.19)
Using this, Lemma III.21, Lemma III.18.ii and the definitions of gr, hl, we have∥∥g • (C[i,j] −Z • C[i,j] • Zt) • h∥∥
κ1,κ2
≤ constM i|g|[0,0,(1,0,0)]ℓ,i |h|i,r
j∑
m=i
1
lm
lm
Mm + const |g|ℓ,iM i|h|[(1,0,0),0,0]i,r
j∑
m=i
1
lm
lm
Mm
(1) The operators Dl, Dr can enlarge supports in the k0 direction. So we cannot apply Lemma III.11
directly.
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Step 2 (Reduction to t0 = 0.)
For any particle–hole bubble propagator W (x1, x2, y1, y2) set
W˜ (x1, x2, y1, y2) = δ(y1,0 − x1,0)
∫
dz0 W
(
x1, (x1,0,x2), (z0,y1), (z0,y2)
)
(III.20)
If W (x1, x2, y1, y2) is associated to W (p, k) as in (III.8), then W˜ (x1, x2, y1, y2) is associated
to
W˜ (p, k) = δ(k0)
∫
dω W
(
(ω,p), (ω,k)
)
By Remark III.17, W˜ = Z ◦ W˜ ◦ Zt for all particle–hole bubble propagators W .
Proposition III.22
∥∥g • (Z • C[i,j] • Zt − C˜[i,j]) • h∥∥
κ1,κ2
≤ const |g|ℓ,i|h|i,r
Proof: Choose a C∞0 function φ(t0) that takes values in [0, 1], is supported in the interval
|t0| ≤ 2M+4
√
2M
Mj
, is identically one for |t0| ≤ M+4
√
2M
Mj
and obeys
∣∣dn
dtn0
φ(t0)
∣∣ ≤ constM jn for
n ≤ 2. By Remark III.12.iii,
{ |t0| ∣∣ (t0, t) ∈ d for some t ∈ IR2 } ⊂ [τ0, τ0 + 4√2MMj ]
Hence, by (III.16), φ is in R(d). By Remark III.13 and (III.19),∥∥g • (Z ◦ C[i,j] ◦ Zt − C˜[i,j]) • h∥∥
κ1,κ2
≤ const |g|ℓ,i|h|i,r
j∑
m=i
1
lm
max
s1,s2∈Σm
∥∥Z ◦ C(m)s1,s2,φ ◦ Zt − (C˜(m)s1,s2)φ∥∥bubble
Here, we used (Z ◦ W ◦ Zt)R = Z ◦WR ◦ Zt, which was proven in Lemma III.18.i. The
proposition follows from the next Lemma.
Lemma III.23 Let m ≤ j and s1, s2 ∈ Σm. Then∥∥Z ◦ C(m)s1,s2,φ ◦ Zt − (C˜(m)s1,s2)φ∥∥bubble ≤ const lmMmMj
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Proof: For any m1, m2 ≥ 0, set
W (m1,m2) = Z ◦ (c(m1)s1 ⊗ c(m2) ts2 ) ◦ Zt − (c(m1)s1 ⊗ c(m2) ts2 )˜
= Z ◦ (c(m1)s1 ⊗ c(m2) ts2 ) ◦ Zt − Z ◦ (c(m1)s1 ⊗ c(m2) ts2 )˜ ◦ Zt
Observe that
Z ◦ C(m)s1,s2,φ ◦ Zt −
(C˜(m)s1,s2)φ = ∑
m1,m2∈IN0
min{m1,m2}=m
W
(m1,m2)
φ (III.21)
We now fix any m1, m2 ≥ 0 with min{m1, m2} = m and bound
∥∥W (m1,m2)φ ∥∥bubble . By
definition
W (m1,m2)(x1, x2, y1, y2)
= c(m1)s1 (y1 − x1)c(m2)s2
(
(x1,0 − y1,0,x2 − y2)
)
− δ(y1,0 − x1,0)
∫
du c(m1)s1
(
(u− x1,0,y1 − x1)
)
c(m2)s2
(
(x1,0 − u,x2 − y2)
)
and
W
(m1,m2)
φ (x1, x2, y1, y2)
=
∫
dz0 φˆ(z0)
[
c(m1)s1 ((y1,0−x1,0−z0,y1−x1))c
(m2)
s2
((x1,0−y1,0+z0,x2−y2))
− δ(y1,0 − x1,0 − z0)
∫
du c(m1)s1 ((u−x1,0,y1−x1))c
(m2)
s2
((x1,0−u,x2−y2))
]
=
∫
dz0 c
(m1)
s1 ((y1,0−x1,0−z0,y1−x1))c
(m2)
s2 ((x1,0−y1,0+z0,x2−y2))φˆ(z0)
−
∫
du c(m1)s1 ((u−x1,0,y1−x1))c
(m2)
s2
((x1,0−u,x2−y2))φˆ(y1,0−x1,0)
=
∫
dz0 c
(m1)
s1
((z0−x1,0,y1−x1))c(m2)s2 ((x1,0−z0,x2−y2))
[
φˆ(y1,0−z0)− φˆ(y1,0−x1,0)
]
The last factor
φˆ(y1,0 − z0)− φˆ(y1,0 − x1,0) = (x1,0 − z0)
∫ 1
0
dt φˆ′
(
y1,0 − x1,0 + t(x1,0 − z0)
)
Observe that∫
dy1,0
∫ 1
0
dt
∣∣φˆ′(y1,0 − x1,0 + t(x1,0 − z0))∣∣ = ∫ dy1,0 |φˆ′(y1,0)| ≤ constMj
since
|φˆ′(y1,0)| ≤ const 1/M
2j
[1+|y1,0/Mj |]2
69
If m2 ≥ m1 = m, we apply Lemma III.18.iv(2), (III.11) and (III.10), giving∥∥W (m1,m2)φ ∥∥bubble
≤ const sup
x1,x2
∫
dy1 sup
y2
∫
dz0 |x1,0 − z0|∣∣c(m1)s1 ((z0−x1,0,y1−x1))∣∣ ∣∣c(m2)s2 ((x1,0−z0,x2−y2))∣∣∫ 1
0
dt
∣∣φˆ′(y1,0−x1,0+t(x1,0−z0))∣∣
≤ const ∥∥c(m2)s2 ∥∥L∞ sup
x1
∫
dy1dz0 |x1,0 − z0|
∣∣c(m1)s1 ((z0−x1,0,y1−x1))∣∣∫
dy1,0
∫ 1
0
dt
∣∣φˆ′(y1,0−x1,0+t(x1,0−z0))∣∣
≤ const 1Mj lmMm2
[
sup
x1
∫
dy1dz0 |x1,0 − z0|
∣∣c(m1)s1 ((z0−x1,0,y1−x1))∣∣]
= const 1Mj
lm
Mm2
∥∥x0c(m1)s1 (x)∥∥L1
≤ const 1
Mj
lm
Mm2
M2m
Similarly, if m1 ≥ m2 = m,∥∥W (m1,m2)φ ∥∥bubble
≤ const sup
x1,x2
∫
dy1,0dy2 sup
y1
∫
dz0 |x1,0 − z0|∣∣c(m1)s1 ((z0−x1,0,y1−x1))∣∣ ∣∣c(m2)s2 ((x1,0−z0,x2−y2))∣∣∫ 1
0
dt
∣∣φ′(y1,0−x1,0+t(x1,0−z0))∣∣
≤ const 1Mj
∥∥c(m1)s1 ∥∥L∞ sup
x1,0,x2
∫
dy2dz0 |x1,0 − z0|
∣∣c(m2)s2 ((x1,0−z0,x2−y2))∣∣
≤ const 1
Mj
lm
Mm1
M2m
Consequently, by (III.21),∥∥Z ◦ C(m)s1,s2,φ ◦ Zt − (C˜(m)s1,s2)φ∥∥bubble ≤ const ∑
m1,m2≥0
min{m1,m2}=m
M2m
Mj lmmin
{
1
Mm1 ,
1
Mm2
}
≤ const M2m
Mj
lm
∑
m′≥m
1
Mm
′
≤ const MmMj lm
(2) Note that in the bound on the right hand side of Lemma III.18.iv, W only appears in the form
W (x1, (x1,0,x2), y1, (y1,0,y2)) = (Z ◦W ◦ Zt)(x1, x2, y1, y2).
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Step 3 (Introduction of Factorized Cutoff.)
Define
ν0(ω) =
j−1∑
m=i+1
ν
(
M2mω2
)
ν1(p,k) =
[ ∞∑
m1=i+1
ν
(
M2m1e(p)2
)][ ∞∑
m2=i+1
ν
(
M2m2e(k)2
)]
where ν is the single scale cutoff introduced in Definition I.2. Recall that ν(x) is identically
one on
[
2
M
,M ] and is supported on
[
1
M
, 2M ]. Define
e′(k) = e(k) − v(k)
and the model particle–hole bubble propagator
M(p, k) = δ(k0)
∫
dω
ν0(ω)ν1(p,k)
[iω − e′(ω,p)][iω − e′(ω,k)] (III.22)
Observe that Z ◦M ◦ Zt =M.
Proposition III.24 ∥∥g • (C˜[i,j] −M) • h∥∥
κ1,κ2
≤ const |g|ℓ,i|h|i,r
Proof: The cutoff ν0(ω)ν1(p,k) is supported on
{
(ω,p,k)
∣∣∣ |ω|, |e(p)|, |e(k)| ≤ √ 2M 1Mi}.
Since ν(m)(k) vanishes for all |ik0 − e(k)| ≤ 1√M
1
Mi−1 when m ≤ i− 1
ν0(ω)ν1(p,k) =
∑
m1,m2≥i
ν0(ω)ν1(p,k)ν
(m1)((ω,p))ν(m2)((ω,k))
if M is large enough. Since every k in the support of ν(m)(k) obeys |ik0− e(k)| ≤
√
2M 1
Mj+1
for all m ≥ j + 1 and since ν0(ω) is supported on |ω| ≥
√
M 1Mj
ν0(ω)ν1(p,k) =
∑
i≤min{m1,m2}≤j
ν0(ω)ν1(p,k)ν
(m1)((ω,p))ν(m2)((ω,k))
Recall that
C˜[i,j](p, k) = δ(k0)
∫
dω C[i,j]((ω,p), (ω,k))
= δ(k0)
∫
dω ν
(≥i)((ω,p))ν(≥i)((ω,k))−ν(≥j+1)((ω,p))ν(≥j+1)((ω,k))
[iω−e′(ω,p)][iω−e′(ω,k)]
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The difference of cutoff functions
ν(≥i)((ω,p))ν(≥i)((ω,k))− ν(≥j+1)((ω,p))ν(≥j+1)((ω,k))− ν0(ω)ν1(p,k)
=
j∑
m=i
∑
m1,m2≥1
min{m1,m2}=m
µ(m1,m2)(ω,k,p)
where
µ(m1,m2)(ω,k,p) =
[
1− ν0(ω)ν1(p,k)
]
ν(m1)((ω,p))ν(m2)((ω,k))
Define, for i ≤ m ≤ j, m1, m2 ≥ m and s1, s2 ∈ Σm
Dm1,m2s1,s2 (p, k) = δ(k0)φ(p0)∆m1,m2s1,s2 (p,k)
where
∆m1,m2s1,s2 (p,k) =
∫
dω
µ(m1,m2)(ω,k,p)χs1(0,p)χs2(0,k)
[iω − e′(ω,p)][iω− e′(ω,k)]
and φ was defined at the beginning of the proof of Proposition III.22. Define
D(m)s1,s2(p, k) =
∑
m1,m2≥1
min{m1,m2}=m
Dm1,m2s1,s2 (p, k) (III.23)
As φ(p0) = 1 for all |p0| ≤ M+4
√
2M
Mj ,
C˜[i,j] −M =
j∑
m=i
∑
s1,s2∈Σm
D(m)s1,s2 if |p0| ≤ M+4
√
2M
Mj
Observe that the kernels of C˜[i,j], M and D(m)s1,s2(p, k) each contain a factor of δ(k0). Hence,
in the product g • (C˜[i,j] −M−∑jm=iD(m)s1,s2) • h, hˇ is restricted to k0 = 0, so that p0 = t0,
where t is the transfer momentum. But t ∈ d, so that, by Remark III.12 and (III.16),
|t0| ≤ τ0 + 4
√
2M
Mr
≤ M+4
√
2M
Mj
. Hence, by Remark III.13 and (III.19),
∥∥g • (C˜[i,j] −M) • h∥∥
κ1,κ2
≤ const |g|ℓ,i|h|i,r
j∑
m=i
1
lm
max
s1,s2∈Σm
∥∥D(m)s1,s2∥∥bubble
The Proposition follows from Lemma III.25 below.
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Lemma III.25 Let i ≤ m ≤ j and s1, s2 ∈ Σm. Then
∥∥D(m)s1,s2∥∥bubble ≤ const
{
lm if m = i, i+ 1
(j −m+ 1)MmMj lm if m ≥ i+ 2
Proof: Fix any m1, m2 with min{m1, m2} = m. If ω is in the support of µ(m1,m2)(ω,k,p)
for some k, p then |ω| ≤ const
Mmax{m1,m2} . In the case when m > i + 1, |ω| is restricted even
farther. Then, in the support of µ(m1,m2)(ω,k,p), both |iω − e(p)| ≤
√
2M
Mm1 ≤
√
2M
Mi+2 and
|iω − e(k)| ≤
√
2M
Mm2 ≤
√
2M
Mi+2 and hence |ω|, |e(p)|, |e(k)| ≤
√
2M
Mi+2 . But ν1(p,k) = 1 whenever
|e(p)|, |e(k)| ≤ 1
Mi+1/2
. Hence on the support of µ(m1,m2)(ω,k,p), |ω| ≤
√
2M
Mi+2 and ν0(ω) 6= 1.
This forces |ω| ≤
√
2
Mj−1/2 ≤ 1Mj−3/4 . Set
b(m1, m2) =

const
Mmax{m1,m2} if m = i, i+ 1
min
{
1
Mj−3/4 ,
const
Mmax{m1,m2}
}
if m ≥ i+ 2
Thus
∆m1,m2s1,s2 (p,k) =
∫ b(m1,m2)
−b(m1,m2)
dω
µ(m1,m2)(ω,k,p)χs1(p)χs2(k)
[iω − e′(ω,p)][iω− e′(ω,k)]
By Lemma A.3, the Fourier transform of ∆m1,m2s1,s2 (p,k) obeys∫
dz1 sup
z2
∣∣∆ˆm1,m2s1,s2 (z1, z2)∣∣ ≤ const b(m1, m2) l2mMm1lm1∫
dz2 sup
z1
∣∣∆ˆm1,m2s1,s2 (z1, z2)∣∣ ≤ const b(m1, m2) l2mMm2lm2
As the particle–hole bubble propagator associated to D(m)s1,s2(p, k) by (III.8), namely
Dm1,m2s1,s2 (x1, x2, y1, y2) = φˆ(y1,0 − x1,0)∆ˆm1,m2s1,s2 (y1 − x1,x2 − y2),
is independent of x2,0 and y2,0, Z ◦Dm1,m2s1,s2 ◦Zt = Dm1,m2s1,s2 and we have, by Lemma III.18.iv,
‖Dm1,m2s1,s2 ‖bubble ≤ const min
{
sup
x1,x2
∫
dy1 sup
y2
∣∣φˆ(y1,0 − x1,0)∆ˆm1,m2s1,s2 (y1 − x1,x2 − y2)∣∣,
sup
x1,x2
∫
dy1,0dy2 sup
y1
∣∣φˆ(y1,0 − x1,0)∆ˆm1,m2s1,s2 (y1 − x1,x2 − y2)∣∣}
≤ const min
{∫
dz1 sup
z2
∣∣∆ˆm1,m2s1,s2 (z1, z2)∣∣, ∫ dz2 sup
z1
∣∣∆ˆm1,m2s1,s2 (z1, z2)∣∣}
≤ const b(m1, m2)l2mmin
{
Mm1
lm1
, M
m2
lm2
}
= const b(m1, m2)lmM
m
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If m ∈ {i, i+ 1}
∥∥D(m)s1,s2∥∥bubble ≤ ∑
min{m1,m2}=m
‖Dm1,m2s1,s2 ‖bubble ≤ const
∑
m′≥m
1
Mm
′ lmM
m ≤ const lm
and if m ≥ i+ 2∥∥D(m)s1,s2∥∥bubble ≤ ∑
min{m1,m2}=m
‖Dm1,m2s1,s2 ‖bubble
≤ const
j∑
m′=m
1
Mj lmM
m + const
∑
m′>j
1
Mm
′ lmM
m
≤ const (j −m+ 1)MmMj lm
Model Propagator in Position Space
Lemma III.26 The set d =
{
p1−p2
∣∣ p1 ∈ κ1, p2 ∈ κ2 } is contained in a rectangle with
two sides of length const lj and two sides of length const
1
Mj .
Proof: For every sector σ ∈ Σr, let kσ be the centre of σ ∩ F , tσ a unit tangent vector to
F at kσ and
σ =
{
k ∈ IR2 ∣∣ (k0,k) ∈ σ for some k0 ∈ IR }
Then σ is contained in a rectangle Rσ centered at kσ with two sides parallel to tσ of length
const lr and two sides perpendicular to tσ of length const
1
Mr
. If at least one of κ1 and κ2
are in IM, the claim follows since j ≤ r. So assume that κ1, κ2 ∈ Σr. Then the distance
between kκ1 and kκ2 is at most |τ | + 5lr and therefore the angle between tκ1 and tκ2 is at
most const
(|τ | + lr). Consequently d is contained in a rectangle with two sides parallel to
tκ1 of length const lr and two sides perpendicular to tκ1 of length
const
(
1
Mr +
(|τ |+ lr)lr) ≤ const ( 1Mr + |τ |lr)
By (III.16), |τ | ≤ max{ 1
Mj
, r3lr}, so that |τ |lr ≤ const 1Mj .
Fix two mutually perpendicular unit vector t and n and a rectangle R, with two
sides parallel to t of length const lj and two sides parallel to n of length const
1
Mj , such that
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d ⊂ R. By Lemma III.26, such a rectangle exists. Let ρ(t) be identically one on R, be
supported on a set of area twice that of R and obey∣∣∣(n · ∂t)α1(t · ∂t)α2ρ(t)∣∣∣ ≤ constMα1j 1
l
α2
j
for all α1, α2 ≤ 2. Define Mρ as in Definition III.3. Then∥∥g •M • h∥∥
κ1,κ2
=
∥∥g •Mρ • h∥∥κ1,κ2 (III.24)
Proposition III.27
∥∥g •M • h∥∥
κ1,κ2
≤ const max
αr,αl∈IN0×IN20
|αr|+|αl|≤3
∣∣g∣∣[0,0,αr]
ℓ,i
∣∣h∣∣[αl,0,0]
i,r
Proof: Write
Mρ(p, k) =
∑
s1,s2∈Σi
Ms1,s2(p, k)
where, for s1, s2 ∈ Σi
Ms1,s2(p, k) =M(p, k)ρ(p− k)χs1(p)χs2(k)
By (III.19), ∥∥g •Mρ • h∥∥κ1,κ2 ≤ ∑
s1,s2∈Σi
(s1−s2)∩d 6=∅
∥∥g •Ms1,s2 • h∥∥κ1,κ2
≤ const
li
max
s1,s2∈Σi
∥∥g •Ms1,s2 • h∥∥κ1,κ2
(III.25)
Define, for v1, v2 ∈ Σi,
hv1,v2(x1, x2, y3, y4) = h
(
(x1, v1), (x2, v2), y3, y4
)
where yν =
{
κν−2 if κν−2 ∈ IM
(xν , κν−2) if κν−2 ∈ Σr
Observe that hv1,v2 is a function on
(
IR × IR2)2+nr where nr = #{ ν ∈ {1, 2} ∣∣ κν ∈ Σr }.
Also define, for u3, u4 ∈ Σi and λ1, λ2 ∈ IM ∪· Σℓ,
gλ1,λ2;u3,u4(y1, y2, x3, x4) = g
(
y1, y2, (x3, u3), (x4, u4)
)
where yν =
{
λν if λν ∈ IM
(xν , λν) if λν ∈ Σr
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Observe that gλ1,λ2;u3,u4 is a function on
(
IR×IR2)2+nl where nl = #{ ν ∈ {1, 2} ∣∣ λν ∈ Σℓ }.
Then, for all s1, s2 ∈ Σi,∥∥g •Ms1,s2 • h∥∥κ1,κ2 ≤ sup
λ1,λ2
∑
u3,u4∈Σi
v1,v2∈Σi
∣∣∣∣∣∣gλ1,λ2;u3,u4 ◦Ms1,s2 ◦ hv1,v2∣∣∣∣∣∣1,∞ (III.26)
By conservation of momentum, the convolution gλ1,λ2;u3,u4 ◦Ms1,s2 ◦ hv1,v2 vanishes iden-
tically unless
u3 ∩ s1 6= ∅ s1 ∩ v1 6= ∅
u4 ∩ s2 6= ∅ s2 ∩ v2 6= ∅
There only 34 quadruples (u3, u4, v1, v2) satisfying these conditions, so that, by (III.24),
(III.25) and (III.26),∥∥g •M • h∥∥
κ1,κ2
≤ const 1
li
sup
λ1,λ2
max
s1,s2∈Σi
u3,u4∈Σi
v1,v2∈Σi
∣∣∣∣∣∣gλ1,λ2;u3,u4 ◦Ms1,s2 ◦ hv1,v2∣∣∣∣∣∣1,∞ (III.27)
Fix λ1, λ2, s1, s2, u3, u4, v1, v2 and denote g
′ = gλ1,λ2;u3,u4 and h
′ = hv1,v2 . Write the convo-
lution
g′ ◦Ms1,s2 ◦ h′ =
∫
d3z1d
3z2d
3y1d
3y2
d3p
(2π)3
d3k
(2π)3 dω e
ı<p,z1−y1>−eı<k,y2−z2>− g′( · , · , z1, z2)
δ(k0)
ν0(ω)ν1(p,k)χs1(p)χs2(k)
[iω − e′(ω,p)][iω − e′(ω,k)]ρ(p− k)h
′(y1, y2, · , · )
=
∫
d3z1d
3z2d
2y1d
3y2
d2p
(2π)2
d2k
(2π)2
dω
2π
eıp·(z1−y1)eık·(y2−z2) g′( · , · , z1, z2)
ν0(ω)ν1(p,k)χs1(p)χs2(k)
[iω − e′(ω,p)][iω − e′(ω,k)]ρ(p− k)h
′((z1,0,y1), y2, · , · )
=
∫
d3z1d
3z2d
2y1d
3y2
d2t
(2π)2
d2k
(2π)2
dω
2π e
ıt·(z1−y1)eık·(z1−z2+y2−y1) g′( · , · , z1, z2)
ν0(ω)ν1(k+ t,k)χs1(k+ t)χs2(k)
[iω − e′(ω,k+ t)][iω − e′(ω,k)] ρ(t)h
′((z1,0,y1), y2, · , · )
=
∫
d3z1d
3z2d
2y1d
3y2 g
′( · , · , z1, z2) B̂s1,s2(z1, z2,y1,y2) h′
(
(z1,0,y1), y2, · , ·
)
where
B̂s1,s2(z1, z2,y1,y2) =
∫
d2t
(2π)2 e
ıt·(z1−y1)Bs1,s2(t, z1 − z2 + y2 − y1) ρ(t)
with
Bs1,s2(t,w) =
∫
d2k
(2π)2
dω
2π
eık·w
ν0(ω)ν1(k+ t,k)χs1(k+ t)χs2(k)
[iω − e′(ω,k+ t)][iω − e′(ω,k)]
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Recall that M i ≤ ljM j and that p(i) = 0 for i > j + 1. By Theorem B.2, with u(k, t) =
eık·wν1(k+ t,k)χs1(k+ t)χs2(k), there is an a > 1 such that∣∣B̂s1,s2(z1, z2,y1,y2)∣∣ ≤ const liljMj 1+|z2−z1+y1−y2|3/M3i[1+(n·(z1−y1)/Mj)3/2][1+|ljt·(z1−y1)|a]
Since supz1
∫
d2y1
lj
Mj
1
[1+(n·(z1−y1)/Mj)3/2][1+|ljt·(z1−y1)|a] ≤ const , we have∣∣∣∣∣∣g′ ◦Ms1,s2 ◦ h′∣∣∣∣∣∣1,∞ ≤ const li max
αr,αl∈IN0×IN20
|αr|+|αl|≤3
∣∣g∣∣[0,0,αr]
ℓ,i
∣∣h∣∣[αl,0,0]
i,r
(III.28)
and the Proposition follows by (III.27).
Proof of Theorem III.15: By Propositions III.19, III.22, III.24 and III.27∥∥g • C[i,j] • h∥∥
κ1,κ2
≤ ∥∥g • (C[i,j] − Z • C[i,j] • Zt) • h∥∥
κ1,κ2
+
∥∥g • (Z • C[i,j] • Zt − C˜[i,j]) • h∥∥
κ1,κ2
+
∥∥g • (C˜[i,j] −M) • h∥∥
κ1,κ2
+
∥∥g •M • h∥∥
κ1,κ2
≤ const max
αr,αl∈IN0×IN20
|αr|+|αl|≤3
∣∣g∣∣[0,0,αr]
ℓ,i
∣∣h∣∣[αl,0,0]
i,r
as desired.
The Infrared Limit – Nonzero Transfer Momentum
Lemma III.28 Let κ1, κ2 ∈ IM and g and h be sectorized, translation invariant functions on
Y4Σj and Y
2
Σj
× IM2, respectively. Then
‖g • C(j) • h‖κ1,κ2 ≤ const |g|j,j ‖h‖κ1,κ2
{√
lj +min
{
1, 1|κ1−κ2|Mj
}}
Furthermore, for (loc, µ, µ′) ∈ {(top, 1, 3), (bot, 2, 4), (mid, 1, 3), (mid, 2, 4)} and β ∈ ∆,
‖g •Dβµ,µ′C[j,j]loc • h‖κ1,κ2 ≤ const |g|j,j ‖h‖κ1,κ2 M |β|j
{√
lj +min
{
1, 1|κ1−κ2|Mj
}}
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Proof: Write C(j) = ∑
s1,s2∈Σj
[C(j)top,j,s1,s2 + C(j)mid,j,s1,s2 + C(j)bot,j,s1,s2]. As in Lemma III.11,
‖g •Dβµ,µ′C[j,j]loc • h‖κ1,κ2 ≤ const |g|j,j ‖h‖κ1,κ2
∑
s1,s2∈Σj
κ1−κ2∈s1−s2
∥∥Dβµ,µ′C(j)loc,j,s1,s2∥∥bubble
By Lemma III.14, for (loc, µ, µ′) ∈ {(top, 1, 3), (bot, 2, 4), (mid, 1, 3), (mid, 2, 4)} and β ∈ ∆,∥∥Dβµ,µ′C(j)loc,j,s1,s2∥∥bubble ≤ const ljM |β|j
and by Lemma C.2,
#
{
(s1, s2) ∈ Σj
∣∣ κ1 − κ2 ∈ s1 − s2 } ≤ const{ 1√
lj
+ 1
lj
min
{
1, 1|κ1−κ2|Mj
}}
so that the desired bounds follow.
Recall, from just before Lemma II.28, that
L
(j)
ℓ,i1,···,iℓ+1(q, q
′, t, σ1, · · ·σ4)
=
[(
F (i1) + L(i1) f
) • C[max{i1,i2},j]•(F (i2) + L(i2) f)• · · ·
· · · •C[max{iℓ,iℓ+1},j]•(F (iℓ+1) + L(iℓ+1) f)]
i1,i2,i3,i4=0
((q+ t2 ,σ1),(q− t2 ,σ2),(q′+ t2 ,σ3),(q′− t2 ,σ4))
Lemma III.29 For t 6= 0, the limit
Lℓ,i1,···,iℓ+1(q, q
′, t, σ1, · · ·σ4) = lim
j→∞
L
(j)
ℓ,i1,···,iℓ+1(q, q
′, t, σ1, · · ·σ4)
exists. The limit is continuous in (q, q′, t) for t 6= 0.
Proof: It suffices to consider separately the spin and charge parts, in the sense of Lemma
II.8, of L
(j)
ℓ,i1,···,iℓ+1(q, q
′, t, σ1, · · ·σ4). We denote them L(j)X,ℓ,i1,···,iℓ+1(q, q′, t) with X = S, C.
Define LX,j1,···,jℓ(q, q
′, t) to be the X part of[(
F (i1) + L(i1) f
) • C(j1)•(F (i2) + L(i2) f)• · · ·
· · · •C(jℓ)•(F (iℓ+1) + L(iℓ+1) f)]
i1,i2,i3,i4=0
((q+ t2 ,σ1),(q− t2 ,σ2),(q′+ t2 ,σ3),(q′− t2 ,σ4))
and
∆L
(p)
X (q, q
′, t) =
∑
max{i1,i2}≤j1≤j
...
max{iℓ,iℓ+1}≤jℓ≤j
max{j1,···,jℓ}=p
LX,j1,···,jℓ(q, q
′, t)
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Then
L
(j)
X,ℓ,i1,···,iℓ+1(q, q
′, t, σ1, · · ·σ4) =
j∑
p=2
∆L
(p)
X (q, q
′, t, σ1, · · ·σ4)
By repeated use of Lemma III.28, (II.8) and its X = C analog,
‖LX,j1,···,jℓ‖κ1,κ2 ≤ const
ℓ∏
m=1
{√
ljm +min
{
1, 1|κ1−κ2|Mjm
}}
with the constant depending on ℓ and i1, · · · , iℓ+1. Summing this bound over j1, · · · , jℓ with
max{j1, · · · , jℓ} = p
‖∆L(p)X ‖κ1,κ2 ≤ const
{√
lp +min
{
1, 1|κ1−κ2|Mp
}}
The constant now depends on |κ1 − κ2| as well but remains finite as long as κ1 6= κ2. The
existence of the limit j → ∞ is now a consequence of the Lebesgue dominated convergence
theorem. Similarly, if D is any first order differential operator in q, q′ or t,
‖DLX,j1,···,jℓ‖κ1,κ2 ≤ constMmax{j1,···,jℓ}
ℓ∏
m=1
{√
ljm +min
{
1, 1|κ1−κ2|Mjm
}}
‖D∆L(p)X ‖κ1,κ2 ≤ constMp
{√
lp +min
{
1, 1|κ1−κ2|Mp
}}
Continuity now follows from
|g(x)−g(y)|
|x−y|ǫ = |g(x)− g(y)|1−ǫ
[ |g(x)−g(y)|
|x−y|
]ǫ ≤ [2 sup |g(x)|]1−ǫ [ sup |∇g(x)|]ǫ
and the observation that
∞∑
p=1
M ǫp
{√
lp +min
{
1, 1|κ1−κ2|Mp
}}
<∞ if ǫ < ℵ2 and κ1 6= κ2
The Infrared Limit – Reduction to Factorized Cutoffs
Recall from (II.13) that
C[i,j](p, k) = ν(≥i)(p)ν(≥i)(k)−ν(≥j+1)(p)ν(≥j+1)(k)[ip0−e′(p)][ik0−e′(k)]
Ai,j(p, k) = ν
(≥i)(p)ν(≥i)(k)[1−νj(e(p))νj(e(k))]
[ip0−e′(p)][ik0−e′(k)]
Bi,j(p, k) = ν
(≥i)(p)ν(≥i)(k)[1−νj(p0)νj(k0)]
[ip0−e′(p)][ik0−e′(k)]
where e′(k) = e(k)− v(k) and
νj(ω) =
∞∑
m=j
ν
(
M2mω2
)
with ν being the single scale cutoff introduced in Definition I.2.
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Proposition III.30 Let 1 ≤ i ≤ j and ℓ, r ≥ 1. Let κ1, κ2 ∈ IM with and g and h be
sectorized, translation invariant functions on Yℓ,i and Yi,r respectively. If |κ1−κ2| > 0, then∥∥g•(C[i,j]−Ai,j)•h∥∥κ1,κ2 , ∥∥g•(C[i,j]−Bi,j)•h∥∥κ1,κ2 ≤ const |g|ℓ,i‖h‖κ1,κ2 j {√lj+ 1|κ1−κ2|Mj lj }
Proof: Let
D(p, k) = ν(≥j+1)(p)ν(≥j+1)(k)[ip0−e′(p)][ik0−e′(k)] or
ν(≥i)(p)ν(≥i)(k)νj(e(p))νj(e(k))
[ip0−e′(p)][ik0−e′(k)] or
ν(≥i)(p)ν(≥i)(k)νj(p0)νj(k0)
[ip0−e′(p)][ik0−e′(k)]
It suffices to prove that∥∥g • D • h∥∥
κ1,κ2
≤ const |g|ℓ,i‖h‖κ1,κ2 j
{√
lj +
1
|κ1−κ2|Mj lj
}
Define, for m ≥ i, m1, m2 ≥ m and s1, s2 ∈ Σm
Dm1,m2s1,s2 (p, k) =
ν(m1)(p)ν(m2)(k)χs1 (p)χs2 (k)
[ip0−e′(p)][ik0−e′(k)]

ν(≥j+1)(p)ν(≥j+1)(k) or
νj(e(p))νj(e(k)) or
νj(p0)νj(k0)
and
D(m)s1,s2(p, k) =
∑
m1,m2≥1
min{m1,m2}=m
Dm1,m2s1,s2 (p, k)
We have
D =
∞∑
m=i
∑
s1,s2∈Σm
D(m)s1,s2
Hence, as in Lemma III.11,
∥∥g • D • h∥∥
κ1,κ2
≤ const |g|ℓ,i‖h‖κ1,κ2
∞∑
m=i
∑
s1,s2∈Σm
κ1−κ2∈s1−s2
max
s1,s2∈Σm
∥∥D(m)s1,s2∥∥bubble
To bound
∥∥D(m)s1,s2∥∥bubble, set, for s ∈ Σm and n ≥ m,
c(n,j)s (k) =
ν(n)(k)χs(k)
ik0−e′(k)

ν(≥j+1)(k) or
νj(e(k)) or
νj(k0)
and denote by c
(n,j)
s (x) its Fourier transform. As in Lemma A.2,∥∥c(m,j)s (x)∥∥L1 ≤ constMm lmlmax{m,j}∥∥c(n,j)s (x)∥∥L∞ ≤ const lmMn 1Mn 1Mmax{n,j} ≤ const lmMmax{n,j}
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The factor lm
Mmax{n,j} in the first inequality arises, when j > m, from splitting s up into sectors
of length lj . Hence, by the triangle inequality and (III.7),∥∥D(m)s1,s2∥∥bubble ≤ ∑
n≥m
[∥∥c(m,j)s1 ∥∥L1∥∥c(n,j)s2 ∥∥L∞ + ∥∥c(n,j)s1 ∥∥L∞∥∥c(m,j)s2 ∥∥L1]
≤
∑
n>m
constMm lm
lmax{m,j}
lm
Mmax{n,j}
≤ const Mml2m
lmax{m,j}
∑
n>m
1
Mmax{n,j}
≤ const Mml2m
lmax{m,j}
j
Mmax{m,j}
By Lemma C.2,
#
{
(s1, s2) ∈ Σm
∣∣ κ1 − κ2 ∈ s1 − s2 } ≤ const{ 1√
lm
+ 1
lm
min
{
1, 1|κ1−κ2|Mm
}}
so that
‖g • D • h‖κ1,κ2 ≤ const |g|ℓ,i‖h‖κ1,κ2
∞∑
m=i
{
1√
lm
+ 1
lm
min
{
1, 1|κ1−κ2|Mm
}} Mml2m
lmax{m,j}
j
Mmax{m,j}
≤ const |g|ℓ,i‖h‖κ1,κ2
j∑
m=1
{
1√
lm
+ 1|κ1−κ2|Mmlm
}
Mml2m
lj
j
Mj
+ const |g|ℓ,i‖h‖κ1,κ2 j
∞∑
m=j
{
1√
lm
+ 1|κ1−κ2|Mmlm
}
lm
≤ const |g|ℓ,i‖h‖κ1,κ2 j
{
1
Mj lj
M j l
3/2
j +
1
Mj lj
1
|κ1−κ2| +
√
lj +
1
|κ1−κ2|Mj
}
≤ const |g|ℓ,i‖h‖κ1,κ2 j
{√
lj +
1
|κ1−κ2|Mj lj
}
Corollary III.31 Let ℓ ≥ 1, i1, · · · , iℓ+1 ≥ 2, j ≥ max{i1, · · · , iℓ+1} and |κ1−κ2| > 0. Define
I0 = i1, Iℓ+1 = iℓ+1 and, for 1 ≤ m ≤ ℓ, Im = max{im, im+1}. For each 1 ≤ m ≤ ℓ + 1, let
gm be a sectorized, translation invariant function on YIm−1,Im with |gm|Im−1,Im <∞ Then∥∥g1 • C[I1,j] • g2 • · · · • C[Iℓ,j] • gℓ+1 − g1 • AI1,j • g2 • · · · • AIℓ,j • gℓ+1∥∥κ1,κ2
and ∥∥g1 • C[I1,j] • g2 • · · · • C[Iℓ,j] • gℓ+1 − g1 • BI1,j • g2 • · · · • BIℓ,j • gℓ+1∥∥κ1,κ2
both converge to zero as j →∞.
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Proof: Use Proposition III.30 and the bounds∥∥g • Ai,j • h∥∥κ1,κ2 , ∥∥g • Bi,j • h∥∥κ1,κ2 , ∥∥g • Ci,j • h∥∥κ1,κ2 ≤ const |j − i+ 1| ∣∣g∣∣ℓ,i∥∥h∥∥κ1,κ2
which follow from Proposition III.30 and Theorem III.9, with β = 0, to prove that∥∥g1•AI1,j•g2•· · ·•AIm−1,j •gm•[C[Im,j] −AIm,j]•gm+1•C[Im+1,j]•· · ·•C[Iℓ,j]•gℓ+1∥∥κ1,κ2 ,∥∥g1•BI1,j•g2•· · ·•BIm−1,j •gm•[C[Im,j] − BIm,j]•gm+1•C[Im+1,j]•· · ·•C[Iℓ,j]•gℓ+1∥∥κ1,κ2
≤ constℓ |j|ℓ{√lj + 1|κ1−κ2|Mj lj } ℓ+1∏
m=1
|gm|Im−1,Im
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IV. Double Bubbles
In this section we prove the “double bubble bound”, Theorem II.20. The techniques
we use are essentially those of §IV with one additional wrinkle – volume improvement due to
overlapping loops.
To illustrate the effect of overlapping loops we consider one double bubble, namely
D(q, q′, t) = p k
q + t
q
q′ + t
q′
with the kernels of all vertices being identically one in momentum space and all lines having
propagator C(j). By the Feynman rules
D(q, q′, t) =
∫
dk dp C(j)(p+ q)C(j)(k + p)C(j)(k + t)C(j)(k)
The naive power counting bound is, for each q, q′, t ∈ IR× IR2,
|D(q, q′, t)| ≤
∫
dk dp |C(j)(p+ q)| |C(j)(k + p)| |C(j)(k + t)| |C(j)(k)|
≤ ‖C(j)‖2∞
∫
dk dp |C(j)(k)| |C(j)(p+ q)|
= ‖C(j)‖2∞ ‖C(j)‖21
≤ const
since, denoting the jth shell by Sj (see Definition I.2),
‖C(j)‖∞ = sup
k∈Sj
1
|ıko−e(k)| ≤
√
MM j
‖C(j)‖1 ≤ ‖C(j)‖∞
(
volume of Sj
) ≤ constM j 1M2j = constMj
In the naive bound, we ignored the constraint that |e(k+p)| ≤
√
2M
Mj . Taking it into account,
one has the better estimate
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|D(q, q′, t)| ≤
∫
dk dp |C(j)(p+ q)| |C(j)(k + p)| |C(j)(k + t)| |C(j)(k)|
≤ constM4j
∫
dk dp ν(j)(p+ q) ν(j)(k + q) ν(j)(k)
≤ constM4j vol
{
(k, p) ∈ (IR× IR2)2 ∣∣∣ |ı(p0 + q0)− e(p+ q)| ≤ √2MMj ,
|ı(k0 + p0)− e(k+ p)| ≤
√
2M
Mj , |ık0 − e(k)| ≤
√
2M
Mj
}
≤ constM4j 2MM2j vol
{
(k,p) ∈ IR2 × IR2
∣∣∣ |e(k)|, |e(k+ p)|, |e(p+ q)| ≤ √2MMj }
≤ constM2j
∫
|e(p+q)|≤
√
2M
Mj
dp vol
{
k ∈ IR2
∣∣∣ |e(k)|, |e(k+ p)| ≤ √2MMj }
There is ε > 0 such that for p outside a ball of radius const
Mj(1−ε) around the origin
vol
({
k ∈ IR2 ∣∣ |e(k)| ≤ √2MMj } ∩ {k ∈ IR2 ∣∣ |e(k+ p)| ≤ √2MMj }) ≤ constM(1+ε)j
{
k
∣∣ |e(k)| ≤ √2M
Mj
} {
k
∣∣ |e(k+ p)| ≤ √2M
Mj
}
because, roughly speaking,
{
k ∈ IR2 ∣∣ |e(k)| ≤ √2M
Mj
}
and
{
k ∈ IR2 ∣∣ |e(k+ p)| ≤ √2M
Mj
}
cross
at an angle of about const |p| ≥ const
Mj(1−ε) . Therefore
‖D‖∞ ≤ constM2j
(
1
M2j(1−ε)
√
2M
Mj +
√
2M
Mj
1
M(1+ε)j
)
≤ const 1Mεj
This “volume improvement” is realized in terms of sector counting in Lemma C.2.
Sector counting and simple propagator estimates (Lemma III.14 and Lemma IV.2) are com-
bined using Corollary IV.3 (an analog of Lemma III.11) to prove Theorem IV.4 (which is
essentially a reformulation of Theorem II.20 parts b and c in terms of the
∥∥ · ∥∥
κ1,κ2
norm of
Definition III.7) and to treat the large transfer momentum part of the reformulation, The-
orem IV.5, of Theorem II.20a (Proposition IV.6). Theorem II.20 parts b and c are proven
following Theorem IV.4. The treatment of the small transfer momentum part of Theorem
IV.5 closely parallels the corresponding argument in §IV. Theorem II.20a is proven following
Theorem IV.5.
We first prove a general bound on (g1 • D • g2)f •W • h similar to Lemma III.11.
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Lemma IV.1 Let 1 ≤ ℓ ≤ i ≤ j and r ≥ 1. Let κ1, κ2 ∈ Kr and g1, g2 and h be sectorized,
translation invariant functions on Yℓ,ℓ, Yℓ,ℓ and Yi,r respectively. Let W be a particle–hole
bubble propagator whose total Fourier transform is of the form
Wˇ (p1, k1, p2, k2) =
j∑
m=i
∑
s1,s2∈Σm
W (m)s1,s2(p1, k1, p2, k2) if p2 − k2 ∈ κ1 − κ2
with W
(m)
s1,s2(p1, k1, p2, k2) vanishing unless π(p1), π(p2) ∈ π(s1) and π(k1), π(k2) ∈ π(s2).
Here π : k = (k0,k) 7→ k is the projection of IM = IR × IR2 onto its second factor. Let V be
another particle–hole bubble propagator with
Vˇ(p1, k1, p2, k2) =
∑
u1,u2∈Σℓ
Vu1,u2(p1, k1, p2, k2)
and Vu1,u2(p1, k1, p2, k2) = 0 unless π(p1), π(p2) ∈ π(u1) and π(k1), π(k2) ∈ π(u2). Then∥∥(g1 • V • g2)f •W • h∥∥κ1,κ2 ≤ 38∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,r max(u1,u2)∈Σℓ ‖Vu1,u2‖bubble
sup
κ′∈Kℓ
j∑
m=i
∑
s1,s2∈Σm
π(s1−s2)∩π(κ1−κ2) 6=∅
inf
R∈R(κ1−κ2)
∥∥W (m)s1,s2,R∥∥bubble
#
{
(u1, u2) ∈ Σℓ × Σℓ
∣∣ π(u1 − u2) ∩ π(κ′ − s1) 6= ∅ }
Proof: Consider the case in which all of the external arguments of (g1 •V • g2)f •W •h are
(position, sector)’s. Set σ′1 = κ
′ and fix an external sector σ′2 ∈ Σℓ. With the sector names
g1
g2
h
σ′1
σ′2
w1,3
w2,3
v1
v2
w1,1 w1,2
w2,1 w2,2
κ1
κ2
we have
(g1 • V • g2)f •W • h
=
∑
u1,u2∈Σℓ
w1,1,w1,2∈Σℓ
w2,1,w2,2∈Σℓ
j∑
m=i
∑
w1,3,w2,3∈Σℓ
s1,s2∈Σm
v1,v2∈Σi(
g1(( · ,σ′1),( · ,w1,3),( · ,w1,1),( · ,w1,2)) ◦ Vu1,u2 ◦ g2(( · ,w2,1),( · ,w2,2),( · ,σ′2),( · ,w2,3))
)f
◦W (m)s1,s2 ◦ h(( · ,v1),( · ,v2),( · ,κ1),( · ,κ2))
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For each choice of sectors, by conservation of momentum at the vertex h, we may replace the
W
(m)
s1,s2 above by W
(m)
s1,s2,R
with any R ∈ R(κ1 − κ2). Furthermore the multiple convolution
vanishes unless
π(s1 − s2) ∩ π(κ1 − κ2) 6= ∅ π(u1 − u2) ∩ π(σ′1 − s1) 6= ∅ (IV.1)
and
π(w1,1) ∩ π(u1) 6= ∅ π(w2,1) ∩ π(u1) 6= ∅ π(w1,2) ∩ π(u2) 6= ∅ π(w2,2) ∩ π(u2) 6= ∅
π(w1,3) ∩ π(s1) 6= ∅ π(v1) ∩ π(s1) 6= ∅ π(w2,3) ∩ π(s2) 6= ∅ π(v2) ∩ π(s2) 6= ∅
(IV.2)
For each fixed (u1, u2, s1, s2), at most 3
8 8–tuples (w1,1, w2,1, w1,2, w2,2, w1,3, v1, w2,3, v2) can
satisfy (IV.2). Hence∥∥(g1•V•g2)f •W •h∥∥κ1,κ2 ≤ 38∣∣h∣∣i,r maxσ′1∈Σℓ
j∑
m=i
∑
s1,s2∈Σm
π(s1−s2)∩π(κ1−κ2) 6=∅
inf
R∈R(κ1−κ2)
∥∥W (m)s1,s2,R∥∥bubble
∑
u1,u2∈Σℓ
π(u1−u2)∩π(σ′1−s1) 6=∅
∣∣(g1•Vu1,u2 •g2)f ∣∣ℓ,ℓ
By definition of the ‖ · ‖bubble norm∣∣(g1•Vu1,u2 •g2)f ∣∣ℓ,ℓ ≤ ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ‖Vu1,u2‖bubble
Inserting this gives the Lemma.
Recall, for the statement of Theorem II.20, that, for ν ∈ IN0 × IN20,
D(ℓ)ν,up(x1, x2, x3, x4) = 1M |ν|ℓ
∞∑
m=ℓ
Dν1;3C
(ℓ)
v (x1, x3)C
(m)
v (x4, x2)
D(ℓ)ν,dn(x1, x2, x3, x4) = 1M |ν|ℓ
∞∑
m=ℓ+1
C(m)v (x1, x3)D
ν
2;4C
(ℓ)
v (x4, x2)
(IV.3)
Express D(ℓ)ν,up =
∑
u1,u2∈Σℓ D
(ℓ)
ν,up,u1,u2 with
D(ℓ)ν,up,u1,u2(x1, x2, x3, x4) = 1M |ν|ℓ
∑
m≥ℓ
(x1 − x3)νc(ℓ)u1 (x3 − x1)c(m)u2 (x2 − x4)
where c
(n)
u (x) was defined in (III.9). Do the same for D(ℓ)ν,up.
Lemma IV.2 Let ℓ ≥ 1, u1, u2 ∈ Σℓ and ν ∈ ∆. Then
‖D(ℓ)ν,up,u1,u2‖bubble ≤ const lℓ
‖D(ℓ)ν,dn,u1,u2‖bubble ≤ const lℓ
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Proof: By the triangle inequality, Lemma III.2 and Lemma A.2,
‖D(ℓ)ν,up,u1,u2‖bubble ≤ 1M |ν|ℓ
∑
m≥ℓ
‖xνc(ℓ)u1 ‖L1‖c(m)u2 ‖L∞ ≤
∑
m≥ℓ
const 1
M |ν|ℓM
(1+|ν|)ℓ lℓ
Mm
≤ const lℓ
The bound on ‖D(ℓ)ν,dn,u1,u2‖bubble is proven similarly.
Corollary IV.3 Let 1 ≤ ℓ ≤ i ≤ j and r ≥ 1. Let κ1, κ2 ∈ Kr and g1, g2 and h be sectorized,
translation invariant functions on Yℓ,ℓ, Yℓ,ℓ and Yi,r respectively. Let W be a particle–hole
bubble propagator of the form
W (p1, k1, p2, k2) =
j∑
m=i
∑
s1,s2∈Σm
W (m)s1,s2(p1, k1, p2, k2) if p2 − k2 ∈ κ1 − κ2
with W
(m)
s1,s2(p1, k1, p2, k2) vanishing unless π(p1), π(p2) ∈ π(s1) and π(k1), π(k2) ∈ π(s2). Let
D be either D(ℓ)ν,up or D(ℓ)ν,dn, with ν ∈ ∆. Then∥∥(g1 • D • g2)f •W • h∥∥κ1,κ2
≤ const ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,r lℓ sup
κ′∈Kℓ
j∑
m=i
∑
s1,s2∈Σm
π(s1−s2)∩π(κ1−κ2) 6=∅
inf
R∈R(κ1−κ2)
∥∥W (m)s1,s2,R∥∥bubble
#
{
(u1, u2) ∈ Σℓ × Σℓ
∣∣ π(u1 − u2) ∩ π(κ′ − s1) 6= ∅ }
≤ const ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,r lℓ j∑
m=i
sup
s1,s2∈Σm
∥∥W (m)s1,s2∥∥bubble
sup
κ′∈Kℓ
#
{
(u1, u2, s1, s2) ∈ Σ2ℓ × Σ2m
∣∣∣∣ π(u1 − u2) ∩ π(κ′ − s1) 6= ∅π(s1 − s2) ∩ π(κ1 − κ2) 6= ∅
}
Proof: The first inequality follows directly from Lemmas IV.1 and IV.2. The second
inequality follows by choosing an R which is one on a large ball.
Theorem IV.4 Let 1 ≤ ℓ ≤ i ≤ j ≤ r, κ1, κ2 ∈ Kr and let g1, g2 and h be sectorized,
translation invariant functions on Yℓ,ℓ, Yℓ,ℓ and Yi,r respectively. Let ν ∈ ∆ and D be either
D(ℓ)ν,up or D(ℓ)ν,dn.
i) For any β ∈ ∆
1
M |β|j
∥∥(g1 • D • g2)f •Dβ1;3C[i,j]top • h∥∥κ1,κ2 ≤ const√lℓ ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,r
1
M |β|j
∥∥(g1 • D • g2)f •Dβ2;4C[i,j]bot • h∥∥κ1,κ2 ≤ const√lℓ ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,r
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ii) ∥∥(g1 • D • g2)f • C[i,j]mid • h∥∥κ1,κ2 ≤ const |j − i+ 1| √lℓ ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,r
and for any β ∈ ∆ with |β| ≥ 1 and (µ, µ′) = (1, 3), (2, 4)
1
M |β|j
∥∥(g1 • D • g2)f •Dβµ;µ′C[i,j]mid • h∥∥κ1,κ2 ≤ const√lℓ ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,r
Proof: i) We treat C[i,j]top . The proof for C[i,j]bot is similar. By Corollary IV.3, followed by
Lemma III.14 and Lemma C.3
1
M |β|j
∥∥(g1 • D • g2)f •Dβ1;3C[i,j]top • h∥∥κ1,κ2
≤ const ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,r lℓ j∑
m=i
sup
s1,s2∈Σm
1
M |β|j
∥∥Dβ1;3C(m)top,j,s1,s2∥∥bubble
sup
κ′∈Kℓ
#
{
(u1, u2, s1, s2) ∈ Σ2ℓ × Σ2m
∣∣∣∣ π(u1 − u2) ∩ π(κ′ − s1) 6= ∅π(s1 − s2) ∩ π(κ1 − κ2) 6= ∅
}
≤ const ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,r lℓ j∑
m=i
1
M |β|j lm
Mm
Mj M
|β|m 1
lm
√
lℓ
≤ const ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,r √lℓ
ii) By Corollary IV.3, followed by Lemma III.14 and Lemma C.3
1
M |β|j
∥∥(g1 • D • g2)f •Dβµ;µ′C[i,j]mid • h∥∥κ1,κ2
≤ const ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,r lℓ j∑
m=i
sup
s1,s2∈Σm
1
M |β|j
∥∥Dβµ;µ′C(m)mid,j,s1,s2∥∥bubble
sup
κ′∈Kℓ
#
{
(u1, u2, s1, s2) ∈ Σ2ℓ × Σ2m
∣∣∣∣ π(u1 − u2) ∩ π(κ′ − s1) 6= ∅π(s1 − s2) ∩ π(κ1 − κ2) 6= ∅
}
≤ const ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,r lℓ j∑
m=i
1
lm
√
lℓ

lm β = 0
lm
Mm
Mj
(j −m+ 1) |β| = 1
lm
Mm
Mj |β| ≥ 2
For β = 0,
∑j
m=i
1
lm
lm = |j − i+ 1| as desired. For β 6= 0,
j∑
m=i
1
lm
lm
Mm
Mj (j −m+ 1) =
j∑
m=i
M−(j−m)(j −m+ 1) ≤ const
again, as desired.
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Proof of Theorem II.20b,c: Replacing h by 1
Mj|δr|D
δr
3,4h reduces consideration to δr = 0.
Suppose that D = D(ℓ)ν,up. Observe that, by Leibniz (Lemma II.21)
Dδl1,2(g1 • D • g2)f =
(
Dδl1;3g1 • D(ℓ)ν,up • g2
)f
=
∑
β1,β2β3∈IN30
β1+β2+β3=δl
(
δl
β1,β2,β3
)(
Dβ11;3g1 •Dβ21;3D(ℓ)ν,up •Dβ31;3g2
)f
=
∑
β1,β2β3∈IN30
β1+β2+β3=δl
(
δl
β1,β2,β3
)
M |β2ℓ|
(
Dβ11;3g1 • D(ℓ)ν+β2,up •D
β3
1;3g2
)f
Replacing 1
M |β1|ℓD
β1
1;3g1 by g1, ν+β2 by ν and
1
M |β1|ℓD
β3
1;3g2 by g2, Theorem IV.4, with r = j,
gives bounds on
1
M |β|j
∥∥ 1
M |δl|ℓ
M |β2ℓ|
(
Dβ11;3g1 • D(ℓ)ν+β2,up •D
β3
1;3g2
)f •Dβµ;µ′C[i,j]loc • h∥∥κ1,κ2
for each of loc = top,mid, bot. Theorem II.20b,c now follows by Remark III.8.
Theorem IV.5 Let 1 ≤ ℓ ≤ i ≤ j ≤ r and κ1, κ2 ∈ Kr. Set d = κ1 − κ2 and let d, the
projection of d onto {0} × IR2 identified with IR2, be contained in a disc of radius 2lr and
centre τ . Furthermore, set τ0 = inf
{ |t0| ∣∣ (t0, t) ∈ d for some t ∈ IR2 }. Assume that
τ0 ≤ 1Mj−1 |τ | ≤ max
{
1
Mj
, r3lr
}
M i ≤ ljM j
Also assume that p(i) vanishes for all i > j + 1. Let ν ∈ IN0 × IN20, with ν + α ∈ ∆ for all
|α| ≤ 3 and let D be either D(ℓ)ν,up or D(ℓ)ν,dn. For any sectorized, translation invariant functions
g1, g2 and h on Yℓ,ℓ, Yℓ,ℓ and Yi,r respectively,∥∥(g1 • D • g2)f • C[i,j] • h∥∥κ1,κ2 ≤ const√lℓ maxαup,αdn,αl∈IN0×IN20
|αup|+|αdn|+|αl|≤3
∣∣g1∣∣[[αup]]ℓ ∣∣g2∣∣[[αdn]]ℓ ∣∣h∣∣[αl,0,0]i,r
Theorem IV.5 is proven at the end of this section.
Proof of Theorem II.20a (assuming Theorem IV.5):
As in the proof of Theorem II.20b,c, we may assume without loss of generality that δl = δr = 0.
Fix 1 ≤ ℓ ≤ i ≤ j, ν ∈ IN0× IN20, D and sectorized, translation invariant functions g1, g2 and
h on Yℓ,ℓ, Yℓ,ℓ and Yi,j as in Theorem II.20. By Remark III.8, it suffices to prove that∥∥(g1•D•g2)f •C[i,j]•h∥∥κ1,κ2 ≤ const i√lℓ maxαup,αdn,αl∈IN0×IN20
|αup|+|αdn|+|αl|≤3
∣∣g1∣∣[[αup]]ℓ ∣∣g2∣∣[[αdn]]ℓ ∣∣h∣∣[αl,0,0]i,j (IV.4)
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for all κ1, κ2 ∈ Kj. Fix κ1, κ2 ∈ Kj . Set d = κ1−κ2 and denote by d the projection of d onto
{0} × IR2 identified with IR2. By Remark III.12, the set d is contained in a disc of radius
2lj . We fix such a disk and denote by τ its centre. Furthermore, as in the proof of Theorem
II.19a, we define τ0 = inf
{ |t0| ∣∣ (t0, t) ∈ d for some t ∈ IR2 } and
j0 =
max
{
n ∈ IN0
∣∣ τ0 ≤ 1Mn−1 } if 0 < τ0 ≤M
0 if τ0 ≥M
∞ if τ0 = 0
j1 =
max
{
n ∈ IN0
∣∣ |τ | ≤ 1
Mn
}
if j3lj < |τ | ≤ 1
0 if |τ | ≥ 1
∞ if |τ | ≤ j3lj
¯ = max
{
i− 1,min{j, j0, j1}
}
The analog of Proposition III.16 in the current double bubble setting is
Proposition IV.6 (Large Transfer Momentum)∥∥(g1 • D • g2)f • C[¯+1,j] • h∥∥κ1,κ2 ≤ const√lℓ ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,j
Proof: If min{j, j0, j1} = j, then ¯ = j and C[¯+1,j] = 0 so that there is nothing to prove.
So we may assume that min{j0, j1} < j.
Case 1: j0 ≤ j1. In this case,
∥∥(g1 • D • g2)f • C[¯+1,j] • h∥∥κ1,κ2 = 0, because C[¯+1,j](p, k)
vanishes unless |p0|, |k0| ≤
√
2M
M ¯+1 and hence unless |p0−k0| ≤ 2
√
2M
M ¯+1 <
1
M ¯ < τ0, while |t0| ≥ τ0
for all t ∈ d.
Case 2: j1 < j0. In this case |τ | ≥ j3lj . By Corollary IV.3, Lemma III.14 and Lemma C.4∥∥(g1 • D • g2)f • C[¯+1,j] • h∥∥κ1,κ2
≤ const ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,j lℓ j∑
m=¯+1
sup
s1,s2∈Σm
∥∥C(m)s1,s2∥∥bubble
sup
κ′∈Kℓ
#
{
(u1, u2, s1, s2) ∈ Σ2ℓ × Σ2m
∣∣∣∣ π(u1 − u2) ∩ π(κ′ − s1) 6= ∅π(s1 − s2) ∩ π(κ1 − κ2) 6= ∅
}
≤ const ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,j j∑
m=¯+1
[
min
(
ℓlℓ,
1+Mmlj
Mm|τ |
)
+
√
lℓ
|τ |
(
1
Mm
+ lj
)
+
√
lm
]
The last sum
j∑
m=¯+1
√
lm ≤
√
l¯ ≤
√
li−1 ≤ const
√
lℓ
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As, by the definition of j1,
1
|τ |
j∑
m=j1+1
(
1
Mm + lj
) ≤ 1|τ |( 1Mj1 + jlj) ≤ const
the middle sum
j∑
m=¯+1
√
lℓ
|τ |
(
1
Mm + lj
) ≤ const√lℓ
As min
(
ℓlℓ,
1+Mmlj
Mm|τ |
) ≤ min (ℓlℓ, 1Mm|τ |)+min (ℓlℓ, lj|τ |), the first sum
j∑
m=¯+1
min
(
ℓlℓ,
1+Mmlj
Mm|τ |
) ≤ jmin (ℓlℓ, lj|τ |)+ j∑
m=¯+1
min
(
ℓlℓ,
1
Mm|τ |
)
≤ jmin (ℓlℓ, lj|τ |)+ j∑
m=¯+1
(ℓlℓ)
2/3 1
(Mm|τ |)1/3
≤ jmin (ℓlℓ, lj|τ |)+ (ℓlℓ)2/3 1(M ¯|τ |)1/3
≤ jmin (ℓlℓ, lj|τ |)+ const (ℓlℓ)2/3
If j ≤ 1
l
1/3
ℓ
, then
jℓlℓ ≤ ℓl2/3ℓ ≤ const
√
lℓ
while, if j ≥ 1
l
1/3
ℓ
, then
jlj
|τ | ≤ 1j2 ≤ l
2/3
ℓ
Continuation of the proof of Theorem II.20a (assuming Theorem IV.5):
When M i ≥ l¯M ¯ = M (1−ℵ)¯, we have |¯− i+ 1| ≤ const i. In this case Theorem IV.4, with
r = j and j = ¯, gives∥∥(g1 • D • g2)f • C[i,¯] • h∥∥κ1,κ2 ≤ const i √lℓ ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,j
This together with Proposition IV.6 yields (IV.4). Therefore, we may assume that
M i ≤ l¯M ¯ (IV.5)
Furthermore, if ¯ = i − 1, C[i,¯] = 0 and there is nothing more to prove. So we may also
assume that j0, j1 ≥ i and ¯ ≤ j, j0, j1.
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Set v′ =
∑¯+1
i=2 p
(i) and C′[i,¯] = C′[i,¯]top + C
′[i,¯]
mid + C
′[i,¯]
bot with
C′[i,¯]top =
∑
i≤it≤¯
ib>¯
C
(it)
v′ ⊗C(ib) tv′ , C
′[i,¯]
mid =
∑
i≤it≤¯
i≤ib≤¯
C
(it)
v′ ⊗C(ib) tv′ , C
′[i,¯]
bot =
∑
it>¯
i≤ib≤¯
C
(it)
v′ ⊗C(ib) tv′
as in §III. Again, v−v′ is supported on the (¯+2)nd extended neighbourhood and C[i,¯]mid = C
′[i,¯]
mid .
Hence, by Theorem IV.4.i, with β = 0, r = j and j = ¯,
∥∥(g1 • D • g2)f • [C[i,¯] − C′[i,¯]] • h∥∥κ1,κ2 ≤ const√lℓ ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,j (IV.6)
By (IV.5) and the Definitions of ¯ and C′[i,¯], the hypotheses of Theorem IV.5, with r = j
and j = ¯, apply to (g1 • D • g2)f • C′[i,¯] • h. Hence∥∥(g1 • D • g2)f • C′[i,¯] • h∥∥κ1,κ2 ≤ const√lℓ maxαup,αdn,αl∈IN0×IN20
|αup|+|αdn|+|αl|≤3
∣∣g1∣∣[[αup]]ℓ ∣∣g2∣∣[[αdn]]ℓ ∣∣h∣∣[αl,0,0]i,j
This together with (IV.6) and Proposition IV.6 yields (IV.4). This completes the proof that
Theorem IV.5 implies Theorem II.20.a.
The rest of this section is devoted to the proof of Theorem IV.5. So we fix ν ∈ ∆,
1 ≤ ℓ ≤ i ≤ j ≤ r, D = D(ℓ)ν,up or D(ℓ)ν,dn and sectorized, translation invariant functions, g1, g2
and h, on Yℓ,ℓ, Yℓ,ℓ and Yi,r respectively. We also fix κ1, κ2 ∈ Kr and assume that
τ0 ≤ 1Mj−1 |τ | ≤ max
{
1
Mj
, r3lr
}
M i ≤ ljM j (IV.7)
and that p(i) vanishes for all i > j + 1. As in §III, we reduce the particle–hole bubble
propagator C[i,j] to the model bubble propagator of (III.22). This is done in the following
two lemmata.
Lemma IV.7 Let Z be the operator defined in (III.18). Then
∥∥(g1 • D • g2)f • (Z • C[i,j] • Zt −M) • h∥∥κ1,κ2 ≤ const√lℓ ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,r
Proof: Expand
Z • C[i,j] • Zt −M = (C˜[i,j] −M) + (Z • C[i,j] • Zt − C˜[i,j])
92
where C˜[i,j] was defined in (III.20). Then, for |p0| ≤ M+4
√
2M
Mj
,
(C˜[i,j]−M)+(Z •C[i,j] •Zt−C˜[i,j]) =
j∑
m=i
∑
s1,s2∈Σm
D(m)s1,s2+
j∑
m=i
∑
s1,s2∈Σm
(Z •C(m)s1,s2 •Zt−C˜(m)s1,s2)
where D(m)s1,s2 was defined in (III.23). So, by Corollary IV.3,∥∥(g1 • D • g2)f • (C˜[i,j] −M+Z • C[i,j] • Zt − C˜[i,j]) • h∥∥κ1,κ2
≤ const ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,r lℓ j∑
m=i
sup
κ′∈Kℓ
#
{
(s1, s2, u1, u2)
∣∣ π(s1 − s2) ∩ π(κ1 − κ2) 6= ∅, π(u1 − u2) ∩ π(κ′ − s1) 6= ∅ }
max
s1,s2∈Σm
[∥∥D(m)s1,s2∥∥bubble + ∥∥Z • C(m)s1,s2,φ • Zt − (C˜(m)s1,s2)φ∥∥bubble]
where φ was defined at the beginning of the proof of Proposition III.22. Then by Lemma
C.3, Lemma III.25 and Lemma III.23∥∥(g1 • D • g2)f • (C˜[i,j] −M+ Z • C[i,j] • Zt − C˜[i,j]) • h∥∥κ1,κ2
≤ const ∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,r lℓ[ i+1∑
m=i
1
lm
√
lℓ
lm +
j∑
m=i+2
j−m+1
lm
√
lℓ
Mm
Mj
lm +
j∑
m=i
1
lm
√
lℓ
lm
Mm
Mj
]
≤ const
√
lℓ
∣∣g1∣∣ℓ,ℓ∣∣g2∣∣ℓ,ℓ∣∣h∣∣i,r
Lemma IV.8∥∥(g1•D•g2)f •(C[i,j]−Z•C[i,j]•Zt)•h∥∥κ1,κ2 ≤ const√lℓ max|αup|+|αdn|≤1 ∣∣g1∣∣[[αup]]ℓ ∣∣g2∣∣[[αdn]]ℓ ∣∣h∣∣[1,0,0]i,r
Proof: By Lemma III.20
(g1 • D • g2)f • (C[i,j] −Z • C[i,j] • Zt) • h
= (g1 • D • g2)fr •DlC[i,j] • h+ (g1 • D • g2)f • Z •DrC[i,j] • hl
Both terms are bounded as in the previous lemma, using Lemma C.3 to bound the num-
ber of allowed 4–tuples (s1, s2, u1, u2) by
1
lm
√
lℓ
. Lemma III.21, (and, for the second term,
Lemma III.18.iii) are used to bound ‖DlC(m)s1,s2‖bubble ≤ const lmMm and ‖Z •DrC(m)s1,s2‖bubble ≤
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‖DrC(m)s1,s2‖bubble ≤ const lmMm . The right derivative in (g1 •D•g2)fr acts as a central derivative
on g1 • D • g2 and may be written, using Leibniz’s rule, as a sum of three terms with the
first containing a central derivative acting on g1, the second a central derivative acting on g2
and the third having one component of D’s index ν increased by one. Lemma IV.2 is used
to bound the bubble norms of the sectorized contributions to D. All together,∥∥(g1 • D • g2)f • (C[i,j] − Z • C[i,j] • Zt) • h∥∥κ1,κ2
≤ ∥∥(g1 • D • g2)fr •DlC[i,j] • h∥∥κ1,κ2 + ∥∥(g1 • D • g2)f • Z •DrC[i,j] • hl‖κ1,κ2
≤ const
[
M ℓ
∣∣g1∣∣[[(1,0,0)]]ℓ lℓ ∣∣g2∣∣ℓ,ℓ + ∣∣g1∣∣ℓ,ℓ M ℓlℓ ∣∣g2∣∣ℓ,ℓ + ∣∣g1∣∣ℓ,ℓ lℓ M ℓ∣∣g2∣∣[[(1,0,0)]]ℓ ]∣∣h∣∣
i,r
j∑
m=i
1
lm
√
lℓ
lm
Mm
+ const
∣∣g1∣∣ℓ,ℓ lℓ ∣∣g2∣∣ℓ,ℓ|hl|i,r j∑
m=i
1
lm
√
lℓ
lm
Mm
≤ const
√
lℓ max|αup|+|αdn|≤1
∣∣g1∣∣[[αup]]ℓ ∣∣g2∣∣[[αdn]]ℓ ∣∣h∣∣[1,0,0]i,r j∑
m=i
Mi
Mm
≤ const
√
lℓ max|αup|+|αdn|≤1
∣∣g1∣∣[[αup]]ℓ ∣∣g2∣∣[[αdn]]ℓ ∣∣h∣∣[1,0,0]i,r
Proposition IV.9∥∥(g1 • D • g2)f •M • h∥∥κ1,κ2 ≤ const√lℓ maxαup,αdn,αl∈IN0×IN20
|αup|+|αdn|+|αl|≤3
∣∣g1∣∣[[αup]]ℓ ∣∣g2∣∣[[αdn]]ℓ ∣∣h∣∣[αl,0,0]i,r
Proof: Write
M(p, k) =
∑
s1,s2∈Σi
Ms1,s2(p, k)
where
Ms1,s2(p, k) =M(p, k)ρ(p− k)χs1(p)χs2(k)
and ρ was defined just before (III.24). Then
(g1 • D • g2)f •M • h
=
∑
u1,u2∈Σℓ
w1,1,w1,2∈Σℓ
w2,1,w2,2∈Σℓ
∑
w1,3,w2,3∈Σℓ
s1,s2∈Σi
v1,v2∈Σi(
g1(y1,( · ,w1,3),( · ,w1,1),( · ,w1,2)) ◦ Du1,u2 ◦ g2(( · ,w2,1),( · ,w2,2),y2,( · ,w2,3))
)f
◦Ms1,s2 ◦ h(( · ,v1),( · ,v2),y3,y4)
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where, for ν = 1, 2,
yν =
{
κ′ν if κ
′
ν ∈ IM
(xν , κ
′
ν) if κ
′
ν ∈ Σℓ yν+2 =
{
κν if κν ∈ IM
(xν+2, κν) if κν ∈ Σr
g1
g2
h
κ′1
κ′2
w1,3
w2,3
v1
v2
w1,1 w1,2
w2,1 w2,2
κ1
κ2
The multiple convolution vanishes unless
π(s1 − s2) ∩ π(κ1 − κ2) 6= ∅ π(u1 − u2) ∩ π(κ′1 − s1) 6= ∅
and
w1,1 ∩ u1 6= ∅ w2,1 ∩ u1 6= ∅ w1,2 ∩ u2 6= ∅ w2,2 ∩ u2 6= ∅
π(w1,3) ∩ π(s1) 6= ∅ π(v1) ∩ π(s1) 6= ∅ π(w2,3) ∩ π(s2) 6= ∅ π(v2) ∩ π(s2) 6= ∅
(IV.8)
Fix the external sectors/momenta (κ1, κ2, κ
′
1, κ
′
2). Then, for each fixed (s1, s2, u1, u2), there
are at most 38 8–tuples (w1,1, w2,1, w1,2, w2,2, w1,3, v1, w2,3, v2) satisfying (IV.8). By Lemma
C.3, the number of allowed 4–tuples (s1, s2, u1, u2) is bounded by
1
li
√
lℓ
. Set, for each ς =
(κ′1, κ
′
2, w1,1, w1,2, w1,3, w2,1, w2,2, w2,3, u1, u2) ∈ K2ℓ × Σ8ℓ
g′ς = g1(y1,( · ,w1,3),( · ,w1,1),( · ,w1,2)) ◦ Du1,u2 ◦ g2(( · ,w2,1),( · ,w2,2),y2,( · ,w2,3))
for each τ = (w1,1, w1,2, w2,1, w2,2, , u1, u2) ∈ Σ6ℓ ,
gτ = g1( · , · ,( · ,w1,1),( · ,w1,2)) ◦ Du1,u2 ◦ g2(( · ,w2,1),( · ,w2,2), · , · )
and, for each v1, v2 ∈ Σi,
hv1,v2(x1, x2, y3, y4) = h
(
(x1, v1), (x2, v2), y3, y4
)
Then
∥∥(g1 • D • g2)f •M • h∥∥κ1,κ2 ≤ const 1li√lℓ sup
ς∈K2
ℓ
×Σ8
ℓ
max
s1,s2∈Σi
v1,v2∈Σi
∣∣∣∣∣∣g′ςf ◦Ms1,s2 ◦ hv1,v2∣∣∣∣∣∣1,∞
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By (III.28)∣∣∣∣∣∣g′ςf ◦Ms1,s2 ◦ hv1,v2∣∣∣∣∣∣1,∞ ≤ const li maxτ∈Σ6
ℓ
max
αr,αl∈IN0×IN20
|αr|+|αl|≤3
∣∣gfτ ∣∣[0,0,αr]ℓ,i ∣∣h∣∣[αl,0,0]i,r
Bounding ∣∣gfτ ∣∣[0,0,αr]ℓ,i ≤ |gτ |[0,αr,0]ℓ,ℓ
≤ const lℓ max
αup,αdn∈IN0×IN20
αup+αdn≤αr
|g1|[[αup]]ℓ |g2|[[αdn]]ℓ
by Leibniz and Lemma IV.2, yields∥∥(g1 • D • g2)f •M • h∥∥κ1,κ2 ≤ const 1li√lℓ lilℓ maxαup,αdn,αl∈IN0×IN20
|αup|+|αdn|+|αl|≤3
∣∣g1∣∣[[αup]]ℓ ∣∣g2∣∣[[αdn]]ℓ ∣∣h∣∣[αl,0,0]i,r
≤ const
√
lℓ max
αup,αdn,αl∈IN0×IN20
|αup|+|αdn|+|αl|≤3
∣∣g1∣∣[[αup]]ℓ ∣∣g2∣∣[[αdn]]ℓ ∣∣h∣∣[αl,0,0]i,r
Proof of Theorem IV.5: By Lemmas IV.7, IV.8 and Proposition IV.9,∥∥(g1 • D • g2)f • C[i,j] • h∥∥κ1,κ2 ≤ ∥∥(g1 • D • g2)f • (Z • C[i,j] • Zt −M) • h∥∥κ1,κ2
+
∥∥(g1 • D • g2)f • (C[i,j] −Z • C[i,j] • Zt) • h∥∥κ1,κ2
+
∥∥(g1 • D • g2)f •M • h∥∥κ1,κ2
≤ const
√
lℓ max
αup,αdn,αl∈IN0×IN20
|αup|+|αdn|+|αl|≤3
∣∣g1∣∣[[αup]]ℓ ∣∣g2∣∣[[αdn]]ℓ ∣∣h∣∣[αl,0,0]i,r
as desired.
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Appendix A: Bounds on Propagators
Fix, as in Theorem I.20, a sequence, p(2), p(3), · · ·, of sectorized, translation invariant
functions p(i) on
((
IR× IR2)× Σi)2 obeying
|p(i)|1,Σi ≤ ρ liMi ci pˇ(i)(0,k) = 0
and set, for all j ≥ 1,
v(k) =
∞∑
i=2
pˇ(i)(k) e′(k) = e(k) − v(k)
vj(k) =
j∑
i=2
pˇ(i)(k) e′j(k) = e(k) − vj(k)
Lemma A.1 There is a ρ˜0 > 0 such that for all ρ ≤ ρ˜0 and (k0,k) in the first neighbourhood
i)
∇ke′(k0,k) 6= 0 ∇ke′j(k0,k) 6= 0∣∣∂k0e′(k0,k)∣∣ ≤ ρ < 12 ∣∣∂k0e′j(k0,k)∣∣ ≤ ρ < 12∣∣ık0 − e′(k)∣∣ ≥ 12 ∣∣ık0 − e(k)∣∣ ∣∣ık0 − e′j(k)∣∣ ≥ 12 ∣∣ık0 − e(k)∣∣
ii)
∣∣∂αk e′j(k)∣∣ ≤ const{ 1 if |α| ≤ 1
ljM
(|α|−1)j if α ∈ ∆, |α| ≥ 2
iii) If |γ| = 1, then∣∣∂γk e′j(p0,k)− ∂γke′j(k0,k)∣∣, ∣∣∂γk e′(p0,k)− ∂γke′(k0,k)∣∣ ≤ const ρ |p0 − k0|ℵ∣∣∂k0e′j(k)− ∂k0e′j(k′)∣∣, ∣∣∂k0e′(k)− ∂k0e′(k′)∣∣ ≤ const ρ |k − k′|ℵ∣∣∂γke′j(k)− ∂γk e′j(k′)∣∣, ∣∣∂γk e′(k)− ∂γk e′(k′)∣∣ ≤ const |k − k′|ℵ
Proof: i) By setting p(i) = 0 for all i > j, it suffices to prove the statements regarding e′.
All statements follow from
sup
k
∣∣∂kv(k)∣∣ ≤ ∞∑
i=2
sup
k
∣∣∂kpˇ(i)(k)∣∣ ≤ ∞∑
i=2
2ρli ≤ ρ
For the second inequality, we used Lemma XII.12 of [FKTo3].
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ii) Again by Lemma XII.12 of [FKTo3],
∣∣∂αk e′j(k)∣∣ ≤ ∣∣∂αk e(k)∣∣+ j∑
i=2
∣∣∂αk pˇ(i)(k)∣∣ ≤ ∣∣∂αk e(k)∣∣+ j∑
i=2
2α!ρliM
(|α|−1)i
≤ const
{
1 if |α| ≤ 1
ljM
(|α|−1)j if α ∈ ∆, |α| ≥ 2
iii) Apply Lemma C.1 of [FKTf3] with C0 = C1 = const ρ, α = ℵ and β = 1 − ℵ. When
dealing with e′, use fi(t) = ∂
γ
k pˇi(t,k) for the first bound, fi(t) = ∂k0 pˇi
(
k + t k
′−k
|k′−k|
)
for the
second bound and fi(t) = ∂
γ
k pˇi
(
k + t k
′−k
|k′−k|
)
for the third bound. When dealing with e′j use
the above fi’s for 2 ≤ i ≤ j and zero otherwise. The contribution from e(k) vanishes in the
first two bounds and is bounded by const |k − k′| in the third.
Recall that, for j ≥ 1, C(j)v (k) = ν
(j)(k)
ik0−e′(k) . Set, for m ≥ 1 and s ∈ Σm,
c(j)s (k) = C
(j)
v (k)χs(k)
and denote by c
(j)
s (x) its Fourier transform.
Lemma A.2 There are M–dependent constants const and ρ˜0 such that the following holds
for all ρ ≤ ρ˜0, β ∈ ∆ and j ≥ 1.
i) For s ∈ Σj, ∥∥xβc(j)s (x)∥∥L1 ≤ constM (1+|β|)j
ii) For 1 ≤ m ≤ j and s ∈ Σm,∥∥xβc(j)s (x)∥∥L∞ ≤ const lmM (|β|−1)j
iii) For m ≥ 1 and s ∈ Σm,∥∥c(j)s (x)∥∥L∞ ≤ const lmMj ∥∥∥∂∂x0 c(j)s (x)∥∥∥L∞ ≤ const lmM2j
iv) For s ∈ Σj, ∥∥∥∂∂x0 c(j)s (x)∥∥∥L1 ≤ const
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Proof: For any sector s′ of any scale, c(j)s′ (k) is supported on the j
th shell and pˇ(i)(k) is
supported on the ith extended neighbourhood. If i > j + 1, the j shell and ith extended
neighbourhood do not intersect, so we may assume that p(i) = 0 for all i > j + 1. Therefore,
by Corollary XIX.13 and Proposition XIX.4.iii of [FKTo4],
|v|1,Σj ≤
j+1∑
i=2
|p(i)|1,Σj ≤ const
j+1∑
i=2
ρ li
Mj cj ≤ const ρMj cj
Hence the hypotheses of Proposition XIII.5 of [FKTo3] are fulfilled. To apply this Proposition,
we let, for s′, s′′ ∈ Σj , c˜
(
(ξ, s′), (ξ′, s′′)) be the Fourier transform, as in Definition IX.3
of [FKTo2], of χs′(k)C
(j)
v (k)χs′′(k). Comparing this Fourier transform with that specified
before Definition I.17, we see that
c
(j)
s′ (x) =
∑
s′′∈Σj
c˜
(
(0, ↑, 0, s′), (x, ↑, a, s′′))
By conservation of momentum, only three s′′’s give nonzero contributions to the right hand
side for each s′. Hence, by parts (ii) and (iii) of Proposition XIII.5 of [FKTo3] and Corollary
A.5.i of [FKTo1],∑
δ∈IN0×IN20
1
δ!
∥∥xδc(j)s′ (x)∥∥L1tδ ≤ const ∣∣c˜∣∣1,Σj ≤ const Mjcj1−const ρcj ≤ constM jcj (A.1)∑
δ∈IN0×IN20
1
δ!
∥∥xδc(j)s′ (x)∥∥L∞tδ ≤ const ljMj cj1−const ρcj ≤ const ljMj cj (A.2)
i) follows from (A.1) by choosing s′ = s.
ii) By (A.2), ∥∥xδc(j)s′ (x)∥∥L∞ ≤ const ljMjM |δ|j
for all s′ ∈ Σj and δ ∈ ∆. Write c(j)s (k) =
∑
s′∈Σj
s∩s′ 6=∅
c
(j)
s′ (k)χs(k). By Lemma XII.3.iii of
[FKTo3]∥∥xβc(j)s (x)∥∥L∞ ≤ const ∑
s′∈Σj
s∩s′ 6=∅
∑
δ,δ′∈IN0×IN20
δ+δ′=β
∥∥xδc(j)s′ (x)∥∥L∞∥∥xδ′ χˆs(x)∥∥L1
≤ const
∑
s′∈Σj
s∩s′ 6=∅
∑
δ,δ′∈IN0×IN20
δ+δ′=β
lj
Mj
M |δ|jM |δ
′|j ≤ const lm
lj
lj
Mj
M |β|j
iii) follows from the observations that
sup
k
∣∣c(j)s (k)| ≤ constM j sup
k
∣∣k0c(j)s (k)| ≤ const
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and c
(j)
s (k) is supported in a region of volume const
lm
M2j .
iv) follows from part (iv) of Proposition XIII.5 of [FKTo3].
Recall from Lemma III.25 that
∆m1,m2s1,s2 (p,k) =
∫ b(m1,m2)
−b(m1,m2)
dω
µ(m1,m2)(ω,k,p)χs1(p)χs2(k)
[iω − e′(ω,p)][iω− e′(ω,k)]
where
µ(m1,m2)(ω,k,p) =
[
1− ν0(ω)ν1(p,k)
]
ν(m1)((ω,p))ν(m2)((ω,k))
and
b(m1, m2) =

const
Mmax{m1,m2} if m = i, i+ 1
min
{
1
Mj−3/4 ,
const
Mmax{m1,m2}
}
if m ≥ i+ 2
The functions ν0 and ν1 were defined just before (III.22).
Lemma A.3 Let i ≤ m ≤ j, min{m1, m2} = m and s1, s2 ∈ Σm. Then∫
dz1 sup
z2
∣∣∆ˆm1,m2s1,s2 (z1, z2)∣∣ ≤ const b(m1, m2) l2mMm1lm1∫
dz2 sup
z1
∣∣∆ˆm1,m2s1,s2 (z1, z2)∣∣ ≤ const b(m1, m2) l2mMm2lm2
Proof: We may write ∆m1,m2s1,s2 (p,k) as a sum of two pieces, each of the form∑
u1,v1∈Σm1
u1∩s1 6=∅
u1∩v1 6=∅
∑
u2,v2∈Σm2
u2∩s2 6=∅
u2∩v2 6=∅
∆u1,v1,u2,v2(p,k)
with
∆u1,v1,u2,v2(p,k) = ±
∫
dω ζm1,m2(ω)c
(m1)
u1
(ω,p)c(m2)u2 (ω,k)χ1,v1(ω,p)χ2,v2(ω,k)
where
χ1,v1(ω,p) =

1 or
∞∑
ℓ=i+1
ν
(
M2ℓe(p)2
) χv1(ω,p)χs1(0,p)
χ2,v2(ω,k) =

1 or
∞∑
ℓ=i+1
ν
(
M2ℓe(k)2
) χv2(ω,k)χs2(0,k)
ζm1,m2(ω) =
{
1 or
ν0(ω)
}
χm1,m2(ω)
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and χm1,m2(ω) is the characteristic function of the interval
[ − b(m1, m2), b(m1, m2)]. The
Fourier transform of ∆u1,v1,u2,v2(p,k) is then
∆ˆu1,v1,u2,v2(z1, z2) =
∫
dx1 dx2
4∏
ℓ=1
dtℓ c
(m1)
u1 (t1,x1)χˆ1,v1(t2 − t1, z1 − x1)
c(m2)u2 (t3 − t2,x2)χˆ2,v2(t4 − t3, z2 − x2)ζˆm1,m2(−t4)
This is bounded using
sup
t4
∣∣ζˆm1,m2(−t4)∣∣ ≤ 2b(m1, m2)
sup
t3,x2,z2
∫
dt4
∣∣χˆ2,v2(t4 − t3, z2 − x2)∣∣ ≤ const lm2Mm2
sup
t2
∫
dt3 dx2
∣∣c(m2)u2 (t3 − t2,x2)∣∣ ≤ constMm2
sup
t1,x1
∫
dt2 dz1
∣∣χˆ1,v1(t2 − t1, z1 − x1)∣∣ ≤ const∫
dt1 dx1
∣∣c(m1)u1 (t1,x1)∣∣ ≤ constMm1
(A.3)
The supremum of |ζˆm1,m2(−t4)| was bounded by the L1 norm of ζm1,m2(ω). The bounds on
c
(mℓ)
uℓ , ℓ = 1, 2 are immediate consequences of Lemma A.2.i with β = 0. The bounds on χˆℓ,vℓ ,
ℓ = 1, 2 are proven much as Lemma XIII.3 of [FKTo3]. Indeed (XIII.3) of [FKTo3] applies
with j = mℓ and l = lmℓ . Denoting by x⊥ and x‖ the components of x perpendicular and
parallel, respectively, to the Fermi curve at the centre of vℓ, Proposition XIII.1.i gives∣∣χˆℓ,vℓ(t,x)∣∣ ≤ const lmℓM2mℓ 1[1+M−mℓ |t|]2 [1+M−mℓ |x⊥|+lmℓ |x‖|]3
from which the desired bounds follow. Applying, in order, the bounds of (A.3) yields∫
dz1 sup
z2
∣∣∆ˆu1,v1,u2,v2(z1, z2)∣∣ ≤ const b(m1, m2) lm2Mm1
Similarly, ∫
dz2 sup
z1
∣∣∆ˆu1,v1,u2,v2(z1, z2)∣∣ ≤ const b(m1, m2) lm1Mm2
For each fixed s1 ∈ Σm, there are at most const lmlm1 pairs (u1, v1) ∈ Σ
2
m1 obeying u1∩ s1 6= ∅,
u1 ∩ v1 6= ∅ and for each fixed s2 ∈ Σm, there are at most const lmlm2 pairs (u2, v2) ∈ Σ
2
m2
obeying u2 ∩ s2 6= ∅, u2 ∩ v2 6= ∅. Hence∫
dz1 sup
z2
∣∣∆ˆm1,m2s1,s2 (z1, z2)∣∣ ≤ const b(m1, m2) lmlm1 lmlm2 lm2Mm1 ≤ const b(m1, m2) l2mMm1lm1∫
dz2 sup
z1
∣∣∆ˆm1,m2s1,s2 (z1, z2)∣∣ ≤ const b(m1, m2) lmlm1 lmlm2 lm1Mm2 ≤ const b(m1, m2) l2mMm2lm2
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Appendix B: Bound on the Generalized Model Bubble
Fix, as in Theorem I.20, a sequence, p(2), p(3), · · ·, of sectorized, translation invariant
functions p(i) on
((
IR× IR2)× Σi)2 obeying
|p(i)|1,Σi ≤ ρ liMi ci pˇ(i)(0,k) = 0
Let I be an interval of length l on the Fermi surface F and u(k, t) a function that vanishes
unless πF (k) ∈ I, where πF is projection on the Fermi curve F . Set, for 1 ≤ i ≤ j,
Bi,j(t) =
∫
dk
ν
(i,j)
0 (k0)u(k, t)
[ık0 − e′(k0,k)][ık0 − e′(k0,k+ t)]
where
ν
(i,j)
0 (k0) =
j−1∑
ℓ=i+1
ν(M2ℓk20) e
′(k) = e(k)−
j+1∑
ℓ=2
pˇ(ℓ)(k)
Lemma B.1 Let 1 ≤ i ≤ j obey M i ≤ ljM j. Then∣∣∂αt Bi,j(t)∣∣ ≤ const lmax{1, j ljM |α|j} max|β+γ|≤|α| supk,t 1Mi|β+γ| ∣∣∂βt ∂γku(k, t)∣∣
for all |α| ≤ 4 and all t in a neighbourhood of the origin.
Proof: Let
E′(k0,k, t, s) = se′(k0,k) + (1− s)e′(k0,k+ t)
E(k, t, s) = E′(0,k, t, s) = se(k) + (1− s)e(k+ t)
w(k, t, s) = 1− 1
i
∂E′
∂k0
(0,k, t, s)
E˜(k0,k, t, s) = E
′(k0,k, t, s)−E′(0,k, t, s)− k0 ∂E′∂k0 (0,k, t, s)
Then
Bi,j(t) =
∫
dk
ν
(i,j)
0 (k0)u(k, t)
[ık0 − e′(k0,k)][ık0 − e′(k0,k+ t)]
=
∫
dk
ν
(i,j)
0 (k0)u(k, t)
e′(k0,k)− e′(k0,k+ t)
[ 1
ık0 − e′(k0,k) −
1
ık0 − e′(k0,k+ t)
]
=
∫
dk
∫ 1
0
ds
ν
(i,j)
0 (k0)u(k, t)
[ık0 − E′(k0,k, t, s)]2
=
∫
dk
∫ 1
0
ds
ν
(i,j)
0 (k0)u(k, t)
[ıw(k, t, s)k0 − E(k, t, s)− E˜(k0,k, t, s)]2
(B.1)
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Case i: |α| ≥ 1 Make, for each fixed s, the change of variables from k to E and an “angular”
variable θ. Denote by J(E, t, θ, s) the Jacobian of this change of variables. Then
Bi,j(t) =
∫ 1
0
ds
∫
dk0
∫
dθdE
ν
(i,j)
0 (k0)u
(
k(E, t, θ, s), t
)
J(E, t, θ, s)
[ıw(k(E, t, θ, s), t, s)k0− E − E˜(k0,k(E, t, θ, s), t, s)]2
(B.2)
Since E(k, t, s) = se(k) + (1− s)e(k+ t) and t is restricted to a small neighbourhood of the
origin, ∣∣∇kE(k, t, s)∣∣ ≥ const > 0 ∣∣∂αk ∂βt E(k, t, s)∣∣ ≤ const′ (B.3)
for all α+ β having spatial component at most r. Using
∂tikℓ(E, t, θ, s) = − ∂k2θ(k)δℓ,1−∂k1θ(k)δℓ,2∂k1E(k,t,s) ∂k2θ(k)−∂k2E(k,t,s) ∂k1θ(k)∂tiE(k, t, s)
∣∣∣
k=k(E,t,θ,s)
one proves, by induction on |β|, that, for |β| ≤ r,
∣∣∂βt k(E, t, θ, s)∣∣≤ const′′ (B.4)
Using this bound and
J(E, t, θ, s) = 1|∂k1E(k,t,s) ∂k2θ(k)−∂k2E(k,t,s) ∂k1θ(k)|
∣∣∣
k=k(E,t,θ,s)
one proves that, for |β| ≤ r − 1,
∣∣∂βt J(E, t, θ, s)∣∣≤ const′′ (B.5)
By Lemma A.1.ii, for α+ β + (1, 0, 0) ∈ ∆,
∣∣∂αk ∂βt w(k, t, s)∣∣ ≤ const{ 1 if |α|+ |β| = 0ljM (|α|+|β|)j if |α|+ |β| ≥ 1 (B.6)
Since
E˜(k0,k, t, s) = E
′(k0,k, t, s)−E′(0,k, t, s)− k0 ∂E′∂k0 (0,k, t, s)
=
∫ k0
0
dκ
[
∂E′
∂k0
(κ,k, t, s)− ∂E′∂k0 (0,k, t, s)
]
parts (ii) and (iii) of Lemma A.1 imply that, again for α+ β + (1, 0, 0) ∈ ∆,
∣∣∂αk ∂βt E˜(k0,k, t, s)∣∣ ≤ const ρ

|k0|1+ℵ if |α|+ |β| = 0
|k0|ℵ + |k0|ljM j if |α|+ |β| = 1
ljM
(|α|+|β|−1)j + |k0|ljM (|α|+|β|)j if |α|+ |β| > 1
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For k0 in the support of ν
(i,j)
0 (k0), |k0| ≥ const 1Mj and
∣∣∂αk ∂βt E˜(k0,k, t, s)∣∣ ≤ const ρ{ |k0|1+ℵ if |α|+ |β| = 0|k0|ljM (|α|+|β|)j if |α|+ |β| ≥ 1 (B.7)
Applying ∂αt to (B.2) yields an integral whose integrand is a sum of terms (whose
number is bounded by a universal constant) of the form a combinatorial factor (which is
bounded by a universal constant) times ν
(i,j)
0 (k0) times
1
[ıwk0−E−E˜]m+2
m∏
p=1
[
− ∂γ(p)k ∂β
(p)
t (ık0w − E˜)
|γ(p)|∏
ℓ=1
∂α
(p,ℓ)
t kiℓ
] [
∂γ
′
k ∂
β′
t u
|γ′|∏
ℓ′=1
∂α
′(ℓ′)
t kiℓ′
]
∂β
′′
t J
with the various degrees obeying
β′′ + β′ +
|γ′|∑
ℓ′=1
α′(ℓ
′)
+
m∑
p=1
[
β(p) +
|γ(p)|∑
ℓ=1
α(p,ℓ)
]
= α
|γ(p)|+ |β(p)| ≥ 1 for all 1 ≤ p ≤ m
|α(p,ℓ)| ≥ 1 for all 1 ≤ p ≤ m, 1 ≤ ℓ ≤ |γ(p)|
|α′(ℓ′)| ≥ 1 for all 1 ≤ ℓ′ ≤ |γ′|
Using the fact, from Lemma A.1.i, that |w(k, t, s) − 1| ≤ ρ ≤ 1
2
and the bounds on the
derivatives of k, J , w and E˜ of (B.4–B.7), we may bound this term by
const
′ 1
|ık0−E|m+2
m∏
p=1
[
|k0|ljM (|γ(p)|+|β(p)|)j
]
sup
k,t
∣∣∂γ′k ∂β′t u∣∣
≤ const′ |k0|m|ık0−E|m+2
m∏
p=1
[
ljM
(|γ(p)|+|β(p)|)j
]
M i(|β
′|+|γ′|) max
|β+γ|≤|α|
sup
k,t
1
Mi|β+γ|
∣∣∂βt ∂γku(k, t)∣∣
≤ const′ |k0|m|ık0−E|m+2M |α−β
′′|jM |β
′+γ′|(i−j) lmj max|β+γ|≤|α|
sup
k,t
1
Mi|β+γ|
∣∣∂βt ∂γku(k, t)∣∣
≤ const′ 1|ık0−E|2M |α|jlj max|β+γ|≤|α| supk,t
1
Mi|β+γ|
∣∣∂βt ∂γku(k, t)∣∣
For the second inequality, we used that |β′|+ |γ′|+∑mp=1[|γ(p)|+ |β(p)|] ≤ |α− β′′|. For the
final inequality we used that one of m, |γ′|, |β′|, |β′′| must be nonzero for |α| to be nonzero
and we also used the hypothesis that M i−j ≤ lj . The bound is completed by applying∫ const
const
Mj
dk0
∫
I
dθ
∫ const
−const
dE 1|ık0−E|2 ≤ const′ l
∫ const
const
Mj
dR 1R ≤ const jl
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Case ii: α = 0. Recall from (B.1) that
Bi,j(t) =
∫
dk
∫ 1
0
ds
ν
(i,j)
0 (k0)u(k, t)
[ıw(k, t, s)k0 − E(k, t, s)− E˜(k0,k, t, s)]2
and set
B′i,j(t) =
∫
dk
∫ 1
0
ds
ν
(i,j)
0 (k0)u(k, t)
[ıw(k, t, s)k0 −E(k, t, s)]2
By Lemma A.1.i, (B.7) and the reality of k0 and E(k, t, s),
1
4
∣∣ık0 − E(k, t, s)∣∣ ≤ ∣∣ıw(k, t, s)k0 − E(k, t, s)− E˜(k0,k, t, s)∣∣ ≤ 2∣∣ık0 − E(k, t, s)∣∣
Hence, by (B.7),∣∣Bi,j(t)−B′i,j(t)∣∣
≤
∫
dk
∫ 1
0
ds |ν(i,j)0 (k0)u(k, t)|
∣∣∣ [ıw(k,t,s)k0−E(k,t,s)]2−[ıw(k,t,s)k0−E(k,t,s)−E˜(k0,k,t,s)]2
[ıw(k,t,s)k0−E(k,t,s)]2[ıw(k,t,s)k0−E(k,t,s)−E˜(k0,k,t,s)]2
∣∣∣
=
∫
dk
∫ 1
0
ds |ν(i,j)0 (k0)u(k, t)|
∣∣∣ E˜(k0,k,t,s)[2ıw(k,t,s)k0−2E(k,t,s)−E˜(k0,k,t,s)]
[ıw(k,t,s)k0−E(k,t,s)]2[ıw(k,t,s)k0−E(k,t,s)−E˜(k0,k,t,s)]2
∣∣∣
≤
∫
dk
∫ 1
0
ds const |k0|ℵ|ν(i,j)0 (k0)u(k, t)| |E˜(k0,k,t,s)||ık0−E(k,t,s)|3
≤
∫
dk
∫ 1
0
ds const |k0|ℵ|ν(i,j)0 (k0)u(k, t)| 1|ık0−E(k,t,s)|2
≤ const sup
k,t
|u(k, t)|
∫
I
dθ
∫ const
−const
dk0
∫ const
−const
dE |k0|
ℵ
|ık0−E|2
≤ const sup
k,t
|u(k, t)|
∫
I
dθ
∫ const
−const
dk0 |k0|ℵ−1
∫
dE′ 1|ı−E′|2
≤ const l sup
k,t
|u(k, t)|
and it suffices to consider B′i,j(t).
Make, for each fixed s, the change of variables from k to E = E(k, t, s) and an
“angular” variable θ. Then
B′i,j(t) =
∫ 1
0
ds
∫
dθ
∫
dk0dE ν
(i,j)
0 (k0)
u
(
k(E, t, θ, s), t
)
J(E, t, θ, s)
[ıw(k(E, t, θ, s), t, s)k0− E]2
Integrating by parts with respect to k0,
B′i,j(t) =
∫ 1
0
ds
∫
dθdE
∫ ∞
−∞
dk0 ν
(i,j)
0 (k0)
u J
w ı
d
dk0
1
ıwk0−E
=
∫ 1
0
ds
∫
dθdE
∫ ∞
−∞
dk0
uJ
w (−ı)ddk0 ν
(i,j)
0 (k0)
ıwk0 − E
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Since ddk0 ν
(i,j)
0 (k0) is odd under k0 → −k0,
B′i,j(t) =
∫ 1
0
ds
∫
dθdE
∫ ∞
0
dk0
u J
w
(−ı)
[
d
dk0
ν
(i,j)
0 (k0)
][
1
ıwk0−E − 1−ıwk0−E
]
=
∫ 1
0
ds
∫
dθdE
∫ ∞
0
dk0
u J
w (−ı)
[
d
dk0
ν
(i,j)
0 (k0)
]
−2ıwk0
w2k20+E
2
= −2
∫ 1
0
ds
∫
dθ
∫ ∞
−∞
dE
∫ ∞
0
dk0
[
d
dk0
ν
(i,j)
0 (k0)
]
u(k(E,t,θ,s),t)J(E,t,θ,s)k0
w(k(E,t,θ,s),t,s)2k20+E
2
Hence, since
∣∣w(k(E, t, θ, s), t, s)− 1∣∣ ≤ ρ ≤ 15 , ∣∣w(k(E, t, θ, s), t, s)2− 1∣∣ ≤ 12 and
∣∣B′i,j(t)∣∣ ≤ 4 sup |uJ | ∫ 1
0
ds
∫
I′
dθ
∫ ∞
0
dk0
∫ ∞
−∞
dE
∣∣∣ddk0 ν(i,j)0 (k0)∣∣∣ k0k20+E2
where I ′ is some interval of length const l. Finally,
∣∣B′i,j(t)∣∣ ≤ const l sup |u| ∫ ∞
0
dk0
∣∣∣ ddk0 ν(i,j)0 (k0)∣∣∣
≤ const l sup
k,t
|u(k, t)|
since
∫∞
0
dk0
∣∣d
dk0
ν
(i,j)
0 (k0)
∣∣ = 2.
Theorem B.2 Let 1 ≤ i ≤ j obey M i ≤ ljM j. Let t and n be mutually perpendicular unit
vectors in IR2 and ρ(k) be a function that is supported in a rectangle in k having one side
of length const
Mj
parallel to n and one side of length const lj parallel to t. Furthermore assume
that, for all α1, α2 ≤ 2, ∣∣∣(n · ∂k)α1(t · ∂k)α2ρ(k)∣∣∣ ≤ constMα1j 1
l
α2
j
Let a = 1/21−ℵ and Bˆi,j(x) be the Fourier transform of ρ(k)Bi,j(k). Then∣∣Bˆi,j(x)∣∣ ≤ const l ljMj 1(1+|n·x/Mj|3/2)(1+|ljt·x|(1+a)/2) max|β+γ|≤3 supk,t 1Mi|β+γ| ∣∣∂βt ∂γku(k, t)∣∣
Proof: Denote
U = max
|β+γ|≤3
sup
k,t
1
Mi|β+γ|
∣∣∂βt ∂γku(k, t)∣∣
Note that 1 < a < 3
2
. The first step is to prove that for all α1 ∈ {0, 1} and 0 ≤ α2 ≤ a∣∣∣(n · ∂k)α1(t · ∂k)[α2][Bi,j(k+ qt)−Bi,j(k)]∣∣∣ ≤ C lU Mα1j 1
l
α2
j
|q|α2−[α2] (B.8)
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where [α2] is the integer part of α2. Here C is a constant that is independent of i, j, k and
q. To prove (B.8) when [α2] = 0, apply Lemma B.1 twice to obtain∣∣∣(n · ∂k)α1[Bi,j(k+ qt)−Bi,j(k)]∣∣∣ ≤ ∣∣∣(n · ∂k)α1Bi,j(k+ qt)∣∣∣+∣∣∣(n · ∂k)α1Bi,j(k)∣∣∣
≤ 2 const lU Mα1j∣∣∣(n · ∂k)α1[Bi,j(k+ qt)−Bi,j(k)]∣∣∣ ≤ |q| sup
p
∣∣∣(n · ∂p)α1(t · ∂p)Bi,j(p)∣∣∣
≤ const lU |q| jljM (α1+1)j
Multiplying the (1− α2)th power of the first bound by the αth2 power of the second gives∣∣∣(n · ∂k)α1[Bi,j(k+ qt)−Bi,j(k)]∣∣∣ ≤ 21−α2const lU |q|α2Mα1j (jlj M j)α2
= 21−α2const lU Mα1j 1
l
α2
j
|q|α2 (jM (1−2ℵ)j)α2
≤ C lU Mα1j 1
l
α2
j
|q|α2
To prove (B.8) when [α2] = 1, again apply Lemma B.1 twice to obtain∣∣∣(n · ∂k)α1(t · ∂k)[Bi,j(k+ qt)−Bi,j(k)]∣∣∣ ≤ 2 const lU jljM (α1+1)j∣∣∣(n · ∂k)α1(t · ∂k)[Bi,j(k+ qt)−Bi,j(k)]∣∣∣ ≤ |q| sup
p
∣∣∣(n · ∂p)α1(t · ∂p)2Bi,j(p)∣∣∣
≤ const lU |q| jljM (α1+2)j
Multiplying the (2 − α2)th power of the first bound by the (α2 − 1)th power of the second
gives∣∣∣(n · ∂k)α1(t · ∂k)[Bi,j(k+ qt)−Bi,j(k)]∣∣∣ ≤ 22−α2const lU |q|α2−1M (α1+1)j jljM (α2−1)j
= 22−α2const lU Mα1j 1
l
α2
j
|q|α2−1 (jM−(ℵ+α2ℵ−α2)j)
≤ C lU Mα1j 1
l
α2
j
|q|α2−1
since ℵ + α2ℵ − α2 = ℵ − (1 − ℵ)α2 ≥ ℵ − (1 − ℵ)a = ℵ − 12 > 0. We also have, for all
α1 ∈ {0, 1, 2} and α2 ∈ {0, 1},∣∣∣(n · ∂k)α1(t · ∂k)α2Bi,j(k)∣∣∣ ≤ const lUMα1j 1
l
α2
j
(B.9)
since jljM
α2j = 1
l
α2
j
jM−(ℵ+α2ℵ−α2)j ≤ const 1
l
α2
j
for α2 = 0, 1.
The next step is to prove that for all α1 ∈ {0, 1} and 0 ≤ α2 ≤ a∣∣∣(n · ∂k)α1(t · ∂k)[α2][ρ(k+ qt)Bi,j(k+ qt)− ρ(k)Bi,j(k)]∣∣∣ ≤ C′ lU Mα1j 1
l
α2
j
|q|α2−[α2] (B.10)
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Applying the hypothesis on ρ twice,∣∣∣(n · ∂k)α1(t · ∂k)[α2][ρ(k+ qt)− ρ(k)]∣∣∣ ≤ 2 constMα1j 1
l
[α2]
j∣∣∣(n · ∂k)α1(t · ∂k)[α2][ρ(k+ qt)− ρ(k)]∣∣∣ ≤ constMα1j 1
l
[α2]+1
j
|q|
Multiplying the (1 + [α2] − α2)th power of the first bound by the (α2 − [α2])th power of the
second gives∣∣∣(n · ∂k)α1(t · ∂k)[α2][ρ(k+ qt)− ρ(k)]∣∣∣ ≤ 21+[α2]−α2constMα1j 1
l
α2
j
|q|α2−[α2] (B.11)
The bound (B.10) follows from the product rule and∣∣∣(n · ∂k)α1(t · ∂k)[α2][ρ(k+ qt)Bi,j(k+ qt)− ρ(k)Bi,j(k)]∣∣∣
≤
∣∣∣(n · ∂k)α1(t · ∂k)[α2][ρ(k+ qt)Bi,j(k+ qt)− ρ(k)Bi,j(k+ qt)]∣∣∣
+
∣∣∣(n · ∂k)α1(t · ∂k)[α2][ρ(k)Bi,j(k+ qt)− ρ(k)Bi,j(k)]∣∣∣
by using (B.11) and (B.9) to bound the first line and (B.8) and the hypothesis on the deriva-
tives of ρ, to bound the second.
The Lemma will follow from
sup
x
∣∣n · x/M j∣∣α1 |ljt · x|α2 ∣∣Bˆi,j(x)∣∣ ≤ const lU ljMj
for all α1 ∈ {0, 32} and α2 ∈ {0, 1+a2 }. This in turn will follow from
sup
x
∣∣n · x/M j∣∣α1 |ljt · x|α2 ∣∣Bˆi,j(x)∣∣ ≤ const lU ljMj (B.12)
for all α1 ∈ {0, 1, 2}, α2 ∈ {0, 1, a}, (α1, α2) 6= (2, a), by taking various geometric means. In
particular, to handle the case (α1, α2) =
(
3
2 ,
1+a
2
)
, take the geometric mean of the bounds
with (α1, α2) = (1, a) and (α1, α2) = (2, 1). For α2 = 0, 1, (B.12) follows, by integration by
parts, from ∣∣∣(n · ∂k)α1(t · ∂k)α2[ρ(k)Bi,j(k)]∣∣∣ ≤ const lU Mα1j 1
l
α2
j
and the fact that ρ(k)Bi,j(k) is supported in a region of volume const
lj
Mj
. Furthermore, if
|ljt · x| ≤ 1, ∣∣n · x/M j ∣∣α1 |ljt · x|a∣∣Bˆi,j(x)∣∣ ≤ ∣∣n · x/M j∣∣α1 ∣∣Bˆi,j(x)∣∣ ≤ const lU ljMj
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so it suffices to consider α1 = 0, 1, α2 = a and |t · x| ≥ 1lj . Let D˜j(x) denote the Fourier
transform of
Di,j(k) =
1
Mα1j
(
n · ∂k
)α1(
ljt · ∂k
)[
ρ(k)Bi,j(k)
]
Then ∣∣e−ıqt·x − 1∣∣∣∣n · x/M j∣∣α1 |ljt · x|∣∣Bˆi,j(x)∣∣ = ∣∣e−ıqt·x − 1∣∣ ∣∣∣ ∫ d2k(2π)2 eık·xDi,j(k)∣∣∣
=
∣∣∣ ∫ d2k(2π)2 [eı(k−qt)·x − eık·x]Di,j(k)∣∣∣
=
∣∣∣ ∫ d2k(2π)2 eık·x[Di,j(k+ qt) −Di,j(k)]∣∣∣
By (B.10) ∣∣Di,j(k+ qt)−Di,j(k)∣∣ ≤ C′ lU |q|a−1
l
a−1
j
Furthermore, if |q| < lj , Di,j(k+ qt) −Di,j(k) is supported in a region of volume const ljMj ,
so that ∣∣e−ıqt·x − 1∣∣∣∣n · x/M j∣∣α1 |ljt · x|∣∣Bˆi,j(x)∣∣ ≤ const lU ljMj |q|a−1la−1
j
To finish the proof of (B.12), and the Lemma, it now suffices to choose q = 110 t·x and observe
that then
∣∣e−ıqt·x − 1∣∣ = ∣∣e−ı/10 − 1∣∣ > 0.
Lemma B.3 Let I be an interval of length l on the Fermi surface F , K be a compact subset of
IR2, and uj(k, t0, z) = uj
(
(k0,k), t0, z
)
and vj(k, t, z) = vj
(
(k0,k), t, z
)
, j > 1, be functions
that vanish unless k ∈ K and πF (k) ∈ I, where πF is projection on the Fermi surface. The
variable z runs over IRn for some n ∈ IN. Let nj(ω), j > 1, be functions that take values in
[0, 1], vanish in a (j–dependent) neighbourhood of ω = 0, are supported in a compact set that
is independent of j and converge pointwise as j →∞. Set, for j > 1,
Aj(t0, z) =
∫
dk
nj(e(k))uj(k, t0, z)
[ık0 − e′(k0,k)][ı(k0 + t0)− e′(k0 + t0,k)]
Bj(t, z) =
∫
dk
nj(k0)vj(k, t, z)
[ık0 − e′(k0,k)][ık0 − e′(k0,k+ t)]
and let
Uℵ˜ = sup
j,k,t0,z
|uj(k, t0, z)|+ sup
j,k,t0,κ,z
|uj(k−(κ,0),t0,z)−uj(k,t0,z)|
|κ|ℵ˜
+ sup
j,k,t0,z
|uj(k,t0,z)−uj(k,0,z)|
|t0|ℵ˜ + supj,k,t0,z,z′
|uj(k,t0,z)−uj(k,t0,z′)|
|z−z′|ℵ˜
Vℵ˜ = sup
j,k,t,z
|vj(k, t, z)|+ sup
j,k0,k,k′,t,z
|vj((k0,k′),t,z)−vj((k0,k),t,z)|
|k−k′|ℵ˜
+ sup
j,k,t,z
|vj(k,t,z)−vj(k,0,z)|
|t|ℵ˜ + sup
j,k,t,z,z′
|vj(k,t,z)−vj(k,t,z′)|
|z−z′|ℵ˜
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be finite.
a) Let 0 ≤ ℵ′ < ℵ˜ < ℵ. Then∣∣Aj(t0, z)−Aj(0, z)∣∣ ≤const lUℵ˜ |t0|ℵ′∣∣Aj(t0, z)− Aj(t0, z′)∣∣ ≤const lUℵ˜ |z − z′|ℵ′
for all t0 in a (j–independent) neighbourhood of the origin.
b) If, in addition, uj(k, t0, z) converges pointwise as j →∞, the limit A(t0, z) = lim
j→∞
Aj(t0, z)
exists for t0 in a neighbourhood of the origin and obeys∣∣A(t0, z)−A(0, z)∣∣ ≤const lUℵ˜ |t0|ℵ′∣∣A(t0, z)− A(t0, z′)∣∣ ≤const lUℵ˜ |z − z′|ℵ′
for all t0 in a neighbourhood of the origin.
c) Let 0 ≤ ℵ′ < ℵ˜ < ℵ. Then∣∣Bj(t, z)−Bj(0, z)∣∣ ≤const lVℵ˜ |t|ℵ′∣∣Bj(t, z)−Bj(t, z′)∣∣ ≤const lVℵ˜ |z − z′|ℵ′
for all t in a (j–independent) neighbourhood of the origin.
d) If, in addition, vj(k, t, z) converges pointwise as j →∞, the limit B(t, z) = lim
j→∞
Bj(t, z)
exists for t in a neighbourhood of the origin and obeys∣∣B(t, z)−B(0, z)∣∣ ≤const lVℵ˜ |t|ℵ′∣∣B(t, z)−B(t, z′)∣∣ ≤const lVℵ˜ |z − z′|ℵ′
Proof: The proofs of parts (a) and (b) are very similar to the proofs of parts (c) and (d)
respectively. So we only give the latter.
c) As in Lemma B.1,
Bj(t, z) =
∫
dk
∫ 1
0
ds
nj(k0)vj(k, t, z)
[ıw(k, t, s)k0 −E(k, t, s)− E˜(k0,k, t, s)]2
where
E′(k0,k, t, s) = se′(k0,k) + (1− s)e′(k0,k+ t)
E(k, t, s) = E′(0,k, t, s) = se(k) + (1− s)e(k+ t)
w(k, t, s) = 1− 1
i
∂E′
∂k0
(0,k, t, s)
E˜(k0,k, t, s) = E
′(k0,k, t, s)−E′(0,k, t, s)− k0 ∂E′∂k0 (0,k, t, s)
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Set
B′j(t, z) =
∫
dk
∫ 1
0
ds
nj(k0)vj(k, t, z)
[ıw(k, t, s)k0 − E(k, t, s)]2
and
I(k0,k, t, s) =
1
[ıw(k,t,s)k0−E(k,t,s)−E˜(k0,k,t,s)]2 −
1
[ıw(k,t,s)k0−E(k,t,s)]2
= [ıw(k,t,s)k0−E(k,t,s)]
2−[ıw(k,t,s)k0−E(k,t,s)−E˜(k0,k,t,s)]2
[ıw(k,t,s)k0−E(k,t,s)]2[ıw(k,t,s)k0−E(k,t,s)−E˜(k0,k,t,s)]2
= E˜(k0,k,t,s)[2ıw(k,t,s)k0−2E(k,t,s)−E˜(k0,k,t,s)]
[ıw(k,t,s)k0−E(k,t,s)]2[ıw(k,t,s)k0−E(k,t,s)−E˜(k0,k,t,s)]2
so that
Bj(t, z)−B′j(t, z) =
∫
dk
∫ 1
0
ds nj(k0)vj(k, t, z)I(k0,k, t, s) (B.13)
By (B.7) and Lemma A.1, using E˜(k0,k, t, s) =
∫ k0
0
dκ
[
∂E′
∂k0
(κ,k, t, s)− ∂E′
∂k0
(0,k, t, s)
]
,
|E˜(k0,k, t, s)| ≤ const ρ |k0|1+ℵ |E˜(k0,k, t, s)− E˜(k0,k, 0, s)| ≤ const |k0| |t|ℵ
|w(k, t, s)− 1| ≤ ρ |w(k, t, s)− w(k, 0, s)| ≤ const ρ |t|ℵ
|E(k, t, s)− E(k, 0, s)| ≤ const |t|
Consequently
|I(k0,k, t, s)| ≤ const |k0|
1+ℵ|ık0−E(k,t,s)|
|ık0−E(k,t,s)|4 ≤ const
|k0|ℵ
|ık0−E(k,t,s)|2 (B.14)
and, we claim, for 0 ≤ ℵ′ ≤ ℵ,
|I(k0,k, t, s)− I(k0,k, 0, s)| ≤ const |k0|ℵ−ℵ′ |t|ℵ′
[
1
|ık0−E(k,0,s)|2 +
1
|ık0−E(k,t,s)|2
]
We prove the last bound in the case |E(k, t, s)| ≤ |E(k, 0, s)|. The other case is similar. Set
c = ıw(k, t, s)k0 − E(k, t, s) C = ıw(k, 0, s)k0 −E(k, 0, s)
d = ıw(k, t, s)k0 − E(k, t, s)− E˜(k0,k, t, s) D = ıw(k, 0, s)k0 −E(k, 0, s)− E˜(k0,k, 0, s)
a = E˜(k0,k, t, s) A = E˜(k0,k, 0, s)
b = c+ d B = C +D
Then, for |k0|, |t| ≤ const ,
|a|, |A| ≤ const |k0|1+ℵ
|b|, |c|, |d| ≤ const |ık0 −E(k, t, s)| ≤ const |ık0 −E(k, 0, s)|
|c|, |d| ≥ const |ık0 −E(k, t, s)|
|B|, |C|, |D| ≤ const |ık0 −E(k, 0, s)|
|C|, |D| ≥ const |ık0 −E(k, 0, s)|
|a− A| ≤ const min{|k0|1+ℵ, |k0||t|ℵ} ≤ const |k0|1+ℵ−ℵ′ |t|ℵ′
|c− C|, |d−D|, |b−B| ≤ const |k0||t|ℵ + const min{|E(k, 0, s)|+ |E(k, t, s)|, |t|}
≤ const |t|ℵ′ |ık0 − E(k, 0, s)|1−ℵ′
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Applying these to
AB
C2D2 − abc2d2 = (A−a)BC2D2 + a(B−b)C2D2 + abc2d2 c
2d2−C2D2
C2D2
= (A−a)B
C2D2
+ a(B−b)
C2D2
+ ab
c2d2
c2(d−D)(d+D)
C2D2
+ ab
c2d2
(c−C)(c+C)
C2
gives
|I(k0,k, t, s)− I(k0,k, 0, s)| ≤ const |k0|
ℵ−ℵ′ |t|ℵ′
|ık0−E(k,0,s)|2 + const
|k0|ℵ
|ık0−E(k,t,s)|2
|t|ℵ′
|ık0−E(k,0,s)|ℵ′
≤ const |k0|ℵ−ℵ′ |t|ℵ′
[
1
|ık0−E(k,0,s)|2 +
1
|ık0−E(k,t,s)|2
]
which is the desired bound.
Using these bounds gives, for 0 ≤ ℵ′ < ℵ˜ < ℵ,∣∣Bj(t, z)−B′j(t, z)−Bj(0, z) +B′j(0, z)∣∣
≤
∫
dk
∫ 1
0
ds nj(k0)
∣∣∣vj(k, t, z)I(k0,k, t, s)− vj(k, 0, z)I(k0,k, 0, s)|∣∣∣
≤ const
∫
dk
∫ 1
0
ds nj(k0)
[ |vj(k,t,z)−vj(k,0,z)||k0|ℵ
|ık0−E(k,t,s)|2 +
|vj(k,0,z)||k0|ℵ−ℵ′ |t|ℵ′
|ık0−E(k,0,s)|2 +
|vj(k,0,z)||k0|ℵ−ℵ′ |t|ℵ′
|ık0−E(k,t,s)|2
]
≤ const
∫
I
dθ
∫ const
−const
dk0
∫ const
−const
dE
[ |k0|ℵ supk |vj(k,t,z)−vj(k,0,z)|
|ık0−E|2 +
|k0|ℵ−ℵ′ |t|ℵ′ supk |vj(k,0,z)|
|ık0−E|2
]
≤ const l
[
sup
k
|vj(k, t, z)− vj(k, 0, z)|+ |t|ℵ′ sup
k
|vj(k, 0, z)|
]
≤ const lVℵ˜ |t|ℵ
′
and ∣∣Bj(t, z)−B′j(t, z)−Bj(t, z′) +B′j(t, z′)∣∣
≤
∫
dk
∫ 1
0
ds nj(k0)
∣∣∣vj(k, t, z)I(k0,k, t, s)− vj(k, t, z′)I(k0,k, t, s)|∣∣∣
≤ const
∫
dk
∫ 1
0
ds nj(k0)
|vj(k,t,z)−vj(k,t,z′)||k0|ℵ
|ık0−E(k,t,s)|2
≤ const
∫
I
dθ
∫ const
−const
dk0
∫ const
−const
dE
|k0|ℵ supk |vj(k,t,z)−vj(k,t,z′)|
|ık0−E|2
≤ const l sup
k
|vj(k, t, z)− vj(k, t, z′)|
≤ const lVℵ˜ |z − z′|ℵ
′
Hence it suffices to consider B′j(t, z).
Making, as in Lemma B.1, for each fixed s, the change of variables from k to
E = E(k, t, s) and an “angular” variable θ
B′j(t, z) =
∫ 1
0
ds
∫
dθ
∫
dk0dE nj(k0)
vj
(
(k0,k(E, t, θ, s)), t, z
)
J(E, t, θ, s)
[ıw(k(E, t, θ, s), t, s)k0−E]2
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Set
B′′j (t, z) =
∫ 1
0
ds
∫
dθ
∫
dk0dE nj(k0)
vj
(
(k0,k(0, t, θ, s)), t, z
)
J(0, t, θ, s)
[ıw(k(0, t, θ, s), t, s)k0− E]2
Using
∂Ekℓ(E, t, θ, s) =
∂k2θ(k)δℓ,1−∂k1θ(k)δℓ,2
∂k1E(k,t,s) ∂k2θ(k)−∂k2E(k,t,s) ∂k1θ(k)
∣∣∣
k=k(E,t,θ,s)
one proves, by induction on n, that, for n ≤ r,∣∣∂nEk(E, t, θ, s)∣∣≤ const′′ (B.15)
Using this bound and the observation that the Jacobian
J(E, t, θ, s) = 1|∂k1E(k,t,s) ∂k2θ(k)−∂k2E(k,t,s) ∂k1θ(k)|
∣∣∣
k=k(E,t,θ,s)
one proves that, for n ≤ r − 1, ∣∣∂nEJ(E, t, θ, s)∣∣≤ const′′ (B.16)
Since
|w(k, t, s)− w(k′, t, s)| ≤ s∣∣ ∂e′
∂k0
(0,k)− ∂e′
∂k0
(0,k′)
∣∣+ (1− s)∣∣ ∂e′
∂k0
(0,k+ t)− ∂e′
∂k0
(0,k′ + t)
∣∣
≤ const |k− k′|ℵ
(B.17)
(B.15), (B.16) and the fact, from Lemma A.1.i, that |w(k, t, s)− 1| ≤ ρ ≤ 12 imply that∣∣∣vj((k0,k(E,t,θ,s)),t,z)J(E,t,θ,s)[ıw(k(E,t,θ,s),t,s)k0−E]2 − vj((k0,k(0,t,θ,s)),t,z)J(0,t,θ,s)[ıw(k(0,t,θ,s),t,s)k0−E]2 ∣∣∣
≤ const ∣∣vj((k0,k(E, t, θ, s)), t, z)−vj((k0,k(0, t, θ, s)), t, z)∣∣ 1k20+E2
+ const sup
k,t
∣∣vj(k, t, z)∣∣ |E|k20+E2 + const supk,t ∣∣vj(k, t, z)∣∣ [|k0|+|E|]|k0||E|ℵ[k20+E2]2
≤ const
[
sup
k,k′
∣∣vj((k0,k′),t,z)−vj((k0,k),t,z)∣∣
|k−k′|ℵ˜ + sup
k,t
∣∣vj(k, t, z)∣∣] |E|ℵ˜k20+E2 ≤ constVℵ˜ |E|ℵ˜k20+E2
for all small E. For E bounded away from zero∣∣∣vj((k0,k(E,t,θ,s)),t,z)J(E,t,θ,s)[ıw(k(E,t,θ,s),t,s)k0−E]2 − vj((k0,k(0,t,θ,s)),t,z)J(0,t,θ,s)[ıw(k(0,t,θ,s),t,s)k0−E]2 ∣∣∣ ≤ const sup
k,t
∣∣vj(k, t, z)∣∣ 1k20+E2
so ∣∣∣vj((k0,k(E,t,θ,s)),t,z)J(E,t,θ,s)[ıw(k(E,t,θ,s),t,s)k0−E]2 − vj((k0,k(0,t,θ,s)),t,z)J(0,t,θ,s)[ıw(k(0,t,θ,s),t,s)k0−E]2 ∣∣∣ ≤ constVℵ˜min{|E|ℵ˜,1}k20+E2 (B.18)
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Since
|w(k, t, s)− w(k, 0, s)| = |1− s|∣∣ ∂e′∂k0 (0,k+ t)− ∂e′∂k0 (0,k)∣∣ ≤ const |t|ℵ
(B.17), (B.4) and (B.5) imply that∣∣∣vj((k0,k(E,t,θ,s)),t,z)J(E,t,θ,s)[ıw(k(E,t,θ,s),t,s)k0−E]2 − vj((k0,k(E,0,θ,s)),0,z)J(E,0,θ,s)[ıw(k(E,0,θ,s),0,s)k0−E]2 ∣∣∣
≤ const ∣∣vj((k0,k(E, t, θ, s)), t, z)− vj((k0,k(E, 0, θ, s)), 0, z)∣∣ 1k20+E2
+ const |t| sup
k
∣∣vj(k, 0, z)∣∣ 1k20+E2 + const |t|ℵ supk ∣∣vj(k, 0, z)∣∣ |k0|[|k0|+|E|][k20+E2]2
≤ const
[
sup
k,k′
|k−k′|≤const |t|
∣∣vj((k0,k′), t, z)− vj((k0,k), 0, z)∣∣+ |t|ℵ sup
k
∣∣vj(k, 0, z)∣∣] 1k20+E2
≤ constVℵ˜|t|ℵ˜ 1k20+E2
(B.19)
and that∣∣∣vj((k0,k(0,t,θ,s)),t,z)J(0,t,θ,s)[ıw(k(0,t,θ,s),t,s)k0−E]2 − vj((k0,k(0,0,θ,s)),0,z)J(0,0,θ,s)[ıw(k(0,0,θ,s),0,s)k0−E]2 ∣∣∣
≤ const ∣∣vj((k0,k(0, t, θ, s)), t, z)− vj((k0,k(0, 0, θ, s)), 0, z)∣∣ 1k20+E2
+ const |t| sup
k
∣∣vj(k, 0, z)∣∣ 1k20+E2 + const |t|ℵ supk ∣∣vj(k, 0, z)∣∣ |k0|[|k0|+|E|][k20+E2]2
≤ constVℵ˜|t|ℵ˜ 1k20+E2
(B.20)
Combining, (B.18), a second copy of (B.18) with t = 0, (B.19) and (B.20), gives, for all
0 ≤ ℵ′ < ℵ˜ < ℵ,∣∣∣vj((k0,k(E,t′,θ,s)),t′,z)J(E,t′,θ,s)[ıw(k(E,t′,θ,s),t′,s)k0−E]2 ∣∣t′=tt′=0 − vj((k0,k(0,t′,θ,s)),t′,z)J(0,t′,θ,s)[ıw(k(0,t′,θ,s),t′,s)k0−E]2 ∣∣t′=tt′=0∣∣∣
≤ constVℵ˜|t|ℵ
′ min{|E|ℵ˜−ℵ′ ,1}
k20+E
2
and ∣∣B′j(t, z)−B′′j (t, z)−B′j(0, z) +B′′j (0, z)∣∣
≤ constVℵ˜|t|ℵ
′
∫
I
dθ
∫ const
−const
dk0
∫
dE min{|E|
ℵ˜−ℵ′ ,1}
k20+E
2
≤ const lVℵ˜ |t|ℵ
′
Similarly, combining, (B.18), a second copy of (B.18) with z → z′ and∣∣∣vj((k0,k(E′,t,θ,s)),t,z)J(E′,t,θ,s)[ıw(k(E′,t,θ,s),t,s)k0−E]2 − vj((k0,k(E′,t,θ,s)),t,z′)J(E′,t,θ,s)[ıw(k(E′,t,θ,s),t,s)k0−E]2 ∣∣∣ ≤ constVℵ˜|z − z′|ℵ˜ 1k20+E2
gives, for all 0 ≤ ℵ′ < ℵ˜ < ℵ,∣∣∣vj((k0,k(E,t,θ,s)),t,z˜)J(E,t,θ,s)[ıw(k(E,t,θ,s),t,s)k0−E]2 ∣∣z˜=zz˜=z′ − vj((k0,k(0,t,θ,s)),t,z˜)J(0,t,θ,s)[ıw(k(0,t,θ,s),t,s)k0−E]2 ∣∣z˜=zz˜=z′ ∣∣∣
≤ constVℵ˜|z − z′|ℵ
′ min{|E|ℵ˜−ℵ′ ,1}
k20+E
2
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and ∣∣B′j(t, z)−B′′j (t, z)−B′j(t, z′) +B′′j (t, z′)∣∣
≤ constVℵ˜|z − z′|ℵ
′
∫
I
dθ
∫ const
−const
dk0
∫
dE min{|E|
ℵ˜−ℵ′ ,1}
k20+E
2
≤ const lVℵ˜ |z − z′|ℵ
′
Fix s, t and θ and write w for w(k(0, t, θ, s), t, s). Then, for all k0 6= 0,
∫ ∞
−∞
dE 1
[ıwk0−E]2 =
∫ ∞
−∞
dE d
dE
1
ıwk0−E = 0
Thus B′′j (t, z) ≡ 0.
d) By part (a), it suffices to prove that Bj(t, z) converges as j → ∞. By (B.14),
supj
∣∣vj(k, t, z)I(k0,k, t, s)∣∣ is locally L1 in k and s. Hence, by the Lebesgue dominated con-
vergence theorem applied to the integral in (B.13), Bj(t, z)−B′j(t, z) converges as j →∞. So
it suffices to prove that B′j(t, z) converges. By (B.18), the Lebesgue dominated convergence
theorem also implies that B′j(t, z)−B′′j (t, z) converges as j →∞. We have already observed
that B′′j (t, z) ≡ 0.
The function A(t0, z) of Lemma B.3.b was constructed in such a way that the cutoff
in the k0 direction was removed first (it does not even appear in the definition of Aj(t0, z))
and the cutoff in the e(k) direction was removed second (in the limit j →∞). On the other
hand, for the function B(t, z) of Lemma B.3.d, the cutoff in the e(k) direction was removed
before the cutoff in the k0 direction. The following Lemma illustrates, in a simplified setting,
that the order of removal of the two cutoffs matters when t = 0.
Lemma B.4 Let, for 0 < a, b < 1 and w > 0,
B
(1)
a,b =
∫
a<|k0|≤1
dk0
∫
b<|E|≤1
dE 1[ıwk0−E]2
Then B
(1)
a,b is bounded uniformly on w ≥ ǫ > 0, 0 < a, b < 1 and
lim
a→0
lim
b→0
B
(1)
a,b = − 4w tan−1 w limb→0 lima→0B
(1)
a,b = − 4w
[
tan−1 w − π2
]
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Proof:
B
(1)
a,b =
∫
a<|k0|≤1
dk0
[
1
ıwk0−E
∣∣1
b
+ 1ıwk0−E
∣∣−b
−1
]
= −2 ∫
a<|k0|≤1 dk0
[
1
1+w2k20
− b
b2+w2k20
]
= −4
∫ 1
a
dk0
[
1
1+w2k20
− b
b2+w2k20
]
= − 4w
∫ w
wa
dx 11+x2 +
4
w
∫ w
wa
dx bb2+x2
= − 4w
∫ w
wa
dx 11+x2 +
4
w
∫ w/b
wa/b
dy 11+y2
= − 4
w
[
tan−1w − tan−1wa− tan−1 w
b
+ tan−1 wa
b
]
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Appendix C: Sector Counting with Specified
Transfer Momentum
As pointed out in the introduction to §IV, we are interested in translates F + t ={
k + t
∣∣ k ∈ F } of the Fermi surface F , and in particular in the distances from points of
F + t to F .
Lemma C.1 There are constants δ, const > 0 that depend only on the Fermi curve F such
that the following holds: Let p ∈ F , |t| ≤ δ such that p − t ∈ F . Denote by U the disc of
radius δ around p. Then for any k ∈ F ∩ U .
|k− p| ≤ const|t| dist
(
k, F + t
) p
k
F F + t
Proof: If dist
(
k, F + t
) ≥ 1
2
|t| or if k = p there is nothing to prove. So assume that
dist
(
k, F + t
) ≤ 12 |t|. If δ was chosen small enough, the angle between the chords −t =
(p− t)− p and k− p of F is sufficiently small. In particular, (k− p) · t 6= 0.
Case 1: (k− p) · t > 0
We may assume without loss of generality that p = (0, 0), that t = (0, t2) with t2 > 0 and
that the tangent direction of F at p is (α, 1) with some α > 0. As F is strictly convex, and
both p = (0, 0) and t = (0, t2) are on F , F
′ =
{
k′ ∈ F ∩ U ∣∣ (k′ − p) · t ≥ 0 } is contained
in the first quadrant, if δ was chosen small enough. By the implicit function theorem, F ′
can be parametrized in the form F ′ =
{ (
x, y(x)
) ∣∣ 0 ≤ x < const } with an re + 3 times
differentiable function satisfying y′(0) = 1
α
, y′′ < 0.
p = (0, 0)
t
p− t
F ′tan
−1 α
Since the curvature of F is bounded above and below, there are constants const1, const2 > 0
such that
const1|t| ≤ α ≤ const2|t|
If δ was chosen small enough, y′ > 1. Let c1 resp. c2 be the maximal resp. minimal curvature
of F , and let C1 resp. C2 be the circles of curvature c1 resp. c2 that are tangent to F at p
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and curved in the same direction as F at p. Then F ′ lies between C1 and C2, and the slope
of F ′ at a point (x, y(x)) lies between the slopes of C1 resp. C2 at the points with the same
x–coordinate in the first quadrant.
F
C1
C2
If C is a circle of a radius r > 0 that is tangent to F at p and curved in the same direction
as F at p then the slope of C at any of its points (x, y) in the first quadrant is equal to
r√
1+α2
− x
y + αr√
1+α2
Therefore, for any point
(
x, y(x)
)
of F ′
y′(x) ≤
1
c2
√
1+α2
− x
y(x) + α
c2
√
1+α2
≤ const3
y(x) + const4|t|
Let F ′′ be the union of t+ F ′ and the segment joining p = (0, 0) to t.
p = (0, 0)
t
k
F ′
F ′ + t
Then
dist(k, F + t) ≥ dist(k, F ′′) ≥ min{k1, dist(k, F ′ + t)}
As k1 ≥ αk2 ≥ const|t| |k|, we get that
const
|t| dist(k, F + t) ≥ min
{|k− p|, 1|t|dist(k, F ′ + t)} (C.1)
If k2 ≤ |t| then the distance from k to F ′ + t is larger than the distance from k to
the ray through t in the direction (1, 1), since y′ > 1.
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tk
F ′ + t
Consequently
dist(k, F ′ + t) ≥ 1√
2
k1 ≥ const|t| |k− p|
Together with (C.1) this gives the claim of the Lemma in the situation that k2 ≤ |t| .
Now assume that k2 ≥ |t|. Let k′ = (k′1, k2−|t|) be the point of F ′ with y–coordinate
k′2 = k2 − |t| that lies to the left of k, i.e. k′1 < k1.
k
k+ t
k′
k′ + t F ′
F ′ + t
By the convexity of F , the distance of k to t + F is bounded below by the distance of k to
the line segment joining k′ + t and k+ t. Thus
dist(k, F ′ + t) ≥ 1√
2
min{|t|, k1 − k′1}
Since F ′ is strictly convex
k1 − k′1 ≥ |t|y′(k′1) ≥ const5|t|(y(k
′
1) + const4|t|) = const5|t|(k′2 + const4|t|)
If k2 ≤ 2|t| then |t| ≥ const |k| = const |k− p| and
k1 − k′1 ≥ const|t|2 ≥ const|t| |k− p|
and if k2 ≥ 2|t|
k1 − k′1 ≥ const |t| k′2 ≥ const |t| k2 ≥ const |t| |k| = const |t| |k− p|
Therefore
1
|t|dist(k, F
′ + t) ≥ constmin{1, |k− p|} ≥ const|k− p|
Again, (C.1) implies the claim of the Lemma in the situation that k2 ≥ |t| .
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Case 2: (k− p) · t < 0
Let k′ ∈ F + t such that dist(k, F + t) = |k− k′|. Then
dist
(
k′, (F + t)− t) ≤ |k′ − k| = dist(k, F + t)
and
|k− p| ≤ |k− k′|+ |k′ − p| ≤ dist(k, F + t) + |k′ − p| (C.2)
Observe that the point p of F + t has the property that p − (−t) lies also in F + t. Also,
if δ was chosen small enough, the angle between the tangents to F at p and to F + t at p
(which is parallel to the tangent to F at p− t) is very small and (k′ − p) · (−t) > 0.
p
k k
′
F F + t
Thus we can apply the results of Case 1, with F replaced by F + t, t replaced by −t and k
replaced by k′ and get
|k′ − p| ≤ const|t| dist
(
k′, (F + t)− t) ≤ const|t| dist(k, F + t)
This, together with (C.2), proves the Lemma in Case 2.
Lemma C.2 There are constants δF , const that depend only on F and M such that the
following holds:
Let τ ∈ IR2, ǫ > 0 and D the disc centered at τ with radius ǫ. Let m ≥ 1 be a scale with
lm ≥ 12 ǫ. Define
N = #
{
(s1, s2) ∈ Σm × Σm
∣∣ (s1 − s2) ∩D 6= ∅ }
where D ⊂ IR2 is viewed as { (0, t) ∣∣ t ∈ D } ⊂ IR× IR2.
a) If |τ | ≥ δF , then N ≤ const√
lm
.
b) If |τ | ≤ δF , then
N ≤ const
lm|τ |
(
1
Mm + ǫ
)
+ const
Proof: We first observe that, given any fixed s1 ∈ Σm, (s1 − s2) ∩ D 6= ∅ only if
s2 ∩ (s1 −D) 6= ∅ . As s1 −D is contained in a ball of radius at most 3lm, there are at most
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five sectors s2 ∈ Σm that intersect it. Hence
N ≤ const#{ s1 ∈ Σm ∣∣ ∃s2 ∈ Σm such that s2 ∩ (s1 −D) 6= ∅ }
≤ const#{ s1 ∈ Σm ∣∣ ∃k ∈ s1 ∩ F such that dist(k− τ , F ) ≤ const1 ( 1Mm + ǫ) }
Define
I =
{
k ∈ F ∣∣ dist(k− τ , F ) ≤ const1 ( 1Mm + ǫ) }
Then
N ≤ const#{ s ∈ Σm ∣∣ s ∩ I 6= ∅ } (C.3)
Clearly I ⊂ I ′, where
I ′ =
{
k ∈ F ∣∣ dist(k, F + τ ) ≤ const lm }
and hence
N ≤ const#{ s ∈ Σm ∣∣ s ∩ I ′ 6= ∅ } ≤ constlm length(I ′) + const (C.4)
We choose δF to be smaller than the constant δ of Lemma C.1.
a) If |τ | ≥ δF , we use (C.4) and that
length
(
I ′
) ≤ const √lm
const lm const lm
F + τ F + τ
F F
b) Assume that |τ | ≤ δF . Since F is strictly convex, F ∩ (F + τ ) consists of two points, say
p1,p2. Let U1 and U2 be the discs of radius δF around p1 and p2, respectively. If δF is
small enough, U1 and U2 are disjoint. By Lemma C.1, for i = 1, 2, Ui ∩ I is contained in
an interval of length const|τ |
(
1
Mm
+ ǫ
)
. Also by Lemma C.1, for i = 1, 2, the distance between
F + τ and any endpoint of F ∩Ui is bigger than const δF |τ |. If 1|τ |
(
1
Mm + ǫ
) ≥ const2const1 δF , the
desired bound follows immediately from (C.3) and the fact that #Σm ≤ constlm . So we may
assume that, for i = 1, 2 the distance between F + τ and any endpoint of F ∩ Ui is bigger
than 2const1
(
1
Mm
+ ǫ
)
.
We now show that I ⊂ U1 ∪ U2. For this purpose, let k ∈ I. Then there is v ∈ IR2 with
|v| ≤ const1
(
1
Mm + ǫ
)
such that k ∈ F + τ + v. Now for i = 1, 2 there is point ki ∈ F ∩ Ui
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such that ki−v ∈ F +τ . (At the two endpoints k′ of F ∩Ui, the points k′−v lie on opposite
sides of F + τ .) Since F ∩ (F + τ + v) consists of only two points, k = k1 or k = k2; in
particular k ∈ U1 ∪ U2.
Therefore I is contained in two intervals of length const|τ |
(
1
Mm + ǫ
)
and, by (C.3),
N ≤ const
lm
const
|τ |
(
1
Mm
+ ǫ
)
+ const
Recall that π : k = (k0,k) 7→ k is the projection of IM = IR× IR2 onto its second factor.
Lemma C.3 Let 1 ≤ ℓ ≤ m ≤ r and κ′ ∈ Kℓ, κ1, κ2 ∈ Kr . Then the number of 4–tuples
(u1, u2, s1, s2) ∈ Σℓ × Σℓ × Σm × Σm fulfilling
π(s1 − s2) ∩ π(κ1 − κ2) 6= ∅
π(u1 − u2) ∩ π(κ′ − s1) 6= ∅
(C.5)
is bounded by const
lm
√
lℓ
with the constant const independent of κ1, κ2, κ
′, ℓ,m and r.
Proof: Observe that for each fixed s1 ∈ Σm there are at most const sectors s2 ∈ Σm
fulfilling π(s1 − s2) ∩ π(κ1 − κ2) 6= ∅ . Recall that for any sector s, ks denotes the center of
F ∩ s. When κ′ ∈ IM, set kκ′ = κ′. We bound each of the three terms in
#{(u1, u2, s1, s2)
∣∣(C.5) holds}
≤ #{(u1, u2, s1, s2)
∣∣(C.5) holds, |kκ′ − ks1 | ≤ const lℓ}
+#{(u1, u2, s1, s2)
∣∣(C.5) holds, const lℓ ≤ |kκ′ − ks1 | ≤ δF }
+#{(u1, u2, s1, s2)
∣∣(C.5) holds, δF ≤ |kκ′ − ks1 |}
separately. For the first term observe that there are at most const
[
lℓ
lm
+ 1
]
sectors s1 with
|ks1 − kκ′ | ≤ const lℓ , and that for any given s1, there are at most constlℓ pairs (u1, u2) such
that π(u1 − u2) ∩ π(κ′ − s1) 6= ∅ . Hence
#{(u1, u2, s1, s2)
∣∣(C.5) holds, |kκ′ − ks1 | ≤ const lℓ} ≤ const [ lℓlm + 1] 1lℓ ≤ constlm
We next bound the third term. There are at most const
lm
pairs (s1, s2) obeying
π(s1 − s2) ∩ π(κ1 − κ2) 6= ∅ and |kκ′ − ks1 | ≥ δF . For each such a pair (s1, s2), π(κ′ − s1)
is contained in a disc of radius 2lℓ , centered a distance at least δF from the origin, so, by
Lemma C.2a, with m replaced by ℓ, there are at most const√
lℓ
pairs (u1, u2) such that (C.5)
holds. Hence
#{(u1, u2, s1, s2)
∣∣(C.5) holds, δF ≤ |kκ′ − ks1 |} ≤ constlm√lℓ
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Finally, for the second term, we observe that, for each fixed (s1, s2) satisfying
const lℓ ≤ |kκ′ − ks1 | ≤ δF there are, by Lemma C.2b with ǫ = 2lℓ and m replaced by
ℓ, at most const
lℓ|kκ′−ks1 |
[
1
Mℓ
+ lℓ
]
+const ≤ const|kκ′−ks1 | pairs (u1, u2) such that (C.5) holds. Fur-
thermore, we may order the allowed s1’s so that the µ
th obeys |ks1 − kκ′ | ≥ const (lℓ + µlm).
Hence
#{(u1, u2, s1, s2)
∣∣ (C.5) holds, const lℓ ≤ |kκ′ − ks1 | ≤ δF } ≤ const /lm∑
µ=1
const
lℓ+µlm
≤ const
lm
const /lm∑
µ=1
1
lℓ
lm
+µ
≤ const
lm
ln
lℓ
lm
+
const
lm
lℓ
lm
≤ const
lm
ln
(
1 + const
lℓ
)
≤ const
lm
ℓ ≤ const
lm
√
lℓ
Lemma C.4 Let 1 ≤ ℓ ≤ m and κ′ ∈ Kℓ . Let D be the disc of radius ǫ centered at τ , with
τ ∈ IR2 and 0 ≤ ǫ ≤ 2lm. Let N be the number of 4–tuples (u1, u2, s1, s2) ∈ Σℓ×Σℓ×Σm×Σm
fulfilling
π(s1 − s2) ∩D 6= ∅
π(u1 − u2) ∩ π(κ′ − s1) 6= ∅
(C.6)
a) If |τ | ≥ δF , then N ≤ const
lℓ
√
lm
.
b) If |τ | ≤ δF , then
N ≤ const
lmlℓ
[
min
(
ℓlℓ,
1+Mmǫ
Mm|τ |
)
+
√
lℓ
|τ |
(
1
Mm
+ ǫ
)
+ lm
]
Proof: a) By Lemma C.2.a, #{(s1, s2) ∈ Σ2m
∣∣π(s1 − s2) ∩ D 6= ∅} ≤ const√
lm
. For each
fixed (s1, s2) there are at most
const
lℓ
pairs (u1, u2) such that (C.6) holds. The desired bound
follows.
b) As in the proof of Lemma C.3, we bound each of the three terms in
#{(u1, u2, s1, s2)
∣∣(C.6) holds}
≤ #{(u1, u2, s1, s2)
∣∣(C.6) holds, |kκ′ − ks1 | ≤ const lℓ}
+#{(u1, u2, s1, s2)
∣∣(C.6) holds, const lℓ ≤ |kκ′ − ks1 | ≤ δF }
+#{(u1, u2, s1, s2)
∣∣(C.6) holds, δF ≤ |kκ′ − ks1 |}
separately.
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By Lemma C.2.b
#{(s1, s2) ∈ Σ2m
∣∣π(s1 − s2) ∩D 6= ∅} ≤ const [1 + 1+MmǫMmlm|τ |] (C.7)
As well, for each fixed s1 there are at most const s2 ∈ Σm such that π(s1 − s2) ∩ D 6= ∅ .
Hence
#{(s1, s2) ∈ Σ2m
∣∣π(s1 − s2) ∩D 6= ∅, |ks1 − kκ′ | ≤ const lℓ} ≤ const min{1 + 1+MmǫMmlm|τ | , lℓlm }
Also, for each fixed (s1, s2) there are at most
const
lℓ
pairs (u1, u2) such that (C.6) holds. Hence
#{(u1, u2, s1, s2)
∣∣(C.6) holds, |kκ′ − ks1 | ≤ const lℓ} ≤ constlmlℓ min{lm + 1+MmǫMm|τ | , lℓ}
≤ const
lmlℓ
[
min
{
1+Mmǫ
Mm|τ | , lℓ
}
+ lm
]
This gives the desired bound for the first term.
We next bound the third term. For each fixed (s1, s2) with |kκ′ − ks1 | ≥ δF , there
are, by Lemma C.2a, at most const√
lℓ
pairs (u1, u2) such that (C.6) holds. Hence
#{(u1, u2, s1, s2)
∣∣(C.6) holds, δF ≤ |kκ′ − ks1 |} ≤ const√lℓ [1 + 1+MmǫMmlm|τ |]
≤ const
lmlℓ
[
lm
√
lℓ +
√
lℓ
|τ |
(
1
Mm
+ ǫ
)]
which is smaller than the desired bound.
Finally, for the second term, we observe that, for each fixed (s1, s2) satisfying
const lℓ ≤ |kκ′ − ks1 | ≤ δF there are, by Lemma C.2b, with ǫ = 2lℓ and m replaced by
ℓ, at most const
lℓ|kκ′−ks1 |
[
1
Mℓ
+ lℓ
] ≤ const|kκ′−ks1 | ≤ constlℓ pairs (u1, u2) such that (C.6) holds.
Hence, by (C.7) and the last argument of Lemma C.3,
#{(u1, u2, s1, s2)
∣∣(C.6) holds, const lℓ ≤ |kκ′ − ks1 | ≤ δF }
≤ min
{ const /lm∑
µ=1
const
lℓ+µlm
, const
lℓ
[
1 + 1+M
mǫ
Mmlm|τ |
]}
≤ const
lmlℓ
min
{
lℓ
const /lm∑
µ=1
1
lℓ
lm
+µ
, lm +
1+Mmǫ
Mm|τ |
}
≤ const
lmlℓ
min
{
lℓℓ, lm +
1+Mmǫ
Mm|τ |
}
≤ const
lmlℓ
[
lm +min{ℓlℓ, 1+MmǫMm|τ | }
]
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Notation
Configuration Spaces
Symbol Interpretation Reference
IM momentum after Definition I.3
Y momentum or position before Definition III.1
YΣ momentum or (position, sector) after Definition I.3
Y0,Σ momentum (I.2)
Y1,Σ (position, sector) (I.2)
Y2,Σ (momentum, sector) Definition I.5
Y
l
Σ (momentum, spin) or (position, spin, sector) after Definition I.3
XΣ (momentum, spin, creation/annihilation index) after Definition I.3
or (position, spin, creation/annihilation index, sector) after Definition I.3
Bl (position, spin) after Definition I.3
Bˇl (momentum, spin) after Definition I.3
B (position, spin, creation/annihilation index) after Definition I.3
Bˇ (momentum, spin, creation/annihilation index) after Definition I.3
Y
(4)
Σ,Σ′ Y
2
Σ ×Y2Σ′ (I.2)
Yℓ,r Y
(4)
Σℓ,Σr
Convention II.13
Kr momentum or sector Definition III.7
Norms
Norm Characteristics Reference
||| · |||1,∞ no derivatives, external positions only Definition I.11
||| · ||| no derivatives, external positions and momenta Definition III.1
‖ · ‖bubble operator norm for bubble propagators Definition III.1
| · |δ1,Σ two–legged kernel, δ derivatives, sectors Definition I.12
| · |(δl,δc,δr)Σ,Σ′ four–legged kernel, (δl, δc, δr) derivatives, sectors Definition I.14
| · |1,Σ two–legged kernel, all derivatives, sectors Definition I.15
| · |Σ four–legged kernel, all derivatives, sectors Definition I.15
‖ · ‖(δl,δc,δr)ℓ,r (δl, δc, δr) scaled derivatives, sectors Σℓ,Σr Definition II.14
| · |[δl,δc,δr]ℓ,r ≤ (δl, δc, δr) scaled derivatives, sectors Σℓ,Σr Def’ns II.14,II.16
| · |[[δ]]j δl + δc + δr ≤ δ scaled derivatives, sectors Σj Def’ns II.14,II.16
| · |ℓ,r no derivatives, sectors Σℓ,Σr Definition III.6
‖ · ‖κ1,κ2 no derivatives, specified right hand momenta/sectors Definition III.7
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Propagators and Ladders
Symbol Interpretation Reference
C
(j)
v C
(j)
v (k) =
ν(j)(k)
ik0−e(k)−v(k) , single scale propagator before Definition I.17
C
(≥j)
v C
(≥j)
v (k) =
ν(≥j)(k)
ik0−e(k)−v(k) , multi scale propagator before Definition I.17
C(A,B) A⊗ At +A⊗Bt +B ⊗ At, bubble propagator Definition I.8
C(j) ∑
i1,i2≥1
min(i1,i2)=j
C
(i1)
v ⊗ C(i2) tv , single scale bubble propagator before Convention II.1
C[i,j] ∑i≤ℓ≤j C(ℓ), multi scale bubble propagator before Convention II.1
C[i,j]top
∑
i≤it≤j
ib>j
C
(it)
v ⊗ C(ib) tv Definition II.18
C[i,j]mid
∑
i≤it≤j
i≤ib≤j
C
(it)
v Definition II.18
C[i,j]bot
∑
it>j
i≤ib≤j
C
(it)
v ⊗ C(ib) tv Definition II.18
D(ℓ)ν,up 1M |ν|ℓ
∑∞
m=ℓD
ν
1;3C
(ℓ)
v ⊗ C(m) tv Theorem II.20
D(ℓ)ν,dn 1M |ν|ℓ
∑∞
m=ℓ+1 C
(m)
v ⊗Dν2;4C(ℓ) tv Theorem II.20
M model particle–hole bubble propagator (III.22)
L(j)v ( ~F ) compound particle–hole ladder Definition I.19
L(j) single scale compound particle–hole ladder Definition II.2
Scales and Sectors
Symbol Interpretation Reference
M scale parameter, M > 1, large enough Lemma I.1
ν, ϕ used in constructing scale functions Definition I.2
ν(j), j ≥ 1 partition of unity that implements scales Definition I.2
ν(≥j) basically
∑
i≥j ν
(i) Definition I.2
ν0(ω)ν1(p,k) factorized cutoff for model bubble propagator before (III.22)
ℵ 1
2
< ℵ < 2
3
, parameter controlling sector length before Definition I.17
lj lj =
1
Mℵj , sector length for scale j before Definition I.17
χs, s ∈ Σ partition of unity that implements sectorization before Definition I.17
Σj set of sectors of scale j before Definition I.17
pΣ, fΣ,Σ′ resectorization Definition I.17
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Miscellaneous
Symbol Interpretation Reference
const generic constant, independent of scale
const generic constant, independent of scale and M
F Fermi curve =
{
k ∈ IR2 ∣∣ e(k) = 0 } before Definition I.2
r0, re r0, re ≥ 6, number of derivatives controlled before Definition I.2
πF projection on the Fermi surface Definition I.3
π π(k0,k) = k Remark III.13
<k, x>− −k0x0 + k1x1 + k2x2 Definition I.4
bν b1 = b4 = 0, b1 = b2 = 1 Definition I.4
Kf flipped vertex (I.5)
cj
∑
δ∈∆M
j|δ|tδ +
∑
δ/∈∆∞tδ (I.4)
∆
{
δ ∈ IN0 × IN20
∣∣ δ0 ≤ r0, δ1 + δ2 ≤ re } (II.1)
~∆
{
~δ = (δl, δc, δr) ∈
(
IN0 × IN20
)3 ∣∣ δl + δc + δr ∈ ∆ } (II.1)
• convolution with sector sums Definition I.8
◦ convolution without sector sums before (III.2)
fC , fS charge and spin components Lemma II.8
WR WR(p, k) =W (p, k)R(p− k), transfer momentum cutoff Definition III.3
R(d) set of functions R(t) that are identically one on d Definition III.10
Z, Zt zero component localization operator and transpose (III.18)(Z ◦W ◦ Zt)(p, k) = δ(k0) ∫ dω W ((ω, 0) + p, (ω,k))
W˜ W˜ (p, k) = δ(k0)
∫
dω W
(
(ω,p), (ω,k)
)
(III.20)
¯ boundary between large and small transfer momentum before Prop’n III.16
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