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Abstract 
The dearth of local scale data in remote high latitude areas means that regional 
scale data is commonly interpolated to fill the gap. These interpolations have limited 
accuracy due to the influence of complex topography and resultant decoupling of near-
surface temperatures from regional free-air temperatures. Thus relatively little is known 
about how predicted regional temperature increases over the next century will likely 
influence local scale climates in subarctic Scandinavia.  
This thesis investigates local temperature variability in the incised valley area 
where the Kevo Subarctic Research Station (69°45'N, 27°01'E) is located. The main study 
area covered approximately 20km² encompassing the lake Kevojärvi and three incised 
valleys and an elevational range of 256m (74-330m a.s.l.). Near-surface temperature data 
were collected from a network of 60 temperature dataloggers for the period September 
2007 to March 2012. NCEP/NCAR reanalysis data were used to reconstruct 6-hourly 
synoptic conditions for the study area.  
Lapse rates, principal component analysis and regression of surface temperatures 
on free-air temperatures were used to investigate present local temperature variability. The 
results were used to infer likely local scale temperature change assuming the strengthening 
westerlies and storm track predicted for the region. The data from the main network were 
also used to assess the representativeness of the Kevo Meteorological Station (established 
1962). An additional network was set up to collect air and water temperature data from 
seven nearby lakes in order to validate air temperature estimations for the lakes, and to test 
a summer lake surface water temperature model based on air temperatures and theoretical 
solar radiation for remote lakes (June 2010 – September 2011). 
 The results show a complex, highly variable temperature structure driven by the 
high latitude solar geometry, incised topography, variable land cover and synoptic 
conditions. Inversion conditions dominate temperature variability for most of the year, 
although with reduced influence during the polar day. Intense and persistent inversion 
events are a common feature of the winter months with gradients of +80°C/km not 
uncommon. The strongest inversion gradient was recorded at +92.4°C/km. Clear skies and 
low winds were the main controls of inversion formation during winter, but due to low 
temperatures (inhibiting convection) there was a weaker link between anticyclonic 
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conditions and clear skies. Albedo induced steepening of lapse rates commonly gave day 
time lapse rates beyond -9.8°C/km (dry adiabatic) during March-May, with a peak of -
17.2°C/km measured. Diurnal temperature ranges for south facing low elevation sites were 
particularly large during the spring due to the daily inversion formation/destruction cycle 
(up to 30°C). During the ice-free period Kevojärvi had a significant influence on 
temperatures at low and mid elevations within the study area, resulting in a reversal of the 
usual day time strengthening of lapse rates. Due to its location in the valley bottom 
adjacent to Kevojärvi the meteorological station was not located in the most representative 
place in the local area (ranked 14/61), and certainly not representative of the wider area. 
The lake surface water temperature model showed good potential for future application. It 
was thought likely that predicted future synoptic changes in the region would act to inhibit 
inversion formation and intensity and so result in increased warming in the valley bottoms 
compared to the hilltops. Finally, due to the high frequency of inversion conditions and the 
resultant skew in temperature distributions, the reporting of lapse rates for areas such as 
this should be reported using median values, as mean values can be markedly different and 
therefore misleading. 
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Chapter 1: Introduction 
1.1 Purpose 
This thesis focuses on an intensive case study of the spatial and temporal local 
climate variability of an area complex topography, Kevo Valley, northern Finnish Lapland, 
the relationship between the microclimate and the surface water temperature of nearby 
lakes, and the modelling the lake surface water temperatures from the surface air 
temperature. 
The guiding rationale for this study is that due to the markedly different solar 
geometry, ideas of processes and models looking at local scale influences on temperature 
variability that are useful in mid-latitude studies need to be checked for  high latitudes. 
Investigating this different regime will help further develop understanding the dynamics of 
local climates at high latitudes in areas of complex topography, and how local and 
microclimate variability may alter with future climate change. 
 
1.2 The Study of Local Climates 
There are many reasons for the detailed study and modelling of local climates. The 
importance of understanding the complex interaction between the climate and local terrain 
is evident in the number and range of studies that either directly focus on the topic or 
acknowledge shortcomings related to lack of microclimate data at the smaller scale. 
Examples of the range of these studies include, but are not limited to, purely climate-based 
interests (Holden and Rose, 2010), tree line/vegetation change (Holtmeier and Broll, 
2005), feedbacks and energy budgets (Petron and Rouse, 2000, Vadja and Venäläinen, 
2005), impacts of local modification of the terrain, for example roads (Bogren et al., 2000), 
dispersal of pollution (Geiger et al., 1995, Vrhovec and Braber, 1996), palaeoclimate 
reconstructions (Brooks, 2006), species and refugia distribution modelling (Beaumont et 
al., 2007, Luoto et al., 2007, Trivedi et al., 2008), outbreak modelling (Tenow and Nilssen, 
1990, Jepsen et al., 2008), and assessing the effects of climate change on the local ecology 
(Mårell et al., 2006, Tyler et al., 2007). 
Complex topography, commonly associated with rugged mountainous terrain, but 
applicable to any incised terrain, can significantly modify, or decouple, the local climate 
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from what might be considered the more typical climate for the region. Decoupling is not a 
simple reversal of the local temperature gradient. In this case the temperature would be 
predictable and by definition not be decoupled from the wider region. Perhaps the most 
dramatic example of decoupling is the formation of cold air pools in valley systems or 
basins. With suitable weather, namely clear skies at night, the ground loses heat through 
longwave radiation and cools the air in contact with it. This denser, cooler air sinks and, 
provided the terrain allows for the restriction of air flow, accumulates forming the cold 
pool of air. In the cold pool, or inversion, air temperature lapse rates are inverted (increase 
with altitude) from normal conditions (decrease with altitude) (Whiteman et al., 2001). The 
cold pool air will persist until dissolved by either flushing out by the wind conditions 
(mechanical) or radiative heating (thermal) (Whiteman et al., 2004). Current research 
continues to look not only at the likelihood of cold air ponding, its duration and the 
intensity for locations of interest, but also how future climate change may alter the 
dynamics of the phenomenon and the impact that may have on related environmental 
processes (Daly et al., 2009, Graae et al., 2011).  
Palaeoclimate and limnological studies demonstrate the importance of temperature 
in the functioning of lake ecologies, and as with land based ecological studies, the need for 
accurate temperature data for remote areas is important (Anderson, 1995). Large bodies of 
water in the form of rivers and lakes modify the local climate acting as a heat sink for 
higher air temperatures and a heat buffer for lower air temperatures. When the body of 
water freezes this modifying effect is removed (Vadja and Venäläinen, 2003). In regional 
temperature modelling the significant presence of water bodies is factored into the 
prediction. In lakes water temperatures are normally closely related to air temperatures, so 
accurate air temperature data are generally sufficient to model water temperatures during 
ice free periods (Kettle et al., 2004). Lakes typically form in depressions in the landscape, 
and so by definition areas of complex topography to a greater or lesser extent. Again, a 
detailed understanding of the influence of the local topography on the climate is useful in 
improving the accuracy of local temperature prediction and that of lake water 
temperatures. 
Arguably the most prominent issue related to microclimates is the lack of data, 
more specifically the lack of suitable data (Daly, 2006). The extrapolation, or downscaling, 
of regional scale climate data sets to the local level is routinely used to fill this data gap for 
remote areas where there is no or very little information (Lookingbill and Urban, 2003). 
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Due to the relative coarseness of these regional data the downscaling is at best a rough 
approximation of local conditions, and typically offers poor estimations especially in areas 
of complex topography.  
The only way of addressing this issue is to collect detailed climate data at the local 
level and build up empirical models. In areas of heterogeneous terrain the complex 
interaction of solar geometry, topography, and land cover over the year can allow striking 
differences in climate on a scale of less than 1km (Chen et al., 1999, Ashcroft, 2006, Pepin 
et al., 2009). Data need to be collected at suitable intervals in both time and space, and 
over significant periods (years rather than seasons) to capture the underlying characteristics 
that define a particular local climate. These empirical data are then available for both 
statistical modelling and offering boundary conditions and ground truthing for the 
downscaling and remote sensing approaches. 
 
1.3 Thesis Structure 
The thesis is divided in to a further 6 chapters: 
In Chapter 2 the gap in the literature and research is defined through discussion of 
the context for the study. The literature reviewed in this chapter looks at the study of local 
climates in the wider context of the research on climate change. The issues of scale, 
downscaling, and collecting empirical data at the local scale are explored. The aims and 
objectives of the study are set out at the end of the chapter. 
Chapter 3 describes the study area. The local terrain and climate are introduced 
along with the Kevo Subarctic Research Station.  
In Chapter 4 the core primary and secondary data sets used in the study are 
introduced. The experimental design and field methods are discussed along with 
calibration, pre-processing and other data management issues. The performance of the 
dataloggers used is examined in more detail to assess the overall quality of the data 
collected. 
Chapter 5 contains the results and analysis. The chapter is split into six sub-
chapters (A-F). The first four sub-sections investigate the temperature data in relation to 
the synoptic conditions; section a) looks at the synoptic conditions over the period of study 
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and their influence on site temperatures and the relationships between gradient wind 
strength (at the 850mb pressure level) and wind speed on the ground; b) lapse rates are 
calculated to investigate the complex temperature changes throughout the year. Inversion 
formation is analysed and case studies of lapse rates and synoptic conditions are explored; 
c) the variation in temperatures across the sites in explored using principal component 
analysis; d) the decoupling of the near-surface site temperatures from the free-air 
temperature is explored using a multiple regression approach in two models (annual and 
monthly).  
The last two sub-sections explore applications of the temperature data; section e) 
investigates the representativeness of the meteorological station at Kevo with respect to the 
instrumented sites; f) focuses on the relationship between the local climate and seven 
shallow lakes in the study area. The lakes have been used in the development of a 
chironomid-based temperature transfer function. The July mean surface air temperatures 
used to develop the transfer function were interpolated from a number of regional 
meteorological stations and based on a climate average for 1971-2000 (Luoto, 2009). The 
accuracy of these interpolated data is explored. Also a general lake water surface 
temperature model developed by Kettle et al. (2004) for a series of lakes in Greenland is 
tested in the seven shallow lakes studied.  
Chapter 6 synthesises the findings from the previous chapters in respect to the 
objectives laid out in Chapter 2. The possible implications of future climate change on the 
temperature profile of the study area are discussed. 
Chapter 7 summarises the key findings and their implications, the original 
contribution of the study, limitations and recommendations for future work. 
Chapter 5b), d) & e) formed the basis for a recent journal article, Pike et al. (2013). 
These analyses are presented again with additional material. The article can be found in 
Appendix 4. 
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Chapter 2: Literature Review 
2.1 Introduction 
The key issue at the heart of this study is the relative dearth of accurate climate data 
at the local scale and the limitations this places on present day understanding of local 
climates, and assessing the implications of future climate change at the local scale.  
While many general/regional circulation (climate) models (G/RCMs) have been 
specified to predict climate change under different scenarios across the globe, relatively 
little is known about how these regional scale changes will manifest themselves at the local 
level. This information is critical in understanding how flora and fauna may react to 
present and future climate change (Ashcroft, 2010; Dobrowski, 2011). The lack of 
empirical data has typically been compensated for by interpolation from the nearest 
meteorological stations, sensed remotely by satellite, or interpolated from a larger scale 
climate data. This is particularly true for remote areas away from population centres, such 
as mountainous or otherwise similarly inaccessible terrain, where few local records exist. 
The literature review begins by looking at temperature and why it is studied in the 
context of environmental studies and climate change. Two examples of temperature studies 
are highlighted which introduce the influence of complex terrain and scale considerations. 
Then the topic of scale is discussed along with some examples of why the use of correctly 
scaled data are important. The next section discusses temperature decoupling and 
inversions (frequent phenomena in areas of complex terrain). Next interpolation and 
downscaling are discussed.  For remote areas surface temperature data are often 
interpolated or downscaled from regional meteorological stations or G/RCMs. Scale 
differences and complex terrain often mean that these derivations are inadequate and 
require more local scale ground truthing data. Free-air and surface trends are discussed 
next, looking first at global trends then down to more local scales. The final section of the 
review looks at the high latitudes/Arctic, firstly the relative dearth of high-latitude to mid-
latitude studies and why this is important to address and secondly the pilot study for the 
data used in this research. The justification for the research is then outlined along with a 
statement of the aims and objectives. Other literature relevant to specific discussions, 
methods and analyses are included within Chapters 3, 4 and 5. 
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2.2 Temperature as the Climate Variable of Interest  
Temperature is perhaps the most widely studied climate variable. It is at the centre 
of the climate change debate, the current focus of the discussion of change and potential 
change in past and future environments (IPCC, 2007). Thus recently studies have 
increasingly looked at regional to local scale linkages and the issues of downscaling 
temperatures to the local scale in complex terrain (e.g. Daly et al., 2009; Lundquist and 
Cayan, 2007). It is an important, if not controlling, factor in many biotic and abiotic 
processes in the environment. Thus temperature is studied across a variety of disciplines to 
understand the complexity of surface climate. Examples include ecological processes and 
modelling (Tenow and Nilssen, 1990 - moth egg mortality; Tuovinen, 2005 - tree growth; 
Ashcroft et al., 2009 - modelling refugia), agricultural and ecological management 
(Blennow and Persson, 1998, and Chung et al., 2006 - local scale frost modelling; Mårell 
et al., 2006 - reindeer nutrient dynamics; Orlandini et al., 2006 - site temperature 
representativeness; Tyler et al., 2007 - socio-economic vulnerability, Bigg et al., 2012 – 
agricultural impact), road icing (Gustavsson et al., 1998), hydrological modelling 
(DeScally, 1997; Hyvärinen, 2003; Blandford et al., 2008), lake ecologies (Blenckner et 
al., 2004) and palaeoclimate reconstructions (Dalton et al., 2005; Brooks, 2006). 
Many of the above studies focus on or include area of complex terrain were the 
combined influence of topography, aspect, elevation, exposure and varied surface 
characteristics makes downscaling particularly challenging  (Dobrowski, 2011). Spatial 
and temporal resolutions vary accordingly to the needs of the study. For example, in Chung 
et al. (2006) the focus was on developing a site-specific frost warning hazard model using 
temperature and DEM data for fruit trees in a hilly area of South Korea. The study area 
was < 5km² and a total of 14 dataloggers were used, recording temperatures every 10 
minutes over a total period of 2.5 years. Six nearby meteorological stations provided the 
regional temperature context. At the other end of the spectrum Blandford et al. (2008) were 
interested in accurately estimating temperatures for investigations of hydrological and 
environmental processes in southern Idaho. Data was used from 14 meteorological 
stations, which covered an area of 10000km², to calculate daily lapse rates over a 15 year 
period (1989-2004). Lapse rates were shown to vary seasonally, with daily average and 
minimum lapse rate varying more than maximum lapse rates and steeper rates in summer 
compared to winter. These regional lapse rates were found to perform better than the 
commonly used global average environmental lapse rate (-6.5 C/km) for average and 
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minimum temperature lapse rates. Various methods of classifying lapse rate variability by 
month, synoptic type, and seasonal-synoptic type all gave similar results, so the simplest 
method of calculation using monthly lapse rates was recommended. 
The use of lakes as indicators of environmental change is well established, and 
within lakes the remains of sub-fossil assemblages have been identified as useful proxies 
of indicating present and reconstructing past temperatures/environments through the 
development of temperature transfer functions (Battarbee, 2000; Larocque & Hall, 2003 & 
2004; Smol et al., 1995). Water temperature has been identified as the key environmental 
variable in the explanation of the wider distribution of chironomids (Brooks & Birks, 2001; 
Olander et al., 1999) and a significant if not controlling factor in other proxies such as 
diatoms (e.g. Dalton et al., 2005). These transfer functions estimate air temperatures 
indirectly as the sub-fossil assemblages reflect water temperatures (Livingstone et al., 
1999; Brooks and Birks, 2001). 
Brooks (2006) highlighted the steps taken to improve the performance of 
chironomid-temperature inference models, namely increasing the number of test lakes in 
the calibration training set, maximise the length of the temperature gradient covered by the 
lakes and make the distribution of the lakes along the gradient as even as possible, improve 
the taxonomic resolution of the chironomids, test alternative numerical techniques and 
improve the quality of the temperature data used. Temperature data quality was improved 
by interpolating air temperature from nearby meteorological stations, adjusted for altitude 
and distances from the coast or other large bodies of water. One method is to use kriging to 
spatially interpolate temperature using the polynomial of independent variables such as 
location, altitude and lake coverage (Vadja and Venäläinen, 2003). Mean July air 
temperatures were calculated for each lake based on the 1961-1990 climate average (e.g. 
Olander et al., 1999; Korhola et al., 2002; Bigler et al., 2003; Heiri et al., 2003; Nyman et 
al., 2005; Nyman et al., 2008; Luoto, 2009). Brooks (2006) notes that mean July air 
temperatures make sense both mathematically (significance in the calibration functions) 
and biologically as air temperature influences the adult stage of the chironomid life cycle 
as it is correlated with the surface water temperature. Previously surface water 
temperatures had been estimated from single spot measurements taken in the lake in the 
summer months when the sediment core was extracted. This method did not take into 
account the variability in water temperatures.  
Although correlations between water and air temperatures can be high the 
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relationship is not necessarily simple. It depends of the time of year, time scale of the 
correlation (short term variability), lake depth and morphology, and the presence of 
external influences such as the influx of cooler melt water from glaciers (Livingstone et al., 
1999; Brooks and Birks, 2001; Kettle et al., 2004). Air temperatures have been used to 
successfully model lake surface water temperatures with the understanding of limitations 
as described above (McCombie, 1959; Livingstone et al., 1999; Kettle et al., 2004; Sharma 
et al., 2008). 
 
2.3 Scale in Climate Studies 
Table 2.1 details descriptions/interpretations of scale from three well known 
climate texts; Oke (1987), Geiger et al. (1995), and Linacre and Geerts (1997). Studies 
often use the ‘regional’, ‘local’, or ‘micro’ -scale descriptors listed to place the study in 
context but the range of values within a scale covers several orders of magnitude and the 
boundaries between scales significantly overlap. However, the ambiguity reflects the real 
world and the construct is a useful guide when considering phenomena over relative scales.  
 
Table 2.1 Spatial scales  
Scale (Oke, Geiger) Scale (Linacre) Oke Geiger Linacre 
Micro Microclimate (Site) 0.01 - 1000m 0.001 - 100m 10m 
Local Topoclimate (Locality) 100m - 50km 100m - 10km 5km 
Meso Mesoclimate (Region) 10 - 200km 1000m - 200km 50km 
Macro Synoptic (Continent) 100 - 100,000km >200km 1000km 
 Global (Earth)   20,000km 
 
The term ‘landscape’ is also commonly found in climate studies. From an 
ecological viewpoint there are many definitions of the concept of landscape dependent on 
the perspective of the researcher. The area may range from a few square meters to 
thousands of squares kilometres depending on the organism or ecological process being 
studied (Wu and Qi, 2000).  
In climate studies the context of the term typically implies an area of study that has 
some specific characteristics of interest. In the context of this study the landscape is an 
incised valley system in northern Finnish Lapland covering approximately 20km². In 
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studies of a broadly similar nature to this one Lookingbill and Urban (2003) use the term to 
describe an area of study of 64km² (HJ Andrews Experimental Forest, Cascade Mountains, 
Oregon) (also used in Daly et al., 2009). Ashcroft et al. (2009) considered ‘climate change 
at the landscape scale’ using a study area of approximately 100km² which encompassed a 
plateau and escarpment features 80km south of Sydney. In Fridley (2009) the ‘montane 
forested landscape’ of the Great Smoky Mountains National park covers 2090km². The use 
of the term landscape bridges across the classical scale descriptors and refers to a scale 
applicable to the subject studied. A definition of landscape in this context could be a 
specified area that is of an appropriate scale to the analysis of the subject of interest. 
Climates vary from region to region depending on larger scale factors such as 
latitude, the mosaic of land and water masses, synoptic conditions, prevailing winds and 
orographic barriers. Temporally temperatures change with diurnal and seasonal influences 
which also vary with latitude. Within regions local factors can significantly modify the 
climate from the regional average. Likewise factors at the micro scale can also modify the 
climate from the local average. These local and microscale factors are closely linked to the 
nature of the terrain, both the topography and the land cover. The complexity of the terrain 
will influence local shading, further modified by diurnal and seasonal changes (Oke, 1987; 
Barry, 1992; DeScally, 1997; Chen et al., 1999; Rolland, 2003). 
Along with additional correctly scaled explanatory variables, e.g. terrain data, 
models can be improved. For example, in a study of land bird species in Finland 
comparing climate and climate with land cover models over grid resolutions of 10, 20, 40, 
and 80km Luoto et al. (2007) showed that while climate alone offered good envelope 
models across the scales, the introduction of land cover variables at 10 and 20km 
resolutions improved the model predictions. At the 40km scale there was no significant 
improvement between the approaches. At the 80km scale the land cover variables actually 
reduced model performance compared with the climate only models. Luoto et al. noted the 
importance of the determining the most suitable resolution for the study design allowing 
the identification of land cover areas that were and were not suitable for the various bird 
species. The resampling of land cover variables to coarser resolutions effectively masked 
the finer scale heterogeneity of terrain. As there is some degree of correlation between 
climate and land cover this acted to reduce the explanatory power of the distribution 
models. 
10 
 
On a similar theme a study by Luoto and Heikkinen (2008) used two different 
climate scenarios of 100 European butterfly species to model current and potential 
distributions. Climate and climate with topographical models were compared looking at six 
biogeographical categories form the whole of Europe to sub regions, e.g. central Europe. 
Climate data were interpolated down to the resolution of the species data, 0.5˚ x 0.5˚ to0.5˚ 
x 1.0˚. The topographical data were in the form of categorical elevation ranges for a 1km 
grid, where ranges of <250m were classified as ‘flatland’ and >2500m ‘mountainous’. The 
results for the climate-topography models were in stark contrast to the climate-only models 
emphasising the potential issues with bioclimatic envelope models (modelling areas where 
species live) that do not take into account finer scale topography. In mountainous areas the 
climate-topography models estimated approximately half of the species loss of the climate 
only models, and approximately double the losses for the flatland areas. 
 
2.4 Decoupling and Inversions 
Pepin et al. (2011) define surface versus free-air decoupling as ‘occurring when 
surface temperature anomalies at a site show no relationship with upper airflow patterns or 
synoptic climatology.’ Decoupling can occur across many scales (micro to regional) and is 
typically synoptically controlled and influenced by topography (Barry, 1992). 
Early work (e.g. Grenwald, 1896; Marvin, 1914) recognised and described the link 
between high pressure, anti-cyclonic systems with weak air flow where descending air 
mass inhibited cloud formation and thereby in the evening and at night allowing the ground 
to cool as a result of net energy deficit. The emission of long wave radiation from the 
ground to space is greater than incoming short wave radiation resulting in the ground 
cooling. As the ground cools it cools the layer of air in contact with it and a shallow stable 
layer of air is formed. On slopes the colder, denser, air will start to move down slope and 
be replaced by warmer air from above. Where the topography is suitably constrained, 
restricted mountain valleys and basins that bottled-necks the flow of air or other 
topographic features such as local depressions which allow accumulation, the cold air will 
start to pond and displace warmer air. The phenomenon is widespread and commonly 
associated with mountainous and complex terrain (Barry, 1992), but can also occur in less 
rugged terrain given ideal conditions (e.g. Mahrt et al., 2001).  
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Synoptic conditions permitting, the pooling cold air will deepen forming a 
temperature inversion, due to the lack of any vertical mixing, where air temperature 
increases with height. This effectively decouples the valley temperature from the free air 
above. The depth of the inversion could range from a few to hundreds of metres or more. It 
depends on the persistence of suitable synoptic conditions and the dimensions of the 
topographical restriction. Valleys could fill up and eventually overflow (Neff and King, 
1989) or be flooded by a more regional scale pooling event (Pepin et al., 2009). 
Understanding atmospheric stability and an area’s susceptibility to inversion events 
is important to agricultural, industrial and ecological interests (Geiger et al., 1995). Frost 
events have the potential to damage crops, and local knowledge is critical. At lower 
elevations crops can be vulnerable to radiation frosts, and crops at higher elevations may 
be affected by advective frosts due to dry adiabatic cooling as the air rises (Chung et al., 
2006). The dispersal of airborne pollution can be affected by changes in atmospheric 
stability. Depending on overall stability and inversion heights relative to chimney heights 
plumes from chimney stacks can be taken aloft or trapped beneath the inversion layer 
(Geiger et al., 1995). If suitable conditions persist the area could accumulate and 
concentrate the pollutants, smog being a typical outcome. 
 
2.5 Interpolation and Downscaling 
At the smaller scales and particularly in areas of complex topography, the 
prediction of temperature becomes more problematic due to the interactions of 
environmental processes acting at different scales over different periods of time (Geiger et 
al., 1995). The relationships evident at larger scales may not be applicable at smaller scales 
(Levin, 1992; Chen et al., 1999). Regional scale data are commonly interpolated across an 
area as they are often the only data available (Beaumont et al., 2007), particularly in more 
remote area such as mountainous regions and the Arctic (Joly et al., 2003; Hijmans et al., 
2005; Brooks, 2006). However, this method cannot adequately capture the spatial and 
temporal complexity at the finer scales. The locations of regional stations are typically in 
flat exposed areas conforming to international guidelines (e.g. WMO, 2010) and so their 
usefulness is limited (Bolstad et al., 1998; Lookingbill and Urban, 2003). 
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Another option is to downscale the data available from regional and global climate 
model output (RCM/GCMs, also known as regional/general circulation models) and other 
regional scale models. Resolutions for these datasets range from 1-100km for regional 
models up to degrees of latitude and longitude for global datasets (Serreze & Barry, 2005; 
IPCC, 2007; Maurer & Hidalgo, 2008). They do not predict variables at the smaller scales 
well as the smaller scale processes are not adequately modelled. Improvements in 
downscaling predictions have been achieved through ensemble and nested modelling 
techniques (e.g. Benestad, 2002; 2004), however the level of local detail required means 
that empirical data is needed to validate the results (Dobrowski, 2011). Complex 
topography, land cover, lakes, and maritime versus continental influences all have 
significant impacts on the local climate.  
Downscaling is carried out using either dynamical or statistical methods (Benestad, 
2002). Higher resolution datasets coverage regional/global area do exist, for example 
Hijamas et al. (2005) at a resolution of 1km (30arc seconds), although the low density of 
observation stations in remote areas means that even at this resolution a lot of the fine scale 
climate variation is not captured. 
Dynamical downscaling typically follows one of two methods (Murphy, 1999). The 
variable to be downscaled can be estimated from GCM output and empirical adjustments 
can be applied to compensate for unmodelled small scale effects and errors within the 
GCM. A second approach is to nest higher resolution models within coarser models, with 
the variable estimation derived from the nearest grid point. Model or observed data are 
used to provide the boundary conditions for the downscaling. This allows complete spatial 
coverage for the modelled climate variables and the maintenance of relationships between 
those variables (Murphy, 1999; Benestad, 2004). There are two main issues with 
dynamical models. The first is that they tend to be computationally expensive, especially 
with the nested approach. Secondly, the parameterisations used in modelling sub grid 
processes contain a significant level of uncertainty, both for present day and particularly 
for predicting future scenarios (Benestad 2002, Maurer & Hidalgo, 2008, Spak et al., 
2007). 
In contrast statistical downscaling, also known as empirical downscaling is 
computationally inexpensive and works for smaller scales. However, observational data are 
required over a sufficient scale and time frame in order to train and validate the statistical 
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model. The approach models the relationship between one or more large scale independent 
variables and one or more local scale dependent variables of interest, typically temperature 
or precipitation (Palutikof et al., 1997). While dynamical models rely on good estimates of 
model parameterisations for credible downscaling of future climate scenarios, statistical 
methods make the assumption of stationarity of the observed data when applied to future 
scenarios (IPCC, 2007; Schmith, 2007). Empirical local scale data for one area are not 
necessarily valid for another (i.e. are not transferable) (Winkler, 1997), highlighting the 
need for site-specific data (Ashcroft, 2010; Dobrowski, 2011). 
Palutikof et al. (1997) identify three main approaches towards statistical 
downscaling regarding the predictor variable(s). The first is that the coarse scale GCM 
predictions of the surface climate variable are used as the predictor variable, working on 
the assumption that the influence of the boundary layer has been adequately parameterised 
in the model and the large scale areal average climate variable is therefore a robust 
estimate. This model approach can be adjusted to include other predictors such as grid 
point circulation indices (e.g. NAO) to model the influence of the synoptic conditions. 
However, surface boundary conditions are difficult to model particularly in areas of 
complex topography. The second type of approach uses free air atmosphere variables, 
variables not influenced by the boundary layer. Variants of this approach range from one-
to-one predictor variable to surface variable to a many-to-many approach predicting a 
number of surface variables from multiple predictors. The third type also uses free air 
variables but rather than using single grid points for the downscaling, multiple grid points 
are employed thereby relating large scale synoptic patterns to surface climate variables. 
Wilby et al. (2004) identify three broad families of statistical downscaling methods. 
The most commonly encountered are regression-based methods. These methods are the 
most simple approach and range from simple linear regressions, spatial correlation 
(kriging), conical correlation analysis and non-linear methods such as artificial neural 
networks (ANNs). Weather classification models offer another approach where patterns 
are grouped by an assessment of similarity in synoptic characteristics. The predictand is 
then modelled under scenario conditions with reference to the various synoptic 
classifications. The third method is the use of weather generators, or stochastic weather 
generators. These models are parametised to estimate the statistical characteristics of the 
local climate rather than a time series prediction using larger scale predictor variables. 
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2.6 Free-air vs. Surface Temperatures - Differential Trends: 
While the consensus of scientific opinion acknowledges the  increase in global 
mean temperature demonstrated in the period of the instrumental record, how that increase 
will continue to manifest itself at the regional and local scales continues to be the focus of 
much research. Regional scale modelling has shown divergent warming trends across the 
globe with enhanced warming predicted for the Arctic (IPCC, 2007). 
Surface temperature estimations are commonly downscaled from regional free-air 
temperature data as represented by models such as NCEP/NCAR Reanalysis R1 (Kalnay et 
al., 2001) (e.g. Losleben et al., 2000; Daly et al., 2009) and NARR (North American 
Regional Reanalysis; Mesinger et al., 2006) (e.g. Dobrowski et al., 2009) which use a 
combination of radiosonde, satellite data and modelling to derive measurement fields. 
Dobrowski et al. (2009) quantified the influence of landscape scale physiographic factors 
on near surface temperatures as to that explained by variation in the regional (free-air) 
temperatures for the mid-latitude (~39.1ºN) mountainous region around Lake Tahoe, 
California. They found that the free-air temperature patterns (interpolated from the NARR 
data set to a fixed elevation point of 2200m) explained 70-80% of the surface temperature 
variability. The remainder was attributed to the physiographic factors whose influence 
varied with season and the prevailing synoptic conditions. The physiographic factors were 
more influential with a stable atmosphere and less prevalent with well mixed conditions. 
With the interest in global climate change many studies have focussed on the 
quantification and prediction of temperature trends in the free-air and at the surface; 
surface temperature studies tend to focus on high elevation sites (i.e. mountainous regions) 
and low elevation sites at regional and local scales. Surface boundary effects result in a 
greater amount of decoupling at lower elevation sites than at more exposed higher 
elevation sites. Measurements taken at high elevation sites, particularly mountain summits, 
are sometimes considered as surrogates for free-air measurements. However, surface cover 
(snow), aspect, and synoptic conditions (especially cloud cover) still act to decouple these 
sites from the free-air, although not to the same extent as at lower elevations (Barry, 1992; 
Pepin & Norris, 2005). 
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2.6.1 Global and Regional Trends 
Pepin and Seidel (2005) showed differing trends in free-air and high elevation 
surface sites temperature measurements, with high elevation surface temperatures showing 
stronger (more statistically robust) and more widespread warming trends (an average of 
+0.13ºC/decade). They used mean monthly surface (>500m elevation sites) and free-air 
temperature measurements for 1084 locations across the globe and compared both 
anomalies and differences (ΔT) between the surface and free-air data for the period 1948-
1998. Surface temperatures were obtained from the Global Historical Climate Network 
(GHCN) and Climate Research Unit (CRU) data sets. The free-air measurements were 
interpolated horizontally and vertically from the NCEP/NCAR Reanalysis R1 data set at 
given pressure levels equivalent to the surface site elevations, with the understanding that 
this data set is itself partly modelled. Correlations between anomalies were generally very 
high (r >0.8), especially between summit sites and the free-air (r > 0.9). Valley bottom 
sites had lower correlations attributed to terrain decoupling effects but not quantified. 
Temperature difference (ΔT) was shown to be increasing at most sites (> 70%), driven by 
the trend in surface temperatures. Further analysis (Pepin & Lundquist, 2008) showed that 
surface warming trends were faster at lower temperatures, particularly around the annual 
0ºC isotherm due to snow-ice feedback.  
In related research Pepin et al. (2011) investigating temperature trend patterns in 
the western United States suggested that the increased variance in surface temperature 
trends at decoupled locations (generally valleys bottoms) were dependent on the scale used 
and the season. Annually no strong relationships were found between observed trends and 
topographic variables. However, the warming trend was found to be weaker at decoupled 
sites with snow cover during winter. In autumn and winter without snow cover the 
warming trend was found to increase. Synoptic characteristics explained some of the 
differences (cyclonicity in autumn, anticyclonicity in winter). Pepin et al. (2011) concluded 
that surface locations subject to decoupling may experience different changes in climate 
than other locations exposed to the free-air. 
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2.6.2 Local Trends 
At the local scale recent research has demonstrated that the warming trend cannot 
be applied as a systematic increase. Local scale effects influence the surface climate and 
can result in a complex mosaic of divergent warming trends both temporally and spatially. 
Holden and Rose (2010) developed and used a homogenised 76-year temperature data set 
to investigate temperature and surface lapse rate change between an upland (Moor House, 
556m) and lowland (Durham, 102m) site. The distance between the sites was 53km. This 
study serves to highlight some issues with local scale research.  
Compared to global studies (instrumental record) the 76-year time frame is 
relatively short, but in terms of local scale studies it is substantial and this allowed Holden 
and Rose to draw some significant results from the data. Holden and Rose highlight the 
fact that Chapter 3 of the IPCC (2007) report on surface temperature observations makes 
no mention of differences between comparable upland and lowlands site temperatures, 
inferring this is as a consequence of an overall lack of data regarding long term 
temperature observations between upland and lowland sites within regions, particularly the 
lack of data at higher sites. Trivedi et al. (2008) reported similar issues studying plant 
communities in the Grampian Highlands in Scotland. The bulk of analysis in this subject 
area had therefore relied on relatively short term data sets, resulting in ambiguous 
conclusions regarding differential warming rates between upland and lowland sites. 
Comparing the temperature records from 1991-2006 against baselines from 1931-
1960 and 1961-1990 Holden and Rose (2010) observed similar warming trends at both 
sites for both time periods, (0.53˚C and 0.73˚C for Moor House, 0.61˚C and 0.71˚C for 
Durham) with no significant changes in the mean annual lapse rates. However, monthly 
and seasonal analysis unpicked more complex patterns in the warming trend and lapse rate 
pattern. Between Durham and Moor House the summer (Apr-Sep) surface lapse rate had a 
significant steepening trend and the winter (Oct-Mar) a weakening trend for the time 
period. At Moor House winter warming was found to be greater and more pronounced in 
the recent record (1991-2006), whereas for Durham greater summer warming was evident 
and more consistent over the overall time period. At Durham maximum and minimum 
temperatures had increased at approximately the same rate, whereas for Moor House 
minimum temperatures had increased at a greater rate than maximum temperatures 
resulting in a reduced diurnal temperature range. This increase in minimum air 
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temperatures at Moor House also represented a decrease of 23% in air frost days and 
reduced snow cover which could have significant ecological implications as the area is 
peatland and understood to be sensitive to climate change. 
In addition, from a synoptic view point using the Lamb Classification (Lamb, 1972) 
Holden and Rose (2010) found a slight reduction in the frequency of straight westerly air 
flow in summer and increased south-westerly air flows in winter, but overall this 
represented no significant trend in changes in air mass frequencies that could explain the 
changes in lapse rates. However, there was significant steepening of lapse rates within four 
westerly and cyclonic conditions which was tentatively linked to latitudinal changes in sea 
surface temperature changes described by Pepin (2001). 
Holden and Rose (2010) highlighted the importance of understanding the influence 
of regional (synoptic) and local (elevation, land cover, albedo) effects on lapse rates in 
local areas and as a result these processes are site specific and not necessarily transferable 
to other areas. They clearly demonstrated that temperature changes in upland areas could 
not be consistently modelled from lower sites, emphasising the need for more sites at 
higher elevation in order to effectively monitor surface lapse rate changes. 
Lundquist and Cayan (2007) also demonstrated how simple lapse rate estimations 
often proved inadequate for describing spatial temperature structure. Using empirical 
orthogonal functions (EOFs) the dominant spatial patterns were identified and related to 
the local topography of the Sierra Nevada, close to the Yosemite National Park, California 
(~4000km²). The temporal temperature patterns were related to the regional weather 
conditions, as described by the NCEP/NCAR reanalysis data set over the period 1948-2005 
(700 hpa level). The findings showed how strong westerly winds resulted in warmer 
temperatures on east slopes and cooler temperatures on west slopes, and the opposite 
pattern with weak westerly winds. More importantly temporal trends identified in the 
synoptic data showed weakening westerlies over the 1948-2005 period and so a cooling 
trend on the east slopes of the area. Ashcroft et al. (2009) identified similar heterogeneous 
warming trends linked to changing synoptic patterns at a smaller scale (100km²). 
A study by Daly et al. (2009) provides a succinct example the complex interaction 
of climate and scale and the implications for modelling future climate change. Conducted 
in the HJ Andrews Experimental Forest with 12 meteorological stations sited in areas of 
topographic interest (hill tops, valley bottoms, slopes and ridges) over an area of 64km² the 
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study related synoptic weather data (at the 700 hpa level) to the surface air temperatures. 
The more exposed stations (hill tops/slopes, ridges) were highly coupled to general 
weather patterns. In the more sheltered locations (valley bottoms) cold air ponding at night 
and in winter meant that the air temperature was effectively decoupled from the regional 
climate. This demonstrated a complex spatial and temporal temperature pattern across this 
small area controlled by the variation in terrain elevation and position. When estimations 
of climate change were modelled along with projected changes in synoptic patterns there 
were large differences in temperatures (up to 6ºC) modelled across closely spaced 
locations as a result of the interaction between topography and the synoptic conditions. 
Changes in temperature maximums and minimums were found to diverge both in and 
between seasons. Fridley (2009) reported similar findings, highlighting considerable 
variability in ground temperature at fine spatial scales (< 1000m). Fridley’s study in the 
Great Smoky Mountains National Park (35.7 ˚N) used 120 temperature sensors across two 
watersheds (~50km² each) along with a validation network of 50 sensors distributed around 
the 2090km² park. The results demonstrated that relative temperature differences at 
different landscape positions varied seasonally, with differences over 2ºC for daily 
minimum temperatures and 4ºC for daily maximum temperatures.  
 
2.7 High Latitudes/The Arctic 
The Arctic is thought to be especially sensitive to climate change due to polar 
amplification (ACIA, 2004; Serreze and Francis, 2006) with significant changes in snow 
and ice cover expected (Lemke et al., 2007) and a northward shift of the boreal ecotone 
(e.g. Holtmeier, 2005). GCM predictions suggest regional warming of between 2-7ºC by 
2080 for Finland (Jylhä et al., 2004). The following sub-sections explore some of the needs 
for detailed temperature data in the Arctic/Sub-Arctic and why it is important to 
understand present conditions and likely change, namely: 1) the key difference between 
mid- and high-latitude studies – solar geometry; 2) far from theoretical the impact of the 
warming in the region can be readily seen in the research of insect outbreaks in 
Fennoscandia. The topic also provides a useful context for the understanding of the 
regional and small scale influences of climate on species distribution; 3) detailed 
temperature data are also required for the improvement of permafrost models across the 
Arctic. 
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2.7.1 Mid- and High-latitude Studies 
In high latitude climates, such as that in Scandinavia (especially above the Arctic 
Circle), the solar geometry influences local climate with a strong seasonal pattern. Low 
solar elevations enhance aspect and shading effects even during the midnight sun of the 
summer months. The decoupling of the local climate due to cold air ponding can become a 
persistent event when the area is dominated by a negative radiation balance (Pepin et al., 
2009) and the mid-latitude models of a largely diurnal model of cold air drainage (e.g. Neff 
& King, 1989; Whiteman, 1982; Whiteman et al., 1999; 2004; Iijima & Shinoda, 2000; 
Lundquist et al., 2008) need to be adjusted to take this into account. 
While the region has established meteorological stations, many with extensive 
records (e.g. Abisko since 1913 (Yang et al., 2011)) there are relatively few studies (e.g. 
Joly et al., 2003 (Svalbard); Yang et al., 2011; 2012) that have looked at finer scale 
temperature variation across larger areas compared to that at mid-latitudes. Often such 
studies only consider part of the year, typically the summer growing season (e.g. Lindkvist 
& Linqvist, 1997; Joly et al., 2003). 
Mid-latitude studies have demonstrated strong relationships between inversion 
formation and clear, calm conditions during the night (as discussed previously). However, 
at higher latitudes the relationships are less clear. Pepin et al. (2009) conducted a pilot 
study in Kevo Valley from February 2006 to February 2007 (see Chapter 3 and Figure 3.1 
for a full description of the study area). The aim of the study was a preliminary 
investigation of cold pool formation in the valley, quantifying the spatial and temporal 
extent, frequency and intensity. Six dataloggers were deployed on a north-facing slope 
(Puksalskaidi) ranging from 74m (lake level) to 184m. Inversions were classified into 32 
categories based on a binary coding of positive or negative lapse rates between adjacent 
loggers. Code 0 indicated no inversion and 31 an extreme cold pool which filled the valley. 
An additional 11 dataloggers were deployed on a north-south transect across the 
Tsarsejokkordsi valley in the summer of 2006 (6-12th June) and in the winter of 2007 (3-5th 
February) to assess the representativeness of the Puksalskaidi transect to the wider valley. 
Reanalysis  pressure data (1000mb level) was used to calculate daily (mean over 
24-hour period) indices of southerly, westerly and total flow strength, flow direction and 
vorticity using the methods of Jenkinson and Collinson (1977) and Jones et al. (1993), 
representing properties of the gradient wind and atmospheric stability. Vorticity was 
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interpreted as a first-order proxy for cloud cover, with the understanding that the correlatin 
was not one-to-one. The results showed that inversion conditions (any type) were common 
(51.3% of the time). Low solar elevations, even during the period of 24-hour sunlight, and 
the incised topography aided the formation of inversions at any time of year. Strong cold 
air pools were most common in winter (DJF) and spring (MAM). Mid-level inversions 
were most common in spring, and low-level inversion most common in the summer (JJA). 
However, there was no clear relationship found between inversion intensities and 
vorticity and gradient wind. Timing issues were thought to contribute to the discrepancy 
between the expected and actual relationships as the indices were 24-hour summaries 
opposed to the maximum inversion intensities which were often short lived, only in 
existence over a few hours. Longer cold pools persisted, particularly during the winter 
when there was no solar heating to destroy the cold pool thermally. Winter cold pools were 
destroyed by mechanical mixing of the cold pool and warmer air. Although this could be 
rapid with strong gradient winds the pattern was not consistent.  
The pilot study concluded that, given the weak relationships of the cold pool to the 
synoptic indices, once the cold pool reached a certain size it was to a certain extent able act 
independently of the regional synoptic conditions, perhaps aided by subsidence in the lee 
of the Scandes mountain range. To further investigate the findings of the preliminary 
analysis the datalogger network was expanded in September 2007 to cover 60 sites 
throughout the valley system (this study presents the results from the data expanded 
network). 
 
2.7.2 The Role of Temperature and Topography in Moth Outbreaks in Fennoscandia 
The patterns of insect outbreaks in northern Fennoscandia, in particular Epirrita 
autumnata (autumnal moth) and Operophtera brumata (winter moth), have been recorded 
and studied since the mid-19th century, with more recent research focussing on the 
implications of climate change on the range and intensity of outbreaks (Tenow and 
Nilssen, 1990; Virtanen and Neuvonen, 1999; Jepsen et al., 2008; Berggren et al., 2009; 
Bylund, 2009; Bale and Hayward, 2010). The autumnal and winter moths are the most 
common defoliating outbreak species in northern Fennoscandia. The species have different 
but overlapping distribution ranges, and both defoliate the mountain birch, the main host 
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for both species in the region (Bylund, 1999). The distribution limits of the species are 
determined mainly by climatic factors impacting on egg mortality during the winter period 
(Neuvonen et al., 1999), but the factors that govern local variability in outbreaks areas 
within the distribution range are not fully understood (Jepsen et al.,2008; Berggren et al., 
2009). 
The differences in the outbreak ranges are mostly attributed to the differences in 
cold tolerance of each species. The eggs of both species are killed if they freeze, but, as is 
common in overwintering insects, the eggs have the ability to supercool during the 
overwintering stage (diapause) allowing survival of the some of the more extreme 
temperatures in the subarctic winter (Turnock and Fields, 2005).  The autumnal moth has a 
slightly lower minimum supercooling point (SCP) (approximately -36˚C) than the winter 
moth (-35˚C). However, the SCP’s change during the diapause stage of development. For 
the autumnal moth the SCP rises to approximately -29˚C by spring, so relatively cold 
temperatures late in spring could kill eggs (Tenow and Nilssen, 1990; Ammunét et al., 
2012). 
The SCP of the autumnal moth egg has been used to explain previous and predict 
future outbreak ranges. The winter topoclimate (intense cold air pooling events) can 
explain a significant amount of a local outbreak pattern and links larger scale climate 
models to local scale ecological and topographical processes (Tenow and Nilssen, 1990; 
Virtanen et al., 1998). Virtanen et al.’s temperature based study at Abisko, northern 
Sweden, underestimated egg mortality slightly as it did not take in to account other impacts 
on mortality such as parasitoids and predators, and cold induced injuries to the eggs by 
temperatures above the SCP. However, in the case of this particular study it was noted that 
in the four winters between 1961 and 1996 where April temperatures had dropped 
sufficiently low, the mid-winter temperatures had already been below -36˚C (Virtanen et 
al., 1998). Nevertheless extended periods of less severe temperatures are thought to impact 
on egg mortality by inducing injuries (Bylund, 1999). Further research by Bylund based on 
two survey periods in Abisko (1955-1967 and 1984-1994) showed a complex interaction of 
biotic and abiotic factors influence the autumnal moth population. In addition to the 
weather larval parasitioids, the forest stand-structure and food quality are considered 
important factors. 
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Historically winter moth outbreaks have been restricted to lower latitudes, near 
coastal areas or south facing slopes while the autumnal moth outbreaks have tended to 
more mature, inland continental forests. Where the outbreak areas overlap the moth species 
split altitudinally. The winter moth attacks the lower elevations while the autumnal moth 
attacks mid- and high elevations towards the tree line (Jepsen et al., 2008). With climate 
warming the winter moth is expected to further migrate into areas previously dominated by 
the autumnal moth which will itself move further into more continental areas (Jepsen et al., 
2008). In the more continental areas, such as northern Finnish Lapland, the outbreak 
patterns have been irregular, but when they do occur they are synchronised with outbreaks 
in the wider area (Neuvonen et al., 1999), probably via regional scale weather systems 
(Bylund, 1999; Virtanen and Neuvonen, 1999). 
The outbreaks have been observed to peak approximately every 10 years or so 
(Ammunét et al., 2010, Virtanen et al., 1998). In areas where the outbreaks overlap the 
winter moth outbreaks lag the autumnal moth by 1-3 years. The reason for this is unknown 
(Ammunét et al., 2010). Both species have similar univoltine life cycles, development, and 
outbreak patterns, aspects of which are directly related to the climate (Bylund, 1999; 
Jepsen et al., 2008). As a result the species interact in all stages of their lifecycle 
(Ammunét et al., 2010). In areas of outbreak overlap the effective duration of outbreaks are 
thought likely to increase, and the impacts on the mountain birch – moth ecosystem, 
particularly the ability of the forest to recover, will be more severe (Jepsen et al., 2008). 
Research by Ammunét et al. (2010) concluded that competition between the two species 
(direct or indirect) did not act to suppress an increase in the invading winter moth 
population. In fact results suggested that the winter moth had a higher probability of 
survival. 
Changes in temperature and the climate in general may affect the moth species both 
directly and indirectly as well as other trophic levels (host plants and predators) and the 
interactions between them (Berggren et al., 2009). For example, in addition to the effect of 
winter temperatures on egg mortality potential future changes in temperature throughout 
the rest of the year could also impact on egg-hatch synchrony with budburst and the 
development of the larvae and pupae (Bylund, 1999). Changes in climate act as a catalyst 
for changes in species distribution, but the resultant change is not solely reliant on the new 
climate regime as the interactions in and between the different trophic levels are complex. 
However, investigating temperature variability across the landscape and the factors that 
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drive or have the potential to drive a complex reaction is an important first step in 
assessing future environment changes. 
 
2.7.3 Permafrost Modelling 
Another application of detailed near-surface (2m) air temperatures in the Arctic is 
in the modelling of permafrost. Ground surface temperature (GST), defined as the 
temperature at the surface of the ground, in practice 0-5cm below the surface, is the 
principal variable in simulating the thermal regime of permafrost (Westermann et al., 2011; 
Hachem et al, 2012). The lack of GST sites means that interpolated air temperature 
measurements from similarly limited meteorological stations or reanalysis data are 
commonly used in lieu. However, these data are often not spatially representative or are 
simply too coarse a resolution for effective modelling (Hachem et al, 2012).  
To improve the permafrost models high resolution land surface temperatures 
(LSTs) are commonly derived from satellite platforms such as MODIS (Moderate 
Resolution Imaging Spectroradiometer) with a pixel resolution of 1km². LSTs obtained 
from satellites measure the surface which covers the ground such as vegetation and other 
organic matter, or snow in winter and not necessarily the ground itself. As such they are 
also known as ‘skin’ temperatures. The surface difference is referred to as the buffer layer 
(Hachem et al., 2012). Satellite data are validated with ground-based thermal infrared 
radiometers and the differences between the two are down to undetected cloud cover and 
surface heterogeneity within the 1km² pixel. However, this method of validation is 
typically limited both temporally and spatially, e.g. during the summer and at a limited 
numbers of sites (e.g. Coll et al., 2005; Langer et al., 2010; Westermann et al., 2011).  
To make best use of the better near surface temperature temporal and spatial 
resolutions the relationship between air temperature and LST needs to be understood. At 
two Arctic test sites in Northern Quebec, Nunavik, Canada and the North Slope of Alaska, 
USA, Hachem et al. (2012) found that skin temperatures were better correlated with air 
temperatures than GSTs (r = 0.97, mean difference (MD) = 1.8˚C, standard deviation of 
MD = 4˚C) the standard deviation was attributed to undetected clouds, heterogeneity 
within the 1km² area and the inherent difference between LST and air temperature. To 
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better understand and model the heterogeneity with a 1km² area of complex terrain higher 
resolution data sets are required to complement the regional scale interpolations. 
 
2.8 Justification for study at Kevo 
The combination of local topography, latitude, previous research in the area and 
facilities in a relatively remote area presents a strong justification for using this location. 
Complex topographies in a remote high latitude environment are relatively understudied 
compared to mid-latitude locations. 
This type of study has tended to focus on complex, typically mountainous, 
topography where the combination of aspect, slope and topographical constrictions provide 
suitable conditions for the decoupling of the local climate from what might be considered a 
more regional picture. Research into this phenomenon also tends to be focussed in mid-
latitude, more populated regions such as North America, Europe and the Far East. Fewer 
studies look at the Arctic and subarctic, although with the increased focus on climate 
change and the perceived sensitivity to climate change of these regions more and more 
studies are being conducted in these areas in recent years. 
The region perceived as sensitive to climate change. Through detailed analysis how is the 
local climate likely to change? 
The mean annual temperature at Kevo is on the cusp of the 0 degree annual 
isotherm, areas identified as probably most sensitive to global warming due to snow-ice 
feedback (e.g. Pepin and Lundquist, 2008). With Kevo also located on an ecotone, near the 
latitudinal treeline, understanding in detail how the local climate current reacts to the 
interactions between seasonal changes and synoptic forcing and how it may change in the 
future is a useful exercise in assessing the potential impacts of climatic change. 
Palaeoclimate temperature inference studies often rely on interpolated regional air 
temperature data in order to estimate lake air temperatures which are in turn a proxy for 
lake surface water temperatures. 
Seven lakes from Luoto’s (2009) 77 lake chironomid-temperature training set are 
located near the Kevo Subarctic Research Station. Interpolated regional temperature data 
25 
 
were used to estimate mean July air temperatures at the lake locations. Kettle et al. (2004) 
developed an empirical general temperature/solar radiation model to predict lake water 
temperatures from air temperatures for 14 lakes in Greenland at a similar latitude to that of 
Kevo, but in a maritime environment. With the established datalogger network providing 
detailed information on local surface lapse rates there was the opportunity to both validate 
Luoto’s temperature estimations and test Kettle et al.’s model on those lakes. 
 
2.9 Aims and Objectives: 
The broad aim of this study was to investigate the spatial and temporal patterns of 
temperature variability in Kevo Valley in order to enhance the understanding of the 
interaction between topography and synoptic forcing on temperatures at the local scale in a 
high latitude incised valley. A secondary aim was to use the obtained data in applications 
to assess the representativeness of Kevo Meteorological Station and to test air temperature 
estimates for seven local lakes used by Luoto (2009) and to test Kettle et al.’s (2004) lake 
surface water temperature model on those seven lakes. To achieve these aims the following 
objectives were identified and conducted for this study: 
 
2.9.1 Methodological objectives: 
 The methodological objectives focussed on assessing the fitness for purpose of the 
data collected and used in the research: 
 Objective M1: To assess the high resolution surface air temperature dataset from an 
existing dense network of 60 data loggers and the performance and suitability of 
the dataloggers used in the Kevo study area (Chapter 4 Data).  
 Objective M2: To determine how well the network samples the terrain of the study 
area (Chapter 4 Data). 
 Objective M3: To develop a data logger network to measure surface air 
temperatures and lake surface water temperatures around/in seven lakes for the 
period of study (Chapter 4 Data). 
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2.9.2 Analytical objectives: 
 Analytical objectives A1-3 are focussed on investigating the temperature variability 
from the main datalogger network measurements:  
 Objective A1: To demonstrate using lapse rate models the structure of temperature 
patterns in the study area, and why a simple summary environmental lapse rate is 
inadequate in this environment (Chapter 5B Lapse Rate Modelling). 
 Objective A2: To demonstrate how local temperatures vary spatially and 
temporally in relation to the synoptic conditions within Kevo Valley, an area of 
complex terrain in a high latitude environment (Chapter 5A Temperature and 
Synoptic characteristics & 5C Principal Component Analysis). 
 Objective A3: To demonstrate decoupling of the surface air temperatures from the 
free-air temperatures (taken as the 850mb level temperature) (Chapter 5D 
Decoupling). 
 
 Analytical objectives A4-6 focus on applications of the temperature in the area and 
the testing of a summer lake surface water temperature model: 
 Objective A4: To assess how representative the Kevo Meteorological Station is of 
the local valley system as described by the established datalogger network (Chapter 
5E Site Representativeness Analysis).  
 Objective A5: To validate Luoto’s (2009) air temperature estimations (Chapter 5F 
Lake Air and Surface Water Temperature Modelling). 
 Objective A6: To assess the applicability of Kettle et al.’s (2004) lake surface water 
temperature model on the seven lakes detailed in this study (Chapter 5F Lake Air 
and Surface Water Temperature Modelling). 
 
 Finally, analytical objective A7 synthesises the findings in the context of future 
climate change: 
 Objective A7: To assess the implications of these findings for potential future 
climate change in the area (Chapter 6: Discussion). 
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Chapter 3: Study Area 
3.1 Introduction 
This chapter introduces and discusses the Kevo Subarctic Research Station, the local 
topography, and the regional and local climate and its characteristics. 
 
3.2 The Kevo Subarctic Research Station 
Kevo Subarctic Research Station along with the Kevo Meteorological Station 
(Kevo hereafter) is located at 69˚ 45’N, 27˚ 01’E, on a small peninsula into Kevojärvi, a 
fjord with a maximum depth of over 30m. The permanent research centre was opened in 
1958 with the aim of promoting biologically orientated studies in Lapland. The remote 
northerly location was chosen due to the position between the forest and tundra regions, 
allowing study of the sensitive ecotone in an area of varied topography. These studies 
required information on the local climatic conditions so the Finnish Meteorological Office 
established the meteorological station at the site by 1962 (Kallio, 1964). 
 
3.3 The Local Topography 
The study area, covering approximately 20km², is located around Kevojärvi at the 
northern most point of the Kevo Valley Nature Reserve, Northern Finnish Lapland. Three 
deeply incised valleys with rivers meet at Kevojärvi in what is otherwise rolling fell. 
Orientated north-south is the Utsjoki, southwest-northeast Kevojoki, and the Tsarsjoki 
west-east (Mansikkaniemi and Laitinen, 1990). The surrounding area is sometimes referred 
to as ‘Fjeld Lapland’, ‘fjeld’ meaning a relatively high, rocky and barren plateau (Kallio, 
1964). The immediate area has an altitudinal range of 245m, from the lake surface at 75m 
a.s.l to the summit of Jesnalvarri at 330m. With the local topography steep and varied, the 
local climate is complex both temporally and spatially due to seasonal high latitude solar 
influences and the resultant local shading effects (Pepin et al., 2009).  
28 
 
 
Figure 3.1. A map of the study area in northern Finland surrounding Kevojärvi, Also shown is the location of 
the 60 data logger sites (discussed later in Chapter 4), and the Kevo Meteorological Station (KEVSTA) 
(Courtesy of M. Schaefer, in Pike et al., 2013). 
 
The site lies with the birch subzone of the boreal coniferous forest approximately 
60km north of the continuous pine tree line (Vainio, 2011). Because of the complex 
topography’s influence on the local climate the area is a distinct outlier in terms of 
vegetation. Scots pine (Pinus sylvestris) are able to grow in the lower sheltered areas of the 
valley system up to an altitude of approximately 200m in places before a distinct overlap 
and rapid change to mountain birch (Betula pubescens). Typical maximum heights for the 
pines are 8-12m and for the birch 2-7m, apart from on the summit of Jesnalvarri 
(Mansikkaniemi and Laitinen, 1990, Seppälä 2002). In limited areas on south facing slopes 
the microclimate is favourable enough for Aspen (Populous tremula) to have established.  
On Jesnalvarri the mountain birch are present to the summit (330m), although the 
trees rapidly reduce in size and density. In some of the more protected sites on the summit 
a small number of Scots pines have managed to establish. There are remains of more 
mature mountain birch on the summit, evidence of the severe damage to the birch 
29 
 
population in the 1964-65 Autumnal moth (Eppirata autumnata) outbreak and defoliation 
event which covered approximately 5000km² of the region (Virtanen et al., 1998). In a 
fenced enclosure surrounding an old instrument site at the north end of Jesnalvarri (see site 
WIND5 on Figure 3.1) some birch are growing well and more densely compared to other 
areas of the summit. This suggests that grazing pressure from reindeer, which are able to 
freely move around the summit and the area to the north and west, is limiting the 
reestablishment of the mountain birch here to some degree, as in other locations.  
 
3.4 The Regional Climate 
Despite Finnish Lapland’s latitude the climate is warmer than other regions of 
similar latitude, particularly in winter, due to the influence of the warm North Atlantic 
current and the resultant transfer of heat to Atlantic air masses. The anomalies are for 
summer (July) approximately 16˚C warmer and in winter (January) 4˚C warmer (climatic 
period for data not given) than the latitudinal average (Barry and Chorley, 2003).  
Prevailing westerly winds and the interaction of Arctic and polar air masses from 
the north with tropical air masses from the south mean that low pressure weather systems 
play a significant part in defining the regional weather which can vary rapidly. With low 
pressure systems moving through from west to east strong winds can develop, and the 
advancing warm and cold fronts bring in periods of continuous rain and short, heavy 
showers respectively. After the low pressure systems pass to the east maritime air from the 
Arctic Ocean is often brought down; relatively cold in the summer and warm in the winter 
(Tikkanen, 2005).  
Even though Finnish Lapland is relatively close to the Arctic Ocean to the north  
(<100km), which has a moderating effect on temperatures, interactions between weather 
systems and the regional topography mean that the area has a range of maritime and 
continental features. Temperatures and precipitation are modified by the presence of the 
Scandes Mountains to the west which gives a sharp climatic gradient across the range, the 
Föhn effect drying out westerly air flow and so increasing temperatures and reducing 
precipitation (Barry and Chorley, 2003). An indication of the influence of continentality in 
the region is an increased range between the mean temperatures of the warmest and coldest 
months compared to a more maritime climate. Summers are warm and winters are 
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relatively cold, particularly so if high pressure systems develop to the east (Autio and 
Heikkinen, 2002). Table 3.1 below gives temperature and precipitation means for the Kevo 
area of Lapland and the area of the Norwegian coast at the same latitude. 
 
Table 3.1 Regional climate characteristics for the 1961-1990 climate period, Kevo area of Northern Finnish 
Lapland and Norwegian coast (~70˚ N) (adapted from Tikkanen, 2005). 
Statistic Lapland Norwegian coast 
Mean annual temperature -2˚C 4˚C 
Mean January temperature -14˚C -4˚C 
Mean July temperature 12˚C 10˚C 
Mean annual precipitation 400mm 600mm 
 
3.5 The Local Climate 
In this section the seasonal changes of the study area are first described, followed 
by local climate characteristics as recorded on a monthly (1962-2008) and daily (1982-
2009) basis at Kevo (Vainio, 2011) and other relevant research on the area.  
 
3.5.1 The Sami Seasons: Solar Geometry and Land Cover Changes 
A useful description of the variation in climate over a year in Fennoscandia is 
found in the Sami concept of seasons. In defining seasonal changes the Sami, the 
indigenous peoples of Fennoscandia, developed a seasonal calendar based on observed 
natural changes in their environment and behavioural patterns of the reindeer that they 
herded. As such the timings of seasons are not rigid, but vary slightly from year to year and 
with location, as Fennoscandia covers a significant part of northern Norway, Sweden, 
Finland and the Kola peninsula (Redding, n.d.).  
There are eight seasons in total, the four traditional seasons and four half-seasons or 
transitions between seasons (see Table 3.2 overleaf). Each season could be considered as 
having one or more defining characteristics regarding insolation and land cover changes. 
The following narrative of the seasons is from the perspective of events and timings 
observed either directly or indirectly at Kevo.  
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The polar day and polar night are characteristic of the region. Due to its high 
latitude Kevo has 70 days of 24 hour daylight from May 18th to July 26th during the 
summer. During the winter there are 50 days of polar night from November 27th to January 
15th (Pepin et al., 2009), although there are in effect a few hours of twilight around solar 
noon. In the transition months the days shorten/lengthen by approximately 15 minutes each 
day. 
 
Table 3.2 The eight seasons of Kevo with approximate timings (adapted from City of Rovaniemi, 2006). 
Nominal Season Time of year (Kevo) Description 
Spring-Winter Mid Jan - Feb Pakkastalvi “Frosty winter” 
Spring Mar - mid Apr Hankikanto “The Spring of crusted snow” 
Spring-Summer Mid Apr - mid May  Jäidenlähtökevät “Ice break-up” 
Summer Mid May - late Jul Keskiyönauringon aika “Light green summer”, 
midnight sun 
Summer-Autumn Late Jul - late Aug Sadonkorjuunaika “Harvest time” 
Autumn Late Aug - mid Oct Ruska “Colourful autumn” 
Autumn-Winter Mid Oct - mid Nov Mustalumi “First snow” 
Winter Mid Nov - mid Jan Joulukaamos “Christmas”, constant darkness 
 
In the first season, Pakkastalvi (frosty winter), the period of continual polar night 
has just finished and there is little activity. Day lengths are short. With increasing light 
comes Hankikanto (the spring of crusted snow) and an increase in activity, greater 
presence of birds being the most obvious early on. Peak snow depth is typically reached by 
late March or early April. During this period there is a strong diurnal pattern with plenty of 
daylight and dark, cold nights. As a result snow crusts and ice lens can form due to the 
induced daily freeze/thaw cycle. Due to the relatively low solar elevation around the March 
equinox (20˚) and the incised topography there is a complex pattern of shading in the 
valley system and aspect effects play a more significant role in the local climate (Pepin et 
al., 2009). For example, the north facing slope of Tsarsejokkordski (site TSAN01, Figure 
3.1) does not receive direct sunlight until late March. 
Jäidenlähtökevät (ice break-up) marks the spring-summer transition. This is a 
particularly variable time of year. Over a period of about a week there is a gradual ripple of 
green bud burst from valley floor to the local summits as the mountain birch come to life. 
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Snow rapidly melts from the valley bottoms and south facing slopes, but may persist on 
steep north facing slopes and the summits for several weeks longer. Snow patches can last 
well into June on slopes with a northerly aspect. Tracks can become ephemeral streams as 
the thin soil rapidly reaches saturation or is still frozen at depth, and many temporary small 
lakes form in depressions. Kevojärvi gradually melts from the edges inwards, allowing the 
heat buffering capacity of the open water to influence the local climate.  
For the period 2000-2009 ice melt dates (first day of the lake completely free of 
ice) for Kevojärvi (74m) ranged over a two week period from 21st May to 4th June (Vainio, 
2010, pers. comm.). Anecdotally, in living memory Kevojärvi ice break-up has been as 
early as late April and towards the end of June at the latest. Other nearby lakes at higher 
altitudes (145-301m) take up to another two weeks to melt, but differences in lake size, 
depth and inflow/outflow complicate the picture. Cold snaps can interrupt the thawing 
process. Kevojärvi’s depth fluctuates by up to a couple of metres during the melt period as 
the ice melt from catchment flows in. If the melt is consistent the fluctuation may take the 
form of a single large pulse. In contrast cold snaps and ice jams may cause there to be a 
number of smaller, shorter pulses. 
At Kevo 70 days of midnight sun start on 18th May lasting until 26th July. The 
ecology thrives during Keskiyönauringon aika (light green summer), but the presence of 
midges and mosquitoes, particularly in July, makes the season a little less pleasant for 
humans. Although the sun does not set the low solar elevation mean that valley bottoms are 
shaded. 
As day length shortens in the summer-autumn transition a diurnal pattern 
establishes once again and aspect effects become more prominent as the September 
equinox approaches. The area turns from green to the vibrant reds, oranges and yellows of 
the Ruska. The colours tend to peak in late August / early September. 
The occasional snow flurry is not uncommon towards the end of September as the 
days being to shorten heralding the Mustalumi (first snow). A period of ‘black snow’ 
follows, where the early snow melts and the ground freezes. Before long however, the 
snow begins to accumulate as diurnal forcings reduce and Kevojärvi beings to freeze from 
the edges inwards. The heat stored in the water means that there is substantial snow on the 
ground before the lake begins to freeze in earnest and the buffering capacity of the lake is 
removed until the following spring. 
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From 27th November until 15th January comes 50 days of polar night. Dependent on 
the severity of the temperatures and location the ice will thicken to between 30cm and 1m. 
Areas of fast flowing water may not freeze up completely. 
 
3.5.2 Characteristics of the Local Climate 
Based on the monthly temperature record at Kevo for the period 1962-2008 the 
average annual mean temperature was -1.6˚C and mean precipitation 415mm, agrees with 
regional values as described by Tikkanen (2005) (see Table 3.1), although this is not 
surprising as the Kevo record contributed to the regional statistics and meteorological 
stations are relatively sparse in the region.  
 
3.5.2.1 Temperature 
Large diurnal temperature ranges (>30˚C) are common at Kevo (Kallio, 1964). The 
annual range of temperatures is greater in the valley floors than at the summits due to the 
decoupling effect of intense inversions (Pepin et al., 2009). 
The highest mean temperature recorded was 0.65 ˚C in 1974 (median -1.35 ˚C) and 
the lowest -3.8 ˚C in 1966 (median -4.2). The difference between means and medians 
(mean-median) varies between 4.1 ˚C (1992; mean -0.54 ˚C, median -4.65 ˚C) and -2.4 ˚C 
(1987; mean -3.1 ˚C, median -0.65 ˚C) raising early questions on which is the most 
appropriate statistic to use for a given year.  The average difference between the mean and 
median is 0.3 ˚C. During the period the maximum temperature recorded was 32.9˚C in July 
1988 and the minimum -48.2˚C in January 1999. Monthly means range from 12.9˚C in 
July to -14.6˚C in January.  
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Figures 3.2a-d Monthly a) mean temperatures, b) precipitation, c) maximum temperatures and d) minimum 
temperatures (1962-2008). 
 
3.5.2.2 Precipitation and Snow Depth 
There is much variation the precipitation average of 415mm. The maximum 
recorded precipitation in any one year is 596.7mm (1999) and the minimum 262.8mm 
(1980). The majority of the precipitation falls between June and September (Figure 3.2b). 
From October through to May the bulk of the precipitation falls as snow. At the time of 
writing the available snow data record covered 1982-2009 at daily intervals. In this period 
there was snow cover at Kevo for 211 days per year on average (57.7% cases), with a 40 
day range; 191 days (1986) to 231 days (1997). The average peak snow depth was 79cm. 
The maximum peak snow depth, as measured at Kevo, was 114cm (1992) and the 
minimum peak 56cm (2003). Of course the snow significantly varies in depth around the 
a) b) 
c) d) 
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area with deeper snow in the valley bottoms and forests and minimal snow cover on the 
summit of Jesnalvarri. 
Figures 3.3a & b (overleaf) show a notable reduction in magnitude and variability 
of maximum snow depth and number of days of snow cover since 2000 compared to the 
record back to 1982. The first decade of the 21st century has seen Finland experience 
record breaking warm winters alongside colder and snowy winters (FMI, 2013) but more 
data are needed before a judgement on any correlations are made. The coincidence is 
difficult to ignore. 
By looking at averaged recorded snow depths by ordinal day (Figures 3.3d) it can 
be seen that snow gradually accumulates after the ‘black snow’ period in late September / 
early October (the variability around day 271) before plateauing in March and peak snow 
depth reached at the beginning April (day 91). The rate of accumulation varies 
significantly from year to year, with some years having a distinctive peak, while others 
plateau early. The earliest peak snow measured was 64cm on 22nd January 1994 (day 22) 
and plateaued until 27th March with 63cm (day 86) before the melt. The latest peak was in 
1996 with 96cm on 8th May (day 128), the end of a plateau period beginning on 1st April 
(day 91) with a snow depth of 91cm. 
In Figure 3.3c the peak ranges between maximum and minimum snow depths 
recorded by ordinal day, highlights the variability in the snow accumulation and melt from 
year to year. The weeks either side of the 1st May (day 121) are particularly variable. After 
this period though, with rapidly increasing temperatures and constant daylight, the melt is 
relentless. 
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Figure 3.3a-d a) Maximum snow depth, b) snow cover days by year, c) snow depth range and d) mean snow 
depth by ordinal day (1982-2009). 
 
3.5.2.3 Wind Characteristics 
Wind measurements at Kevo are made 10m above the surface (107m a.s.l.) on an 
observation tower (see Figure 3.1, site KEVSTA) (Seppälä, 2002) and so is positioned 
relatively low in the valley system.  
Topography and vegetation can strongly affect local wind conditions with exposed 
hill tops generally experiencing stronger winds that sheltered valleys. Topography can 
serve to channel winds radically altering the local wind characteristics from the prevailing 
flow. This is certainly the case in and around the Kevo Valley. Research has demonstrated 
a) b) 
c) d) 
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significant deviations in wind conditions between local summits, the valley floors and 
Kevo using data from 1983 (Mansikkaniemi and Laitinen, 1990), and between Kevo and a 
wider valley area, Vaisjeäggi palsa mire, 10km to the northeast using data from 1975 
(Seppälä, 2002).  
Referring to  Figure 3.1, in addition to using Kevo (designated site 5) 
Mansikkaniemi and Laitinen’s sites were Jesnalvarri (site 1)(WIND5), the top north facing 
slope on Tsarsejokkordsi (site 2) (near TSAN02), the valley floor of Tsarsjoki (3) (slightly 
east of TSAW) and the valley floor in Kevojoki (4) (slightly south of WIND3). The wind 
sensors were placed in small clearings. The average winds speeds were 35%, 23%, 28% 
and 65%, sites 2 to 5 respectively, of the Jesnalvarri site. Average deviations of the 
direction were 51°, 61°, 48° and 28° respectively. The maximum deviation recorded at 
every site was 180°, topographic reversal of the general wind. 
The studies showed how the topography predominantly channelled winds along the 
orientations of the valleys and that there was no one place that could represent wind 
patterns for the area. Only the most extreme winds managed to overcome the effects of 
topography. At Kevo north-westerly winds were the strongest as the topography is more 
open to the wind from that direction. More instances of calm where recorded in the valley 
floors (38 and 39%) that at Kevo (4%) or Jesnalvarri (1%) (Mansikkaniemi and Laitinen, 
1990). Seppälä (2002) recorded no calm periods at Vaisjeäggi but this was attributed to 
limitations of the instrument in recording short periods of calm rather than the absence of 
the events.  
Both studies were conducted in the summer months when the mountain birch either 
had leaves or were growing leaves. The height of the remote readings was 1.8m compared 
to 10m at Kevo. Mansikkaniemi and Laitinen (1990) acknowledged that the results were 
not directly comparable, as surface friction would influence the measurements, but useful 
nonetheless. They also argue that although the study only covered the summer months it 
was useful as June was the windiest month on average (3.5ms¯¹) and August is 
representative of the annual mean at 2.8ms¯¹. November through February are the least 
windy months, 2.5-2.6ms¯¹ on average (data period 1961-1980) (Heino and Hellsten, 
1983, as cited by Mansikkaniemi and Laitinen, 1990), despite increased winter storminess. 
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Chapter 4: Data  
4.1 Introduction 
This chapter describes the data and the data logging equipment used to collect the 
temperature data in the study. The first section discusses the various primary and 
secondary data sources employed under chapter headings where they are used, either the 
main microclimate study (Chapter 5A-E) or the lake temperature modelling study (Chapter 
5F).  Descriptions, considerations, field methods and/or pre-analysis processing of the data 
are detailed. Specific analysis methods used are discussed in the relevant section. 
The second section focuses on the dataloggers and radiation screens used to collect 
the air and water temperature data. A brief review of the use, benefits and limitations of the 
equipment is discussed, followed by calibration considerations and issues. Table 4.1 below 
gives a summary of the data used in project. 
Table 4.1 Data Summary 
Data Notes 
Datalogger network (60 sites) temperature 
 
Primary, Pepin et al., 2009, Pike et al., 2013 
Site Topographical data elevation, aspect, and 
topographic curvature. 
Primary, Pepin et al., 2009, Pike et al., 2013, 
National Land Survey of Finland (2005) 25m 
DEM, www.maanmittauslaitos.fi 
NCEP/NCAR Reanalysis 850mb geopotential 
heights, temperature. 
Secondary, Kistler et al., 2001; Harris, 2011 
(CRU) 
Kevo Monthly Average Data 1962-2009, Mean, 
Max, Min, and Precipitation. 
 
Secondary, source: Vainio, 2011 
www.kevo.utu.fi 
Kevo Daily Data 1982-2008, Mean, Max, Min, 
Precipitation, snow depth 
Secondary, source: Vainio, 2011 
www.kevo.utu.fi 
Kevo March 2000- Mar 2012 6-hourly data, 
temperature, cloud cover, wind speed, and wind 
direction. 
Secondary,  
source: http://meteo.infospace.ru. 
Air temperature network (7 lakes, 16 additional 
sites). 
Primary 
Lake surface water temperature network (7 
lakes). 
Primary 
Lake elevation, depth, area. Primary 
Lake Sky View for solar radiation National Land Survey of Finland (2005) 25m 
DEM, www.maanmittauslaitos.fi 
 
Primary data collected includes measurements from the networks of dataloggers 
(the main, lake air temperature and lake surface water temperature networks) and other site 
information and the mapping of the lakes. 
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4.2 Main Datalogger Network 
In September 2007 a network of 60 temperature dataloggers were installed in the 
study area, expanding a smaller previous network (Pepin et al., 2009). The logger sites 
cover an area of approximately 20km² roughly centred on the Kevo Sub-arctic Research 
station (see Figure 3.1). (Although the network was installed before the start of this PhD 
study I have contributed to the maintenance since March 2008.)  
Issues with availability of instruments meant that a mixture of logger types were 
used to populated the sites initially. Data logger types used included Gemini Series, Hobo 
Pro v2 and Hobo Pro Series. Hobo Pro v2 (U23-001 & U23-002) also recorded relative 
humidity. As the research progressed older dataloggers were gradually replaced with 
newer, more reliable, Hobo Pro v2 models.  
Occasionally loggers did fail. The reasons are varied and failures reduced as the 
older data loggers were replaced. Batteries were checked during downloading and replaced 
as necessary. However battery failures did occur on occasion, particularly with Hobo Pro 
Series dataloggers in valley bottom locations. Other times loggers stopped recording when 
temperatures were very low (< -25˚C) and either started working again once the cold spell 
passed or stayed dormant. These failures allowed some data to be recovered. Other failures 
allowed no data recovery. These included logger faults where the timing was obviously 
very slow, with the logger still recording at download but with timing months out of date, 
or very fast with the logger memory full. 
 
Table 4.2 Overall percentages of good data from main network (6-hourly) 
Time Period 60 sites 46 Sites 
08.09.07 to 
16.03.10* 
96.7% 99.7% 
08.09.07 to 
23.03.12 
98.0% 99.7% 
* Time period used in Pike et al. (2013). 
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Table 4.2 above shows the percentage of good data 6-hourly data from the main 
datalogger network for the periods and subsets used in the study (a detailed breakdown can 
be found in Appendix 1). The replacement of older Pro and Gemini series dataloggers with 
Pro v2 improved the percentages of good data by 1.3%. From the beginning of the network 
the following situations have contributed to the data loss: 
 four instances of logger failure (sites ALLSUM, JETTY, KPA1, LASSE2),  
 individual case loss during changeover due to timing drift in deployed loggers 
(quite common), 
 staggered changeovers (see p.41, 4.2.2.) – limited resources meant that a staggered 
changeover was necessary, typically resulting in 3-5 days of no data at selected 
sites near the station. 
 during the winter of 2009-10 the datalogger at PUKS4 fell into the snow,  
 12 instances of low temperature shutdown, a problem related to the older logger 
types. 
 
4.2.1 Deployment & Field Methods 
The loggers were mounted in Stevenson screens to shield them from direct 
sunlight. The screens were installed on trees (or fence posts and other suitable structures 
where available) above the tree line) at a height of 1.5m from the ground, orientated 
towards the north (see Figure 4.1 overleaf). Installation height was not adjusted for snow 
cover. Snow depths are variable from year to year. Generally the more exposed sites (e.g. 
the summit and slopes of Jesnalvarri above the tree line) had minimal snow (0-15cm). 
More sheltered sites (the majority) typically had snow cover of 30-80cm by peak snow 
(March) over the period of study. The impact of site location and sheltering is discussed 
further in section 4.5.2, p.62-64. Historically the maximum peak snow depth is between 60 
and 70cm (Vainio, 2011). Exceptionally, site JESN had drifts of snow to within 15cm of 
the screen due to local ground conditions encouraging deep snow drifts. Other than PUKS4 
no loggers were buried in snow during the course of the study. 
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Figure 4.1 Temperature dataloggers housed in Stevenson screens and installed at 1.5m above ground level 
below the treeline (left) and above the treeline (right) (Pike et al., 2013). 
 
4.2.2 Measurements  
The dataloggers were set to record at 30 minute intervals beginning on the hour 
using Finnish Standard Time (FST = UTC +2). Datalogger rotations were carried out in the 
field annually, with recovered dataloggers downloaded at the station. Field conditions, 
particularly in the winter months made it impractical to download and maintain loggers in 
the field. As resources were limited loggers would need to be removed at the beginning of 
changeover period at sites near to the station (lakeside and PUKS locations) and replaced 
at the end of the period once all of the other sites had been rotated. This would result in 3-5 
days of no data at these sites. Individual loggers were rotated randomly through the sites. 
Times of deployment to sites and take-down from site were recorded so that field, transit 
and calibration data could be separated out. Additionally, download times were recorded so 
that data on timing drift (synchronisation) of the loggers could be assessed. This also 
allowed the identification of gaps in the data at logger changeover due to timing drift. 
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4.2.3 Topographical variables 
The logger sites were chosen to cover areas of topographic interest in the study 
area. Principally this included transects from valley bottoms to summits within the study 
area. Features such as cols and sub-hills were also instrumented, to the limit of the number 
of loggers available. The spatial representativeness of the network was assessed by 
comparing the topographic coverage of the network with elevation and topographic 
information sampled for the study area (a box defined by the limits of the network) as 
derived from a 25m grid DEM of the study area. The distribution was assessed considering 
aspects in terms of an eight-point compass and by quadrants. A digital elevation model 
(DEM) of the Kevo area (resolution 25m) was sampled for the estimation of topographical 
variables. ArcGIS v10 was used to extract aspect (Figure 4.2 overleaf), elevation (Figure 
4.5 p.45), and topographic curvature data (see Table 4.4 p.46). (Additional DEM/Site 
distributions for 8pt compass and quadrants are shown in Appendix 2.) 
Expected aspect values were classified on an 8pt compass and flat pixels, and on 
dividing the topography into quadrants (NE, NW, SE and SW) and flat. Sample output 
from ArcGIS classified flat areas as ‘-1’, which included of the lake and river areas. Chi 
square analyses comparing the distribution of the 60 sites and the 46 site subset was made. 
The rationale for a subset of 46 sites was based reducing the amount of missing data for 
some analyses (lapse rate modelling and PCA, Chapters 5B and C respectively, and in Pike 
et al., 2013). For the 8pt compass the distribution of the 60/46 sites were significantly 
different from the expected values, p values 0.000/0.001 respectively, as was the quadrant 
distribution for 60 sites (p = 0.035). However, the quadrant distribution for 46 sites was not 
significantly different, p = 0.123 (Figures 4.3 and 4.4, p.44).  
The study area is dominated by two north-south orientated valleys. As a result there 
is a bias towards east and west facing aspects (Figure 4.2 overleaf). However, the third 
valley is orientated east-west and this is where a significant minority of the datalogger 
network is focused. 11 of the 60 sites are on the south-east slope of Jesnalvarri which 
accounts for the over-representation of the south-east quadrant and the under-
representation of westerly aspects (Figure 4.4, p.44). The divide between northerly and 
southerly aspects is approximately equal.  
When banded with respect to elevation the site distributions were not significantly 
different from that of the terrain elevations sampled from the pixels of the DEM (p = 
43 
 
0.164) (see Table 4.3, left column). When considering the 60 sites individually the analysis 
showed significant difference from the terrain (p = 0.009) and for the 46 sites the result 
was marginally insignificant (p = 0.059).  
In Table 4.3 (p.45) the residual columns show that the site locations under-
represent the terrain elevation between 152m and 254m (3rd and 6th tenth percentiles), 
particularly between 228 to 254m (6th tenth percentile). The elevation range 76 to 102m 
(1st percentile) is heavily over-represented. This is largely a statistical artefact of the 
defined box and the terrain that is encompassed but only has minimal coverage as the 
terrain area had no other topographic characteristics. The tops of the Tsarsejokkordsi and 
Puksalskaldi transect hills account for a significant amount of terrain above 175m/200m, 
along with the west facing slope of the LASSE/TSIE/PUKE transects along the Utsjoki 
valley. As the terrain was similar on the summits only a small number of data loggers were 
used to sample that area (e.g. TSASU and PUKSUM). LASSE3 (191m) was the highest 
site on the west facing slope in the Utsjoki valley. The position of the eastern-most site, 
PUKE2, meant that a large amount of the slope above 200m was included in the box. With 
this in mind, the sites can be considered reasonably representative of the study area terrain 
in terms of aspect and elevation. 
 
Figure 4.2 Aspect distributions for the study area. 
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Figure 4.3 DEM distributions of aspects. 
 
Figures 4.4.The aspect distribution of the 46 sites. 
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Figure 4.5 Distribution of elevation in the study area. 
 
Table 4.3 Chi square analysis of site deployment with respect to elevation: observed = no. of sites, expected 
= no. sites if deployment was based on elevation distribution, and the difference (residual). 
Banded elevations  60 sites 46 sites 
Band Obs Exp Res 10th%ile Obs Exp Res Obs Exp Res 
Low 15 10 5 1st 23 13 10 16 10 6 
Mid 16 18 -2 2nd 10 7 3 7 6 1 
High 15 18 -3 3rd 6 8 -2 5 6 -1 
 
4th 5 8 -3 5 6 -1 
5th 6 9 -3 4 7 -3 
6th 1 8 -7 1 6 -5 
7th 2 3 -1 2 2 0 
8th 1 1 0 1 1 0 
9th 3 2 1 2 1 1 
10th 3 1 2 3 1 2 
Banded elevations- Low:76-100m, Mid: 100-175m, High: 175-330m. 
10th percentile boundaries (based on distribution of all pixels)- 1st:76-102m, 2nd: 127m, 3rd: 152m, 4th: 178m, 
5th: 203m, 6th: 228m, 7th: 254m, 8th: 279m, 9th: 305m, 10th: 330m. 
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Table 4.4. Site characteristics for the 60 sites, including elevation, slope, aspect and exposure (topographic 
curvature for each site pixel in comparison with the surrounding eight pixels where a negative value shows a 
depression (concavity) and positive a ridge or peak (convexity). Stations in bold (46) were used in the lapse 
rate models and PCA.  
Site 
Slope 
(º) 
Aspect 
(º) Exp 
Elev  
(m) Site 
Slope 
(º) 
Aspect 
(º) Exp 
Elev 
(m) 
Alllk 9 SW -0.79 76 Marte 17 NW 0.12 80 
Allsum 18 SW 0.64 100 Martw 8 E -1.31 75 
Jec 2 E 0.95 330 Puke1 11 SW -0.26 107 
Jee01 4 S -0.55 75 Puke2 8 SW 0.14 174 
Jee02 6 SE 0.17 87 Puks1 14 NW -0.96 74 
Jee03 2 S 0.07 97 Puks2 5 NW -0.69 83 
Jee04 7 SE 0.15 141 Puks3 22 NW 0.94 92 
Jee05 13 SE 0.47 180 Puks4 13 N 0.17 120 
Jee06 3 SE 0.23 225 Puks5 8 NE 0.08 159 
Jee07 8 SE 0.48 273 Puks6 11 NW 0.45 176 
Jee08 8 E 0.38 314 Puks7 4 SE 0.65 184 
Jen 18 NE 0.48 300 Puksum 0 N 0.04 200 
Jes00 13 S 0.03 105 Pukw1 7 NE -1.19 76 
Jes01 16 SE 1.02 180 Pukw2 17 NE -0.28 101 
Jes02 22 SE 0.12 249 Tsacol 2 NE -0.18 151 
Jetty 5 NE -0.38 77 Tsae01 20 E 1.07 116 
Jumb1 2 NE -0.16 80 Tsae02 22 E 0.41 168 
Jumb2 7 E -0.20 93 Tsan00 0 F 0 110 
Kevhs 15 SE -0.50 98 Tsan01 24 N -0.58 121 
KevSta 5 E 0 101 Tsan02 15 NE 0.49 190 
Kevv1 1 SE -0.08 85 Tsasu 5 SE 0.92 229 
Kevv2 23 E -0.43 105 Tsaw 4 NE -0.69 110 
Koa1 11 NW 0.88 102 Tsie1 12 W 0.08 131 
Koa2 19 W -0.54 146 Tsie2 11 NW 0.04 176 
Kpa1 5 E -0.56 78 Tsiw1 3 SE 0.03 78 
Kpa2 9 E 1.29 99 Tsiw2 19 NE 0.64 145 
Lasse1 7 W -0.14 110 Wind01 1 SE -0 76 
Lasse2 10 SW -0.33 143 Wind02 7 S -0.36 94 
Lasse3 7 NW 0.23 191 Wind03 0 F 0 80 
Lonep 7 W 0.23 300 Wind04 10 SE 0.34 292 
     
Wind05 0 NE 0 325 
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4.3 Secondary Data 
The secondary data used includes NCEP/NCAR Reanalysis data for the estimation 
of various synoptic variables and historical climate data from Kevo Meteorological Station. 
 
4.3.1 Kevo Meteorological Station 
Summary temperature and precipitation data were available from Kevo from the 
station website (Vainio, 2011): monthly averages for 1962 – 2008 and daily averages for 
1982 – 2009 (as discussed in Chapter 3). Six-hourly data from March 2000 to the present 
was also available for Kevo from the Russian weather website http://meteo.infospace.ru. 
Figures 4.6 (below) and 4.7 (overleaf) show the position of the station and the land cover 
difference between September and March. 
 
 
Figure 4.6 Kevojärvi and Kevo Station in September. Dashed red circle indicates the position of the 
meteorological station. 
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Figure 4.7 Kevojärvi and Kevo Station in March. Dashed red circle indicates the position of the 
meteorological station. 
 
4.3.2 NCEP/NCAR Reanalysis R1 Data  
To reconstruct synoptic conditions reanalysis data from the NCEP/NCAR 
Reanalysis R1 project was used (Kalnay et al., 1996; Kistler et al., 2001). The reanalysis 
files used were downloaded from the Climate Research Unit (CRU) website (Harris, 2011). 
The data were used as they had previously been used in the pilot study (Pein et al., 2009), 
were freely available and were the most up-to-date climate data available at the time. 
These files cover the Eurasian quadrant of the globe for specific variables of interest – 
geopotential heights and temperatures at 1000, 925, 850, and 700mb pressure levels. The 
variables are on a 2.5° grid with at a time interval of 6 hours (0000, 0600, 1200, and 1800 
UTC which corresponds to 0200, 0800, 1400, and 2000 FST). Data from the CRU files 
concerning the study area were extracted and processed using Microsoft Visual Basic code 
(see Digital Appendix). 
 
 
49 
 
4.3.2.1 Classification of synoptic conditions 
Synoptic conditions were calculated from reanalysis data using a modified version 
of an objective classification method detailed in Jenkinson and Collinson (1977). The 
method relates calculated flow and vorticity values to Lamb classification types; 27 
possible classifications: 8 flow directions (e.g. NW), pure cyclonic and anti-cyclonic 
conditions (C or A), hybrids (e.g. CNW) (18) and the catch-all classification of 
indeterminate flow, ‘U’ (unclassified). 
This method has often been used in other studies interested in an objective 
classification. These include a comparison between the results of Lamb circulation types 
and the objective classification method over the UK for the  period 1881-1989 (Jones et al., 
1993), and classification of circulation indices over Sweden for the period 1873-1995 
(Chen, 2000). Azorin et al (2011) used the method for analysis of sea breezes in Alicante, 
Spain, and De Pablo et al. (2009) used it as part of a study looking at winter hospital 
admission in Salamanca, Spain. These studies used gridded mean sea-level pressure 
(MSLP) at either 5˚ x 10˚ or 5˚ x 5˚ latitude by longitude resolution in the calculations. 
Losleben et al. (2000) used a modified version of the method to investigate the relationship 
between precipitation chemistry and atmospheric circulation. Here differences in the 
geopotential height (GPH) at the 700mb pressure level were used in place of MSLP and 
the grid used was 5˚ x 5˚. In the studies, where applicable, the equation constants were 
modified for changes in latitude and grid size. 
Using the formulas specified in Jenkinson and Collinson (1977), with equation 
constants modified for latitude 70˚N, the flow and vorticity values over the study area were 
calculated at 6-hourly intervals for Jan 1948 to Dec 2010. The circulation indices were 
calculated for grid sizes of 5˚ x 5˚ and 5˚ x 10˚ (see Figures 4.8a & b, p.51), and for the 
700, 850 and 1000mb GPH levels to assess the variability in synoptic classification 
between the different parameters.  
 
Formulae for a 5˚ x 10˚ grid:  
Westerly flow: 
𝑊 =
1
2
(𝑝12 + 𝑝13) −
1
2
( 𝑝4 + 𝑝5)     Equation 4.1 
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Southerly flow: 
𝑆 = 2.924 [
1
4
(𝑝5 + 2(𝑝9) + 𝑝13) −
1
4
(𝑝4 + 2(𝑝8) + 12)] Equation 4.2 
Resultant flow: 
𝐹 = √𝑆2 + 𝑊2       Equation 4.3 
Westerly shear vorticity: 
𝑍𝑊 = 1.037 [
1
2
(𝑝15 + 𝑝16) −
1
2
(𝑝8 + 𝑝9)] − 0.973 [
1
2
(𝑝8 + 𝑝9) −
1
2
(𝑝1 + 𝑝2)]  
         Equation 4.4 
Southerly shear vorticity: 
𝑍𝑆 = 4.274 [
1
4
(𝑝6 + 2(𝑝10) + 𝑝14) −
1
4
(𝑝5 + 2(𝑝9) + 𝑝13) −
1
4
(𝑝4 + 2(𝑝8) + 𝑝12) +
1
4
(𝑝3 + 2(𝑝7) + 11)]       Equation 4.5 
Total shear vorticity: 
𝑍 = 𝑍𝑊 + 𝑍𝑆        Equation 4.6 
(The equations for the constants and 5˚ x 5˚ grid are shown in Appendix 3. The point order 
on the grid(s) is show in Figure 4.8b) 
The following rules were used by Jenkinson and Collinson (1977) to define the Lamb 
type for each case. The direction of flow is calculated using tan−1
𝑊
𝑆
, adding 180˚ if W is 
positive. The appropriate Lamb direction type is calculated on an eight-point compass with 
sectors covering ±22.5˚ of each point, e.g. any direction between 337.5˚ and 22.5˚ is north 
(N) (Jones et al., 1993). Samples of classifications were manually checked against pressure 
charts for January and February 2007 (www.wetterzentrale.de, see Appendix 3). 
i) If |Z| is less than F, flow is essentially straight and relates to a directional Lamb 
type, e.g. NW. 
ii) If |Z| is greater than 2F, the pattern is a strongly cyclonic (Z > 0) or anti-
cyclonic (Z < 0) Lamb type C or A respectively. 
iii) If |Z| lies between F and 2F, then the flow is a hybrid of (anti-) cyclonic and 
directional Lamb types, e.g. CNW. 
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iv) If F and |Z| are both less than 6, there is light indeterminate flow, Lamb’s U 
(unclassified) type. It is also used as a ‘catch all’ classification. 
 
 
 
 
Figure 4.8a Synoptic grids (thick crosses – large grid, thin crosses – small grid). 
Figure 4.8b Point pattern for synoptic equations. 
 
4.3.2.2 AC Index (Daly et al., 2009). 
To identify general patterns in the synoptic conditions a simplified index similar to 
that developed by Daly et al. (2009) was used. Daly’s AC index is defined as the number 
of anti-cyclonic days minus the number of cyclonic days in a given month (hybrid 
classifications included). The AC index was calculated for each 6 hour time period from 
the pure and variant cyclonic/anti-cyclonic synoptic conditions estimated in the previous 
paragraph, and then averaged by day in order to give the monthly value. The range of the 
AC index is -31 (cyclonic) to +31 (anti-cyclonic) (Figure 4.9 overleaf). In addition a Zonal 
p1 p2 
p11 
p15 p16 
p3 p4 p5 p6 
p7 p8 p9 p10 
p14 p13 p12 
a) b) 
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index (Figure 4.10 overleaf) was also developed as the AC index does not give an 
indication of the amount of zonal flow, only the average of curvature of the synoptic flow. 
For example, a given month may have an AC index of 0. This could mean that there were 
an equal number of cyclonic and anti-cyclonic days, from 1 to 15 each, or that there was 
only zonal flow for the entire month. The Zonal index is defined as the total number of 
days where there was only zonal flow, with a range of 0 to +31. Here ‘zonal flow’ refers to 
all non-cylonic/anticyclonic flow conditions i.e northerly/southerly flow and well as 
westerly/easterly flow. 
 
Figure 4.9 Median Monthly AC index values (1962-2008) calculated for different pressure levels and grid 
sizes. Legend: AC (AC index), L/Sm (large/small grid), 700-1000mb (different pressure levels). 
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Figure 4.10 Median Monthly Zonal index values (1962-2008) calculated for different pressure levels and 
grid sizes. Legend: Z (Zonal index), L/Sm (large/small grid), 700-1000mb (different pressure levels). 
 
Figure 4.9 shows a positive index during the summer and negative during the 
winter, with the exception of the 1000mb values which likely reflect surface influences. 
Overall the differences between the index values at different levels show the relative 
influence of surfaces effects (Kistler et al., 2001). This is indicative of the storm track 
displacement due to the southward shift of the Arctic Front during the summer (Barry and 
Chorley, 2003). The large grid 850mb values (thick black line) show slightly larger 
positive AC values in summer, but more representative negative values in the winter. 
Figure 4.10 shows that the zonal index peaks during early winter and that the large 850mb 
grid returns, with the exception of the 1000mb grids, the lowest, least variable zonal 
values. 
Having assessed the results the 5˚ x 10˚ grid with 850mb GPH was selected for use 
in the study. It was felt that the 850mb level best represented the lower free atmosphere 
above the study area. The different grid sizes offered similar results with the 5˚ x 10˚ grid 
giving slightly higher AC index values than the smaller grid size. As there was no obvious 
preference the original grid size of Jenkinson and Collinson (1977) was used.  
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4.4 Lake Datalogger Network 
In March 2010 and additional network (‘lake network’) was set up to record air and 
water temperature at seven lakes surrounding the main network area (see Figure 4.11 
below and Table 4.5 overleaf). These seven lakes had previously been used in a 
chironomid-based temperature inference study (Luoto, 2009). The air temperature loggers 
were fully deployed by the end of March 2010 and were taken down in March 2012. The 
water temperature data logger deployment was spread over the period March – June 2010 
due to adverse conditions. They were recovered in September 2011.  
 
 
Figure 4.11 Lake locations in relation to the study area (names listed in Table 4.5). 
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Table 4.5 Lake characteristics. 
Lake 
Latitude 
(˚N) 
Longitude 
(˚E) 
Elevation 
(m) 
Area 
(Ha) 
Area 
(Luoto) 
(Ha) 
Max. 
Depth 
(m) 
Est. 
Volume 
(10³m³) 
1. Sirrajavri 69.45 26.53 208 18.36 18.2 11.65 775 
2. Vuoskojavri 69.44 26.56 145 17.44 19.2 7.4 323 
3. Vuolimus 
Cieskuljavri 
69.44 27.05 269 38.64 45.7 1.9 533 
4.Gaskkamus 
Cieskuljavri 
69.43 27.07 284 9.61 11.5 1.3 117 
5. Pajimus 
Cieskuljavri 
69.44 27.07 287 11.74 15.0 1.9 98 
6. Ravdojavri 69.40 27.12 276 43.78 62.3 2.2 589 
7. Vadaid Ravdojavri 69.40 27.13 301 47.85 92.2 7.5 1279 
 
4.4.1 Deployment & Field Methods 
Field methods for the lake air temperature and high point dataloggers were similar 
to that of the main network; secured in Stevenson screens which were attached to suitable 
trees on the east and west edges of the lakes at a height of approximately 1.5m and 
orientated to the north.  
The air temperature network consisted of two Tinytag Gemini TK-4014 series 
loggers per lake, one on the west bank, one on the east, and three more loggers at 
topographic high points, for a total of 17 loggers. The design was to enable the 
measurement of the local climate of the lakes with an element of redundancy. Comparison 
of the data between the lakeside loggers and the high point loggers would allow an 
estimation of local lapse rates.  
The water temperature network consisted of four Hoboware Pendant dataloggers 
per lake (28 in total). Two pendants were deployed on each side of the lake using the 
apparatus shown in Figure 4.12(overleaf) and 4.13 (p.57), again with an element of 
redundancy. The apparatus was designed to keep the pendants at fixed depths in the water 
(within reason). The purpose was to collect data in a similar way to that described by 
Kettle et al. (2004), to obtain water surface temperatures from the littoral parts of the lakes. 
To this end one pendant is suspended approximately 25cm below the surface. A second 
pendant was suspended approximately 50cm from the bottom of the lake. This was 
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achieved by measuring water depth at the deployment site and then adjusting the apparatus 
accordingly. This would allow and assessment of lake turnover during the periods of melt 
and freezing. The apparatus were deployed in the lakes adjacent to the air temperature 
loggers. The exact distance and depth varied depending on lake morphology, between 10-
50m away from shore, and depths of between 1 and 4m. 
 
 
Figure 4.12 Schematic for the pendant logger float system. 
 
4.4.2 Measurements 
The air and water temperature dataloggers were set to record as per the main 
network, at 30 minute intervals starting on the hour, Finnish Standard Time (UTC +2). The 
air temperature dataloggers were downloaded and rotated approximately every 6 months. 
Due to logger failure there were periods of missing data for Ravdojavri (west) and 
Gaskkamus Cieskuljavri (west). 
For logistical reasons the water temperature loggers were left in situ until recovery 
in September 2011, 15-18 months after initial deployment depending on the lake (previous 
experience had suggested that with a new battery the dataloggers would record for up to 2 
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years). This period covered two ice-free seasons. Data was lost/rendered useless at a 
number of lakes location. At Vadaid Ravdojavri (east) the float system disappeared 
without trace. At Sirrajavri (west) the float was captured by the ice and carried across the 
lake during the melt. At Gaskkamus Cieskuljavri (west) the float was severed from its 
ballast and drifted in shore. However, with the redundancy air and surface water 
temperatures were collected for all lakes. 
 
 
Figure 4.13 Sirrajavri’s floats and loggers ready for deployment. 
 
4.4.3 Lake Characteristics 
Of the seven lakes used in the study only Vuoskojavri had had its depth adequately 
mapped. Luoto (2009) provided depth and surface data on the lakes. However, as there was 
no other way to confirm this information all the lakes were mapped to confirm the data. 
The surface areas were estimated by digitising polygons of the lakes from land survey 
maps of the area using ArcGIS. For a number of lakes there was a large discrepancy 
between the estimates provided by Luoto and those extracted from the maps (Table 4.5 
p.55). The digitised estimates were used for the analysis in this study. 
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The lakes were surveyed systematically to find the maximum depths and map lake 
morphologies. As there was only time for limited sampling a 100m x 100m point grid was 
overlaid on to the land survey maps. The area polygons of the lakes were then used to 
extract the overlapping points. The points were then converted into a formatted text file 
and uploaded into a hand held GPS and used as survey points on the lakes Between 
January 2009 and March 2010 each lake was visited. Using the GPS a number of points on 
each lake were selected at which to sample depth (plan accuracy ± 10m at worst). At these 
points the ice was drilled and water depth measured using a weighted tape measure. Due to 
further limitations on time in the field, and on occasion particularly adverse weather 
conditions, the distance between sampling points varied between 100m and 200m for the 
larger lakes. At these point depth measurements were taken using a weighted tape measure. 
Lake water volume was also estimated from these measurements but was not found to be a 
significant variable in the modelling of water temperatures. Figure 4.14 below shows the 
map produced from the surveying of Sirrajavri, the deepest of the seven lakes. The 
sampling spacing was 100m. 
 
 
Figure 4.14 Depth map of Sirrajavri constructed from the lake survey. 
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4.4.4 Solar Radiation for lakes 
To obtain estimations for daily cumulative solar radiation values (WH/m²) for the 
lake surface water temperature modelling the Point Solar Radiation tool in ArcGIS was 
used. The DEM of the local area was used to provide sky view information. The following 
modelling specifications were used (Table 4.6 overleaf): 
 
Table 4.6 Solar radiation modelling parameters for ArcGIS 10.1. (ESRI, 2012). 
General Parameters Topographic Parameters Radiation Parameters 
Local area DEM. An average 
latitude for the lakes was derived 
from the DEM (69.738º). The 
provided sky view / landscape 
information (within the limits of 
the DEM boundary) 
Slope and aspect input type was 
set as ‘Flat Surface’ (water). 
Radiation was calculated for the 
centroid of each lake. 
Zenith and azimuth divisions were 
both set at 24 (i.e. 24 hours). 
Lake centroid coordinates were 
calculated from area polygons of 
the lakes. 
Calculation directions (for sky 
view) were set at 24 (i.e. 24 
hours). 
Diffuse model type was set at 
‘Uniform_Sky’ (default). 
Sky size/Resolution set at 4000 
(default). 
 Diffuse proportion set at 0.3 
(default). 
  Transmittivity constant set at 0.5 
(default). 
 
Some definitions of the less obvious parameters (Table 4.6): The sky size 
resolution defines the grid used to map the sky. A grid of 4000 cells (200 x 200) was used 
(default). The Diffuse model type was set as the default ‘Uniform_Sky’ option, i.e. the 
incoming diffuse radiation is the same from all directions. The Diffuse proportion was set 
at the default of 0.3. This is the proportion of global normal radiation flux that is diffuse on 
a scale of 0 to 1, with 0.2 for a very clear sky and 0.7 for very cloudy conditions. The 
Transmittivity constant was set at the default of 0.5, used for a generally clear sky. This is 
the fraction radiation passing through the atmosphere, again on a scale of 0 to 1 (ESRI, 
2012). Figure 4.16 overleaf shows the modelled cumulative radiation curves 
(superimposed on lake water temperatures to give their context in this study). There are a 
number of inconsistencies, small peaks, on each curve in late July, August and early 
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September. These appear to be minor internal issues with the modelling of the radiation in 
ArcGIS. Shading from the DEM would result in decreased radiation, not an increase. 
 
 
Figure 4.15 Modelled cumulative radiation and lake surface water temperature (LSWT) for Sirrajavri 2010 
(a) and 2011(b). 
 
a) 
b) 
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4.5 Use of Portable Data loggers 
The advent of relatively inexpensive portable temperature dataloggers has enabled 
the detailed sampling of micro- to mesoscale climates (Whiteman et al., 2000). Battery 
powered, depending on specification a typical device can last between 1 and 3 years in the 
field in temperate climates. Non-volatile internal memory allows measurements to be 
stored for downloading at a later date, either in the field or in the office, and safeguards 
against battery failure in the field.  With a wide range of programmable sampling intervals 
(seconds to hours or days) and a suitable number of dataloggers it is possible to build up a 
detailed spatial and temporal climate picture of a research area. 
However, as with any method, the limitations of the devices and their deployment 
must be understood to appreciate the errors and issues with the collect data. The aim is to, 
as accurately as possible, measure and record the meteorological variable of interest (Lin et 
al., 2001). The limitations that need to be considered include the specifications of the 
dataloggers, the characteristics of the shielding used to house the datalogger and protect it 
from direct solar radiation, and the height of deployment in the field (Georges & Kaser, 
2002; Lin et al., 2001; Nakamura & Mahrt, 2005; Whiteman et al., 2000). 
 
4.5.1 Datalogger Specifications 
The specifications of the dataloggers used will impact of the accuracy of the 
measurements. The characteristics should be suitable for purpose, covering the known or 
expected data range and capable of measuring and recording events to the required level of 
temporal resolution. Table 4.7 overleaf details the pertinent specifications of the datalogger 
models used in this study.  
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Table 4.7 Dataloggers employed in this study. 
Characteristic Specifications 
Datalogger Hobo Pro v2 
 U23-001,  
U23 -002* 
Hobo Pro Series 
H08-30-08†,  
H08-32-08‡ 
Hobo Pendant  
UA-002-64** 
Gemini Tinytag  
TK-4014 
Operating 
Range 
-40 to +70˚C. 
RH: 0-100%. 
-30 +50˚C. 
RH: 0-100%. 
 
Water/ice: -20 to 
50˚C.  
-40 to +85˚C. 
Accuracy  ±0.21˚C from 0 to 
50˚C, ~±0.7˚C at -
40˚C. 
RH: ±2.5% from 
10-90%, 
±3.5% otherwise 
and below -20˚C. 
High Resolution: 
~±0.4˚C 0 to 50˚C, 
~±1.0˚C at -30˚C.  
RH: ±3% 0 to 50˚C. 
 
±0.53˚C from 0 to 
50˚C. 
Light Intensity: 
relative measurements 
only. 
±0.5˚C from 0 to 
50˚C, ±1.3˚C at -
40˚C. 
Resolution 0.02˚C at 25˚C. 
RH: 0.03%. 
High resolution: 
~±0.1˚C. 
0.14˚C at 25˚C. 0.05˚C. 
Response 
Time 
(to 90%) 
Internal: 40 
minutes (>1ms). 
External: 5 
minutes (>1ms). 
<35 minutes (in still 
air). 
RH: <5 minutes. 
Water: 5 minutes.  25 minutes in 
‘moving air’. 
Time 
Accuracy 
±1 minute per 
month , 0 to 50˚C. 
±1 minute per week. ±1minute per month 
at 25˚C. 
Not specified. 
Battery Life Up to 3 years. 2-3 years. 1 year typical use. 1 year. 
(References: Onset (2012a-d), Gemini (2012).) 
* - External sensor probe. 
** - Only deployed in water in this study. 
† - Temperature only. Only high resolution (12-bit) mode used. 
‡ - Temperature and Relative Humidity. High resolution mode used for temperature, standard resolution (8-
bit) used for RH (restricted). 
 
4.5.2 Datalogger Shielding & Deployment Height 
A key objective of this study was to use temperature dataloggers to measure and 
record the true air temperature at the instrumented sites. These dataloggers were mounted 
in bespoke shielding to remove, as far as possible, systematic bias from the temperature 
readings. Shielding minimises direct and indirect radiation loading that may act to heat the 
datalogger. It protects the instrument from precipitation, which may act to cool the 
instrument in the manner of a wet bulb thermometer. Also, the shield protects the 
instrument from physical damage (WMO, 2010, Ch 2.1.4.1, p1.2-3). 
The shield will form its own microclimate as it modifies the wind speed, absorbs or 
radiates heat to/from the environment, and conducts heat to or from the datalogger (Lin et 
al., 2001). Good design allows adequate ventilation to minimise the effects of the shield 
microclimate and the external environment (van der Meulen and Brandsma, 2008). 
The WMO gives guidelines for shield specifications. The standard methods for 
measuring and comparing screen performance are given in the international standard ISO 
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2004 – ISO/DIS 17714 (WMO, 2010, 2.5, 1.2-16). However, there are no standard screens 
for any specific application. The screen type used in this study was a single louvered 
naturally ventilated screen made of plywood, painted white. The roof was angled to 
prevent the build-up of snow during winter. The bottom of the box was left open to 
facilitate the quick change over of data loggers, and also prevented the build-up of snow 
inside the screen during the winter months (but as discussed later in this section this had 
implications for reflected radiation). The design was simple, quick to assemble and 
inexpensive. The WMO guidelines for louvered screens recommend a double-louvered 
construction, with a double-layered roof and slated floor (WMO, 2010, 2.5.2, 1.2-16). 
The WMO guidelines for general meteorological are aimed and standardising the 
exposure of the datalogger in order to obtain representative results of the true temperature 
over a specified area. To this end for general work measurement sites should in clearings 
on level ground away from steep slopes and hallows, freely exposed to the sun and wind, 
and away from trees, buildings and any other obstacles that may influence the 
representativeness of the results (WMO, 2010, 2.1.4.1, 1.2-3). 
However, at the scale of this study the topographic and vegetation influences are of 
interest, they are representative. The selection of the sites was designed to give a good 
representation of the topographical influences on temperature within the study area. 
Screens were mounted on trees for convenience, but also because at most sites trees were 
representative of the site. In the absence of trees at higher elevation sites established posts 
were used or new post were installed. 
The deployment height of 1.5m (or as near as practicable) was within the WMO 
guideline of 1.2m – 2m to take into account the large temperature gradient near the surface. 
This deployment height is representative of snow-free conditions. At peak snow this height 
was reduced by 0.5m – 0.75m at the lower, more sheltered sites. Higher elevations and 
more exposed sites were affected less. The exception was site JESN where the local 
topography resulted in snow drifting to within 15cm of the screen. 
There have been numerous studies investigating shield performance and errors 
using both field and wind tunnel based methods (see Lin et al., 2001; van der Meulen and 
Brandsma, 2008). In these studies a wide variety of shield designs with natural and 
artificial ventilated have been tested and compared. A study by van der Meulen and 
Brandsma (van der Meulen and Brandsma, 2008; Brandsma and van der Meulen, 2008) the 
performance of ten shield designs were investigated. Overall the seasonal mean differences 
of mean, minimum and maximum temperatures were of the order of ±0.1ºC. However, 
64 
 
these mean values masked individual/occasional temperature differences much larger in 
value. The difference were due to the response time of the shield, how quickly the shield 
itself responded to temperature change, and particularly increases in radiation (cloud cover 
and sun angle) and wind speed changes. This slow response was seen to trim the extreme 
minimum and maximum temperatures recorded. 
One of the shield types tested was a naturally ventilated wooden Stevenson screen 
70cm across, the most similar design to the shield type used in this study (15cm across). 
While the van der Meulen and Brandsma study was conducted in the Netherlands (De Bilt, 
latitude 52ºN) on flat ground, their results offer useful information on the likely pattern of 
temperature errors in this study. 
Overall the shield type was warmer than the reference screen during both day and 
night. There was a slight positive skew on the mean, maximum, and in particular, 
minimum temperatures (up to 0.33ºC in autumn (SON)). There is a distinct diurnal pattern 
in the measured temperatures coincident with sunrise and sunset, times of relatively rapid 
temperature and radiation change. Just after sunrise and sunset temperature are on average 
up to 0.2-0.3ºC cooler and warmer respectively, demonstrating that the reference screen 
type is slow to respond to temperature change. Importantly these values are strongly 
dependent on wind speed and to a lesser extent cloud cover. The greatest deviations 
occurred with low wind speeds (≤3.5msˉ¹) and less cloudy conditions (≤ 4/8 oktas). 
However, these deviations are dominated by direct and indirect radiation heating, up to 
+0.5ºC, during the day around peak temperature where there is minimal temperature 
change over time and low wind speeds.  
Particularly relevant to this study Brandsma and van der Meulen (2008), citing 
wind tunnel experiments by Gill (1983), note that radiation induced error with snow cover 
could be as high as 8 ºC for calm wind conditions. Georges and Kaser (2002) using 
vertically mounted tubular ventilated and unventilated screens at a tropical high altitude 
site with snow conditions (Cordillera Blanca, Peru, 9° S) measured an average deviation of 
+2.5 ºC for the unventilated shield, with a peak difference of 8.8 ºC. As noted in Chapter 3 
in this study area the lower elevation sites and valley bottom in particular experience calm 
conditions more frequently than other sites. To assess this issue a brief (5 day) testing of a 
modified shield (half-covered base as compared to open base) at site Jes01 (south facing 
slope, 180m elevation) suggest that peak differences in spring would be in the order of 
1.5°C, considerably less than the extreme example noted above. The likely reason for this 
is probably due to the relatively weak sun at the higher latitude and that due to the 
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positioning of the shields on the north sides of trees the trees provide adequate additional 
shielding. However, the five day test would not have been fully representative of the range 
of seasonal and extreme conditions and so the temperature differences may be larger than 
suggested here. 
In summary, due to the nature of the shield design used in this study, coupled with 
the topographic and seasonal conditions, there are a number of potential problems with the 
temperature data collected. The screens used have not been rigorously assessed so it is only 
possible to make an educated guess as the likely sign and estimated magnitude of the errors 
and where in the study area the errors are likely to be influential. The greater frequency of 
calm wind conditions at the lower sites, especially those on the valley floor, will act to 
artificially increase measured temperatures at those sites as compared to higher, more 
exposed sites. 
The response time of the shield is thought to be slow. This will act to reduce the 
magnitude of the peak maximum and minimum temperatures recorded, particularly at the 
low elevation sites and so show a slightly smaller diurnal cycle at these sites than what 
actually occurs. The response time of the screen will probably have the greatest impact on 
measured temperatures with the rapidly changing temperatures of the diurnal cycle during 
the spring and autumn (±0.2˚C). After sunrise recorded temperatures would be slightly 
cooler and after sunset slightly warmer than in reality. However, as the data loggers are 
recording every 30 minutes it is probable that the most extreme values would be missed 
anyway, but the effect of the diurnal biasing may be present for 1-2 hours. 
The greatest impact on measured temperatures is expected from March to May due 
to the radiation reflected from the snow cover (which is absent during the autumn). With 
the effects of topography, south facing slopes and sheltered low sites, as well as the strong 
diurnal cycle (March and April in particular) it is likely that the lower elevation sites on 
south facing slopes will experience small temperature deviations from other sites in the 
study. A brief field test of the screen used suggested peak deviations of 1.5 ˚C, less than 
that at lower latitudes. However further work is required to fully assess the shield design. 
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4.6 Calibration  
4.6.1 Calibration: Main Network 
The Hoboware Pro V2 Loggers were calibrated against each other in the laboratory 
before each deployment to check that loggers were working within specification. A sample 
of calibration data for 17 Hobo Pro v2 data loggers used in the 2012 deployment is given 
in Table 4.8 (p.67). Relative calibrations were carried out at room temperature, and at -25 
˚C in a refrigerator. Calibration values were not applied to the main network data. The 
reasons for this were: 
1) Small differences between loggers as compared to the difference in environmental 
temperatures being measured (up to 20˚C depending on conditions) (Pepin et al., 
2009), 
2) The loggers were rotated randomly between sites after routine downloading of the 
data (as previously discussed), so over time the effects of individual logger error 
would likely be diluted. Therefore errors in the calculation of lapse rates were 
thought to be minimal. 
 
4.6.2 Calibration of Lake Network Dataloggers  
Room temperature (~18°C) calibrations were carried out on the air and water 
temperature dataloggers prior to deployment in March 2010. Calibration adjustments were 
applied as water temperatures are less variable than air temperatures and therefore small 
differences between dataloggers could be more influential. Calibration adjustments were 
also applied to the lake air temperatures loggers. Relative calibration adjustments were 
calculated from the overall mean and applied. 
A total of 24 Tinytag Gemini dataloggers were used in the air temperature rotation. 
The biases ranged from -0.12 to 0.19˚C (range 0.31˚C). For the 28 Hoboware Pendant 
dataloggers for the water temperature the biases ranged from -0.16 to 0.31˚C (range 
0.47˚C). For both set of dataloggers the majority of biases were less than 0.1˚C (Table 4.8 
overleaf). 
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4.6.3 Winter Field Calibration  
As mentioned briefly earlier a winter field calibration of available dataloggers of all 
types was carried out between October 2010 and March 2011, with dataloggers recording 
every 30mins as per the networks. The reasons for this were twofold: 
1) Previous calibrations had been carried out at room temperature in benign 
conditions, hardly representative of the study area climate for more than half the 
year. Specifications for the various dataloggers suggested reduced accuracy at 
lower temperatures. 
2) Records kept of datalogger rotations showed a tendency for timing drift. The 
Tinytag Gemini’s tended to be between 1 and 4 minutes out over 6 months, the 
Hoboware Pro V2 Series up to 30 minutes over a year. The drift was consistent 
within the datalogger types. An extended calibration in the field would allow an 
assessment of whether or not timing drift between loggers would have a significant 
impact on temperature measurements. 
For the calibration individual logger types were mounted as a group within separate 
shields, as there were not enough spare shields, with care taken to ensure that no logger 
was in contact with the shield walls. 
 
Table 4.8 Calibration summary.  
Logger Type Calibration Statistics 
Minimum 
Bias 
Maximum 
Bias 
Distribution  
Summary 
Gemini (air) n=24 
-0.12°C 0.19°C 
-0.12 to -0.1°C n=2, ±0.1°C n=20, 0.1 
to 0.19°C n=2 
Pendants (water) n=28 
-0.16°C 0.09°C 
-0.16 to -0.1°C n=3, ±0.1°C n=24, 0.1 
to 0.31°C n=1 
Pro v2 (main network) n=17 
@room temp 
-0.21 0.19 
-0.21 to -0.1°C n=5, ±0.1°C n=9, 0.1 to 
0.19°C n=3 
Pro v2 (main network) n=17 @ 
-25 ˚C 
-0.22 0.11 
-0.22 to -0.1°C n=1, ±0.1°C n=15, 0.1 
to 0.11°C n=1 
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4.6.3.1 Field Calibration Results 
Seven Gemini loggers were assessed as part of the cold temperature calibration and 
the results compared with the room temperature results for an indication of changes in 
logger performance. In the first instance the measurements taken for all of November 2010 
were used. During this time the average temperature recorded was -13.91°C, with a 
maximum of 1.96°C and a minimum of -34.36°C. Within this a second shorter period of 
more extreme temperatures from 24th–28th November was also investigated. During this 
period the average temperature recorded was -26.85°C, with a maximum of -15.88°C and a 
minimum of -34.36°C. The data for November were used as they were at the beginning of 
the recording period and any errors due to timing drift would be negligible. 
Bearing in mind that this was a relative calibration the results (Table 4.9 below) 
indicate that there was a slight increase in the magnitude of biases, but the loggers were 
still performing well within specification even under the harshest of conditions (maximum 
bias 0.21°C, minimum -0.19°C). Systematic bias for the dataloggers was not independently 
assessed. The manufacturers accuracy specifications were noted as a range of possible 
systematic error.  
 
Table 4.9 Winter Field vs. Room Temperature Relative Error 
Calibration 
Period/Type 
Logger Average Bias (°C) 
 366677 366685 366686 366687 366688 366696 366697 
Room 
Temperature 
-0.00 0.04 -0.04 0.05 -0.06 0.10 -0.07 
1st-30th 
November  
-0.04 0.03 -0.07 0.11 0.02 0.06 -0.10 
24th-28th 
November 
-0.08 0.01 -0.08 0.21 0.01 0.13 -0.19 
 
4.6.3.2 Assessment of the impact of timing drifts on temperature measurements 
Two internal factors influence the accuracy of individual datalogger measurements 
and direct comparisons between simultaneous measurements. The timing on the individual 
loggers slowly drifts introducing error related to the instant of measurement against the 
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desired time of measurement, which is ideally synchronous across all loggers. In addition, 
the loggers also have a response lag which varies slightly between loggers, so 
measurements will be more accurate at times of relative temperature stability around the 
instant of recording. Temperature change is a continuous event of varying magnitude (see 
Figure 4.16, p.70) and rapid temperature changes at the time of measurement may mean 
that the datalogger is not tracking the ambient temperature accurately relative to other 
loggers. Therefore response lag will contribute to measurement error (e.g. Figure 4.17 
p.70), with timing errors becoming more significant with time from launch. The data 
collected from the seven Gemini dataloggers (from the lake air temperature network) were 
analysed to make an assessment of timing drift on measurement error. Two variables were 
calculated: 
1) Average Absolute Deviation (AveDev) (°C): Absolute deviations from the mean 
across the measurements of the seven dataloggers. Low values of AveDev mean 
that the loggers are in better agreement. This was expected to be lowest at the 
beginning of a measurement period. With no timing drift (or identical drift across 
all loggers) the value would not significantly change over time. With timing drift 
the value would be expected to become larger over time.  
2) Absolute Temperature Change (ATC) (°C): Absolute change in temperature from 
the previous reading (30mins) for each logger. The magnitude of temperature 
changes is dependent on local conditions. Inversion formation (-ΔT), a thermal 
process, tends to be a slower event than inversion destruction (+ΔT), a mechanical 
process during the arctic winter (Table 4.10 below). 
 
Larger AveDev values positively correlate with larger temperature changes (ATC) 
as each logger has a slightly different response time. If AveDev and ATC remain 
consistent throughout the calibration period the correlation between the two will remain the 
same; if the correlation decreases then either AveDev or ATC has changed. A change in 
AveDev would indicate the impact of timing drift providing ATC was constant. A change 
in ATC would indicate stationarity issues with the temperature changes during the 
calibration period due to environmental differences between the periods. 
 The potential for variation due to screen differences and location are removed with 
having the seven loggers mounted in the same screen. Any variation in the response times 
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between the individual loggers is accounted for in the AveDev statistic from the beginning, 
with the assumption that the response times were internally consistent. 
 
Table 4.10 Summary temperature change statistics. 
 +ΔT  –ΔT  
Count (avg)* 3209 3428 
Median ΔT (avg) 0.29 -0.30 
Interquartile Range (avg) 0.48 0.48 
Peak Change Recorded (avg) 10.54 -5.18 
*Occurrence of no change = 35 (avg) 
 
Figure 4.16 Time series of temperature change from previous recording: 366677, 23.10.10 – 12.03.11. 
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Figure 4.17 Snap shot 10.03.11 20h to 11.03.11 11h: 1) Wind 2 (Pro V2, circles) vs. 366677 (Gemini, 
triangle) readings. The Gemini data logger’s response is slower than the Pro V2. 2) Inversion destruction 
tends to be quicker than formation. 
  
The period of the field calibration covered the polar night, and approximately one 
month before and two months after. To control for any effects related to the diurnal cycle 
two sections of the data were compared, equal periods before and after the polar night 
(1645 cases each, 3290 in total) (Table 4.11 below). The only difference between the two 
periods was that the later period was colder. 
To assess which statistics had changed the 3290 cases were categorised into four 
groups according to their AveDev value, the first group being the lowest 25% and the 
fourth the highest 25%. The correlation between AveDev and ATC was calculated by 
period for the groups and all cases (Table 4.11 below). The median values of ATC and 
AveDev for each group were then tested for significant differences between the different 
periods (Table 4.12 overleaf).  
For the first period (23.10 – 26.11) the overall correlation between ATC and 
AveDev was positive and strong, r = 0.481, falling to a more moderate 0.309 for the 
second period (16.1 – 19.2). This indicates either a change in AveDev or ATC. 
72 
 
Table 4.11 AveDev/ATC correlations and distributions. 
AveDev  
Group 
23.10.10 –  
26.11.10 
Correlation (r) 
N% of cases 
16.1.11 –  
19.2.11 
Correlation (r) 
N% of cases 
1(lowest) 
0.241** 
38.5% 
-0.152* 
11.6% 
2 
0.109* 
23.0% 
0.094* 
27.0% 
3 
0.028(ns) 
24.9% 
0.127** 
25.1% 
4(highest) 
0.436** 
13.7% 
0.195** 
36.4% 
All 
0.481** 
(100%) 
0.309** 
(100%) 
Significance: (ns) – not significant, * p < 0.05, **p < 0.01 
 
For each period AveDev group 4 had the highest correlation between AveDev and 
ATC. However, the relationship weakened from r = 0.436 to 0.195. The bulk of the group 
4 cases (36.4% of the overall count, or 72.8% of the group) occurred in the second period 
as opposed to the 13.7% overall in the first period. The distribution is reversed for AveDev 
group 1. For group 1 the first period correlation is positive and moderate (r=0.241) and 
becomes negative and weakens in the second period (r=-0.152). For groups 2 and 3 the 
correlations were weaker than that of groups 1 and 4, with the first period group 3 being 
insignificant. The distributions for group 2 and 3 were approximately equal for both 
periods. 
This shows that due to the lower temperatures during the second period the relative 
distributions of AveDev values altered between the two periods particularly for the highest 
and lowest values. Also, the correlations between AveDev and ATC changed markedly 
with each subset. 
In comparing the median values of ATC and AveDev for the two periods (Table 
4.12 below) AveDev groups 1 and 4 have significant differences for AveDev values and 
insignificant differences for ATC. For groups 2 and 3 the reverse is true, although for 
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group 3 the difference in ATC is marginal (p=0.06).  This shows mixed signals suggesting 
changes in both AveDev and ATC. 
 
Table 4.12 Independent Samples Median Non-parametric test: testing the significance of the differences in 
median values between each period for each group (rounded to 2 d.p.). 
AveDev 
Group 
ATC °C 
Median 
AveDev  °C 
Median 
ATC°C 
Median 
AveDev °C 
Median ΔATC ΔAveDev 
(23.10 – 26.11) (16.1 – 19.2) 
1 0.15 0.04 0.14 0.04 
Same  
(p=0.722) 
Different 
(p=0.000) 
2 0.30 0.06 0.23 0.06 
Different 
(p=0.000) 
Same 
(p=0.294) 
3 0.34 0.09 0.39 0.09 
Same 
(p=0.06) 
Same 
(p=0.264) 
4 0.57 0.13 0.45 0.14 
Same 
(p=0.153) 
Different 
(p=0.000) 
 
In summary, the correlation between AveDev and ATC decreases over the 
calibration period. For these data the reason for the decrease in correlation is inconclusive, 
but probably due to both timing drift and stationarity issues within the data. However, the 
difference in median values calculated over this time period (120 days) is an order of 
magnitude smaller than the biases measured during calibration (e.g. 0.01°C for the largest 
AveDev group). The difference will probably be larger with a greater interval between 
downloads, but with assumption that the difference is proportional to time, it will not a 
have a large impact on average measured temperature values. Timing drift is more likely to 
have an impact on individual readings during periods of rapid temperature change, but is 
still likely to be small in comparison to differences due to logger response times. 
 
4.7 Summary 
The temperature data used in this study are from an established network of 60 
dataloggers installed since September 2007 (Pepin et al., 2009). Initially there was a mix of 
dataloggers used, but after March 2010 Hoboware Pro Series v2 dataloggers were 
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deployed at all sites. Data loss pre-March 2010 due to the older loggers meant that a subset 
of 46 sites was used for some of the analysis. An additional network of dataloggers was 
installed to the measure air and water temperatures at seven lakes in the vicinity of the 
station from March 2010 until September 2011. Readings were taken every 30 minutes on 
the hour and half-hour in both networks. Dataloggers were downloaded and rotated on a 
yearly basis for the main network and 6-monthly for the lake network.  
NCEP/NCAR Reanalysis 850mb geopotential height and temperature data up to the 
end of 2010 was available from CRU (Harris, 2011). These data were used to calculated 
regional synoptic conditions. It has a 6-hourly interval so the network data was sub-
sampled as necessary. Site topographic data was extracted from a local area 25m grid 
DEM using ARCGIS 10. Additional daily and monthly summary meteorological data were 
available from the research station website (Vainio, 2011). 
Since the installation of the network a rolling room temperature relative calibration 
of the data loggers was carried out prior to each deployment to check that no loggers were 
malfunctioning or recording noticeably higher or lower than the mean of the group as a 
whole. The readings from the network were not adjusted as loggers were rotated between 
sites and any slight biases would even out and have a negligible impact considering the 
temperature ranges experienced in the field. As the lake network was separate calibration 
adjustments were applied. 
A review of radiation shielding literature highlighted potential issues with the 
single louvered wood shield design used in the network, namely temperature deviations 
due to reflected radiation and poor ventilation. The bottoms of the shields were left open to 
prevent snow accumulation during the winter and to enable rapid logger changeover. A 
preliminary investigation suggested that peak temperature deviations were in the order of 
1.5°C. Certain sites, specifically those on south facing slopes and in sheltered locations 
such as the valley bottoms, could be experiencing this error in measurement around from 
March to May when solar elevation and snow cover could potentially reflect radiation 
directly on to the dataloggers.  
A field relative calibration was carried out from 23.10.10 until 11.03.11 using 
available dataloggers, mainly the Gemini TK 4014 series used in the lake air network. This 
was done to check low temperature performance and also investigate the impact of timing 
drift and variability of response times on readings. All current logger types performed 
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within specification. Timing drift varied between logger types, but was consistent within 
them. An assessment of the impact of timing drift on readings was inconclusive. Timing 
drift was thought likely to have more of an impact at instances of large changes in 
temperatures towards the end of a deployment. Even then the error would probably be 
small relative to logger response times. 
Further assessment is needed to explore issues in two main areas. The radiation 
shielding needs modification and rigorous testing in the field to quantify potential errors 
and improve the design. A field calibration of a substantial number of the main network 
loggers would be useful to assess the impact of response variability on the measurement of 
rapid temperatures changes. This would involve the deployment of multiple loggers at sites 
across the elevation range to assess the relative impact between sites that experience 
different magnitudes of temperature changes. 
This chapter has highlighted a number of issues with the temperature data and their 
sampling. Statistical analysis of the site distribution has shown that the sampling is slightly 
unrepresentative of some aspects and elevations in the study area. During the early years of 
data collection issues with older dataloggers and extreme cold temperatures contributed to 
significant periods of missing data at some sites. As a result a subset of 46 sites was used 
for some analyses. Updating of the dataloggers since 2010 has seen a notable reduction in 
missing data. Despite the issues mentioned above, the majority of the data set is thought to 
be a sound representation of the climate variability of the study area. 
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Chapter 5: Results & Analysis 
The results and analysis are presented in six sub-chapters. Chapter 5A provides an 
overview of the temperature and synoptic characteristics of the sites and study area as a 
whole. The complex lapse rate characteristics of the area using whole valley and banded 
lapse rate models are considered in Chapter 5B. In Chapter 5C principal component 
analysis is used to explore seasonal and diurnal temperature variability across the area. 
Chapter 5D explores the decoupling of surface temperatures from the free air (as 
represented by the temperature at the 850mb pressure level).  
The final two sub-chapters look at examples of applications of the temperature 
data. Chapter 5E investigates the representativeness of the sites and Kevo station in 
relation to the surrounding terrain. Finally in Chapter 5F air temperature estimations and a 
lake surface water temperature model are tested on seven nearby lakes. 
 
Chapter 5A: Temperature and Synoptic Characteristics 
5A.1 Site Temperature Characteristics 
The following section introduces the temperature characteristics for the study area 
to give some appreciation of the temperature dynamics of Kevo valley some fundamental 
relationship between the synoptic conditions before the more detailed analyses later in the 
chapter. 
 
Table 5a.1 Summary Temperature Characteristics. 
 Mean T Max T Min T Range SD 
Highest JES01 
-0.76˚C 
PUKS3 
30.93˚C 
JEC 
-32.67˚C 
WIND2 
71.00˚C 
KEVV1 
11.94˚C 
Lowest TSAW 
-1.86˚C 
PUKS1 
27.31˚C 
WIND1 
-42.32˚C 
JEC 
60.67˚C 
JEC 
8.90˚C 
NB: To remove potential bias summary statistics (Mean, range & SD) were sampled from the selected 46 
sites – those with minimal data loss/ issues earlier in the study. 
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Table 5a.1 (previous page) summarises the basic temperature characteristics of the 
study area over the period September 2007 – March 2012. The highest mean temperature 
site is JES01 (180m), mid-way up the south facing slope of Jesnalvarri within the valley 
system’s thermal belt. The lowest mean temperature site, TSAW (110m), is riverside 
location on the south bank of the Tsarjoki. The most variable site was KEVV1 (85m) and 
the least JEC (330m). The lower valley sites were the most variable due to the frequent 
inversion events at lower elevations, with the reverse true for the higher elevation sites. 
The highest temperatures (Max T) were recorded on 9th July 2011, PUKS3 (92m) at 
1700 FST, PUKS1 (74m) at 1800 FST. Both sites are north facing with PUKS1 at the lake 
edge at the base of a steep slope and PUKS3 on the convex upper lip of the slope. There is 
18m elevation difference between the sites, and approximately 50m horizontal distance. 
PUKS1 is in shade until early afternoon during the summer months. PUKS3 is surrounded 
by pine and birch, mounted on a pine tree adjacent to a path.  
The minimum (Min T) temperatures were recorded on 6th Feb 2012, JEC (330m) at 
0900 FST, WIND1(76m) 1000 FST,  a nominal lapse rate of 42˚C/km – indicative of a 
wider regional cold pool. At JEC the coldest winter temperatures are more typically -25˚C. 
For WIND2 -35˚C is reasonably common. With this in mind the range values shown is 
slightly misleading. The range for WIND2 of 71˚C is a as a result of exceptional high 
temperatures in summer and low temperatures in winter for 2012. More typical maximum 
and minimum temperatures are 25˚C and -35˚C respectively for WIND 2, and 25˚C and -
25˚C respectively for JEC. So the difference in ranges is the same (~10˚C) but the typical 
ranges are 10˚C less than the peak ranges detailed in Table 5a.1.  
Figure 5a.1overleaf showing the temperature difference between site JEC (hilltop) 
and WIND2 (valley bottom) is useful in demonstrating the yearly rhythm of temperature 
differences in the study area. There are a number of points of interest in this figure that 
guide later analyses in this study. The cyclic features, the peaks and their intensity, are 
driven the high latitude solar geometry, the resultant strong seasonal and diurnal 
temperature signal is related to significant changes in land cover and the freezing and 
thawing of Kevojärvi. 
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Figure 5a.1 Temperature difference between sites JEC (330m) and WIND2 (94m). 
 
The solid vertical line represents 1st January for each year from 2008, and the 
dashed line the spring equinox on 20th March. A positive difference, JEC being warmer 
than WIND2, indicates a temperature inversion. A negative difference indicates a decrease 
in temperature with elevation. With a difference of 236m in elevation between the two 
sites, -2.3˚C approximates to the dry adiabatic lapse rate (9.8˚C /km) and -1.5˚C the widely 
cited 6.5˚C/km environmental lapse rate (e.g. Barry and Chorley, 2003; Blandford et al., 
2008). A 5˚C difference equates to a lapse rate of approximately 21˚C/km.  
Looking at the normal lapse conditions (negative values) there is a consistent peak 
to approximately -5˚C from year to year starting in March before the spring equinox, and 
sustained into April and early May. During this time the day length is increasing towards 
24 hours and changing land cover conditions influence the temperature lapse rates. In 
March and April there is an albedo influence from the darker, tree covered lower slopes 
and the relatively bare summit of Jesnalvarri. In May during the melt the snow melts from 
the valley bottom upwards, amplifying the albedo effect for a brief period of time.  After 
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the peak the super-adiabatic events reduce in frequency and intensity towards the dry 
adiabatic lapse rate in the latter months of the year. During the period of 24 hour darkness 
there appears to be a tendency for more consistency in the stronger normal lapse conditions 
as indicated by the flatter profile of the plot at these times.  
The largest positive differences occur during the winter months with differences 
greater than 15˚C common with 20˚C difference occurring occasionally (>80˚C/km lapse 
rate). The conditions start and gradually increase in intensity after the lake freeze-up and 
onset of snow cover. The frequency and intensity of inversions diminish after the spring 
equinox, coinciding with the mid-way point of the negative peak. There are inversion 
conditions during the summer months but these are smaller, with a 5˚C difference being a 
typical maximum. 
 
5A.2 Synoptic and Surface Wind Speed and Direction at Kevo 
As noted in Chapter 3 two previous studies, Mansikkaniemi and Laitinen (1990) 
and Seppälä (2002), have investigated local wind patterns in and around the Kevo Valley 
area. With a focus on wind as a geomorphological agent these studies demonstrated the 
importance of local measurements due to the local relief strongly influencing local wind 
direction. However, in this study the interest in wind has to do with its influence on the 
development and destruction of cold air pooling events. In particular, during the winter 
months the break-up of cold pools is expected to be  mechanical (Pepin et al., 2009), wind 
driven process as there is minimal radiation input to break-up inversion thermally. 
Figure 5a.2 overleaf shows the relationship between the calculated wind direction 
at the 850mb GPH pressure level and that recorded at Kevo. The prevailing synoptic wind 
direction is west to south-west. The channelling effect of the local terrain is obvious; the 
majority of surface wind flow is along the Utsjoki valley from the south, and the remainder 
down the valley from the north.  
With a natural break in the terrain the wind from the north/north-west is relatively 
unimpeded. As a result the highest surface wind speeds measured tend to come from this 
direction (Figure 5a.3 overleaf) (also noted by Mansikkaniemi and Laitinen, 1990). Winds 
from the east and west tend to result in lower wind speeds at the surface due to shielding 
effects of the terrain. 
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Figure 5a.2 Surface wind direction, as measured at Kevo, vs. calculated wind direction at the 850mb GPH 
pressure level (Sep 2007 – Mar 2010). 
 
Figure 5a.3 Surface wind speed vs. calculated wind direction at 850mb GPH.  
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In the original development of the objective synoptic classification system by 
Jenkinson and Collinson (1977) the mean sea level pressure grid was used. The unit value 
of flow strength was equated to 1.2 knots in surface wind speed. In this study the modified 
method used in Losleben et al. (2000) was used. GPH differences were used which only 
gave a relative indication of flow strength. Figure 5a.4 below shows the relationship 
between the flow strength and surface wind speed. By forcing the intercept through the 
origin a simple linear relationship was estimated. From this a flow strength of 100 equates 
to a surface wind speed of 2.1msˉ¹. This rough guide was used to interpret flow strengths 
in later analyses. 
 
Figure 5a.4 Wind speed, as measured at Kevo, vs. calculated flow strength at the 850mb GPH pressure level. 
Fit gradient y = 0.21x, R Sq = 0.67 with intercept forced through 0. 
 
5A.3The relationship between synoptic conditions and temperature 
With 6-hourlyobjective synoptic classifications calculated from available reanalysis 
data (Sep 2007 – Dec 2010) the relationship between temperature and synoptic conditions 
for two sites, JEC (summit) and WIND2 (valley floor), was assessed. Table 5a.2a (p.83) 
gives a breakdown of the frequency of the various synoptic conditions over Kevo and 
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Table 5a.2b (p.83) a summary of the general conditions (anti-cyclonic, cyclonic and zonal 
flow). The months April to September are classed as ‘summer’ and October to March 
‘winter’.  
The level of zonal flow is consistent overall throughout the year, slightly more 
dominant than anti-cyclonic conditions in summer and cyclonic conditions in winter, with 
westerly winds prevailing. Winds with an easterly element are least common. In winter the 
zonal flow generally becomes more southerly. Roughly one-third of the synoptic 
conditions are classed as anti-cyclonic in summer, and one-quarter cyclonic. This ratio is 
reversed in the winter months. The percentage of zonal flow remains relatively constant 
throughout the year. Pure cyclonic conditions (C) account for bulk of synoptic conditions 
with a cyclonic element. For anti-cyclonic conditions pure anti-cyclonic (A) conditions 
also dominate, but to a lesser degree. Anti-cyclonic conditions with a westerly element 
(ANW, ASW and AW) account for a greater fraction of the total than their cyclonic 
opposites. 
Figures 5a.5 through 5a.8 (p.84-86) show the influence of the synoptic conditions 
on temperatures at JEC and WIND2, with Figures 5a.5 & 6 showing the relationship 
during the ‘summer’ months, April to September and Figure 5a.7 & 8 the ‘winter’ months, 
October through to March. The purpose of the figures is to indicate general relationships 
between temperature and synoptic conditions. The synoptic conditions have been ordered 
by the median temperature recorded at the site under the respective conditions. As shown 
in Table 5a.2a a number of conditions have significantly more occurrences than others, 
particularly A, C and some flow types. Also, cold pooling events can last for significant 
periods of time (days) in winter. As the synoptic conditions are recorded at 6-hourly 
intervals these cold pools may persist through a series of different synoptic types. This 
probably accounts for the tendency for negative tails in some distributions, especially at 
WIND2 during winter.  
At both sites at all times of year higher temperatures are typically associated with 
westerly winds, and lower temperatures with easterly winds. During the summer months 
southerly winds, including SE, are also associated with higher temperatures and northerly 
winds lower temperatures, as might be expected. The ranking of synoptic conditions is 
largely consistent between sites. There is little difference between cyclonic (C) and anti-
cyclonic (A) conditions, with cyclonic conditions fractionally cooler.  
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Table 5a.2a Summer/winter synoptic class breakdown (Sep 2007-Dec 2010). 
Synoptic 
Class 
Summer 
Count 
Winter 
Count 
Summer 
% 
Winter 
% 
Difference 
% (S-W) 
A 449 357 19.38 13.97 5.41 
AE 10 14 0.43 0.55 -0.12 
AN 46 24 1.99 0.94 1.05 
ANE 17 17 0.73 0.67 0.07 
ANW 96 56 4.14 2.19 1.95 
AS 31 37 1.34 1.45 -0.11 
ASE 11 20 0.47 0.78 -0.31 
ASW 59 67 2.55 2.62 -0.07 
AW 80 86 3.45 3.36 0.09 
      
C 405 520 17.48 20.34 -2.86 
CE 14 27 0.60 1.06 -0.45 
CN 31 39 1.34 1.53 -0.19 
CNE 14 21 0.60 0.82 -0.22 
CNW 27 46 1.17 1.80 -0.63 
CS 43 67 1.86 2.62 -0.77 
CSE 15 47 0.65 1.84 -1.19 
CSW 38 65 1.64 2.54 -0.90 
CW 42 52 1.81 2.03 -0.22 
      
E 46 40 1.99 1.56 0.42 
N 112 126 4.83 4.93 -0.10 
NE 58 41 2.50 1.60 0.90 
NW 174 156 7.51 6.10 1.41 
S 127 153 5.48 5.99 -0.50 
SE 43 72 1.86 2.82 -0.96 
SW 141 193 6.09 7.55 -1.47 
W 188 213 8.11 8.33 -0.22 
 
Table 5a.2b General synoptic class summary. 
General 
Class 
Summer 
Count 
Winter 
Count 
Summer 
% 
Winter 
% 
Difference 
% (S-W) 
A 799 678 34.5 26.5 8.0 
C 629 884 27.1 34.6 -7.5 
Zonal 889 994 38.4 38.9 -0.5 
 
In summer there was an incremental, linear decrease in temperature across the 
synoptic conditions. However, in winter with the cooler conditions the decrease is more 
marked, particularly at WIND2 with the coldest temperatures indicating (often strong) 
inversion events. During the winter months the relationship between cooler temperatures 
and easterly winds is stronger. The ranking of conditions between sites is less consistent 
than in summer. Southerly winds tend to result in cooler temperatures. Northerly winds 
bring in relatively warm air from the sea only 100 miles or so to the north. Anti-cyclonic 
conditions have stronger influence on low temperatures at WIND2; for JEC there is little 
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difference in rank position between A and C classifications whereas for WIND2 
anticyclonic conditions are notably cooler than that for cyclonic (although the overall 
temperature range is similar). Also of note is the shift to lower temperatures of the SE 
classification. For both sites during the summer months the SE classification is associated 
with relatively high temperature. However, during the winter the association is with some 
of the lowest median temperatures as air is brought in from the continent.  
Mid-latitude studies have demonstrated that intense inversion formation is most 
likely to occur during clear, calm conditions at night through radiation loss and the 
subsequent pooling of cooled air in contact with the rapidly cooling ground. These clear 
and calm conditions are more likely to occur with high pressure (anticyclonic) conditions 
(e.g Whiteman et al., 1999, Iijima and Shinoda, 2000, Chung et al., 2006). However, at 
high latitudes the correlation between high pressure systems and clear skies is less robust, 
especially during winter. The frozen landscape and lack of insolation result in a lack of 
convection which commonly means clear skies under cyclonic conditions. In addition, the 
air in this region is often (relatively) dry and so low cloud and fog are uncommon. 
 
 
Figure 5a.5 Temperature vs. synoptic classification for site JEC (April – September). 
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Figure 5a.6 Temperature vs. synoptic classification for site Wind2 (April – September). 
 
Figure 5a.7 Temperature vs. synoptic classification for site JEC (October - March). 
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Figure 5a.8 Temperature vs. synoptic classification for site Wind2 (October - March). 
 
Table 5a.3 overleaf shows the partial correlations between monthly temperature 
summaries for Kevo station 1962-2008 and the AC and Zonal indices calculated from the 
reanalysis data. With the exception of April and December, precipitation has a significant 
negative correlation with the AC index throughout the year i.e. with cyclonic conditions. 
There are significant positive correlations between the AC index and mean and maximum 
temperatures during the summer months where high pressure systems, typically from the 
east, bring more continental weather. Relationships between the AC index and minimum 
temperatures are less clear; mostly no significant correlations except May with a negative 
correlation, and a positive one for June. Notably there is no correlation between minimum 
temperatures and AC index; a negative correlation would indicate that the mid-latitude 
model assumption of high pressure systems and clear skies, or rather the link between 
cyclonic conditions and cloud cover. Table 5a.4 (p.88) shows the correlations between 
cloud cover data and vorticity for the period 2008-2010 by month and time. There are 
some correlations during the winter months, most notably the correlations for all times in 
February. However, generally for the winter months the patterns is less consistent than that 
for the summer months (May through to September). 
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Correlations between the variables and the Zonal index  (Table 5a.3) are much less 
consistent showing some moderate correlations during some winter months, but few 
significant correlations during the summer months. This suggests that zonal flow (air mass) 
becomes a more important influence during the winter, the positive correlation with mean 
and maximum temperature indicating one of two possible explanations: 
1. Relatively warming maritime air brought in from the Arctic Ocean, typically after 
the passing of a low pressure system. 
2. The action of strong winds mechanically flushing the cold air pool in the valley, 
resulting in a significant increase in temperature. 
 
Table 5a.3 Correlations between A-C index, zonal index and temperature/precipitation at Kevo 
meteorological station (1962-2008). MM= mean monthly temperature, MMx/MMn = mean monthly 
maximum/minimum temperatures, Mpr = Mean monthly precipitation (significant correlation in  bold). 
AC Index Correlations (controlled by Zonal) 
 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
MM 0.07 -0.02 -0.04 0.3† 0.02 0.64‡ 0.36† 0.52‡ -0.01 0.13 0.02 -0.14 
MMx 0.27† 0.14 0.04 0.45‡ 0.17 0.54‡ 0.26* 0.56‡ 0.32† 0.06 0.02 0.22 
MMn -0.06 -0.13 0.02 0.09 -0.36† 0.33† -0.02 -0.02 0.03 0.22 0.14 -0.17 
Mpr -0.45‡ -0.53‡ -0.38‡ -0.21 -0.7‡ -0.33† -0.46‡ -0.6‡ -0.62‡ -0.59‡ -0.58‡ -0.24 
 
Zonal index correlations (controlled by AC) 
 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
MM 0.39‡ 0.11 0.21 -0.03 -0.16 0.14 0.26* -0.00 0.17 0.32† 0.14 0.36† 
MMx 0.47‡ 0.19 0.26* 0.2 -0.41 -0.01 0.06 0.18 0.06 0.33† -0.03 0.49‡ 
MMn 0.31† -0.00 0.07 -0.14 0.19 0.19 0.24 -0.15 -0.05 0.08 0.15 0.09 
Mpr 0.38† -0.07 0.21 -0.12 -0.63 0.16 0.03 -0.3† -0.08 0 -0.03 -0.04 
† - Significance: p ≤ 0.05, ‡ - Significance: p ≤ 0.01, * - marginally significant (p ≤ 0.1) 
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Table 5a.4 Cloud cover and vorticity correlations by month and time for the period 2008-2010 (significant 
correlations in bold). 
 0200 FST 0800 FST 1400 FST 2000 FST 
Jan 0.16 0.16 0.12 0.13 
Feb 0.31‡ 0.22† 0.30‡ 0.30† 
Mar -0.01 0.06 0.01 0.25† 
Apr 0.18 -0.02 0.18 0.14 
May 0.11 0.16 0.19 0.28‡ 
Jun 0.32‡ 0.36‡ 0.21† 0.48‡ 
Jul 0.27‡ 0.30‡ 0.25† 0.29‡ 
Aug 0.26† 0.11 0.33‡ 0.27‡ 
Sep 0.02 0.00 0.08 0.27† 
Oct 0.25† 0.23† 0.17 0.19 
Nov 0.14 0.16 0.26† 0.20 
Dec 0.12 0.38‡ 0.35‡ 0.09 
† - Significance: p ≤ 0.05, ‡ - Significance: p ≤ 0.01 
 
5A.4 Summary 
This sub-chapter introduced the temperature characteristics of the study area as 
measured across the sites, and the synoptic characteristics as derived from the 
NCEP/NCAR reanalysis 850mb level. For the period of study recorded temperatures 
ranged from 30.93˚C at PUKS3 to -42.32˚C at WIND1. The largest range for a single site 
was71.0˚C for the valley bottom site WIND2 and the lowest 60.67˚C at the hilltop site 
JEC. However, typically ranges were ~10˚C lower than this (50-60˚C). This pattern was 
also reflected in the temperature standard deviations with KEVV1 (valley bottom) having a 
SD of 11.94˚C and JEC a SD of 8.9˚C. The plotting of temperature difference between JEC 
and WIND2 showed a yearly pattern dominated by deep inversion conditions during the 
winter and strengthened lapse rates in spring. 
Previous research in the area had discussed the topographic channelling of wind in 
the valley system in relation to the hilltop (relative free-air) and to that at Kevo 
Meteorological Station (Mansikkaniemi and Laitinen, 1990; Seppälä, 2002). Here the 
relationship between the gradient and surface winds was assessed. As expected due to 
topography there was a channelling effect biasing surface winds to a southerly direction. 
The method used to derive gradient flow strength only gave a relative indication of wind 
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speed. A comparison of surface wind speed to relative gradient flow strength allowed a 
rough translation of relative flow strength to wind speed, equating 100 units of flow 
strength to 2.1msˉ¹ surface wind speed (as measured at Kevo station). 
 The objective classification of the synoptic conditions showed a bias towards 
anticyclonic (high pressure) conditions during the summer and toward cyclonic (low 
pressure) conditions during the winter. Zonal flow conditions were relatively consistent 
throughout the year. A breakdown in to individual synoptic classes showed patterns 
consistent with typical wind patterns for the region (westerly). The pure cyclonic and 
anticyclonic classes dominate their respective groupings. As this is as a result of the 
thresholds set in the derivation equations based on mean sea level pressures, rather than 
geopotential height levels, the classification ideally should be rigorously calibrated for 
future work. 
 The relationship between site temperatures and synoptic classification was explored 
using JEC and WIND2. The sites showed similar relationships during the summer months 
with lower temperatures associated with easterly and northerly winds and higher 
temperatures westerly and southerly winds. For the winter months there were notable 
differences in the temperature relationships with the synoptic classes between the two sites. 
For JEC the relationship was broadly similar to that seen in summer, except that northerly 
classes tended to have higher temperatures due to relatively warm air being brought in 
from over the unfrozen Arctic Ocean. However for WIND2 pure anticyclonic conditions 
resulted in noticeably lower temperatures (as might be expected) than pure cyclonic 
conditions. During the summer the two classes had similar relationship with temperature. 
 Finally the correlations between general synoptic conditions and mean monthly 
temperatures and precipitation data for Kevo for the period 1962-2008 were explored. Daly 
et al.’s (2009) AC index (‘fair weather’ index) and a Zonal flow index were use to describe 
the synoptic conditions. Expected relationships between cyclonic conditions and 
precipitation were seen, and the relationship between mean and maximum temperatures 
and anticyclonic conditions in summer. There was no apparent correlation between 
anticyclonic conditions and minimum temperatures in the winter months and correlations 
between cloud cover and vorticity for the period 2008-2010 suggested an inconsistent 
pattern for the winter months as compared to that for the summer months. This supports 
the assertion that there is a weaker relationship between cloud cover and vorticity in the 
90 
 
region that at mid-latitudes. Correlations between the Zonal index and the temperature and 
precipitation variables were less consistent but suggested that zonal flow became a more 
important influence on temperatures during the winter. 
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Chapter 5B: Lapse Rate Modelling 
5B.1 Introduction 
The sub-chapter explores the altitudinal variation in temperature over time using 
lapse rates (change in temperature with elevation). Lapse rates are useful and simple tool 
with which to model temperature differences across a network of sites, requiring minimal 
data: temperature and elevation (Bolstad et al., 1998). The dense network of dataloggers 
used in this study allows a detailed breakdown of lapse rate patterns, considering by the 
whole network and discreet elevational bands, despite the small elevation range of 256m. 
 
5B.2 Local Lapse Rates 
To investigate the prevalence of local inversion conditions and general local 
climate dynamics with respect to elevation lapse rate models were developed for the study 
area. For this study inversions are define as having positive lapse rates, with temperatures 
increasing with elevation, and normal conditions having negative lapse rates, with 
temperatures decreasing with elevation.  
An ordinary least squares regression model was used to calculate the lapse rates for 
each 6 hour time period, deriving the best fit line with following basic linear model: 
𝑦 = 𝑎 + 𝑏𝑥 + 𝜀       Equation 5b.1 
The gradient b is the parameter of interest. R2 values were also calculated so poorly 
fitted models could be identified. 
Two lapse rate models were produced. The first looked at the dataset as a whole 
and modelled temperature gradient across the entire elevational range from the 46 sites 
with minimal (<5%) missing data. To enable a robust investigation of the lapse rates only 
time periods with a model R2 of >0.5 (50%) were considered. For the period Sep 2007 – 
Mar 2012 60.1% of the models were considered valid (R2 >0.5, for each 6-hour period). 
Figure 5b.1 (p.93) shows the proportion of valid cases considering all data and by 
individual times. 
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The second approach divided the site into three elevation bands with approximately 
the same number of sites within each band: low 75-100m (15 sites), medium 100-175m (16 
sites), and high 175m+ (15 sites) (the 100/ 175m contours are shown on Figure 3.1, p.28).  
Dividing the sites in elevation bands allowed the detailed analysis of the vertical 
temperature structure and different inversion patterns that form in the study area (Pepin et 
al., 2009). For each lapse rate calculation for each elevational band a dummy variable was 
used to define the presence of an inversion (the sign of the lapse rate), with 0 for no 
inversion and 1 for inversion. The dummy variables were then summed using binary to 
create an eight-way classification of the inversion structure ranging from 0 to 7 for each 
time period. Zero represents no inversion (normal conditions) and 7 a full local inversion. 
Classifications 1 to 6 represent more complex inversion structures (Table 5b.1 below). 
 
Table 5b.1 Inversion classification summary. 
 
Inversion  
Classification 
Detailed vertical structure: 
Inversion present (1) or absent (0) 
Low 
(75-100m) 
Mid 
(100-175m) 
High 
(175-330m) 
0 (No inversion) 0 0 0 
1 (Low) 1 0 0 
2 (Mid) 0 1 0 
3 (Low & Mid) 1 1 0 
4 (High) 0 0 1 
5 (Low & High) 1 0 1 
6 (Mid & High) 0 1 1 
7 (Full inversion) 1 1 1 
 
5B.3 Detailed Vertical Structure Modelling: ‘Valid’ Cases vs. All Data  
There is an apparent inconsistency between the two approaches used. The first 
selects lapse rate models that have an R2 > 0.5. The second uses all the models irrespective 
of overall model R2. This sub-section discusses why it was decided to structure the 
analyses in this way and highlights the complexity behind the results presented. 
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The essence of the problem is two-fold. The results are in part a statistical artefact 
of site locations and the elevational banding used, which was based on an equal 
distribution of the 46 selected sites, not equal distribution of elevation range. In addition, 
the greater variation of land cover type at the lower elevations is known to have significant 
influence on local climates (e.g. Chen et al., 1999).  
When considering the full elevational range the R2 limitation was adopted to 
remove any spurious lapse values. This effectively smoothed the results for better 
interpretation of lapse rate patterns. However, for examination of the detailed vertical 
structure this approach was found to selectively suppress the more complex inversion 
structures (2-6), and so skew the distribution towards the other types (0,1, and 7). As the 
lapse rate was based on a simple linear model any scatter in the data reduces the R2, which 
is the case with the more complex inversion structures. 
 
Figure 5b.1 Proportion of valid cases for the overall lapse rate model. Average overall performance 
indicated by the dashed grey line. 
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Figure 5b.1 gives a breakdown of the proportion of valid cases for the overall lapse 
rate model for the full elevational range by month and panelled by time. For all times, the 
trend decreases slightly throughout the year. At times 0200 and 0800 FST the pattern is 
broadly similar. At 1400 there is a significant decrease during May, June and July. At 2000 
these months peak and the months of the equinoxes, March and September show a marked 
decrease in valid cases. These patterns can be explained by considering the banded lapse 
rate model performances.  
 
5B.4 Banded Model Performance 
To aid with the interpretation of the next section results Figure 5b.2 below and 
Table 5b.2 (overleaf) are presented to give indication and appreciation of the position of 
the sun at the times of interest and of mid-month solar parameters for March, June, 
September, and December. 
 
Figure 5b.2 Indication of sun position at the study area at the times of interest (0200, 0800, 1400, and 2000 
FST). 
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Table 5b.2 Solar parameters for Kevo: March, June, September, December (mid-month) (after Pepin et al., 
2009). 
Date 
Day Length 
(hours) 
Declination 
(degrees) 
Noon elevation 
(degrees) 
March 16th  11.68 -1.77 19.33 
June 16th  24 23.35 44.45 
September 16th  13.3 2.68 23.78 
December 16th  0 -23.31 - 
 
Figure 5b.3 below shows the median R2 values by month and panelled by time for 
the low, mid and high elevation bands along with error bars giving the 95% confidence 
intervals. Immediately evident is the disparity in model R2 between the elevation bands.  
The low band has the weakest model performance overall (typical R2 values 0.1 to 
0.2), followed by the mid band (0.1 to 0.4), and the high band (0.6 to 0.8). Low band 
model performance is poor due to the limited elevation range (25m) and the relatively 
varied land cover within that elevation band. Model performance improves at all times 
during the summer months due to the common occurrence of low level inversions induced 
by the moderating influence of the lake. 
 
Figure 5b.3. Banded lapse rate model median R² by elevation band. 
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The mid elevation band model performance displays a more complex picture, both 
between month and time, and within month. Many mid band sites are on steep valley sides 
resulting in greater aspect difference with higher sun angle. Overall performance is better 
than the low band, but models for the summer months are poor, apart from at 2000. The 
better models generally occur in the winter months when diurnal and topographic shading 
influences (no sun) are low and temperature gradients are strong – as insolation is weaker 
microclimate effects are reduced and so there is less ‘noise’ on the gradient of temperature 
change due to elevation. Regarding time, the models are most consistent at 0200 due to the 
very low sun angle moderating seasonal influence of 24 hour daylight in summer. At other 
times the interaction of sun position and topography has a detrimental influence on model 
performance – i.e. the models are better when the sun is low. 
For the times 0200, 0800 and 1400 the model performance decreases during the 
summer months, sometimes performing worse than for the low elevation band. Model 
performance is better at 2000, particularly in May, June, and, to a smaller degree, July. 
This pattern is explained by considering vegetation changes and topographic shading by 
Jesnalvarri. Within the band there is a transition from mainly pine to a birch/pine mix, and 
so a decrease in canopy density and shading. However, this shading is variable from site to 
site. Also, a number of lower site temperatures in the band may be influenced by the lake. 
The result is a variable set of temperatures in what is a narrow elevational band (75m), 
giving poor model performance. At 2000 the sun is low in sky and in the north-west. This 
means that Jesnalvarri is providing shade for most of the study area which removes the 
vegetation shading variability from site to site. This results in an improvement in model 
performance.  
There is also a noticeable dip in performance around the spring equinox during 
March and April particularly at 1400, less evident at 0200 and 0800 as it blends with the 
general summer decrease. This is related to temperature variability arising from 
topographic shading of north facing slopes due to the low sun angle. The aspect induced 
temperature differences significantly weaken the models. An additional factor at 1400 may 
be reflected radiation from the snow pack on to the dataloggers on the south facing slopes. 
As discussed in Chapter 4 the measurement error may be of the order of 1.5˚C at site 
JES01, however, this effect has not been quantified along the whole of the slope and 
requires further research. At 2000 in September (autumn equinox) model performance is 
also noticeably poor compared with other times of day. Residual warming from direct 
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radiation on north and west facing slopes along with the lake effect are thought to weaken 
the model. 
The highest band gives the best models. The 175m elevation range encompasses a 
transition from pine/birch forest slopes to open tundra on top of Jesnalvarri. Elevation 
becomes a stronger temperature control relative to aspect or land cover type, resulting in 
better models overall. Unsurprisingly, as the elevational range covers a large proportion of 
the study area elevational range, the presence of a strong high band model is correlated 
with a good overall lapse rate model. 
The month of May has consistently strong models at all times. During May the 
slopes are mostly free of snow whereas the higher elevations still have a snow pack. The 
difference in albedo serves to accentuate temperature differences and so strengthens the 
models. June also has slightly stronger models at 0800 and 2000 as compared to 0200 and 
1400. In this case the model improvement comes from an interaction of albedo difference 
and a low sun angle. The effect is not seen at 0200 because although the sun is very low 
the direction (north to north-easterly) means that most of the sites (especially south/south-
west aspects) at this elevation band are shaded and the radiation is weak. At 2000 in March 
and September model performance is noticeably weakened, similar to the mid elevation 
band.  For the times 0200 and 0800 the pattern is also suggested, but more subdued and 
well within the confidence intervals of other months.  
In summary, it must be kept in mind that the banding of sites is somewhat arbitrary, 
a convenient division of sites used to quantify temperature variability across the study area. 
With that said, the investigation the breakdown of elevation band model strength and 
patterns has demonstrated complex spatial and temporal patterns that are not readily 
apparent when considering an overall lapse rate model. There is a notable effect on lapse 
rates from the lake during the melt (May) and ice-free months. It is easier to model lapse 
rate at higher elevations as the topography and vegetation cover is more uniform. At lower 
elevations microclimate effects have a greater impact and act to reduce performance. 
Simple extrapolations of temperature based on high elevation lapse rates or an overall 
lapse rate will be less reliable at lower elevation, despite the relatively small elevation 
range. 
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5B.5 Lapse Rate Modelling: Results and Analysis 
5B.5.1 Inversion classification  
Figure 5b.4 below shows the percentage distribution of inversion classifications for 
each month based on all case models. As noted previously, restricting inclusion to models 
of R² > 0.5 excluded a significant number of classification types 2 to 6. These 
classifications are most frequent during the months with snow cover and represent the 
more frequent transitions, and their relative unpredictability, between normal and inversion 
lapse conditions. Normal and inversion lapse condition are more balanced during the 
winter months whereas from April until October normal lapse conditions are more 
frequent. Full inversion conditions are most common between November and March. Low 
level inversion (class 1) is common through the ice-free months due to the influence of the 
lake. These results support previous findings noted in Pepin et al. (2009) whose results 
were based on two transect lines across the lake. 
 
Figure 5b.4 Histograms showing the distribution of inversion classifications for each calendar month. 
Inversion type: 0 none, normal conditions,1 low, 2 mid, 3 low & mid, 4 high, 5 low & high, 6 mid & high, 
and 7 full inversion. 
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5B.5.2 Lapse Rate Modelling (Whole Valley) (Sep07-Mar12)  
The following section explores the patterns in the lapse rates measured at the study 
area. To explain the general patterns it is necessary to subdivide the data into manageable 
blocks, calendar months in this case. It should be kept in mind that conditions at any time 
of year are highly variable from year to year depending on the synoptic conditions 
particularly around the periods of ice melt (mid-late May) and freeze-up (mid-late 
October); a leeway of ± 2 weeks on timings is a useful rule of thumb. 
 
Table 5b.3Monthly mean and median lapse rate values (˚C/km). Based on 46 stations from September 2007 
to March 2012 (models with an R2>0.5 used, 60.1% of cases). 
Month: 1 2 3 4 5 6 7 8 9 10 11 12 
Mean 18.7 27.7 10.4 -4.8 -6.6 -8.0 -6.9 -5.0 -3.2 -2.5 12.5 15.9 
Median 9.5 28.4 -7.5 -8.8 -8.6 -8.7 -8.0 -7.8 -7.3 -6.7 -4.1 3.8 
 
Table 5b.4 Monthly mean and median lapse rate values (˚C/km) by time (FST). Based on 46 stations from 
September 2007 to March 2012 (models with an R2>0.5 used, 60.1% of cases). 
Time Month: 1 2 3 4 5 6 7 8 9 10 11 12 
0200 Mean 19.4 32.5 23.7 6.4 0.1 -5.9 -3.5 2.9 3.5 0.4 13.5 15.3 
Median 10.4 35.6 28.0 -4.7 -5.9 -8.2 -7.2 -5.8 -2.9 -6.3 11.2 6.2 
0800 Mean 19.7 32.9 17.4 -7.0 -9.2 -8.6 -8.2 -7.2 -4.0 0.9 13.5 15.8 
Median 11.4 37.8 16.3 -10.4 -9.4 -8.8 -8.3 -8.2 -7.4 -6.0 1.5 0.4 
1400 Mean 18.1 15.2 -9.8 -12.0 -9.8 -8.8 -8.0 -8.2 -8.5 -7.1 9.8 17.1 
Median 9.5 12.0 -11.1 -11.9 -9.9 -8.9 -7.8 -8.1 -8.6 -8.2 -5.4 10.2 
2000 Mean 17.4 28.4 8.7 -6.8 -8.4 -8.4 -7.9 -7.9 -1.8 -2.9 13.3 15.2 
Median -4.9 29.9 -6.9 -7.9 -8.7 -8.7 -8.3 -8.3 -6.1 -6.5 7.9 -5.3 
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Figure 5b.5 Box plots of six hourly lapse rates by time of day and month, a) April through September, b) 
October through March. Based on 46 stations from September 2007 to March 2012 (models with an R2>0.5 
used, 60.1% of cases). 
 
b) 
a) 
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Figure 5b.5 (p.100) shows clustered box plot summaries of 6-hourly lapse rates by 
month for the subset of 46 sites. Only lapse rates with model R²s > 0.5 are included, 60.1% 
of cases. The months are split into two categories, the summer (April to September) and 
winter (October to March) months. Positive lapse rates indicate inversion conditions. Table 
5b.3 (p.99) summarises mean and median lapse rate values by month. Reported mean and 
median lapse rate values are most similar in June (0.7˚C/km difference), but are markedly 
different at other times of the year (up to 17.9˚C/km in March), especially during the 
winter months when inversion conditions are most common. The respective values for 
March and November have different signs with mean values indicating inversion 
conditions while the median values show normal lapse conditions. Table 5b.4 (p.99) shows 
the lapse rate values in more detail, summarising by time in the month (6-hourly intervals). 
Mean/median differences are greatest during the night (0200) and late evening (2000), 
often with sign changes in the winter months. Given the disparity between the two 
statistics (due to the non-normal distribution) the reporting of median values gives a more 
robust indication of lapse rate patterns. 
The general pattern of lapse rates is explained by the high latitude solar geometry, 
the cycle between polar day (June, July) and polar night (December, January), and the 
interaction with the seasonal climate and ground conditions. The most obvious contrast in 
lapse rates is between the periods of polar day and night. Diurnal influences are practically 
nil during the polar night and minimal during the polar day.  
In addition Figure 5b.7a-d (p.105-106) shows the changes in median lapse rate for 
the three elevational bands by month. A diurnal cycle is evident from February through to 
October for all three bands, and February to November for the mid and high bands. The 
mid and high bands are most variable from November through to February, and during the 
night, and when the diurnal cycle is influential (March, April, August and September). The 
following listed paragraphs look at the main features of the lapse rate profile: 
a) Winter inversions: During the polar night lack of insolation allows a wide range of 
lapse rates and intense inversion events are frequent, upwards of 80˚C/km, or a 20˚C 
difference between the top and bottom of the elevational range. Figure 5b.2 showed that 
the mid-elevation models tended to be stronger during the winter and Figure 5b.7 shows 
that the mid-elevation band lapse rates are more variable than the low and high bands 
during the winter months, particularly during the night (polar (December) and diurnal 
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(other)). Together this suggests that whether or not an inversion is present or normal lapse 
conditions exist (valley air well mixed) the relatively homogenous land cover across this 
elevation band and lack of solar radiation tend to allow a relatively robust temperature 
gradient. Also shown later in the case studies (Section 5B.7, p.108-113) the inversion 
events during the polar night are controlled by cloud cover, and wind strength (and 
occasionally wind direction).  
b) Lack of summer inversions: During the period of polar day the persistent sunlight 
suppresses inversion formation. When inversions do form they are relatively weak and 
limited to the early hours of the morning when the sun is low in the north. The study area is 
largely shaded by Jesnalvarri during this time and given favourable synoptic conditions 
(lack of cloud cover and weak winds) over-night cold air pools can form.  
c) Normal daytime strengthening of lapse rates: During the spring (March, early April) 
and autumn (September, early October) months the diurnal cycle plays a more dominant 
role in inversion formation, a more pronounced version of that seen in the summer months. 
Inversions frequently occur during the night, synoptic conditions permitting, but largely 
disappear by the early afternoon. Lapse rates tend to strengthen (become more negative) 
throughout the day as relative humidity decreases. 
Another interesting feature of the spring months is the frequency of superadiabatic 
lapse rates, largely evident at 1400 FST in March and 0800 and 1400 FST in April. This is 
explained by the difference in albedo between the lower and higher elevations. Above 
~250m tree cover is limited or non-existent. A lot of the sun’s energy is reflected away by 
the high albedo of the snow pack and so has a relatively low influence on site 
temperatures. In contrast the lower slopes have a dense covering of pine and leafless birch, 
a relatively low albedo. The lower slopes are heated much more efficiently (south facing in 
particular) and the result is an albedo enhanced superadiabatic lapse rate. However, as 
noted previously errors in measurement due to the shielding need to be quantified, but it is 
still thought likely that the effect of contrasting albedo is real. 
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Figure 5b.6 Summary relative humidity readings by a) month and b) time (summary of all months) for site 
JEE04. 
 
d) Diurnal signal in spring and autumn: The spring months have a more extreme diurnal 
cycle and have more intense inversions than in the autumn. This is mainly due to the 
difference in land cover at these times of year; in spring there is often deep snow (>70cm), 
the lake and rivers are frozen and the vegetation is largely dormant. During the night the 
snow cover helps intense inversion formation, of a similar magnitude to that seen during 
the polar night. Despite the relatively low solar elevation at the equinox (20˚) and high 
albedo of the snow-covered landscape the frequent over-night intense inversion conditions 
are often eroded by early afternoon. There is little melting as temperatures are typically 
below freezing in the day (particularly in March). Also most of the water in the landscape 
is frozen and transpiration from vegetation is minimal. As result moisture in the air can be 
low (Figure 5b.6 above) and this minimises the latent heat flux. This means that most of 
the energy reaching the surface during the day goes in to sensible heating which acts to 
erode the nightly inversions. Figure 5b.5 (p.100) suggested only three outlying inversion 
events for March 1400 FST (out of 150 over five years). As will be seen later in a case 
study this is slightly misleading as this summary only includes models with R2 > 0.5. In 
contrast, in the autumn the diurnal range is much reduced. The lack of snow cover means 
that inversion events are less intense. The open water and vegetation cover both increase 
the latent heat flux (higher relative humidity) which reduces the overall lapse rate cycle. 
b) a) 
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e) Transitional periods: The transitional periods between the four main seasons are 
particularly interesting. They can be classified into two types. The first type of transition 
occurs from winter towards spring (~February) and from summer towards autumn 
(~August). Day length is increasing during February and a diurnal cycle is imposed on the 
frequent inversion conditions. During August day length is decreasing gradually allowing 
more frequent and intense inversions at night. However, at both times land cover does not 
change. The increase in lapse rate variability is due to the change in diurnal cycle in both 
cases. 
The second type of transition occurs from spring towards summer (late April/May) 
and from autumn to winter (late October/November). At these times of year the influence 
of the diurnal cycle is weakening reducing lapse rate variability during May and increasing 
it during November. However, land cover also changes significantly during these periods, 
mainly the ice melt and freeze-up of the lake but also in the melting and build-up of snow 
on the land. This offers an explanation of some of the relatively poor model performances 
for the low and mid elevation band model around this time of year (Figure 5b.3, p.95). 
f) Lake influence: The influence of the lake on low band lapse rates is evident from May 
through to October, and marginally in November. The diurnal pattern seen in April; 
strengthening lapse rates through the day, peaking at 1400 before weakening, is inverted so 
that for the duration of the ice free period there tends to be inversion conditions induced 
around the cool lake from the morning through to the afternoon. During the evening and 
night (or lowest solar elevation during the polar day) the lake becomes relatively warm 
compared to the air and considerably steepens the low band lapse rate. The lake influence 
is also seen at the mid band, where, until September, the variation in lapse rates throughout 
the day is reduced compared to the higher elevation sites. 
 October stands out as the lapse rates across all bands are relatively consistent 
compared to other months. At this time the lake is gradually freezing. Latent heat is 
released which acts to reinforce normal lapse conditions, despite other factors such as 
reducing insolation and the gradual build of snow which otherwise act to aid inversion 
formation at night. 
(Figure 5b.7 overleaf) 
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Figure 5b.7 Summary gradients for lapse rate models for high (330-175 m, 15 sites), mid (175-100m, 16 
sites) and low (100-75 m, 15 sites) elevation bands. Lapse rates are grouped by month. Lapse rate values are 
the average of the medians for each month by time: a) January - March, b) April – June. (Cont. overleaf…) 
b) 
a) 
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Figure 5b.7 (cont) Summary gradients for lapse rate models for high (330-175 m, 15 sites), mid (175-100m, 
16 sites) and low (100-75 m, 15 sites) elevation bands. Lapse rates are grouped by month. Lapse rate values 
are the average of the medians for each month by time: c) July – September, d) October – December. 
c) 
d) 
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5B.6 Diurnal Temperature Range 
Figure 5b.8 overleaf shows the diurnal range of sites JEC (summit) and JEE01, a 
low elevation site on the south-east facing slope of Jesnalvarri. An 11-day moving average 
was used to give the best balance between day-to-day variability and the general yearly 
cycle. The light dashes mark the equinoxes and the heavy dashes mark the days of average 
ice melt (day 147/27th May) and freeze-up (day 292/19th October). During the ice-free 
period the patterns of the diurnal ranges are similar with the range gradually increasing 
between the two sites over the summer. The dip in range around day 241 (9th August) 
(based on four years of measurements) is probably a statistical blip as there is not an 
obvious explanation for it. The diurnal ranges are at a minimum during the gradual freeze-
up of the lake during October. The latent heat released acts to dampen temperature 
variability. After a brief and sharp increase the range at JEC plateaus by the beginning of 
the polar night and remains relatively stable until the beginning of the ice melt.  
In contrast the diurnal range at JEE01 is very dynamic. After freeze-up the range 
increases, almost doubling by the start of the polar night. It remains relatively stable until 
the beginning of the diurnal cycle in early February where increasing insolation results in a 
peak in diurnal range around the spring equinox. This peak is slightly misleading as it 
represents a peak in consistency rather than end of the most extreme ranges. For individual 
days the range can approach 30˚C. During the transition from the equinox to 24-hour day 
the range average decreases rapidly as a result of the diversion of energy into latent heating 
away from sensible heating as temperatures start to rise above freezing and the melt 
begins. There is a brief period of 2-3 weeks where the diurnal range bottoms out before a 
step change up occurs. Coincident with the recorded date of average ice melt during the 
period of this study it likely represents the shift back to more sensible heating after the 
completion of the melt. 
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Figure 5b.8 11-day moving average of diurnal temperature range vs. Julian date at JEE01 (lakeside) and 
JEC (summit). 
 
5B.7 Case studies: lapse rate dynamics 
In the following section three the relationship between lapse rates, synoptic 
conditions and the diurnal cycle are considered. The periods chosen are the polar night 
(December/January), the spring equinox/transition (March/April) and the polar day 
(June/July) as they are unique to high latitudes and/or have particular characteristics of 
interest. Lapse rates are plotted against cloud cover, flow strength and wind direction 
(where appropriate). 
 
December 07 – January 08 (Figures 5b.9-11, p109-110): 
During the period of polar night and weak or no insolation inversion events are 
frequent, often intense and can persist for many days. The catalyst for events is lack of 
cloud cover combined with weak flow strength. At this time of year the correlation 
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between vorticity and cloud cover is weak, as discussed previously. The formation and 
destruction of the cold pools is often rapid although the intense are more likely to be 
gradual affairs. Destruction is entirely mechanical during this period. The flow strength is 
the strongest control. For an event to persist the flow strength needs to remain weak. 
Intense events can persist through periods of cloud cover, but an increase in flow strength 
above ~150-200 (~3-4msˉ¹) typically acts to flush a cold pool. Occasionally a cold pool 
appears to be flushed or partially flushed by relatively weak winds if the wind direction is 
southerly. Examples of this occurs around cases 450 and 530). Initially there is an 
inversion of ~40-60ºC/km. Cloud cover increases briefly, but flow strength remains low 
(around 100). However, wind direction moves from westerly anticlockwise through 
southerly and eventually back to westerly over the course of a day. As the flow becomes 
southerly it aligns with the two north/south valley systems allowing the cold pool to be 
flushed away to the north, simultaneously allowing the east/west valley to drain. Weak 
northerly winds do not have the same effect – perhaps even having the opposite effect of 
damming up the cold pool. Further research is needed to assess the subtleties of the effects 
of the direction of weak winds on inversion conditions. 
  
Figures 5b.9 December 07 – January 08: Lapse rates (grey line). Cloud cover has been aggregated into 3 
categories for clarity (0 = 0-2, 0.5 = 3-5, and 1 = 6-8 oktas). 
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Figures 5b.10. December 07 – January 08: Lapse rates (grey line). Flow strength (black line). 
 
 
Figures 5b.11 December 07 – January 08: Lapse rates (grey line). Wind direction (black line). 
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March – April 08 (Figures 5b12-13, below and overleaf): 
By the beginning of March there is a strong diurnal pattern in the lapse rates 
(although slightly less clean than the summary Figure 5b.5(b) suggested). As before 
inversion events are closely associated with lack of cloud cover and weak flow strength, 
but now only during the night with snow cover allowing rapid cold pool development. 
Cold pools occasionally persist through days with significant cloud cover and weak winds. 
However, this becomes increasing less frequent as day length increases, as does inversion 
intensity. The strength of the sun means that inversions are normally destroyed during the 
day, although not with significant cloud cover. Median daytime lapse rates are steeper than 
at any other time of year as a result of the sun’s energy going into sensible heating and the 
elevational difference in albedo. 
 
 
Figures 5b.12 March – April 08: Lapse rates (grey line). Cloud cover has been aggregated into 3 categories 
for clarity (0 = 0-2, 0.5 = 3-5, and 1 = 6-8 oktas). 
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Figures 5b.13 March – April 08: Lapse rates (grey line). Flow strength (black line). 
 
June – July 09 (Figures 5b14-15, overleaf): 
Most years the lake is completely ice free by the beginning of June. Apart from a 
few snow patches on higher ground and steep sided north facing slopes the snowpack has 
melted. The albedo enhanced steepening of lapse rates is no longer a factor, but because of 
the relatively dry air the day time lapse rates are closer to the dry adiabatic rate. Median 
values for this time of year are around -8.5ºC/km. Inversions can form when the sun is in 
the north and the study area is largely shaded, lack of clouds and weak winds permitting. 
Lack of snow cover means that they are relatively weak, only occasionally intensifying 
beyond 10ºC/km with particularly weak winds. Although the lake tends to induce a low 
level inversion during the day, the overall lapse rate is negative as solar elevation 
increases. 
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Figures 5b.14. June – July 09: Lapse rates (grey line). Cloud cover has been aggregated into 3 categories 
for clarity (0 = 0-2, 0.5 = 3-5, and 1 = 6-8 oktas). 
 
 
Figures 5b.15. June – July 09: Lapse rates (grey line). Flow strength (black line). 
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5B.8 Summary 
Local lapse rates were modelled with respect to all sites (the whole valley) and to a 
more detailed vertical structure based on three elevational bands, low mid and high, with 
ranges of 76-100m, 100-175m an 175-330m respectively which used the 46 sites with the 
best data record. The lapse rate were calculated for four times of day at 6-hourly intervals, 
0200, 0800, 1400 and 2000 FST in order to match lapse rates to the intervals of the 
synoptic conditions derived from the reanalysis data. For the whole valley approach it was 
decided to restrict the results to those whose individual lapse rate models had an R² of > 
0.5 in order to suppress spurious results and aid the identification of lapse rate patterns. 
This was not used with the detailed structure modelling as it was found to suppress 
inversion categories 2-6.  
In the detailed vertical modelling the high band had the most robust models due to 
the comparatively large elevational range and a distinct contrast in vegetation between the 
highest and lowest sites in the band. The low and mid bands had poorer models. For the 
mid band this was thought to be largely due to slope aspect differences. For the low band 
the contrasting site microclimates and a narrow elevation band contributed to particularly 
poor models overall. 
Mean and median lapse rate values are reported by month and by time in month. In 
most cases, and particularly for the winter months, the two statistics show quite different 
values. They are closest in June and July, but the obvious differences in distribution 
apparent in other months suggests that the median value should be reported. For some 
months and times during the winter months the difference is over 10ºC/km and can have 
opposite signs. The commonly cited environmental lapse rate of -6.5ºC/km is largely 
redundant in this area. Lapse rates for the summer months are ~2ºC/km steeper than this 
value. 
The results showed a complex pattern of lapse rate changes from month to month. 
The high latitude solar geometry resulted in distinct seasonal differences modified by the 
constantly changing ground conditions and the resultant interactions. Most noticeable was 
the contrast between polar night and day and the respective presence and (relative) absence 
of inversions. Around the equinoxes distinct diurnal cycles were evident, with a greater 
diurnal range of lapse rates around the spring equinox due to the presence of snow. 
Contrasts in albedo between high (open snow) and low (tree cover) sites often resulted in 
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superadiabatic lapse rates during March and April in the daytime, while the snow also 
induced intense inversion during the night. The transitions between these four seasonal 
patterns could be divided into two distinct groups. In the first group (around February and 
August) land cover is not changing but the diurnal cycle is, increasing in February and 
decreasing in August. In the second group (late April/May and late October/November) the 
diurnal signal is changing but the land cover is also, resulting in a more variable change. 
The detailed vertical structure modelling highlighted the influence of the lake on the low 
elevational bands during the ice-free period form (late) May to October/early November, 
indicated by a distinct reversal of the usual V-shaped diurnal pattern. The influence is also 
seen in the mid band as a flattening of the V-shape. The band model also showed the 
suppressed lapse rates across all bands during October as the lake starts to freeze. 
The diurnal range of sites JEC (summit) and JEE01 (valley bottom, lakeside, 
southerly aspect) were compared, showing some distinct similarities and differences. JEC 
had the most consistent range. The pattern was similar, but more subdued, to that of JEE01 
showing the impact of the shift in balance between sensible and latent heat fluxes during 
lake melt and freeze-up. The dramatic increase in diurnal range seen at JEE01 towards the 
spring equinox, and then decrease afterwards, is not seen at JEC at all. The range at JEE01 
during the spring is explained by the exposure to strong inversions at night and to a lesser 
extent the relatively high daytime temperatures due to its relatively sheltered southerly 
aspect. 
Finally the lapse rates were compared against the synoptic variables of wind speed 
(flow strength), gradient wind direction, and cloud cover data from Kevo Meteorological 
Station. Three examples were plotted: December/January 2007/08 to show the winter 
dynamics, March-April 2008 to show spring dynamics and June/July 2009 for the summer. 
The plots showed the strong correlation between (lack of) cloud cover and inversion 
formation, particularly for winter and spring. While clear skies were necessary to allow 
rapid inversion formation, intense inversions only formed when the wind speed (as inferred 
from gradient wind flow strength) was relatively low, < ~3msˉ¹. Higher winds speeds acted 
to flush the cold pool. With low-wind conditions in winter, inversions were able to persist 
for several days. However, a case example was highlighted suggesting that even with very 
low wind speeds if the wind comes from the south, lining up with the Kevojoki valley 
orientation, then this was sufficient to effect a flushing of the cold pool. For spring the 
large diurnal lapse rate cycle was clearly shown. The consistent pattern of inversion 
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destruction by 1400FST as suggested in Figure 5b.5(b), as a consequence of the model’s  
R² restriction, was shown to be slightly misleading. 
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Chapter 5C: Principal Component Analysis 
5C.1 Introduction 
The previous section modelled lapse rate variability, considering the study area as a 
whole, and started to explore the relationships between surface temperatures/lapse rates 
and the prevailing synoptic conditions, specifically gradient wind strength and direction, 
vorticity and cloud cover. In this section principal component analysis (PCA) is used to 
further explore and quantify the variability within the temperature data and attribute the 
patterns of variability to the physical environmental factors, both spatial (topographical) 
and temporal (synoptic conditions). 
 
5C.2 A Brief Background and Explanation of PCA 
Principal component analysis  is a commonly used method of analysis across many 
disciplines since the early 20th century, the basic technique having been first introduced by 
Pearson in 1901 and Hotelling in 1933 (Demšar et al., 2013). Principal components (PCs) 
are a linear combination of the original variables (Dunteman, 1989). They explain as much 
of the variation as possible in a set of observed variables on the basis of a few underlying 
dimensions (the principal components), sometimes referred to as underlying or latent 
factors (Field, 2009). It is essentially a data reduction exercise reducing a larger set of 
variables (in this case datalogger sites) to a smaller number of linear factors. The various 
mathematical PCA models are comprehensively detailed in other sources including 
Richman (1986), Kline (1994), Björsson and Venegas (1997) and many others. 
There are many variants of PCA, with the methodology being adapted to 
accommodate the nature of the data to be explored and the theoretical approach to the 
analysis being applied. There are six basic modes of operation depending on the 
parameters that are chosen as variables, individuals (cases) and fixed entities (fields or 
parameters). Table 5c.1 overleaf lists the six modes (Richman, 1986). 
In atmospheric science (climatological and meteorological applications) PCA is 
applied to spatio-temporal data, data that consist of a time series of measurements recorded 
at set intervals at fixed locations. The three parameters are the site location (variables), 
time (cases) and the meteorological field (temperature in this study). This is the S-mode of 
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operation in Table 5c.1. It has been widely used in such analyses since the 1950s (Demšar 
et al., 2013). 
 
Table 5c.1 PCA operational modes (after Richman, 1986). 
PC Mode Variable Case Fixed Entity 
O Time Field Location 
P Field Time Location 
Q Location Field Time 
R Field Location Time 
S Location Time Field 
T Time Location Field 
 
With S-mode, the analysis attempts to isolate subgroups of locations (sites in this 
study) which co-vary similarly. The data matrix consists of sites (variables) against time 
(cases) and a field of temperature measurements. The correlation matrix is sites vs. sites, 
looking at the relationships between sites. The component loading matrix consists of the 
PCs (or factors) against the sites. Each site has a loading on to the factors indicating how 
much relative influence it had. The extracted factors are a linear combination of all the 
sites. This means that the site loadings can be mapped and interpolated and the resulting 
spatial patterns interpreted. The component score matrix consists of the factors against 
time (or case). This gives estimates of how each individual case scores on each factor 
through time, sometimes referred to as amplitude (Richman, 1986). As the PCs are derived 
from observations they are also commonly known as empirical orthogonal functions 
(EOFs) in atmospheric science (Hannachi et al., 2007; Demšar et al, 2013).  
To clarify, the technique decomposes the location/time matrix into spatial patterns and 
associated time indices (Hannachi et al., 2007). The factor loadings are a constant related 
to how each site influences an extracted factor. This represents the spatial component of 
temperature variability. The factor score is an estimate of each case for each factor. This 
represents the temporal component of temperature variability.  
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𝑇 = 𝐿1𝑆2 +  𝐿2𝑆2 + ⋯ 𝐿𝑛𝑆𝑛    Equation 5c.1 (after Field, 2009) 
(L = factor loadings, spatial component; S = factor scores, temporal component.) 
The original temperature measurements could then be reconstructed as shown in 
Equation 5c.1, with error introduced as some information has been lost in the data 
reduction (Field, 2009). 
The main challenges of exploratory PCA are to achieve a suitable data reduction to 
as few as possible key factors without losing too much information and to link these 
derived mathematical factors to the physical world (Hannachi et al., 2007). What the 
factors, their loadings and scores, actually represent requires further analysis and the 
subjective judgement of the investigator (Kline, 1994). 
 
5C.2.1Rotation 
The interpretation of the extracted PCs can be difficult as they are not modelling 
physical variables, simply factors explaining the largest amount of variance possible within 
the data, driven by the data alone. To aid interpretation linear transformations, or rotations, 
of the factors can be carried out to help identify what the factors may physically represent. 
Rotation is commonly used in PCA although there is some disagreement as to its 
usefulness in certain applications, as, while the overall amount of variance explained is 
maintained after rotation, the order of the PCs may be changed. Therefore there is no 
mathematical reason to choose one rotation over another, only a judgement to be made 
based on relating the extracted factors to physical variables being sampled (Kline, 1994). 
Rotations fall in to two broad categories; orthogonal and oblique. Oblique rotations 
allow more choice in selecting the relative factor positions (angles between the extracted 
factors). However, the interpretation of closely correlated factors can be difficult. 
Orthogonal rotation, forcing the factors at right angles to each other and therefore 
uncorrelated, is commonly used and often recommended for its relative simplicity 
(Richman, 1986; Field, 2009) 
From a meteorological view point Richman (1986) discusses the question of 
whether to rotate or not. Richman’s list of advantages of not rotating includes economy 
(although increases in computing power make this point less relevant), maximum variance 
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extraction, spatial and temporal orthogonality and pattern insensitivity to the number of 
PCs extracted. As a result when pure data reduction is the goal unrotated PCs offer a 
straightforward solution, i.e. interpretation is not the objective. 
However, when interpretation is the objective there are four issues with unrotated 
solutions that interfere with the ability of the analysis to extract meaningful PCs and 
rotation can address them. Briefly; Richman terms the first domain shape dependence. 
Here the EOF/PC pattern is influenced by the shape of the data domain (e.g. rectangle) 
rather than covariation within the data. Also, patterns in the EOFs/PCs have been noted to 
be predictable across a large number of datasets (Richman, 1986). Leading on from this is 
sub-domain stability, where the extracted PCs should remain stable when a spatial subset 
of the data is analysed separately. Sampling error can result in the PC patterns being mixed 
up when eigenvalues for particular PCs are close – within the ‘noise’ of the dataset. 
Finally, rotating the solution may aid the interpretation of the PCs, relating them to 
physical phenomena that are known to be represented within the data. 
 
5C.3 Method 
PCA was used to explore and analyse temperature variation across the study area 
for the period 01.01.2008, 0200 FST to 31.12.2010, 2000 FST. The PCA was conducted on 
monthly and time subsets of the data, for example January 0200 FST, January 0800 FST… 
to December 2000 FST. The software used was IBM SPSS 20. 
The subset of 46 sites was used in the analysis to keep missing data to a minimum. 
Where there were missing data either the entire site or the entire case was removed from 
the analysis, whichever resulted in the least amount of good data removed. This approach 
was taken instead of replacing missing data with mean values which gave different results 
in the number of factors and associate variance proportions extracted in a number of initial 
test analyses. 
The Varimax method was used to extract orthogonal principal components. The 
criterion for number of factors extracted was for each factor explaining > 1% of the total 
variance after rotation. Extracting factors with an eigenvalue of > 1 would only extract two 
factors at most. Unrotated solutions resulted in one dominant factor, typically explaining > 
95% of the variance. All sites were heavily loaded on to this factor with an inverse 
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correlation to elevation. Oblique rotations obtained using the Direct Oblimin method 
(Delta = 0) gave the same results as for the unrotated solutions. 
 The factor loadings (spatial component) and scores (temporal component) for each 
analysis were investigated. The common practice is to produce contour maps of the 
loadings against locations to identify the meanings of spatial patterns. However, elevation 
and aspect were quickly seen to be the dominant topographical influences and that it was 
far simpler to interpret the factor meanings by producing simple scatter plots. Factor scores 
were compared to the synoptic variables derived from the NCEP/NCAR Reanalysis data 
(vorticity (z), southerly (s) and westerly (w) flow strength, and overall flow strength (f)) 
and cloud cover data from the Kevo Meteorological Station. 
 
5C.4 Results 
5C.4.1Extracted Factors 
Table 5c.2. Principle component analysis of site temperatures by time and month. Represented are the 
number of components (factors) explaining ≥1% of the variation after orthogonal rotation. 
 
 
0200 FST 0800 FST  1400 FST  2000 FST  
Jan  3  3  3  3  
Feb  3  3  3  3  
Mar  4  4  5 5 
Apr  2  3  4 3  
May  2  3  2(4) 3  
Jun  2  3  3 2  
Jul  2  3  3  3  
Aug  2  3  3  2  
Sep  3  3  2  3 
Oct  2  2  3  2  
Nov  3  3  3 3  
Dec  3 3  3 3  
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Table 5c.2 (previous page) shows the number of factors extracted for each 
month/time analysis. For most analyses two or three factors were extracted. More factors 
(four or five) were extracted for March (all times) and for April and May 1400 FST. What 
these factors were found to physically represent varies with time and month and these will 
be examined in detail in the next sub-section. The number in parentheses for May 1400 
FST indicates an additional analysis as the result of the influence of the microclimates of 
two sites on the initial analysis. This is also discussed in more detail later. 
 
5C.4.1.1 Factor Variance 
The amount of variance explained by each of these rotated factors is examined 
using Figures 5c.1 to 4. In these figures a black square represents the first factor, a grey 
circle the second factor, a black diamond the third, a grey triangle the fourth and an 
inverted black triangle the fifth factor. 
 
0200 FST Figure 5c.1 (overleaf) 
The first factor has a greater share of the explained variance in winter with the 
exception of April and September and is lowest in June and July. The pattern is reversed 
for the second factor which peaks in June and July, with similar values of variance. A third 
factor is seen in most winter months, but has a small value, at most 5% for February. A 
fourth factor is seen for March only. 
 
0800 FST Figure 5c.2 (overleaf) 
The pattern for the first two factors is similar to that at 0200 FST, although not quite as 
well defined. Third factors are seen in every month except October, with values over 10% 
for May and June. A fourth factor is also seen again in March. 
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Figure 5c.1 Amount of variation explained by each component in Table 5c.2 (0200 FST). 
 
Figure 5c.2 Amount of variation explained by each component in Table 5c.2 (0800 FST). 
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Figure 5c.3 Amount of variation explained by each component in Table 5c.2 (1400 FST). 
 
Figure 5c.4 Amount of variation explained by each component in Table 5c.2 (2000 FST). 
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1400 FST Figure 5c.3 (previous page) 
From August through to February the pattern of 2-3 factors is again similar to earlier times. 
However, between March and July the patterns are more complex. The third factor 
explains approximately 20% of the variance for this period. In March there is now a fifth 
factor and a fourth factor in April. May is split in to two sets of results. The first set shows 
only two PCs and this is attributed to the influence of two sites with distinct microclimates, 
JEE01 and ALLLK, sites at the lake edge with south and south easterly aspects. With these 
two sites removed a four factor analysis is obtained, represented by the asterisks, which has 
similar characteristics to the patterns in the adjacent months. 
 
2000 FST Figure 5c.4 (previous page) 
At this time the pattern of the first two factors has most reasserted itself. There are still five 
factors seen in March, however the last three factors explain very little. The microclimate 
influence in May is still present, but much reduced in effect. 
 
5C.4.2 Factor Interpretation: Loadings and Scores 
As noted earlier the S-mode PCA analysis groups the sites into a number of factors 
reflecting how sites co-vary in relation to each other. The purpose of this sub-section is to 
try understand the spatial (topographic) and temporal relationships (synoptic conditions) on 
the factors. The summary of factor loadings in Table 5c.2 (p.121) represents 48 distinct 
snapshots of the complexity of temperature variability across the study area. However, 
there are general patterns that go a long way towards giving a concise description of that 
variability. Table 5c.3 (overleaf) gives a summary of the interpretation of the first two 
factors (for clarity) for each snapshot. 
For example, during the winter months and 0200 FST for all months the factor 
loadings tend to a relatively simple two or three factor pattern which is strongly related to 
elevation. The first factor is related to inversion conditions and the second to normal lapse 
conditions. An exception is seen for June 0200 FST where normal lapse conditions are the 
dominant factor, probably reflecting the influence of the polar day inhibiting inversion 
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conditions over the whole of the month, whereas May and July only have 24-hour sunlight 
for part of the month. 
During March and at 1400 FST in April and May the interaction between solar 
elevation, snow cover and microclimate effects results in more complex patterns. During 
the summer months (at times other than 0200 FST) the aspect becomes much more 
influential and is superimposed on these elevational relationships (May-Jul 0800-2000 
FST), if not dominating outright (June 0800-2000 FST, July 1400 FST and August 2000 
FST). The transition from early morning east-west through north-south and back again is 
clearly shown.  
 
Table 5c.3 Interpretations of factors 1 and 2 loadings for all times by month: / - normal lapse conditions, \ - 
inversion conditions, N; S; E; W - aspect influence, (…) - combination of influences. 
 
0200 FST 0800 FST  1400 FST  2000 FST  
Jan  \, / \, / \, / \, / 
Feb  \, / \, / \, / \, / 
Mar  \, / \, / \, / \, / 
Apr  \, / \, / (\N), (\S) (/E), (\W) 
May  \, / (/E), (\W) (/N), (\S)* (/E), (\W) 
Jun  /, \ E, W N, S E, W 
Jul  \, / (/E), (\W) N, S (/E), (\W) 
Aug  \, / \, / (/N), (\S) E, W 
Sep  \, / \, / (/SW), (\NE) (/W), (\E) 
Oct  \, / \, / \, / \, / 
Nov  \, / \, / \, / \, / 
Dec  \, / \, / \, / \, / 
* - for 4 factor analysis only, not 2. 
 
To demonstrate these general and specific patterns the following factor loading and 
score results will be explored: January 0200 FST and June 0800 FST for the general 
patterns, March and May 1400 FST for the complex patterns, and finally September 1400 
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FST for the contrast to March in terms of similar solar elevation, but no snow cover. The 
results are presented in month order.  
January 0200 FST, 3 factors: 
This example is representative of factor loadings for the winter months and 0200 
FST for other months (Figure 5c.5 below). Where only 2 factors are noted in Table 5c.2, 
only factors 1 and 2 explain more than 1% of the variance. 
 
Figure 5c.5 January 0200 FST a) factor 1 loadings and b) scores against lapse rate. 
 
Factor 1 loadings show a strong inverse relationship with elevation. Factor 1 scores 
demonstrate the relationship between measured lapse rates. Normal lapse conditions and 
weak inversions have a positive score between 0 and 1, whereas inversion conditions with 
lapse rate stronger than +20ºC/km tend to have negative scores correlated with increasing 
intensity of the inversion. This indicates that inversion conditions are the most dominant 
factor in terms of temperature variability across the study area.  
a) b) 
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Figure 5c.6 January 0200 FST factor 2 loadings. 
 
Figure 5c.7 January 0200 FST factor 2 scores against temperatures for sites a) WIND 2 and b) JEC. 
 
Factor 2 loadings (Figure 5c.6 above) for each site are the inverse of factor 1, 
correlated strongly with elevation. Factor 2 scores plotted as site temperature for Wind 2 
and JEC are shown in Figure 5c.7 (above). For both sites there is a linear relationship 
between temperature and factor score for temperatures between 0 and -15ºC (factor scores 
between 1.5 and -1.5) the gradients of which are similar. However, away from these 
features towards lower temperatures there is a spread of points, which is much more 
prominent at WIND2. These points are when there are strong inversion conditions, where 
a) b) 
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the factor 2 scores tend to be closer to 0 and the factor 1 scores are much more dominant. 
The discrepancy between sites is due to inversion events being more common at WIND2 
than JEC. The factor 2 loadings are thought to represent the dominance of normal lapse 
conditions. 
 
Figure 5c.8 January 0200 FST factor 3 loadings. 
 
Factor 3 loadings (Figure 5c.8 above), which represent <5% of overall variance at 
most, shows characteristic of both factor 1 and 2 and are identified as the contribution of 
mid-level inversion conditions (i.e. the cold pool does not reach the top of the valley 
system) or transitional lapse conditions. The factor loadings are greatest for the mid-
elevation sites between 150m and 200m, and the difference in spread between the rising 
and falling arms of the figure is due to the relative over sampling of low elevation sites and 
under sampling of mid- to high level sites identified in Chapter 4. 
Table 5c.4 overleaf shows the correlations between synoptic variables and the 
factor scores which confirm the findings from previous analyses. Factor 1 scores are 
controlled by cloud cover (CC) and flow strength (f), or higher temperatures with cloud 
and/or advection. Factor 2 scores are controlled by northerly (s) and westerly (w) winds. 
Factor 3 scores show a weak correlation with anticyclonic conditions (vorticity (z) in 
table). 
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Table 5c.4. January 0200 FST correlations between factor scores and synoptic variables. 
Month Factor CC z s w f 
1 1 0.439**    0.339** 
1 2   -0.21* 0.269*  
1 3  -0.239*    
** p>0.01, * p>0.05 
 
March 1400 FST, 5 factors: 
Figure 5c.9 March 1400 FST a) factor 1 and b) factor 2 loadings. 
 
For March 1400 FST 5 factors were extracted. The first two factors are similar to 
that described for January 0200 FST, but with a slightly greater spread (Figure 5c.9 above). 
The loadings for factor 3 (Figure 5c.10a overleaf) were found to be best described by sites 
with a relatively southerly aspect although this relationship is quite weak, thought to be 
due to microclimate variability related to vegetation and topographic exposure. Similarly 
factor 5 (Figure 5c.11 overleaf) was found to be best related to sites with more northerly 
aspects. There is one site that is an outlier in the figures for these first three factors, site 
TSAN01. Factor 4 (Figure 5c.10b overleaf) was found to solely due to TSAN01, which is 
located on a steep north facing slope. Apart from a brief period before sunset this site is 
shaded throughout the day during March, giving it a distinct microclimate.  
a) b) 
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Figure 5c.10 March 1400 FST a) factor 3and b) factor 4 loadings. 
 
Figure 5c.11 March 1400 FST factor 5 loadings. 
 
The scores for factors 1 and 2 (Table 5c.5 overleaf) are correlated with cloud cover, 
but the correlation is stronger for factor 1. Factor 3 scores show how the south facing sites 
are warmer with reduced cloud cover (clear conditions) and northerly winds, which 
probably represents calm conditions by the sheltering of these sites from this wind 
direction. Temperatures at site TSAN01 are seen to be warmer when wind strength is high 
and there is effective advection in the valley (factor 4). The factor scores for factor 5 had 
no significant correlations with the synoptic variables. 
 
a) b) 
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Table 5c.5. March 1400 FST correlations between factor scores and synoptic variables. 
Month Factor CC z s w f 
3 1 0.478**     
3 2 0.242*     
3 3 -0.395**  -0.359**   
3 4     0.378** 
3 5      
** p>0.01, * p>0.05 
 
May 1400 FST, 2 factors (microclimate influence); 4 factors: 
May 1400 FST is a particularly interesting time. This time of the year is very 
variable. Ice cover on the lake and land is typically almost total at the beginning of the 
month and gone from the lake and lower- and mid-elevation sites by the end. The 2 factor 
result obtained from using all 46 sites highlights sites JEE01 and ALLLK, two lake side 
sites with southerly and south easterly aspects and located in topographic concavities. The 
results show very distinct microclimates which dominate the results (Figure 5c.12 below). 
Therefore this time snapshot is analysed twice, once with these sites included and then 
again with the sites excluded. 
 
Figure 5c.12 May 1400 FST a) factor 1 and b) factor 2 loadings with sites JEE01 and ALLLK (outliers). 
a) b) 
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Figure 5c.13 May 1400 FST a) factor 1 loadings against elevation and b) north component (sites JEE01 and 
ALLLK removed). 
 
With JEE01 and ALLLK removed 4 factors are evident (Table 5c.2). The first 
factor shows a moderate positive relationship with elevation (normal lapse conditions) and 
sites with a northerly aspect (Figure 5c.13 above). Factor 2 loadings show a relationship 
with sites having southerly aspects (Figure 5c.14 overleaf). The third factor has a moderate 
negative correlation with elevation and sites with an easterly aspect (Figure 5c.15 
overleaf). As noted previously the highest elevation sites have easterly aspects so the East 
Component relationship is stronger than might seem at first glance. Factor 4 (Figure 5c.16 
p.135) identifies a further two sites with relatively distinct microclimates, MARTE and 
PUKS2. These sites have a similar lakeside/low elevation positions to that JEE01 and 
ALLLK, but have northerly/easterly aspects and are shaded at this time of day. 
a) b) 
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Figure 5c.14 May 1400 FST factor 2 loadings (sites JEE01 and ALLLK removed). 
 
Figure 5c.15 May 1400 FST factor 3 loadings against a) elevation and b) east component (sites JEE01 and 
ALLLK removed). 
 
With sites JEE01 and ALLLK included the factor 1 scores (Table 5c.6a overleaf) 
show warmer temperatures correlated to clear skies (reduced cloud/anticyclonic 
conditions) and (marginally) warmer winds from the south and/or west. Factor 2 scores 
show a stronger but still weak correlation with westerly winds and a marginal negative 
correlation with cloud cover.  With these two sites removed (Table 5c.6b overleaf) the 
factor scores have very different associations with the synoptic variables. The factor 1 
scores (with northerly sites have a slightly heavier loading) show higher temperatures have 
a) b) 
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a moderate correlation with southerly winds. Factor 2 scores are correlated with clear skies 
and anticyclonic conditions. Factor 3scores show a weak correlation to clear skies, but a 
strong correlation to westerly winds. Factor 4 scores show a moderate correlation with 
southerly wind and a weak correlation with easterlies. 
 
Figure 5c.16 May 1400 FST factor 4 loadings (sites JEE01 and ALLLK removed). 
 
Table 5c.6a. May 1400 FST correlations between factor scores and synoptic variables with sites JEE01 and 
ALLLK. 
Month Factor CC z s w f 
5 [1] -0.277** -0.226*    
5 [2]    0.249*  
** p>0.01, * p>0.05 
 
Table 5c.6b. May 1400 FST correlations between factor scores and synoptic variables with sites JEE01 and 
ALLLK removed. 
Month Factor CC z s w f 
5 1   0.363**   
5 2 -0.483** -0.335**    
5 3 -0.256*   0.537**  
5 4   0.413** -0.213*  
** p>0.01, * p>0.05 
 
136 
 
June 0800 FST, 3 factors:  
The first two factor loadings demonstrate the stronger aspect effects influencing 
temperature during the early morning in June. Factor 1 (Figure 5c.17a below) shows 
smaller loadings for sites with a westerly aspect (shaded) and factor 2 (Figure 5c.17b) 
larger loadings for these same sites. Factor 3 loadings (Figure 5c.18 below) increase with 
site elevation (normal lapse conditions). 
 
Figure 5c.17 June 0800 FST a) factor 1 and b) factor 2 loadings. 
 
Figure 5c.18 June 0800 FST Factor 3 loadings 
 
a) b) 
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Factor 1 scores for June 0800 FST have a strong negative correlation with cloud 
cover, a moderate correlation with southerly winds and a weak correlation with westerlies. 
Factor 2 show a weak correlation with cloud cover, cyclonic conditions and southerly 
winds. Factor 3 scores only show a weak correlation with southerly winds (Table 5c.7 
below). 
 
Table 5c.7. June 0800 FST correlations between factor scores and synoptic variables. 
Month Factor CC z s w f 
6 1 -0.646**  0.41** 0.237*  
6 2 0.219* 0.298** 0.29**   
6 3   0.265*   
** p>0.01, * p>0.05 
 
September 1400 FST, 2 factors: 
In contrast to the complexity during March with snow and ice cover there are only 
two factors explaining more than 1% of the temperature variance. Here the loadings on the 
two extracted factors (Figures 5c.19-20 overleaf) are influenced by north facing sites at 
low elevations, sites which are shaded at this time of day. The scores (Table 5c.8 overleaf) 
for factor 1 have a weak negative correlation with cloud cover, and a moderate correlation 
with anticyclonic conditions and southerly winds. Factor 2 scores show moderate 
correlations with cloud cover and wind strength. 
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Figure 5c.19 September 1400 FST factor 1 loadings, a) elevation and b) north component. 
 
Figure 5c.20 September 1400 FST factor 2 loadings, a) elevation and b) north component. 
 
Table 5c.8. September 1400 FST correlations between factor scores and synoptic variables. 
Month Factor CC z s w f 
9 1 -0.213* -0.295** 0.344**   
9 2 0.367**    0.316** 
** p>0.01, * p>0.05 
 
 
a) b) 
a) b) 
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5C.4.2.1 Factor Score Correlations – Full Tables 
Tables 5c.9-12 (p.140-143) show the complete set of factor score (principal 
component) correlations with synoptic conditions for all of the PCA analyses. There are a 
number of general patterns in the results. Increased cloud cover tends to result in higher 
temperatures during the winter months and cooler temperatures in the summer months. 
Where vorticity is significantly correlated with a factor score cloud cover is often, but not 
always, correlated as well. However, where significant, cyclonic conditions coincide with 
increased cloud cover and anticyclonic conditions coincide with decreased cloud cover. 
Increased flow strength is also correlated with higher temperatures in winter, which acts to 
prevent or destroy inversion conditions through advection. The presence of strong wind in 
the summer acting to lower temperatures is much less frequent. Westerly winds almost 
always result in higher temperatures. Correlations showing easterly winds giving higher 
temperatures are only of significance on second or lower factors, not the first factor. 
The results show patterns consistent with those discerned from the previous lapse 
rate and decoupling analyses. Alongside the factor loading results it seems reasonable to 
conclude that the orthogonal rotation used in the PCA was an appropriate choice to help 
relate the extracted factors to the physical controls of temperature variability across the 
study area. 
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Table 5c.9.Time: 0200 FST (** p>0.01, * p>0.05), z – vorticity, s – southerly flow, w – westerly flow, f – 
flow strength. 
Month Factor CC z s w f 
1 1 0.439**    0.339** 
1 2   -0.21* 0.269*  
1 3  -0.239*    
2 1 0.436* 0.349**  0.272* 0.538** 
2 2 -0.364**   0.47**  
2 3    0.257*  
3 1 0.391** 0.242* 0.29**  0.374** 
3 2      
3 3     0.313** 
3 4 0.219*     
4 1 0.522**   0.222* 0.384** 
4 2   0.353** 0.297**  
5 1 0.467**     
5 2 -0.403**  0.229* 0.425**  
6 1 -0.403**  0.473** 0.363**  
6 2 0.389** 0.491** 0.395** -0.21*  
7 1 0.408**  0.262*   
7 2 -0.359**  0.637**   
8 1 0.507** 0.276**    
8 2 -0.345**  0.521** 0.246*  
9 1 0.412** 0.34**   0.261* 
9 2   0.52**   
9 3    0.392** 0.246* 
10 1 0.497** 0.217*    
10 2    0.395** 0.328** 
11 1 0.374** 0.37** 0.373**   
11 2      
11 3      
12 1 0.331** 0.35**  0.295** 0.357** 
12 2   -0.462** 0.513**  
12 3 -0.339**     
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Table 5c.10.Time: 0800 FST (** p>0.01, * p>0.05), z – vorticity, s – southerly flow, w – westerly flow, f – 
flow strength. 
Month Factor CC z s w f 
1 1 0.538**    0.299** 
1 2    0.276**  
1 3  -0.238*  0.266*  
2 1 0.503** 0.353**  0.326** 0.58** 
2 2   -0.329** 0.476**  
2 3  0.22*    
3 1 0.483** 0.306** 0.255*  0.396** 
3 2      
3 3     0.325** 
3 4      
4 1 0.455**   0.27* 0.343** 
4 2    0.236*  
4 3   -0.26*  0.299** 
5 1 -0.421**   0.364**  
5 2 0.387**   0.264**  
5 3 -0.37**    0.403** 
6 1 -0.646**  0.41** 0.237*  
6 2 0.219* 0.298** 0.29**   
6 3   0.265*   
7 1 -0.654** -0.242* 0.565** 0.211*  
7 2 0.341  0.272**   
7 3    0.24*  
8 1 0.56** 0.282**    
8 2 -0.417**  0.48** 0.343**  
8 3    0.318** 0.253* 
9 1 0.375** 0.288*   0.331** 
9 2   0.348**   
9 3    0.414** 0.335** 
10 1 0.566** 0.306**   0.24* 
10 2    0.345** 0.359** 
11 1 0.479** 0.388** 0.40*   
11 2      
11 3 -0.253*   0.285**  
12 1 0.42** 0.439**  0.283** 0.328** 
12 2  -0.209* -0.423** 0.519**  
12 3      
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Table 5c.11.Time: 1400 FST (** p>0.01, * p>0.05), z – vorticity, s – southerly flow, w – westerly flow, f – 
flow strength. 
Month Factor CC z s w f 
1 1 0.415**    0.267* 
1 2    0.259*  
1 3     0.217* 
2 1 0.469** 0.328**  0.337** 0.473** 
2 2   -0.38** 0.433**  
2 3    0.255*  
3 1 0.478**     
3 2 0.242*     
3 3 -0.395**  -0.359**   
3 4     0.378** 
3 5      
4 1 0.474**   0.339** 0.343** 
4 2 -0.345** -0.219* -0.237*  0.393** 
4 3   0.551**  -0.38** 
4 4 0.221*   (-0.198)  
(5) (1) -0.277** -0.226* (0.192) (0.196)  
(5) (2)    0.249*  
5 1   0.363**   
5 2 -0.483** -0.335**    
5 3 -0.256*   0.537**  
5 4   0.413** -0.213*  
6 1  0.34** 0.633**   
6 2 -0.374** -0.35**  0.213*  
6 3 -0.217*  0.219*   
7 1   0.548** 0.205*  
7 2 -0.48** -0.263*   -0.349** 
7 3 -0.255*  0.381**   
8 1 -0.632** -0.329**    
8 2   0.47** 0.231*  
8 3      
9 1 -0.213* -0.295** 0.344**   
9 2 0.367**    0.316** 
10 1 0.449** 0.247*   0.278** 
10 2    0.348** 0.348** 
10 3 -0.33**     
11 1 0.384** 0.377** 0.289**   
11 2      
11 3    0.368**  
12 1 0.394** 0.386** (0.166) 0.39** 0.29** 
12 2   -0.474** 0.451**  
12 3      
 
 
143 
 
Table 5c.12.Time: 2000 FST (** p>0.01, * p>0.05), z – vorticity, s – southerly flow, w – westerly flow, f – 
flow strength. 
Month Factor CC z s w f 
1 1 0.24**    0.333** 
1 2 0.268*  -0.282** 0.275**  
1 3 0.218*     
2 1 0.505** 0.375**  0.34** 0.469** 
2 2   -0.422** 0.422**  
2 3    0.251*  
3 1 0.337**    0.213* 
3 2      
3 3 -0.306**     
3 4 0.241*     
3 5 0.254*    0.369** 
4 1 0.599**   0.284**  
4 2 -0.344**   0.299**  
4 3   0.503**  -0.335** 
5 1    0.296**  
5 2 -0.618** -0.259*   -0.208* 
5 3 -0.238*  0.214* 0.273**  
6 1 0.215* 0.269* 0.568** 0.216*  
6 2 -0.581** -0.295** 0.236*   
7 1   0.615**   
7 2 -0.733** -0.219* 0.364**  -0.263* 
7 3      
8 1   0.449**   
8 2 -0.587** -0.37** 0.24*   
9 1 -0.37** -0.263* 0.465**   
9 2 0.374**  0.284**   
9 3      
10 1 0.382**    0.317** 
10 2    0.353** 0.234* 
11 1 0.277** 0.316** 0.352**   
11 2      
11 3    0.337**  
12 1 0.23* 0.515**  0.311** 0.349** 
12 2  -0.283** -0.403** 0.487**  
12 3      
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5C.5 Summary 
S-mode PCA with orthogonal rotation on monthly 6-hour subsets of the site 
temperature data has shown a complex pattern of spatial and temporal variability. Factors 
(principal components) which explained > 1% of the temperature variance after rotation 
were extracted. Between two and five factors were extracted depending on the time of year 
and day. These factors represent common modes of variance between the 46 sites used in 
the analysis. The factor loadings described the spatial influences on temperature variability 
and the factor scores the associated time series.  
Spatial influence was largely dictated by elevation, especially during the winter 
months. The primary factor during winter (especially), spring, autumn and early morning 
in the summer showed an inverse relationship to elevation, related to the presence of 
inversion conditions. The second factor was variance due to normal lapse conditions 
(decreasing temperature with height). During the summer aspect was more influential as 
intense inversion conditions were must less frequent and /or dominant. 
 Around the spring equinox and through to the ice melt towards the end of May the 
interaction of snow cover, elevation and aspect resulted in more factors explaining a 
significant amount of the variance (as defined by the > 1% criterion). A number of distinct 
microclimates were identified and related to topographic position. Site TSAN01, part way 
up a steep north facing slope, had persistent shading through March. During May and the 
ice melt (at 1400 FST in particular) sites JEE01 and ALLLK, lakeside sites with south 
easterly aspects, dominated the temperature variance. With these sites removed sites 
MARTE and PUKS2, again lakeside but with east and northerly aspects, were also seen to 
have distinct but less influential microclimates.  
The temporal variance was described by the associated factor scores. Correlating 
these factor scores with the synoptic variables obtained from the reanalysis data and Kevo 
Meteorological Station confirmed relationships shown in previous analyses. This in turn 
suggests that using PCA with orthogonal rotation enabled a useful interpretation of the 
results, linking the derived mathematical factors to the spatial and temporal variability of 
the physical environment. 
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Chapter 5D: Investigating Decoupling using Regression Modelling 
5D.1 Introduction 
The previous section demonstrated the frequency and intensity of inversion 
conditions through the year at the study area, indicating strong decoupling of near-surface 
temperatures to that of the free-air. The decoupling of near-surface temperatures from free 
air temperatures for the study area was investigated through the modelling of the measured 
near-surface temperatures from NCEP/NCAR Reanalysis derived variables. Two models 
were used. The first model took the dataset as a whole and used dummy categorical 
variables to model variance due to month and time of day. This preliminary analysis was 
detailed in Pike et al. (2013) and covers the period from September 2007 to March 2010. 
This analysis is presented again with additional information. The second model subsets the 
data into months and a separate model is derived for each month. Dummy categorical 
variables are again used to model time of day. For this approach 2008-09 data were used to 
develop monthly models which were then used to predict surface temperatures at sites JEC 
and WIND2 for 2010. 
 
5D.2 Model 1  
A simple linear regression with the 850mb free air temperature (850t) from the 
reanalysis data as the explanatory variable was used to determine how much of the 
variance in local site temperature could be explained by the regional free air temperature. 
Temperatures were interpolated horizontally from the reanalysis grid using inverse 
distance weighting (similar to that used by Pepin and Seidel (2005)).  
Figure 5d.1 overleaf shows the model R² for each site against elevation. There is a 
gradual decrease of R² with decreasing elevation from 72.4% at JEC (330m) to 62.1% at 
Wind 2 (94m). There is a spread of sites at the lower elevations (< 200m) mainly due to the 
greater variably in site topographical characteristics influencing the relationship. Sites 
above 250m are exposed above the tree line on the sides and top of Jesnalvarri. The four 
outliers (JETTY, KPA1, PUKS4 and JESN) are the result of relatively large amounts of 
missing or bad data. 
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Dobrowski et al. (2009) performed a similar analysis at a larger scale in the Lake 
Tahoe region of California, USA. This mid-latitude study found that 70-80% of surface 
temperature variance could be explained by regional free air temperature patterns. The 
results obtained here are notably less (62-72%) although having a similar range (10%). 
However, the elevation range of the sites used in Dobrowski was over 2000m compared to 
256m for this study. Perhaps this can be partly explained by the fact that cold air pools 
extend above the summit of Jesnalvarri, and that the decoupling is stronger due to the high 
latitude and complex topography. From the relatively open terrain in the lee of the Scandes 
mountain range to the north-west of the study area this means that the deepest inversion 
events are regional in scale. 
  
Figure 5d.1 Model R² vs Elevation for surface temperatures at sites when predicted from interpolated 850 mb 
free-air temperature alone (data Sep 2007 – March 2010) (Pike et al., 2013).  
 
Then to test the predictability of the decoupled surface temperatures the variance in 
the residual temperatures from the free-air only model was modelled at the two extreme 
sites JEC and WIND2, using the following synoptic variables derived from the reanalysis 
data: southerly flow (S) and westerly flow (W), flow strength (F), vorticity (Z) and the 
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difference in 850mb level geopotential height (dGPH) from the mean (equations for the 
variables are given in Section 4.3.2.1 p.49-50). The significant standardised coefficients 
are shown in Table 5d.1 overleaf. Westerly and southerly flow strength were found to be 
statistically significant. Flow strength and vorticity were not found to be statistically 
significant (and therefore not shown). dGPH for the 850mb level was statistically 
significant but the net effect on model R² was negligible and so is not shown. 
Both site models used a stepwise approach. Dummy categorical variables of month 
and time of day to represent seasonality and diurnal cycles were included. January and 
0200 FST were used as base categories for the dummy variables. Interaction variables 
between month and time were also included. 
The variables of relative S and W flow were both significant at JEC, with the 
relative influence of southerly flow being over three times as strong. The negative 
coefficients indicate that northerly and easterly winds would result in higher predicted 
temperatures. Only southerly flow was significant for WIND2. The presence of the T_2, 
T_3 and T_4 dummy variables show the diurnal signal. Where coefficients are listed in the 
coefficient table the month/time interactions show the variation in strength of the diurnal 
signal throughout the year as compared to the base category January 0200 FST. 
Almost a half (45.8%) of the residual variation at JEC was successfully modelled 
(Table 5d.2). All other months were statistically different from January. Times T_3 and 
T_4 were also statistically different from January, but effect was relatively small compared 
to the monthly effects. The month/time interactions, significant from March through to 
October for T_3 and June, July and August for T_2 and T_4, but not during the polar night 
(Nov/Dec) demonstrate the changing seasonal and diurnal influences on temperatures at 
the site.  
In comparison just over one third (34.6%) of the residual variation at WIND2 was 
modelled. The months of December and February are not statistically different from 
January. All times were statistically different from T_1, with greater relative influence than 
for site JEC. This indicates that the diurnal signal has a stronger influence on temperature 
variability at the valley bottom than that the hill top. Month/time interactions are notably 
different from that of JEC with only T_3 showing difference for most months. T_2 and 
T_4 interactions are only significant for February and show a negative relationship. With a 
relatively limited period of data it is difficult to say whether the relationship is real or just a 
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statistical quirk – the weather patterns are more variable in the winter months. The pattern 
of interaction concentrated at T_3 and the smaller standard coefficient values for the 
WIND2 model and weaker overall model performance show the increased influence of 
decoupling at the valley bottom site in comparison to JEC.  
 
Table 5d.1 JEC and WIND2 Residual Model (Standardised Coefficients): 
January and 0200 FST (T_1) are base categories for the time and month dummy variables. T_2 = 0800 FST, 
T_3 = 1400 FST, T_4 = 2000 FST. 
JEC Residual Model Standardised Coefficients: 
Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec  
0.08 0.161 0.248 0.277 0.194 0.159 0.179 0.267 0.186 0.139 0.083 Month 
 Month/Time 
Interactions: 
    0.065 0.067 0.046     with T_2 
 0.050 0.061 0.073 0.128 0.124 0.130 0.109 0.040   with T_3 
    0.064 0.064 0.054     with T_4 
 
Other variables (JEC): 
Variable Std. Coeff 
S -0.387 
W -0.101 
T_3 0.049 
T_4 0.053 
 
WIND2 Residual Model Standardised Coefficients: 
Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec  
 0.068 0.228 0.237 0.213 0.144 0.125 0.115 0.109 0.107  Month 
 Month/Time 
Interactions: 
-0.048           with T_2 
0.045 0.162 0.099 0.074 0.073 0.073 0.093 0.123 0.063   with T_3 
-0.037           with T_4 
 
Other variables (WIND2): 
Variable Std. Coeff 
S -0.275 
T_2 0.102 
T_3 0.081 
T_4 0.118 
 
149 
 
Table 5d.2. Significant variables used to explain the residual variance of surface temperature at Jesnalvarri 
summit (JEC) and valley (WIND2) after prediction from interpolated free air temperatures (Pike et al., 2013). 
 
Hilltop (JEC) Valley (WIND2) 
R²*  72.4% 62.1% 
Residual Modelling R²†  45.8% 34.6% 
Overall R² 85.0% 75.2% 
*Predictor = horizontally interpolated 850mb level temperature 
† Predictors = Month, Time, Interactions, Westerly Flow Strength, Southerly Flow Strength. Residuals are 
the unexplained temperature residuals from the free-air only temperature model. 
 
The negative coefficients shown in Table 5d.1 for southerly and westerly flow at 
both JEC and WIND2 imply that northerly and easterly winds result in higher 
temperatures. The synoptic classification vs. temperature figures (Figure 5a.5-8, p.84-86) 
show that in summer warmer temperatures tend to be as a result of southerly and westerly 
winds and in winter northerly and westerly. Considering the dataset as a whole the greater 
range of temperatures in winter due to cold-air pooling would explain the relative influence 
of northerly winds. The explanation for ‘warm’ easterlies is that although synoptic 
conditions with a westerly component are prominently linked to higher temperatures, they 
are dominated by other synoptic conditions that tend to induce lower temperatures. This is 
explored further in the second model in the next sub-section. It also indicates that the 
specification of the model is perhaps overly simple, even for the limited synoptic data 
used. The influence of southerly and westerly flow could perhaps be better specified by 
including interactions with month, time and month/interactions but this approach is 
cumbersome.  
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5D.3 Model 2 
With full synoptic data available for 2010 another approach to the modelling was 
taken. Site temperature data for 2008-09 were subset into months and each month 
modelled separately. These equations were then used to predict 2010 temperatures. 
The ranges for the predictor variables are show in Table 5d.3 below. For vorticity 
(Z) positive values indicate the relative strength of cyclonic tendency in the air mass, and 
negative values anticyclonic tendency. dGPH is more closely representative of air pressure. 
Some values for variables in 2010 (850t, W, S and F) are outside of the range of the 
training data. 
 
Table 5d.3 Synoptic variable ranges 
 2008-09 2010 
 Max Min Max Min 
850t (ºC) 12.1 -20.22 16.92 -21.89 
dGPH* (m) 259 -350 231 -231 
W 355 -307 374 -181 
S 273 -360 292 -324 
F 377 1 400 2 
Z 950 -560 872 -480 
* Deviation from mean used. Mean height in 2008-09 was 1371m, and in 2010, 1388m. 
 
Figure 5d.2 shows model R²s. The dotted lines related to JEC and the full lines 
WIND2. Grey lines show the model R²s for having 850t as the sole predictor, and black 
(upper most) lines show the multi-predictor models.  
During the summer months the 850t-only models for JEC form a rough plateau, 
whereas for WIND2 there is a build-up to a peak in July before tailing off. This is likely 
linked to the weakening then strengthening of the diurnal cycle and the resultant influence 
on the number of inversion events and their intensity.  
The winter month models for both sites are more erratic with much variability in 
model performance. The difference between December and January is surprising. January 
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(R² of 0.11 at both sites) was a particularly variable month in 2008-09. Frequent intense 
inversions of short duration in January compared to more sustained, relatively stable events 
in December may contribute to the difference in model performance, but the reason is not 
clear as to why decoupling is effectively stronger in January. February and November 
models are reasonably good. For WIND2 February performance (0.30) is not bettered unto 
June.  
The models for JEC are better than for WIND2 during the summer months, 
particularly for April, May and September, but there are smaller, if any, differences for the 
winter months. This is most likely due to the reduced number of inversion events deep 
enough to reach the summit.  
The average model R² for JEC in summer is 0.51 (maximum of 0.58 in July, 
minimum of 0.49 in May and June)). For Wind 2 the summer month models are more 
variable; the average is only 0.38, with a maximum of 0.47 in July and minimum of 0.22 in 
September.  
 
Figure 5d.2 2008/09 mode R² result.  JEC = dotted lines, WIND2 = full lines; grey = 850t predictor only, 
black = all predictors. 
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In addition to January, March and October have relatively poor models at both 
sites. A possible explanation for March is due to the strong diurnal cycle and snow cover 
making the temperatures and lapse rates highly variable between different times of day. 
With a tendency for strong inversion conditions during the night and early morning and 
strengthened lapse conditions in the early afternoon, the amount of decoupling is increased 
at both ends of the lapse rate spectrum. October is the least variable month in terms of 
lapse rates so JEC and WIND2 temperatures track each other more closely than is usual, 
which offers an explanation of the similar model performances. With the water releasing 
latent heat as the lake freezes, the site temperatures are strongly moderated, which acts to 
further decouple the sites from the free air, resulting in the poor model performance. 
With the other synoptic and temporal variables added, all monthly models are 
improved. The general pattern across the models is broadly similar. Model improvement is 
most noticeable for WIND2 for the summer months where performance matches, or nearly 
matches, that of the models for JEC, more closely matching the plateau pattern. The Wind 
2 models for January and March are slightly better than that of JEC. January still has the 
worst model performance for both sites (~0.30). For JEC average model performance 
improved by 67% from 0.36 to 0.60.  For WIND2 average model performance improved 
by 104% from 0.28 to 0.57, with the best improvement in September – 190% (0.22 to 0.65 
(rounded)). 
Tables 5d.4 & 5 overleaf show the coefficients of the temperature models for JEC 
and WIND2 respectively. Insignificant coefficients are left blank apart from the constants 
which are italicised. The subsequent analysis attempts to explain the pattern of coefficients 
in terms of the previously explored data, whilst acknowledging the fact that there are 2 
years of training data used. 
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Table 5d.4 Unstandardised coefficients for JEC monthly models. 
Month Cons. 850t T_2 T_3 T_4 dGPH SN WE F Z 
Jan -5.265 0.656    -0.009 -0.01 -0.008 0.013  
Feb -4.401 0.811    -0.011 -0.019 0.009 0.008  
Mar -0.086 0.75 -1.453    -0.023   0.003 
Apr 0.307 0.795  2.368 2.217 0.009 -0.019 0.008  0.004 
May 1.611 0.509  3.117 2.684   0.01 0.008  
Jun 4.517 0.56  3.613 3.494  0.008 0.013   
Jul 6.578 0.62  3.436 3.035 0.011 0.019 0.016 -0.01  
Aug 5.259 0.694  3.83 3.626 0.013  0.009 -0.011  
Sep 3.151 0.677 -1.008 2.898 2.301   0.009   
Oct -1.431 0.345 -0.827 0.725  -0.011 -0.007  0.008  
Nov 1.004 0.899    -0.005 -0.021 -0.016   
Dec -2.507 0.784     -0.019  0.008 0.004 
 
Table 5d.5 Unstandardised coefficients for WIND2 monthly models. 
Month Cons. 850t T_2 T_3 T_4 dGPH S W F Z 
Jan -4.831 1.121     -0.015 -0.025 0.042 0.007 
Feb -8.038 1.43  2.364  -0.015 -0.027  0.046 0.007 
Mar -3.064 1.245  7.912 4.926  -0.026  0.028 0.007 
Apr -0.779 1.043  7.321 5.988  -0.028  0.019 0.004 
May 1.577 0.399 1.414 5.508 4.69   0.01 0.007  
Jun 5.168 0.523 1.382 5.413 5.441  0.008 0.01   
Jul 6.103 0.614 1.108 5.491 5.095 0.003 0.014 0.012   
Aug 4.573 0.709  6.302 6.001 0.007     
Sep 0.433 0.685  6.729 4.97    0.014 0.002 
Oct -2.408 0.551  3.055 1.675 -0.007 -0.008 -0.007 0.015 0.003 
Nov 2.370 1.361     -0.016 -0.02   
Dec -5.483 1.169     -0.017  0.031 0.013 
NB: T_1 0200 FST – base time dummy variable, T_2 = 0800 FST, T_3 = 1400 FST, T_4 = 2000 FST. 
Constants in italics are not significantly different from 0. 
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For JEC March, September and October have significant negative coefficients for 
T_2 (0800 FST) which indicates the overnight build-up of cold air pool and resultant 
cooling effect on site temperatures. As the cold pools build-up from the valley bottom late 
in the previous evening the effect is not seen in the WIND2 models. For WIND2 models 
May, June and July T_2 coefficients are significant as the higher solar elevation during the 
polar day means that WIND2 receives direct radiation in the early morning. For 
November, December and January (and February for JEC), with polar night/twilight 
conditions, there is no significant temperature difference between times of day. Synoptic 
conditions control the formation of inversions which in turn dictate the temperature profile.   
At WIND2 1400 FST is significantly warmer from February, and 2000 FST from 
March, until October. The coefficients for both times have a double-peak pattern 
(March/April and August/September). For JEC it is not until April that solar radiation 
becomes significant at 1400/2000 FST, before diminishing by October, with values 
plateauing through June, July and August. The interaction of topography and solar 
elevation explain the differences between the sites.  
Southerly flow (S) coefficients have negative values during the winter months and 
positive during the summer. This reflects the switch between warm air brought up from the 
south in the summer and the relatively warm air brought down from the Arctic Ocean 
during the winter. 
Where significant, W coefficients are positive in summer, confirming the pattern 
seen in Figure 5a.5-6 (p.84-85) where westerly air flow is associated with higher 
temperatures.  However for some months in the winter period the coefficients are negative. 
Rather than suggesting that easterly winds are warmer during certain months it reflects the 
influence of other more dominant synoptic conditions. For example, the more frequent 
synoptic classifications from Table 5a.2a are A, C, N and S, which all have an element of 
west/east flow. The distributions of westerly flow by month for these classifications are 
shown in Figure 5d.3 overleaf. The prevalence of west/east bias varies between months 
and synoptic class. For the WIND2 model January, October and November have negative 
coefficients. For the JEC model in these months the relationship is weaker or not 
significant. For synoptic class ‘A’ the amount of westerly flow is relatively strong for these 
months but anticyclonic conditions (dominant factor) tend to induce lower temperatures 
and this is what is being reflected in the sign of the coefficient. 
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Figure 5d.3 Distributions of relative west/east flow strength for a) A, b) C, c) N and d) S synoptic 
classifications for 2008-09. 
 
Relative wind strength (F) coefficients are positive where significant in months 
where inversion conditions are common, the mechanical flushing of cold air pools mixing 
the air and effectively raising temperatures. For the JEC July and August models the 
coefficients are negative, suggesting the mixing of air is significant in acting to cool the 
site. For the WIND2 model these months (and June and November) are not significant, 
perhaps indicative of the topographic attenuation of wind and greater frequency of calm 
conditions at this site (as noted in Chapter 3). 
Vorticity (Z) coefficients are all positive (higher temperatures associated with 
cyclonic tendency), with significant values only noted for winter and transitional months. 
a) b) 
c) d) 
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Only 3 months (March, April and December) are significant for the JEC model, whereas 
there is a more consistent relationship at WIND2. 
Where significant, dGPH coefficients are positive for summer and negative for 
winter months. Lower dGPH represents lower pressure, cyclonic conditions; higher dGPH 
represents higher pressure, tending towards more anticyclonic conditions. Therefore a 
positive coefficient means higher temperature with increasing dGPH (anticyclonic 
conditions) and lower temperature with cyclonic conditions, which is true for summer and 
positive radiation balance. A negative coefficient means a lower temperature in 
anticyclonic conditions and higher temperatures in cyclonic conditions, which is true for 
winter with negative radiation balance. 
Only in three models are Z and dGPH significant together: JEC April and Wind 2 
February and October. The coefficients for dGPH are positive for the JEC April model and 
negative for the WIND2 models. For the WIND2 models the signs of the dGPH and Z 
coefficients appear to explain the same association of lower pressure/cyclonic conditions to 
warmer temperatures. For the JEC April model both coefficients are positive. For dGPH 
this suggests higher pressure/anticyclonic results in higher temperatures, with the opposite 
effect indicated by Z. On explanation is that dGPH is sensitive to the more typical 
condition of normal lapse rates during the afternoon, and Z is sensitive to cloudy 
conditions at night inhibiting inversion formation. In terms of the modelling approach it 
suggests that interactions between time and the synoptic variables need to examined in 
more detail. 
 
5D.3.1 Results for the 2010 predictions 
Figure 5d.4 overleaf show the median bias and absolute errors for predictions. 
Median values are reported, as means are markedly different. Biases are relatively 
consistent (generally ± 2˚C), with the exceptions of the January, August and November 
WIND2 models. However, the median absolute errors reflect the general pattern of model 
performance: better performance during the summer months (with the obvious exception 
of August WIND2), and poorer performance during the winter due to decoupling. 
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Figure 5d.4 For 2010 predictions a) median bias and b) median absolute error. Dotted lines show the 
median values and full lines the mean values. 
 
Figure 5d.5 Site WIND2 observed (line) and predicted (dots) temperatures for January 2010. 
 
Figure 5d.5 above shows the observed and predicted temperatures for January 
2010. There are four periods of cold temperatures (-20˚C and below) where the predicted 
temperatures are very poor. The pattern in the predicted temperatures tends to follow the 
a) b) 
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gradients of change in the observed temperatures but the estimations are often 10˚C or 
more out.  
Figure 5d.6 below shows the values for the synoptic variables used in the model: 
850mb temperature, flow strength and vorticity. The flow strength and vorticity variables 
modify have some moderated success in modifying the pattern of the 850mb temperature 
to the observed surface temperatures in the first cold period, but fails to model the intensity 
of the temperature drop.  
 
Figure 5d.6 WIND2 observed temperatures (thick line) against the reanalysis variables a) 850mb 
temperature, b) flow strength, c) vorticity, and d) measured cloud cover at Kevo Station. 
 
d) 
b) 
c) 
a) 
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The relationship between no or minimal cloud cover and intense cold events is 
shown in Figure5d.6d. Periods of minimal cloud cover along with relatively light winds 
allow the surface temperature to rapidly decouple from the free air. Extended periods of 
light winds permit the decoupling to persist. As there is not a strong relationship between 
cloud cover and cyclonic conditions (positive vorticity) vorticity is not a particularly useful 
proxy predictor variable. The relationship between cloud cover, light winds and the 
resulting temperature is quite variable in itself, making predictions more uncertain. 
 
5D.4 Summary 
Two simple regression modelling approaches were used to investigate surface 
temperature decoupling form free air temperatures, modelling all data in the first instance, 
and using monthly sub sets in the second. For the first model looking at the whole year 
Figure 5d.1 showed how much the 850mb temperature explained temperatures at the 
surface for all sites. It demonstrated the extent of the decoupling, even at the highest sites 
and how the decoupling increases with decreasing elevation. The two extreme sites, JEC 
(hill top) and WIND2 (valley bottom) were used to exemplify the differences in 
decoupling across the study area. The diurnal signal was shown to have a greater influence 
on temperature variability at WIND2 than at JEC. 
In the second model monthly models for the two sites showed subtle but significant 
differences in how the synoptic and temporal differences influence temperatures at the 
sites. Decoupling was shown to be weaker and more consistent at JEC during the summer 
months.  The decoupling was in large part caused by a combination of cloudless conditions 
and light winds allowing intense and persistent cold air pools to develop. However, 
decoupling was also caused by the release of latent heat from the freezing of the lake in 
October. The reanalysis variable had significant and consistent influences in the models, 
but failed to capture the synoptic complexity of inversion events. 
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Chapter 5E: Site Representativeness Analysis  
5E.1 Introduction 
This study uses a dense network of dataloggers to help capture the picture the 
spatial and temporal variability of the area. The Kevo meteorological station situated on a 
peninsula in Kevojärvi has a temperature record dating back to 1962. Given the 
understanding that decoupling of local temperatures due to the complex local topography 
can greatly influence temperature variability, the question can be asked: how representative 
of the local climate is Kevo station?  
 
5E.2 Mean/Median Absolute Yearly Deviation, Methods: 
As discussed in Chapter 4 the datalogger sites are broadly representative of the 
elevational and aspect distribution of the local topography. A comparison with the site data 
would give an indication of how representative Kevo station is of the local area, and also 
of the representativeness of individual sites within the area. While the main intention is to 
determine the representativeness of Kevo Station as compared to the study area, the reality 
is that the comparison is being made to a collection of sites. At best, the collection of sites 
broadly represents the area in terms of aspects, elevation, topographic position and slope. 
By giving equal weighting to each site in the calculation of the statistics the assumption is 
made that the study area has been systematically covered.  
Orlandini et al. (2006) developed a statistic to assess the overall representativeness 
of sites in the context of a study area. The mean absolute yearly deviation (MAYD) 
statistic gave an assessment of site representativeness in terms of maximum, minimum, and 
mean temperatures. In the paper the MAYD statistics was calculated by first determining 
the mean absolute deviations of each site from the mean temperature values across sites by 
case for maximum, minimum, and mean daily temperatures: 
 
𝑚𝑒𝑎𝑛 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = |𝑇𝑖 −  𝑇𝑚𝑒𝑎𝑛|    Equation 5e.1 
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The mean absolute deviations values were then averaged by month to give monthly 
summary values. The monthly values were then averaged to give the MAYD statistic for 
maximum, minimum, and daily mean temperatures. The closer the statistic is to zero then 
the more representative the site is of the study area as a whole. 
However, preliminary analysis showed that the temperature data were not normally 
distributed, particularly in the winter months with strong cold pooling events. To take into 
account these non-normal distributions the absolute yearly deviation statistic was also 
calculated using median values (daily median, median of maximum and median of 
minimum temperatures) offering a more statistically robust estimation of 
representativeness: 
 
𝑚𝑒𝑑𝑖𝑎𝑛 𝑎𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = |𝑇𝑖 −  𝑇𝑚𝑒𝑑𝑖𝑎𝑛|    Equation 5e.2 
 
Both mean and median absolute yearly deviation statistics were calculated and the 
results compared. Temperature data from all 60 sites and Kevo station were used in the 
calculation to give a full a picture as possible, with the consequence of including some bad 
data. Using 46 sites would leave out some good data due to missing data rather than just 
potentially bad data. The results would be subtly different, but the general patterns similar. 
Outliers would help indicate the presence of bad data, unless the site had an extreme 
microclimate relative to other similar sites. 
 
5E.3 Representativeness - Absolute Yearly Deviation Statistics, Results: 
Figures 5e.1-3 (overleaf & p.162) show site representativeness using the absolute 
yearly deviation statistics (after Orlandini et al., 2006). The mean method values (using 
equation 5e.1) are shown with grey markers and the median method values (using equation 
5e.2) are shown with black markers. 
The maximum scores show no strong pattern (Figure 5e.1). The scores are 
relatively consistent across the elevational range as maximum temperatures typically occur 
under clear calm conditions during the summer months and cloudy, more advective 
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conditions during the winter. Lapse rates are normal and there is relatively little deviation 
due to the narrow elevation band of the instrumented area (~246m).  
 
Figure 5e.1 Site representativeness, maximum temperatures (mean – grey, median – black). 
  
Figure 5e.2 Site representativeness, minimum temperatures (mean – grey, median – black). 
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Figure 5e.3 Site representativeness, all temperatures (mean – grey, median – black). 
 
For minimum temperatures (Figure 5e.2), these tend to occur during inversion 
conditions under clear skies and calm conditions during the night. Inversion lapse rates are 
also often more intense, giving greater differences in temperature values with elevation and 
so a greater range of deviation values. In addition, as the cold pool does not always fill the 
valley there is a greater range of deviation values with elevation than with the maximum 
scores. For the lowest elevations mean values are higher than the median, indicating a 
positive skew. Above 150m the reverse is true, with the lower mean values indicating a 
negative skew in the minimum temperatures. The result of these phenomena is the apparent 
inflexion between mean and median values for minimum temperatures. 
For all temperatures (Figure 5e.3) the influence of inversions is evident, but the 
intermediate temperatures attenuate the overall deviations and so the apparent deviations at 
higher elevations are less extreme. This also results in the inflexion between mean and 
median values not occurring for the high elevation sites, with the two scores are most 
similar around the 150m-200m level. 
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Four sites are shown up as obvious outliers in Figures 5e.1-3. JESN, JETTY and 
KPA1 for the maximum temperature deviations and have a common period of missing data 
from early summer 2009 until early spring 2010. While all three sites are outliers for the 
mean statistic, only Jetty is an outlier for both mean and median. PUKS4 is an outlier when 
considering all temperatures, but only for the mean statistic. PUKS4 has missing data for 
the winter/spring period of 2009 and bad data for the winter of 2010/11 when the logger 
was covered by snow after tree was uprooted during a storm. No obvious outliers are seen 
for minimum temperature deviations. The reasons for why the median statistics seems to 
suppress outliers and that no outliers are seen for minimum temperatures are not clear. It 
may be that as less than a full year is missing the slight relative biases for these sites 
towards summer temperatures are enough to skew the results. 
Tables 5e.1and 2 (overleaf) show the top 10 median and mean absolute yearly 
deviation statistics for the study area. The position of Kevo station (KvSta) is also shown if 
not in the top 10. From Table 5e.1 (median values) Kevo Station is found to be very 
representative of maximum temperatures (Rank 2/61), and reasonably representative of all 
(15/61) and minimum temperatures (21/61) probably because of being close in elevation to 
the average of the top 10 minimum sites (101m vs. 104m). A reason for this is probably 
that the position of the station, on a peninsula out in the Utsjoki valley and not in a 
topographic concavity, is relatively well ventilated compared to other low elevation sites in 
the area. 
The values for the median statistics are lower than the mean statistics for all, 
maximum and minimum temperatures. If the returned values were zero across all rankings 
and ranking method then all sites would be equally representative. That some sites have 
lower values means that those sites are more representative and the same argument could 
be applied to the comparison between the mean and median methods. Also, as seen for the 
minimum temperature deviations the switch in the relationship between mean and median 
values around the 150m mark reinforces the argument showing the influence of non-
normal temperature distribution. Another indication of the suitability of the median method 
is to consider the ranges of elevation for the top 10 ranking sites in Tables 5e.1 and 2. As 
elevation strongly influences temperature there ought to be clear indication of this in the 
most representative sites. For the mean method the elevation range for the top 10 sites for 
all, maximum and minimum temperature deviations are 90m, 90m and 77m respectively – 
very little variation. However, for the median method the ranges are 48m, 105m and 29m 
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respectively; distinct bandings compared to the mean method. Therefore, that the median 
method also return lower values across all rankings (Table 5e.1 & 2) suggests that it is a 
better indicator than the mean method of representativeness as it takes in to account the 
non-normally distributed temperatures. The frequency of cold pool events, particularly in 
winter, gives a heavy negative skew to minimum temperature values at the lower elevation 
sites. The mean statistic does not fully take into account this skew.  
 
Table 5e.1 Median Absolute Yearly Deviation Scores 
Rank All Site (Elev) Rank Max  Site (Elev) Rank Min Site (Elev) 
1 0.242 Lasse2 (143m) 1 0.112 Tsae02 (168m) 1 0.079 Kevhs (98m) 
2 0.253 Tsie1 (131m) 2 0.136 KvSta (101m) 2 0.176 Pukw2 (101m) 
3 0.258 Tsae01 (116m) 3 0.138 Lasse1 (110m) 3 0.215 Jes00 (105m) 
4 0.281 Jee04 (141m) 4 0.143 Tsacol (151m) 4 0.24 Puks3 (92m) 
5 0.29 Pukw2 (101m) 5 0.148 Tsaw (110m) 5 0.246 Tsae01 (116m) 
6 0.292 Tsiw2 (145m) 6 0.185 Tsiw2 (145m) 6 0.265 Jumb2 (93m) 
7 0.294 Lasse1 (110m) 7 0.191 Puks7 (176m) 7 0.265 Kevv2 (105m) 
8 0.305 Kevv2 (105m) 8 0.203 Jee03 (97m) 8 0.275 Tsan01 (121m) 
9 0.308 Kpa2 (99m) 9 0.215 Kevv1 (85m) 9 0.281 Tsan00 (110m) 
10 0.313 Jee03 (97m) 10 0.217 Tsan2 (190m) 10 0.311 Kpa2 (99m) 
15 0.342 KvSta (101m)    21 0.426 KvSta (101m) 
 
Table 5e.2 Mean Absolute Yearly Deviation Scores 
Rank All Site (Elev) Rank Max Site (Elev) Rank Min Site (Elev) 
1 0.412 Lasse2 (143m) 1 0.170 Tsacol (151m) 1 0.229 Tsae02 (168m) 
2 0.449 Tsiw2 (145m) 2 0.178 Tsan02 (190m) 2 0.287 Puks5 (184m) 
3 0.464 Jee04 (141m) 3 0.196 Wind03 (80m) 3 0.302 Jee04 (141m) 
4 0.545 Jee05 (180m) 4 0.200 Tsae02 (168m) 4 0.354 Lasse2 (143m) 
5 0.591 Tsie1 (131m) 5 0.238 Puks6 (159m) 5 0.370 Tsiw2 (145m) 
6 0.602 Tsie2 (176m) 6 0.260 Puks7 (176m) 6 0.430 Tsacol (151m) 
7 0.661 Pukw2 (101m) 7 0.275 Tsie2 (176m) 7 0.443 Tsan01 (121m) 
8 0.666 Tsae2 (168m) 8 0.283 Jee03 (97m) 8 0.461 Puke1 (107m) 
9 0.673 Lasse3 (191m) 9 0.286 Tsiw2 (145m) 9 0.465 Puks6 (159m) 
10 0.682 Tsan01 (121m) 10 0.289 Lasse1 (110m) 10 0.475 Jes01 (180m) 
14 0.727 KvSta (101m) 44 0.507 KvSta (101m) 33 1.022 KvSta (101m) 
 
 
5E.4 Summary 
In summary, the mean and median deviation scores show similar patterns. 
However, due to the non-normal distribution of temperatures, particularly because of the 
frequency of intense inversion events the median score is thought to be the best approach 
for determining site representativeness in the study area. Considering maximum 
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temperatures Kevo station and a substantial number of the other sites could be used as a 
representative site for the area. However, for overall temperatures and particularly 
minimum temperatures, Kevo station’s location at the bottom of a valley system means 
that it is not the most representative site of the study area. 
The comparison of site topographic characteristics to the actual terrain distribution in 
Chapter 4 suggests that, as a whole, the network samples the terrain adequately but with 
some shortcomings. The results are a statistical artefact, only representative of the 
instrumented area and the biases inherent in the locations chosen, in this case the over 
representation of lower elevation sites and the under representation of mid to high sites 
(see Table 4.3, p.45). While the results may be relatively robust for the study area they 
cannot be considered representative of the wider fell area around Kevo. Incised valleys 
only cover a relatively small area of the wider region. The highest elevation sites 
instrumented are probably more representative of the surrounding terrain. 
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Chapter 5F: Lakes Air and Surface Water Temperature Study 
5F.1 Introduction 
In this section the air and water temperature data of seven small lakes in and around 
the Kevo study area are analysed with a view comparing estimated and actual air 
temperatures and to testing an empirical model of lake surface water temperature. 
Originally the study was to be focused on the air temperatures at the lakeside locations and 
the differences between these and the air temperature recorded at Kevo in conjunction with 
testing Kettle et al.’s (2004) air-based lake surface temperature model. However, due to the 
small elevation difference between Kevo and the lakes, differences in the local lake air 
temperatures, the estimations based on the assumed environmental lapse rate of -6.5 ºC/km 
and that calculated from the main study area using the -8.0 ºC/km median lapse rate 
(section 5B) for July (focussing on the mean July temperature) were small (tenths of a 
degree or less). In preliminary analyses lake surface water temperature models using the 
three temperature values (actual and lapse rate estimations) were almost identical (R² 
differences of <0.01). As a result it was decided to test Kettle et al’s model with the 
measured air temperatures. 
The seven lakes had previously been used as calibration lakes for a chironomid-
based transfer function model which incorporated a total of 77 lakes from the south to the 
north of Finland (Luoto, 2009). Although deploying instruments in lakes to monitor 
variables such as temperature is common practice, deploying them in such numbers is both 
expensive and time consuming. For these reasons and as lake surface water temperatures 
are closely correlated with air temperature, estimations of air temperatures are often used 
in such studies as a proxy for the water temperature. For some lakes this assumption does 
not hold true as other factors e.g. glacier melt may decouple water temperatures from air 
temperatures. In similar previous research mean July temperatures were found to correlate 
best with chironomid assemblages within lakes.  Luoto’s lake mean July air temperatures 
were estimated using a GIS from climate average data from the Finnish Meteorological 
Institute for 1971-2000. A 50m x 50m grid was used to interpolate temperature data from 
nearby meteorological stations adjusting for elevation and percentage of lake cover.  
In another study Kettle et al. (2004) had developed a simple multiple regression 
model to model lake surface water temperatures using a function of the air temperature and 
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theoretical clear sky solar radiation for 44 lakes on the west coast of Greenland at an 
average latitude of approximately 67º N, similar to that of Kevo. They used air temperature 
data from a series of four coastal and one inland WMO stations and an inland AWS to 
model air temperatures the lakes. Due to decoupling of coastal and inland temperatures 
because of coastal fogs and the influence of the ocean (up to 6ºC differences between 
WMO data and the AWS on a warm summer day) a transfer function was developed with 
data from the two closest WMO stations. In conjunction with data from the other WMO 
stations, the AWS and a coastal regional lapse rate correction of -5ºC/km (Hanna and 
Valdes, 2001) the daily mean air temperatures at each lake were estimated. Kettle et al.’s 
approach had two steps. Firstly individual models for each lake were developed using 
interpolated air temperature data and lake surface water temperatures (LSWTs) to 
determine coefficients for the temperature function and radiation variables. Then the 
relationship between the coefficients and lake depths and surface area were modelled to 
develop a general model. This general model would allow lake surface water temperature 
estimation with only air temperature data and lake depth and area information. More 
detailed information on the methodology is given later. 
Given the lakes proximity to the study area there was a good opportunity to assess 
and quantify possible errors in the air temperature estimations. It was also an opportunity 
to test Kettle et al.’s model on lakes in a different region, something the authors had 
expressed in their conclusions. Although at a similar latitude the climate of northern 
Finland is more continental than the maritime regime of the west coast of Greenland. The 
difference in climate means that the ice free period for the lake around the study area is 
typically just over 5 months (late May until mid-October) compared to about 3 months 
(mid- to late June until late September/early October) for Kettle et al.’s lakes. 
 To clarify, a re-statement the objectives which guided the analysis in this section: 
 To validate Luoto’s (2009) air temperature estimations 
 To assess the applicability of Kettle et al.’s (2004) lake surface water temperature 
model on the seven lakes detailed in this study  
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5F.2 Mean July air temperature estimations 
The measured median monthly lapse rate for July was applied to the July mean 
monthly temperature record from Kevo station for the period 1971-2000. Table 5f.1 below 
shows the results compared with estimations in Luoto (2009). The local estimates of lake 
air temperatures are slightly cooler than Luoto’s and the difference between the estimations 
increases with altitude. The magnitude of the difference is similar to calibration differences 
that might be seen between instruments and well within errors ranges normally quoted for 
transfer functions (~1ºC). 
 
Table 5f.1 Climate average estimates for mean July air temperatures for lakes in Luoto (2009) for 1971-2000 
(ºC) and local estimates based on measured lapse rates in study area. 
Lake (in elevation order) Luoto (2009) ºC Local Estimate ºC Difference  
2. Vuoskojavri  12.86 12.71 -0.15 
1. Sirrajavri 12.50 12.28 -0.22 
3. Vuolimus Cieskuljavri 12.20 11.86 -0.34 
6. Ravdojavri  12.16 11.81 -0.35 
4. Gaskkamus Cieskuljavri 12.11 11.76 -0.35 
5. Pajimus Cieskuljavri 12.09 11.74 -0.35 
7. Vadaid Ravdojavri 12.02 11.64 -0.38 
 
 
5F.3 Air and Lake Surface Water Temperature characteristics  
5F.3.1 Characteristics for July 2010/11 
As an example Figure 5f.1 overleaf shows recorded air and water temperatures for 
Sirrajavri show the contrasting temperature characteristics for July for both years in more 
detail. A cool end to June 2010 meant that the water temperature was also relatively low. 
Apart from two cooler periods later on the month air and water temperatures were at 
similar levels. In 2011 the end of June was much warmer and at the beginning of July 
water temperatures were over 3ºC warmer than at the same time in 2010. July 2011 was 
much more variable than July 2010 with air temperature often much lower than the water 
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temperature. However, three notably warm periods during the month in effect acted to top-
up water temperatures. 
 
Figure 5f.1 Sirrajavri air (Ta) (dashed line) and surface water (Tw) (solid line) temperatures for July 2010 
(a) and 2011 (b). 
 
Figures 5f.2 & 5f.3 shows readings of July air (Ta, squares) and water (Tw, circles) 
temperature at each lake for 2010 and 2011. The lakes are ordered by elevation. Values 
shown are the mean (grey) and median (black) measured temperatures (based on 48 half-
hourly readings per day) along with an air temperature estimation based on the temperature 
at Kevo station (4 readings per day) and a default lapse rate correction of -6.5ºC/km 
(hollow squares).  
For 2010 there is a negative skew in the July air temperatures. Median air 
temperatures are higher than mean values by 0.71ºC, and 1.28ºC higher than the 
interpolated estimate on average (see Table 5f.2, p.172).  A similar value is seen in the 
water temperature between mean and median values (0.73 ºC). In the deeper lakes the 
difference is smaller (Sirrajavri (S), Vadaid Ravdojavri (VR) and Vuoskojavri (V)). In 
contrast, for 2011 there is a positive skew in the air temperatures.  
While synoptic conditions have a subtle impact on the distribution of responsive air 
temperatures, the slower reacting water temperatures do not necessarily follow a similar 
a) b) 
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pattern, as suggested by the 2010/11 data. For water temperatures the timing of episodes of 
heating/cooling determines the normality of the distribution.  
 
Figure 5f.2 Lake July temperatures 2010 (lakes ordered by elevation, lowest left). 
 
Figure 5f.3 Lake July Temperatures 2011 (lakes ordered by elevation, lowest left). 
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Table 5f.2 Average values of statistics in Figures 5f.2 and 5f.3. 
Stat (˚C) 2010 2011 
Ta (Lapse Rate Adjusted Estimation) 12.05 12.32 
Ta (Mean) 12.62 13.02 
Ta (Median) 13.33 12.09 
Tw (Mean) 14.05 15.51 
Tw (Median) 14.78 15.45 
 
5F.3.2 Lake Temperature Dynamics 
Over July the water temperatures are warmer than air temperatures. As shown in 
Figures 5f.2 and 3 and Table 5f.2 the mean/median July water temperatures are greater 
than air temperature by ~1.5ºC for mean and ~2.5 to 3.5ºC for median temperatures. The 
effect of heat exchange processes for the water (air/water temperature flux, interface with 
bedrock, net radiation inputs) (Kettle et al., 2004) results in warmer water temperatures 
than air for July (and for the summer months in general; see Figures 5f.6 and 7 later 
(p.178)). This is discussed in relation the model specification in Section 5F.4.2.  
For example, Figure 5f.4 overleaf shows the air (solid grey line) and upper (~25cm 
from surface, LSWT) and lower (~50cm from lake bed) water temperatures (long dash and 
short dash lines respectively) for Sirrajavri in July 2011 from 1st April until 15th August. 
Lake lower water temperatures are warmer than LSWT (due to water being densest around 
4ºC) until turnover in late May. In this particular example complete turnover is delayed by 
a few days due to a cold snap in which the air temperature drops below 4ºC. Water 
temperatures then increase at a steady rate as thermal input from air temperature and 
radiation increase. However, the thermal inertia of water means that when air temperatures 
cool there is a lag effect which, along with continuing radiation input, maintains water 
temperature averages above that of the air. 
173 
 
 
Figure 5f.4 Sirrajavri temperatures for 01.04.11 to 15.08.11: air (solid grey line), surface (LSWT) (long 
dashed line) and lower (short dashed line). 
 
5F.3.3 Air Temperature Variation for Kevo 
Table 5f.3 overleaf shows mean and median for July temperatures measured at 
Kevo station from 1982 until 2008. The lake site measurements are well within local 
norms when considering both means and medians, and the difference between the two, on 
average, is only 0.15˚C. A partial correlation of the AC index versus the mean and median 
station temperatures for the time series (controlled by the Zonal index) showed a slightly 
stronger (and more significant) correlation for median temperatures (r = 0.399, p = 0.043) 
than for mean (r = 0.346, p = 0.083). There was no significant correlation between the AC 
index and the difference between mean and median temperatures.  
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Table 5f.3 Summary statistics of July temperatures 1982-2009 based on daily mean temperatures (Kevo 
station). Year of readings given in brackets for max and min statistics. 
 Mean  
(˚C) 
Median  
(˚C) 
Difference  
(Mn-Md)(˚C)  
Average 13.10 12.95 0.15 
Max 17.17 (2004) 17.00 (2004) 1.41 (1999) 
Min 10.72 (1992) 10.00 (1987) -1.26 (1985) 
 
 
5F.4 Modelling Lake Surface water Temperature 
5F.4.1 Method Outline 
Lake surface water temperatures (LSWTs) (at ~25cm depth) were modelled using a 
method detailed in Kettle et al. (2004), developed from a method used by Bilello (1964) to 
predict river and lake ice formation. In this model the LSWTs are related to a smoothed 
version of the air temperature. 
A sensible heat exchange model with an exponential smoothing filter was used by 
Bilello (1964, citing Rodhe, 1952) to forecast freeze-up and ice-over on the Mackenzie 
River at Fort Good Hope, Canada, using current or forecast temperature data. Here sets of 
curves were developed from the relationship between mean daily air temperatures and the 
record of ice formation. Kettle et al. adapted the method to predict mean daily LSWT in a 
selection of lakes in south-west Greenland. They first developed individual lake models 
using water and air temperature data. Then a general model was developed to predict mean 
summer LSWTs from air temperature and lake morphology for the region. 
 
5F.4.2 Developing individual lake models 
𝑑𝑇𝑤
𝑑𝑡
= 𝑘(𝑇𝑎 − 𝑇𝑤)      Equation 5f.1 
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Equation 5f.1 is an expression of a simplified process of heat flow dependent on the 
water surface and air temperature difference. 𝑇𝑤  = LSWT ( ℃ ), 𝑡  = time, 𝑇𝑎  = air 
temperature (℃) and the constant 𝑘 is a heat exchange coefficient ( (𝑡𝑖𝑚𝑒)−1). 
Equation 5f.1 is integrated over time and formulated iteratively giving 
𝑇𝑤,𝑡  = (1 −  𝑒
−𝑘∆𝑡)𝑇𝑎,𝑡 +  𝑒
−𝑘∆𝑡𝑇𝑤,𝑡−∆𝑡   Equation 5f.2 
where 𝑇𝑤,𝑡 is the LST at time 𝑡 and ∆𝑡 is the time interval of interest, 1 day in this study. 
From Bilello’s (1964) results the assumption that LSWT at time 𝑡 is a smoothed 
function (𝑓) of air temperature at time 𝑡 can be made, where 𝑇𝑤,𝑡 = 𝑓(𝑇𝑎,𝑡). From this 
𝑓(𝑇𝑎,𝑡) =  𝛼𝑇𝑎,𝑡 +  (1 −  𝛼)𝑓(𝑇𝑎,𝑡−∆𝑡)   Equation 5f.3 
where 𝛼 = 1 −  𝑒−𝑘∆𝑡, a smoothing parameter with a value between 0 and 1. With 𝛼 = 1 
there is no smoothing (𝑓(𝑇𝑎,𝑡) =  𝑇𝑎,𝑡). With 𝛼 → 0 then the equation models LSWT with 
an increasing delay (smoothing) by dampening the effect of the current air temperature 
(𝑓(𝑇𝑎,𝑡) → 𝑓(𝑇𝑎,𝑡−∆𝑡)). The 𝛼 value for a lake can be thought of as how responsive LSWT 
is to changes in air temperature for that lake. An iterative process was used by Bilello and 
Kettle et al. to estimate the smoothing parameter 𝛼. 
Kettle et al. (2004) note that implicit in equation 5f.1 is the assumption that changes 
in LSWTs are purely a function of the changes in air temperatures. They argue that this 
assumption works well during long periods of cooling (i.e. autumn and winter up to ice 
formation as with Bilello’s study), but is not justified during the summer when the 
resultant effect of the heat exchange processes may keep LSWT above the air temperature. 
During the summer the LSWTs in their study lakes were consistently greater than the air 
temperature (as are the lakes used in this study, as shown in Table 5f.2), therefore logically 
from equation 5f.1 LSWT should consistently decrease over time, which was not observed 
to be. To model this effect they introduce theoretical clear-sky radiation as an explanatory 
variable. 
With multiple linear regression and two restrictions on application, Kettle et al 
successfully model LSWT using the smoothing function 𝑓(𝑇𝑎) and theoretical clear-sky 
radiation, 𝑆, in the relationship 
176 
 
𝑇𝑤 = 𝑎 + 𝑏𝑓(𝑇𝑎) +  𝑐𝑆     Equation 5f.4 
where 𝑎, 𝑏, and 𝑐 are constants. The restrictions are: 
1) The model only considers water temperatures above 4℃ where water reaches its 
maximum density. The reversal in the density relationship below 4℃ results in a 
weaker coupling between air and water temperatures. 
2) The model is not applicable during the ice melt when water temperatures rapidly 
rise to an equilibrium temperature. 
 
5F.4.2.1 Individual Lake Model Results & Analysis 
Preliminary Analysis: Estimating Model 𝛼  
Using equations 5f.3 and 5f.4 model 𝛼‘s were iteratively estimated for each lake 
from 0 (lag = 1) to 1 (lag = 0). Intervals of 0.2 for 𝛼 were used in equation 5f.3 to give a 
rough estimate for the best R² for equation 5f.4 before using smaller intervals to isolate the 
best R² of the modelled against observed lake water temperature. Figure 5f.5 below shows 
the example of Ravdojavri with an estimated alpha of 0.35. Plotting the response curves 
(R² vs. 𝛼) shows that the curve is quite flat and that a relatively broad range of 𝛼 (optimal 
𝛼 ± 0.1) would only have a minor impact on model R²s. Table 5f.4 overleaf shows the 
iterative alpha results for all lakes. 
 
Figure 5f.5 Example iterative alpha vs. R² plot for Ravdojavri. 
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Table 5f.4. Iterative vs. Equation 𝛼 for the study lakes 
Lake Iterative 𝜶 
Maximum 
Depth (m) 
Surface 
Area (Ha) 
1. Sirrajavri 0.325 11.65 18.36 
2. Vuoskojavri 0.325 7.4 17.44 
3. Vuolimus Cieskuljavri 0.325 1.9 38.64 
4. Gaskkamus Cieskuljavri 0.4 1.3 9.61 
5. Pajimus Cieskuljavri 0.45 1.9 11.74 
6. Ravdojavri 0.35 2.2 43.78 
7. Vadaid Ravdojavri 0.3 7.5 47.85 
 
The guidelines mentioned by Kettle et al. (2004) were used to define the time 
period for the modelling exercise. For 2010 the time period 23.06.10 until 10.10.10 was 
used for all lakes. The start was after dataloggers had been installed in all lakes (as 
described in section 4.4.1); two to three weeks after the higher (cooler) lakes were ice free. 
The end date was chosen when the daily mean water temperature was lower than 4˚C at the 
cooler lakes for 2010, and the end of the data in 2011. For 2011 the time period 11.06.11 
until 10.09.11, when the dataloggers were removed from the water, was used. An iterative 
modelling approach led to the 11.06 being chosen as the start date. Initial models had 
outliers prior to this date, reflecting the period of decoupled LSWTs and rapid rise to an 
equilibrium temperature after the melt. 
Figures 5f.6 and 5f.7 overleaf show measured air and LSWT readings for 2010 and 
2011 respectively. In 2010 there was a large drop in air temperature mid-August after 
which the air temperature remain relatively low along with the water temperatures. In 2011 
there was a relatively cool period around 8th August, but air temperatures returned to more 
normal levels for the remainder of the period.  
In both years the trend in LSWTs is warming until early/mid-August after which 
they gradually cool. Solar radiation peaks around the summer solstice (19th-22nd June) 
almost a month after ice melt. In Kettle et al.’s study the radiation peak coincided with the 
ice melt. Also the Greenland LSWTs, once at equilibrium, were at peak temperature, or 
close to it. This meant that there was a simple relationship between radiation and 
temperatures. However, in this study radiation was decreasing whilst temperatures were 
increasing from the solstice until early/mid-August.  
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Figure 5f.6 Sirrajavri air (dashed line) and lake surface water (solid line) temperatures 2010. 
 
Figure 5f.7 Sirrajavri air (dashed line) and lake surface water (solid line) temperatures 2011. 
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Figure 5f.8a below shows the residuals for the modelling of Sirrajavri LSWT for 
2010 using an alpha of 0.325 in equation 5f.4. The pattern in the residuals, overestimation 
at the beginning and end and underestimation in the middle, is the result of the reversal of 
the radiation/temperature relationship.  
This reversal meant that equation 5f.4 needed to be modified. To fix this problem a 
two-model solution was adopted (equation 5f.5, Figure 5f.8b). A dummy variable based on 
time was used (DummyT), so giving two models, with DummyT = 0 representing the time 
of increasing LSWTs and DummyT = 1 decreasing LSWTs.  
 
 
Figure 5f.8a Sirrajavri LSWT model residuals using equation 5f.4. 
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Figure 5f.8b Sirrajavri LSWT model residuals using equation 5f.5 (two-model solution). 
 
𝑇𝑤 = 𝑎 + 𝑏(𝑓𝑇𝑎) + 𝑐(𝑅𝑎𝑑) + 𝑑(𝐷𝑢𝑚𝑚𝑦𝑇) + 𝑒(𝐷𝑢𝑚𝑚𝑦𝑇 ∗ 𝑓𝑇𝑎) + 𝑓(𝐷𝑢𝑚𝑚𝑦𝑇 ∗ 𝑅𝑎𝑑) 
Equation 5f.5     
The best date for the cut-off (as shown by R²) was found to be 15th August 
determined iteratively across both years of data. Table 5f.5 overleaf shows the individual 
model results for the lake LSWTs. Model R²s are shown along with the unsmoothed (alpha 
= 1) model R²s.  
Model R²s are all high, varying between 0.91 and 0.95. The best improvement from 
the unsmoothed models (𝛼 = 1) was seen for Vuolimus Cieskuljavri, from 0.62 to 0.94 
(+0.32). Model improvements for the other lakes were more modest (+0.07 to 0.1).  
The interaction between DummyT and the function of air temperature 𝑓𝑇𝑎  (e) was 
not significant in any model, so the b coefficients are the same for both sets of equations. 
The signs of the radiation coefficients (c and c+f) reflect the relationship between trends in 
LSWT and radiation. For a number of lakes, the four shallowest, the interaction between 
radiation and DummyT 0 was not significantly different from zero. This is thought to relate 
to LSWTs during this period being relatively stable as the shallower lakes had warmed up 
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more rapidly after the melt. The values of the c+f coefficients for the deeper lakes (1, 2 and 
7) are larger than that for the shallower lakes suggesting that the radiation input has more 
of an effect on LSWT for the deeper lakes. A possible explanation for this is differences in 
albedo. The deeper lakes are darker, whereas the shallower lakes, with their bottom 
sediment visible, are noticeably lighter in colour. The values for the b coefficients reflect 
the reverse of this , but the relative differences between lakes are smaller. 
 
Table 5f.5 Lake individual models, R² and coefficients. 
Lake R² 
Unsmoothed 
R² 
 
Coefficients 
DummyT = 0 
(Up to 15.08) 
  
Coefficients 
DummyT = 1 
(After 15.08) 
 
   a b c a(+d) b* c(+f) 
1 0.91 0.84 11.954 0.454 -0.8 3.615 0.454 2.523 
2 0.94 0.87 10.501 0.516 -0.355 3.173 0.516 2.615 
3 0.94 0.62 5.992 0.635 0.06† 1.76 0.635 1.547 
4 0.95 0.85 5.681 0.695 0.054† 1.439 0.695 1.539 
5 0.94 0.85 4.315 0.776 0.124† 0.948 0.776 1.345 
6 0.95 0.85 6.337 0.668 0.015† 1.627 0.668 1.68 
7 0.92 0.84 11.275 0.488 -0.808 2.978 0.488 2.154 
*interaction (e) not significant. for all lakes,  † = not significant (p value > 0.05). 
 
5F.4.3 Developing a General Model 
The alpha and coefficients from the individual models were then used to develop a 
general model for the Kevo lakes. Stepwise multiple regression was used to identify the 
relationships between the parameters and lake characteristics. The natural log of lake 
maximum depth (ln D) and lake surface area (AHa) were found to be significant for 
general model α, and for general model coefficients ln D only. Lake volumes and 
conductivity were not found to be significant. 
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5F.4.3.1 Modelling the General Model Smoothing parameter α 
Following Kettle et al.’s methods the smoothing parameter was transformed to τ =
 
1
𝛼
 , where τ is the average age in days of the smoothed data. As α ≤ 1 (0 to 1) by definition, 
then τ ≥ 1 for any lake. By forcing the intercept through 0 to reflect this the following 
relationship between τ (days), area (hectares) and maximum depth (m) was found (n = 7): 
𝜏 = 1 + 0.632𝑙𝑛𝐷 − 0.007𝐴𝐻𝑎     Equation 5f.6 
Inverting to give the relationship to 𝛼: 
𝛼 =  
1
1+0.632𝑙𝑛𝐷−0.007𝐴ℎ𝑎
     Equation 5f.7 
This shows that increasing lake depth reduces 𝛼, while increasing lake surface area 
increases it when all lakes are considered. This is different from the relationship reported 
by Kettle et al. (2004), where increasing surface area was found to decrease  𝛼.  
 
5F.4.3.2 Validation of the General Model Smoothing Parameter α 
Leaving out each lake in turn for validation, a new model equation was fitted (n = 6) and a 
smoothing parameter estimated for the validation lake (Table 5f.6 overleaf). 
 
Table 5f.6 Lake 𝛼 coefficients for validation lakes (n = 6). 
Validation  
Lake 
ln D AHa 
Estimated 
General Model α 
Iterative 𝜶 
1 - 0.054 0.50 0.325 
2 - 0.054 0.51 0.325 
3 1.097 - 0.53 0.325 
4 0.603 0.033 0.60 0.4 
5 0.659 0.031 0.66 0.45 
6 - 0.063 0.27 0.35 
7 0.655 0.038 0.24 0.3 
 (-) not significant 
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The lakes 1-5 have markedly different estimate general model 𝛼 values from that 
estimated iteratively form the individual lake models. For lakes 1, 2 and 6 lake depth was 
not found to be significant, and for lake 3 surface area was not significant. Figure 5f.9 
below shows the general model alphas plotted against the iterative alpha calculated with 
the individual models. The diagonal line represents a correlation of 1. The iterative and 
general model estimates of lake α are poorly correlated. This instability is probably due to 
the limited number of lakes used and that lakes of dissimilar depths and areas had similar 
iterative 𝛼 values. 
 
Figure 5f.9 General model α vs. Iterative α 
5F.4.3.3 Modelling the General Model Coefficients 
General model coefficients for equation 5f.4 were then estimated by modelling the 
relationships between individual model coefficients and lake areas and depths. As with 
Kettle et al.’s findings, only lake maximum depth was found to be a significant factor in 
explaining the relationship between lake morphology and the coefficients. The coefficient 
equations are listed below (n = 7):  
Coefficients when DummyT = 0 
𝑎 = 3.418 + 3.559𝑙𝑛𝐷   (R² = 0.99)    Equation 5f.8 
𝑏 = 0.78 − 0.137𝑙𝑛𝐷     (R²  = 0.97)    Equation 5f.9 
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𝑐 = 0.328 − 0.449𝑙𝑛𝐷   (R²  = 0.85)    Equation 5f.10 
Coefficients when DummyT = 1 
𝑎 = 0.718 + 1.178𝑙𝑛𝐷   (R²  = 0.99)   Equation 5f.11 
𝑏 = 0.78 − 0.137𝑙𝑛𝐷     (R²  = 0.97)    Equation 5f.12 
𝑐 = 1.189 + 0.569𝑙𝑛𝐷   (R²  = 0.90)    Equation 5f.13 
 
In all coefficient models the natural log of the maximum depth proved to be the 
best predictor. The positive sign for the a coefficients (constant) showed that deeper lakes 
had larger constants for a given period. The negative sign for lnD for the b coefficient 
shows an inverse relationship between smoothed air temperature and lake depth, or the 
reduced influence of air temperature with lake depth. The alternating signs for the radiation 
coefficient c between the two models reflect the pattern highlighted in the individual 
models between LSWT and radiation for the different periods before and after the 15th 
August cut off. The relationship between lake depths for the radiation parameter c for the 
first period is slightly less robust than for the second period and that for the other 
parameter coefficients. This is probably due to the radiation parameter being insignificant 
for the four shallower lakes as noted earlier and shown in Table 5f.5. Further, generally, 
the radiation predictor explains some of the variability but not variability due to synoptic 
conditions i.e. it does not take into account cloud cover. It could be argued that the air 
temperature reflects synoptic variability as it is directly influenced by synoptic conditions. 
However, the real problem here that the model is a simple one and combined with a limited 
dataset of seven lakes issues such as this should be expected. Figure 5f.10 below shows the 
relationships graphically. 
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Figure 5f.10a-e Relationships between maximum lake depth and parameters a, b and c (b for DummyT = 1 is 
identical to DummyT = 0). 
 
5F.4.3.4 Validation of the General Model Coefficients: 
Each lake was then left out in turn to validate the model. The coefficients were 
recalculated and the results shown in Table 5f.7 overleaf. The model coefficients for the 
d) 
b) 
c) 
a) 
e) 
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omitted lake were consistent with those shown for the individual models (Table 5f.5). 
LSWTs at each validation lake were then predicted with the modified general model. The 
model results by lake, year and all lakes are given in Table 5f.8 overleaf. 
The results for bias, MAE and RMSE (0.07, 0.81 and 0.99) are similar to the results 
reported by Kettle et al. (0.05, 0.85 and 1.04 respectively). Kettle et al. also report forecast 
skill (after Lorenz, 1956), but this is not analysed here. Their approach used modelled 
anomaly data, whereas here raw temperature data were used. Anomaly data require the on-
going measurement of LSWT in all of the calibration lakes used, which is not practical in 
the long term. Using the raw data negates this need. The results from this small dataset of 
seven lakes shows that the simple smoothing model developed by Kettle et al. has potential 
for modelling LSWTs in shallow Finnish lakes using air temperatures. 
Model performance was better for lakes 1, 2, 4, 5, and 6 in 2010 and better for 
lakes 3 and 7 in 2011 (Table 5f.8). LSWTs for the 4 shallowest lakes (3, 4, 5 and 6) were 
modelled slightly better than the three deepest lakes (1, 2 and 7). There is a 5m difference 
between the deepest shallow lake and the shallowest of the deeper lakes. With such a 
limited number of lakes it is not clear whether the better model performance is due to the 
shallower lakes being more responsive to changes in air temperature (and therefore easier 
to model) or the bias towards shallower lakes during the leave-one-out validation process 
(i.e. with a deeper lake left out the ratio of shallow to deep lake would be 2:1).  
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Table 5f.7 Coefficients for general model validation 
Validation 
Lake 
Coefficients 
DummyT = 0 
(Up to 15.08) 
Coefficients 
DummyT = 1 
(After 15.08) 
 a b c a b c 
1 12.524 0.432 -1.067 3.611 0.432 2.641 
2 10.66 0.501 -0.647 3.039 0.501 2.225 
3 6.416 0.676 -0.058 1.652 0.676 1.675 
4 5.493 0.701 0.067 1.404 0.701 1.519 
5 4.15 0.732 0.296 0.998 0.732 1.296 
6 6.424 0.665 -0.059 1.712 0.665 1.658 
7 10.434 0.51 -0.413 3.126 0.51 2.398 
 
 
Table 5f.8 General Model Validation Statistics 
Validation 
Lake 
Bias 
2010 
Bias 
2011 
Bias 
Avg 
MAE 
2010 
MAE 
2011 
MAE 
Avg 
RMSE 
2010 
RMSE 
2011 
RMSE 
Avg 
1 -0.01 -0.92 -0.42 0.53 1.16 0.82 0.65 1.37 1.04 
2 -0.55 -1.41 -0.95 0.73 1.44 1.05 0.88 1.65 1.29 
3 0.65 0.11 0.41 0.83 0.65 0.75 0.97 0.80 0.90 
4 0.24 -0.38 -0.05 0.65 0.72 0.68 0.77 0.89 0.82 
5 0.03 -0.39 -0.16 0.68 0.75 0.72 0.83 0.90 0.86 
6 0.16 -0.46 -0.12 0.62 0.75 0.68 0.74 0.94 0.84 
7 0.98 0.57 0.79 1.10 0.88 1.00 1.28 1.08 1.19 
All 0.21 -0.41 -0.07 0.73 0.91 0.81 0.87 1.09 0.99 
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Figures 5f.11 Sirrajavri LSWT 2010 results (a) and residuals (b). 
 
 
a) 
b) 
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Figures 5f.12 Sirrajavri LSWT 2011 results (a) and residuals (b). 
 
 
a) 
b) 
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Figures 5f.11 and 5f.12 (p.188-189) show the general model results for Sirrajavri 
(Lake 1, α = 0.5) observed and predicted results, and the residuals. In the case of Sirrajavri 
the modelling of 2010 LSWTs was better than for 2011 with MAE and RMSE results for 
2010 slightly under  a half of that for 2011. Over- and under-predictions of peaks and 
troughs are modest until the end of August when the overshooting becomes ore sustained. 
For 2011 the tendency is towards under-prediction and although the predicted LSWTs 
again follow the general pattern of the observed temperatures the residuals are larger. The 
pattern in the residuals is sequentially correlated as the LSWT tries to achieve equilibrium 
with the air temperature. An increase in air temperature tends to result in a positive trend in 
the LSWT residuals and vice versa. 
Table 5f.9 overleaf shows the correlation between the daily difference of wind 
speed and difference in residual (change from previous day). There was no correlation 
between raw wind speeds and residuals. Only lakes 1-3 (lowest elevations) show a 
correlation between the changes in wind speed and residuals and this result is only 
significant for 2011. Figure 5f.13 overleaf shows the wind characteristics for 2010/11, the 
actual wind speed and the wind speed differences. 2011 had a slightly higher median wind 
speed, but differences were slightly less variable than that for 2010. Lakes 1 and 2 are 
relatively sheltered from the prevailing westerly winds but are relatively exposed along a 
north/south axis. The other lakes are much more exposed on the hills outside the incised 
valley area. That there was a significant correlation for lake 3 and no correlation was found 
for lake 7 is surprising. Lakes 1, 2 and 7 are thought to be the only three lakes in this study 
that were deep enough to thermally stratify. Kettle et al. suggested from their results 
(where the lakes are much deeper, 3.5 – 47.0m) that on hot, windless days that the 
epilimnion was thin and therefore the LSWTs were higher than expected, whereas on 
windy days the water is more mixed and LSWTs are lower than predicted. The positive 
correlation of the limited results shown in Table 5f.9 agrees with this finding. In one way 
the results here agree with those of Kettle et al. in that each lake is affected to a different 
degree by the wind. However, although there is evidence of the influence of wind on 
LSWTs there is not a clear indication of a consistent pattern in these data. 
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Table 5f.9 Correlation between the differences in wind speed and LST residual. 
Lake Overall 2010 2011 
1 0.25** 0.08 0.46** 
2 0.19* 0.11 0.29** 
3 0.15* 0.09 0.23* 
4 0.07 0.04 0.11 
5 0.12 0.13 0.11 
6 0.12 0.10 0.15 
7 0.10 0.07 0.14 
** Significant at p < 0.01, *Significant at p < 0.05 
 
 
 
Figures 5f.13 Wind speed characteristics for 2010/11 (as measured at Kevo station); average daily wind 
speed (a) and speed difference from previous day (b). 
a) 
b) 
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5F.5 Summary 
Using lapse rate data derived from the main datalogger network and hind-casting 
from available monthly temperature averages from Kevo Meteorological station the 
interpolated lake air temperature climate average estimations used by Luoto (2009) were 
compared to local estimations. The local estimations were 0.15 to 0.38°C cooler with the 
difference increasing with lake altitude (and also distance). These values are a fraction of 
typical errors reported for calibration training data (1.0 -2.5°C RMSEP (Root Mean Square 
Error of Prediction) (Brooks, 2006)) and are technically within the accuracy specification 
of the data loggers used. 
Kettle et al.’s (2004) empirical model appear to work well in developing individual 
and general models for the seven lakes instrumented, taking into account similar 
limitations in the data regarding the period around ice melt and the reversal of the density 
relationship with water temperatures around 4°C. The model was modified by including a 
time-related dummy variable to account for the change in trend of the solar radiation 
parameter. The relatively short ice-free period for the Greenland lakes in Kettle et al.’s 
study compared to that of the Finland lakes (three vs. five months) and its coincidence with 
a relatively linear decrease in solar radiation meant that such a parameter was not needed 
in the original model.  The reported statistics for bias, MAE and RMSE were similar to 
values obtained by Kettle et al., although issues highlighted in determining model 
coefficients, particularly the smoothing parameter, suggest that the modelling of more 
lakes is required to satisfactorily assess the method.  
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Chapter 6 Discussion  
6.1 Introduction 
The three methodological and seven analytical objectives identified for the study in 
Chapter 2 are restated here to guide the discussion. 
 
6.2 Methodological objectives 
6.2.1 Objective M1 - To assess the high resolution temperature data set from an existing 
dense network of 60 data loggers and the performance and suitability of the dataloggers 
used in the Kevo study area.  
Temperature data has been collected continuously collected from the main network 
of 60 sites across the Kevo Valley study area since 08.09.2007 and 30 minute intervals. 
Data up to 16.03.2010 was used in Pike et al. (2013), and up to 23.03.2012 used in this 
study. Initially the network compromised three different logger types, Gemini Series, Hobo 
Pro Series and Hobo Pro v2, before the dataloggers were homogenised to Hobo Pro v2 
type in 2010, all of which also record relative humidity.  
Datalogger accuracies were specified at 0.2˚C (Hobo Pro v2), 0.3˚C (Hobo Pro) 
and 0.5˚C (Gemini) for 0-20˚C. At low temperatures (-25˚C to -40˚C) the accuracy drops 
to between 0.5˚C and 1.0˚C. Relative calibrations were carried out on all dataloggers at 
room temperature (~18˚C) and at -25˚C in a calibration refrigerator prior to first 
deployment, and then at room temperature prior to redeployment in the field. All 
dataloggers were within 0.3˚C of the mean. During the winter of 2010/11 a field calibration 
was conducted with a small sample of available dataloggers in temperatures ranging from 
1.96˚C to -34.36˚C. Although logger performance degraded slightly during the coldest 
period the dataloggers still performed well within specification (~±0.2˚C).  
During the winter the dataloggers are operating at the lower limit of their specified 
operational range, and occasionally beyond it. Particularly January and February, the 
temperatures frequently drop below -30˚C and on occasion -40˚C, the specified lower 
operational range of the Hobo Pro v2 and Gemini. The Hobo Pro series were only specified 
to -30˚C and it was not surprising when they failed. During redeployment the effort was 
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made to place the Hobo Pro series at the higher elevations, but this was not always 
possible. 
With the network homogenised with Hobo Pro v2 dataloggers the percentage of 
good data collected improved from 96.7% to 98.0% overall, largely as a result of 
eradicating the low temperature shutdown issues of the Hobo Pro series. Recent equipment 
purchases will alleviate the problem having to do a staggered changeover at sites near to 
the station as so improve good data at those sites. Due to inherent timing drift (~18 to 30 
minutes over a year) occasional gaps in the data will occur. However, the drift is relatively 
consistent within logger type, so the temperature data across the sites are considered 
coherent. An analysis of the timing drift between seven Gemini dataloggers (used in the 
lake network) suggested a minimal influence on measurement errors although the overall 
significance of the error was inconclusive. This drift-induced error was an order of 
magnitude smaller than indicated by the relative calibrations. Overall the Gemini had a 
smaller absolute timing drift than the Hobo Pro v2 used in the main network. It would be 
useful to fully assess the effect of the timing drift on the main network dataloggers, if only 
to confirm the minimal error. 
The shielding used to house the dataloggers was a bespoke Stevenson screen 
design; single louvered plywood with a sloping roof to prevent excessive snow build-up 
and an open base to prevent snow accumulation within the shield. The shields were made 
at Kevo by the station staff. The aim of the shielding is to standardise the exposure of the 
datalogger, preventing extreme microclimate variations influencing the measurements. 
However, the design has only had a very limited field assessment on a south facing slope 
during a 5-day period in March 2013. This assessment suggested a measurement error of 
up to ~1.5˚C due to the influence of peak radiation and the reflection form the snow pack. 
A more comprehensive assessment is required to determine biases for other representative 
sites at other times of the year. The Kevo valley area experiences significant and frequent 
transitions of terrain cover and temperature regimes and the response of the shielding 
needs to be fully quantified in respect of the local conditions. A similar argument may be 
made for the deployment height of the shield. At ~1.5m during the summer this can be 
effectively reduced by half at some sites, due to the build-up of snow during the winter, 
which is below the minimum guideline height of 1.2m suggested by the WMO. 
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Overall the quality of the dataset obtained from the network of dataloggers is good. 
Data loss has been reduced to a practical minimum through the updating and 
homogenisation of the dataloggers used. Issues have been highlighted with the shield 
design and deployment heights during the winter, which require further work to properly 
quantify. 
 
6.2.2 Objective M2 - To determine how well the network samples the terrain of the study 
area. 
The current datalogger network was set up in September 2007, expanding coverage 
from two transects installed for the pilot study between February 2006 and February 2007 
(Pepin et al., 2009). The sites were installed on numerous transects across valleys and up 
the various slope aspects with summit sites at the top of three hills (Jesnalvarri, 
Tsarsejokkordski and Puksalskaidi). Site selection was largely focussed on topographic 
characteristics of elevation, aspect, concavities, peaks and other areas of interest such a col. 
Because of the high latitude, and despite the limited elevation range in the study area 
(246m), there are several vegetation zones between Kevojarvi and the summit of 
Jesnalvarri. The vegetation transitions were not explicitly included in the placement of the 
site locations. The influence of vegetation on microclimates is well known (e.g. Chen et 
al., 1999) and further work is required to quantify the microclimate changes across 
transitions in the study area. 
For this study a comparison between site placement and the sampled elevation and 
aspect characteristics (as derived from a gridded 25m resolution DEM) was conducted 
using Chi Square analysis. A rectangular box encompassing the 60 sites was used to 
specify the terrain for sampling using a simple, straightforward approach. Another shape 
could have been used to define the area, for example a circle, an irregular polygon or 
perhaps a buffer consisting of Theissen polygons around each site location, but for any 
shape there would be similar issues of enclosed areas that act to bias the topographic 
characteristics in a certain way because few or no dataloggers represent the area. This bias 
may in turn bias climate the topoclimate model and influence the results and conclusions. 
For simple transects on a chosen aspect or aspects a simple series of equally spaced sites is 
adequate. However, for a dense network in a small locality such as this then more involved 
planning is probably required to ensure adequate representation. 
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For aspects, if the sites/topography were subset by quadrant then site placement 
was significantly different from the terrain when considering 60 sites (p = 0.001) but not 
significantly different when considering the subset of 46 sites which were used for the bulk 
of the analyses (p = 0.123), but still had a bias towards south-easterly aspects. However, 
using an eight-point subset then distribution was significantly different for 60 sites (p = 
0.000), and slightly less so for the 46 sites (p = 0.035). One argument for the justification 
of using the quadrant approach is that as some of the analyses  used variables at four 
specific times (0200, 0800, 1400 and 2000 FST) and the sun position (when above the 
horizon) was aligned with a separate quadrant for each time (NE, SE, SW and NW 
respectively, ~30° clockwise from each cardinal point). 
Similar issues were found between site placement and terrain elevation distribution. 
When banded into high, mid and low elevation the 46 site subset was not significantly 
different from the terrain (p = 0.164). When compared directly to the terrain the 60 sites 
were significantly different (p = 0.009) and the 46 sites marginally insignificant (p = 
0.059). A breakdown of terrain distribution and site placement into 10th percentiles showed 
excessive over-representation in the lowest category, 76-102m, and excessive under-
representation between 228m and 254m. 
To address these issues the network would benefit from more dataloggers being 
deployed in the elevation and aspect areas shown to be deficient in this analysis, and across 
vegetation boundaries to further study microclimate changes. More equipment would be 
ideal; otherwise datalogger sites could be relocated from the over-represented lower 
elevations. 
 
6.2.3 Objective M3 - To develop a datalogger network to measure air surface temperatures 
and water surface temperatures in seven lakes for the period of study. 
To collect air temperature data a network of Gemini dataloggers were deployed 
across the lakes. Two dataloggers were installed per lake in shields of the same design (and 
therefore issues) as for the main network to partner each float system. To collect water 
temperature data a float system was devised to suspend two water proof Pendant 
dataloggers in the water, one ~25cm from the surface and the other ~50cm from the lake 
bed. With limited field funds the floats systems were limited in their sophistication, 
consisting of a sealed plastic bottle, brightly coloured nylon string, and plastic-coated 
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garden mesh which held rocks as ballast. A field test showed the system to be quite robust, 
but the decision was made to install two float systems per lake, one on the west side the 
other on the east, just in case. It was a useful foresight.  
During September 2010 the lakes were visited to check on the condition of the 
floats. Everything seemed in order. However, during recovery in September 2011 a 
number of issues became apparent. In Sirrajavri the west float was captured by the ice and 
carried across to the east side during the melt in May 2011. In Gaskkamus Cieskuljavri the 
west float ballast was severed by sharp rocks and the float drifted inshore. At Vadaid 
Ravdojavri the east float had disappeared without trace.  
One recovered data logger failed to download (Sirrajavri east lower data logger). 
There were gaps in air temperature data for Ravdojavri West and Gaskkamus Cieskuljavri 
West. However, surface water temperature was collected from every lake and paired with 
air temperature data.  
The lake network had involved some risk in the method of deployment, which 
resulted in the loss of two dataloggers. However, good temperature data were acquired for 
all lakes. If the study were to be repeated, a more robust apparatus would be used. 
 
6.3 Analytical objectives 
6.3.1 Objective A1 - To demonstrate using lapse rate models the spatial and temporal 
structure of temperature patterns in the study area, and why a simple summary 
environment lapse rate is inadequate in this environment. 
The combination of high latitude solar geometry and markedly different ground 
conditions at different times of year, particularly seven months of snow cover, and the 
close proximity of the lake Kevojärvi results in a complex and relatively extreme series of 
spatial and temporal surface lapse rate patterns. Lapse rates using all sites (‘whole valley’) 
and sites banded within elevations to provide a detailed vertical structure were modelled. 
The whole valley model performance was closely correlated with high band elevation 
model performance due to the high band covering a large proportion of the overall 
elevational range of the study area, which also included the tree line transition.  
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The basic pattern of change throughout the year could be described as two sine 
waves, seasonal and diurnal peaking at the solstices and equinoxes respectively, being out 
of phase. The four transitional periods between peaks were divided into two groups. The 
first was the transitions form winter to spring (~February) and form summer to autumn 
(~August) where the diurnal signal was changing but land cover remained relatively 
constant. The second type was from the transition from spring to summer (late April/May) 
and from autumn to winter (October/ early November) where again the diurnal was 
changing but land cover was also rapidly changing with the snow melt and build-up.  
The presence of Kevojärvi superimposed its influence on lapse rates from May 
until October/ November. From freeze-up until the melt the lake influence was removed. 
During and after the melt until freeze-up the open water acted as buffer, strongly 
influencing temperatures at low elevations (76-100m) and to a lesser extent mid-elevations 
(100-175m). The influence acted to reverse the usual diurnal signal of strengthening lapse 
rate during the day as compared to the night (or low solar elevation during the polar day). 
At low elevations the lapse rate could strengthen to over 20°C/km during the night, with 
inversions or isothermal conditions forming during the day. Strengthened low elevation 
lapse rates during the night were more common from July to September as the water was 
relatively warmer than the night time air temperatures. From May to June the strongest low 
level inversions during the day were more likely as the water was still relatively cool due 
to the melt water runoff compared to the air temperatures. 
Intense, often persistent, cold pools frequently develop during the winter months 
(NDJF). NDJ had variable patterns as shown by the difference in mean and median values. 
February had a much more consistent cold pooling shown by the more similar mean and 
median values. Slightly lower gradient wind flow strength for the month compared to the 
others may allow the cold pool to persist a little longer, and/ or that over the longer terms 
the monthly median AC index (1962-2008) shows that February has marginally fewer 
cyclonic days but this requires further investigation. In addition there are just five years of 
winter data (four for summer) assessed here so it could be that normal variability has yet to 
fully assert itself.  
Although the strengthening diurnal signal can be seen in February’s lapse rate 
pattern it served to reduce inversion conditions during daylight rather than over turn them. 
Only in March was increasing isolation sufficient to frequently destroy cold pools on a 
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daily basis. Into April and the lengthening day means that although inversions regularly 
form during the night they do not have the time to develop to the intensities seen in winter. 
Also during these months the contrasting albedo between the snow pack at the highest 
elevations and the lower tree covered slopes results in a notable strengthening of daytime 
lapse rates. The banded elevation analysis showed that this effect was largely seen within 
the high elevation band (175-330m) as this covered the tree line transition. This effect is 
also seen in May to a lesser extent as there is still a significant snow pack at the highest 
elevations. However, by this time Kevojärvi has started to melt and most of the snow at 
lower elevations has melt or is melting, particularly on the south facing slopes. The 
increasing moisture availability means that more energy is absorbed in latent heating at this 
time. During March and April the air is relatively dry and most radiation goes toward 
sensible heating of the surface. With the dataloggers homogenised to Hobo Pro v2 
measuring both temperature and relative humidity future research will be able to 
investigate absolute vapour pressure fluxes and allow a more in depth assessment of this 
phenomenon. 
Considering the main lapse rate model during the period of polar day (June/July) 
there is still a minimal diurnal cycle due to the low solar elevation during the ‘night’ and 
the resultant shading in the incised valleys. Inversion conditions do manage to form 
infrequently, but are limited in intensity and the cold pool rarely reaches the higher 
elevations, as suggested by the frequency of inversion types in Figure 5b.4. However, the 
low band model suggests a more nuanced picture. Deep inversions are rare and normal 
lapse conditions prevail during the day, but the low-level inversions are day time 
inversions due to the effect of the lake. 
The limitations of the often cited global average environmental lapse rate of            
-6.5°C/km are well known, especially when considering mountainous or other area of 
complex terrain where cold pooling events are common (Blandford et al., 2008). Where 
low precision is acceptable this value is helpful (Rolland, 2003). Many studies have 
quantified representative lapse rates for specific areas at the regional scale in order to 
improve air temperature interpolation (e.g. Dodson and Marks, 1997 (US Pacific North-
west States); Rolland, 2003 (Northern Italy)). The data for this study have shown that the 
combination of incised terrain, high-latitude geometry and the changing influence of open 
water mean that local lapse rates commonly bear no relationship to that of the free-air or 
regional scales estimations. It is not really possible to compare the results of this research 
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to larger scale studies due to the inherent smoothing when considering larger scales 
(Blandford et al., 2008, Rolland, 2003, Marshall et al., 2007, Pepin et al., 1999, Minder et 
al., 2010, Cullen & Marshall, 2011). However, comparisons with smaller scale studies are 
helpful. 
Similar broad patterns, if not values, of lapse rate change through the year are seen 
in other studies in both mid and high latitudes, in Bolstad et al. (1998) (southern 
Appalachians, ~35°N and Yang et al. (2011) (Abisko, Northern Sweden, ~68°N). Bolstad 
et al. (1998) reported local monthly maximum temperature lapse rates of between -4°C/km 
(Jan) and -10°C/km (Apr), with the steepest rates in spring and the lowest in winter. For 
monthly minimum temperature lapse rates values of +3.8 (Oct) and -5.8°C/km (Aug) were 
reported. For Yang et al. (2011), who reported day and night lapse rates and taken here as a 
proxy for maximum and minimum temperature lapse rates, the values were -9.6°C/km 
(May) and +7.3°C/km (Feb) for maximum temperatures and -4.3°C/km (Oct) and 
+9.5°C/km (Feb) for minimum temperatures. For both these studies as one value was given 
it was taken as the mean lapse rate value. For this study, using 1400FST for maximum and 
0200FST for minimum, and with median values shown in parentheses, the values were -
12.0 (-11.9) °C/km (Apr) and +18.1 (+9.5) °C/km (Jan), and -5.9 (-8.2) °C/km (Jun) and 
+32.5 (+35.6)°C/km (Feb).  
Summer temperatures get particular attention from ecological, agricultural and 
palaeoclimate interests as they have been successfully used in models of plant and insect 
growth (e.g. Tuovinen, 2005; Brooks, 2006). Lookingbill and Urban (2003) reported July 
mean, maximum, and minimum lapse rates for a site in the Oregon Western Cascades 
(~44°N) of -4.5, -7.0 and -3.8°C/km respectively. For this study the mean (median) values 
were -6.9 (-8.0), -8.0 (-7.8) and -3.5 (-7.2) °C/km. Mean values are comparable for 
maximum and minimum temperature lapse rates but over 2°C/km steeper than for the 
overall mean. However, the median lapse rates reported for this study suggest a different 
pattern with overall median and minimum (in particular) lapse rates notably steeper.  
The global estimate Environmental Lapse Rate value of -6.5°C/km might be 
considered reasonable compromise overall for both locations and for median values. 
However, at Kevo in other months the global estimate becomes increasing inaccurate 
especially during winter. One might argue that as the elevational range at Kevo is small 
(~250m) and error in lapse rate of 2°C/km would only mean estimate temperature error of 
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~0.5°C. In the polar day with only infrequent and weak inversions this might be 
acceptable. Lapse rates measured in this study range from -17.2°C/km (20.04.2008, 
1400FST, R² = 0.59) to +92.4°C/km (26.11.2010, 2000FST, R² = 0.92), differences 
equating to the valley being warmer (cooler) than the summit by 4.3 (23.1) °C respectively. 
Monthly mean (median) lapse rates ranged from -8.0 (-8.8) °C/km in June (April) to +27.7 
(28.4) °C/km in February. For March the values were 10.4 (-7.5) °C/km, a difference of 
17.9°C/km (4.5°C) and a sign change. 
As shown by the difference in the modelled mean and median lapse rate values 
there is a notable skew in distribution at all times of year, but particularly outside of the 
polar day (June, July). The reporting of mean lapse rates for environments such as this 
should probably be avoided if possible or least reported with median values for 
comparison.  
 
6.3.2 Objective A2 - To demonstrate how local temperatures vary spatially and temporally 
in relation to the synoptic conditions within Kevo Valley, an area of complex terrain in a 
high latitude environment. 
Chapter 5A discussed the temperature and synoptic characteristics at Kevo and the 
basic relationship between the two. Temperature at JEC (hilltop) and WIND2 (valley) sites 
showed a similar relationship to the synoptic conditions during the summer months, with 
air masses from a westerly or southerly direction generally warmer than those from a 
northerly or easterly direction. Considering the median results in mid-range temperatures 
overall pure cyclonic and anticyclonic conditions had larger temperature ranges overall due 
to the high proportion of cases in those classes compared to others. In winter the 
relationship changed, with anticyclonic conditions more likely to induce lower 
temperatures. This tendency was stronger at the valley bottom that at the hilltop. The 
relationship between northerly and southerly air masses changes with the unfrozen Arctic 
Ocean resulting in air flow from the north being relatively warm during the winter. A 
correlation analysis for longer term monthly temperature data from Kevo station and Daly 
et al. ‘s (2009) AC index suggested no correlation between monthly mean, maximum or 
minimum temperatures for the winter months, supporting the assertion that the link 
between cyclonic conditions and cloud cover was weaker at higher latitudes. A correlation 
analysis of cloud cover data with the derived reanalysis vorticity indices for 2008-2010 
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also supported the longer term data from Kevo station, showing a more consistent pattern 
of the relationship in the summer months to that of winter. The results from shorter term 
data suggests there is a link. A large proportion of synoptic conditions was classified as 
either cyclonic or anticyclonic and it is unclear if this is truly representative. A more 
rigorous calibration of the objective classification system used may clarify the findings. 
In Chapter 5C PCA was used to further explore temperature variability across the 
sites by decomposing the data into it spatial (topographically similar sites) and temporal 
(synoptic) constituents. Spatial variability was largely governed by elevation during the 
winter, aspect during the summer and a combination of the two during the transition 
seasons, as expected with changing seasonal solar geometry. What was made clear with the 
variance explained by the first factor (principal component) loadings was that for winter 
months and during the night for all others months except June, the majority of the variance 
in temperature was due to the inversion conditions. The implication of this is that future 
climate change that acts to reduce the tendency for inversion formation will have a 
significant impact on temperature variability throughout the year and for the winter months 
in particular (this is discussed further in the final part of this chapter). General patterns of 
correlation between the temporal factor scores to the raw synoptic indices and cloud cover 
data supported the relationships described from the case studies of lapse rate and synoptic 
indices shown in Chapter 5B, particularly the links between inversion formation, cloud 
cover and gradient wind flow strength. 
The PCA was based on the first three full years (2008-2010) of temperature data 
and a significant number of sites had to be removed from the analysis altogether due to 
missing data issues (60 to 46 sites). Also additional cases and occasionally sites had to be 
removed from individual analyses due to fragments of missing data. The PCA seemed to 
be sensitive to how the missing data were handled, so the choice was made to remove 
additional data rather than replace with mean values. With the data collected since having 
fewer missing data issues future iterations of the analyses should provide more robust 
results. 
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6.3.3 Objective A3 - To determine the amount of decoupling of the surface air 
temperatures from the free-air temperatures (taken as the 850mb level temperature). 
Two models were developed to explore the decoupling of near-surface 
temperatures from the free-air. The fist model considered data for the full year and 
demonstrated the influence of topographic position on the amount of decoupling. The 
amount of temperature variance explained by the free-air temperature varied by ~10% 
between hilltop (JEC ~72%) and valley bottom (WIND2 ~62%) with an elevational range 
of ~250m. Despite a scale difference Dobrowski et al.’s (2009) study at Lake Tahoe 
showed a similar difference in variance explained between the highest and lowest elevation 
sites but will higher amounts of overall variance explained (70-80%), and over a much 
larger elevational range (~2500m). Modelling of the residual temperatures suggested that 
the incised topography acts to further limit the amount temperature variability explained 
using synoptic variables in the comparison between the two extreme sites. 
The second model, breaking the data down into monthly subsets, clarified some of 
the more nuanced influences of the synoptic variables, with some success at modelling 
temperature for the summer months. However, poor model performances for winter 
months further highlight the difficulty in predicting the intensity and duration of inversion 
events. For improvement in modelling decoupling during the winter, a clearer 
understanding of air movement in the valleys in relation to the gradient wind and how the 
cold pool develops over time is needed. Temperature data are collected at a useful 
temporal resolution already (30 minutes), but the over-winter monitoring of valley and 
hilltop wind conditions are required to help fully explain cold-pool development. 
 
6.3.4 Objective A4 - To assess how representative the Kevo Meteorological Station is of 
the local valley system as described by the established datalogger network.  
Kevo Meteorological Station was established at Kevo Subarctic Research Station in 
1962 to provide local climate data for ecological research in the locality (Kallio, 1964). 
Since then the data have also been shown to be indicative of the regional climate (e.g. 
Tikkanen, 2005) as the wider region has relatively sparse coverage compared to less 
remote areas at lower latitudes. The station’s location on a peninsula in Kevojärvi ~25m 
above the lake surface meant that the measured climate is subject to a range of local 
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influences. The position in an incised valley in a wider landscape of rolling fjeld means 
that the local temperatures are unlikely to be representative of the wider region. 
The absolute yearly deviation method of assessing representativeness by Orlandini 
et al. (2006) was adapted to provide a quantification of site representativeness in terms of 
both mean and median temperature; all, maximum and minimum. The mean and median 
scores gave different conclusions with regard to maximum and minimum temperature. 
However, for all temperatures the rankings were similar for Kevo station, placing it at the 
bottom of the 1st quartile (14th and 15th out of 60). Analysis of the mean/median rankings 
were interpreted to suggest that using median values provided a more robust assessment of 
site representativeness as it took into account the skew of lower temperatures in winter as a 
result of inversion conditions. 
Any representativeness study will be a statistical artefact of the sites used in the 
analysis. Other analyses in this study have demonstrated that site distribution in relation to 
the aspect and elevational characteristics of the area could be improved. This bias in site 
locations towards lower elevations and south-easterly aspects will have influenced the 
representativeness analysis. The over-representation of the lower elevations (76-102m) 
also includes the elevation of the station site (101m), and this bias may mean that the 
station representativeness is actually slightly worse than indicated. 
 
6.3.5 Objective A5 - To validate Luoto’s (2009) air temperature estimations. 
The estimated climate average temperatures for the seven lakes using local lapse 
rate data compared very well with the estimations listed by Luoto (2009). All local 
estimations were cooler with differences ranging from 0.15°C to 38°C. Also the 
differences were much less than the typical RMSEP values (1.0-2.5°C, Brooks 2006) used 
to report the precision of temperature inference models. While is not the source of the 
majority of the error in these models it is helpful to quantify the error from each 
contributing part.  
While the results are encouraging, the limitations of the exercise must be noted. 
The differences noted above were correlated with both elevational and horizontal distance 
from Kevo station. The maximum difference was 200m in elevation and 13km in distance. 
The estimate could be better tested with data from more remote lakes and a wider range of 
elevation and distance. 
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6.3.6 Objective A6 - To assess the applicability of Kettle et al.’s (2004) lake surface water 
temperature model on the seven lakes detailed in this study. 
Kettle et al.’s (2004) summer surface water temperature model approach was 
applied to seven test lakes in close proximity to the study area. Model performance in 
terms of R², bias, MAE and RMSE, comparable to that of Kettle et al., suggesting at first 
glance that the modelling approach worked well. Due to regional differences in climate a 
dummy term for time interaction was introduced to model the changing relationship 
between solar radiation and water/air temperatures. Lake area and depth were found to be 
significant in linking the morphology of the lakes to the model coefficients – a (intercept), 
b (sensitivity of LSWT to air temperature), and c (radiation input). The general model 
equations specified from the individual lake models in this study for coefficients a and b 
had the same relationship to the natural log of depth that Kettle et al. found. For the c 
coefficient as a result of the addition of the dummy time variable the relationship changed 
with the time period but depth was still the significant variable best explaining the 
relationship, although for this study it was natural log of depth rather than depth. 
One model validation criteria from Kettle et al. (2004) not assessed was forecast 
skill. Their model used temperature anomaly data as opposed to the raw temperature data 
used in this study. The anomaly approach was tried during the initial stages but the results 
with raw temperature data were better. Additionally, use of anomaly data would have 
required continuous monitoring of the calibration lakes, whereas with using raw data only 
validation data from local air measurements were required. 
Overall the results were encouraging, but the limited number of lakes in the study 
resulted in a number of sampling issues and therefore further testing of the approach with a 
greater number (and variety) of lakes is needed to build confidence in the model. To 
clarify, as well as being limited in number the lakes vary widely in both depth and surface 
area but the depths and areas are not evenly distributed along the range. Four lakes are 
shallow (1.3-2.2m) and the other three relatively deep (7.4, 7.5 and 11.65m). Similarly, 
four lakes are relatively small (9.61-18.36Ha) and three relatively large (38.64, 43.78 and 
47.85Ha). This contributed to issues with estimating the air temperature smoothing 
parameter for the general model. 
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6.3.7 Objective 7 - To assess the implications of these findings for future climate change in 
the area. 
 The results from this research have demonstrated the complex spatial and temporal 
variation of temperature across the Kevo Valley study area. Temperature variation is 
driven by the interactions between the following factors: 
i) the high-latitude solar geometry (fixed) 
ii) topographic influences (fixed) 
iii) synoptic variability (variable) 
iv) land cover/albedo changes (variable) 
Superimposed on any regional increase in temperature (e.g. 2-7°C, Jylhä et al., 2004) 
the current pattern of annual variability will change with the variable elements listed above 
and the resultant change in interactions with the fixed elements. Based on the findings 
presented Table 6.1 below outlines the implications of potential climate change for the 
area. 
 
Table 6.1 Summary of potential impacts of long term climate changes (after Pike et al., 2013). 
Season 
Time 
of Day 
Factor Change Consequence Effect 
Winter All Stronger zonal 
flow, more 
cyclonic flow. 
Increased cloud cover 
and mixing, 
reduced inversion 
intensity. 
More warming in valley. 
Melt (earlier, 
May to April) 
Day 
 
 
 
Night 
Less snow – 
earlier melt.  
 
 
Less snow. 
Increased latent heat 
flux, decreased albedo 
effect. 
 
Latent heat release on 
refreezing. 
Less warming in valley 
 
 
 
More warming in valley 
(dominant factor). Reduced 
magnitude of the lapse rate 
cycle. 
Summer  All Cloud+, 
Moisture+, AC-. 
Reduced inversion 
intensity. 
More warming in valley.  
Freeze-up 
(later, Nov to 
Dec). 
All Stronger zonal 
flow, more 
cyclonic flow. 
Reduced inversion 
intensity. 
More warming in valley. 
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Winter: 
Chapters 5A, B, and C demonstrated that during the winter months, especially the 
during the polar night, synoptic controls were the main influence of lapse rate variability, 
allowing or inhibiting cold pool formation (cloud cover, wind strength). PCA showed that 
the majority of temperature variability was attributable to the interaction of incised 
topography and cloud cover and wind strength permitting inversions. Some climate models 
have suggested that for Northern Europe westerly flow is thought likely to increase along 
with a strengthening storm track (e.g. Jylhä et al., 2004; Gregow et al., 2011), however 
there is still a great deal of uncertainty in these forecasts (IPCC, 2007). Despite a weak link 
between cyclonicity and cloud cover for the area cloud cover would nevertheless still 
likely increase and combined with an increase in flow strength (encouraging more mix of 
the air) this would act to inhibit inversion formation. The overall effect of this would be to 
have relatively increased warming in the valley. Analysis of past trends in the region has 
shown an increase in precipitation associated with an increase in westerly flow but it is 
unclear if the net result would be an increase or decrease in snow depth over the winter 
(BACC, 2008). More snow may fall but freeze /thaw may occur more frequently than at 
present. Currently there is snow cover (and a frozen lake) for seven months of the year. 
Reduced snow cover, and/or more rapid melting would result in an increase of the snow-
free period and this in turn would change the interactions between the factors (i-iv) 
(Hyvärinen 2003; Moberg et al., 2005; Lemke et al., 2007; Räisänen and Eklund, 2011). 
Spring/transition (Melt): 
The influence of the diurnal cycle is strong in spring, the thermal input breaking up 
the frequent night time inversion. Currently the melts occur just prior to the onset of the 
polar day: as a result the melt is effectively a continuous event, perhaps punctuated by a 
cold snap which may add some delay. If the snow and ice melt earlier in the year the 
influence of the diurnal cycle on the melt would become increasingly relevant. During the 
day the earlier snow melt would shorten the period when the difference in albedo across 
the elevational range acts to steepen lapse rates. In addition more energy would go into 
latent heating, and the net effect of this would be relatively lower temperatures in the 
valley (less warming in the valley). At night latent heat would be released during 
refreezing, warming the valley and acting to reduce inversion intensity. As inversions have 
208 
 
been shown to be the dominant factor in temperature variability the likely net effect is 
more warming in the valley. 
Summer: 
During the summer, and particularly the period of polar day, inversions are 
currently weak if able to form at all. Aspect and lake influences have been demonstrated to 
have strong influences. As any changes to inversions events would have a minimal effect 
on variability at this means that changes are likely to be more subtle. A strengthening 
storm track would result in increased cloud cover (the link between cloud cover and 
cyclonicity is more robust in summer) and precipitation the summer could become wetter 
despite the earlier snow melt. This would act to further suppress inversions, especially 
towards August and September when the diurnal signal returns along with more frequent 
inversions, and mean more warming in the valley. 
 Autumn/transition (Freeze-up): 
A warmer future would likely delay lake freeze-up and the onset of snow cover to later in 
the year. At the time of freeze-up the influence of solar geometry is minimal and reducing. 
Only shifts in typical synoptic conditions will influence relative warming. If cyclonicity 
does increase then as with the interactions during the winter the increased cloud cover and 
wind strength would likely reduce the frequency and intensity of inversion conditions, 
resulting in more warming in the valley. 
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Chapter 7: Conclusions 
7.1 Introduction 
The following chapter is split into three sections: Summary Conclusions and 
Contribution to Knowledge, Limitations and Future research. The first section identifies 
the contribution of knowledge of this research and presents the main findings. The 
limitations of the research are outlined in the context of application of the findings to other 
areas and the issues within the data, methods and analysis. The final section identifies areas 
of future work that would build on the findings presented and address some of the 
limitation issues. 
 
7.2 Contribution to Knowledge and Summary Conclusions  
The broad contribution of this research is the knowledge gained of current near-
surface temperature variability around Kevo Subarctic Research Station, an area of 
complex terrain in the subarctic encompassing the junction of three incised valleys and the 
lake Kevojärvi, and the implications of how future climate change may influence near-
surface temperature and their variability at the local scale. The main part of the study 
focussed on the analysis of temperature data from a dense network of 60 datalogger sites 
over ~20km² which provided a high spatial and temporal resolution dataset for the period 
September 2007 to March 2012. The dataset was also used to assess the representativeness 
of Kevo Meteorological Station of the surrounding terrain. Also, the detailed local lapse 
rate results were used to validate the air temperatures form climate average estimations at 
seven nearby lakes that had been used as part of the calibration training dataset for a 
chironomid-temperature inference model (Luoto, 2009). Finally, air and surface water 
temperatures were measured at the seven lakes to test a summer lake surface water 
temperature model previously developed for modelling surface water temperatures from air 
temperatures in south-west Greenland (Kettle et al., 2004). 
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 Specifically the main findings of the research showed: 
a) Chapter 5A-D: A complex, highly variable temperature structure driven by the high 
latitude solar geometry, incised topography, variable land cover and synoptic 
conditions: 
i. Clear skies, low winds and snow cover allow intense and persistent cold 
pools to develop – inversions of 80˚C/km are common during the polar 
night and spring. In winter cold pool destruction is a purely mechanical 
process primarily linked to higher winds flushing the valleys as radiation 
input is minimal. However, low winds aligned with the valley orientation 
occasionally flush the cold pool. During the spring increasing insolation 
tends to result in the thermal dispersion of cold pools daily. Weak 
inversions are able to form during the polar day as during the ‘night’ with a 
low solar elevation most of the area was topographically shaded. 
ii. In the winter months the link between cloud cover and relative vorticity is 
weaker than during the summer, so inversion formation is not necessarily 
associated with anticyclonic conditions. 
iii. Kevojärvi has a significant influence on temperatures during the ice-free 
period resulting in a reversal of the usual diurnal steepening of the lapse 
rates during the day at low elevations (76-100m) and a flattening of the 
lapse rates across the day at mid elevations (100-175m). Local low level 
inversions are common during the summer months as a result. 
iv. Contrasts in albedo across the elevational range during spring results in a 
significant steepening of day time lapse rates beyond the dry adiabatic         
(-9.8˚C /km) from March through to May. 
v. Diurnal temperature ranges varied markedly across the area due to 
topographic position and land cover changes. At the hilltop diurnal 
variability was relatively consistent (~5˚C, 11-day moving average) with a 
slight increase in range during the summer and small decrease around the 
time of lake freeze-up. The greatest diurnal range is seen at south facing low 
elevation sites (~15˚C, up to 30˚C on individual days). Ranges peaked 
around the spring equinox due to intense inversions at night and their 
regular destruction during the day. Also marked decreases in range were 
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seen during lake ice melt and freeze-up when the temperature was buffered 
by the water/ice phase change. 
vi. Variation in free-air temperatures (taken as the temperature at the 850mb 
pressure level) explains between approximately 60% (valley bottom) and 
70% (hilltop) of the near-surface temperature variability across the study 
area over the year. Considering the decoupling at monthly intervals the 
summer months were relatively consistent for the hilltop with 
approximately 50% of the variability explained on average. For the valley 
bottom the pattern for the summer months was more peaked and the average 
variability explained was 38%. The winter months were more variable, with 
the hilltop experiencing slightly less decoupling than the valley bottom. 
There is also a notable decrease in explained variability towards October 
suggesting that the lake freeze-up has a strong and consistent decoupling 
effect across the area at this time. 
vii. Principal component analysis decomposition of the data by month and time 
quantified the amount of variation in the temperature data attributable to the 
underlying factors and their relationship to the synoptic variables. Two 
factors explain most of the variability during winter, summer and autumn. 
During the winter and early morning at most other times of the year the first 
factor (explaining the majority of variance) is correlated with elevation and 
inversion conditions. During the summer aspect effects were the dominant 
factor. During the transition the dominant factor was a mix of the elevation 
and aspect. With complex interactions between solar geometry, topography 
and land cover March, April and May have particularly complex 
temperature patterns with four or five factors explaining more than 1% of 
the variance. The smaller factors tend to reflect distinct microclimates due 
to effects such as topographic shading and convex topography with south 
facing aspects, or the frequent formation of partial cold pools.  
 
 
b) Chapter 5E: The representativeness of Kevo Meteorological Station was quantified 
with respect to the main datalogger network and was ranked 14th/15th (mean/median 
values respectively) out of the 61 sites. As the station location is on a peninsula in 
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Kevojärvi within the valley it could not be considered representative of the wider 
fjeld area. 
 
c) Chapter 5F: Using lapse rate values from the main dataset the mean July air 
temperature estimations for seven lakes used by Luoto (2009) based on climate 
averages for the period 1971-2000, were validated. The lakes were relatively close 
to Kevo station (2-13km) and the validation estimates were slightly cooler than 
those used by Luoto by 0.15 to 0.38˚C, with the difference increasing with 
elevation difference from the station. These values are less than half the minimum 
prediction error (RMSEP) typically reported for palaeoclimate proxy calibration 
training sets (1.0 – 2.5˚C, Brooks, 2006). Although based on a limited sample the 
implication is that, broadly speaking, air temperature estimates (as a proxy for 
water temperatures) from interpolated regional data are fit for purpose, with the 
caveat that lake-specific circumstances may act to decouple air and water 
temperatures. 
 
d) Chapter 5F: With minor modification reflecting the difference in ice-free periods 
between lakes in south-west Greenland and those in northern Finnish Lapland, 
Kettle et al.’s general surface water temperature model showed good potential for 
modelling lake surface water temperatures in seven test lakes using just air 
temperatures and potential solar radiation. Further testing in more lakes with a 
wider range of depths and surface areas is required to better calibrate the general 
model parameters. 
 
From the results two general recommendations are suggested. The use of mean 
statistics in describing temperature patterns could be misleading as the high frequency of 
inversion conditions results in a non-normal distribution pattern. It is recommended that 
median values be reported if possible. Also, using the -6.5 ˚C/km global average 
environmental lapse rate, or any fixed yearly value, would result in significant 
interpolation errors throughout the year with the possible exception of June and July as the 
differences are small and the small elevation range would also limit the error. Monthly 
median values are suggested as a minimum level of detail. 
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With climate change predictions suggesting increased westerly flow and a 
strengthening storm track for the region, the likely effect on local temperatures is for a 
tendency towards increased warming in the valley at all times of year. The strengthening 
flow and more cyclonic conditions will act to inhibit inversion formation. As the largest 
portion of temperature variance is linked to inversion conditions local warming could be 
greater than that predicted for the region as a whole (2-7˚C, Jylhä et al., 2004). More data 
and analysis are required to quantify this potential change. 
 
7.3 Limitations 
 This study has detailed the complex spatial and temporal temperature patterns for a 
small area with incised valleys and Kevojärvi, a small lake with considerable influence 
over the climate in the immediate area. While the analysis is specific to Kevo some of the 
findings may be representative and applicable at other locations that might experience 
broadly similar climates. For example, Kevo is in the rain shadow of the Scandes and so 
experiences relatively low annual rainfall compared to the Norwegian coast at the same 
latitude. This climate extends some way down the east of the Scandes. Similar climates 
may be found at other locations at similar latitudes e.g. Canada and Alaska. Temporal 
adjustments in local patterns as a result of different solar geometries (with changing 
latitude) and length of snow season would be evident but the complexity of temperature 
variability could likely be similar. 
 The study has highlighted a number of potential issues, all of which can be 
addressed or investigated further in future work. The issues were: 
 The representativeness of the datalogger sites in the context of the study area 
(sampling strategy): lower elevations, 76-102m, were over represented at the 
expense of elevations between 203m and 254m. As a consequence the tree line 
transition is under-represented, yet is an area of significant changes in 
microclimate. Also there is slight bias towards sites with south and easterly aspects. 
 The shielding used to house the dataloggers has only had a limited field testing to 
assess its influence on datalogger measurements. For the majority of sites the 
influence is minimal. However, for a number of sites, mainly with south facing 
aspects, a more detailed quantification of errors would be useful. 
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 The calibration of the synoptic objective classification system used seemed to 
favour pure anticyclonic and cyclonic classes (see Future Research overleaf). 
 Although the main network dataset has a high spatial and temporal resolution over 
4.5 years (to date), the temperature records at Kevo suggest that the period covered 
by the study to date has not seen some of the more extreme years in terms of 
temperature variability. 
 
7.4 Future Research 
 Regarding Kettle et al.’s (2004) summer lake surface water temperature model the 
instrumentation of additional lakes of a suitable range of depths and surface areas would be 
useful in confirming the model’s potential. For the main datalogger network a useful first 
step would be to address the limitations previously noted: 
 Additional datalogger sites could be installed at the under-represented areas, or 
alternatively redeployed from the over-represented areas. 
 A full testing of the shielding could be conducted over a deployment cycle by 
installing modified shielding for comparison alongside key sites. 
 A way to calibrate the synoptic classification system, or replace it, would be to use 
PCA in T-mode on the reanalysis data. T-mode PCA would highlight temporal 
clusters of synoptic patterns for the area. These data could then be compared to the 
classification system and the relationships used to confirm the frequency of the 
synoptic classes. 
 
Other future research includes developing the scope of the application of the dataset 
in terms of both the type of data collected and applicably to other areas. Several 
developments have been ongoing since the start of this study. These include: 
 All dataloggers are now upgraded to Hoboware Pro v2, recording both temperature 
and relative humidity. As of March 2013 there are 2 years of RH data for all sites. 
Future analysis, dependent on continuity of the network, will investigate vapour 
fluxes across the study area. 
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 There are some preliminary local site valley and hilltop wind data are available 
(winter 2009/10) to begin an investigation into the relationship between gradient 
wind, near-surface temperatures and valley winds and the development and 
destruction of cold air pools. More data are required for the summer months. 
 Five datalogger sites from the lake air temperature network, two from Vuoskojavri 
and three from Sirrajavri have been incorporated into the main network. 
 A second network of 52 datalogger sites was set up in Abisko, Sweden, in 
September 2011 for a comparative study. The sites have both air (temperature/RH) 
and soil (temperature) dataloggers installed. Soil data loggers were installed at 
selected sites at Kevo at the same time.  
 
The Abisko site is at a similar latitude to that of Kevo (68 ˚N vs. 70˚N). Kevo has 
an average annual temperature of ~-2˚C and Abisko ~+2˚C, so the Abisko data may give 
indication of how Kevo may change with future warming. The terrain at Abisko is of a 
larger scale than that of Kevo. Abisko has a larger elevational range, and the nearby Lake 
Tornetrask is much larger than Kevojärvi. With soil temperature data the decoupling 
between soil and air temperatures can be assessed. The development of the data into 
structured levels will enable the use of multi-level modelling for analysis, allowing the 
investigation of climate decoupling across levels and spatial scales. This was the topic of a 
recent grant proposal with a view to further developing the datalogger sites with additional 
dataloggers at vegetation level. Additional sites in the surrounding area would also be 
developed to provide validation data. 
 As the data collection continues it will become possible to look at variations in 
temperature trends between different sites, the relationship of those trends to the synoptic 
conditions and how those trends may change with changes in the synoptic conditions e.g. 
Daly et al. (2009) (based on 16 years of data) and Holden and Rose (2010). As of March 
2014 there will be 6.5 years of data to compare and correlated with synoptic data. With the 
monthly data archive at Kevo dating back to January 1962 and daily data back to January 
1982 it may be possible to hind-cast temperatures at the sites with a view to reconstructing 
past local trends. It may also be possible to validate the hind-casts at sites as there are relict 
Stevenson screens at sites WIND5 and JEE06, suggesting additional archived data.  
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Appendix 1: Missing Data Summary 
Table A1.1 Main network missing data summary. 
60 Valid 
 
Missing 
 
Total 
 
46 Valid 
 
 
N % N % N 
  
N % 
ALLLK 6631 1.000 1 0.000151 6632 1 ALLLK 6631 1.000 
ALLSUM 5818 0.877 814 0.122738 6632 2 JEC 6628 0.999 
JEC 6628 0.999 4 0.000603 6632 3 JEE01 6632 1.000 
JEE01 6632 1.000 0 0 6632 4 JEE02 6632 1.000 
JEE02 6632 1.000 0 0 6632 5 JEE03 6404 0.966 
JEE03 6404 0.966 228 0.034379 6632 6 JEE04 6632 1.000 
JEE04 6632 1.000 0 0 6632 7 JEE06 6631 1.000 
JEE05 6169 0.930 463 0.069813 6632 8 JEE07 6631 1.000 
JEE06 6631 1.000 1 0.000151 6632 9 JEE08 6631 1.000 
JEE07 6631 1.000 1 0.000151 6632 10 JES00 6632 1.000 
JEE08 6631 1.000 1 0.000151 6632 11 JES01 6572 0.991 
JEN 5479 0.826 1153 0.173854 6632 12 JES02 6632 1.000 
JES00 6632 1.000 0 0 6632 13 KEVHS 6632 1.000 
JES01 6572 0.991 60 0.009047 6632 14 KEVV1 6631 1.000 
JES02 6632 1.000 0 0 6632 15 KEVV2 6631 1.000 
JETTY 5470 0.825 1162 0.175211 6632 16 KOA1 6632 1.000 
JUMB1 6219 0.938 413 0.062274 6632 17 KPA2 6631 1.000 
JUMB2 6359 0.959 273 0.041164 6632 18 LASSE2 6265 0.945 
KEVHS 6632 1.000 0 0 6632 19 LASSE3 6631 1.000 
KEVV1 6631 1.000 1 0.000151 6632 20 LONEP 6631 1.000 
KEVV2 6631 1.000 1 0.000151 6632 21 MARTE 6598 0.995 
KOA1 6632 1.000 0 0 6632 22 MARTW 6621 0.998 
KOA2 6472 0.976 160 0.024125 6632 23 PUKE1 6632 1.000 
KPA1 5490 0.828 1142 0.172195 6632 24 PUKE2 6631 1.000 
KPA2 6631 1.000 1 0.000151 6632 25 PUKS1 6611 0.997 
LASSE1 6556 0.989 76 0.01146 6632 26 PUKS2 6580 0.992 
LASSE2 6265 0.945 367 0.055338 6632 27 PUKS6 6632 1.000 
LASSE3 6631 1.000 1 0.000151 6632 28 PUKS7 6632 1.000 
LONEP 6631 1.000 1 0.000151 6632 29 PUKSUM 6631 1.000 
MARTE 6598 0.995 34 0.005127 6632 30 PUKW1 6631 1.000 
MARTW 6621 0.998 11 0.001659 6632 31 PUKW2 6632 1.000 
PUKE1 6632 1.000 0 0 6632 32 TSACOL 6632 1.000 
PUKE2 6631 1.000 1 0.000151 6632 33 TSAE02 6631 1.000 
PUKS1 6611 0.997 21 0.003166 6632 34 TSAN00 6631 1.000 
PUKS2 6580 0.992 52 0.007841 6632 35 TSAN01 6628 0.999 
PUKS3 6171 0.930 461 0.069511 6632 36 TSAN02 6631 1.000 
PUKS4 6120 0.923 512 0.077201 6632 37 TSASUM 6632 1.000 
PUKS5 6123 0.923 509 0.076749 6632 38 TSAW 6630 1.000 
PUKS6 6632 1.000 0 0 6632 39 TSIE1 6632 1.000 
227 
 
PUKS7 6632 1.000 0 0 6632 40 TSIE2 6632 1.000 
PUKSUM 6631 1.000 1 0.000151 6632 41 TSIW1 6632 1.000 
PUKW1 6631 1.000 1 0.000151 6632 42 TSIW2 6632 1.000 
PUKW2 6632 1.000 0 0 6632 43 WIND2 6632 1.000 
TSACOL 6632 1.000 0 0 6632 44 WIND3 6630 1.000 
TSAE01 6593 0.994 39 0.005881 6632 45 WIND4 6626 0.999 
TSAE02 6631 1.000 1 0.000151 6632 46 WIND5 6627 0.999 
TSAN00 6631 1.000 1 0.000151 6632 
 
average 6614.37 0.997342 
TSAN01 6628 0.999 4 0.000603 6632 
    TSAN02 6631 1.000 1 0.000151 6632 
    TSASUM 6632 1.000 0 0 6632 
    TSAW 6630 1.000 2 0.000302 6632 
    TSIE1 6632 1.000 0 0 6632 
    TSIE2 6632 1.000 0 0 6632 
    TSIW1 6632 1.000 0 0 6632 
    TSIW2 6632 1.000 0 0 6632 
    WIND1 6555 0.988 77 0.01161 6632 
    WIND2 6632 1.000 0 0 6632 
    WIND3 6630 1.000 2 0.000302 6632 
    WIND4 6626 0.999 6 0.000905 6632 
    WIND5 6627 0.999 5 0.000754 6632 
    Average% 6497.583 0.980 
        
Table A1.2 Lake Network Missing Data 
Lake, Air Data Missing Lake, Water Data Missing 
Gaskkamus 
Cieskuljavri  (west) 
12.04.11, 0030 to 
12.09.11, 0900 FST 
Sirrajavri (west) All 
Ravdojavri (west) 15.11.10, 1430 to 
15.03.11, 1330 FST 
Gaskkamus 
Cieskuljavri  (west) 
All 
  Vadiad Ravdojavri 
(east) 
All 
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Appendix 2: Additional DEM/Site Distribution Information 
  
Figure A2.1 Site aspect distribution for all 60 sites based on quadrants 
  
Figure A2.2 DEM aspect distribution based on an 8-point compass and flat areas. 
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Figure A2.3 Site aspect distribution for all 60 sites based on an 8-point compass and flat areas. 
  
Figure A2.4 Site aspect distribution for 46 sites based on an 8-point compass and flat areas. 
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Appendix 3: Additional Synoptic Information 
Formulae for 5˚ latitude by 5˚ longitude grid:  
𝑊 =
1
2
(𝑝12 + 𝑝13) −
1
2
( 𝑝4 + 𝑝5) 
𝑆 = 2.924 [
1
4
(𝑝5 + 2(𝑝9) + 𝑝13) −
1
4
(𝑝4 + 2(𝑝8) + 12)] 
𝐹 = √𝑆2 + 𝑊2 
𝑍𝑊 = 1.017 [
1
2
(𝑝15 + 𝑝16) −
1
2
(𝑝8 + 𝑝9)] − 0.985 [
1
2
(𝑝8 + 𝑝9) −
1
2
(𝑝1 + 𝑝2)]  
𝑍𝑆 = 8.549 [
1
4
(𝑝6 + 2(𝑝10) + 𝑝14) −
1
4
(𝑝5 + 2(𝑝9) + 𝑝13) −
1
4
(𝑝4 + 2(𝑝8) + 𝑝12)
+
1
4
(𝑝3 + 2(𝑝7) + 11)] 
Formulae for constants in the classification equations: 
𝑆 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 =
1
cos 𝜃
 
𝑍𝑊 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (1) (5˚𝑥10˚ 𝑔𝑟𝑖𝑑) =
sin 𝜃
sin(𝜃 − 5˚)
 
𝑍𝑊 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (2) (5˚𝑥10˚ 𝑔𝑟𝑖𝑑) =
sin 𝜃
sin(𝜃 + 5˚)
 
𝑍𝑊 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (1) (5˚𝑥 5˚ 𝑔𝑟𝑖𝑑) =
sin 𝜃
sin(𝜃 − 2.5˚)
 
𝑍𝑊 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (2) (5˚𝑥 5˚ 𝑔𝑟𝑖𝑑) =
sin 𝜃
sin(𝜃 + 2.5˚)
 
𝑍𝑆 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (5˚𝑥 10˚ 𝑔𝑟𝑖𝑑) =
1
2(cos 𝜃)2
 
𝑍𝑆 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (5˚𝑥 5˚ 𝑔𝑟𝑖𝑑) =
1
(cos 𝜃)2
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Figure A3.1 Gradient flow strength by month (850mb level) (Sep2007-Dec 2010). 
 
Figure A3.2 Westerly flow strength by month (850mb level) (Sep2007-Dec 2010). 
 
Figure A3.3 Southerly flow strength by month (850mb level) (Sep2007-Dec 2010). 
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Figure A3.4 Vorticity by month (850mb level) (Sep2007-Dec 2010). 
 
 
Figure A3.5 Example synoptic chart from www.wetterzentrale.de. Used to manually assess the objective 
classification system. 
 
