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Work statistics characterizes important features of a non-equilibrium thermodynamic process. But the calcu-
lation of the work statistics in an arbitrary non-equilibrium process is usually a cumbersome task. In this work,
we study the work statistics in quantum systems by employing Feynman’s path-integral approach. We derive
the analytical work distributions of two prototype quantum systems. The results are proved to be equivalent to
the results obtained based on Schro¨dinger’s formalism. We also calculate the work distributions in their clas-
sical counterparts by employing the path-integral approach. Our study demonstrates the effectiveness of the
path-integral approach to the calculation of work statistics in both quantum and classical thermodynamics, and
brings important insights to the understanding of the trajectory work in quantum systems.
I. INTRODUCTION
In the past few decades, there’s been growing interests in
microscopic systems down to the nanoscale where fluctua-
tions dominate. As an extension of the traditional thermody-
namics, a comprehensive framework known as stochastic ther-
modynamics was proposed [1, 2]. In this framework, work,
heat and entropy production are defined as trajectory function-
als [1–5]. As a consequence, the first law of thermodynamics
is reformulated from ensemble level to individual trajectory
level, and the second law is refined from inequalities to equal-
ities [4, 6–9], which have been verified by enormous experi-
ments [10–18].
Although trajectory work is well-defined in classical
stochastic thermodynamics, it is elusive in quantum thermo-
dynamics, because work is not an observable (it characterizes
a process rather than an instantaneous state of a system) [19].
There are numerous proposals for the definition of quantum
work [19–41], and the most widely accepted one is based
on the so-called two-point measurement (TPM). According to
this definition, two projective measurements over the instan-
taneous Hamiltonian are performed at the beginning and the
end of the force protocol. The work in a single realization is
determined by the difference of the two energy eigenvalues
[19–22]. It is straightforward to demonstrate that the TPM
scheme leads to a quantum version of the Jarzynski equality
[4] and the Crooks fluctuation theorem [7].
By analogy with the partition function, which characterizes
completely the properties of a thermal equilibrium state, the
work statistics is an essential function which encodes impor-
tant information about the non-equilibrium thermodynamic
process [42, 43]. Nevertheless, the calculation of the work
statistics in an arbitrary non-equilibrium process is a cumber-
some task, and there is no universal method to do the calcu-
lation. In literature, the work statistics are usually calculated
case by case, e.g., by solving the time-dependent Schro¨dinger
equation [44–47] or Heisenberg equation [48, 49]. In Refs.
[50, 51], a quantum Feynman-Kac equation was introduced,
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and the work statistics can be obtained by solving this equa-
tion. In this article, we propose a universal method, i.e., the
path-integral approach to study the calculation of the work
statistics in non-equilibrium processes. As examples, we cal-
culate the work statistics in two prototype models, i.e., the
harmonic oscillator with a time-dependent angular frequency
and a free particle inside an expanding piston. We derive the
analytical work distributions of non-equilibrium processes for
these two systems. Our work provides good examples to show
the effectiveness of the path-integral approach, and will shed
new light on the understanding of quantum work.
This paper is organized as follows. In Sec. II, we briefly re-
call the path integral expression of the characteristic function
of work and introduce two prototype models. In Sec. III, we
derive the analytical work distributions of these two models
by the path-integral approach and show the consistency with
previous results. In Sec. IV, we do the calculation by employ-
ing the path-integral approach in their classical counterparts.
We conclude our paper in Sec. V.
II. MODELS AND PATH INTEGRAL EXPRESSION OF
THE CHARACTERISTIC FUNCTION OF WORK
We consider an isolated system, the Hamiltonian is given
by
Hˆ(λt) =
pˆ2
2m
+ Vˆ (λt, xˆ), (1)
where m is the mass and Vˆ (λt, xˆ) is an arbitrary potential
with its time dependence specified by the protocal λt. Work is
done on the system when the work parameter λt is controlled
by an external agent. We measure the energy of the system at
t = 0 and t = τ respectively, and get instantaneous eigenen-
ergies E0n (at t = 0) and E
τ
l (at t = τ ). Then the quantum
fluctuating work is defined as the difference between the two
eigenenergies:
Wl,n = E
τ
l − E0n. (2)
We use |Etn〉 to represent the n-th instantaneous energy eigen-
state of the system at time t, and
pn =
〈
E0n |ρˆ(0)|E0n
〉
(3)
2is the probability of finding the system in the n-th eigenstate
|E0n〉 in the first projective measurement, where
ρˆ(0) = e−βHˆ(λ0)/Z0 (4)
is the initial canonical density matrix of the system at the in-
verse temperatureβ, andZ0 = Tr[e
−βHˆ(λ0)] is the initial par-
tition function. Then the joint probability of observing the
fluctuating workWl,n is given by
p(n, l) = pn
∣∣〈Eτl |Uˆ |E0n〉∣∣2, (5)
where
Uˆ = Tˆ e−
i
~
∫
τ
0
dtHˆ(λt) (6)
is the unitary operator of the evolution. The work probability
distribution is given by
P (W ) =
∑
l,n
δ(W −Wl,n) p(l, n). (7)
Taking the Fourier transformation of the work probability dis-
tribution, we obtain the characteristic function of work [19]
χW (ν) =
∫
dWP (W )eiνW . (8)
This can be written as
χW (ν) = Tr
[
Uˆe−iνHˆ(λ0)ρˆ(0)Uˆ †eiνHˆ(λτ )
]
. (9)
Considering the definition of a propagator, we have the fol-
lowing relations: 〈xf |Uˆe−iνHˆ(λ0)|xi〉 =
∫
Dx e
i
~
S1[x] and
〈yi|Uˆ †eiνHˆ(λτ )|yf 〉 =
∫
Dy e−
i
~
S2[y], whereDx andDy de-
note the integral over path x and y, S1[x] and S2[y] are actions
of the forward and the backward propagations which are de-
fined as
S1[x]=
∫ ~ν
0
dtL [λ0,x(t)]+
∫ τ+~ν
~ν
dtL [λt−~ν ,x(t)] , (10a)
S2[y]=
∫ τ
0
dsL [λs,y(s)]+
∫ τ+~ν
τ
dsL [λτ ,y(s)] . (10b)
Here L [λt, x(t)]=
m
2 x˙
2(t)−V (λt, x(t)) is the Lagrangian.
As a result, we can rewrite Eq. (9) in the path integral formal-
ism as [52]
χW (ν) =
∫
e
i
~
(S1[x]−S2[y])ρ(xi, yi)δ(xf − yf), (11)
where
ρ(xi, yi) = 〈xi |ρ(0)| yi〉 (12)
is the elements of the density matrix in the coordi-
nate representation, and the integration in Eq. (11) is∫
dxidxfdyidyfDxDy.
One can see that there are two different propagations in Eq.
(11), i.e., the forward and the backward propagations. For the
forward propagation denoted by S1[x], the work parameter
is held fixed at λ0 during the period from t = 0 to t = ~ν,
then the work parameter is changed from an initial value λ0
at t = ~ν to a final value λτ at t = τ + ~ν. While for the
backward propagation denoted by S2[y], the work parameter
is first changed from the initial value λ0 at s = 0 to a final
value λτ at s = τ , then the work parameter is held fixed at its
final value λτ during the period from s = τ to s = τ + ~ν.
As is known, the Feynman path integrals are usually dif-
ficult to evaluate. However, in the semiclassical approxima-
tion, only the classical paths are included in the path integral
and the evaluation of path integral becomes much simpler. In
some special cases, the semiclassical propagators are exact,
for example, the two prototype models considered in the cur-
rent paper. As the first example, we consider the quantum
harmonic oscillator with a time-dependent angular frequency
[44, 45, 53], and the other one is a free particle inside a rigid
box with one wall moving uniformly in time [54]. We hope
to use these two examples to illustrate the effectiveness of the
path-integral approach to the calculation of the work statistics
in non-equilibrium processes and also gain insights about the
meaning of quantum trajectory work.
III. PATH-INTEGRAL APPROACH TO THE
CALCULATION OF WORK STATISTICS IN TWO
PROTOTYPE QUANTUM SYSTEMS
In the following, we will evaluate the characteristic func-
tion χW (ν) (11) of two prototype models. One can see that
the forward (10a) (also the backward (10b)) propagation can
be divided into two independent parts by inserting an interme-
diate position xb. For the forward propagation:
∫ xf
xi
Dx e
i
~
S1[x]=
∫
dxb
∫ xb
xi
Dx e
i
~
I1[x]
∫ xf
xb
Dx e
i
~
I2[x],
(13)
where
I1[x]=
∫
~ν
0
dt L [λ0, x(t)] , I2[x]=
∫ τ
0
dt L [λt, x(t)] .
(14)
For the backward propagation:
∫ yf
yi
Dy e−
i
~
S2[y] =
∫
dyb
∫ yb
yi
Dy e−
i
~
I3[y]
∫ yf
yb
Dy e−
i
~
I4[y],
(15)
where
I3[y]=
∫ τ
0
ds L [λs, y(s)] , I4[y]=
∫
~ν
0
ds L [λτ , y(s)] .
(16)
We first calculate each part independently and then integrate
over the intermediate position xb or yb to get the propagator
of the forward and the backward propagation.
3A. Quantum harmonic oscillator with a time-dependent
angular frequency
We consider a quantum harmonic oscillator with a time-
dependent angular frequencyω(t). Please note that ω(t) plays
the role of λt in this model and can be an arbitrary function
of t (not necessarily a linear function of t). The forward prop-
agation consists of two parts. For the first part, the angular
frequency of the quantum harmonic oscillator is fixed at ω0
during the period from t = 0 to t = ~ν. For the second part,
the frequency is changed from the initial value ω0 at t = ~ν
to ω1 at t = ~ν + τ according to a given protocal ω(t). The
backward propagation also consists of two parts. For the first
part, the frequency is changed from ω0 at t = 0 to ω1 at t = τ
according to the same work protocal ω(t) as in the forward
propagation. For the second part, the frequency of the system
is fixed at ω1 during the period from t = τ to t = τ + ~ν.
In the following, we will derive the characteristic function
of work based on the path integral approach. First, let us
derive the semiclassical propagator of the system. The La-
grangian of the system can be written as
L [λt, x(t)] :=
m
2
x˙2(t) − m
2
ω2(t)x2(t), (17)
and the classical path x(t) satisfies
d
dt
∂L
∂x˙
=
∂L
∂x
, (18)
or alternatively,
x¨(t) = −ω2(t)x(t) (19)
with the boundary conditions x(ti) = xi and x(tf ) = xf .
Please note that the quantum harmonic oscillator has only one
classical path. After some calculations, we get the action of
the system as [53]
S [xf ] =
m
2X(tf)
(
X˙(tf )x
2
f − 2xfxi + Y (tf )x2i
)
. (20)
Here X(t) and Y (t) are two linearly independent solutions
to the second-order ordinary differential equation (19) with
the initial conditions X(ti) = 0, X˙(ti) = 1 and Y (ti) = 1,
Y˙ (ti) = 0. They satisfy the relation X˙Y − Y˙ X = 1 for any
time t. Then we get the semiclassical propagator
∫ xf
xi
Dx e
i
~
S[x] =
√
m
2pii~X(tf)
exp
[
im
2~X(tf)
(
X˙(tf )x
2
f − 2xfxi + Y (tf )x2i
)]
. (21)
This semiclassical propagator can be proved to be exact [53].
From Eq. (11), one can see that the expression of the char-
acteristic function of work consists of three parts. The first
part is the propagator for the forward propagation, the second
part is the propagator for the backward propagation, and the
third part is the elements of the initial density matrix of the
system in the coordinate representation. In the following, we
will calculate these three parts separately, and then integrate
over the initial and the final positions (xi, yi, xf , yf ).
Propagator for the forward propagation.—For the first part
of the forward propagation, the angular frequency is fixed at
the initial value ω0, and the oscillator moves from xi at ti = 0
to xb at tf = ~ν. The analytical expression of the propagator
for the first part of the forward propagation can be expressed
as:
∫ xb
xi
Dx e
i
~
I1[x] =
√
m
2pii~X1(~ν)
exp
[
im
2~X1(~ν)
(
X˙1(~ν)x
2
b − 2xbxi + Y1(~ν)x2i
)]
. (22)
Here X1(t) and Y1(t) satisfy X¨1 = −ω20X1, Y¨1 = −ω20Y1,
with the initial conditionsX1(0) = 0, X˙1(0) = 1, Y1(0) = 1,
Y˙1(0) = 0. The exact solution of X1(~ν) and Y1(~ν) can be
obtained as follows,
X1(~ν) = sin ν~ω0/ω0, X˙1(~ν) = cos ν~ω0,
Y1(~ν) = cos ν~ω0, Y˙1(~ν) = −ω0 sin ν~ω0. (23)
For the second part of the forward propagation, the fre-
quency is changed from the initial value ω0 to the final value
ω1, and the oscillator moves from xb at ti = 0 to xf at tf = τ .
The analytical expression of the propagator for the second part
of the forward propagation can be expressed as
4∫ xf
xb
Dx e
i
~
I2[x] =
√
m
2pii~X(τ)
exp
[
im
2~X(τ)
(
X˙(τ)x2f − 2xfxb + Y (τ)x2b
)]
. (24)
Substituting Eqs. (22, 24) into Eq. (13) and integrating over
the intermediate position xb, one can obtain the semiclassical
propagator for the forward propagation
∫ xf
xi
Dx e
i
~
S1[x] =
√
pi
2
(1 + i)
m
2pii~
1√
X1(~ν)X(τ)
1√
m
2~
[
X˙1(~ν)
X1(~ν)
+ Y (τ)X(τ)
]
× exp

− im
2~
(
xi
X1(~ν)
+
xf
X(τ)
)2
(
X˙1(~ν)
X1(~ν)
+ Y (τ)X(τ)
) + im
2~
(
Y1(~ν)
X1(~ν)
x2i +
X˙(τ)
X(τ)
x2f
). (25)
Here we have used the results of Fresnel integration [55]
∫ ∞
−∞
dxb e
iC1x
2
b−iC2xb =
√
pi
2
(1 + i)
e
−
iC22
4C1√
C1
, (26)
where C1 and C2 are two arbitrary constants.
Propagator for the backward propagation.—Similarly, one
can obtain the expression of the propagator for the backward
propagation,
∫ yf
yi
Dx e−
i
~
S2[y] =
√
pi
2
(1− i) m−2pii~
1√
X(τ)X2(~ν)
1√
m
2~
[
X˙(τ)
X(τ) +
Y2(~ν)
X2(~ν)
]
× exp

 im
2~
(
yi
X(τ) +
yf
X2(~ν)
)2
(
X˙(τ)
X(τ) +
Y2(~ν)
X2(~ν)
) − im
2~
(
Y (τ)
X(τ)
y2i +
X˙2(~ν)
X2(~ν)
y2f
). (27)
Here X2(t) and Y2(t) satisfy X¨2 = −ω21X2, Y¨2 = −ω21Y2,
with the initial conditionsX2(0) = 0, X˙2(0) = 1, Y2(0) = 1,
Y˙2(0) = 0. Similarly, the exact solutions of X2(~ν) and
Y2(~ν) can be obtained as follows,
X2(~ν) = sin ν~ω1/ω1, X˙2(~ν) = cos ν~ω1,
Y2(~ν) = cos ν~ω1, Y˙2(~ν) = −ω1 sin ν~ω1. (28)
Initial density matrix in the coordinate representation.—
We assume that the system is initially prepared in a thermal
equilibrium state,
ρ(xi, yi) =
∞∑
n=1
e−βE
0
n
Z0
Ψ0n(xi)Ψ
0
n
∗
(yi), (29)
where E0n = ~ω0(n+ 1/2), Z0 = e
−β~ω0
2 /(1− eβ~ω0) are
the eigenenergies and the partition function of the quantum
harmonic oscillator at time t = 0, and Ψ0n(x) are the corre-
sponding eigenfunctions. The density matrix in the coordinate
representation can be written in the following compact form
[44, 45],
5ρ(xi, yi) =
(
1− e−β~ω0) ∞∑
n=1
(
e−β~ω0
)n
Ψ0n(xi)Ψ
0
n
∗
(yi)
=
(
1− e−β~ω0)√ mω0
~pi (1− e−2β~ω0) exp
[
−mω0
~
(
1 + e−2β~ω0
) (
x2i + y
2
i
)− 4e−β~ω0xiyi
2 (1− e−2β~ω0)
]
. (30)
Substituting Eqs. (25, 27, 30) into Eq. (11) and integrating
over the initial and the final positions (xi, yi, xf , yf), one can
obtain the characteristic function of work
χW (ν) = pi
( m
2pi~
)2 1√
X1(~ν)X(τ)
1√
X(τ)X2(~ν)
× 1√
m
2~
[
X˙1(~ν)
X1(~ν)
+ Y (τ)X(τ)
] 1− e−β~ω0√
m
2~
[
X˙(τ)
X(τ) +
Y2(~ν)
X2(~ν)
]
√
mω0
~pi (1− e−2β~ω0) · Ξ, (31)
where
Ξ =
∫
dxidxfdyi exp
[
− im
2~
(
xi
X1(~ν)
+
xf
X(τ)
)2
(
X˙1(~ν)
X1(~ν)
+ Y (τ)X(τ)
) + im
2~
(
yi
X(τ) +
xf
X2(~ν)
)2
(
X˙(τ)
X(τ) +
Y2(~ν)
X2(~ν)
) + im
2~
(
Y1(~ν)
X1(~ν)
x2i +
X˙(τ)
X(τ)
x2f
)
− im
2~
(
Y (τ)
X(τ)
y2i +
X˙2(~ν)
X2(~ν)
x2f
)
− mω0
~
(
1 + e−2β~ω0
) (
x2i + y
2
i
)− 4e−β~ω0xiyi
2 (1− e−2β~ω0)
]
. (32)
After some simplification (See Appendix A for details), we
obtain the characteristic function of work for the quantum har-
monic oscillator with a time-dependent angular frequency
χW (ν) =
√
2
(
1− e−βε0) eiν∆ε/2√
Q∗
(
1− e2iνε1)(1− e−2(iν+β)ε0)+ (1 + e2iνε1)(1 + e−2(iν+β)ε0)− 4eiνε1e−(iν+β)ε0 , (33)
where
Q∗ =
1
2ω0ω1
{
ω0
[
ω21X
2(τ) + X˙2(τ)
]
+
[
ω21Y
2(τ) + Y˙ 2(τ)
]}
. (34)
Please note that Eq. (33) is exactly the same as Eq. (17)
in Ref. [44]. Therefore, the characteristic function of work
obtained by the path-integral approach is consistent with the
results obtained from solving Schro¨dinger’s equation.
B. A free particle inside a rigid box with one wall moving
uniformly in time
As the second model, we consider a rigid box with the left
wall fixed at x = 0 while the position of the right wall x = lt
is controlled by an external agent, and moves at a constant ve-
locity u. Please note that lt plays the role of λt in this model.
The forward propagation consists of two parts. For the first
6part, the right wall of the box does not move and stays at the
initial position x = l0 during the period of t ∈ [0, ~ν]. For the
second part, the right wall of the box moves at a constant ve-
locity u from the initial position l0 at t = ~ν to the final posi-
tion lf = l0 + uτ at t = τ + ~ν. The backward propagation
also consists of two parts. While for the first part, the right
wall of the box moves at the same velocity u from the initial
position l0 at t = 0 to the final position lf at t = τ . For the
second part, the right wall of the box does not move and stays
at the final position lf during the period of t ∈ [τ, τ + ~ν].
In evaluating the propagator (13) for a given pair of
(xi, xf ), there are infinite classical paths (which is quite dif-
ferent from the harmonic oscillator), but we can classify them
into four classes [54]. To be explicit, we can classify the clas-
sical paths by specifying which walls (the left or the right) the
particle collides with in the first and the last collisions. Class
I: the first collision with the right wall and the last collision
with the left wall; Class II: both the first and the last colli-
sions with the left wall; Class III: the first collision with the
left wall and the last collision with the right wall; Class IV:
both the first and the last collisions with the right wall. After
some calculations, one can get the actions for the four classes
mentioned above [54]:
S(n,j)(xf , tf ;xi, ti)= m
2(tf − ti)
(
(2nl0 + x+ y)
2+4nu [(xtf + yti)+nl0(ti + tf )]+4n
2u2titf
)
, j= I, II, III, IV. (35)
Here n = 1, 2, 3, ... denotes the total number of the collisions
of the trajectory, and j= I, II, III, IV represents the class that
the trajectory belongs to. For these four classes, the values of
(x, y) in Eq. (35) are different, and they are given as follows
[54]:
(I) x = −xi, y = xf ; (II) x = xi, y = xf ;
(III) x = xi, y = −xf ; (IV) x = −xi, y = −xf .
Then we get the semiclassical propagator by summing up all
semiclassical paths of the free particle:
∫ xf
xi
Dx e
i
~
S[x]=
(
m
2pii~(tf − ti)
)1/2( ∞∑
n=0
e
i
~
S(n,I) −
∞∑
n=0
e
i
~
S(n,II) +
∞∑
n=1
e
i
~
S(n,III) −
∞∑
n=1
e
i
~
S(n,IV)
)
. (36)
Please note that the second and the forth class have a minus
sign. This is due to the half-wave loss when the particle col-
lides with the walls for odd times [54]. Also, the forward and
the backward propagation can be divided into two indepen-
dent parts respectively, (see Eqs. (13-16)). We will calculate
the three parts in Eq. (11) first, and then we perform the inte-
gration over the initial and the final positions (xi, yi, xf , yf )
to calculate the characteristic function of work.
Propagator for the forward propagation.—For the first part
of the forward propagation, u = 0 and the right wall of the
box stays at the position of x = l0. The particle moves from
xi at ti = 0 to xb at tf = ~ν. Substituting u = 0 and four
classes of boundary conditions into Eq. (36),
(I) x=−xi, y = xb; (II) x = xi, y = xb;
(III) x=xi, y = −xb; (IV) x = −xi, y = −xb;
after some calculations, one can get the analytical expression
of the propagator for the first part of the forward propagation:
∫ xb
xi
Dx e
i
~
I1[x] =
2
l0
∞∑
n=1
e
− in
2pi2~2ν
2ml2
0 sin
(
npixi
l0
)
sin
(
npixb
l0
)
. (37)
For the second part of the forward propagation, the right wall
of the box moves at a constant velocity u from the initial po-
sition l0 to the final position lf , the particle moves from xb at
ti = 0 to xf at tf = τ . Substituting the following four classes
7of boundary conditions into Eq. (36),
(I)x = −xb, y = xf ; (II) x = xb, y = xf ;
(III)x = xb, y = −xf ; (IV) x = −xb, y = −xf ;
one can get the analytical expression of the propagator for the
second part of the forward propagation:
∫ xf
xb
Dx e
i
~
I2[x] =
2√
l0lf
e
imu
2~
(
x2
f
lf
−
x2
b
l0
)
∞∑
n=1
e
in2pi2~
2mu
(
1
lf
− 1
l0
)
sin
(
npixb
l0
)
sin
(
npixf
lf
)
. (38)
Substituting Eqs. (37, 38) into Eq. (13) and integrating
over the intermediate position xb, one can obtain the result of
the propagator (13) in terms of the imaginary error function
Erfi(x),
∫ xf
xi
Dx e
i
~
S1[x] =
1
l0
√
pi~
2mulf
(−1)5/4
×
∞∑
n1,n2=1
e
−
in21pi
2
~
2ν
2ml2
0
+
imux2
f
2~lf
+ ipi
2
~
2mu
(
n22
lf
+
n21
l0
)
sin
(
n1pixi
l0
)
sin
(
n2pixf
lf
)
·A1(n1, n2), (39)
where
A1(n1, n2) =
e−
in1n2pi
2
~
mul0
{
E r f i
[(
1
2
− i
2
)
~pi(n1 − n2)−mul0√
mul0~
]
− E r f i
[(
1
2
− i
2
)
~pi(n1 − n2) +mul0√
mul0~
]}
−e
in1n2pi
2
~
mul0
{
E r f i
[(
1
2
− i
2
)
~pi(n1 + n2)−mul0√
mul0~
]
− E r f i
[(
1
2
− i
2
)
~pi(n1 + n2) +mul0√
mul0~
]}
. (40)
The definition of the imaginary error function can be found in
Ref. [55]
E r f i(x) = −i · E r f(ix) = − 2i√
pi
∫ ix
0
e−t
2
dt. (41)
Propagator for the backward propagation.—Similarly, one
can obtain the expression of the propagator (15) for the back-
ward propagation,
∫ yf
yi
Dy e−
i
~
S2[y] =
1
lf
√
pi~
2mul0
(−1)5/4
×
∞∑
n3,n4=1
e
in23pi
2
~
2ν
2ml2
f
+
imuy2
i
2~l0
+ ipi
2
~
2mu
(
n23
lf
+
n24
l0
)
sin
(
n4piyi
l0
)
sin
(
n3piyf
lf
)
· A2(n3, n4), (42)
where
A2(n3, n4) =
e
−
in3n4pi
2
~
mulf
{
E r f i
[(
1
2
− i
2
)
~pi(n3 − n4)−mulf√
mulf~
]
− E r f i
[(
1
2
− i
2
)
~pi(n3 − n4) +mulf√
mulf~
]}
−e
in3n4pi
2
~
mulf
{
E r f i
[(
1
2
− i
2
)
~pi(n3 + n4)−mulf√
mulf~
]
− E r f i
[(
1
2
− i
2
)
~pi(n3 + n4) +mulf√
mulf~
]}
. (43)
8Initial density matrix in the coordinate representation.—
We assume that the system is prepared initially in the thermal
equilibrium state,
ρˆ(0) =
∞∑
n5=1
e−βE
0
n5
Z0
|Ψn5(x)〉 〈Ψn5(x)| , (44)
where Z0 =
∑
e−βE
0
n5 is the partition function. In the coor-
dinate representation,
ρ(xi,yi)=
2
Z0l0
∞∑
n5=1
e
−
βn25pi
2
~
2
2ml20 sin
(
n5pixi
l0
)
sin
(
n5piyi
l0
)
, (45)
where
E0n =
n2pi2~2
2ml20
, Ψn(x) =
√
2
l0
sin
(
npix
l0
)
(46)
are the eigenenergies and the eigenfunctions of the one-
dimensional infinite square well.
Substituting Eqs. (39, 42, 45) into Eq. (11) and integrating
over the initial and the final positions (xi, yi, xf , yf ), one can
obtain
χW (ν) =
pi2~2
64m2u2l0lfZ0
∞∑
n1,n2,n3,n4=1
e
−
in21pi
2
~
2ν
2ml2
0
+
in23pi
2
~
2ν
2ml2
f
−
βn21pi
2
~
2
2ml2
0 ·A1(n1, n2)A2(n3, n4)A3(n4, n1)A4(n2, n3). (47)
Here
A3(n4, n1) = e
in4n1pi
2
~
mul0
{
E r f i
[(
1
2
+
i
2
)
~pi(n4 − n1)−mul0√
mul0~
]
− E r f i
[(
1
2
+
i
2
)
~pi(n4 − n1) +mul0√
mul0~
]}
−e−
in4n1pi
2
~
mul0
{
E r f i
[(
1
2
+
i
2
)
~pi(n4 + n1)−mul0√
mul0~
]
− E r f i
[(
1
2
+
i
2
)
~pi(n4 + n1) +mul0√
mul0~
]}
, (48)
A4(n2, n3) = e
in2n3pi
2
~
mulf
{
E r f i
[(
1
2
+
i
2
)
~pi(n2 − n3)−mulf√
mulf~
]
− E r f i
[(
1
2
+
i
2
)
~pi(n2 − n3) +mulf√
mulf~
]}
−e−
in2n3pi
2
~
mulf
{
E r f i
[(
1
2
+
i
2
)
~pi(n2 + n3)−mulf√
mulf~
]
− E r f i
[(
1
2
+
i
2
)
~pi(n2 + n3) +mulf√
mulf~
]}
. (49)
We would like to emphasize that Eq. (47) is the analytical
expression of the characteristic function of work. This result
is obtained based on the path-integral approach. In the fol-
lowing, we will do a self-consistent check to show that Eq.
(47) is equal to the results obtained based on Schro¨dinger’s
formalism.
After Fourier transformation, we can get the work distribu-
tion for this process:
P (W ) =
1
2pi
∫
dν χW (ν)e
−iνW =
pi2~2
64m2u2l0lfZ0
×
∞∑
n1,n2,n3,n4=1
δ
[
W − pi
2
~
2
2m
(
n23
l2f
− n
2
1
l20
)]
e
−
βn21pi
2
~
2
2ml20 · A1(n1, n2)A2(n3, n4)A3(n4, n1)A4(n2, n3). (50)
From Eq. (50), one can see that the physical meaning of W
in P (W ) is the “trajectory work” associated with the transi-
tion process from the initial energy levelE0n1 =
n21pi
2
~
2
2ml20
to the
final energy level Eτn3 =
n23pi
2
~
2
2ml2
f
, and the probability of the
realization from |E0n1〉 to |Eτn3〉 is given by
p(n1, n3)=pn1
∣∣〈Eτn3 |U |E0n1〉∣∣2= pi2~264m2u2l0lfZ0
∞∑
n2,n4=1
e
−
βn21pi
2
~
2
2ml2
0 · A1(n1, n2)A2(n3, n4)A3(n4, n1)A4(n2, n3). (51)
9In Appendix B, we prove that the probability of the realization
from |E0n1〉 to |Eτn3〉 obtained from the path-integral approach
(51) is identical to the results obtained by solving the time-
dependent Schro¨dinger equation [46, 56].
IV. PATH-INTEGRAL APPROACH TO THE
CALCULATION OF THE WORK STATISTICS IN THE
CLASSICAL SYSTEMS
From these two models, one can see that one important fea-
ture in the calculation of the characteristic function of work
is that there are two propagations in quantum regime, i.e.,
the forward propagation and the backward propagation, while
there’s only one propagation in classical regime. Notice that
when ~ → 0, the forward and the backward propagation will
converge, and one can prove that they converge to the classi-
cal trajectory. We can rewrite Eq. (11) into the following form
[52]
χW (ν)=
∫
e
i
~
(S2[x]−S2[y])ρ(xi, yi)e
iνWν [x], (52)
where
Wν [x] =
∫ τ
0
dt
1
~ν
∫
~ν
0
dsλ˙t
∂V [λt, x(t+ s)]
∂λt
(53)
is the quantum work functional, and e
i
~
(S2[x]−S2[y])ρ(xi, yi)
is the quasi-probability associated with this work functional.
We define ζ = (x+ y)/2 and γ = x− y. After doing the
stationary phase approximation, the characteristic function of
work (52) becomes [52]
χclW (ν) =
∫
dζfdζi
∫
DXδ(mζ¨(t) + V ′[ζ(t)])eiνWcl [X]P (ζi, ζ˙i), (54)
where
Wcl[ζ] =
∫ τ
0
dtλ˙t
∂V [λt, ζ(t)]
∂λt
(55)
is the classical work functional [1], and
P (ζi, ζ˙i) =
1
pi~
∫
dγie
−(i/~)Mγiζ˙iρ(ζi, γi) (56)
is the classical probability distribution of the initial state.
Comparing Eq. (54) with Eq. (52), one can see that when
we take the classical limit, the two quantum paths x(t) and
y(t) converge to the classical trajectory ζ(t) which satisfies
Newton’s equationmζ¨(t) +V ′[ζ(t)] = 0. The quantum work
functional Wν [x] converges to the classical work functional
Wcl[ζ], and the initial density matrix ρ(xi, yi) converges to the
classical probability distribution P (ζi, ζ˙i) in the phase space.
The integral over the initial and the final positions is replaced
by the integral over the generalized coordinates in the phase
space.
Next, we will calculate the classical work distribution in the
model of a harmonic oscillator with a time-dependent angular
frequency and a free particle inside an expanding piston.
A. Classical harmonic oscillator with a time-dependent
angular frequency
As for the model of a classical harmonic oscillator with a
time-dependent angular frequency, one can calculate the clas-
sical work functional through its definition Eq. (55),
Wcl=
∫ τ
0
dt mω(t)ω˙(t)[x˙iX(t)+xiY(t)]
2
, (57)
where xi and x˙i are the initial position and the initial velocity
of the harmonic oscillator,X(t) and Y (t) are two linearly in-
dependent solutions of the classical equation of motion x¨(t)=
−ω2(t)x(t). We assume that the system is in a thermal equi-
librium state initially, so the classical probability distribution
is given by
P (xi, x˙i) =
βmω0
2pi
e−
βm
2 (x˙
2
i+ω
2
i x
2
i ). (58)
Thus the classical characteristic function of work given by Eq.
(54) can be written as
χclW (ν) =
βmω0
2pi
∫ ∞
−∞
dxi
∫ ∞
−∞
dx˙i e
−
βm
2 (x˙
2
i+ω
2
0x
2
i ) (59)
×eiν
∫
τ
0
dt m ω(t)ω˙(t)[x˙iX(t)+xiY (t)]
2
.
After some calculations one can obtain
χclW (ν) =
βω0√
Aν2 +Bν + C
, (60)
where A=2Q∗ω0ω1 − ω20 − ω21, B=2i
(
βω20 −Q∗βω0ω1
)
,
C = β2ω20 . This result is identical to Eq. (25) in Ref. [44].
We would like to emphasize that we obtain the classical char-
acteristic function of work (Eq. (60)) by doing path integral in
the classical trajectory space. But in Ref. [44], this result was
obtained by taking the classical limit (~ → 0) of the quantum
characteristic function of work (33). We believe that in com-
parison with the method in Ref. [44], our method encodes
more information about the quantum-to-classical transition at
the level of individual trajectories.
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FIG. 1: (Color online). Quantum-to-classical transition of the accumulated work distribution of the expanding piston model. Here the
parameters are chosen as: m = 1, l0 = 0.01, lf = 0.02, u = 0.01. The black curve corresponds to the classical accumulated work distribution
which is defined as
∫ W
−∞
dW ′P (W ′), where P (W ) is given by Eq. (13) of Ref. [58]. Other curves correspond to quantum accumulated work
distribution defined as
∑W ′=W
W ′={W}min
P (W ′), where P (W ) is given by Eq. (50). The initial states for both quantum and classical cases are
thermal equilibrium states at β = 1, and the values of ~ are chosen to be ~ = 0.05, 0.005, 0.0005.
B. A free particle inside a rigid box with one wall moving
uniformly in time
For the model of a free particle inside a rigid box with the
right wall moving uniformly in time, the usual definition of
the trajectory work (55) is not applicable [57]. The classical
work functional is given by Eq. (10) in Ref. [58], and the work
distribution can be calculated by employing the path-integral
approach (see Eq. (13) in Ref. [58]). Due to this fact, the
above analysis (Eqs. (52- 56)) is not applicable to the piston
system. In order to demonstrate the quantum classical cor-
respondence of non-equilibrium work, we have to find other
evidences. For example, if Eq. (50) converges to Eq. (13) of
Ref. [58] in the classical limit ~ → 0, we can demonstrate the
quantum-to-classical transition at the level of individual tra-
jectories. Considering the fact that it is difficult to get the ana-
lytical expression of Eq. (50) when taking the limit ~ → 0, we
refer to numerical simulations. Due to the discreteness of the
distribution of quantum work, we calculate the accumulated
work distribution instead of the work distribution itself [47].
In Fig. 1, we plot the classical accumulated work distribution
(black curve), as well as the quantum accumulated work dis-
tribution from Eq. (50) for various values of ~. One can see
that there are many stairs in the curves for quantum accumu-
lated work distribution due to the discreteness, but when we
decrease the value of ~, the quantum accumulated work dis-
tribution will become closer and closer to its classical coun-
terpart. It is obvious that the quantum accumulated work dis-
tribution will converge to the classical accumulated work dis-
tribution in the classical limit ~ → 0. Thus we demonstrate
numerically the quantum-to-classical transition of the work
statistics in the expanding piston model.
V. DISCUSSION AND CONCLUSION
Feynman’s path integral formalism provides important in-
sights to the understanding of quantum mechanics. Usually
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the trajectory work in an isolated quantum system is defined
via the so-called two-point measurement. While in classical
systems, the trajectory work is defined via trajectories in the
phase space. In this work, we bridge the two regimes by uti-
lizing the path-integral approach. To be more explicit, we
study the calculation of work statistics by utilizing the path-
integral approach in both quantum and classical systems. We
have obtained the analytical work distributions for two pro-
totype quantum systems by the path-integral approach, and
we prove that they are equivalent to the Schro¨dinger’s for-
malism. We consider a quantum harmonic oscillator with a
time-dependent angular frequency, and a free particle inside a
rigid box with one wall moving uniformly in time. For these
two systems, the semiclassical propagators are exact, i.e., only
classical paths contribute to the propagator and the calculation
is significantly simplified. We sum over all the possible clas-
sical paths and get the characteristic function of work. Even
though the evaluation of path integral in many cases are cum-
bersome tasks, it is straightforward to extend the method to
open quantum systems [52] and quantum fields.
In addition, we also calculate the work statistics in classi-
cal systems by utilizing the path-integral approach. Thus the
path-integral approach can be regarded as a unified method,
in principle, for the calculation of the work statistics in both
quantum and classical systems. Our results provide good ex-
amples to show the effectiveness of the path-integral approach
to the calculation of work statistics in both quantum and clas-
sical systems, and may shed new light on the physical mean-
ing of quantum trajectory work. Furthermore, we show the
quantum-to-classical transition at the level of individual tra-
jectory.
Many questions remain open in the field of path-integral
approach to quantum stochastic thermodynamics, such as
the path-integral approach to quantum fluctuation theorem in
quantum fields [59–61]. Further studies in this line will be
given in forth coming papers.
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Appendix A: Details for the derivation of Eq. (33) from Eqs.
(31, 32)
The integrations in Eq. (32) can be calculated analytically
and we obtain
Ξ =
√
pi
2
(1 − i) 1√m
2~C
√
pi√
C1 + iC2 − iC3 − iC4
√
pi√
C1 − C5 + iC6 − iC7 − iC8
, (A1)
where
C =
1
X2(τ)A
− 1
X22 (~ν)B
+
X˙2(~ν)
X2(~ν)
− X˙(τ)
X(τ)
,
C1 =
mω0
2~
1 + e−2β~ω0
1− e−2β~ω0 , C2 =
m
2~
1
X21 (~ν)A
, C3 =
m
2~
Y1(~ν)
X1(~ν)
, C4 =
m
2~
1
CX21 (~ν)X
2(τ)A2
,
C5 =
(
2mω0
~
e−β~ω0
1−e−2β~ω0
− im
~
1
CX1(~ν)X(τ)X(τ)X2(~ν)AB
)2
4
(
mω0
~
1+e−2β~ω0
1−e−2β~ω0
+ im2~
1
X21 (~ν)A
− im2~ Y1(~ν)X1(~ν) − im2~ 1CX21 (~ν)X2(τ)A2
) ,
C6 =
m
2~
Y (τ)
X(τ)
, C7 =
m
2~
1
X2(τ)B
, C8 =
m
2~
1
CX2(τ)X22 (~ν)B
2
,
and
A =
X˙1(~ν)
X1(~ν)
+
Y (τ)
X(τ)
, B =
X˙(τ)
X(τ)
+
Y2(~ν)
X2(~ν)
.
Substituting these results into Eq. (31), we get
χW (ν) =
√
2
(
1− e−β~ω0) /√D, (A3)
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where
D =
(
1 + e−2β~ω0
) [( X˙1(~ν)Y1(~ν)X(τ)X˙(τ)X2(~ν)
X1(~ν)
+
X˙1(~ν)Y1(~ν)X
2(τ)Y2(~ν)
X1(~ν)
+ Y1(~ν)X˙(τ)Y (τ)X2(~ν) + Y1(~ν)X(τ)Y (τ)Y2(~ν)− X˙1(~ν)X˙(τ)Y (τ)X2(~ν)− X˙1(~ν)X(τ)Y (τ)Y2(~ν)
− X1(~ν)X˙(τ)Y
2(τ)X2(~ν)
X(τ)
−X1(~ν)Y 2(τ)Y2(~ν) + X˙1(~ν)X2(~ν) + X1(~ν)Y (τ)X2(~ν)
X(τ)
− X(τ)X˙(τ)X2(~ν)
X1(~ν)
− X
2(τ)Y2(~ν)
X1(~ν)
)
C +
X˙1(~ν)X(τ) +X1(~ν)Y (τ)
X2(~ν)X˙(τ) + Y2(~ν)X(τ)
+
X2(~ν)X˙(τ) + Y2(~ν)X(τ)
X˙1(~ν)X(τ) +X1(~ν)Y (τ)
]
+ iω0
(
1− e−2β~ω0) [X˙1(~ν)X(τ)X˙(τ)X2(~ν) + X˙1(~ν)X2(τ)Y2(~ν)
+ X1(~ν)X˙(τ)Y (τ)X2(~ν) +X1(~ν)X(τ)Y (τ)Y2(~ν)
]
C
+
i
ω0
(
1− e−2β~ω0)
[
X˙1(~ν)Y1(~ν)X˙(τ)Y (τ)X2(~ν)
X1(~ν)
+
X˙1(~ν)Y1(~ν)X(τ)Y (τ)Y2(~ν)
X1(~ν)
+
Y1(~ν)X˙(τ)Y
2(τ)X2(~ν)
X(τ)
+ Y1(~ν)Y
2(τ)Y2(~ν) − X˙(τ)Y (τ)X2(~ν)
X1(~ν)
− X(τ)Y (τ)Y2(~ν)
X1(~ν)
− X˙1(~ν)Y1(~ν)X2(~ν)
X1(~ν)
− Y1(~ν)Y (τ)X2(~ν)
X(τ)
+
X2(~ν)
X1(~ν)
]
C
+
i
ω0
(
1− e−2β~ω0)
[
X˙(τ)Y (τ)X2(~ν) +X(τ)Y (τ)Y2(~ν)
X˙1(~ν)X2(τ) +X1(~ν)X(τ)Y (τ)
− X2(~ν)
X˙1(~ν)X2(τ) +X1(~ν)X(τ)Y (τ)
− X˙1(~ν)Y1(~ν)X(τ) +X1(~ν)Y1(~ν)Y (τ)
X1(~ν)X˙(τ)X2(~ν) +X1(~ν)X(τ)Y2(~ν)
− X(τ)
X1(~ν)X˙(τ)X2(~ν) +X1(~ν)X(τ)Y2(~ν)
]
− 4e−β~ω0, (A4)
and
C =
X1(~ν)
X˙1(~ν)X2(τ) +X1(~ν)X(τ)Y (τ)
− X(τ)
X˙(τ)X22 (~ν) +X(τ)X2(~ν)Y2(~ν)
+
X˙2(~ν)
X2(~ν)
− X˙(τ)
X(τ)
. (A5)
Substituting the expressions ofX1(~ν), Y1(~ν) (23),X2(~ν) and Y2(~ν) (28) into Eq. (A4) and Eq. (A5), one can obtain
D =
(
1 + e−2β~ω0
) [ 1
ω1
cos νε0 sin νε1 − 1
ω0ω1
sin νε0 sin νε1Y (τ)Y˙ (τ)− ω0 sin νε1
ω1 sin νε0
X(τ)X˙(τ)
− ω0 cos νε1
sin νε0
X2(τ) +
ω0 cos
2 νε0 sin νε1
ω1 sin νε0
X(τ)X˙(τ) +
ω0 cos
2 νε0 cos νε1
sin νε0
X2(τ) − 1
ω0
sin νε0 cos νε1Y
2(τ)
]
C
+
(
1 + e−2β~ω0
) [ω1 cos νε0X(τ) + ω1/ω0 sin νε0Y (τ)
ω1 cos νε1X(τ) + sin νε1X˙(τ)
+
ω0 cos νε1X(τ) + ω0/ω1 sin νε1X˙(τ)
ω0 cos νε0X(τ) + sin νε0Y (τ)
]
+
(
1− e−2β~ω0)
[
iω0
ω1
cos νε0 sin νε1X(τ)X˙(τ) + iω0 cos νε0 cos νε1X
2(τ)
+
i
ω0ω1
cos νε0 sin νε1Y (τ)Y˙ (τ) +
i
ω0
cos νε0 cos νε1Y
2(τ)− i cos
2 νε0 sin νε1
ω1 sin νε0
+
i sin νε1
ω1 sin νε0
]
C − 4e−β~ω0
+
(
1− e−2β~ω0)
[
i cos νε1Y (τ) + 1/ω1 sin νε1Y˙ (τ)
ω0 cos νε0X(τ) + sin νε0Y (τ)
+
iω1 sin νε0X(τ)− iω1/ω0 cos νε0Y (τ)
sin νε1X˙(τ) + ω1 cos νε1X(τ)
]
, (A6)
where
C =
ω1 cos νε1X˙(τ) − ω21 sin νε1X(τ)
sin νε1X˙(τ) + ω1 cos νε1X(τ)
− ω0 cos νε0X˙(τ) + sin νε0Y˙ (τ)
ω0 cos νε0X(τ) + sin νε0Y (τ)
. (A7)
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After further simplifications, we obtain
D = Q∗
(
1− e2iνε1)(1− e−2(iν+β)ε0)e−iν∆ε + (1 + e2iνε1)(1 + e−2(iν+β)ε0)e−iν∆ε − 4e−β~ω0, (A8)
where
Q∗ =
1
2ω0ω1
{
ω0
[
ω21X
2(τ) + X˙2(τ)
]
+
[
ω21Y
2(τ) + Y˙ 2(τ)
]}
. (A9)
Finally, by substituting Eq. (A8) into Eq. (A3) we obtain Eq.
(33).
Appendix B: Alternative derivation of Eq.(51) from solving
Schro¨dinger equation
There are exact solutions to the time-dependent
Schro¨dinger equation for the expanding piston model
[46, 56]. The time-dependent Schro¨dinger equation is
H(t)Ψ = i~
∂Ψ
∂t
, (B1)
where the Hamiltonian characterizes the rigid box with a mov-
ing wall. The exact solutions to Eq. (B1) read
φn(x, t)=
√
2
l(t)
eiαξ(
x
l(t) )
2
−in
2pi2
4α (1−
1
ξ) sin
(
npix
l(t)
)
, (B2)
where ξ = l(t)/l0 and α = mul0/(2~). These functions van-
ishing at x = 0 and x = l(t) as required, remain normalized
as the right wall at x = l(t) moves, and form a complete
orthogonal set. Thus any wave function can be expanded in
terms of them,
Ψ(x, t) =
∑
n
anφn(x, t). (B3)
The expansion coefficients an remains constant as the right
wall moves, with their values being determined by the wave
function at t = 0 in the usual manner,
an =
∫ l0
0
φ∗n(x, t)Ψ(x, 0)dx. (B4)
The system stays in E0n1 at the beginning, so the initial state
reads
Ψ(x, 0) =
√
2
l0
sin
(
n1pix
l0
)
, (B5)
then we have
an =
2
l0
∫ l0
0
e
− imux
2
2~l0 sin
(
npix
l0
)
sin
(
n1pix
l0
)
dx. (B6)
In order to find the transition probability from E0n1 to E
τ
n3 ,
one must re-expand the wave function in terms of the instan-
taneous energy eigenfunctions uk(x, t),
Ψ(x, t) =
∑
n
anφn(x, t) =
∑
k
Ck(t)uk(x, t), (B7)
where
uk(x, t) =
√
2
l(t)
sin
(
kpix
l(t)
)
. (B8)
Then we have
Ck(t) =
∑
n
an
∫ l(t)
0
uk(x, t)φn(x, t)dx. (B9)
When k = n3, one can obtain the transition probability ampli-
tude from E0n1 to E
τ
n3 by substituting Eqs. (B2, B6, B8) into
Eq. (B9),
Cn3(tf ) =
4
l0lf
∑
n2
J1J2 · e−
in2pi2~
2mu
(
1
l0
− 1
lf
)
, (B10)
where
J1 =
∫ l0
0
e
− imux
2
2~l0 sin
(
n1pix
l0
)
sin
(
n2pix
l0
)
dx,
J2 =
∫ lf
0
e
imux2
2~lf sin
(
n2pix
l0
)
sin
(
n3pix
l0
)
dx.
Thus the transition probability is given by
|Cn3(tf )|2=
16
l20l
2
f
∑
n2,n4
J1J2J3J4 · e
ipi2~
2mu
(
1
l0
− 1
lf
)
(n24−n
2
2),
(B11)
where
J3 =
∫ l0
0
e
imux2
2~l0 sin
(
n4pix
l0
)
sin
(
n1pix
l0
)
dx,
J4 =
∫ lf
0
e
− imux
2
2~lf sin
(
n3pix
l0
)
sin
(
n4pix
l0
)
dx.
After performing these integrations, one can obtain
|Cn3(tf )|2 =
pi2~2
64m2u2l0lf
∞∑
n2,n4=1
A1A2A3A4. (B12)
Here Ai, i = 1, 2, 3, 4 is defined in Eqs. (40, 43, 48, 49).
Furthermore, we know that the system is prepared in a ther-
mal equilibrium state initially, so the probability of finding the
system in E0n1 is e
−βE0n1/Z0, and thus the probability of the
realization from |E0n1〉 to |Eτn3〉 is given by Eq. (51). Thus
we conclude that the work distribution obtained by the path
integral approach is consistent with the results obtained from
solving Schro¨dinger’s equation.
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