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1. INTRODUCTION 
For all Ramsey theorems, one can express (but not always prove) the 
corresponding density statements... 
R. L. Graham, B. L. Rothschild, J. H. Spencer 
The classical Schur’s theorem of Ramsey theory asserts that for any finite 
colouring of N (where N is the set of positive integers) there exist x, y, z 
having the same colour such that x + y = z. The straightforward density 
version of this result is obviously wrong (take odd numbers!). Thus the 
following problem seems to be natural: to find a density result which 
generalizes Schur’s theorem. It is the purpose of this paper to present a 
solution to this problem. 
By the upper density J((A) of a set A c N we mean 
lim sup 
A A { 1, 2,..., ?z} 
n-i*, n 
Schur’s theorem is obviously equivalent to the statement that if 
N = uy= i Ci is a partition of N then there exist i, 1 < i 6 m, and n E Ci such 
that 
cin(ci-n)#qi (1.1) 
Itfollowsfrom(1.1)thatforanym~Cjn(Ci-n)onehasm+~~Ci.It 
would be desirable to know that there are many such m, n E Ci for which 
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m + n E C,. For example, one can try to prove that for any finite partition 
of N there is a cell Ci of the partition such that 
As a matter of fact even a stronger result is true. 
THEOREM 1.1. Let N = UT=, Ci be a finite partitioning of N. Then there 
exists i, i < i < m, such that d( C;) > 0 and such that for any E > 0 the set 
fnECi (;7(C, n(Ci-n)3(27(C,))‘-8) 
has positive upper density. 
We present (an ergodic-theoretical) proof of Theorem 1.1 in Section 2. 
We note that it is possible to “elementarize” our proof (see Section 3). 
However, the author thinks that there are a number of reasons to prefer 
the ergodic-theoretical presentation. First, the relatively short proof we 
present would not turn out to be simpler or shorter in its elementary ver- 
sion, but certainly would become less natural and transparent. Second, the 
author is sure that the “invasion” of ergodic theory into combinatorics 
which had begun with Furstenberg’s proof of Szemertdi’s theorem (see 
[ Fl, F2, FKl, FK2, Bl, B2]), promises further important contributions 
and it is desirable to acquaint the specialists in combinatorics with some 
ideas and methods of ergodic theory (especially if this can be done in a 
relatively painless way!). We want to add that ergodic methods promise to 
be of especial importance for such problems of Ramsey theory where one 
would like not only to know that there always exist certain “nice” con- 
figurations in one cell of an arbitrary partition or in any set of positive den- 
sity, but that there are many such configurations (in this or that 
appropriate sense). 
2. PROOF OF THEOREM 1.1 
DEFINITION 2.1. A measure preserving system is a quadruple (X, g’, p, 
T), where X is a non-empty set, g is a a-algebra of subsets of X, p is a nor- 
malized measure, defined on L%, and T is an invertible measure preserving 
transformation. 
The following statement is a consequence of Furstenberg’s general 
correspondence principle and makes evident the fact that ergodic theorems 
can be of use in density Ramsey theory. For the proof of the correspon- 
dence principle see Theorem 1.1 [Fl] (see also Theorem 2.1 in [Bl]). 
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PROPOSITION 2.1. Let Cc N and suppose that Z(C) > 0. Then there exist 
a measure preserving system (X, ~8, ,u, T) and a set A E %9 such that 
d(C) = p(A) and for all n E Z 
J(Cn(C-n))>p(An T”A). 
DEFINITION 2.2. A set R c N is called a set of nice recurrence if for any 
measure preserving system (X, 9?!, ,u, T), any A E 98 with y(A) > 0 and any 
E>O there exists nE R such that 
p(A n T”A) 3 (p(A))* -E. 
In what follows we will need the fact that any set of upper density 1 is a 
set of nice recurrence. There are a number of ways to see this. For example, 
this fact follows from Khintchine’s recurrence theorem (see [P, p. 221). We 
choose a more elementary and self-contained approach, which also gives an 
additional example of a set of nice recurrence. 
Given a subset S c fV denote by 9(S) the difference set {s, - s2 ( s, > s2, 
Sl, ‘52 ES). 
PROPOSITION 2.1. For any infinite SE N, 9(S) is a set of nice recurrence. 
Proof First of all note that if A,, k = 1, 2,..., are sets in a probability 
measure space such that p(AL) B a > 0 for all k E N then for any E > 0 there 
exist i < j such that 
p( A i n Ai) 3 a2 - E. 
For if this would not be the case, the following inequality would be con- 
tradictive for sufficiently large n: 
Let (X, g, ,u, T) be any measure preserving system and let A ~g with 
,+A) > 0. Given an infinite set S = {ni, n2,... } denote Ak = T”‘A. Note that 
p(Ak) = ,u(A) for all ke N. 
By the preceding remark, for any E > 0 there exists i < j such that 
p(pAnT”,A)>(p(A))*-6, 
so (assuming without the loss of generality that nj > ni) 
p(A n T”-“IA) > (p(A))’ -E. 
This proves the proposition. 
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Suppose now that E is a set of upper density 1. Then E contains 
arbitrarily long intervals of consecutive integers and it is an easy exercise to 
show that any such set contains 53(S) for some infinite S. Thus any set of 
upper density 1 is a set of nice recurrence. 
We will say that a set of nice recurrence R has the Ramsey property if for 
any finite colouring of R one of the colours contains a set of nice 
recurrence. It is immediate (with a help of Ramsey’s theorem) that infinite 
difference sets have the Ramsey property (see [F2, p. 1791). 
It follows that any set of upper density one has the Ramsey property (we 
do not know, however, whether any set of nice recurrence has the Ramsey 
property ). 
We turn now to the proof of Theorem 1.1. 
Let FV = uy! i Ci be any finite partitioning of N. Without the loss of 
generality we can assume that there exists k, 1 <k d m such that 
Z((Uf=, Ci)=l and Z(C,)>O for all idk. The set R=Uf=, Ci is a set of 
nice recurrence possessing the Ramsey property. Thus there exists i, 
1 d i < k, such that Ci is also a set of nice recurrence. Suppose that E > 0 is 
given. 
Let 
R; = (FZ~ CL 1 J(Ci IT (Ci -PI))> (Z(Ci))‘-E}, i = 1, 2 ,..., k. 
We claim that one of R, has positive upper density. Indeed, suppose that 
d(R,)=O for all i<k. Let Ci=C,\R,. Note that J(Cci)=J(Ci) and that for 
all n E Cl and all i G k 
iI(c(n(C:-n))<(Z(cf))*-E. (2.1) 
But ;I( U”= i Cl) = 1 and by the same argument one of Cl, say CiO, is a set 
of nice recurrence. Let (X, 5?#, p, T) and A E 33 be a measure preserving 
system and a set of positive measure which in accordance with 
Proposition 2.1 correspond to CiO. Using the fact that C:.” is a set of nice 
recurrence, we can find n E C:, such that 
iI(Cjo n (C:, -n))Zp(A n T”PI)>(~(A))~-E= (i2((C:,))2-~ 
which contradicts (2.1). This proves that one of Ri has positive upper den- 
sity and completes the proof of Theorem 1.1. 
3. CONCLUDING REMARKS 
(i) Let us indicate (as was promised in Section 1) how one can 
“elementarize” the proof of Theorem 1.1. 
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DEFINITION. A set R E lV is called a set of nice combinatorial recurrence 
if for any A c N with 2((A) > 0 and any E > 0, there exists n E R such that 
d(An(A-n))>(z(A))*-C. 
To prove Theorem 1.1 without the use of Furstenberg’s correspondence 
principle one has to check that any set of upper density 1 in N is a set of 
nice combinatorial recurrence, possessing the Ramsey property. As it was 
observed earlier, any set of upper density one contains an infinite difference 
set. As infinite difference sets possess the Ramsey property, it is enough to 
show that infinite sets are sets of nice combinatorial recurrence. 
PROPOSITION 3.1. Let S be an infinite subset of N. Then for any A c N 
with Z(A) = A> 0 and any E > 0 there exists n E 9(S) such that 
Proof: It follows from the definition of the upper density that there 
exists increasing sequence (x,) such that 
C?(A)= iim I A n { 1, L., x, I 
n-cc -xn 
Denote by pn the normalized counting measure on the finite measure 
space { 1, 2,..., x,}. Arranging elements of S in increasing sequence {sn} let 
A, = A - sk. It is obvious that for any k E N 
z(A)=d(A,)= lim pL,(Ak)= lim 
I (A - +J n ( 1, Z-9 x,) I 
’ (3.1) n-cc “-CC I” 
We will show that there exist i < j such that 
d(Ai n Aj)=J((A -~i)n (A-sj))=Z(A CI (A - (~j -pi))) >a* -8. 
Note that if follows from (3.1) that given M, N and 6 > 0 there exists 
N= N(M, 6) such that for all n > N and any k < A4 
pn(Ak) = p,(A - sk) 3 a - 6. 
Note also that the proof of Proposition 2.2 gives actually that for any 
E > 0 and a > 0 if p(Ak) > a, k = 1,2,... then there exists M = M(a, E) such 
that for some i < j< M, p(A, n A,) > a2 - E. 
Let 6 satisfy the condition (a - S)’ - 6 2 a* - E. Taking M = M(a - 6,6) 
and N= M(M, 6) we get for any n > N a pair (i,, j,) such that i, < j, <M 
and 
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It follows that there exist i,, j, such that i, < j, d M and i, = i,, j, = j, for 
infinitely many n. 
This gives 
Proposition 3.1 is proved. 
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