Abstract -In level set method, initialization mode not only influences evidently the implementation efficiency but also relates directly to the final results. The paper presents an new initialization scheme for improving the segmentation performance of Chan-Vese model. The proposed initialization scheme consists of two stages. The first stage computes rough edges by using canny edge detection operator. The second stage removes noise edges and redundant edges by a morphological filter, and generates closed contours by iteratively connecting edge points according to a local cost function. In comparison with the primal Chan-Vese model, experimental data show that the Chan-Vese model equipped with our initialization scheme provides superior segmentation results and takes less computational cost.
I. INTRODUCTION
Image segmentation is one of the most important components of computer vision. Active contours, or snakes, introduced by Kass et al. [4, 5] , proved to be a sufficiently powerful and robust framework for image segmentation. These methods drive one or more initial curve(s), based on gradient and/or region information, to the boundaries of objects in the image. Two main types of active contours exist according to whether the contours are represented parametrically or geometrically. Much of the early work done in active contours was done using parametric representations of the contours or surfaces. A limitation of parametric approach is that it has difficulty dealing with topological adaptation such as splitting or merging model parts. In the recently popularized geometric approach, level set method [6] that evolves a higher dimensional function whose zero-level set always corresponds to the position of the propagating contour, is often considered superior to parametric active contours, to a large extent because of its ability to handle merging/splitting of the evolving contour and numerical stability of the solution. A particularly appealing method of this type is the model of "active contours without edges" proposed by Chan and Vese [1] , based on the well-known (piece-wise constant) Mumford-Shah functional [10] for image segmentation. Level set method, however, has two major limitations. First, this method is usually implemented by solving PDEs, and is thus computationally intense. To reduce the computational labor involved, many efficient implementation schemes have been proposed [7, 8, 9] . Second, this method always has initialization problems. This paper concentrates on the initialization problem based on Chan-Vese model.
Since the introduction of level set method, the initialization procedure occupies an important proportion to the total computational task. A number of efforts have been done to accelerate initialization process [14, 15] . In the traditional level set method, initial contour, usually represented by a circle or an arbitrary curve, can be placed inside/outside a desired shape, or anywhere in the image plane. It has been shown, in practice, that level set model for segmentation is sensitive to the initial conditions. Pan et al. [11, 12] argued that the initialization problem comes from the non-convexity of the energy functional in Chan-Vese model, which leads to multiple local minima. Since the initial curve is chosen as the starting point of the minimization process and the utilized Euler-Lagrange equation method is gradient descent, different initialization seeds may lead to different local minima, thus generating different segmentation results. Johnson and Pan quantified further the limitation with examples [13] . A good initialization not only can avoid that level set model seeks local solutions, but also reduce the iterative times that curve evolution takes. Unfortunately, in all literatures about initialization, a critical issue, i.e. how to locate optimally the initial contours, has been ignored.
An optimal localization method of initial contours for the Chan-Vese model is proposed in this paper. The paper is organized as follows. In section II, the Chan-Vese models are introduced. An optimal initialization method is proposed in section III. Experimental results are given and analyzed in section IV. Section V provides a summary with conclusions and future work. 
where 0
, ChanVese model can automatically detect interior contours. But since this model has the tendency to seek a local minima, it will behave unsatisfactorily when the image domain encompassed by interior contour is small and far away from initial contour.
III. OPTIMAL INITIAL CONTOURS
Since the active model constructed by the level set process moves generally using gradient descent, it seeks local solutions, and therefore the results are strongly dependent on the initial contours. Different initial contours produce different segmentation results. Then a natural question is how to find good initial contours efficiently to drive them to converge towards the desired edges. Generally speaking, good initial contours should have the following characteristics:
(1) close to desired boundaries and maintaining the shape information of the objects.
(2) closed curves to facilitate the computation of the signed distance function. (3) found automatically in order to minimize user intervention. (4) generated quickly so that testers do not have to wait a long time to begin subsequent program. It is hard to provide such initial contours that meet above several requirements simultaneously for level set segmentation. We present a scheme for determining the optimal initial contours adopting multti-stage edge extraction framework.
A. Candidate contours extraction
The Canny operator [16] is probably the most widely used edge detector. Due to the good performance of the Canny detector with respect to other gradient operators, in our method, candidate contours are first obtained by preliminary edge detection using Canny operator. Canny operator consists of four steps: (i) edge smoothing, (ii) edge magnitude and orientation computation, (iii) directional non-maximal suppression, and (iv) hysteresis edge labeling. The effect of the Canny operator is determined by three parameters: (i) Gaussian standard deviation, the width of the Gaussian mask used in the smoothing phase, (ii) the upper threshold, and (iii) the lower threshold used by the tracker. Extensive studies shown that the performance of Canny operator depend critically on the choice of the input parameters and also reported striking improvement of the performance of Canny operator, when the choice of the input parameters is done adaptively, instead of using some fixed default values. In the Matlab version 6.5 of Canny edge detector, the default value of Gaussian standard deviation is suggested to be 1, the default value of upper threshold is specified as 70th percentile of the gradient strength, the default value of lower threshold is set as 40 percent of upper threshold respectively. It is evident from our extensive numerical investigations involving a variety of real life images that the above default values are generally producing results containing almost all important edges at the right locations of the images.
After performing the edge detection operation, a binary image b I was obtained, which consists of black pixels forming the edge lines and the white pixels representing the background, see Fig. 1(b) .
B. Removing and linking operations
No detection method is perfect. Usually, unwanted noise data are present in the form of short, erratic edges, and some edge segments remain disconnected from other segments by gaps ((see the region surrounded by thick rectangle shown in Fig. 1(b) ). The aims at this stage are two: firstly, to removing those short edges (they belong to information redundancy) and secondly to closing open contours.
In order to perform the removal process, two schemes are used. The first scheme allows some of the noise data to be eliminated by deleting isolated edges whose length is less than 15 pixels (a size selected empirically). The second scheme is used to remove the redundant branches (see the region surrounded by thick circle shown in Fig. 1(b) ) by using mathematical morphology concepts, a kind of opening algorithm.
The next stage of the algorithm focuses on detecting and closing open contours. Different techniques have been presented for linking edge points in order to recover closed contours [17] . In this study, an iterative linking procedure is developed.
Some definitions are given for convenience of study. An endpoint is defined as a point with only one black pixel in 8-neighbours, and represents the terminal pixel of an edge segment. We assume that P is a set comprised by all endpoints in b I , 1 e and 2 e are two different endpoints, 
where 1 e P ∈ and 2 e P ∈ . A pair connection, which we will write ( , ) e e a dual endpoint. At the instant when two separate segments are joined, a self-intersection contour is quite likely to be created. To eliminate the undesirable self-intersection phenomenon in the linking process, we have to select the set of valid pairs at initialization time, and to consider only these pairs during the course of the algorithm. Our decision is based on the assumption that, in a good connection, the distance between two endpoints is not too far. We will say that a pair 1 2 ( , ) e e is a valid pair for connection if 1 2 ( , ) e e is a dual endpoint and 1 2 e e T − < , where T is a threshold parameter.
Higher thresholds allow far endpoints to be paired, which is presumably undesirable. Naturally, this threshold must be chosen with some care, an empirical value of T is 10.
After extracting the set of valid pairs, a linking cost, representing the cost of connecting two endpoints of valid pair, is computed. On the contrary to [18] , where a linking cost considering the Euclidean distance in the edge map is used (distance in a 2D space), Sappa and Vintimilla [17] proposed to use also the Euclidean distance but in the 3D space. Neighbor points in the edge map b I could belong to different regions in the intensity image. In other words, using only point positions in the b I could drive to wrong results.
Therefore, linking cost between endpoints ( , ) ( , ) ( , ) Fig. 1(c) .
C. Constructing signed distance function by initial contours
Level set method is based upon representing an interface as the zero level set of some higher dimensional function φ . For stability purposes, it is preferable to initialize φ as a signed distance function. We would like to create a function ( , ) x y is inside closed contours. An effective approach to construction of the signed distance function has been proposed in our early work [15] .
IV. EXPERIMENTAL RESULTS
In this section, we demonstrate our algorithm for the problem of image segmentation. We apply new initial scheme to Chan-Vese model. Our algorithm is implemented in C++ with Matlab 6.5 compiler on MS Windows XP running on a desktop PC with Intel PIV 2.0G MHz processor and 512M RAM. In our experiments, we choose the parameters as follows: 1 
. Only the length parameter μ which has a scaling role, is not the same in all experiments.
To compare the performance of this algorithm with that of Chan-Vese's algorithm, we have first conducted the experiment on the synthetic image. The Chan-Vese's segmentation method is applied to a noisy images with zero level set function of a circle being located on the center of the image, see the Fig. 2(a) . The segmented result for the synthetic image using the Chan-Vese's method is shown in Fig. 2(b) . Fig. 3 shows that the proposed algorithm takes only 160 iterations and achieves the same segmentation results. We next consider a scene image with obvious boundaries and with little noise. In Fig. 4 , we show results obtained using Chan-Vese's method, while in Fig. 5 , we show the results obtained with proposed algorithm. It can be seen that the segmentation results are very similar, but the proposed algorithm is much faster because that our initial contours are close to the desired boundaries.
We also show examples on real images, with different types of contours or shapes, illustrating two main advantages of our model: the ability of detecting little regions and rapidness of convergence. Fig. 6 shows that the Chan-Vese's method fails to detect the interior contours which are far away from exterior contour and initial curve due to the nonconvexity of the energy functional in Chan-Vese model. We also illustrate that our algorithm takes less iterations and gets better results than Chan-Vese model, see Fig. 7 . Table 1 shows the comparison of implementation time of two methods. We assume the initialization process in ChanVese model is quick and takes little time. The data manifests the proposed algorithm is much faster while our initialization scheme takes long time.
V. CONCLUSIONS
In this paper, we propose a new initialization scheme and apply it into the well-known Chan-Vese model for image segmentation. For the initialization, classical Canny operator is first employed to detect the object contours in image. In order to delete unwanted noise data and redundant edge points, a removal process is executed by means of an efficient morphological operator. Then, an iterative connection technique of endpoint pairs to close the open contours is developed based on a local cost function. Finally, optimal initial contours are obtained and applied into Chan-Vese model. We conclude from the experiments that proposed algorithm is much faster gets better segmentation results than Chan-Vese model.
Further work will be focused on developing new linking cost and closure cost functions for handling noisy and blurred images.. 
