The spontaneous neuronal activity of human brain shows highly structured spatio-temporal pattern, designated as resting state network. Previous neuro-computational studies have established the connection of spontaneous resting state activity with neuronal ensembles (using dynamic mean field approach) and showed the impact of local inhibitory-excitatory balance on this patterned spontaneous resting state activity of brain. But, the role of neurotransmitter dynamics on large-scale network organization remains unexplored.
Introduction
Exploration of human brain function is undertaken at different scales, from neurotransmitter modulations that controls the gating of ion channels and gives rise to membrane potential dynamics that leads to neuronal firing, and in turn get integrated across several thousands of neurons to generate characteristic spontaneous activity of brain areas. One of the most robust spontaneously generated spatiotemporal pattern of activity in distinct brain regions also called the resting state activity (Raichle and Mintun, 2006; Rogers et al., 2007; Vincent et al., 2007; Mitra et al., 2014) are observed in neuroimaging investigations when a human being is not instructed to undertake or follow specific instruction (task). Due to the simplistic nature of the task conditions or more precisely lack of task, has made this paradigm an important tool in studies of normal brain functions and in identifying markers for various neurological disorders (Pearlson, 2017; Zhou et al, 2017) . Few studies have also attempted to understand the underlying mechanisms at the systems-level that govern the temporal dynamics of resting state networks (Deco & Jirsa, 2012; Deco et al., 2014a, Demirtas et al 2017, see also Cabral et al., 2017 for an overview).
All of these studies use neuro-computational models as a mechanism to link the spontaneous resting state activity to the dynamics of neuronal ensembles (more technically called the mean field activity) placed at different locations in cortex that are motivated by anatomical constraints obtained from tractography studies. Recent neuromodeling theories suggest that resting state correlations emerge when (i) the dynamic state of the brain is close to criticality i.e. at the edge of a bifurcation, and (ii) the excitatory inputs are balanced by local inhibitory processes maintain homeostasis (Deco & Jirsa, 2012; Deco et al., 2014a , Vattikonda et al., 2016 . One important challenge is to understand how do the interaction of numerous physiological parameter(s) like excitatory and inhibitory neurotransmitter concentration kinetics at the micro-scale level shapes up the spontaneous structured resting state dynamics of brain. The problem is further compounded by the fact that brain parameters, such as the proportion of different neurons and neurotransmitters types (glutamate, GABA etc.) with their association of synaptic properties cannot be manipulated independently in living system to delineate their role in brain function (Prinz, 2008) . Due to these in vivo practical constraints, physiologically realistic whole brain network models are favorable candidates for the neuroscience community to overcome and manipulate experimentally inaccessible parameter(s) of neuronal networks in brain. Following this line of reasoning, mean field approach, consisting of coupled stochastic differential equations could provide appropriate neuro-computational framework to study missing link between micro-scale state variables with large-scale brain network dynamics (Breakspear et al., 2017) .
Although, molecular, cellular and electrophysiological studies of neurons could show how post-synaptic neuronal response emerges depending on neurotransmitter types, yet its relation with global scale brain activity is not well addressed (Duncan et al., 2014) . GABA and glutamate are the two key inhibitory and excitatory neurotransmitter respectively (Novotny et al., 2003) that are present all over the cortex (Duncan et al., 2014) and govern the excitatory-inhibitory (E/I) balance (Lauritzen et al., 2012) . Applying statistical measures, several studies have demonstrated GABA has significant association with blood-oxygenlevel dependent (BOLD) signal in health human brain (Northoff et al., 2010; Raichle et al., 2009 ). Moreover, interaction among inhibitory neurons and excitatory neurons is thought to have a direct influence on BOLD signal (Logothetis et al., 2001) . In recent past, neurocomputational studies have shown how balance in local excitatory-inhibitory input involves in spontaneous resting state activity in brain (Deco et al., 2014a; 2014b) . Even, our group has shown importance of excitatory-inhibitory balance in view of functional recovery, e.g.establishment of homeostasis over a re-organized brain network following a lesion in specific brain site (Vattikonda et al., 2016) . As, imbalance in inhibition and excitation in brain is one of the key neuronal events involves in neurological disorders (Chiapponi et al., 2016) , the study on GABA-glutamate balance would play a key role in exploring mechanistic insights of neurological diseases and its deviation from normal brain function.
In principle, a combination of fMRI-derived blood oxygen level dependent (BOLD) signal activity and magnetic resonance spectroscopy (MRS) techniques can be used to find out association of neurotransmitter concentration(s) and BOLD signal vis-a-vis resting state, but the major limitation is that fMRI and MRS cannot be conducted simultaneously (Hu et al., 2013) . Hence, neurocomputational model as presented here provides a plausible link between rich resting state spatio-temporal dynamics in large-scale brain networks with underlying neurotransmitter concentration kinetics, which to the best of our knowledge has not been investigated before and thus remains as an open question. Here, we have used a kinetic equation to capture the the syanptic gating variable dynamics as a function of neurotransmitter concentration gradient. The excitatory and inhibitory currents in a given neural population/ network can be expressed as a function of synaptic gating vatiables summed over the entire field of neurons (Deco et al 2014b) . In the current study, our model predicts that (i) homeostasis via E/I balance could be achieved only at a specific range of neurotransmitter concentrations, importantly close to concentrations reported in the literature from MRS measurements from healthy subjects (ii) any deviations from these optimal regimes can lead to a variety of pathological conditions such as epilepsy and schizophrenia which we further verify based on multiple network measures of integration and segregation and finally our model is able to successfully reconcile a wide number of observations exist in the experimental findings.
Material and Methods
Generation of structural connectivity matrix. Our empirical data consist of T1 anatomical images collected from 49 healthy subjects (30 females, 19 males, mean age of 41.55 ±18.44) at Berlin Center for Advanced Imaging, Charite University Medicine, Berlin, Germany. In this pipeline, high-resolution T1 anatomical images are used to create segmentation and parcellation of cortical and subcortical grey matter. The empirical SC matrix of dataset used in this study is generated by using an automated pipeline (Schirner et al., 2015) for reconstruction of fibre tracks from T1 structural MR images and Diffusion-weighted images (DWI). Diffusion-Tensor-Imaging (TR 7500 ms, TE 86 ms, 61 transversal slices (2.0 mm), voxel size 2.3 × 2.3 × 2.3 mm, FoV 220 mm, 96 × 96 matrix) and GRE field mapping (TR 674 ms, TE1 5.09 ms, TE2 7.55 ms, 61 transversal slices (2.3 mm), were measured directly after the anatomical scans. The images obtained from these scans are used as input to the reconstruction pipeline to generate the SC matrix for each subject (Please refer to (Schirner et al., 2015) for a detailed outline of the pipeline for generating SC matrix). For each subject, binary white matter (WM) masks were used to restrict tracking to WM voxels. dw-MRI data are pre-processed using FREESURFER after extracting gradient vectors and values (known as b-table) using MRTrix. Upon extraction of gradient vectors and values using MRTrix, dw-MRI data are pre-processed using FREESURFER's Using the registration rule created by FREESURFER's function dt-recon we transform the highresolution mask volumes from the anatomical space to the subjects diffusion space, which will be used for fiber tracking. The cortical and subcortical parcellations contained in aparc+aseg.nii are resampled into diffusion space, one time using the original 1 mm isotropic voxel size (for subvoxel seeding) and one time matching that of our dw-MRI data, i.e., 2.3 mm isotropic voxel size. Based on that, a fractional anisotropy (FA) and an eigenvector map are computed and masked by the binary WM mask created previously. In order to improve existing methods for capacities estimation the approach makes use of several assumptions with regard to seed-ROI selection, tracking and aggregation of generated tracks (Schirner et al., 2015) . Cortical gray matter parcellation of 34 cortical region of interest (ROI) in each hemisphere was undertaken following Desikan-Killiany parcellation (Deskan et al., 2006) . To estimate connection strength (value range 0 to 1) between each pair of ROIs, probabilistic tractography algorithm is used to estimate how one ROI can influence other in cortical grey matter parcellation. Upon tractography the pipeline aggregates generated tracks to estimate structural connectome for each individual subject.
The normalized weighted distinct connection counts used here contain only distinct connections between each pair of regions yielding a symmetric matrix.
Functional connectivity matrix.
Resting state fMRI as well as corresponding diffusion weighted imaging (DWI) data were collected at the Berlin Centre for Advanced Imaging, Charité University, Berlin, Germany. The dataset consisted of structural connectivityfunctional connectivity (SC-FC) pairs of 49 healthy subjects (30 females, 19 males, mean age of 41.55 ±18.44) used in this study. In summary, all the participants underwent resting state functional imaging (no task condition) with eyes closed for 22 minutes, using a 3T Siemens Trim Trio scanner and 12 channel siemens head coil (voxel size 3 × 3 × 3 mm).
Each fMRI resting state data amount to a total of 661 whole brain scans (time points recorded at TR=2s) were obtained during the resting state functional magnetic resonance imaging (rs-fMRI) session. Thus the blood oxygen level dependent (BOLD) time-series signal available for each participant has 661 time points aggregated across 68 regions of interest (ROIs) as per the Desikan-Killiany brain atlas (Desikan et al., 2006) . The diffusion weighted tensors (TR=750 ms, voxel size 2.3 × 2.3 × 2.3 mm) computed from the dwMRI data recorded with 64 gradient directions were subjected to probabilistic tractography as implemented in MRTrix (Desikan et al., 2006) in order to obtain subject specific structural connectivity (SC). The major steps involved extracting BOLD signal from each ROI are Motion correction, brain extraction, high pass temporal filtering and six-degrees of freedom (DOF) linear registration to the MNI space. Each participant's functional images were registered to pre-processed T1-anatomical images and parcellated into 68 regions of interest (ROIs) using FREESURFER's Desikan-Killiany atlas (Desikan et al., 2006) . In each of the 68 ROIs, representative BOLD signal is computed by calculating mean of BOLD signals from all the voxels in the corresponding ROI. Pairwise Pearson correlation coefficients were computed among ROI's from the z-transformed BOLD time-series to generate the resting state functional connectivity (rs-FC) matrix for each subject.
Computational model. Previous studies have shown that the dynamic mean field (DMF) approach (Deco et al, 2014a; Deco et al., 2014b) is able to capture the rs-FC from the empirical connections matrix extracted from the density of white matter fiber tracts connecting candidate brain areas. One can go further to identify the role of local excitatoryinhibitory homeostasis in shaping up rs-FC (Vattikonda et al., 2016) . At the neurotransmitter level the kinetic model of receptor binding (Destexhe et al, 1994a; Destexhe et al, 1994b) relates the neurotransmitter concentration changes to the synaptic gating variable, We
propose that a multiscale model should be able to relate the neurotransmitter modulations to the rs-FC. The key link is the synaptic gating dynamics which is linked to neurotransmitter kinetics and further plays a lead role in generation of excitatory-inhibitory currents in a local population of neurons (mean field). We relate the mean field activity in an area to the BOLD activity by the haemodynamic model (Friston 2002 (Friston , 2003 . Hence, each cortical region is modeled as a pool of excitatory and inhibitory neurons with recurrent excitatory-excitatory, inhibitory-inhibitory, excitatory-inhibitory and inhibitory-excitatory connections, and coupled with neurotransmitters GABA and glutamate via NMDA (N-methyl-D-aspartate) and GABA synapses, respectively. Long-range connections are modeled as excitatory connections between excitatory pools of each region. Long-range inputs are also scaled according to normalized connection strength between regions derived from DTI. Here, excitatory population in an area receives following input currents: recurrent inhibitory currents, recurrent excitatory currents, long-range excitatory currents from excitatory populations in all other areas, as well as external currents. Destexhe et al, 1994a ; assumed that occurrence of neurotransmitter release at synaptic cleft can be considered a pulse following the arrival of an action potential at the presynaptic terminal. Thus, neurotransmitter release can be captured in the rate equation that describes the synaptic gating variable dynamics. The rate of change of synaptic gating variable can be expressed as neural response function ( -spikes) scaled by normalized neurotransmitter concentration and the fraction of closed synaptic gating probability plus the contribution of leaky synaptic gating originating from fast processes. + ⇄
Where, TR and R represents bound and unbound receptors, respectively. α and β are the forward and backward rate constants of binding of neurotransmitter on receptors. !"# is maximun neurotransmitter concentration. In Eq. 2, S represents the fraction of synaptic
gating variable at open state. Thus, equations 1& 2 together describe evaluation of synaptic gating variable with time under the influence neurotransmitter concentration.
Based on the kinetic model of receptor binding (Destexhe et al, 1994a; Destexhe et al, 1994b) , we have considered average release of glutamate (T glu; concentration of glutamate ) or GABA (T gaba; concentration of GABA) in synaptic cleft is governed by firing rate of excitatory or inhibitory presynaptic neurons in an area i, and rate of synaptic gating is represented by equations Eq.7 and Eq.8 respectively.
Using DMF model (Deco et al, 2014a; Deco et al., 2014b) and kinetic model of receptor binding (Destexhe et al, 1994a; Destexhe et al, 1994b) , we propose a MDMF in which each brain area, where dynamics of GABA synapses and excitatory NMDA synapses depend on GABA and glutamate concentration, respectively MDMF model is described by the following coupled nonlinear differential equations.
Inhibitory plasticity rule ( Hellyer et al, 2016 )
In this study, ! (! !" !) , is denoted as input current to the area , whereas superscripts and represents represent inhibitory and excitatory populations in area . 
Network construction and graph analysis
Both negative and positive correlations are treated as connection weights by taking their absolute values. This absolute FC matrix is thresholded (0.05 to 0.4 with increments of 0.01) and finally, FC matrices thresholded with correlation value of 0.25 are used to binarize for the generation of multiple networks with various connection densities that are biologically plausible. Brain Connectivity Toolbox (BCT) is used to compute all the graph analytic measures that quantifies, segregation and integration in information processing among brain areas.
Integration measures:
(i) Global efficiency: Average inverse shortest path length in the network. Quantifies exchange of information across the whole network. It is inversely associated to the path length; it indicates exchange of information across the entire network (Wang et al, 2010) .
Global efficiency of graph G is denoted by following formula:
where, and represent vertices in a graph, n is number of vertices and !" is the shortest path length between node and node in G.
(ii) Characteristic Path Length: Average shortest path length between all pairs of nodes in the network and measures efficiency of information transfer in a network.
Segregation measures:
(i) Clustering coefficient (C ! ): C ! of a network is defined as the average of the clustering coefficients over all nodes in the network where the clustering coefficient C ! of a node i is calculated using following equation:
where, represents the number of exciting connections among the node ′ neighbors and ! representing the degree of node (ii) Local efficiency, quantifies how well a network can exchange information when a node is removed
! is the global efficiency of sub graph ! , which is comprised of the neighbors of the node (iii) Modularity, quantifies the degree to which a network may be subdivided into clearly delineated groups
If network contain n vertices, ! & ! are two groups for a particular division of the network, number of edges between vertices and is !" (values of !" are the elements of the adjacency matrix), ! and ! are the degree of nodes and is the total number of the edges of the network.
Results

Whole-brain functional connectivity estimation
The architecture of the MDMF model, consisting of cortical areas or nodes interconnected with structural connectivity matrix is represented in Fig.1A . The large scale brain network ( Fig.1B) with long-range excitatory projections among distributed brain areas contribute to resting brain activity. By construction the arrival of action potential in presynaptic terminal releases neurotransmitter in the synaptic cleft and it binds to the other side of cleft on receptors of post-synaptic membrane (inset image of Fig.1C ). We make the assumption that released neurotransmitter at synaptic cleft appears as a pulse following arrival of an action potential at the presynaptic terminal. The total neurotransmitter release in synaptic cleft is modelled as the summation of -like spikes generated following arrival of action-potentials at the presynaptic terminal.
Each cortical area is described as pool of excitatory and inhibitory neurons with recurrent excitatory-excitatory, inhibitory-inhibitory, excitatory-inhibitory, and inhibitory-excitatory connection, whereas long range connections are modelled as excitatory connections between excitatory pools of each region (Fig.1C) . Synaptic gating depends on neurotransmitter released in the synaptic cleft, hence average synaptic gating is governed with mean release of neurotransmitter in a node. So, the ensemble activity of each cortical area is the outcome of excitatory (E)-inhibitory (I) neurotransmitter homeostasis (Fig.1C) . MDMF uses anatomical structural connectivity matrix to connect the distributed brain regions, following which dynamic-kinetic interactions (equations 3-9) generate BOLD signals in each parcellated brain region. Finally, functional connectivity matrix computed from simulated BOLD signal is matched with empirical FC (Fig.1D & E) .
Steady state solutions of the MDMF model of resting brain
In Fig.2A & B , average synaptic gating of GABA or NMDA with population mean firing rate are represented by dotted line, generated by taking the steady state solutions for Eq. 7
and 8 of the MDMF model, whereas, the empty circles represent the gating kinetics of GABA or NMDA from the model proposed by Destexhe (1994b) . We use fixed values of glutamate (7.46 mM) and GABA (1.82 mM) concentrations observed in precuneus of normal healthy individual's brain during resting state and reported in MRS study by Hu, et al, 2013) . Fig.2 shows that in terms of average gating kinetics the MDMF model results at steady state are qualitatively equivalent to the model proposed by Destexhe (1994b) .
Predicting the rs-FC from GABA-glutamate kinetics
We varied the glutamate and GABA concentrations from 0.1 to 15 mmol and solved equations 3-9 numerically. The difference in estimation between the empirical FC and model predicted FC across neurotransmitter concentration scenarios is measured using the Frobenius norm, as mentioned below:
Thus, FC distance quantifies the similarity/ distance between empirical and model predicted FC. We observed that glutamate concentration ranging from 5.6 to 15 mmol and GABA concentration from 0.9 to 15 mmol show high similarity between FC and model predicted show that adult normal human brain contain glutamate from 6-12.5 mmol/kg and GABA from 1.3-1.9 mmol/kg (Govindaraju et al., 2000) .
Further, we have investigated the relation of neuronal firing rate with neurotransmitter concentrations (0.1 to 15 mmol of glutamate or GABA). Low neuronal firing rate (~8 Hz, considered as stable) can be associated with the glutamate concentration ranging from 5.6 to 15 mmol and GABA concentration from 0.1 mmol to 15 mmol, as depicted in the black region in Fig.3B . High firing rate (>8 Hz) is considered as unstable, as it is shown red and yellow region of the Fig.3B .
Precuneus is identified as a key region of the resting brain and we have shown earlier that in-silico lesions to precuneus impact activity at distant regions of the cortex. A proof of concept validation of the MDMF model will be to explore if the seed-based whole brain connectivity with the precuneus as a seed can be predicted at least qualitatively. Seed based correlation in all parcellated regions with respect to precuneus is plotted in Fig 3C for empirical data, followed by similar maps computed from model data for low GABA (0.5 mmol) and glutamate (0.5 mmol; Fig.3D ), in optimal GABA (1.3 mmol) and glutamate (7.8 mmol; Fig.3E ) and for high GABA (14 mmol) and glutamate (14 mmol; Fig.3F) concentrations. The closest match to the empirical correlation map of normal individuals was identified for optimal GABA and glutamate conditions (Fig.3C, E) .
Network analysis to evaluate the relationship between neurotransmitter concentration and the degree of functional segregation and integration
Previously, graph theoretical analysis of functional brain networks computed segregation and integration measures in epileptic (Wang et al., 2014; Yasuda et al., 2015 ; documented in We computed the graph theoretical measures of functional segregation and integration using the Brain Connectivity Toolbox (BCT). Fig.4A, B , & C illustrate the network segregation measures, modularity, clustering coefficient, and local efficiency, respectively as a function of GABA and glutamate concentrations. All the segregation measures had minima for a regime of optimal GABA and glutamate values. An increase or decrease from these optimal values revealed a regime where all the segregation matrices increase considerably and can be related to pathological states of the brain. The high GABA and glutamate concentration ( Fig.4D-F ) may lead to nodes of the underlying functional network to cluster together in aberrant conditions (Fig.4D, F) as compared to functional network in optimal glutamate-GABA ratios (Fig.4E) . path length is somewhat inverse of global efficiency, as we observe in Fig.5 . Analogous to the segregation measures, the global efficiency peaks at optimal values of GABA and glutamate. Interestingly the regime of GABA and glutamate that were optimal was identical to the segregation measures in Fig.4 . The shaded region represents graph theoretic measures of healthy subjects along with the corresponding neurotransmitters (GABA and glutamate) concentration, whereas outside of the shaded region indicates parameter regimes reported for pathological brain states, e.g., epilepsy (Wang et al., 2014; Yasuda et al., 2015) , schizophrenia (Sun et al., 2016; Ganella et al., 2017) . Nodes of a putative functional network tend to cluster together both in low (Fig.4D) , or high GABA and glutamate (Fig.4F) state, thus the average distance along shortest path length between a node and other nodes of the functional network increases in these extreme scenarios. For instance, distance between two nodes (represented in green color, Fig.4D-F ) is shown to be increased in abnormal condition (low or high GABA and glutamate). In contrast global efficiency decreases, as the nodes become closer in low or high GABA and glutamate state as compared to optimal GABA and glutamate condition (Fig.4E) .
Discussion
In the present study, we have explained the large scale resting-state network dynamics of human brain as a function of excitatory and inhibitory neurotransmitter kinetics via the multiscale dynamic mean field (MDMF) model. In other words, it is an effort to bridge two different scales -neurotransmitter concentration kinetics and synaptic activation dynamics.
Our model differs substantially in many ways from previously proposed dynamic mean field healthy to pathological brain states in a systematic manner.
In the following, we outline the most crucial findings from the current study, (a) there exist a regime of optimal balance between neurotransmitter (GABA/ glutamate) concentrations in the parameter space, where simulated functional connectivity (FC) accurately fits empirical In the MDMF model, FC emerges from the interaction of underlying anatomical connectivity and mean synaptic dynamics at the neural population level from individual brain areas (see figure 1 ). As shown in Fig.1 , neuronal or synaptic dynamics in each areas is further governed by the concentration kinetics of receptor binding at the specific neurotransmitter level. Hence, there are two distinct scales of observation and measurement which this model is successfully able to connect. Recent studies have further shown that good fit between empirical FC and simulated FC using whole brain computational model can be achieved over a robust parameter space and the proposed model further extends this line of reasoning to connect multiple scales which opens up new avenues in the domain of computational neuropsychiatry (Deco et al., 2014a; Hellyer et al., 2016; Vattikonda et al., 2016) . Specifically, identification of an optimal excitatory-inhibitory neurotransmitter homeostasis regime is critical for understanding dynamical working point shift associated with mental and neurological disorders (Cabral et al., 2012a; Cabral et al., 2012b; Deco et al., 2014b) . Thus, MDMF could be used as a computational connectomics tool by clinicians and neuroscientists apart for studying a variety of questions related to neuropsychiatric disorders. Usage of computational whole brain models in predicting seizure propagation has been recently highlighted by Proix et al, 2017 . To validate the applicability of MDMF model in the diseased brain, we undertook an extensive literature research to identify the GABA/ glutamate values in mental and neurological disorders (see table 1 & 2) . Further we pooled the studies that have applied graph theoretic measures on functional connectivity metrics on functional brain imaging data. Interestingly, deviation from optimal neurotransmitter concentration leads to prediction of pathological brain network states using MDMF. Graph properties such as modularity, clustering coefficient, local efficiency, global efficiency, and characteristic path length computed from simulated FC, across all the neurotransmitter concentration values could decrease or increase depending on how far away from the optimal values are chosen for selected combination of GABA/ glutamate concentrations.
This further resulted in a close qualitative match between empirical reports of segregation and integration measures and that coming out of the MDMF model. Importantly, the MDMF model provides a global picture for the pathophysiology of neuropsychiatric and neurogenerative disorders, where the communication among brain areas are classified in terms of local and global measures, and their relationship with the underlying physiological mechanism at molecular level.
There exist couple of dissonant findings in epilepsy research that uses MRS measurements of GABA and glutamate. On one hand, some reports show decreased GABA levels (Petroff et al., 1995) , whereas on other hand some reports reveal increased GABA level (Chowdhury et al., 2015; Hattingen et al., 2014) in epilepsy patients as compared to healthy subjects.
Concurrently, network segregation measures (modularity, clustering coefficient and local efficiency; Pedersen et al., 2015; Yasuda et al., 2015) and integration measure such as characteristic path length (Wang et al., 2014 ) are reported to be increased in epileptic patients as compared to healthy subjects (see Table 3 & 4) . The network analysis of simulated FCs from MDMF model could succesfully predict the increase in network segregation and integration (characteristic path length) measure in low or high GABA level, which is in accordance to empirical observations. Hence, the model has the potential to serve as a neurocomputational platform to explore the direct relationship between topological organization of network dynamics with neurotransmitters kinetics.
Additionally, in MDMF, inhibitory plasticity rule replaces feedback inhibition control (FIC)
compared to the earlier models (Deco et al., 2014a; Vattikonda et al., 2016) regulating homeostatic E/I balance mechanism while operating in a realistic neurotransmitters concentration regimes. Our results demonstrate that even if inhibitory plasticity rule is applied locally, it can affect globally, the large-scale brain dynamics. The local inhibitory plasticity rule in the large-scale brain network is biologically relevant for providing stabilization in a plastic network and regulating optimal information flow and noise correlation (Sprekeler et al, 2007; Vogels et al, 2011) .
The important limitations in MDMF at the current stage is the non-incorporation of some finer details that are relevant for functional brain network dynamics. First, we have taken a fixed value of GABA/ Glutamate concentration over the entire brain commensurate with measurements from MRS using single-voxel spectroscopy. However, the concentrations of these neurotransmitters are variable across different areas which can be measured from positron emission tomography (PET) recordings (D'Hulst, et al. 2015) . Nonetheless, a detailed analysis with GABA/ Glutamate values in individual brain areas contributing to resting state dynamics remains out of scope at this point due to lack of availability of detailed data but will be an interesting issue to resolve in future. Second, the structural connectivity (SC) matrix that is used in this study does not contain any subcortical brain areas which may crucially play a role of driver in sculpting much of the endogenous activity of the brain (Freyer et al., 2011) . Third, communication and synchronization between brain areas are typically modulated by distant dependent conduction delays. To keep our findings tractable and to avoid complexity, delays are neglected in this model, which may serve as a critical ingredient for shaping up global brain dynamics, giving rise to phenomenon such as oscillations, complex spatiotemporal patterns, chaos and multi stability (Ghosh et al, 2008; Deco et al, 2009) . Fourth, we have avoided incorporation of neuromodulatory effects in the MDMF model because the discussion is purely limited to relative small time window of resting state. However, incorporation of all these features are possible in the MDMF framework in future. In fact the DMF component can be replaced with thalamocortical models (e.g Freyer et al., 2011) to address homeostasis in EEG/ MEG data in future computational studies.
In summary, we have characterized the homeostasis of glutamate-GABA concentration via a interesting direction for this approach could be task fMRI data that is far less traversed at this point. However, given that it is a bit unrealistic and challenging to acquire patients fMRI data particularly during task conditions therefore a future direction of this whole brain computational model could be geared more towards generating specific predictions during task conditions or perturbation with brain stimulations (tDCS, TMS) with a high degree of patient specificity. 
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