Abstract-
I. INTRODUCTION
Practical, hardware implementations of complex motion control systems play an important role in the design of modern day industrial controls and automation [1] . For many applications a single chip architecture that offers high reliability and is easily reconfigurable is preferred. In recent years Field-Programmable Gate Arrays (FPGAs) have gained acceptance over Application-Specific Integrated Circuit (ASIC) for industrial control applications. This is largely because FPGAs can be reconfigured by the designer to meet a variety of design requirements.
In recent years the performance of FPGAs has greatly improved due to the development of sub-micron process technology [2] . In addition to this, advancements in Very Large Scale Integration (VLSI) technology and Electronic Design Automation (EDA) techniques have created an opportunity for the development of complex, compact, and reliable controllers for industrial motion control applications [3] . System-on-a-Programmable-Chip (SoPC) architectures have been increasingly popular for robotic applications. This architecture integrates the tasks of different chips on to one device which yields a more compact, reliable design. Within the SoPC, the functions requiring fast processing can be implemented in hardware and the highly sophisticated, computationally intensive algorithms can be realized in software on a "soft" processor on the same FPGA [4] . Execution time of algorithms can be dramatically reduced by designing dedicated parallel architectures, allowing FPGAbased controllers to reach the level of performance of their analog counterparts without their drawbacks [3] . However, much work remains to be done to develop reliable, fast, motion control devices with FPGAs.
The fact that a virtual processor can be integrated with the hardware design has provided greater flexibility to designers. Designers can now integrate the powerful features of hardware designs with complex software algorithms. Motion controllers that use the features of both hardware and virtual processor technology are still at a novel stage. In this study, a highly integrated, cascaded type PID controller is considered.
PID controllers are the most extensively used controller class in modern industrial control systems [5] . This is largely because they have the most impressive record in terms of the number of successful industrial deployments [6] . They are widely used for controlling systems from slow response temperature controllers to fast acting robotic manipulators. FPGAs offer features for a much more compact implementation of the hardware interfaces required for the feedback and command signals as well as the option of a virtual processor for running software.
System performance indices are an important element in control system design. The tuning of PID controllers for satisfactory system performance has been among the most widely discussed research topics [5] . The method proposed by Ziegler and Nichols (ZN) [7] is the most popular and widely adopted method for tuning controller gains. However, in some cases it has been reported that the gains produced by the ZN method result in excessive overshoot of the plant [8] . In general, this method cannot be used to tune the controller for plants that have a relatively long time delay and will not necessarily yield optimum dynamic performance. Alternative methods for obtaining the optimal gains have been proposed in the literature; however, most of these techniques are computationally intensive and are difficult to implement for real time systems. -6, 2015 This study proposes the development of an FPGA based motion controller on a chip for an inverted pendulum system. The quadrature decoders/counters for acquiring the encoder feedback and the PWM signals for driving the DC motor were implemented in hardware. The controller, which is essentially a cascaded PD based algorithm, was soft coded in a virtual processor configured on the same FPGA. A novel, computationally efficient, offline method is proposed for obtaining the controller gains using Response Surface Methodology (RSM). An inverted pendulum based system is used as an example system to demonstrate the proposed methodology.
Optimization of Controller Gains for FPGA-Based
This paper is organized as follows. Section 2 describes the FPGA based controller architecture. Section 3 provides a description of the experimental setup. The proposed method for obtaining the optimal gains is outlined in Section 4. In Section 5, experimental results from the inverted pendulum tuning is presented. Section 6 provide the conclusions of this study.
II. FPGA BASED CONTROLLER ARCHITECTURE
The main objective of this architecture was to utilize the ultra-high-speed hardwired logic of the FPGA. A detailed description of each module of the controller is presented. The design was partitioned into reconfigurable hardware and reprogrammable software using SoPC all on a single FPGA device. Once the controller was designed, the prototype system was implemented on a commercially available development board featuring an FPGA device and other components useful for prototyping. The controller architecture includes: i) IO modules and ii) a virtual "soft" processor module.
A. IO Modules

Encoder
The encoder blocks provide the feedback signals to the control system which controls the DC servomotor (e.g., position of the cart) as well as the angle of the pendulum (pendulum mounted on the cart). In digital motion control systems, encoders are used to translate the rotary motion of a shaft into digital form. Optical encoders have a Light Emitting Diode (LED) as an emitter and photodiode as a detector. As the code wheel rotates in between the emitter and the detector, the light from the emitter is interrupted by the slots in the code wheel. The position of the shaft is evaluated by counting the pulses generated by the detector. A second emitter/detector pair is placed on the circumference of the code wheel in such a way that the first detector (channel A) reads the slot and the second detector (channel B) reads the bar. Channel A and channel B are quadratic to each other; i.e., phase shifted by . When the encoder rotates in the clockwise direction, the system counts up and channel B leads channel A. For counterclockwise rotation channel A leads channel B and the system counts down [9] .
Based on the past and present state, the counter is either incremented or decremented as indicated in Table I . In a quadrature decoder/counter, the count corresponds to edges (falling and rising) on both channels A and B. Consequently the resolution of the counter is four times the basic resolution of the code wheel; i.e., a 2500 slot code wheel yields an effective resolution of 10,000 counts per revolution. In the system described here, a 20-bit encoder counter was designed in hardware using AHDL (Altera Hardware Description Language). The logic implemented in AHDL includes edge detector circuitry to detect transitions (i.e.; edges) between the states in channels A and B. This circuitry is implemented in D-type flip flops as shown in Fig. 1 . In each encoder block, a 20 bit up-down counter is incremented or decremented depending on the state of the four D-type flip flops as shown in Table II above. The base address of the two encoder counters are read by the virtual (NIOS) processor (encoder1_input_BASE and encoder2_input_BASE) to get angular position feedback from the table and pendulum. The error is subsequently estimated from the difference of the actual encoder value to the desired value.
PWM
The PWM module is also implemented in hardware and consists of a counter and comparator. The output from the 12 bit counter is compared with a reference value using a comparator. Different duty cycle values are obtained by changing the reference value. The PWM signal has a base frequency of 12 kHz and a 12 bit resolution corresponding to a duty cycle of 0 to 100%. The PWM signal drives an Hbridge that controls the motor that displaces the table.
B. Processor Module
The NIOS II "soft" processor is fundamentally a high performance 32 bit, RISC architecture, embedded computer. It includes a processor, combination of peripherals and memory on a single chip as shown in Fig. 2 . The system described in this paper is based on a NIOS II/s standard variant of the processor that can access up to 2GB external address space and 20KB of on-chip memory. Also included in the NIOS II/s is a simple periodic interval timer configured for 1 ms interrupts, a JTAG UART, and a number of parallel I/O (PIO) signals. The peripherals are connected to the Avalon bus which supports dynamic bus sizing so that peripherals with different data widths can be used on a single bus. It is designed to facilitate the integration of on and off-chip processors and peripherals into a system on a programmable chip. The JTAG UART core with the Avalon Interface implements a method to communicate between a host PC and the System on a Programmable Chip (SOPC). In most designs the JTAG eliminates the need for RS-232 serial communication interface for simple character I/O. Altera provides JTAG terminal software running on the host PC that manages the connection to the target, decodes the JTAG data stream and displays the messages on screen. The host PC connects to the FPGA via the Altera USB Blaster. Fig. 3 shows the schematic block diagram of the controller deployed on the FPGA including the NIOS processor. Once the components are added to the system using SOPC builder the system is complied into a single block and exported to the Quartus II 11.1 development environment thus creating the final project file illustrated below. This section describes the experimental hardware. As shown in Fig. 4 the table is supported on guide rails and is actuated by means of a DC servomotor (Pittman model no. 9232 s003-R1) that directly drives a ball screw with a pitch of 0.2 inches. The ball screw converts the rotational motion of the motor into translational motion of the table. The motor produces a continuous stall torque of 2.4 Nm at a voltage of 24 V. The servo motor has an integral optical encoder with a resolution of 2000 pulses/rev. It provides the controller with feedback on the angular position of the ball screw which is directly related to the table position. The pendulum is directly coupled to a second encoder with a resolution of 10,000 pulses/rev. The table is free to move along the guide rails and the inverted pendulum is free to rotate relative to the table through a revolute joint.
The proposed controller was implemented exclusively on a single FPGA device. It is comprised of several modules implemented in hardware for reading the optical encoders and for producing the Pulse Width Modulation (PWM) signal as output. The controller also incorporates a virtual processor (NIOS II) which is used to implement the control algorithm. The output from the controller includes a direction signal and a 12-bit PWM signal. These signals control an H-bridge that drives the motor.
IV. PROPOSED METHODOLOGY FOR OBTAINING OPTIMAL GAINS
A novel approach for obtaining optimal gains for a multivariable system is proposed in this study. Early in the 1920's Sir Ronald A. Fisher, the renowned mathematician, discovered the most efficient method of experimentation based on factorial designs. Classes of experimental designs include general factorial, two-level factorial, fractional factorial, response surface methodology and others. These statistical based experimental design methodologies are referred to as Design of Experiments (DOE) [10] . In this paper Response Surface Methodology (RSM) was performed to establish the relation between the response and the input parameters.
Response Surface Methodology (RSM) is a mathematical and statistical technique useful for modeling and analyzing the response of interest that is a function of multiple variables. The objective is to optimize the response which could mean minimize, maximize or achieve a target. One of the popular RSM techniques is Central Composite Design (CCD). It is an embedded factorial or fractional factorial design with center points in conjunction with axial or star points that facilitate the estimation of curvature. CCD allows the user to fit a second order (quadratic) model for the response as shown in expression (1):
where represents the response, is the overall average, is the regression coefficient, represents the factor i and j respectively, k is the number of factors, are the interaction terms, represents pure second order or quadratic effects and is the error estimate.
In this study, RSM techniques are used to tune a system with multiple PID type control loops. According to this method the P, I, D controller gains are considered as primary factors. An applicable range of gains is considered with an appropriate performance index as the response of the system. The objective is to maximize the performance index which represents the cost function for the given system. A set of experiments were carried out for each combination of gains determined by the DOE software to estimate the performance index. The DOE software was then used to calculate the optimal set of gains, which minimizes the cost function. Ideally the optimal gains yield the most stable dynamic performance of the system. In order to demonstrate the proposed methodology a table with an inverted pendulum was used. A cascaded PD type controller is proposed for controlling the system. P 2 , D 2 are the proportional and derivative gains of the pendulum and P 1 , D 1 are the corresponding gains of the table. The architecture of this controller is depicted in Fig. 5 . It is comprised of an outer loop which is based on the feedback of the pendulum position and an inner loop based on the position of the table. The objective of the outer loop is to maintain the vertical angle of the pendulum at zero and the inner loop considers the output from the first controller as the set point. The second controller calculates the command signal for the motor.
This system was initially tuned using a trial and error method and a range of gains was established. Based on the initial gain values, the DOE software proposed a different combination of gains. The objective function was to minimize the integral square error of the pendulum given by the following expression:
Where, J corresponds to the cost function value, E p corresponds to the error of the pendulum. t 1 , t 2 is the time interval considered. Different experiments were conducted in order to estimate the cost function value for each of the gain combinations. The CCD provided an estimate of the optimum value for the gains based on the experimental results. Table III . Four factors with two levels without any replications resulted in 30 runs. No replications were performed since the experimental setup is not subjected to any uncertainties thus subsequent replications would result in identical results. An Analysis of Variance Analysis (ANOVA) of the significant factors was performed to determine the relative importance of each factor on the response. A. Statistical test for significance using ANOVA From Table IV the chosen design indicates that the model is significant with "Model F-Value" of 134.59. There is only a 0.01% chance that a "Model F-Value" this large could occur due to noise. In general if the F-Value >>1 then the effect is significant which means the factors significantly affects the response. The approach taken compares the calculated F-Value to 5% F-table using Degrees of Freedom (DF) of main effects and Degrees of Freedom of error. Alternately, if the p-value which is calculated by the DOE software is less than 0.05, then the effect is significant. Therefore the main effects, A, B, C, and D (which correspond to controller gains P 1 , D 1 , P 2 , D 2 ) are considered to be the important factors and are significant in the model. Several other factors such as interaction and quadratic effects are included to maintain the hierarchy [10] . The "Lack of Fit F-Value" of 0.93 implies that the lack of fit due to "Pure Error" is not significant. Error occurs when the analysis omits one or more important terms or factors from the process model. Finally, the "Lack of Fit F-Value" indicated that the model fit is significant. [10] . "C.V." is the coefficient of variation that measures the residual variability in the data as a percentage of the mean of the response variable. The quantity "R-squared" is interpreted as the proportion of the variability in the data explained by the ANOVA model. The "Pred R-Squared" of 0.9665 is in very good agreement with "Adj R-Squared" of 0.9847. Adequate precision measures signal to noise ratio. A ratio greater than 4 is desirable. In this case, 48.417 indicates that the signal is adequate and therefore this model can be used to navigate the design space. Model adequacy checking was performed by graphical analysis of the residuals. Any violations of model assumptions (normality of residuals, constant variance and independence) can be investigated by this method. Mathematical models correlating the responses of the design are represented as regression equation (3) . Regression models are used to fit more precise models rather than giving a rough approximation of the models. Fig.6 and Fig. 7 explains the interaction graphs between the factors that are significant in the model. It is interesting to note that the interaction between the proportional gain of the inner loop, P 1 , and the derivative gain of the outer loop, D 2 , is significant. Similarly, the interaction between the two derivative gains, D 1 and D 2 , is significant.
The final equation in terms of coded factors is as follows:
(3) Figure 6 . Interaction between factors "D1" and "D2". 
B. Experimental Validation
Three optimal solutions were obtained from the DOE as indicated in Table VI . Since all three resulted in identical cost function values, further tests were carried out in order to determine which provided the best response. Actual tests were carried out to evaluate the optimum gains provided by the DOE. The results of these tests are shown in Fig. 8 which shows a plot of pendulum angle as a function of time. For the time considered (0-4s) it is seen that all three cases provide a stable pendulum angle oscillating about the vertical position. The maximum pendulum angle in cases 1, 2 and 3 are 0.576, 0.468 and 1.152 degrees, respectively. Case 2 provides the most stable performance since it provides the minimum sum of absolute error which is 0.525 degree-s. Case 1 provides the second best performance which has a sum of absolute error of 0.741 degree-s. While the same value for Case 3 is 1.498 degree-s. The main objective of this paper was to determine optimal controller gains for a multivariable, FPGA-based control system using Response Surface Methodology. A cascaded PD type controller was used to control the system. Initially the system was balanced using a trial and error method in order to determine a suitable range for the gains. The performance criterion for the optimization was based on the integral square error of the pendulum position over a fixed time interval. DOE tests were carried out for each of the trial values. The DOE analysis then provided the optimum controller gains that would produce the best performance. It is worth noting that the performance of the system using the controller gains in Table VI was superior to that obtained by the initial trial and error method as well as all of the 30 initial trial runs.
There is no clear method for obtaining the initial gains for a system with multiple gains. A systematic method for obtaining initial gains has to be developed as future work. The current study considered only one variable (minimum square of error) as the performance index. Other factors such as system rise time, settling time, percentage overshoot, minimum error of a combination of feedback parameters, etc. could be considered as performance indices. By considering several factors superior dynamic performance can be achieved.
