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The stroboscopic evolution of a periodically driven isolated quantum system can always be de-
scribed effectively by a time-independent Floquet Hamiltonian. We address the question, whether
this concept can be generalized to open Floquet systems described by a Markovian master equation.
Studying an example system, we find two extended parameter regions, one where the one-cycle
evolution can be reproduced by an effective time-independent Markovian master equation, gener-
ated by a time-independent Floquet Lindbladian, and another one, where it can be reproduced by
an effective time-homogeneous non-Markovian master equation only. Interestingly, the boundary
between both regions depends on the driving phase, revealing the non-trivial role played by the
micromotion in open Floquet systems.
When the coherent evolution of an isolated quantum
Floquet system, described by the time-periodic Hamilto-
nian H(t) = H(t + T ), is monitored stroboscopically in
steps of the driving period T , this dynamics is described
by repeatedly applying the one-cycle time-evolution oper-
ator U(T ) = T exp [− i~ ∫ T0 dt′H(t′)] (with time orderingT ) [1, 2]. It can always be expressed in terms of an effec-
tive time-independent Hamiltonian HF , called Floquet
Hamiltonian, U(T ) ≡ exp(−iHFT/~). While the Flo-
quet Hamiltonian is not unique due to the multi-branch
structure of the operator logarithm logU(T ), the unitar-
ity of U(T ) implies that every branch is Hermitian like a
proper Hamiltonian. The concept of the Floquet Hamil-
tonian suggests a form of quantum engineering, where a
suitable time-periodic driving protocol is designed in or-
der to effectively realize a system described by a Floquet
Hamiltonian with desired novel properties. This type of
Floquet engineering was successfully employed with ul-
tracold atoms [3], e.g. to realize artificial magnetic fields
and topological band structures for charge neutral parti-
cles [4–9].
However, systems like atomic quantum gases, which
are very well isolated from their environment, should
rather be viewed as an exception. Many quantum sys-
tems that are currently studied in the laboratory and
used for technological applications are based on electronic
or photonic degrees of freedom that couple to their envi-
ronment. It is, therefore, desirable to extend the concept
of Floquet engineering also to open Floquet systems. In
this context, a number of papers investigating proper-
ties of the non-equilibrium steady states approached by
these driven dissipative systems in the long-time limit
have been published [10–22]. In this paper, in turn, we
are interested in the (transient) dynamics of open Flo-
quet systems and address the question as to whether it
is possible to describe their stroboscopic evolution with
time-independent generators, like it was in the case of
isolated systems.
We consider a time-dependent Markovian master equa-
tion [23]
ρ˙ = L(t)ρ = 1
i~
[H(t), ρ] +D(t)ρ, (1)
for the system’s density operator ρ, described by a time-
periodic generator L(t) = L(t + T ). It is characterized
by a Hermitian time-periodic Hamiltonian H(t) and a
dissipator
D(t)ρ =
∑
i
[
Ai(t)ρA
†
i (t)−
1
2
{A†i (t)Ai(t), ρ}
]
, (2)
with traceless time-periodic jump operators Ai(t). The
generator L is of Lindblad form [24] (it is a Lindbla-
dian). This is the most general time-local form guaran-
teeing an evolution described by a completely positive
and trace preserving (CP-T) map consistent with quan-
tum mechanics [23]. In particular, the one-cycle evolu-
tion superoperator
P(T ) = T exp
[ ∫ T
0
dtL(t)
]
, (3)
the repeated application of which describes the strobo-
scopic evolution of the system, is CP-T.
We can now distinguish three different possible scenar-
ios for a given time-periodic Lindbladian L(t): (a) the ac-
tion of P(T ) can be reproduced with an effective Marko-
vian master equation described by a time-independent
Floquet Lindbladian LF , P(T ) = exp(TLF ); (b) the
action of P(T ) is reproduced with an effective non-
Markovian master equation characterized by a time-
homogeneous memory kernel; (c) the action of P(T ) can-
not be reproduced with any time-homogeneous master
equation. Scenario (a) is implicitly assumed in recent pa-
pers [25–27], where a high-frequency Floquet-Magnus ex-
pansion [28] (routinely used for isolated Floquet systems
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2[29–31]) is employed in order to construct an approxi-
mate Floquet Lindbladian. It requires that one branch
of the operator logarithm logP(T ) has to be of Lindblad
form so that it can be associated with TLF . However,
differently from the case of isolated systems, for which
any logarithm branch of the unitary evolution operator
is guaranteed to be Hermitian, it is not obvious whether
there is at least one valid branch for a given open Floquet
system, since general CP-T maps do not always possess a
logarithm of Lindblad type [32]. Below we demonstrate
that scenario (a) is indeed not always realized even in the
case of a simple two-level model. Instead, we find that
the parameter space is shared by two phases correspond-
ing to scenario (a) and (b), respectively.
We consider a two-level system described by a time-
periodic Hamiltonian H(t) and a single time-independent
jump operator A,
H(t) =
∆
2
σz + E cos(ωt+ ϕ)σx and A =
√
γσ−. (4)
Here σx, σz and σ− are standard Pauli and lowering op-
erators. Using the level splitting ∆ and ~/∆ as units for
energy and time (so that henceforth ∆ = ~ = 1), the
model is characterized by four dimensionless real param-
eters: the driving strength E, frequency ω, and phase ϕ,
as well as the dissipation strength γ.
Let us first address the question of the existence of
a Floquet Lindbladian. In the coherent limit, γ = 0,
the unitary one-cycle evolution operator U(T ) is divisible
(any root of it is a unitary operator) and yields a count-
ably infinite set of Hermitian generators, HU{x1, ..., xN},
xs ∈ Z, U(T ) = e−iHUT/~, parametrized by a choice of
a branch of the logarithm logU(T ). One of these gen-
erators can be chosen as Floquet Hamiltonian HF . This
choice can be made, e.g, by using the principal branch,
∀xs ≡ 0, or the branch closest to the time-averaged
Hamiltonian H(t). For an open system, γ > 0, we have
to consider the one-cycle evolution superoperator P(T )
[33, 34]. Since it is a CP-T map, its spectrum is invari-
ant under complex conjugation. Thus, its N2 eigenval-
ues are either real or appear by complex conjugated pairs
(we denote the number of these pairs nc). To find out
whether we are in scenario (a), we implement the Marko-
vianity test proposed by Wolf et al. in Refs. [32, 35].
Namely, in order to be consistent with a time indepen-
dent Markovian evolution, P(T ) should have at least one
logarithm branch, S{x} = 1T logP(T ) (where a set of in-
tegers {x} = {x1, ..., xnc} labels a branch), which fulfills
two conditions: (i) the map S{x} should preserve Her-
miticity, i.e., S{x}V † = S{x}V , if V = V †, and (ii) it has
to be conditionally completely positive [36, 37]. Then the
corresponding branch S{x} can be nominated for an ef-
fective Lindblad generator LF . Already here the contrast
with the unitary case becomes apparent: it is not guaran-
teed that such branch exists. There is no need to inspect
the different branches to check condition (i). It simply
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FIG. 1. Distance from Markovianity µmin of the effective gen-
erator of the one-cycle evolution superoperator as a function
of driving strength E and frequency ω, for weak dissipation
γ = 0.01 and two driving phases (a) ϕ = 0 and (b) ϕ = pi/2.
In the white region, where µmin = 0, a Floquet Lindbladian
LF exists. On the dashed line the Floquet map P(T ) pos-
sesses two negative real eigenvalues.
demands that the spectrum of S{x} has to be invariant
under complex conjugation. This means, in turn, that
the spectrum of the map P(T ) should not contain nega-
tive real eigenvalues (or, strictly speaking, there must be
no eigenvalues of odd degeneracy, whose integer powers
gives negative numbers). Otherwise, the answer is ‘no’.
Condition (ii) is more complicated and involves prop-
erties of the eigenelements of the Floquet map. Below,
we only outline the corresponding test (for more details
on its derivation and meaning we refer the reader to
Refs. [32, 35]). It involves a set of nc + 1 Hermitian ma-
trices {V0, ..., Vnc} obtained from the spectral projectors
of P(T ). The condition is fulfilled, if there is a set of nc
integers, {x} ∈ Znc , such that V∑ = V0 +∑c xcVc ≥ 0.
At a first glance, to test this condition, we have to
inspect all branches, i.e., a countably infinite number
of combinations of nc integers. Fortunately, the situ-
ation is not that hopeless because finding the solution
for this equation is related to two known programing
problems [38, 39]. When {x} ranges over Rnc , condi-
tion V∑ = 0 outshapes either zero or a finite volume in
which V∑ is positive semidefinite. In the former case the
answer is evidently ‘no’. In the latter one, the volume
is enclosed by a convex body called spectrahedron [40].
To check whether the spectrahedron contains an integer
point is a problem of polynomial complexity with respect
to max{|x01|, ..., |x0nc |}, where {x0} ∈ Rnc is the solution
set of V∑ = 0. Finally, when the answer is ‘yes’ and and
the Floquet Lindbladian LF is found, we can extract from
it the corresponding time-independent Hamiltonian and
jump operators [41].
If the answer is negative and no Floquet Lindbladian
exists, it is instructive to quantify the distance from
Markovianity for the non-Lindbladian generator S{x}, by
picking the branch giving the minimal distance. For this
purpose, we compute two different measures for non-
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FIG. 2. Distance from Markovianity µmin along horizontal
cuts through the phase diagram in Fig. 1(a) for ω = 1, 2, 3
(solid, dashed, dotted line), in (a) logarithmic and (b) lin-
ear plots. (c) Maximum extent of the non-Lindbladian phase
with respect to frequency, ∆ω, and driving strength, ∆E,
and maximum non-Markovianity µmin = maxω,E [µmin(ω,E)]
versus disspation strength γ.
Markovianity proposed by Wolf et al. [32] and Rivas
et al. [42], respectively. The first measure is based on
adding a noise term −µN of strength µ to the generator
and noting the minimal strength µmin required to make it
Lindbladian. Here N is the generator of the depolarizing
map exp(TµN )ρ = e−µT ρ+[1−e−µT ] 1N [32]. The second
measure quantifies the violation of positivity of the Choi
image [43–45] of the generated map [42, 46]. Interest-
ingly, we find that for our model system both measures
agree: within the numerical accuracy the second measure
is always found to be equal to µmin/2.
Let us now discuss our results. In Fig. 1(a) we plot the
distance from Markovianity µmin for the effective gen-
erator of the one-cycle evolution superoperator versus
driving amplitude E and frequency ω. We chose weak
dissipation γ = 0.01 and ϕ = 0. The blue lobe, where
µmin > 0, corresponds to a phase, where the Floquet
Lindbladian LF does not exist. This non-Lindbladian
phase is surrounded by a Lindblaidan phase (white re-
gion) where µmin = 0 so that LF can be constructed
[scenario (a)]. It contains also the ω axis, corresponding
to the trivial undriven limit E = 0. Note that only for a
fine-tuned set of parameters, lying on the dashed line in
Fig. 1(a), P(T ) possesses negative eigenvalues. However,
they come in a degenerate pair, such that the construc-
tion of a Floquet Lindbladian is not hindered by condi-
tion (i). Both the high and the low frequency limit are
surrounded by finite frequency intervals, where the Flo-
quet Lindbladian exists. This suggests that a Floquet-
Magnus-type expansion for the Floquet-Lindbladian [25–
27] can indeed describe the high-frequency regime. Some-
what counter-intuitively, we find that the Floquet Lind-
bladian also exists in a finite region of driving strengths E
around the strongly-driven limit, so that for large E the
low and the high-frequency Lindbladian phases are con-
nected. In turn, for intermediate frequencies, the Lind-
bladian phase does not stretch over a finite interval of
driving strengths E around the undriven limit E = 0.
This can also be seen from Fig. 2(a) and (b), where we
plot µmin along horizontal cuts through the phase dia-
gram of Fig. 1(a), using a logarithmic and a linear scale,
respectively.
Figure 1(b) shows the phase diagram for a differ-
ent driving phase, ϕ = pi/2. Remarkably, compared
to ϕ = 0, Fig. 1(a), the non-Lindbladian phase cov-
ers now a much smaller area in parameter space. The
phase boundaries depend on the driving phase or, in
other words, on when during the driving period we
monitor the stroboscopic evolution of the system. In
the coherent limit, we can decompose the time evo-
lution operator of a Floquet system from time t0 to
time t like U(t, t0) = UF (t) exp[−i(t − t0)Heff]U†F (t0),
where UF (t) = U(t + T ) is a unitary operator describ-
ing the time-periodic micromotion of the Floquet states
of the system and Heff is a time-independent effective
Hamiltonian. The Floquet Hamiltonian HFt0 , defined via
U(t0 +T, t0) = exp(−iTHFt0) so that it describes the stro-
boscopic evolution of the system at times t0, t0+T , . . . , is
for general t0 then given by H
F
t0 = UF (t0)HeffU
†
F (t0) [31].
(Note that above we used the lighter notation HF = H
F
0
for t0 = 0.) It depends on the micromotion via a t0-
dependent unitary rotation. However, in the dissipative
system the micromotion will no longer be captured by a
unitary operator. This explains, why the effective time-
independent generator of the stroboscopic evolution can
change its character as a function of t0 (or, equivalently,
the driving phase ϕ) in a nontrivial fashion, e.g. from
Lindbladian to non-Lindbladian.
In Fig. 2(c), the dependence of the phase diagram
on the dissipation strength γ is investigated. We find
that the extent of the non-Lindbladian phase both in
frequency, ∆ω, and driving strength, ∆E, does not van-
ish in the limit γ → 0. Thus, even for arbitrary weak
dissipation the Floquet Lindbladian does not exist in a
substantial region of parameter space. It is noteworthy
that the maximum distance from Markovianity µmin goes
to zero linearly with γ, i.e., the non-Markovianity is a
first-order effect with respect to the dissipation strength.
While in the non-Lindbladian phase, we are not able
to find a Markovian time-homogeneous master equation
reproducing the one-cycle evolution operator P(T ), one
might still be able to construct a time-homogeneous non-
Markovian master equation, which is non-local in time
and described by a memory kernel. In order to construct
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FIG. 3. Shortest memory time τmem for the exponential kernel
of the effective non-Markovian generator in Eq. (5). τmem = 0
(white) indicates the Lindbladian phase. Due to limited nu-
merical accuracy, we cannot resolve values of τmem ≤ 10−2T .
This leads to a spurious plateau at small τmem. Other param-
eters as in Fig. 1(a).
such an equation, we make the following ansatz [47–49]:
∂t%˜(t) =
∫ t
0
dτ e(τ−t)/τmemLK %˜(τ), (5)
where τmem is the memory time and LK a Lindbladian
generator. The kernel on the right-hand side is not
of arbitrary form. In the Laplace domain it is linked
to the probability density function, which governs the
time between two successive applications of a CP-T map
E = 1 + LK to a system performing a single realization
of a stochastic microscopic process [47]. Thus, the CP-T
character of the evolution, averaged over many realiza-
tions and resulting in Eq. (5), is guaranteed. It is useful
to introduce a map P˜ describing the evolution resulting
from the effective master equation (5), %˜(t) = P˜(t)%(0).
It solves the equation ∂tP˜(t) =
∫ t
0
dτ e(τ−t)/τmemLKP˜(τ)
with P˜(0) = 1. We now have to construct a Lindbladian
LK , so that P˜(T ) = P(T ). For that purpose, we repre-
sent the one-cycle evolution in its Jordan normal form,
P(T ) = ∑a λaMa. A natural ansatz for the Lindbladian
is then LK =
∑
a λ
K
aMa, for which we find an evolution
operator of the form P˜(t) = ∑a ha(t)Ma, with charac-
teristic decay functions ha(t) obeying ha(0) = 1. Plug-
ging this ansatz into the equation of motion, the problem
reduces to solving a set of scalar equations ∂tha(t) =∫ t
0
dτ e(τ−t)/τmemλKa ha(τ). They possess solutions [46]
ha(t) = e
−t/2τmem [cosh(Γat)+sinh(Γat)/(2Γaτmem)] with
Γa = [τ
−2
mem/4 + λ
K
a ]
1/2. Requiring ha(T ) = λa, deter-
mines the eigenvalues λKa as a function of the memory
time τmem. It is then left to check, whether the corre-
sponding LK , which depends on the memory time τmem,
is of Lindblad form by performing the test for condition
(ii). In the phase, where the Floquet-Lindbladian LF ex-
ists, we find a Lindbladian LK for arbitrarily short mem-
ory times τmem. However, in the non-Lindbladian phase
the memory time τmem cannot be smaller than a minimal
value. In Fig. 3 we plot this minimal memory time versus
driving strength and frequency. The resulting map shows
good qualitative agreement with the distance to Marko-
vianity µmin shown in Fig. 1(a) (note that the apparent
plateau for small values of τmin is an artifact related to
the fact that our numerics cannot resolve memory times
below 10−2T ).
The fact that for the used model we can always con-
struct a time-homogeneous memory kernel shows that
the non-Lindbladian phase corresponds to scenario (b).
One should be aware, however, that a time-homogeneous
master equation with memory kernel like Eq. (5) cannot
reproduce the full stroboscopic evolution, since P˜(2T ),
P˜(3T ), etc., will depend on the history of the previ-
ous periods. The stroboscopic evolution can only be ob-
tained by erasing the memory after each period, which
corresponds to multiplying the integrand of Eq. (5) by
Θ (τ − bt/T cT ), where Θ denotes the Heaviside step
function.
Our results shed light on limitations and opportuni-
ties for Floquet engineering in open quantum systems.
Using a simple model system, we have shown that an ef-
fective Floquet Lindbladian generator, constructed anal-
ogously to the Floquet Hamiltonian for isolated Floquet
systems, exists in extensive parameter regimes. In par-
ticular for sufficiently large driving frequencies the Flo-
quet Lindbladian can be constructed, suggesting that
here Floquet-Magnus-type approximation schemes [25–
27] are indeed applicable. However, we found also an
extended parameter region, where it does not exist, and
where only a time-homogeneous non-Markovian effective
master equation is able to reproduce the one-cycle evo-
lution. This finding poses an intriguing question as to
whether time-dependent Markovian systems can be used
– in a controlled fashion – to mimic non-Markovian time-
homogeneous ones. Another relevant observation is that
the existence of the Floquet Lindbladian depends on
when – on the interval [0, T ]– the model is stroboscopi-
cally monitored. This reveals an important role played
by the non-unitary micromotion in open Floquet systems,
which we might hope to exploit for the purpose of dis-
sipative Floquet engineering. In future work, it will be
crucial to develop intuitive approximation schemes al-
lowing to tailor the properties of open Floquet systems.
Also, the behavior of larger systems has to be investi-
gated (though from the computational point of view it is
a very hard problem; see, e.g., Ref. [34] for a first study
in this direction).
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Extracting Hamiltonian and Lindblad operators
from a Lindbladian generator matrix
In the region where the Floquet Lindbladian LF ex-
ists, we can extract its components, that are a time-
independent effective Hamiltonian HF and a set of ef-
fective jump operators {Ai}. To this end, we use the fact
that any Lindbladian may be represented in the form [1]
L(%) = ϕ(%)− κ%− %κ†, (A.1)
where κ ∈ Cn×n and ϕ is a CP map with ϕ∗(id) = κ +
κ†. Then, iHF is given by the antihermitian part of κ,
iHF =
1
2 (κ − κ†), and the Lindblad operators are the
Kraus operators of ϕ, ϕ(·) = ∑iAi ·A†i .
Now we may use that in the BasisB = (|Ω〉, . . . ), where
|Ω〉 ∈ Cn ⊗ Cn is a maximally entangled state, the Choi
matrix of L has the structure
LΓ = (L ⊗ id) (|Ω〉〈Ω|) =
0 0 0 0 . . .
0 • • •
0 • • •
0 • • •
. . .

︸ ︷︷ ︸
ϕΓ
+

a b∗ c∗ d∗ . . .
b 0 0 0
c 0 0 0
d 0 0 0
. . .

︸ ︷︷ ︸
−(κ·+·κ†)Γ
. (A.2)
This allows for the direct identification of κ and thus the
Hamiltonian (up to a global shift of the energies).
For a two-level system, the above representation can be
rewritten in the Bell basis B = (|Ω〉, |Σ〉, |Γ〉, |Λ〉), with
|Ω/Σ〉 = 1√
2
(|00〉 ± |11〉), |Γ/Λ〉 = 1√
2
(|01〉 ± |10〉). This
yields
HF =
1
2
( −Im(b) −Im(c) + iRe(d)
−Im(c)− iRe(d) Im(b)
)
.
(A.3)
Since LF exists, we know that ϕΓ is positive semi-definite
and we can bring it to the form ϕΓ =
∑
i viv
†
i with vectors
vi = (0, vi2, vi3, . . . ). Note that these vectors are already
the representation of the Lindblad operators Ai in the
sense that |vi〉 = (Ai⊗ id)|Ω〉. For a two-level system we
therefore find
Ai =
1√
2
(
vi2 vi3 + vi4
vi3 − vi4 −vi2
)
. (A.4)
Alternative definition of distance to Markovianity
A measure to quantify distance to Markovianity is in-
troduced in Ref. [2].
It is based on the fact that a given map P is completely
positive iff its Choi representation is positive, PΓ = P ⊗
1|Ω〉〈Ω| ≥ 0 [3, 4]. Together with the fact that the map is
trace-preserving, trPΓ = 1, one finds that ||PΓ||1 = 1 iff
P is markovian and ||PΓ||1 > 1 if it is not (here ||%||1 =
tr
√
%†% is the trace norm). On the level of the generator
L, P(t) = exp(Lt), the derivative of this norm ||P(t)Γ||1
at t = 0 can be used to define a distance measure
dRHP = lim
ε→0
||(1 + εL)Γ||1 − 1
ε
. (A.5)
Surprisingly, according to our numerics, this measure is
identical up to a factor of one half to the measure µmin [5]
used in the main text. For small distances dRHP < 10
−7
the distance measure dRHP is hard to obtain numerically,
therefore measure µmin is better in this respect.
Characteristic decay function of exponential kernel
In the main text, we show that with a special choice
of the spectral decomposition of the Kernel Lindbladian
LK the problem of engineering an effective evolution with
a time-homogeneous memory kernel can be reduced to
solving a scalar integro-differential equation for the char-
acteristic decay functions ha(t). Here we solve this equa-
tion.
The equation
∂tha(t) =
∫ t
0
dτ eΓ(τ−t)λKa ha(τ) (A.6)
in the main text (we set Γ = 1/τmem for convenience) can
be transformed into a second order differential equation,
by taking its derivative,
∂2t ha(t) = −Γ
∫ t
0
dτ e−Γ(t−τ) λKa ha(τ)
+ e−Γt e+ΓtλKa ha(t)
(A.7)
= −Γ∂tha(t) + λKa ha(t), (A.8)
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2where additionally we have to satisfy the boundary con-
ditions ha(0) = 1, ∂ha(t)|t=0 = 0 [by setting t = 0 in
Eq. (A.6)].
This homogeneous second order differential equation
can be solved by exponential ansatz
ha(t) = e
µat (A.9)
which leads to the characteristic polynomial
(µ2a + Γµa − λKa )ha(t) = 0 (A.10)
which is solved by
µ±a = −Γ/2± Γa (A.11)
with the complex root Γa =
√
Γ2/4 + λKa . So the general
solution takes the form
ha(t) = e
−Γt/2 (αeΓat + βe−Γat) (A.12)
By imposing ha(0) = 1, ∂ha(t)|t=0 = 0 we find
α+β = 1, and − Γ
2
(α+β) + Γa(α−β) = 0. (A.13)
This we can solve for
2α = 1 +
Γ
2Γa
(A.14)
and finally get
ha(t) = e
−Γt/2
[
1
2
(
eΓat + e−Γat
)
+
Γ
4Γa
(
eΓat − e−Γat)] .
(A.15)
Numerically stable procedure to find eigenvalues of
LK
Solving the nonlinear equation ha(T ) = λa for λ
K
a can
in general not be performed analytically. However for
the steady state subspace, λa = 1, we directly infer that
λKa = 0 is a solution. Note that one eigenvalue 0 is
required, since LK(Γ) has to be a valid generator and
thus obey the form
LK [·] = 0·MSS [·]+
∑
r
λKr Mr[·]+
∑
c
(λKc Mc[·]+λ¯Kc Mc¯[·])
(A.16)
with real eigenvalues λKr and pairs of complex conjugated
eigenvalues λKc , λ¯
K
c . One way to determine the remaining
λKa would be to use a numerical root finding algorithm.
However, the stroboscopic identity ha(T ) = λa has gen-
erally infinitely many solutions in the complex plane, so
that we see that a root finding algorithm can converge
into solutions with large imaginary part (which generally
yields a LK that is not a valid generator; similar to the
Markovian case we suspect that high branches do not
give a valid generator anymore).
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FIG. 1. Instantaneous eigenvalues λΓ(t) of the Choi matrix of
the full evolution P(t) (solid lines) and of the effective semi-
group exp(tLc) (dashed lines) for the two-level model with
γ = 0.01, ϕ = 0 and (a) ω = 1.5, E = 1.5 as well as (b)
ω = 1.2, E = 0.75. Lc = log(P(T ))/T is chosen from the
branch that is closest to Markovianity. By definition, both
evolutions coincide at integer multiples of the period, t = nT .
The inset shows a zoom into the three smallest eigenvalues
and the first period. The evolution is CP-T, only if all eigen-
values of the Choi matrix are non-negative for all times. By
construction P(t) is CP-T. The semigroup evolution in (a) is
CP-T, thus LF exists, but in (b) it is not CP-T, thus no LF
exists. The dotted lines stem from the evolution with the de-
signed exponential kernel. Even though there is no time-local
effective evolution with a time-independent generator LF , the
time-homogeneous time-non-local evolution with the designed
kernel is CP-T at all times and coincides with P at the full
period T .
A numerical way around this is expanding the equation
in a power series, then cutting it off at some index, so we
have a polynomial equation, where all roots of the poly-
nomial can be evaluated from the numerics. Rewriting
ha(T ) = λa in a power series gives
∞∑
n=0
(
(ΓaT )
2n
(2n)!
+
Γ
4Γa
(ΓaT )
2n+1
(2n+ 1)!
)
= λae
ΓT/2, (A.17)
and using the definition of Γa we find
∞∑
n=0
(Γ2/4 +λKa )
n T 2n
(
1
(2n)!
+
Γ
4
T
(2n+ 1)!
)
= λae
ΓT/2,
(A.18)
where numerically, we cut off the power series at some
index n0, solve for all solutions z = Γ
2/4 +λKa , and then
regain all possible λKa = z − Γ2/4. By this we again find
infinitely many candidates for LK . For the case where λa
is real of course we only may take the one root z where λKa
is real, but for the complex pair λKc there is no restriction
apart from them occurring in a pair, so we can choose any
complex solution λKc . However only for solutions with a
small absolute value, we may cut off the sum at index n0.
In order to avoid inaccuracies, we thus restrict ourselves
to a few solutions λKc with small imaginary part. Still,
for the two-level system one can always find a parameter
Γ such that a valid kernel evolution exists and we observe
3that in most cases it suffices to consider the solution λKc
with the smallest imaginary part.
In Fig. 1 we show two examples of the driven-
dissipative two-level system. It is instructive to analyze
the eigenvalues λΓ of the Choi image of the evolution op-
erator P(t). The evolution is CP-T only if all these eigen-
values are non-negative. The parameters in Fig. 1(a) lie
in the region where a Floquet Lindbladian exists, there-
fore there is a semigroup evolution (dashed lines) that
coincides with P(nT ), n ∈ N0, and is CP-T for all times.
For the parameters in Fig. 1(b) such a semigroup evo-
lution does not exist. We show the semigroup evolution
that is closest to a CP-T evolution (in the sense of the
distance measure µmin). However, there exists an evolu-
tion with a time-homogeneous exponential kernel in the
sense of Eq. (5) in the main text (dotted lines) [using
that we erase the memory at stroboscopic times with the
Heaviside function], that we found with the procedure
above, which coincides with P(nT ), n ∈ N0, and is CP-T
for all times.
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