Abstract-Regenerating codes and codes with locality are two schemes that have recently been proposed to ensure data collection and reliability in a distributed storage network. In a situation where one is attempting to repair a failed node, regenerating codes seek to minimize the amount of data downloaded for node repair, while codes with locality attempt to minimize the number of helper nodes accessed. In this paper, we provide several constructions for a class of vector codes with locality in which the local codes are regenerating codes, that enjoy both advantages. We derive an upper bound on the minimum distance of this class of codes and show that the proposed constructions achieve this bound. The constructions include both the cases where the local regenerating codes correspond to the MSR as well as the MBR point on the storage-repair-bandwidth tradeoff curve of regenerating codes.
I. INTRODUCTION
Apart from ensuring reliability of stored data, the principal goals in a distributed storage network relate to efficient data collection and node repair. Our interest is in coding schemes which store the data across n nodes in such a way that a data collector can recover the data by connecting to a small number k of nodes in the network. Node repair is to be accomplished by connecting to a subset of nodes and downloading a uniform amount of data from each node. The number of nodes contacted for repair is termed the repair degree while the total amount of data downloaded for repair is called the repair bandwidth. It is of interest to minimize both repair degree as well as repair bandwidth. It is also desirable to have multiple options for both data collection and node repair.
Distributed storage systems found in practice, include Windows Azure Storage [1] and the Hadoop-based systems [2] used in Facebook and Yahoo. Maximum-distance separable (MDS) codes are commonly used in distributed storage systems, for example in HDFS RAID [3] . MDS coding schemes, while optimal in terms of storage overhead, are however inefficient in terms of node repair, as the repair degree as well as repair bandwidth are both large. Two alternative approaches to coding have recently been advocated to enable more efficient node repair, namely, regenerating codes [4] and codes with locality [5] .
A. Regenerating Codes
In the regenerating-code framework [4] , a file of B symbols over some finite field F q is encoded to nα symbols over F q and stored across n nodes in the network, each node storing α code symbols. The codes are structured in such a way that a data collector can download the data by connecting to any k nodes and node repair can be accomplished by connecting to any d nodes while downloading β ≤ α symbols from each node. The quantity dβ is termed the repair bandwidth. A cut-set bound from network coding, tells us that given code parameters ((n, k, d), (α, β) , B) the size of a data file is upper bounded [4] by
For fixed values of parameters {B, k, d}, there are multiple pairs (α, β) that satisfy (1), which results in a storage-repairbandwidth trade-off. At the Minimum Storage Regeneration (MSR) point, the total storage nα is as small as possible while at the Minimum Bandwidth Regeneration (MBR) point dβ is minimized. The regenerating codes in this paper carry out exact repair and thus the contents of the failed and replacement nodes are identical. Explicit constructions of MSR codes for some parameters are presented in [6] , [7] , [8] , [9] . Existence of MSR codes for all [7] . In [11] , a class of MBR codes with d = (n − 1) are presented, which are termed as repair-by-transfer MBR codes as they enable node repair without need for any operation other than simple data transfer.
B. Codes with Locality
. The j th code symbol c j is said to have (r, δ)-locality if there exists a subset of code symbols that includes c j and that forms a "local" code with parameters [r + δ − 1, ≤ r, δ]. The code is said to have information locality if the code has (r, δ) locality for a collection S of code symbols from which the message symbols can be recovered. The code has all-symbol locality if all code symbols have (r, δ) locality. The notion of locality was introduced in [5] by Gopalan et. al. . The upper bound below
(with δ = 2) was derived and two constructions provided. The first construction arises from an earlier construction of class of codes termed as pyramid codes [15] . The second construction (of an all-symbol locality code) is existential in nature and based on a counting argument. A class of code closely related 1 We use κ in place of k to avoid a clash with regenerating code notation. Also, the bounds derived in [5] , [12] , [13] , [14] apply to local codes with parameters [≤ r + δ − 1, ≤ r, ≥ δ]. We adopt the slightly more restrictive definition of locality here for simplicity in presentation.
978-1-4799-0446-4/13/$31.00 ©2013 IEEE 2013 IEEE International Symposium on Information Theory to the pyramid code has been employed in Windows Azure Storage [1] . The authors in [16] implement a class of codes with locality (called locally repairable codes) in HDFS and compare the performance with Reed Solomon codes.
The results in [5] were subsequently extended in [12] and [13] to scalar codes with arbitrary δ, and vector codes with δ = 2 respectively. Upper bounds and constructions are provided in both papers for their respective settings. A general construction of explicit and optimal codes with all-symbol locality for δ = 2 is provided in [17] .
C. Overview of Results
In this paper, we construct codes (over a vector alphabet) with locality in which the local codes are themselves, regenerating codes. This makes the codes efficient both in terms of download bandwidth as well as repair degree. We term such codes as codes with local regeneration or equivalently, locally regenerating codes. We present a bound on both the minimum distance and code size for this class of codes and the constructions provided are optimum with respect to this bound. In an independent and parallel work 2 , the authors of [18] also consider codes with all-symbol locality where the local codes are regenerating codes. Bounds on minimum distance are provided and a construction for optimal codes with MSR all-symbol locality based on rank-distance codes is presented.
Section II introduces vector codes and a class of vector codes called uniform rank accumulation(URA) codes. Section III provides bounds on minimum distance of codes with locality where the local codes have the URA property. Optimal constructions of codes with locality, where the local codes are MSR and MBR codes are presented in Sections IV, V respectively. A performance comparison between locally regenerating codes, regenerating codes and scalar codes with locality is presented in Section VI. Most proofs are omitted for lack of space and and can be found in [14] .
II. VECTOR CODES
By vector codes, we mean codes over a vector alphabet of the form F α q for some α ≥ 1, that are linear over F q , i.e., c, c ∈ C and a, b ∈ F q ⇒ ac + bc ∈ C. As a vector space over F q , C has dimension K, termed the scalar dimension (or file size) of the code and as a code over the alphabet F α q , the code has minimum distance d min . Associated with the vector code C is an F q -linear scalar code C (s) of length N = nα, where C (s) is obtained by expanding each vector symbol within a codeword into α scalar symbols (in some prescribed order). Given a generator matrix G for the scalar code C (s) , the first code symbol in the vector code is naturally associated with the first α columns of G etc. We will refer to the collection of α columns of G associated with the i th code symbol c i as the i th thick column. To avoid having to deal with degeneracy, we will assume that all the α columns comprising a thick column in the generator matrix of a vector code are linearly independent. We will also refer to a vector code of block length n, scalar dimension K, minimum distance d min , and (vector-size parameter) α as an [n, K, d min , α] code. We note that vector codes have been extensively studied in literature as array codes [19] .
A. Uniform Rank Accumulation Codes
Let C be an [n, K, d min , α] vector code having generator matrix G and let S i , 1 ≤ i ≤ n be an arbitrary subset of i thick columns of G. The code C is said to be a Uniform Rank Accumulation (URA) code or a code possessing the URA property, if Rank (G| Si ) = i j=1 a j , for some set {a 1 , a 2 , · · · , a n } of non-negative integers, that are independent of the specific set S i of i thick columns chosen. Then {a i , 1 ≤ i ≤ n} will be called the rank accumulation profile of C. We have that
with n i=1 a i = K, where K is the scalar dimension of C. Further, in terms of the minimum distance of the code:
It can be shown that any ((n, k, d), (α, β)) MSR code is an URA code, having URA profile
Similarly, from the results in [11] , it can be shown that MBR codes also belong to the URA family with URA profile:
III. CODES WITH URA LOCALITY
In this section, we discuss locality in the context of vector codes and provide a bound on minimum distance under the assumption that the local codes have the URA property. With additional assumptions, we also present the structure of a code which achieves the bound on minimum distance with equality.
Analogous to the scalar case, the j th code symbol c j ∈ F α q of an [n, K, d min , α] vector code C has (r, δ)-locality if there exists a subset of code symbols that includes c j and that forms a (vector) local code with parameters [r + δ − 1, ≤ rα, δ, α]. The code has information locality if the code has (r, δ) locality for a collection S of code symbols from which the K message symbols can be recovered. The code has allsymbol locality if all code symbols have (r, δ) locality. We also let
to denote the collection of all local codes of C with parameters [r + δ − 1, ≤ rα, δ]. The case of locality in vector codes with δ = 2 was previously considered in [13] , where it was shown that under (r, δ = 2)-all-symbol locality, the minimum distance d min of C is upper bounded by
Let U (for URA) denote the class of 
We use n L , K L to denote the block length and scalar dimension of the local codes
A. Sub-Additivity
We extend the finite length vector
We use P (s), s ≥ 0, to denote the sequence of leading sums of this semi-infinite sequence, i.e.,
It follows from the periodicity of {a i } that
Additionally, it can be verified that P (·) is sub-additive, i.e.,
We next define the function P (inv) by setting P (inv) (ν)
B. Upper Bound on Minimum Distance
Theorem 3.1: Let C belong to Class U . Then the minimum distance of C is upper bounded by
When K L | K, the bound takes on the form
Sketch of Proof:
We use the fact that given any set T ⊆ [n] such that rank (G| T ) < K, we have d min ≤ n−|T |. Thus it suffices to construct a set T ⊆ [n] such that |T | ≥ P (inv) (K) − 1 and Rank(G| T ) < K. Such a T is easily constructed if there are enough local codes having disjoint support that also contribute K L to the scalar dimension of C. In this case, T is simply the union of supports of K K L disjoint local codes, to which we also add partial support (< r) of a further disjoint local code. In the general case, where the local codes do not have disjoint support, the set T is obtained using an algorithm similar to the one used in [5] (for scalar locality). The analysis of the algorithm in this case, makes use of the sub-additive properties of P (·), see [14] .
Corollary 3.2: Let C belong to Class U . Then given n and d min , the scalar dimension of C is upper bounded by
We say that C is distance-optimal if d min = n+1−P (inv) (K) and rate-optimal if K = P (n − d min + 1).
C. Structure of Optimal Codes
We say that the function P is strictly sub-additive if for any s ≥ 1, s ≥ 1 such that s + s ≤ n L , we have P (s + s ) < P (s) + P (s ). A necessary and sufficient condition for this is that a 2 < a 1 .
Theorem 3.3:
Let C ∈ U be both distance and rank optimal. If either,
• P is strictly sub-additive, the local codes {C} m i=1 must all have disjoint supports. Note that for an MBR code, P is strictly sub-additive and hence Theorem 3.3 readily applies.
IV. MSR-LOCAL CODES
Four constructions of distance and rate optimal MSR-local codes with δ ≥ 3 are presented here of which the first two are explicit. The third construction will prove the existence, for sufficiently large field size, of MSR-local codes for a wider range of code parameters. The fourth construction will establish the existence of all-symbol MSR-local codes whenever n L | n. The bound on d min in (12) when specialized to the case of codes with (r, δ) MSR locality, yields
A. Sum-Parity MSR-Local Codes
be a generator matrix of C 0 , where G L and Q Δ are submatrices having n L α and Δα columns respectively. Let the code C have generator matrix
in which both matrices G L and Q Δ appear m ≥ 1 times. Then C is an optimal MSR-local code with (r, δ) information locality, having parameters K = mrα, n = mn L + Δ, α = (d − r + 1)β and d min given by equality in (14) .
MSR code and hence C is an MSRlocal code with (r, δ) information locality. To calculate the minimum distance, note that if c is any non-zero codeword and has non-zero components belonging to two or more local codes, then Hamming weight(c) ≥ 2δ ≥ δ + Δ. On the other hand, if the non-zero components of c are restricted to one of the local codes and the global parities, then it follows from the minimum distance of C 0 that its weight is ≥ δ + Δ and thus d min ≥ δ + Δ. Finally, note that the bound in (14) , for the given code parameters, reduces to d min ≤ δ + Δ.
B. Pyramid-Like MSR-Local Codes
The construction below mimics the construction of pyramid codes in [15] , with the difference that we are now dealing with vector symbols in place of scalars and local MSR codes in place of local MDS codes.
Theorem 4.2: Let
Let the (systematic) generator matrix G of C be given by G = I mrα Q Q , where I mrα denotes an identity matrix of size mrα and where the matrices Q, Q have (δ − 1)α and Δα columns respectively. The "punctured" generator matrix Δ, k , d), (α, β) ) MSR code, say C . Then the generator matrix G of the desired code C is obtained by splitting and rearranging the columns of Q, as shown below (16) where the {Q i } are matrices of size (rα × (δ − 1)α). Then C is an MSR-local code with (r, δ) information locality, having parameters K = mrα, n = m(r+δ −1)+Δ, α = (d−r+1)β and d min given by equality in (14), i.e., d min = Δ + δ.
Proof: The code C clearly has (r, δ) information locality, where the local codes are generated by
Also, it is easily seen that all the local codes are shortened codes of C . It is shown in Theorem 6 of [7] that shortening an MSR code results in a second MSR code, from which we conclude that C is an MSR-local code with (r, δ) information locality. The fact that the code has the required minimum distance follows by observing that d min (C) ≥ d min (C ).
Remark 1:
The existence of MSR codes for all possible [n, k, d] has been shown in [10] and these codes could be used as the codes C 0 , C in the two constructions above. In terms of known, explicit constructions, the code C 0 can be picked from the product-matrix class [7] of MSR codes. The productmatrix construction requires d ≥ 2r −2, which combined with d ≤ r +δ −2, leads to the constraint r ≤ δ on the applicability of this construction in Theorem 4.1. When combined with the requirement d ≤ mr + δ − 2, it leads to the constraint mr ≤ δ on the applicability of this construction in Theorem 4.2.
C. Existence of MSR-Local Codes Theorem 4.3:
and field size q > n mr (b) (r, δ) all symbol locality, whenever n = mn L , m ≥ 2, K = α, r ≤ ≤ mr and field size q > n .
For the case of information locality, unlike in the case of Theorems 4.1 and 4.2, there is no constraint here on the repair degree d involving r and δ and thus Theorem 4.3 is applicable for a wider range of parameters. Fig. 1 . Repair-by-Transfer MBR-Local code shown on top, with parameters n = 11, K = 18, r = 3, δ = 3 and local code parameters
. Code symbols are drawn from the underlying scalar pyramid code, shown in bottom.
V. MBR-LOCAL CODES
Two constructions of distance-optimal MBR-local codes will be presented here, the first is an explicit construction with information locality and the second is an existential proof of MBR-local codes with all-symbol locality. The local MBR codes appearing in both constructions are the repair-by-transfer MBR codes contained in [11] .
A. MBR-Local Codes with (r, δ) Information Locality
Construction 5.1: The construction proceeds in 3 stages:
constructed that is composed of Δα global parity symbols and
The N L MDS-coded symbols corresponding to the i th local code A i are then used to construct a repair-by-transfer
Finally, the Δα global parities are distributed amongst Δ code symbols, each code symbol corresponding to α symbols over F q .
An example construction is presented in Fig. 1 .
Theorem 5.2:
The code in Construction 5.1 has length n = mn L + Δ, scalar dimension K = mK L and is distanceoptimal.
Sketch of Proof: An upper bound on d min of the code C obtained via Construction 5.1 is given by (13) (since K L |K) and for the parameters of the code, this simplifies to d min ≤ δ + Δ. We then show that any pattern of δ + Δ − 1 erasures can be corrected by the code. Since pyramid codes are optimal scalar codes with information locality, we obtain using (2) that the scalar code A employed in Construction 5.1 has minimum distance given by D min = Δ L + Δα = Δα + 
