This work presents three-dimensional simulations of core convection in a 15 M star halfway through its main sequence lifetime. To perform the necessary long-time calculations, we use the low Mach number code MAESTRO, with initial conditions taken from a one-dimensional stellar model. We first identify several key factors that the one-dimensional initial model must satisfy to ensure efficient simulation of the convection process. We then use the three-dimensional simulations to examine the effects of two common modeling choices on the resulting convective flow: using a fixed composition approximation and using a reduced domain size. We find that using a fixed composition model actually increases the computational cost relative to using the full multi-species model because the fixed composition system takes longer to reach convection that is in a quasi-static state. Using a reduced (octant rather than full sphere) simulation domain yields flow with statistical properties that are within a factor of two of the full sphere simulation values. Both the octant and full sphere simulations show similar mixing across the convection zone boundary that is consistent with the turbulent entrainment model. However, the global character of the flow is distinctly different in the octant simulation, showing more rapid changes in the large-scale structure of the flow and thus a more isotropic flow on average.
INTRODUCTION
Convection has a major impact on the structure and evolution of stars. Convective mixing acts to homogenize the composition of the convective region and, in some cases, contributes to the formation of steep composition gradients at the convection zone boundary, as occurs during hydrogen burning in massive stars and later shell burning. In the helium flash, energy transported by convection can impact whether the flash is a violent explosion or quiescent event (see, e.g., Mocák et al. 2008) . Convection is also important in determining the structure of core-collapse supernova progenitors (massive stars undergoing shell burning), and further, collapse mechanisms for explosion are sensitive to the structure of the progenitor star (see, e.g., Arnett 1996; Arnett & Meakin 2011 ). Thus, a complete understanding of core-collapse supernovae is ultimately linked to understanding convection.
The details of convective flow in deep stellar interiors are not yet well understood, since the extreme conditions and very large Reynolds numbers present in stars are not reproducible in laboratory experiments and three-dimensional (3D) simulations have only recently become computationally feasible. 3D studies are needed because lower dimensional simulations are not capable of fully reproducing the rich dynamics of 3D turbulent convection. One-dimensional (1D) models typically describe convection using some form of the phenomenological Mixing Length Theory (MLT; Böhm-Vitense 1958), which incorporates a free parameter that is traditionally calibrated to fit the Sun. While MLT gives reasonable results for some purposes, it is obviously a dramatic oversimplification of convection and its shortcomings are well known (see, e.g., Chan & Sofia 1987; Cattaneo et al. 1991 ; Kim et al. 1996; Porter et al. 2000; Meakin & Arnett 2007; Browning 2008; Mocák et al. 2009 ). Twodimensional (2D) models are also incapable of reproducing the details of 3D turbulent convection because the turbulent cascade operates in the opposite direction in two dimensions compared to three dimensions (see, e.g., Kraichnan 1967; Ouellette 2012) . In three dimensions, large-scale motions break down into smallerscale motions so that the cascade moves energy from the large scale to the small scale; in two dimensions, smaller scale motions coalesce into larger-scale motions, and the direction of energy transfer is reversed. Recent work comparing stellar simulations in two dimensions and three dimensions confirms this effect (Meakin & Arnett 2007; Mocák et al. 2009) .
A major computational challenge with 3D stellar simulations is that they involve a wide range of spatial and temporal scales. The radius of a star can be more than 100 million kilometers, whereas the convection zone may encompass only a fraction of that, and, further, the scale of turbulent motions is many orders of magnitude smaller than the radius of the convection zone. The hydrogen burning lifetime of a star can be millions of years, even in a high mass star, but a convective turnover time can be on the order of days. Capturing the full range of time scales present in stellar evolution in a multidimensional simulation is not currently computationally feasible, nor will it be for quite some time. However, 3D simulations can examine stellar dynamics in detail on shorter time scales. In addition to furthering our fundamental knowledge of stellar convection, the understanding gained by such simulations can also help inform more physically-based 1D convective algorithms and subgridscale models for turbulence. For example, Woodward et al. (2006) discusses how detailed 3D simulations of asymptotic giant branch (AGB) stars have shown that current 1D models cannot accurately simulate the chemical and structural evolution of the star during (and close to) a He flash and, also, how those 3D simulations were used to inform a new turbulence model that can aid in longer time simulations of He flash events. In another example, Viallet et al. (2013) uses the framework of 1D Reynolds-averaged Navier-Stokes equations to study turbulent convection in the envelope of a 5 M red giant star and in the oxygen-burning shell of a 23 M supernova progenitor.
Several tactics are employed to deal with the computational challenges of stellar modeling and make 3D simulations more tractable. These tactics include using specialized computational tools (e.g., Clune et al. 1999; Bazán et al. 2003) , reducing the computational domain to focus on only a portion of the convective region, and modeling the star as a fixed composition fluid, where the most frequent choice is to use a monatomic composition. However, the effects of changing the domain size or fluid composition on the resulting convective flow are not fully understood.
There have been a number of 3D studies of convection in a variety of stellar environments. Simulations of core convection in non-magnetic, non-or slowly rotating stars performed in a domain encompassing a full 360
• consistently show large-scale structure in the convective flow that couples widely separated regions of the convection zone. Convective flow dominated by a single large plume has been reported in studies of core convection during hydrogen burning in massive stars (Kuhlen et al. 2003 ) and the simmering phase preceding a Type Ia supernova (Kuhlen et al. 2006; Nonaka et al. 2012) . Simulations of convection in the envelope of slowly rotating (Ω = Ω /50) red giant branch (RGB) stars also show a dipolar-like flow (Brun & Palacios 2009 ). Simulations of core convection during hydrogen burning in an A-type star rotating at the solar rate also show flow dominated by a low order mode, but here it is the m = 2 azimuthal wavenumber component, rather than the l = 1 mode (Browning et al. 2004) . Similarly, simulations of fully convective M-type stars rotating at the solar rate show convective patterns with the l = m = 3 mode dominating in the deep interior (Browning 2008) . Investigations of the helium flash (Herwig et al. 2011 ) and thermal pulses in AGB stars (Stancliffe et al. 2011) find flows dominated by a few largescale convective cells, which typically occupy a full octant of the domain. Such flow morphology suggests that simulation of the full domain is necessary to accurately capture convective dynamics.
Recent work simulating a 23 M star on the main sequence using a reduced (30
• by 30
• wedge in angular extent) simulation domain has provided detailed information about convective mixing and suggested that the model of turbulent entrainment most accurately fits mixing across the convection zone boundary Meakin & Arnett (2007) . Given the small extent of the domain, the large-scale motions that are characteristic of full sphere studies are not present in these simulations, and the effect of their absence on the details of convective mixing is not known but worth examination.
In fact, recent work examining the extended convective envelopes of RGB stars compared simulations on a full sphere domain to simulations performed with slab, or planar geometry (Porter et al. 2000) . In planar geometry, the simulation domain represents a small enough section of the star that the Cartesian z-coordinate can be considered the radial coordinate. The full sphere simulation showed a large-scale dipolar-like flow that obviously was not captured in the planar geometry simulation. The comparison found that differing geometries lead to qualitatively different behavior for the implied MLT parameters. This suggests that using planar geometry simulations to inform models for global convection is perhaps not wise.
Like reduced simulation domains, a fixed composition model offers the possibility of a significant reduction in computation cost, in this case by evolving only one species in place of several. A typical fixed composition model employed in stellar astrophysics is the ideal monatomic gas approximation (e.g., Woodward et al. 2003; Browning et al. 2004) . While an ideal monatomic gas is a good approximation inside the well-mixed convection zone, sharp composition gradients exist at the convection zone edge in massive stars, making the approximation a less suitable choice. Recent work on stars and giant gaseous planets has shown that the treatment of simulation boundaries abutting the convection zone can have a significant effect on the flow throughout the convective region, altering convective velocities and changing the turbulence structure (Rogers & Glatzmaier 2005a; Evonuk & Glatzmaier 2007; Hossain & Mullan 1993; Mocák et al. 2009 ). Thus, there is reason to question if neglecting composition gradients abutting the convection zone and their evolution (which could be influenced by hydrodynamical mixing at the convection zone boundary) could have a significant effect on the convective flow.
This work uses the low Mach number code MAESTRO to examine core convection and the effects of two modeling approximations that each offer the possibility of reduced simulation time, namely neglecting compositional evolution at the convection zone boundary and performing simulations on octant domains, a reduced domain not small enough to be treated as planar. Specifically, we compare a simulation on an octant domain to a full sphere domain simulation. Further, we implement a fixed composition model that captures the effects of composition gradients initially present at the convection zone boundary, but does not evolve those gradients in time, and compare the results of a fixed composition simulation with those of a multi-species simulation.
The rest of this paper is organized as follows. In Section 2, we discuss our numerical methodology and simulation setup. This includes a description of MAESTRO and the microphysics used, namely the equation of state (EOS) and the reaction model. We also describe our fixed composition model, discuss the key factors for obtaining suitable initial conditions and give the details of the simulation setup. Section 3 discusses the initialization procedure used for the simulations presented here. In Section 4, we give the results of several 3D simulations of core convection in a 15 M star on the main sequence. We compare results from a full sphere domain simulation with results from the same system simulated with our fixed composition model in Section 4.1 and also with results from a reduced domain of only one octant of the star. We discuss the morphology of the flow in Section 4.2. The convective velocity is given in Section 4.3. We analyze the statistical properties of the flow, including thermodynamic fluctuations in Section 4.4 and turbulent statistics in Section 4.5. Convective stability profiles are given in Section 4.6, and an examination of mixing across the convection zone boundary is given in Section 4.7. Finally, in Section 5, we summarize and conclude.
NUMERICAL METHODOLOGY AND SETUP
Core convection is characterized by low Mach number flow, where the convective velocities are much slower than the speed of sound in the star, typically by one to two orders of magnitude (Kuhlen et al. 2003; Meakin & Arnett 2007; Mocák et al. 2009; Herwig et al. 2011; Stancliffe et al. 2011) . For the simulations presented in this paper, the speed of sound is on the order of 10 8 cm s −1 and the maximum fluid speed is ∼10 6 cm s −1 . The disparity between the time scales of convective motions and sound waves presents a computational challenge when convection is the phenomenon of interest. Following sound waves explicitly, as in a traditional compressible approach, introduces a much shorter time scale than that defined by the convective motions into the computation, making it difficult to simulate for time scales that are long with respect to the convective time scale, as is desirable. Thus, a method specifically designed for low Mach number flows that does not explicitly follow the propagation of the comparatively fast sound waves greatly increases the computation feasibility of long time simulations of full stars. MAESTRO is one such computational tool.
In this low Mach number method, the equations of hydrodynamics are reformulated to analytically remove the propagation of acoustic waves while retaining local compressibility effects due to heat release and compositional changes, as well as large-scale effects due to the background stratification of the star. Because the low Mach number model does not follow the propagation of acoustic waves, it can use a time step based on the fluid velocity rather than the sound speed and thus often gains an order of magnitude or more in computational efficiency over a traditional compressible approach. In previous studies, MAESTRO has been shown to allow for efficient simulation of highly subsonic flows (Almgren et al. 2006a (Almgren et al. , 2006b (Almgren et al. , 2008 , and to accurately model convection in a white dwarf over long timescales (Zingale et al. 2009; Nonaka et al. 2010) .
For these first core convection simulations with this low Mach number methodology we have chosen not to include radiation. This implies that there is a potential for accumulation of energy at the boundary of the convection zone or possibly in the stable region, which could affect the dynamics in that region. Additionally, the star is potentially not in a thermally relaxed state. Given that the timescale for thermal adjustment of the star is ∼10 4 yr, unless the initial conditions provide a 3D state that is in thermal equilibrium, simulating a thermally relaxed star is not possible. In light of these factors, our results can only provide qualitative indicators of the flow. Additional studies are required to make definitive statements about the dynamics of the core convection system. The rest of this section is organized as follows. We first give the low Mach equation set and describe our treatment of the microphysics. Next we discuss the preparation of the initial model and describe our fixed composition model. We finish describing the simulation setup with the details of the sponging and buoyancy cutoff terms we use near the simulation domain boundaries and the remainder of the simulation initialization details.
Low Mach Equation Set
Here we summarize the low Mach number equations as implemented in MAESTRO; their full derivation is given in a series of papers: Almgren et al. (2006a Almgren et al. ( , 2006b Almgren et al. ( , 2008 ; Zingale et al. (2009); Nonaka et al. (2010) . The formulation posits a hydrostatically balanced background state that represents the mean state of the system. The background state, which we refer to also as the base state, is defined by pressure p 0 and density ρ 0 , where ρ 0 is the radial average of the density. The base state is hydrostatically balanced, i.e., ∇p 0 = −ρ 0 ge r , where ge r is the gravitational acceleration resulting from the monopole approximation using ρ 0 , where e r is the unit vector in the radial direction and g < 0. The total pressure can then decomposed into the base state pressure, p 0 , and a pressure perturbation, or dynamic pressure, referred to as π . Asymptotic analysis shows that for low Mach number flow |π/p 0 | = O(Ma 2 ), where Ma is the Mach number. We can then approximate p by p 0 for the evaluation of thermodynamics quantities (see Almgren et al. 2006a ). In the low Mach number system, the species and momentum equations have the form,
where ρ and U are the density and velocity, respectively, and X k is the abundance of the kth isotope, with associated production rate,ω k . (Here we have used hydrostatic equilibrium to replace ∇p 0 by −ρ 0 ge r in the momentum equation.) The species are constrained such that k X k = 1, giving ρ = k (ρX k ). Thus, with the constraint that ρω k = 0, the species equations (1) imply continuity. Finally, since the EOS is assumed to hold with pressure given by the base state pressure we can diagnose temperature from ρ, X k , and p 0 rather than independently evolving an energy equation.
In the low Mach number system, the EOS as satisfied by p 0 is replaced by a constraint on the divergence of velocity in the form
where β 0 is a density-like variable that carries background stratification and is defined by
Γ 1 is the average over a layer of constant radius of
, where the derivative is taken at constant entropy. The source term S is given by
where,
In these derivatives, h is the specific enthalpy, defined in terms of the specific internal energy, e, pressure, and density as h = e + p/ρ. Finally, H is the nuclear energy release (with units of erg g −1 s −1 ) as computed from a reaction network or an analytical model. Physically, S represents the local compressibility effects due to heat release from reactions and composition changes. The presence of the density-like quantity β 0 inside the divergence in the constraint captures the expansion of a parcel of fluid as it rises in the hydrostatically stratified star.
There are two separate computational grids in MAESTRO: a 1D radial grid, on which the base state quantities (e.g., ρ 0 , β 0 ) are defined, and a 2D or 3D Cartesian grid, on which full state quantities (e.g., ρ, U) are defined. When necessary, a mapping procedure is used to interpolate base state quantities onto the Cartesian grid, and an averaging procedure is used to define the average of full state quantities on the radial grid. Details of the mapping and averaging procedures are given in Nonaka et al. (2010) .
The low Mach number equation set allows for an evolving base state; however, for the simulations presented here we treat the base state as constant in time. During the main sequence, the evolution of the star is slow enough that changes in the base state should be small over the timescale of the simulations (O(10 7 ) s). Additionally, MAESTRO's low Mach number formulation does not require that thermodynamic perturbations from the base state remain small. It is the average heating at a given radius in the star that would drive any change in the base state, and thus, even if perturbations become locally large, as long as the average heating remains small (as is the case in our simulations), the assumptions of the model are not violated.
Microphysics
We use the public version of the general stellar EOS described in Timmes & Swesty (2000) and Fryxell et al. (2000) to describe the state of the fluid. This has contributions from ions, electrons, and radiation, and includes Coulomb corrections.
To model nuclear reactions, we use an analytical expression for the heat release due to the CNO cycle (Kippenhahn & Weigert 1994 (6) where
We do not model composition changes due to reactions. A simple, conservative estimate suggests that such changes would be less than 0.0001% over the time frames simulated. For our purposes, we deem this small amount to be negligible.
Initial Model
We begin with a 1D model of a 15 M Population I star evolved to about halfway through the main sequence (Woosley & Heger 2007) by the stellar evolution code, KEPLER (Weaver et al. 1978; Woosley et al. 2002) Fe. The initial model is characterized by an inner convectively unstable region and an outer stable region. Sharp composition gradients exist at the edge of the convection zone due to a shrinking convective core. Sharp gradients are difficult to treat numerically, and we have found several key factors that must be addressed in order to obtain an initial model for a successful low Mach number simulation. In particular, we need to ensure: (1) the 1D model will provide a 3D state with sufficient resolution of the gravity waves that will arise in the stable region, (2) convective neutrality on the 1D simulation grid, i.e., MAESTRO's radial grid, and (3) exact hydrostatic equilibrium on MAESTRO's radial grid. These issues are discussed in more detail below. We have found empirically that failing to address these issues leads to motions in the convective region large enough to mask the effects of heat release due to reactions. This is because the physical phenomena of interest are ultimately generated by small perturbations from hydrostatic equilibrium, and thus numerical sources of deviation from hydrostatic equilibrium must be carefully minimized.
The first source of potential numerical errors is gravity waves. Gravity waves are generated in the 3D simulation by perturbations to the stable layer due to collisions with rising convective parcels (Rogers & Glatzmaier 2005a , 2005b Rogers et al. 2006; Meakin & Arnett 2007) . The steep composition gradients in the model effectively create a stiff boundary for convection that is resistant to penetration by the rising parcels. Rogers & Glatzmaier (2005b) shows numerically that stiffer boundaries lead to higher frequencies and larger magnitudes in the excited gravity waves. High frequency gravity waves can place an additional constraint on the resolution. Attempting to run MAESTRO with under-resolved gravity waves in the hyperstable region abutting the convection zone leads to unphysical mixing and triggers velocities in the top of the convection zone on the same scale as the expected convective motions. Over time, these motions penetrate deeper into the convection zone until the entire region is perturbed with high velocities.
Preliminary multidimensional simulations showed that current computational resources are not enough to resolve the high frequency gravity waves that are produced by a boundary as stiff as the one present in the KEPLER model. We choose to address this by treating the 1D initial model before it gets mapped onto a multidimensional simulation grid. We numerically decrease the stiffness of the boundary in the 1D initial model by smoothing it with a moving average. We maintain the magnitude of the overall entropy increase present in the KEPLER model, but spread it out over more cells so that it is easier to treat numerically (for full details see Gilet 2012) . The smoothing procedure operates on the sub-region r = 7.4 × 10 10 cm to 10.7 × 10 10 cm and causes the location of the convective boundary to move inward about 7%, from a radius of about 8.15×10
10 cm to about 7.6×10 10 cm. The mass inside the convection zone also decreases by about 10% to 3.9 M . We note that the spatial extent of the convective zone is somewhat uncertain, as semiconvection, which is poorly understood, could play an important role in the location of the boundary. Thus, the KEPLER determination of the convection zone boundary is considered an estimate. While it is probable that the boundary would not be adjusted by as much as we have altered it in our model, overall the alteration still represents a small adjustment and we believe the smoothed data provides a reasonable model.
Another important factor for obtaining initial conditions for the MAESTRO simulations is assuring convective neutrality of the model. We choose to enforce convective neutrality in the core to avoid large initial transients. In the 1D code, convection is treated with phenomenological MLT, which has known inconsistencies with 3D convection, (see, e.g., Chan & Sofia 1989; Cattaneo et al. 1991; Meakin & Arnett 2007; Browning et al. 2004) . Also, as mentioned earlier regarding semiconvection, not all the of the phenomena involved in stellar evolution are well understood, and therefore these phenomena are not likely to be well modeled in the 1D simulations. Thus, starting the 3D simulation with the state supplied by the 1D stellar evolution code could well result in large initial transients as the system adjusts toward a quasi-equilibrium state. In addition to avoiding large initial transients, requiring convective neutrality also serves to assure that the system evolves in response to the heat release from nuclear reactions and not in response to the supplied temperature gradient, which, for the reasons stated above, is potentially not always a good characterization of the 3D system.
In the process of ensuring convective neutrality, we also enforce constant composition in the core. It is believed that the convection zone should be well-mixed, and for simplicity, we require this to hold exactly in our initial model. In the For ease of comparison, the entropy has been slightly shifted to display both models as having the same central entropy; however, the central entropy differs slightly between the two models due to a small composition change from enforcing constant composition in the core.
KEPLER model, the average mass per particle increases slightly toward the very center of the star (where the majority of the He synthesis is taking place). We found that not accounting for the gradients in the KEPLER model in the convective neutrality procedure (either by enforcing constant composition or by using the Ledoux criterion for convective neutrality) leads to large initial transients. We use the composition at the edge of the convection zone to determine the composition of the entire core. Given constant composition, neutral stratification is equivalent to a constant entropy profile, and so we use the entropy at the edge of the core to determine the entropy of the entire convective region. Finally, we enforce discrete hydrostatic equilibrium of the initial model by requiring
on the radial grid. Operationally, we use an iterative solver to adjust the initial model to hydrostatic equilibrium while assuring that constant entropy is maintained in the core and the EOS remains satisfied everywhere (full details are given in Gilet 2012). Ultimately, the initial model for MAESTRO represents a small adjustment to the KEPLER data, as illustrated in Figure 1 , which compares our initial model to the KEPLER data. While the adjustment to the initial model appears small, it is possible that our MAESTRO initial model does not represent a fully equilibrated state. The Kelvin-Helmholtz timescale of the star, given by the gravitational potential energy divided by the luminosity, is τ KH ∼ 10 50 erg/10 38 erg s −1 ∼ 10 12 s, which is many orders of magnitude larger than the convective turnover time of the system, τ c ∼ 10 6 s. While it is not necessary to run a simulation the full τ KH to assure a fully equilibrated state (since the model mapped into MAESTRO from KEPLER was already relaxed in KEPLER), it is still necessary to run for some small fraction of τ KH . This is because even small adjustments in the simulation grid or physics (e.g., changing the model for energy transport from MLT to transport by 3D fluid motion) can cause small changes in the structure, thus requiring some simulation time to relax back to an equilibrated state. Because of the large disparity in τ KH and τ c , simulating even that small fraction of τ KH necessary to return to equilibrium is likely longer than currently computationally feasible simulation times, which are on the order of 10τ c for this system. Given the possibility that the model may not be fully equilibrated on our computational grid, the results given in this paper may only provide qualitative indicators of the flow.
To obtain 3D initial conditions from our 1D initial model, we use the mapping procedure described in Nonaka et al. (2010) . For the multi-species model, we retain all 15 elements present in the KEPLER model. For the fixed composition model, we define an "average" element as described in Section 4.1.
Fixed Composition Model
To create a fixed composition model, we define an "average" particle that has an atomic mass number, A, and proton number, Z, that is equal to the mean values in the multi-species initial model. The variation of the mean valuesĀ andZ with the radial coordinate is retained. Thus, unlike the more typical constant composition approximation, our fixed composition model retains information about the background composition gradient, which is significant at the edge of the convection zone. However, we do not allow the composition to evolve in time. Quadratic interpolation is used to mapĀ andZ from the initial radial model onto the Cartesian grid as needed.
We note that the EOS we employ makes use ofĀ andZ, not the individual mass fractions. This means that our fixed composition model does not alter the thermodynamic equilibrium of the initial model. Also, since the fixed composition model does not change p o or ρ 0 , hydrostatic equilibrium is unaffected, and thus the structure of the star is the same as the original, multi-species initial model.
For the fixed composition model, reactions are modeled as described in Equation (6). Although our fixed composition model only has one chemical species, we can obtain values for the parameters X CNO and X H in Equation (6) from the multi-species initial model used to derive our fixed composition model. Specifically, we use X CNO = 0.00952433417 and X H = 0.40137771765. We do not allow these values to vary spatially. This approximation is justified because inside the convection zone, the composition is constant, and by the edge of the convection zone, the temperature has decreased to the point that hydrogen burning does not occur at any significant rate regardless of composition.
Sponging and Buoyancy Cutoff
As in previous MAESTRO studies (Almgren et al. 2008; Zingale et al. 2009; Zingale et al. 2011; Nonaka et al. 2012 ), we use a buoyancy cutoff and a sponge to damp velocities at the outer edge of the domain, well outside the convective region of the star. The buoyancy cutoff sets the buoyancy force to zero beyond a certain radius, defined by the location where the density drops below a user-defined value, by setting ρ = ρ − ρ 0 = 0 in that region. For the results presented here, we use a buoyancy cutoff of ρ = 0.05 g cm −3 , which lies at a radius of about 23.75 × 10 10 cm. The sponge is an additional forcing term added to the velocity update. We use the same functional form for the sponge as was used in the aforementioned studies. The velocity forcing is given by where κ is the amplitude of the damping and the sponge factor, f damp , specifies the spatial extent of the damping and varies from 0 to 1 as a function of radius. Additionally, we use a second, outer sponge to provide greater damping at the edges of the domain (see Figure 2 ). The outer sponge has the same functional form as the inner sponge, but starts at the radius where the inner sponge turns fully on, transitions more rapidly from 0 to 1 (we enforce a transition width of four computational grid cells), and uses a value of κ 10 times the value used in the inner sponge. This additional sponge is included in the momentum equation in the same fashion as the inner sponge, and is applied to the already damped velocity field. The results presented in this work use, for the inner sponge, κ = 1.5 × 10 −3 s −1 and a starting radius, where the sponge starts to turn on, of 13.4 × 10 10 cm, at which ρ 0 = 0.75 g cm −3 . The outer sponge has a starting radius of 17.3 × 10 10 cm.
INITIALIZATION
The simulation domain includes the convective core and a portion of the stably stratified region. The computational domain is cubical: the length of a side is 20 × 10 10 cm in the octant geometry and 40 × 10 10 cm in full sphere geometry. However, only points lying inside the inner radius of the inner sponge are included in any statistics given here. The Cartesian grid is divided into 512 3 grid cells for the full sphere simulation and 256 3 for the octant, resulting in a resolution of 7.8125 × 10 8 cm. The radial grid used to represent the base state has five times finer resolution than the Cartesian grid. Given this spatial resolution, the time step during the statistical steady state portion of the simulation is ∼750 s, roughly two orders of magnitude larger than the time step of Δt ∼ 8 s that would be used in an explicit compressible simulation of the same flow.
In the full sphere simulations, a simple outflow boundary condition (with any inflowing velocities set to zero) is used for all boundaries. For the octant domain simulation, an impermeable boundary condition is used at the three inner octant faces (i.e., along the coordinate planes) and an outflow boundary condition is used at the outer boundaries.
After initializing the 3D state from the 1D model, we add a perturbation in either the velocity field or the temperature in order to help trigger convection. In the MAESTRO code, the O(10 −8 ) mapping error from interpolating the 1D radial initial model onto the Cartesian grid is enough to trigger convection. However, an additional, somewhat larger perturbation is added to break the symmetry of the Cartesian grid to ensure that grid effects do not dominate the initial flow, and to help speed the simulation in reaching a state of quasi-equilibrium. We choose the initial amplitude of the perturbation to be several orders of magnitude smaller than that due to quasi-steady state convection, so that we can expect the details of the initial perturbation to be quickly "forgotten" by the system. Numerical experimentation has shown that no long-time difference can be seen in flows initialized by perturbations in temperature versus velocity.
For the velocity perturbation, we use a linear combination of 27 Fourier modes with random phases, as described in Zingale et al. (2009) . The temperature perturbation is composed in a similar manner. We begin with the same set of Fourier modes:
and
where σ is the characteristic scale of the perturbation and the φ {x,y,z} l,m,n are randomly generated phases between [0,2π ] . We then compute the total contribution to the temperature perturbation as
where α l,m,n , β l,m,n , and γ l,m,n are randomly generated amplitudes between [−1, 1], and N l,m,n = √ l 2 + m 2 + n 2 is the normalization.
A perturbational temperature is then computed as
The tanh profile gradually cuts off the perturbation at radius r pert with a transition thickness d so that the perturbation is only applied to the convective region. In order to minimize initial transients, and because the initial velocities in simulations are much smaller than those expected when quasi-steady state convection is achieved, we define the initial time step using the acoustic (rather than advective) CFL condition. In each subsequent time step, the size of the time step is constrained by the advective CFL condition with CFL number 0.7, and by the restriction that the size of the time step increase by at most 1% each time step.
RESULTS
We compare 3D long-time integrations of core convection in a massive star in an octant domain, a full sphere domain, and in a full sphere domain using a fixed composition model. For shorthand notation, we refer to these as the octant, full sphere, and fixed composition simulations, respectively. We present several measures of how accurately the reduced models, i.e., the octant and fixed composition simulations, reproduce the full sphere results. If the reduced models provide an accurate representation of the full sphere flow, they offer a more computationally efficient way to perform high resolution multidimensional simulations which both provide insight into the dynamics of core convection and could also be used to inform more physically-based 1D models of convection.
This section is organized as follows. First, we give the results of the fixed composition simulation in Section 4.1. Next, we discuss the results of the full sphere and octant simulations, starting with the morphology of the flow (Section 4.2) and the convective velocity (Section 4.3). We analyze statistical properties of the flow, including thermodynamic fluctuations (Section 4.4) and turbulent statistics (Section 4.5). Convective stability profiles for the simulations are given in Section 4.6, and we finish with an examination of mixing across the convection zone boundary in Section 4.7.
Fixed Composition versus Multi-species
We use the fixed composition model to assess the importance of modeling compositional changes by comparing the results of a full sphere, fixed composition simulation with a full sphere simulation using 15 species. Recall that in the fixed composition model, we define an average particle that has an atomic mass number and proton number equal to the laterally averaged mean value of the multi-species initial model. Thus, there is an imprint of composition gradients in the fixed composition simulation that is enforced through the EOS, but this implicit composition profile cannot change in time. We note that our fixed composition model is somewhat analogous to previous 3D anelastic simulations, which also do not model individual species in the hydrodynamics; however, an important difference is that these anelastic simulations also neglect composition in the EOS by using a monatomic ideal gas law (Brun & Palacios 2009; Browning et al. 2004; Browning 2008; Miesch et al. 2000) .
Our results show that the fixed composition model reaches higher convective velocities and takes longer to reach a quasisteady state than the multi-species case. Figure 3 shows the volume averaged velocity magnitude in the convective region (R < 7.47 × 10 10 cm) for the fixed composition and multispecies simulations. It appears that the fixed composition model is approaching a quasi-steady state where the average velocity magnitude would be around 8.5 × 10 4 cm s −1 , a factor of about 1.5 larger than the multi-species value of 6×10 4 cm s −1 . We note that the Mach number in both simulations is less than 0.02 at all times, and thus the low Mach number approximation remains valid for both simulations.
We attribute the difference between the fixed composition model and the full species model to a mild stable stratification that develops in the multi-species model at the edge of the convection zone (see Figure 4) . The initial models have identical entropy profiles, but by simulation time 2.4 × 10 7 s, when the average magnitude of the velocity in the two simulations is distinctly different, the entropy profiles have noticeably diverged. While the differences in the entropy profile are small compared to the large entropy jump present just outside the convection zone, the effect on the dynamics of the convection zone is significant.
In these simulations, the stiff composition gradient at the edge of the convection zone acts, to some degree, like a hard wall, deflecting most of the flow and absorbing little kinetic energy in collisions with rising plumes compared to the case with a more gradual entropy gradient. The weakly stable region that develops in the multi-species simulation serves to buffer the convective motions from the very stiff gradient beyond by decelerating rising plumes. The amplification of convective speeds due to hard boundaries has been seen in previous work with respect to simulation boundaries abutting the convection zone (Rogers & Glatzmaier 2005a; Evonuk & Glatzmaier 2007; Hossain & Mullan 1993) . These studies also find that hard simulation boundaries can alter the convective flow pattern, consistent with the observation that the quasi-steady state flow of the fixed composition model is different than the multi-species case.
Our simulations suggest the qualitative result that a fixed composition model cannot effectively model multi-species mixing, and even if compositional changes are limited to the edge of the convective region, this can still significantly change the flow dynamics throughout the convection zone in comparison to modeling multiple species. However, no definitive conclusions can be drawn, since the MAESTRO simulations do not model radiation and its inclusion could significantly modify the dynamics of the convection zone boundary.
We also point out that the fixed composition model does not reduce the computational cost of the simulation. The computational time required to evolve the simulation through the extended adjustment period required to reach a quasi-steady state required over 200,000 CPU hours without yielding usable data for analysis. For comparison, the multi-species simulation reached a quasi-steady state after about 130,000 CPU hours of simulation. We note that these results may not be indicative of what would occur in a compressible simulation because differences in the algorithms and computational cost per time step in low Mach verses compressible codes. Given the computational expense of the fixed composition model and the discouraging preliminary results, this model was not evolved further. And thus, without quasi-steady state data for analysis, computation of statistical properties of the flow was not possible.
Flow Morphology
The flow in the full sphere simulation is dominated by a single large-scale plume (see Figure 5(a) ). Such a plume has been seen in previous non-rotating full sphere simulations of convection (Kuhlen et al. 2003; Woodward et al. 2003; Nonaka et al. 2012; Herwig et al. 2011) . Also similar to previous simulations (Browning et al. 2004; Meakin & Arnett 2007; Mocák et al. 2009 Mocák et al. , 2010 , we find that the region outside the convection zone is not quiescent. However, since we have not included radiation, which could significantly affect the motions in this region, we do not analyze the flow in the stable region.
In the full sphere simulation, the radial velocity in the convective region shows a flow that travels through the center of the star and rises in a large plume up to the convection zone boundary, where it encounters the stiff resistance of steep composition gradients. The flow is deflected by the stiff boundary and transitions to a circumferential flow that travels along the convection zone boundary. While the flow is distinctly dipole-like, we note that there is an asymmetry between the radially inward and outward flow. The azimuthal velocity ( Figure 5(b) ) shows a large-scale recirculation flowing along the convection zone boundary moving away from the area where the plume seen in the radial velocity plot encounters the convection zone boundary. The recirculation then meets at the opposite end of the convection zone, about 180
• from the orientation of the plume.
For comparison purposes, we reflect the octant around the origin to produce full sphere images. The actual simulation domain is the first octant, i.e., only positive x-, y-, and z-coordinates. In the octant simulation, the flow in the unstably stratified region is incapable of reproducing the large-scale motion that was seen in the full sphere since the dominant features of the full sphere convective flow cannot be represented in less than a full sphere domain. However, the octant is capable of reproducing some of the features of the full sphere flow. The radial velocity is dominated by large scale features and shows high magnitude flow moving out from the center of the star with smaller magnitude flow moving back inward. Also, a recirculation is visible in the angular flow.
While the full sphere flow shows a single plume, the octant results (see Figure 5 (c)) show a radial flow field dominated by two large-scale plumes, where the second plume is dictated by the symmetry of the octant geometry. The plume lies predominately along the y-z plane, where we have enforced reflective boundary conditions. Previous simulations using reflective side walls have also found that plumes favor these boundaries (Chan & Sofia 1989) . The observed increased likelihood of the plume to lie along the reflecting boundaries is not a desirable feature of the octant simulation, since this creates a preferred direction for the plumes that does not exist in the full sphere case.
The polar velocity component of the flow is similar to that seen in the full sphere azimuthal flow. Figure 5(d) shows a recirculation along the convection zone boundary. The polar component of the flow close to the convection zone boundary moves along the boundary, flowing away from the z-axis, i.e., the location where the plume impacts the convection zone boundary, and toward the equator. However, unlike the full sphere case where the recirculation can encounter itself, in the octant simulation this recirculation interacts with the reflecting boundary.
Figures 6 and 7 show contours of the radial velocity in the full sphere and octant simulations, respectively. The data are shown at several simulation times separated by about 3 × 10 6 s. This time interval is on the order of a convective turnover time, τ c = 2.5 × 10 6 s for the full sphere and τ c = 3 × 10 6 for the octant. The red and pink contours represent radially outward flow, and the light and dark blue contours represent inward flow. Only the data inside a radius of 6.5 × 10 10 cm is included so that the inner convection zone can be clearly seen without being obscured by the dynamics at the convection zone boundary.
The full sphere simulation shows a large rising plume with slower flow moving back in toward the center of the star. The blue contours showing the large magnitude radially inward flow blue, and dark blue, respectively. The pink and light blue contours are somewhat transparent so that underlying higher velocity contours can be seen. The plots employ a radial cutoff of 6.5 × 10 10 cm, slightly inside the convection zone, in order to focus on the dynamics of the inner convective region. In these plots, the y-axis is pointing out toward the viewer.
(A color version of this figure is available in the online journal.) occupy a significantly smaller fraction of the convection zone than the radially outward plume (red contours) in all the plots. The octant simulation reproduces this asymmetry, and we also find that the spatial scale of a plume in the octant simulation is similar to that of the full sphere case. The large-scale features seen in the full sphere simulation have long lifetimes. Over time, the plume precesses toward the positive y-axis and the smaller scale features of the plume evolve. While there are changes in the flow, the main qualitative feature of a large plume centered roughly in the x-y plane remains the same, and the volume of the plume appears roughly constant over time. The long lifetime of the plume creates a marked anisotropy in the flow that can be seen in the statistics presented later.
The octant does not completely reproduce the long time scale of the large-scale features of the plume seen in the full sphere case. The time sequence of radial velocity contour plots (Figure 7) shows that the plumes precess faster and their spatial scale varies more than that in the full sphere case.
Convective Velocity
To compute the average magnitude of the velocity in the convective region, we use a radial cutoff of R = 7.47 × 10 10 cm for the spatial average in order to remove any influence from the convection zone boundary dynamics and thus obtain the value for the bulk of the convective region. The spatial average is a simple volume average. Given the small density stratification over the convection zone, density weighting did not lead to any significant difference. Time averaging over 1.5 × 10 7 s, taking data points about every 7.5 × 10 4 s (100 time steps), yields an average velocity magnitude of 5.99 × 10 4 cm s −1 for the full sphere. The octant reproduces this fairly well, showing an average velocity magnitude of 5.16 × 10 4 cm s −1 , a value about 14% smaller than the full sphere case. Both simulations maintain a Mach number that is less than 0.02 at all times. Figure 8 shows the volume averaged velocity magnitude in the convective region over the course of the simulations. The octant simulation shows qualitative differences from the full sphere results: lower convective velocities along with greater intermittency. The reason for this is not clear. Differences in the modeled nuclear energy generation rate are not likely the cause, as the octant value is slightly higher than the full sphere value during quasi-steady state convection. Another factor to consider is the interior, reflective boundaries. However, previous research suggests this is not the cause of our observed lower velocities. Fluid interaction with the reflective boundaries has been shown to increase convective velocities when used at the top and bottom boundaries (Rogers & Glatzmaier 2005a; Evonuk & Glatzmaier 2007; Hossain & Mullan 1993) . Reflective side boundaries have been successfully used in 3D simulations of convection prior to the core helium flash, and comparative 2D simulations found that reflective side boundaries increase convective velocities on a domain of 120
• in angular extent, but are fine for domains encompassing 180
• (Mocák et al. 2009 ). Our simulations are also in reasonable agreement with previous anelastic results from Kuhlen et al. (2003) , in which a 15 M star using a very similar KEPLER initial model was simulated. Kuhlen et al. (2003) found a convective speed of 9.8 × 10 4 cm s −1 . The slower speeds seen in our study are likely due to the reflecting boundaries used in Kuhlen et al. (2003) .
The compressible simulation of hydrogen burning found in Meakin & Arnett (2007) used a 23 M star near the start of main sequence driven at 10 times its natural luminosity, so a direct numerical comparison is not possible. However, we note a couple qualitative differences. First, our low Mach number simulations take ∼7 convective turnover times to reach a quasisteady state, while the compressible simulation only takes ∼2. It is difficult to pinpoint a reason for this, but we speculate that it may be due, at least in part, to differences in the initialization procedure.
An additional difference is that Meakin & Arnett (2007) describe the flow seen in their simulations performed using a 30
• × 30
• wedge-shaped domain as "highly intermittent." Our results presented above, coupled with flow morphology differences presented in Section 4.2 showing the large-scale plume precessing more rapidly in the reduced domain, suggest that the observed intermittency in Meakin & Arnett (2007) may have been artificially enhanced by the small size of their computational domain. Further, more detailed analysis is needed to say conclusively whether the domain size significantly alters 
Thermodynamic Fluctuations
The rms fluctuations in pressure, density, temperature, and the mass fraction of hydrogen are shown in Figures 9-11 . The data have been coarsely time averaged over 1.5 × 10 7 s. All thermodynamic fluctuations remain small, less than 0.1%, throughout the convective region for both the full sphere and octant simulations. Throughout the bulk of the convection zone, all fluctuations are on the order of 10 −5 , as was seen in Kuhlen et al. (2003) , which used an initial model very similar to ours. However, close to the convection zone boundary, fluctuations increase in our studies. This qualitative behavior was seen in Meakin & Arnett (2007) , which included some of the stably stratified region, but is not mentioned in Kuhlen et al. (2003), which had a hard wall simulation boundary at the edge of the convection zone. Overall the octant simulation reproduces the full sphere results with reasonable accuracy. However, there are some notable differences in the density, temperature, and mass fraction fields. Figure 9 shows that the octant simulation reproduces the scale of pressure fluctuations in the convective region with high fidelity. The reason for the dip seen around R = 4.5 × 10 10 cm is not clear, but we speculate that it is perhaps related to the recirculating flow seen in Figure 5 . The density fluctuations (shown in Figure 10 ) do a fair job of reproducing the full sphere case in the majority of the convection zone. However, the octant simulation shows larger density fluctuations at the center of the star, perhaps due to the reflective boundary conditions. At the very center, the octant density fluctuations are almost a factor of two larger than that of the full sphere simulation. The temperature and mass fraction fluctuations (Figures 11 and 12, respectively) show some discrepancies throughout the convective region. The fluctuations in the octant simulation are smaller than those seen in the full sphere case, with a maximum difference of about a factor of 1/2 for both the temperature and mass fraction fluctuations. As will be shown in Section 4.7, the full sphere simulation pulls more material from the overlying layers into the convection zone than the octant model. This difference is a likely explanation for the differences in temperature and mass fraction fluctuations seen here.
Turbulence Structure
In this section we examine the turbulence observed in our simulations. Our simulations exhibit well-developed turbulence, and we show this using energy spectra. We then measure the distance over which velocities are appreciably correlated, or the integral length scale, and the intensity of turbulent motions. Last, we compute the turbulent kinetic energy.
Energy Spectra
The kinetic energy spectrum is defined by (11) where U is the velocity field and U denotes its Fourier transform. Also, Ω is the volume of the domain in physical space, the domain of the integral, S(k), is the spherical surface defined by |k| = k, and " * " denotes the complex conjugate. The energy spectrum relates the kinetic energy contained in the flow to physical length scales. For the plots in this section, we decompose the velocity field into spherical components, given by
where r 2 = x 2 +y 2 +z 2 and R 2 = x 2 +y 2 , and display the energy spectra in terms of these components. To make the comparison to the characteristic k −5/3 scaling of turbulence clearer, we plot compensated energy spectra, k 5/3 E(k), so that well-developed turbulence will appear as a flat line. We compute the spectra for the convective region only, using a step function to zero out the data beyond R = 7.6 × 10 10 cm. This sharp cutoff adds a turn-up in the energy spectrum at very high frequencies, but this is beyond the downturn at the edge of the inertial subrange, i.e., it causes a numerical artifact outside our region of interest in the energy spectrum. Figure 13 shows the compensated energy spectra for the full sphere simulation at two simulation times, 2.1 × 10 7 and 3.3 × 10 7 s. The spectra exhibit well-developed turbulence; the profiles are basically flat in the wavenumber range from about 10 to 100. Note the consistency of the features in the energy spectrum between the two time slices shown, which are separated by almost five convective turnover times. The energy contained in angular motions shows an asymmetry between the azimuthal and polar components. The reason for the asymmetry in E θ and E φ at low wavenumber is not clear, but is consistent with differences seen in the flow morphology. We identify the peaks in E θ , the first at a wavenumber of about 2-3 and the second at about 6, with large-scale recirculation, as seen in Figure 5 (b). At higher wavenumbers, all three components are very similar, implying isotropic turbulence on finer scales.
For the octant simulation, we compute the energy spectrum of the data that has been reflected to produce a full sphere. The spectra are shown in Figure 14 and also display well-developed turbulence, but are missing some of the prominent features seen in the full sphere case. E r does not show consistent peaks as in the full sphere case; at the earlier time, E r peaks at wavelengths of about 4.4×10 10 cm and at the later time at about 8×10 10 cm. The octant simulation also does not show a pronounced peak in energy contained in angular motions as seen in E θ in the full sphere case.
Integral Length Scale
The integral length scale gives the distance over which velocities are appreciably correlated. To determine the integral length scale in the convective core, the longitudinal correlation functions were evaluated for the Cartesian components of the velocity field, where the (second-order) velocity correlation function (two-point, one-time) is defined as
where r denotes the separation vector. The integral length scale in the x direction, for example, is then defined as the integral of 
3 × 10 7 s Figure 13 . Compensated turbulent energy spectrum for the full sphere simulation in spherical coordinates. Only data inside the convection zone (R < 7.6 × 10 10 cm) are included. The turn-up of the spectrum at large wavenumbers is a numerical artifact caused by the step-function cutoff employed to exclude the data outside the convection zone.
the longitudinal velocity correlation function
whereǔ is the rms velocity. By integrating each correlation (with any negative parts that occur at large r set to zero), integral length scales for each component were evaluated and are given in Table 1 . The integral length scale is not equal in each of the coordinate directions, as would be expected given the highly asymmetric large-scale flow pattern that persists throughout the simulation time analyzed (see Figures 6 and 7) . For a majority of the full sphere simulation, the plume is roughly aligned with the y-axis, and indeed, the integral length scale in the y-direction is longer than that of the other coordinate directions. While the octant simulation displays significant anisotropy at a given time, this feature in large degree does not persist under averaging. The averaged octant data shows a lesser degree of anisotropy than seen in the full sphere.
Averaging the three coordinate integral length scales for the full sphere simulation gives 1.5 × 10 10 cm, which encompasses Figure 14 . Compensated turbulent energy spectrum for the octant simulation in spherical coordinates. Only data inside the convection zone (R < 7.6×10 10 cm) are included. The turn-up of the spectrum at large wavenumbers is due to the step-function cutoff employed to exclude the data outside the convection zone. about 20% of the radial extent of the convection zone. The octant simulation does a reasonable job of reproducing the full sphere value; it has an average integral length scale of 9.7 × 10 9 cm, a value 35% smaller than the full sphere case that represents about 13% of radial extent of the convection zone. 
Turbulent Intensity
We define the turbulent intensity as the mean over the coordinate directions of the rms velocity component fluctuations:
We compute the turbulent intensity at five simulation times, with the results given in Table 2 . The full sphere has an average turbulent intensity of 3.79 × 10 4 cm s −1 ; the value for the octant simulation is 3.33×10 4 cm s −1 , about 12% lower. The turbulent intensity broken into the coordinate directions shows significant anisotropy in the full sphere data. The fluctuations in the y-component of the velocity are larger than the fluctuations for either the x-or z-components. Recalling that the large plume seen in the full sphere simulation spends the majority of the simulation time roughly aligned along the y-axis, we associate the increasedǔ y with the plume. While the octant simulation shows significant anisotropy in turbulent intensity at a given time, this feature largely averages out over the 1.2 × 10 7 s, as was the case with the integral length scale.
Turbulent Kinetic Energy
We compute the turbulent kinetic energy (TKE) in the convection zone by volume averaging over 1.2 × 10 7 s, taking steps of about 3.75 × 10 4 s. The full sphere simulation exhibits higher TKE, ∼2.21 × 10 9 erg g −1 , than the octant model, which has ∼1.70×10 9 erg g −1 . This difference indicates larger driving forces in the full sphere model. The kinetic energy driving can be divided into two components: gravitational work due to density fluctuations and work done by pressure fluctuations, termed pressure-dilation (see, e.g., Viallet et al. 2013) . For low Mach number flow, pressuredilation is negligible, and so buoyancy driving is the dominant source of TKE production. Given small thermodynamic fluctuations, buoyancy driving can be related to the convective luminosity, as shown in Viallet et al. (2013) . Thus, higher TKE should correlate with higher convective luminosity. We check this point for our two models (averaging over the convection zone as with TKE), and do in fact find that the full sphere model has higher convective luminosity, L c = 2.15 × 10 38 erg s −1 , compared to the octant simulation where L c = 1.80 × 10 38 erg s −1 .
Convective Stability
We examine the convective stability profile realized in our full sphere simulation and determine how well the octant simulation matches this profile. We follow the traditional "nabla" notation and define
where ∇ is the gradient achieved in the star, ∇ ad is the derivative taken along an adiabat, and ∇ μ is the mean molecular weight gradient achieved in the star (note that in previous sections we have usedĀ = μ, but we switch notation here for consistency with the literature). For convenience, we also introduce shorthand notation for some thermodynamic derivatives:
Two convective stability criteria are used in 1D stellar evolution codes to determine the extent of the convection zone. The Schwarzschild criterion for stability,
is used in cases where composition gradients can be neglected. If composition gradients are present, their effect on convective stability is taken into account in the Ledoux criterion,
The case where one criterion is satisfied but the other is not is referred to as semiconvection. Figure 15 shows the convective stability of the simulation at time T = 2.1 × 10 7 s. The Schwarzschild and the Ledoux criteria agree in the bulk of the convection zone. However, a semiconvective region has developed next to the convection zone boundary. The semiconvective region extends from a radius of about 6.8 × 10 10 cm to the original convection zone boundary in both simulations. Once a quasi-steady state has been achieved in the simulations, the extent of the semiconvective region is not observed to migrate any farther into the convection zone over the rest of the simulation, nor does the stability increase. There are also semiconvection zones in the steep gradient region. The octant simulation reproduces the location of the boundaries and the stability in the bulk of the convection region with high accuracy. However, the octant diverges from the full sphere results at the center of the star, where the reflecting boundary conditions are likely influencing the simulation. The octant simulation also shows greater stability (according to the Ledoux criterion) in the semiconvective region abutting the convection zone boundary.
Mixing at the Convection Zone Boundary
In this section we look at the extent of mixing across the convection zone boundary. Because we have not included radiation, which could significantly alter the dynamics at the convection zone boundary, this analysis can only provide hints to how the simulation geometry could effect the observed mixing.
In the rest of this section, we first discuss the traditional model of how mixing across the boundary proceeds, i.e., convective overshoot, and then discuss the turbulent entrainment model, which has a long history in geophysics but has only recently been proposed as the mechanism operating in stars (Meakin & Arnett 2007) . We use the turbulent entrainment model to compute the expected entrainment rate, and then compare this to the amount of mixing observed in our simulations. The traditional picture of mixing at the convection zone boundary, convective overshoot, provides a conceptual picture of rising convective parcels moving into the stable region due to their momentum and thus mixing with the stable layer. The mixing rate depends on the strength of the convective motions and the filling factor, i.e., the fractional area occupied by rising plumes at the convection zone boundary (Schmitt et al. 1984; Zahn 1991; Rieutord & Zahn 1995; Rempel 2004; Hurlburt et al. 1994; Brummell et al. 2002; Saikia et al. 2000) .
Recent work by Meakin & Arnett (2007) argues that convective overshoot is not an adequate model for what occurs in stars, and a better conceptual model exists, that of turbulent entrainment. In the turbulent entrainment model, the physical picture is of a density stratified environment wherein a turbulent layer abuts a stably stratified layer, and TKE does work against gravity to draw material across the stability interface and into the turbulent region. In this framework, mixing proceeds via fluid instabilities at the interface, such as shear instabilities. Over time, the consequence of this mixing is that the stability interface recedes and the extent of the turbulent region grows. The rate at which the interface recedes is the entrainment rate, u e . Turbulent entrainment has long been a topic of interest in fluid mechanics and geophysics. The entrainment rate has been the subject of numerous studies, and has generally been found to obey a power-law dependence on the bulk Richardson number, Ri (see, e.g., Fernando 1991) . The Richardson number is a measure of the stiffness of the boundary in relation to the strength of the turbulence, and is defined as
where ζ is the scale of the velocity in the turbulent layer, usually taken to be the turbulent intensity next to the boundary, L is the length scale of turbulent motions, usually taken to be the horizontal integral length scale near the boundary, and Δb is the relative buoyancy jump across the boundary. The relative buoyancy is defined as
where r i is the radial location of the interface and N is the buoyancy frequency, or Brunt-Väisälä frequency, defined by
where H p is the pressure scale height defined by H
The buoyancy frequency can be derived by assuming small adiabatic displacements of fluid parcels, i.e., the linear asymptotic limit (see, e.g., Hansen & Kawaler 1994) .
The Richardson number can be thought of as something akin to the traditional convective stability criteria. The Ledoux criterion is equivalent to the condition
Ignoring ∇ μ in N 2 results in the Schwarzschild criterion. While the Schwarzschild and Ledoux criteria for convection are local criteria, Ri is non-local in nature. By integrating over the buoyancy frequency, Ri factors in the width and stiffness of the interface, in addition to incorporating the strength of turbulent motions near the boundary.
The dependence of the turbulent entrainment rate on Ri is usually written as
where n is generally found to lie within 1 n 1.75. The entrainment efficiency, A, varies significantly between studies, with values ranging from 1.60 × 10 2 to 5 × 10 −4 in a review of reported values up to 1991 (Fernando 1991) . More recent numerical studies in the context of Earth's atmosphere find values in the range 0.1 < A < 0.5 for equilibrium entrainment, meaning the turbulent layer is in a quasi-steady state (see, e.g., Stevens & Bretherton 1999; Chemel & Staquet 2007) ; however, there still does not appear to be a universal consensus on the value of A. Meakin and Arnett find best-fit values of n = 1.0 ± 0.2 and (log A) = 0.03 ± 0.4 from their 3D simulations of convection during core hydrogen burning and oxygen shell burning (with reduced domains of 30
• and 
27
• × 27
• in angular extent, respectively). Using u e , the rate of change in the amount of mass in the turbulent region can be determined byṀ
Recent work by Staritsin (2013) incorporated the turbulent entrainment model into 1D stellar evolution calculations and found that a better understanding of A and what factors determine its value are needed in order to use this model in the computation of stellar evolution. Staritsin suggested that perhaps the artificially enhanced luminosity used in Meakin & Arnett (2007) influenced their computed value of A.
To investigate whether our simulation data agrees with the turbulent entrainment model, we first compute Ri. To this end, we must compute the buoyancy jump across the interface. Following Meakin and Arnett, we determine the location of the interface r i by using the radius of the maximum radial gradient of the hydrogen composition. Numerically, we first laterally average the hydrogen mass fraction and then compute the radial derivative using finite differences. We then compute N 2 (r) using Equation (20) and laterally averaged simulation data. We integrate Equation (19) to get the relative buoyancy profile, and from that we determine the buoyancy jump across the interface. Figure 16 shows the relative buoyancy profile for the full sphere and octant simulations early in the quasisteady state phase of the simulation (T = 2.1 × 10 7 s). The offset in the octant profile with respect to the full sphere is due to slightly different values of r i . The full sphere value is r i = 9.01 × 10 10 cm and the octant value is less than 1% lower at 8.94 × 10 10 cm. Despite the shifted profiles, the octant accurately reproduces the buoyancy jump across the interface found in the full sphere case of Δb = 3.0 × 10 4 cm s −2 . Due to the stiffness of the boundary, the buoyancy jump does not change (by any numerically significant amount) over the course of the simulation.
The computed value for Ri is 3.1 × 10 5 for the full sphere simulation. The octant simulation result is about 20% larger, with Ri = 3.7 × 10 5 . Using the best fit values, n = 1.0 and A = 1.1, from Meakin & Arnett (2007) expected from the much larger Richardson numbers achieved in our simulations; our values are three orders of magnitude larger than the largest Richardson number observed in their simulations.
For both the octant and the full sphere, the distance the boundary would move over the course of our 1.2 × 10 7 s simulation is smaller than our grid resolution. This is consistent with our simulation results as the location of the convection zone boundary was not observed to move. While movement of the boundary is not observable in our simulation, the amount of mass entrained into the convection zone can be measured, and, as we will show, the observed amount is in reasonable agreement with the predictions of the entrainment law.
Before using Equation (23) to compute the expected change in mass in the convection zone, we focus on how we determine the location of the interface, and thus, what values to use for r i and ρ i in Equation (23). First, we note that the extended stability interface present in our system is not present in more standard entrainment studies. Given the extended interface, a single location for the interface is a somewhat ill-defined concept. One possible approach for defining the interface, which was used in Meakin & Arnett (2007) , is to use the radius of maximum radial gradient in hydrogen composition. However, using this definition for the radius of the interface yields an interface location of about 9 × 10 10 cm-a location that is a significant distance from the edge of the convection zone, and in an area that is clearly dominated by a different kind of dynamics than is occurring in the convective region. Using the location where the behavior of the system transitions away from being dominated by turbulent motions seems preferable, and thus we use the location of the convection zone boundary, as determined by the Schwarzschild criterion, for the location of the stability interface. This shift in how we determine the location of the interface does not change any of the figures computed thus far; these values only depend on the difference in buoyancy across the interface, which depends on the location of the top and bottom of the interface, not the location we choose to define as "the" location of the interface.
We choose to examine the mass of hydrogen present in the core rather than the total mass. Since we are not modeling composition changes, any changes in the mass of hydrogen must be due to mixing. We use 7.6 × 10 10 cm as the location of the interface, and for both simulations the laterally averaged ρX H = 1.19 g cm −3 at that radius. Using Equation (23), we find an expected increase in the mass of hydrogen in the convection zone of 1.4 × 10 29 g for the full sphere simulation. The expected increase for the octant is about 30% smaller at 1.0 × 10 29 g. Comparing the mass of hydrogen inside the convection zone at T = 2.1 × 10 7 s with the value at 3.3 × 10 7 s, we observe an increase of about 3.9 × 10 29 g in the full sphere simulation. The observed increase is only 5% smaller in the octant simulation at 3.7 × 10 29 g. Our observed results are within about a factor of four of the results expected from the Meakin & Arnett (2007) parameterized entrainment law. Figure 17 shows the mass of hydrogen inside the convection zone as a function of time. Fitting the data to a linear profile gives a slope of 3.29 ± 0.03 × 10 22 g s −1 for the full sphere. The slope is 9% smaller in the octant case, with a value of 3.0 ± 0.2 × 10 22 g s −1 . Again using Equation (23), we get an entrainment rate of 0.38 cm s −1 for the full sphere simulations. The entrainment rate in the octant simulation is 8% slower than the full sphere case, with a value of 0.35 cm s −1 . These values are within a factor of three of the results expected from an entrainment law using the constants n and A determined by Meakin & Arnett. Given the uncertainties present in A and n, as well as in our data, our results offer reasonable agreement with their parameterization of the entrainment law. The agreement seen here is perhaps surprising, given the differences between our simulations and the data used to calibrate the entrainment law; however, the result is less surprising when viewed in terms of the simple energy balance that underlies the physical phenomena.
We note that the entrainment rates computed here do not likely represent a true quasi-steady state value. This can be seen by examining the amount of mass that would be entrained over the star's main sequence lifetime assuming a constant mass entrainment rate. Taking the main sequence lifetime to be ∼10 7 yr and our computed mass entrainment of ∼10 22 g s −1 gives a total entrainment of ∼10 3 M , a value that is obviously too large.
One possible explanation for the enhanced entrainment rate seen in our simulations is that it is caused by our alteration of the initial model, or more specifically, the artificial softening of the entropy gradient at the convection zone boundary. Altering the entropy gradient will affect the dynamics of the system (see, e.g., Rogers & Glatzmaier 2005b) , and thus could potentially reduce the bulk Richardson number. Another possible explanation for the enhanced entrainment rate is that our simulations are under-resolved, particularly at the convection zone boundary. Recent work by Viallet et al. (2013) shows that even when the entropy gradient is reasonably well resolved, convergence of the mean fields is difficult to achieve in the presence of sharp gradients, such as those present in our model. Finally, we examine plots of the hydrogen mass fraction. Figure 18 shows the hydrogen mass fraction in the x-y plane for the full sphere simulation. The range of values represented by the color palette has been reduced to highlight the small mass fraction contrasts in the convective region. The material pulled into the convective region appears to be largely associated with the recirculating flow, rather than the plumes. Recall that at the first time shown, the plume occupies the second quadrant of the plot and at the later time, the plume is centered about the y-axis. However, the mass fraction plots show that the majority of the mixing is not coincident with the region where the plume encounters the convection zone boundary. Figure 19 shows the hydrogen mass fraction for the octant simulation. The mixing along the convection zone boundary does not reproduce the inhomogeneous mixing seen in the full sphere simulation. The octant results show mixing that is significantly more spatially consistent. However, as in the full sphere case, the octant mass fraction plots show that the majority of the mixing is not coincident with the region where the plume encounters the convection zone boundary. These observations suggest that mixing across the convection zone boundary is strongly related to shear instabilities at the interface. This qualitative behavior was also observed in Meakin & Arnett (2007) and further corroborates the conclusion that the turbulent entrainment model gives a good description of the mixing seen here.
CONCLUSIONS AND DISCUSSION
In summary, we have determined the key factors necessary for successful low Mach number modeling of core convection with significant compositional gradients: that the initial model satisfy hydrostatic equilibrium discretely on the MAESTRO grid and have neutral stratification in the convective region, and that excited gravity waves are reasonably resolved on the multidimensional grid. We then used MAESTRO to perform 3D simulations of core convection that examined the effects of using a fixed composition model or reducing the computational domain.
Using a fixed composition model in this low Mach number methodology was found to actually increase rather than decrease the computational cost of the simulation the fixed composition system took much longer to reach quasi-steady state convection. This was found to be due to the fact that a fixed composition model cannot effectively model mixing at the convection zone boundary, where fluid of a differing composition is pulled into the convective region. The fixed composition approximation caused a change in the convective stability close to the convection zone boundary when compared to the multi-species simulation, and this led to increased convective velocities. Thus, we conclude that the fixed composition model is not a particularly useful tool for large-scale simulations of core convection with significant composition gradients at the boundary, even though these gradients are not in the convective region.
The simulation on the reduced, octant domain showed that while the flow morphology was somewhat different than that seen in the full star simulation, statistical measures were all within a factor of two or less. Both the octant and full sphere simulations presented similar mixing across the convection zone boundary that was consistent with the turbulent entrainment model. In both cases, the mixing across the boundary appeared to be largely related to shear instabilities, suggesting that an advective model of mixing would be more appropriate than traditional diffusive models. The close statistical properties of the flows in the full sphere and octant simulations suggest that, for purposes of informing more physically based 1D models of convection, simulations on moderately sized reduced domains are likely a good choice. However, the global character of the flow was distinctly different in the octant simulation, showing more rapid changes in the large-scale structure of the flow, leading to a more isotropic flow on average. Thus, for studies of more rapid dynamics that could depend sensitively on anisotropy in the flow, such as simulations of the helium flash or oxygen shell burning, the effects of conducting simulations on a reduced domain warrant further research.
Overall, our simulation results offer reasonable agreement with previous studies in light of the different model choices present in each simulation. Our full sphere simulation shows flow morphology that qualitatively agrees with previous full sphere studies: large-scale motions dominated by lower order modes that persist over time. Further, our results are consistent with the two most similar previous studies, Kuhlen et al. (2003) and Meakin & Arnett (2007) . We show very good agreement with the prior anelastic study of Kuhlen et al. (2003) once the differing boundary conditions (which led to higher velocities in their study) and the lower level of turbulence in their study (which led to more laminar flow morphology) are taken into account. Although the small domain size used in Meakin & Arnett (2007) led to differing flow morphologies and may have led to increased intermittency in their results, our results show qualitatively similar average properties, such as similar radial variance of thermodynamic perturbations and mixing across the convection zone boundary that appears to be driven by fluid instabilities (as described by turbulent entrainment) rather than ballistic-type penetration or overshoot.
In this first effort at applying the low Mach number methodology to core convection, we have not modeled energy transport by radiation. The flow in the bulk of the convection zone is insensitive to this approximation over short timescales. However, the flow at the top of the convection zone and in the overlying layers could be significantly altered by this omission. This in turn could significantly affect the mixing at the convection zone boundary. Future development of MAESTRO will include the addition of radiative diffusion to allow higher fidelity modeling of the convection zone boundary. This future addition, coupled with MAESTRO's proven ability to treat steep concentration gradients, model rotation and use adaptive mesh refinement to push to even higher resolution studies, makes MAESTRO an ideal tool to study deep stellar convection systems, such as the helium flash or shell burning.
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