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Zusammenfassung
Computergestu¨tzte Simulation und Visualisierung der akustischen Verha¨ltnisse ei-
nes geschlossenen Raumes kann beim Design von Konzertsa¨len, Vorlesungsra¨umen,
Theratern oder aber auch Wohnzimmern helfen. Denn nicht nur die visuelle Erschei-
nung eines Raumes sondern auch seine ”Akustik” ist fu¨r eine angenehme Atmospha¨re
im Raum entscheidend. In Fabrikhallen ist die La¨rmbeka¨mpfung eine wichtige Auf-
gabe, denn La¨rm ist gesundheitsscha¨digend.
Abgesehen von den offensichtlichen Unterschieden zwischen dem Seh- und dem
Ho¨rsinn eines Menschen, sind viele Techniken, die bei der fotorealistischen Dar-
stellung von Bildern und Auralisation akustischer Umgebungen eingesetzt werden,
einander sehr a¨hnlich. Beide Probleme ko¨nnen mit Hilfe von geometrischen Ansa¨tzen
wie Ray-tracing oder Particle-tracing gelo¨st werden wenn einige, weniger wichtige
Effekte, vernachla¨ssigt werden.
Mit Hilfe der Simulation wollen wir die akustischen Eigenschaften eines virtuellen
Modells vorhersagen. Fu¨r die Auralisation muss eine Impulsantwort fu¨r jede Kon-
stellation von Schallquelle und Zuho¨rer bestimmt werden. Die Faltung der Impul-
santwort mit einem echolosen Signal ergibt das an der Zuho¨rerposition empfangene
Schallereignis. Die Impulsantwort entha¨lt alle reflektierten Anteile des Schalls, die
durch die unterschiedlichen Materialien des Raumes beeinflusst werden.
Betreffend der Raumakustiksimulation wurde im Rahmen dieser Dissertation ein
Simulationsalgorithmus, namens Phonon Tracing, entwickelt, welcher auf Schallteil-
chenverfolgung basiert. Das Verfahren berechnet die Energie bzw. den Druck eines
Schallteilchens, das von der Schallquelle ausgesandt wird, und verwendet diese Infor-
mation zur Konstruktion der Antwort auf ein Schallereignis an einer vorgegebenen
Ho¨rposition im Raum.
Wa¨hrend des Verfolgens der Schallteilchen, werden deren Pfade, sowie weitere In-
formationen in der sogenannten Phonon Map gespeichert. Unter Verwendung dieser
Informationen wurden verschiedene Visualisierungsansa¨tze fu¨r die Schallausbreitung
von der Schallquelle, sowie des beim Zuho¨rer ankommenden Schallanteils entwickelt.
Diese erlauben eine Analyse der akustischen Verha¨ltnisse in dem zu untersuchenden
Raum.
Der Simulationsalgorithmus und die Visualisierungsmethoden wurden in ein ge-
meinsames System integriert, welches Virtual Reality Technologien anwendet um
eine bessere Immersion in die virtuelle Welt zu gewa¨hrleisten. Das System wurde
als Prototyp im Rahmen eines Projektes an der TU Kaiserslautern entwickelt und
befindet sich zur Zeit in Weiterentwicklung. Es beinhaltet ein stereoskopisches Ru¨ck-
projektionssystem fu¨r das visuelle Rendering und eine professionelle Audioanlage zur
akustischen Ausgabe im Ziele der Auralisation.
Abstract
Computer-based simulation and visualization of acoustics of a virtual scene can
aid during the design process of concert halls, lecture rooms, theaters, or living
rooms. Because, not only the visual aspect of the room is important, but also its
”acoustics”. In factory floors noise reduction is important since noise is hazardous to
health.
Despite the obvious dissimilarity between our aural and visual senses, many tech-
niques required for the visualization of photo-realistic images and for the auralization
of acoustic environments are quite similar. Both applications can be served by geo-
metric methods such as particle- and ray tracing if we neglect a number of less
important effects.
By means of the simulation of room acoustics we want to predict the acoustic
properties of a virtual model. For auralization, a pulse response filter needs to be
assembled for each pair of source and listener positions. The convolution of this
filter with an anechoic source signal provides the signal received at the listener
position. Hence, the pulse response filter must contain all reverberations (echos) of
a unit pulse, including their frequency decompositions due to absorption at different
surface materials.
For the room acoustic simulation a method named phonon tracing, since it is
based on particles, is developed. The approach computes the energy or pressure
decomposition for each particle (phonon) sent out from a sound source and uses this
in a second pass (phonon collection) to construct the response filters for different
listeners. This step can be performed in different precision levels.
During the tracing step particle paths and additional information are stored in a
so called phonon map. Using this map several sound visualization approaches were
developed. From the visualization, the effect of different materials on the spectral
energy / pressure distribution can be observed. The first few reflections already show
whether certain frequency bands are rapidly absorbed. The absorbing materials can
be identified and replaced in the virtual model, improving the overall acoustic quality
of the simulated room. Furthermore an insight into the pressure / energy received
at the listener position is possible.
The phonon tracing algorithm as well as several sound visualization approaches
are integrated into a common system utilizing Virtual Reality technologies in order
to facilitate the immersion into the virtual scene. The system is a prototype deve-
loped within a project at the University of Kaiserslautern and is still a subject of
further improvements. It consists of a stereoscopic back-projection system for visual
rendering as well as professional audio equipment for auralization purposes.
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1 Introduction
In our daily life, we are surrounded by different kinds of sound, by pleasant music
as well as by perturbing noise. Human hearing is capable of perceiving sound in a
frequency range covering about 10 octaves, with a great number of distinguishable
timbres. We are able to determine the direction and the approximate distance of
a sound source. Based on our impression we can judge wheter a theater, a concert
hall, a lecture room, or a church, has good or poor acoustics.
Room acoustics is a sub-area of acoustic science, challenging the question about
good and poor acoustics of a room. More precisely, room acoustics is concerned with
researching the influence of the structural condition of a building that is the influence
of the geometry and the material properties on the sound propagating inside. The
acoustics at a listener position inside the room is expressed by the impulse response,
which is the response of a unit pulse propagated from the sound source and received
by the listener. It contains the direct sound from the source as well as the sound
reflected from the room boundaries. The acoustic impression is characterized by the
fraction of the early reflections in relation to the total received sound, time delay
and the incident direction of the early reflections, and the amount and spreading
of late reverberations. The challenge is now to influence these factors by the room
design in order to achieve appropriate acoustic quality according to the room usage.
Thus, the goals are different depending on the usage of the room:
• Considering a recording studio, the room should not influence the recorded
sound. Thus, it should be designed as non-reflective as possible.
• A class or lecture room, or a theatre should provide a good comprehensibility
of speech. The fraction of the direct sound should be high. The delay of the
early reflections should be low and they should reach the listener mostly from
the direction of the speaker to enhance clarity and to support localization.
Consequently, the reverberation time should be kept short.
• In a concert hall a spatial impression of the music experience is desirable.
Therefore, the direct sound and the reflections should be well-balanced. But,
the fraction of the direct peak should be high enough to perceive the music
precisely. In order to achieve spatial impression, the early reflections should be
strong compared to the total sound amount and well-distributed. In contrast to
the lecture room the duration of the reverberations should be greater resulting
in a fuller spatial impression of the music.
2 1 Introduction
As one can see, it is barely possible to design a room for different kinds of usage,
unless this room can be reconfigured for different presentations.
For a fairly long time, research has been done in the area of characterizing the
acoustics of rooms. One of the pioneers was W.C. Sabine, who evaluated a room by
means of its reverberation time which he defined as the time period of the sound
pressure level decaying about 60 dB of its initial level [CM78a]. Since then, nu-
merous studies have been made in order to measure the subjective assessment cri-
teria of acoustical behavior of a room with objective characterization quantities
[Rei68, Ber04, Thi53, LB61, Yam72, Ku¨r69]. Some of these metrics, which can be
derived from the measured or simulated room impulse response, are incorporated
into the ISO 3382 norm [ISO97] (German version [DIN00]). Most of them are based
on a relation of the early and late sound energy received by the listener.
A helpful tool in the room characterization is the simulation of the acoustic be-
haviour of the room. In the recent years the field of virtual acoustics has become
more important, because the rapid development of computer technology enables
complex calculations of sound propagation during the design process, improvement
of the acoustics of existing rooms, or enhancement of the representation of Virtual
Reality scenarios. The simulation of the sound wave propagation from the source
through the scene is called acoustic modelling. By means of computer-aided sim-
ulation, a priori listening to music or speech inside a new or re-designed room is
possible. The auditive reproduction of simulation results is called auralization.
Nowadays, many computer-aided algorithms for modeling and simulating acous-
tics inside enclosures exist. Mostly, they base on wave-theoretical or geometric acous-
tics. Wave-based acoustics deals with the numerical solution of the wave equation.
The numerical methods often used include Finite Difference Time Domain (FDTD)
techniques [Yee66, Bot95, SLV02], Boundary Element Methods (BEM) [Wu00], and
Finite Element Methods (FEM) [Bra03, Ihl98]. These methods subdivide the domain
into small elements such that the differential wave equations can be approximated by
ordinary equations simplifying the solution. Since the elements must be smaller than
the smallest simulated wave length, these methods are restricted to low frequencies
only.
In room acoustic design and especially in virtual and acoustic reality applica-
tions, mostly methods based on geometrical acoustics are applied. They are based
on optical fundamentals, and make use of approaches developed there. The image
source method [AB79, Bor84] models specular reflections by inserting new sound
sources, which are obtained by mirroring the location of audio source at polygonal
surfaces inside the scene. In the ray tracing method [Kro68, Kul84, Vor88] several
rays are traced from the sound source to listeners, which are typically represented
as spheres collecting all intersecting rays. The reflections at the surfaces in the
scene take place according to Snell’s law of specular reflection or diffuse reflections.
3Usually, Lambert’s law is used for diffuse reflection calculation, but there exist ap-
proaches for modelling scattering more realistically [EAS01, CR05, TLDD07b]. An-
other widely used technique in acoustic computation is the beam tracing method.
Beam tracing overcomes the aliasing problem of classical ray tracing by recursively
tracing beams (i.e. sets of rays) of polyhedral [FCE+98, FMC99, FTC+04], conic
[Ama84, MM93, Dal96], triangular [Lew93, Far95], or rectangular (frustum tracing)
[LCM07a, LCM07b] cross-sections. Ray tracing and image source methods depend
on the receiver position. Changing the listener position implies a recalculation of the
room impulse response. In contrast, radiosity methods [SZ93, NMI04] are view in-
dependent. Thereby ideal diffuse reflections, i.e. surfaces reflecting sound uniformly
in all directions, are assumed. Incorporating also specular reflections, the acoustic
rendering equation [SLS07a, SLS07b] was derived for use in room acoustic simu-
lations applying also acoustic BRDFs. Due to the computation complexity these
methods do not seem practical for large environments. Due to the shortcomings of
the approaches described above, continuative approaches have been developed e.g.
[Vor89, Hei93, Nay93, Lew93, AFST04b, WH05]. Mostly, they employ parts of the
classical schemes or a combination of them.
Approaches extending the geometric algorithm by modeling diffraction effects are
proposed in e.g. [TFNC01, TSK01, PLS02, LSS02, PL03, CSF05]. Also, methods
exist exploiting programmable graphics hardware (GPU) to accelerate the simulation
calculations [JK04, TG97, TG98, TLDD07b, TLDD07a].
Sonel mapping [KJM04, KJM05b, KJM05a] is a particle based Monte Carlo
method for geometric acoustics inspired by photon mapping (an approach for photo-
realistic rendering in computer graphics [Jen96]). It is a two stage sound particle
based method modeling specular and diffuse reflections, as well as diffraction of the
sound wave.
As mentioned before it is important to determine the amount and the direction of
the received sound energy / pressure in order to judge acoustic quality at a listener
position. The visualization of the sound wave behavior inside the room is a helpful
tool. It is important, not only for teaching purposes, but also for engineers designing
and treating rooms. Visual representation of sound propagation as well as represen-
tation of sound received at a listener position can help understanding these complex
processes. The existing visualization techniques can be classified into two groups.
The methods of the first group consider the propagation of the sound waves or rays
inside the room independent of the listener position. Whereas the algorithms in the
second group base on the measured or simulated room impulse response for individ-
ual listeners. Yokota et. al. [YST02] visualized sound propagation of 2-dimensional
room sound fields resulting from a wave-based simulation using the difference time
domain method. Petrausch and Rabenstein [PR05] introduce a program for simula-
tion and OpenGL based visualization of 2-dimensional sound wave propagation in
real time. Tokita and Yamasaki [TY05] visualized particle displacements on a rigid
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3-D grid in a cube shaped room. The displacements resulted from a wave-based
numerical simulation. Lokki [Lok02] presented in his PhD thesis a visualization
using the image-source method. In [PL03] Pulkki and Lokki present an approach
visualizing the phenomenon of edge diffraction. Funkhouser et. al. [FCE+98] used
visualization of source points, receiver points, pyramidal beams, reverberation path
etc. in order to understand and evaluate their acoustic modeling method. Lauter-
bach et. al. [LCM07b] shown the sound propagation resulting from frustum tracing.
Khoury et. al. [KFW98] represented the sound pressure levels inside the room by
means of color maps. Additionally, the authors analyzed the precedence effect (or
”law of the first wave front”) by using isosurfaces. Lokki and Nenonen [LN06] utilized
cave equipment for immersive visualization of trace paths and particle paths prop-
agating inside closed rooms. Merimaa et. al. [MLPK01] presented a visualization
of measured impulse response using 2D plots in horizontal an median plane. Omoto
and Uchida [OU04] visualized the arriving direction and strength of measured sound
intensity using circles. Weyna [Wey05b, Wey05a] used flow visualization methods in
order to study acoustic flow fields in front of and behind a thick rectangular plate.
Stettner et. al. [SG89] and Monks et al. [MOD00] visualized several acoustic pa-
rameters by use of specific icons. A couple of commercial systems [ODE, CAT, Bos]
provide several tools for visualizing measured or computed acoustic quantities.
Virtual Reality technologies provide an immersive representation of computer-
generated scenes. Integrating acoustic simulation, visualization, and auralization
into the design process aims at interactive design and immediate exploration of
virtual models. Several approaches to integrate acoustic simulation into Virtual
Reality systems have been proposed in recent years. The DIVA system [SHLV99,
SLH02, LSV+02] provides sophisticated synthesis and spatialization algorithms. In
[NSG02] an audio-rendering system for use in immersive virtual environments, the
blue-c, is proposed. Since the applications of this system are restricted to fictional
scenes, no physical-based acoustic simulation is provided. In [LN06] the authors
describe a four wall VR system for immersive visualization of sound rays propagation
inside closed rooms. A real-time audio system applied in a CAVE like environment
with four loudspeakers is proposed in [LSVA07].
In this thesis we propose the phonon tracing algorithm, a novel simulation algo-
rithm allowing auralization and visualization of sound in enclosed spaces. Phonon
tracing is a two stage algorithm inspired by the photon mapping for realistic im-
age rendering [Jen96]. The idea of the algorithm is the separation of the tracing
(emission step) and the impulse response calculation (collection step) processes. In
contrast to the traditional ray tracing approaches, where changing the listener po-
sition implies recalculation of the particle paths, only one tracing step is needed for
a given sound source, followed by multiple impulse response calculation steps for
different listener positions. Of course, when the source position has been changed
the particle tracing has to be re-executed. As result of the emission step we obtain
5the phonon map which represents all reflections of an emitted wave front by a large
set of particles (phonons). The approach is capable of treating sound energy as well
as sound pressure, whereas to our knowledge all other current geometric approaches
are energy based. The image source method can also be expressed in terms of sound
pressure, but, compared to phonon tracing, the number of considered reflections is
low, due to the computational complexity. In contrast to the sonel mapping al-
gorithm, which is also inspired by the photon mapping and is terminated based
on randomly generated numbers, phonon tracing is a deterministic approach. The
phonon path is terminated if the energy / pressure of the phonon falls below a pre-
scribed threshold or the number of the phonon’s reflections exceed a given number
of maximum possible reflections.
Additionally, the collection step of the phonon tracing algorithm can be executed
at different precision levels, depending on user requirements of computation time
and accuracy. Thus a faster computation of the impulse response can be performed
if lower accuracy is required, e.g. to get a first quick impression of the acoustics
of the scene. To achieve this, the phonons in the map are grouped into clusters of
similar trajectories representing different wave fronts and thus decreasing memory
requirements of the phonon map.
The phonon map contains the path information of the sound particles. Using
this information, we develop several visualization techniques of the acoustics of the
scene. First, a visual representation of the propagation of the sound wave from the
source through the room such that the effect of different materials on the spectral
energy / pressure distribution can be observed. The first few reflections already show
whether certain frequency bands are rapidly absorbed. The absorbing materials can
be identified and replaced in the virtual model, improving the overall acoustic quality
of the simulated room. After a large time period, a great number of reflections
have occurred, such that individual wave fronts cannot be identified, anymore. The
color mix of the phonons, however, shows the overall acoustic quality. Also, we
present several further approaches including the visualization of individual phonons
on surfaces and reflected sound wave fronts providing insight how the room influences
the propagated sound waves. Furthermore, we introduce an approach to represent
the direction and amount of the sound received by the listener. Moreover we propose
a visual analysis of an acoustic parameter at given listener positions using the phonon
tracing providing insight which surface material needs to be changed in order to
enhance the value of this metric.
We integrate the phonon tracing algorithm as well as several sound visualization
approaches into a common system utilizing Virtual Reality technologies to facilitate
the immersion into the virtual scene. The system is a prototype developed within a
project at the University of Kaiserslautern and is still a subject of further improve-
ments. It consists of a stereoscopic back-projection system for visual rendering as
well as professional audio equipment for auralization purposes.
6 1 Introduction
The remainder of the thesis is arranged as follows. In the next chapter fundamen-
tals of the sound physics, human hearing, and room acoustics are provided. Chapter
3 summarize the existing acoustic modeling techniques in more detail. The descrip-
tion of the phonon tracing algorithm is given in chapter 4 followed by the discussion
of the sound visualization approaches developed within this thesis (chapter 5). The
Virtual Reality system is introduced in chapter 6. Chapter 7 concludes this disserta-
tion and provides an outlook on future work. Some additional information is given
in the appendix.
2 Basics on sound waves and room
acoustics
Acoustics (Greek akuein = to hear) is the science of sound. This research area is
concerned with the generation, the synthesis, the propagation, the impact as well as
the analysis of sound. Sound exists due to the oscillation of a medium, which could
be gaseous, fluid, or solid. Human ears can perceive sound within a frequency range
between 20 Hz and 20 kHz, called audible sound. Sound below this range is called
infrasonic, and above ultrasonic.
The sound fields appearing in the nature can in general not be calculated, exactly.
There exist different methods and approaches for the approximation of this natu-
ral phenomenon. In wave-based acoustics the wave fronts are expressed as plane,
spherical, cylindrical waves of diffuse sound fields, which can be calculated with
satisfactory accuracy [FKS84a]. Geometrical acoustics examine single sound rays
spreading out from a source. Statistical acoustics deals with the observation of sev-
eral sound portions using statistical methods. In the area of psychological acoustics
the research concentrates on the question, how humans perceive sound. [CM78a].
In the field of room acoustics researchers investigate the problem of improving
acoustical behavior inside closed rooms. Among other areas, this implies improve-
ment of speech intelligibility inside lecture halls, optimization of theatres or concert
halls for speech and music presentations, and damping of noise inside factory halls.
The major question appears, how can we define ”good” or ”bad” acoustics, or how
can the acoustical quality of a given room be measured.
In the recent years the field of virtual acoustics became important pushed by
the rapid development of computer technology. This allows complex calculations of
sound propagation also during the design process.
The following chapter gives an overview of the basics of sound waves, the sound
propagation in closed rooms, the theory of room acoustics, as well as the basics of
the possible evaluation of the acoustics inside a room.
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2.1 Phenomena of sound waves
In the following a survey of the general laws and phenomena regarding the sound
wave behavior is provided.
2.1.1 Sound wave
A wave can be defined as a disturbance that propagates within a medium with some
velocity, witch depends on the medium, and transfers energy [BS95a]. Depending on
the direction of the wave oscillation relative to to the direction of the wave propaga-
tion, two different types of waves can be classified: transverse and longitudinal. A
transverse wave oscillates perpendicular, or transverse, to the propagation direction.
Examples of transverse waves are rope waves or electromagnetic waves, which are
unique in that they require no medium in which to propagate. In longitudinal wave
the motion of the particles of the medium, forming the wave, is in the same direction
as the direction of the wave propagation. The sound waves belong to this type of
waves.
In room acoustics the sound fields can be considered as a superposition of single
simple sound waves, e.g plane and spherical waves. Furthermore, we only deal with
air as the medium, therefore we can restrict our considerations to sound propagation
in gases. The sound waves are described by sound pressure p and sound particle
velocity v, which both are specified depending on time and position. Pressure and
particle velocity, as well as material density ρ, are calculated using the three basic
acoustic equations, the Euler equation, the continuity equation, and the constitutive
equation (ideal gas law) [Sku71]. Using this basic equations the wave equation is
derived as:
∆p = div∇p = 1
c2
∂2p
∂t2
(2.1)
where c is the velocity of sound that, by the assumption of a homogeneous medium
being at rest, can be calculated depending on the temperature τ as [Kut00]:
c ≈ (331.4 + 0.6τ)
[m
s
]
(2.2)
In large rooms, the variation of temperature and hence of the sound velocity can
not be entirely avoided. But the effects which are caused by this certainty are small
and thus may be neglected.
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(a) (b)
Figure 2.1: Simple wave types: (a) plane wave; (b) spherical wave
Plane waves. A plane wave is a progressive wave, where the sound pressure p
is constant in any plane perpendicular to the propagation direction (see figure 2.1
(a)). These planes of constant pressure are called wave fronts. The time and space
dependence of the acoustical quantities is described by a sine or cosine functions
[Kut00]. The progressive harmonic plane wave reads:
p(x, t) = pˆ cos(ωt− kx) (2.3)
where pˆ denotes the wave amplitude, ω = 2pif the angular frequency, and k = ω
c
the wave number. The above equation describes a spatial harmonic wave with the
period λ = 2pi
k
, which is the wave-length of the harmonic wave. Within harmonic
waves the pressure p and the particle velocity v are in phase [FKS84a].
Spherical waves. Another type of simple sound waves are the spherical waves.
A spherical wave is a sound wave that is propagated uniformly in all directions as
concentric wave fronts [Rie82]. Figure 2.1 (b) depicts a schematic representation of a
spherical wave. Here, the surface of constant pressure are concentric spheres. In the
center of this wave fronts we have a point source. The pressure of the spherical wave
decreases proportional to the traversed distance, p ∼ 1
r
, the energy proportional to
the squared distance, e ∼ 1
r2
. The harmonic spherical wave reads:
p(x, t) =
pˆ
r
cos(ωt− kx) (2.4)
Another simple wave type is the cylindrical wave. For a description of the cylin-
drical wave as well as for the detailed derivation of the wave equations introduced
above see [Kut00, FKS84a, Rie82]. The equations 2.3 and 2.4 are derived assuming
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that the medium is free of losses. By sound propagation in air we have to take the
air absorption into account (see section 2.1.2.4).
A plane wave in its pure form does not exists in the real world. However, a limited
region of a spherical wave can be considered as a good approximation for a plane
wave. On the other hand, a point source producing a spherical wave can be realized
by a sound source which is small compared to the wave length. However, most
natural sound sources do not behave like spherically symmetric point sources. The
sound pressure depends also on the emission characteristics of the source.
2.1.2 Basic laws and sound propagation
2.1.2.1 Huygens’s principle
Huygens’s principle, due to the Dutch physicist Christian Huygens (1629–1695), says
that every point on a wave front acts as a source of a spherical wave [Gri91], which
have equal propagation velocity and frequency as the original wave. This individual
Huygens’s wavelets sum up to the total wave front at succeeding time. Figure 2.2
depicts how this principle is applied to the propagation of a plane and a spherical
wave.
(a) (b)
Figure 2.2: Huygens’s wavelets along plane (a) and spherical (b) waves.
On the basis of the Huygens’s principle the propagation of waves can be inter-
preted. Phenomena like refraction, diffraction or interference can be explained using
Huygens’s wavelets. A result of this wave behavior is that the wave propagates al-
ways perpendicular to the wave front.
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2.1.2.2 Reflection
A reflection occurs if the sound wave bounce off a surface, e.g. off a wall inside a
room. If the surface is ”smooth” then the sound wave reflects specularly. Thereby
is the incident angle equal to the reflected angle with respect to the surface normal.
Figure 2.3 (a) depicts this phenomenon. The ”smoothness”of the surface is measured
depending on the wave-length. Are the dimensions of the surface variation signifi-
cantly smaller compared to the wave-length, the wave is specularly reflected. Sound
waves in the low frequency range, have great wave-length, and thus are specularly
reflected on almost all surfaces. When the surface variations are located in the same
order of magnitude as the wave-length, the wave is reflected in all directions even if
the incident wave front comes from a particular direction. This type of reflection is
called diffuse reflection, and surfaces that reflects the sound wave diffusely are called
diffuse surfaces [Cow94, CM78a]. An example of diffuse reflection is illustrated in
figure 2.3 (b).
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Figure 2.3: Reflections at surfaces: (a) specular; (b) diffuse.
2.1.2.3 Refraction
On the boundary of two different media the wave is bending as it passes between
these two media. This phenomenon is called refraction. Acoustic refraction satisfies
Snell’s law [Cow94]:
c2
c1
=
sin(θt)
sin(θi)
(2.5)
where c2 is the sound velocity in the transmitted medium, c1 the speed of sound in
the incident medium, θt the angle of transmission, and θi the angle of incidence, both
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with respect to the line perpendicular to the boundary. Refraction is characterized
by the refraction coefficient τ [Rie82], which is defined as the ratio between the
transmitted sound intensity It and the incident sound intensity Ii:
τ =
It
Ii
(2.6)
The sound wave changes its propagation direction when travelling into a medium
that conducts sound at a different velocity. This is the case if the sound wave travels
into a different medium or in a region of the same medium where the conditions have
been changed. A sound wave traveling through the atmosphere changes the velocity
and direction with change of temperature, humidity and wind-velocity, since the
speed of sound depends on these factors. Figure 2.4 illustrates the refraction of
waves.
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Figure 2.4: Refraction of waves.
2.1.2.4 Reflection factor and absorption coefficient
Depending on the surface material properties, only a part of the energy and pressure
of the sound wave is reflected back. The residual part is refracted or absorbed by
the material as a result of the transformation of sound into heat (sound dissipation)
[FKS84a]. Thus, the sound wave undergoes a change in amplitude and phase. These
changes which takes place during the reflection of a wave are expressed by the
complex reflection factor [Kut00]:
R = |R| exp(iχ) (2.7)
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 2.5: Absorption functions for different materials.
which is a property of the surface. The absolute value of R as well as its phase angle
χ depends on the frequency and on the direction of the incident wave.
The intensity of a wave is proportional to the squared pressure amplitude [Kut00].
Consequently, the intensity of the reflected wave is reduced by the factor ρ = |R|2
(the reflection coefficient) compared to the incident wave. The fraction
α = 1− |R|2 (2.8)
of the incident energy is lost. This quantity is called the absorption coefficient. The
absorption coefficient has its maximum value α = 1 for a surface with zero reflectiv-
ity. The surface is called totally absorbent. The surface is hard or rigid for R = 1,
and soft for R = −1. In both cases there is no absorption, thus the surface is to-
tally reflective. In room acoustics, the latter case is not common and occurs only in
limited frequency ranges. Figure 2.5 shows examples of the absorption functions for
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different materials provided by CARA1. The reflection factor specifies the acoustical
properties of all surfaces for all frequencies and for all angles of incidence completely.
For the reflection coefficient ρ, the refraction coefficient τ , and the dissipation coef-
ficient δ we can draw the following energy balance [FKS84a]: ρ+ τ + δ = 1.
Air absorption. In the field of room acoustics we deal with the sound propagation
in air. Air, as a medium, absorbs sound energy. The amount of the absorption is not
only frequency dependent, but varies with the relative air humidity, air temperature,
as well as atmospheric pressure. The attenuation caused by the air absorption follows
the exponential law [Kut00]:
I(r) = I0 exp(−mr) (2.9)
where I0 is the original sound intensity of the source, r the wave traversed distance,
and m the attenuation coefficient. Air attenuation coefficients at 20◦ and normal
atmospheric pressure are listed in table 2.1. These values result from calculations
presented in [BSZ90].
Relative Frequency in kHz
humidity in % 0.5 1 2 3 4 6 8
40 0.60 1.07 2.58 5.03 8.40 17.71 30.00
50 0.63 1.08 2.28 4.20 6.84 14.26 24.29
60 0.64 1.11 2.14 3.72 5.91 12.08 20.52
70 0.64 1.15 2.08 3.45 5.32 10.62 17.91
Table 2.1: Air attenuation coefficient at 20◦ and normal atmospheric pressure in
10−3m−1 [Kut00]. .
2.1.2.5 Diffraction
Refraction of sound waves is caused by the change of sound velocity. Sound waves
do not need a change of the medium to be bent. This bending without a change
of the medium is called diffraction [BS95a]. Sound can be heard around corners or
behind obstacles occluding the sound source. The amount of diffraction depends on
the wave length and the size of the obstacle. If the obstacle is small compared to
the wave length, the propagation seems to be unhindered by the obstacle. On the
other hand, behind large obstacles no sound is observed [CM78a]. Consequently,
low-frequency sound waves will spread over a larger angle around a corner than
high-frequency waves. This is the reason why voices sound somewhat dull when
heard from next room. An illustration of the diffraction effect is shown in figure 2.6.
1www.cara.de
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Figure 2.6: Diffraction of waves: (a) on a small and a large obstacle; (b) on a gap.
2.1.2.6 Superposition and interference
The principle of superposition denotes that two waves do not effect each other, even
if they are in the same place at the same time [BS95a]. In other words, the waves
add algebraically, such that the displacement of the sum of the waves is equal to
the displacement of the first wave added to the displacement of the second wave at
the same point and time. This law follows directly from the linearity of the wave
differential equation.
This superposition leads to certain patterns when adding waves of equal frequency.
Combining or adding of two or more similar waves is called interference, and has
a special meaning in the physics of wave. Two different types of interference are
defined:
1. Constructive interference: Superposition of waves with equal angular fre-
quency in phase such that the waves enhance each other.
2. Destructive interference: Superposition of waves with equal angular frequency
but of complementary phase resulting in an effective disappearance of the
waves.
An example is the interference of two identical point sources, shown in figure 2.7.
2.1.2.7 Standing waves
A special type of interference phenomena are standing waves. A standing wave
appears by superposition of two waves with equal frequency and phase propagating
in opposite direction [BS95a]. The amplitudes of the waves need not necessarily
match. The waves may be generated from two different sources or originate from a
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C
CC
D D
Figure 2.7: Interference between two identical point sources. C labels constructive
interference and D destructive interference.
reflection at a surface. Characteristically for every standing wave patterns is that
there are points that appear to be standing still (therefore the name ”standing”
wave). These points are called nodes [BS95a]. There are other points along the
medium which undergo oszillations between a large positive and and large negative
displacement. In a sense, these points are the opposite of nodes, and so they are
called antinodes. Figure 2.8 depicts an example of a standing wave, where nodes
and antinodes are labeled with N and A, respectively. The nodes are the result
of a destructive interference of the two waves, whereas the antinodes arise from
a constructive interference. The distance between two nodes (or two antinodes)
corresponds to the half of the wave length.
The simplest standing wave occurs at the lowest vibration frequency and is called
fundamental or first harmonic [BS95a]. Other standing waves, called harmonics,
are identified by their harmonic number h and have the frequency h times the fun-
damental frequency (see figure 2.8). These different types of oscillation are called
modes. Particularly in wave-based acoustics the modes (eigenmodes) are impor-
tant, since they can be calculated as a solution of the homogeneous wave equation
with boundary conditions [FKS84a]. This subject will be discussed in section 2.2.1.
Inside rooms, standing waves cause changes in the timbre, since certain tones are
emphasized.
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Figure 2.8: Standing waves.
2.2 Room acoustics
One may think that the loudspeakers of a home hi-fi unit are the most important
reason for a good sound, pleasant to our ears. But, it’s not that simple. There is
by far more as what is coming out of the loudspeakers. What we hear is on the
one hand the direct sound from the speakers and on the other hand the indirect,
reflected, sound that is bounced on the walls, ceiling, floor and other objects inside
the room, and reaches our ears at different times. This reflected part can be useful
and bothersome as well. The advantages of the reflections are that music and speech
appear fuller and louder as usually in the free space (dull and thin). Furthermore, the
reflections can induce comfortable spaciousness. However, the frequency dependent
absorptions at room walls cause certain notes sound louder while canceling out
others. The result could be e.g. a boomy bass, a harsh sounding treble, or echos
as well. Hence, we should consider the room as the last link in our system chain.
The science of room acoustics deals with designation, evaluation and improvement
of acoustic quality inside rooms.
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2.2.1 Wave-based acoustics
In the field of the wave-based room acoustics the main intention is the solution of
the wave equation (2.1) introduced in this section. Assuming a periodical behaviour
of the pressure (harmonic wave) the wave equation then reads [Kut00]:
∆p+ k2p = 0 (2.10)
where k = ω
c
is the wave number, with the angular frequency ω = 2pif , and ∆ is the
Laplacian operator. This equation is known as the Helmholtz equation.
Locally reacting room surfaces (surfaces with impedances independant on the
incident sound [Kut00]) imply the following boundary condition:
ζ
∂p
∂n
+ ikp (2.11)
where ζ is the specific impedance of the surface (see appendix A), and ∂
∂n
denotes the
partial differentiation in the direction of the surface normal n. Given the boundary
condition the wave equation has non-zero solutions only for particular values kn of
k, the eigenvalues (see [Kut00]). Each eignevalue kn is assigned to a solution, the
eigenfunction pn(r) r ∈ R3, which is a three dimensional standing wave (sec 2.1.2.7),
a so-called normal mode or eignenmode of the room.
In closed form the eigenfunctions can be represented only for few room shapes.
An important example of such simple shaped rooms is a rectangular room with the
dimensions lx, ly, lz, depicted in figure 2.9. It is important since many concert halls,
lecture rooms, churches etc. are close to the rectangular shape, and therefore the
results obtained for a rectangular room can be applied to many existing rooms.
xl
ly
lz
z
y
x
Figure 2.9: Rectangular shaped room.
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The Helmholz equation 2.10 in Cartesian coordinates in R3 reads:
∂2p
∂x2
+
∂2p
∂y2
+
∂2p
∂z2
+ k2p = 0 (2.12)
The variables can be separated in three parts which only depend on x, y, and z,
respectively. The Helmholtz equation is then split up into three ordinary differential
equations for x, y, and z with equivalent boundary conditions. The solution of the
wave equation 2.12 for discrete eigenvalues is given by [Kut00]:
phx,hy ,hz(x, y, z) = C cos
(
hxpix
lx
)
cos
(
hypiy
ly
)
cos
(
hzpiz
lz
)
exp(iωt) (2.13)
where C is a constant that can be chosen. The eigenvalues of the wave equation can
be calculated as follows:
khx,hy ,hz = pi
√(
hx
lx
)2
+
(
hy
ly
)2
+
(
hz
lz
)2
(2.14)
The eigenfrequencies corresponding to the eigenvalues are given by [Kut00, CM78b]:
fhx,hy ,hz =
c
2pi
khx,hy ,hz =
c
2
√(
hx
lx
)2
+
(
hy
ly
)2
+
(
hz
lz
)2
(2.15)
The formula in equation 2.13 represents the three-dimensional standing wave (see
section 2.1.2.7). The numbers hx, hy, and hz are the harmonic numbers in x, y, and z
directions, respectively. These values indicate the number of nodal points described
in section 2.1.2.7, in this case of course the nodal planes, where the pressure becomes
zero. This pressure vanishing occurs for all values of x which are odd integers of
lx/2hx and for equivalent values of y and z. The nodal planes are equidistant and
mutually orthogonal [Kut00].
The eigenmodes can be divided into three different classes depending on their
propagation direction [MEG74]:
1. Axial modes: The propagation direction is parallel to one of the room edges.
Two of the harmonic numbers hx, hy, hz are equal to zero. These modes are
induced by a single wall pair.
2. Tangential modes: Induced by two wall pairs. The propagation direction is
perpendicular to one of the room edges. One of the harmonic numbers is equal
zero.
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3. Oblique modes: Induced by all wall surfaces of the room. The wave strikes all
three wall pairs oblique. The harmonic numbers are all non-zero.
The amount of the eigenfrequencies from 0 to an upper limit f of the room can
be approximated by [Kut00]:
Ne =
4pi
3
V
(
f
c
)3
+
pi
4
S
(
f
c
)2
+
L
8
f
c
(2.16)
where S = 2(lxly + lxlz + lylz) is the area of all walls and L = 4(lx + ly + lz) the sum
of all edge lengths. This equation is also valid for rooms of arbitrary shapes.
The eigenfrequencies can be strictly separated at relatively low frequencies only.
With increasing frequency the corresponding eigenmodes interfere more and more
with each other. The condition for almost complete interference is given by [MM04,
SK62]:
V f 2
T
> 4 · 106
(m
s
)3
(2.17)
here T is the reverberation time introduced in section 2.2.3. The corresponding
limiting frequency
fs = 2000
√
V
T
(2.18)
is called Schroeder frequency. The number of the eigenfrequencies below the Schroeder
frequency is calculated as [MM04]:
Ne(f < fs) = 850
√
T 3
V
(2.19)
For the frequencies exceeding the Schroeder frequency the description of the sound
field using the superposition of the eigenfrequencies becomes complicated even for
simple room shapes.
For a more complicated case of non-rectangular rooms we have to fall back on
the numerical solutions of the wave equations using e.g. the Finite Element Method
(FEM). This subject will be discussed in section 3.1.
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2.2.2 Geometric acoustics
Waves traverse the path between two points which takes the least time (Fermat
principle [CM78a]). In a medium with constant propagation velocity this path is
also the shortest, thus at free propagation a line.
In geometric acoustics the concept of a wave described in the previous section is
replaced by the examination of single sound rays. A sound ray is regarded as an
evanescent part of a spherical wave emitted from a point source. The rays travel
along a well defined propagation direction, and are subject to the same laws of
propagation as the light rays in optics, except for their different velocities. The
energy decreases proportional to the squared traversed distance, where the pressure
amplitude decreases proportional to simply the distance. The rays emitted from the
source do not necessarily need to carry the same amount of energy, thus modeling
the directivity of the source (human voice for example).
The simple linear propagation of the sound ray is disturbed by obstacles or by
changes inside the medium. In this case phenomena like reflection, diffraction,
diffraction etc. occur, as discussed in section 2.1. Most notably in room acous-
tics is the law of reflection including the frequency dependent sound energy absorp-
tion at room walls, whereas refraction does not occur in room acoustics [Kut00].
Furthermore, diffraction and interference effects have to be modeled using different
approaches.
Hence, geometrical acoustics deals with the examination of the propagation of
single sound rays from a source to a particular listener position. An additional
aspect that has to be taken into account is the propagation velocity of sound, since
it is responsible for such important effects as reverberation, echoes, etc. Suppose
the source emits a single pulse, the Dirac pulse (see appendix B). In reality this
is not possible, since acoustic pressure signals are zero on average. At the listener
position arrive successively different sound rays: first the Dirac itself as direct peak
from the source, after that the sound rays which are reflected once or multiple times
at the room walls. By-and-by the rays carry less and less energy as a result of
the energy decay during the propagation as well as absorption at room surfaces.
The first strong reflections are called early reflections, whereas the numerous weak
reflections arriving at later time are called late reverberations. The role of the early
reflections with respect to our subjective hearing (see section 2.2.4) is different from
that of the late reverberation. However, strong reflections arriving at later time are
perceived as echos (see figure 2.10 (b) ). Particularly, periodic sequences of echos,
the flutter echos [MEG74] are displeasing.
When the intensities of all the rays are plotted on the time axis the so called
echogram [Kut00] is obtain. A sketch of an echogram is depicted in figure 2.10.
Using the echogram diverse acoustic metrics can be derived in order to evaluate the
acoustic behavior of the room. A couple of these metrics are introduced in section
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Figure 2.10: Sketch of a pulse response (echogram).
2.3. Furthermore, by means of the echogram the calculation of the room impulse
response, i.e. the pressure response of the Dirac pulse, is feasible. The convolution
of the impulse response with an anechoic signal results in a signal perceived at a
given listener position.
However, the geometrical approach has its limitations. The consideration of the
sound wave as a set of rays is permitted only if the dimensions of the room and its
surfaces are large compared with the wave length of sound. For low frequencies the
effects of diffraction and interference become more and more important. An example
how complicated the relation between the wave length and room dimensions are, is
shown in the following example [CM78a]. We consider the reflection of a sound wave
at a structured wall (see figure 2.11). At low frequencies (wave length greater than
the wall structures, figure 2.11 (a)) the wave is reflected perfectly specular. Are the
wall structures at the same order of magnitude as the wave length (middle frequency,
2.11 (b)) the reflection is perfectly diffuse. Whereas, at high frequency range (small
wave length compared to the wall structure, figure 2.11 (c)) each of the wall faces
reflects the wave specular.
Since the computation complexity increases with increasing number of reflections
and diffusion, statistical methods (section 2.2.3) have to be taken into account for
examination of late reflections.
Despite the limitation of geometric acoustics, this concept is of great practical
importance, particularly for architectural design of large rooms, such as concert
halls, theaters or lecture rooms, where the room dimensions are large with respect
to the wave length. Furthermore, geometric acoustics allows the examination of the
acoustical behavior in rooms of arbitrary shape, whereas the wave-based methods
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Figure 2.11: Reflection of a sound wave at a structured wall. (a) Low frequent wave,
(b) Middle frequent wave, and (c) high frequent wave.
fail due to the complexity of the sound wave distribution. Many recently developed
room acoustic modeling algorithms are based on geometric acoustics (see section
3.2).
2.2.3 Statistical acoustics
A sound wave emitted from the source undergoes multiple reflections on the walls
of a room. Ideally, the sound field is equally distributed in all directions. The
sound field becomes then diffuse i.e. the energy density is uniformly distributed
in the room [MM04] such that it can be described statistically. Hence, the name
statistical acoustics which mainly deals with the temporal characteristic of sound
field quantities inside rooms. The intention is the description of the reverberation
which is an important phenomenon in room acoustics. We consider here the sound
wave as a set of sound particles or small energy packets traveling with constant
velocity on straight lines. Forming a power balance, simple laws of the sound-field
decay as well as the sound-field energy density can be derived.
In statistical room acoustics the shape of the room is irrelevant. In fact, the room
volume, the total surface area of room faces, and the absorption of the surfaces are
important. Different walls have different absorption coefficients. From a statistical
point of view the mean absorption coefficient α¯ is used:
α¯ =
1
A
n∑
i=1
Aiαi (2.20)
where Ai is the surface area and αi the absorption coefficient of room surface i. A
is the total surface area given by:
A =
n∑
i=1
Ai (2.21)
The sound field decays with the increasing number of reflections at walls. We can
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derive the mean number of reflections as [MEG74]
n¯ =
Ac
4V
(2.22)
where V is the volume of the room and c the sound velocity. The total energy of
the sound field after a time period t is calculated as follows [Kut00]:
E(t) = E0(1− α¯)n¯t = E0(1− α¯)Ac4V t = E0 exp
(
Ac ln(1− α¯)
4V
t
)
(2.23)
E0 is the initial value of the sound energy after a short impulse or after the sound
source is paused promptly. The energy density and consequently the mean sound
pressure in a room decay exponentially in time. This is the general law of sound
decay.
The reverberation process is characterized by the reverberation time. According to
W.C. Sabine (1868–1919) the reverberation time is the time interval where the sound
energy decays to 10−6 of its initial value [CM78a]. In practice, the sound pressure
level is measured. Therefore the reverberation is also referred to as the time period
where the sound level pressure decreases by 60 dB [Rie82]. Sabine empirically found
the following formula for the calculation of reverberation time based on the volume,
the total surface area and the absorption properties of the room:
RT60 = 0.163
V
α¯A
= 0.163
V∑n
i=1 αiAi
[s] (2.24)
C.F. Eyring (1889–1951) confirmed Sabine’s experiments theoretically. The rever-
beration time can be derived from the equation 2.23 including air absorption. The
Eyring formula for reverberation time reads [MM04]:
RT60 = 0.163
V
4mV − A ln(1− α¯) [s] (2.25)
where m is the air attenuation coefficient. If the absorption coefficient α¯ is small
(α¯  1) then it holds ln(1 − α¯) ≈ −α¯ and the Eyring formula is transformed
into Sabine’s formula. The reverberation time can be computed easily and quite
accurate. For a long time period it was the primary acoustic metric.
Schroeder [Sch65, Sch79] proposed a method to measure the reverberation time.
Using the MLS pseudo-random noise the room impulse response is determined. The
integration of the impulse response yields a decay curve (see figure 2.12). The
reverberation time is then calculated by use of the slope of the decay curve.
Another significant quantity in statistical room acoustics is the critical distance
(or reverberation radius). The sound field in a room can be described by the direct
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Figure 2.12: Decay curve illustrating reverberation.
field from the source superposed with the diffuse field (stationary field) induced by
the room. The critical distance is the distance from the source where the energy
density of the direct field is equal to that of the diffuse field. For a point source, i.e.
spherical emission, the critical distance can be calculated as follows [MM04]:
rh = 0.057
√
V
RT60
(2.26)
In case of directional emission, the critical distance in the direction of the main
emission is greater compared to the residual directions. At distances r < rh the
energy density of the direct field is greater than that of the diffuse field, and less
than the energy density of diffuse field at r > rh. The critical distance increases
with increasing room volume V and decreases with the increasing reverberation time
RT60.
Optimal reverberation time of a room depends on its functionality [MEG74]. Be-
cause of the comprehensibility smaller reverberation time for speech presentations
is preferred as for music shows. Table 2.2 includes guide values for different rooms.
The statistical model applies to large rooms in which the stationary field dominates
the properties of the room.
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cabaret spectacle or talk chamber music opera concert organ music
0.8 1.0 1.4 1.3 ... 1.6 1.7 ... 2.0 2.5
Table 2.2: Guide values of reverberation in [s] for the frequency range 500 – 1000 Hz
(corresponding to [MEG74]). .
2.2.4 Psychological acoustics
In the room acoustic theories described in previous sections we did not consider a
listener the room is actually designed for. Psychological acoustics treats the correla-
tions between the human sound perception and physical parameters of sound. First
we review some facts on human hearing.
Figure 2.13: Human ear.
The sense of hearing represents the most direct contact to our environment, since
it can not be shut down like vision by closing the eyes. The human ear consists of
three parts (see figure 2.13): the outer ear (with pinna and ear canal), the middle
ear (with eardrum and ossicles: hammer, anvil, stirrup), and the inner ear (with
cochlea and auditory nerve) [Gel04]. Sound waves raise the eardrum to vibrate.
The ossicles pass this oscillations on to the cochlea, the actual hearing organ. The
vibrating motions of the ossicles produces a wave motion on the membrane that
runs the full length of the cochlea. Super-sensitive hair cells are situated on top
of the moving membrane. When a hair cell is bent because of membrane motion,
the nerve fires and the message is transmitted to the brain over the auditory nerve.
If the vibrations are fast (high-frequency sound), the membrane has its greatest
motion near the vibrating ossicle. If the vibrations are slow (low-frequency sound),
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the maximum membrane motion occurs at the tip of the cochlea. Thus hair cells
near the ossicles transmit information about high-frequency, while those at the tip
provide information about low-frequent sound. The chochlea performs a frequency
analysis of the sound. Some more details about the frequency differentiation of
human hearing can be found in [Go¨r06].
The lowest perceivable frequency of human ear is about 20 Hz, the highest about
20 kHz. The just noticeable pressure is p0 = 2 · 10−5 Pa, which corresponds to a
sound pressure level Lp of 0 dB:
Lp = 20 lg
p
p0
(2.27)
However, human hearing senses tones of equal pressure level not equally loud
[CM78a]. Figure 2.14 (a) depicts curves of equal loudness. Thus, the just perceivable
pressure threshold holds for the frequency range between 1000 and 4000 Hz. For the
frequencies below and above this range the hearing threshold is higher (see figure
2.14 (b)). The upper curve in figure 2.14 (b) depicts the threshold of pain. Sound
pressure levels above this threshold can cause damage. Concerning the fact that
between the hearing threshold and the threshold of pain there is a difference of
about 134 dB (ratio of about 1 : 1013) we can see that our hearing system is very
powerful. The perceivable frequency range of 10 octave is remarkable, too, compared
to less than 1 octave of visible light. However, the speech use only a small part of
this ”hearing area” (see figure 2.14 (b)). Even music does not span the entire range,
generally.
(a) (b)
Figure 2.14: Curves of equal loudness.
Since tones of equal pressure level do not sound equally loud to us, some quanti-
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ties are defined reflecting the subjective loudness sense, the loudness level and the
loudness. The loudness level LN in [phon] denotes the sound pressure level of a sine
signal which is found as equally loud as the incident sound signal [CM78a]:
LN = Lp(1000 Hz)/dB [phon] (2.28)
The loudness N in [sone] is defined as the perceived loudness of an incident sound
of 40 [phon] loudness level. If the sound signal is felt twice as loud, LN is doubled.
This occurs by increasing LN by 10 [phon]. The following relation arises from this
fact [CM78a]:
N = 2(LN/phon−40)/10 [sone] (2.29)
The human hearing is capable of localizing a sound source pretty precisely, even
out of an amount of environmental noise. A wide variety of acoustic cues are respon-
sible for this matter of fact [Har99], [Bla97]. J.W. Strutt (Lord Rayleigh) proposed
in 1907 the first theory concerning the bilateral spacial hearing, the duplex theory,
defined for pure-tones [SLR07]. He introduced two cues dominating the perceived
location of the sound source. The first is the inter-aural level (intensity) difference
(ILD or IID), indicating the different pressure levels received at ipsilateral (closest
to the source) and contralateral (farthest from the source) ear. The second is the
inter-aural time difference (ITD) representing the difference of arrival times of the
sound wave front between the both ears.
At frequencies below about 1.5 kHz ITD is perceptually important for the local-
ization, since no suitable level differences (ILD) can be observed due to diffraction
effects of the head. Whereas at frequencies above 1.5 kHz limit, no distinct de-
lay time differences (ITD) can be distinguish. The contralateral ear is located in
the acoustical shadow of the head. The ILD becomes important for the localiza-
tion process [Bla97]. The duplex theory and the frequency dependent dominance
of the corresponding cues have been experimentally supported (see for example
[WK92, MM02]).
However, the duplex theory does not describe the human sound localization com-
pletely. Humans who are hearing impaired in one ear are able to localize a sound
origin [SIM94]. The two cues ITD/ILD are suitable for the localization of sound
sources in the azimuth plane (left-right direction), only. For sources in the median
plane the inter-aural differences for an hypothetical spherical head (as assumed in
the duplex theory) are zero. The result is that the listener can not distinguish be-
tween sources in back, in front, or overhead [Har99]. In general, a sound source
positioned anywhere on the shell of a cone centered in the axis between the ears
will have identical inter-aural differences. This is the so called cone of confusion
[Bla97]. However, humans are capable to differentiate sounds originating from the
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median plane. Studies of the acoustical effects of the ear ([Bat67, ST68, Bla74])
have shown that the pinna together with the ear canal act as a direction selective
filter. Depending on the direction and the distance of the source different eigen
resonances in the pinna structure are stimulated. Accordingly, each direction holds
different coloration, interpreted by the brain to distinguish back, front or above (see
directional bands [Bla74] or [Bla97]). The localization in the median plane is less
accurate as that in the azimuth plane using ITD and ILD. Furthermore, in order to
localize the elevation in the median plane, the sound signals have to be broadband
and contain frequencies above 7 kHz [Bla97]. It is widely believed that our auditory
system uses ITD, ILD, and the spectral cues for spatial localization of sound sources.
In fact, not only the outer ear affects the sound wave, but also the head, shoul-
der and upper torso. This directional and distance dependent anatomical filtering
of the sound before it reaches the eardrum is described by the complex response
function the head related transfer function (HRTF) or the anatomical transfer func-
tion (ATF) [Har99, Beg00]. A lot of research has been done in order to physically
model [KW92, Dud94, TPT04], as well as empirically measuring [WK89, GM96]2
the HRTF. HRTFs are used for localized rendering using headphone to create vir-
tual auditory environments, see e.g. [ZDD04, Møl92]. The shape of the head,
shoulder, torso and pinna differ from person to person, thus the HRTFs are indi-
vidual. Headphone rendering using non-individualized HRTFs as filters can lead to
localization failure (e.a. front-back or up-down confusion) [WAKW93] as well as
to in-head-localization (IHL) where the virtual source is perceived to be inside the
head [Bla97].
Further aspects affect the capability of sound source localization. In rooms for
example, reverberations support a more precise determination of the distance to the
source [SC00]. The reflections at room surfaces do not influence locating. The human
auditory system has the directional hearing ability even in presence of reflections,
due to the fact that much more importance is attached to the wave front which
arrived first the auditory system as to the following wave fronts (the so called law of
first wave front [CM78a]) [Bla74]. Also, sound that is familiar to us can be localized
more precisely.
A vast amount of research has been done in the field of human perception of sound.
Detailed description of this research area is out of the scope of this dissertation.
The interested reader is referred to [Bla74, Bla97, Gol97, Beg00] for an extensive
discussion. A tutorial to head related transfer functions is presented in [CW99].
2http://sound.media.mit.edu/KEMAR.html
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2.3 Room acoustic parameters
In room acoustics numerous studies have been done in order to measure the subjec-
tive assessment criteria of acoustical behavior of a room with objective characteriza-
tion quantities [Rei68, Ber04, Thi53, LB61, Yam72, Ku¨r69]. Some of these metrics,
which can be derived from the measured or simulated room impulse response, are
incorporated into the ISO 3382 norm [ISO97] (German version [DIN00]). In the
following several objective metrics are discussed. More criteria can be found in
[FKS84b].
2.3.1 Sound strength
The first subjective criterion is the sound strength G [ISO97]. It describes the
perceived loudness of a sound source inside a room. G is defined as the energy
covered by the room impulse response:
G = 10 lg
∫∞
0
p2(t)dt∫∞
0
p210(t)dt
dB (2.30)
where p(t) is the room impulse response at a given listener position and p10(t) is the
impulse response at a distance of 10 meters from the source in free field.
2.3.2 Early and late sound energy relation
The following parameters base on the experiences that the early arrived sound (direct
from the source as well as reflected wave fronts) enhances the auditory event. It
facilitates e.g. the intelligibility of speech. The time limit lies approximately between
50ms and 100ms [Kut00]. Mostly, the ratio between the energy of the early sound
(”useful” energy)
Ee =
∫ tl
0
p2(t)dt (2.31)
and the residual energy (”disturbing” energy)
Er =
∫ ∞
tl
p2(t)dt (2.32)
is build [ISO97] with limit time tl.
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Thiele [Thi53] assigned the time limit of useful energy tl to 50ms and defined the
definition (original Deutlichkeit) as:
D50 =
∫ 50
0
p2(t)dt∫∞
0
p2(t)dt
(2.33)
Definition is primary a metric for measuring the intelligibility of speech inside the
room, but it can be applied to determine the quality of the recognizability of music
instruments. A value of 0.5 denotes a 90 % syllable intelligibility3 [MM04]
Ahnert [FKS84b] proposed a logarithmic metric for the definition of the definition
index (original Deutlichkeitsmaß) which is the tenfold of the base 10 logarithm of
the ratio between early and residual energy with tl = 50 ms:
C50 = 10 lg
(∫ 50
0
p2(t)dt∫∞
50
p2(t)dt
)
= 10 lg
(
D50
1−D50
)
dB (2.34)
C50 > 0 dB indicates good speech intelligibility [FKS84b].
Beranek and Schulz [BS65] used the reciprocal term of the definition to classify
different concert halls in North America, the ratio of reverberant to early energy :
R = 10 lg
(∫∞
50
p2(t)dt∫ 50
0
p2(t)dt
)
= −C50 (2.35)
If R is too high the sound is muddy, though full and well-blended. If R is small, the
sound is clear and well-defined, but dry. Good values are in the range between 3 dB
and 8 dB [FKS84b].
Reichardt et. al. [RAAS74] have detected that the limit time tl can (or should) be
determined higher than that for speech. Therefore they set tl = 80 ms and defined
the clarity index (original Klarheitsmaß) to characterize the transparency of music
presentations:
C80 = 10 lg
(∫ 80
0
p2(t)dt∫∞
80
p2(t)dt
)
dB (2.36)
Convenient values of C80 depend on the music style. For baroque music, Mozart for
example, values of C80 = 0 dB may be acceptable, whereas music of romantic period
(Tchaikovsky) may require a clarity index between −3 dB and 0 dB [RAAS74].
3The syllable intelligibility is defined as the ratio between the amount of correctly catched syllables
and the amount of total spoken syllables [Rei68]. It is subjectively measured using so called
logatoms (meaningless syllables)
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The so far described metrics assume a strict limiting value where the late arriving
sound has a negative affect to speech or music. A continuous shift of a strong
reflection beyond this limit will cause a jump in the value of these criteria, which is
not natural. Therefore, Lochner and Burger [LB61, LB58] defined a metric where
the early energy is weighted by a function a(t) depending on the delay time (and
also relative echo level). This function decreases gradually from 1 at the starting
time (arrival of direct sound) to 0 at tl = 95 ms. This quantity was named the
signal-to-noise ratio by the authors and is calculated as follows:
η =
∫ 95
0
p2(t)a(t)dt∫∞
95
p2(t)dt
(2.37)
The running time limit is also used for the next criterion, the center time (original
Schwerpunktszeit), proposed by Ku¨rer [Ku¨r69]
ts =
∫∞
0
tp2(t)dt∫∞
0
p2(t)dt
(2.38)
Low values of ts indicate high intelligibility of speech or high transparency of
music [MM04].
Speech intelligibility can also be characterized by the speech transmission index
(STI), or the simplified version the rapid speech transmission index (RASTI) pro-
posed by Houtgast and Steeneken [HS73, HS84]. STI and RASTI can be calculated
by use of the modulation transfer function (see [Sch81]) which, when white noise
is used as a source signal, can be derived form the impulse response [MM04]. The
interested reader is referred to the original work of the authors for more details
concerning this metric and the calculation algorithm.
2.3.3 Spatial impression
A further subjective effect in acoustics, which is mainly important for concert halls,
is the sensation of space usually experienced in a room. It is caused due to the
fact that in closed rooms sound reaches the listener from quite different directions,
and that our hearing is not able to distinguish between the different wave fronts
and treats them as one overall impression, the spaciousness or spatial impression
[Kut00].
First systematic studies of the spaciousness were accomplished by Baron [Bar71].
He detected that the space impression mainly relies on the early lateral reflections
rather than on the reverberation. According to this the spaciousness can be objec-
tively characterized by the ratio of the early lateral energy (from 5 to 80 ms after
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arriving of the direct sound) and the overall early energy (from 0 to 80 ms including
the direct sound), the early lateral fraction [BM81]:
LFC =
∫ 80
5
p2(t) cos(θ)dt∫ 80
0
p2(t)dt
(2.39)
where θ indicates the angle between the incident direction of a certain energy part
and the axis connecting both ears.
Due to the technical measurement possibilities alternative definition of the early
lateral fraction can be found in literature [Bar00]:
LF =
∫ 80
5
p2(t) cos2(θ)dt∫ 80
0
p2(t)dt
(2.40)
Another way to characterize the subjective spatial impression is based upon the
fact that later reflections produces different responses at the left and the right ear.
This similarity or dissimilarity can be measured by the normalised inter-aural cross
correlation function [ISO97] or [DIN00]:
IACFt1,t2(τ) =
∫ t2
t1
pl(t) · pr(t+ τ)dt∫ t2
t1
p2l (t)dt
∫ t2
t1
p2r(t)dt
(2.41)
The lower time limit t1 is usually set to zero (arrival of first wave front), whereas
the upper limit t2 can differ, but is restricted to the integration of early reflections
[Kut00]. The maximum of the absolute value of this function within the range
−1ms < τ < 1ms is called the inter-aural cross correlation coefficient [DA72]:
IACCt1,t2 = max|IACFt1,t2(τ)| − 1ms < τ < 1ms (2.42)
High values of IACC indicate a low degree of spaciousness.
Bradley and Soulodre [BS95b] experimentally found that at least two elements
contribute to the spatial impression, the apparent source width (ASW) and the
listener envelopment (LEV). The former describes the impression of the acoustical
extension of the source compared to the source’s visual perception. The latter depicts
the impression of being surrounded by the music, being in the middle of the sound
field. The above described metrics mark the suitable ASW. For the characterization
of LEV, Bradley and Soulodre proposed the following criterion:
LG∞80 = 10 lg
(∫∞
80
p2(t) cos2(θ)dt∫∞
0
p210(t)dt
)
(2.43)
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where p10 is the impulse response measured in 10 m distance from the source in free
space.
2.3.4 Initial reverberation
Historically, the first acoustical quantity which can be measured objectively is the
reverberation time introduced by Sabine (see section 2.2.3). The reverberation time
is still considered as the most important objective quantity of a room, even if it
requires additional parameters for a complete description of acoustical conditions
inside a room [Kut00]. This matter of fact has at least three reasons: (1) It can
be measured or predicted with reasonable accuracy. (2) It does not depend signifi-
cantly on the listener position. (3) Data on reverberation times of existing halls are
available, and can be used as a benchmark.
However, it has become evident that by continuous music or speech only the
initial decay rate is deciding for the subjective reverberation sensation of the listener.
Therefore, several researchers proposed to limit the evaluation interval of the 60 dB
level decay to the initial portion of the decay process [CM78a]. In the literature
appear different initial decay time definitions depending on the evaluation interval,
RT15 (from 0 to −15 dB), RT20 (from 0 to −20 dB), or RT30 (from −5 to −35
dB) [CM78a]. The initial reverberation time depends, in contrast to the Sabine’s
reverberation on the time location.
Nowadays, it has become common to characterize the reverberation by use of the
early decay time (EDT , RT10) proposed by Jordan [Jor70]. It is the time in which
the first 10 dB of the decay occurs multiplied by six, and can be calculated using
the following equation (see [FKS84b]):
10 lg
(∫∞
0
p2(t)dt− ∫ EDT/6
0
p2(t)dt∫∞
0
p2(t)dt
)
dB = −10 dB (2.44)
3 Computer-aided room acoustics
Nowadays, many computer-aided algorithms for modeling and simulation of acous-
tics inside enclosures exist. Mostly, they relay on wave-based or geometric acoustics.
This chapter provides an overview of existing acoustic simulation approaches. A sur-
vey of such methods is also given in [RSS97, Sve02].
3.1 Wave-based methods
As mentioned in section 2.2.1 wave-based acoustics deals with the numerical solution
of the wave equation. Common numerical methods include Finite Difference Time
Domain (FDTD) techniques [Yee66, Bot95, SLV02], Boundary Element Methods
(BEM) [Wu00], and Finite Element Methods (FEM) [Bra03, Ihl98]. These methods
subdivide the domain into small elements such that the differential wave equations
can be approximated by a system of equations which can be solved by means of well
known techniques. Since the elements must be smaller than the smallest simulated
wave length, these methods are restricted to low frequencies. A brief overview of
the applications of BEM and FEM to acoustic problems is given in [Est07].
The FDTD methods basically use a Cartesian grid for discretization. Sound pres-
sure and particle velocity are determined for each grid point. Therefore the cor-
responding differential equations are approximated via finite difference functions
simplifying the solution of the system. The implementation of the FDTD methods
is straightforward. As the name implies, all the calculations are done in the time
domain.
The boundary element methods discretize only the boundary of the considered
domain but not the entire surface or volume. The basic idea is the description of
the propagation of a sound wave in the interior of the domain by means of the state
variables at the boundary. The degrees of freedom used for the discretization is lower
than that for FEM, but a fully populated system of equations has to be solved.
For closed rooms the wave equation is preferably solved by the finite element
method (FEM), which approximates the wave equation by a large system of ordinary
differential equations (ODEs). The unknowns are the pressure values at grid points
inside the room. In general, there are by far too many unknowns to solve these
systems of ODEs in real time. Hence, a reduction of the system to a concise state-
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space model with similar input-output behavior in the frequency range of interest is
needed.
There are many different approaches to model reduction [AS01]. The common
observation is that system dynamics can often be represented quite well by a super-
position of a few (generalized) eigenmodes. The coefficients of these modes are the
unknowns of the new reduced system. Finally, assuming sample-wise constant input
(e.g. acceleration of the loudspeaker membrane), the continuous state-space model
is transformed into a discrete one, which can be solved in real time.
In the following the steps to get from the wave equation (3.1) to a reduced discrete
state-space model (3.6) describing the transient response of a room to excursion of
a loudspeaker membrane are listed. This reduction approach was developed at the
Fraunhofer ITWM within the scope of a collaborative work and is published in
[DBM+06]. The wave equation and associated boundary conditions read:
∂2p
∂t2
− c02∆p = 0 on G
c0
∂p
∂n
= −1−R
1 +R
∂p
∂t
on Γw
∂p
∂n
= −ρ0∂
2xm
∂t2
on Γm . (3.1)
p = p(t, x) denotes pressure, c0 the velocity of sound, and ρ0 = 1.2 kg/m the density
of air at room temperature, G the interior of the room, and Γw and Γm the surfaces
of walls and membrane, respectively. xm is the excursion of the membrane and R is
a reflection coefficient. It may depend on the particular wall, but is constant for all
frequencies. This is a minor problem, as the model is used only for a small frequency
band.
Approximating the pressure distribution by a superposition of, for instance, piece-
wise quadratic ansatzfunctions p(t, x) =
∑N
i=0 pi(t)ϕi(x) and integrating (3.1) with
respect to the ϕi gives a FE model of the form:
Mp¨+Dp˙+Kp = Fu
y = Pp . (3.2)
The real N ×N matrices M,D,K are called mass, damping, and stiffness matrix.
p = p(t) is a vector composed of the coefficients pi. u = u(t) is the input, e.g. the
acceleration of the membrane. F transforms this input into a force. P is a projection
matrix extracting certain examined pressures yi. Setting
xˆ =
[
p
p˙
]
, Eˆ =
[
I 0
0 M
]
, Aˆ =
[
0 I
−K −D
]
,
Bˆ =
[
0
F
]
, and Cˆ =
[
P 0
] (3.3)
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the FE model may be rewritten as a generalized state-space model:
Eˆ ˙ˆx = Aˆxˆ+ Bˆu
y = Cˆxˆ . (3.4)
Assuming that xˆ is essentially composed of the columns of a matrix U ∈ RN×n,
n N , and projecting the equations on the columns of V ∈ RN×n yields a reduced
state-space system where
xˆ = Ux˜, E˜ = V tEˆU , A˜ = V tAˆU , B = V tBˆ , C˜ = CˆU . (3.5)
The columns of U and V may be found by expanding the associated transfer
function H(s) = Cˆ(sEˆ − Aˆ)−1Bˆ about some shifts sj = iωj. Here, the rational dual
Arnoldi algorithm described in [Ols02] is used. Finally, dividing the first equation
of the reduced version of (3.4) by E˜ and performing a balanced truncation [ZD98]
result in a state-space system of typically a few hundred unknowns rather than
several 10,000 degrees of freedom. Integrating the reduced version of (3.4) over the
length ∆t of one sample for constant input un, i.e.
xn = e
A˜∆t xn−1 +
∫ ∆t
0
eA˜(∆t−τ) dτ B˜ un−1,
leads to a discrete state-space system
xn = Axn−1 +Bun−1
yn = Cxn . (3.6)
By switching to a suitable basis xn = Tξn, it is always possible to turn the system
into companion canonical form [KK85], where the first n − 1 rows of A coincide
with the last n− 1 rows of the identity matrix of order n, the last row contains the
negative coefficients of the characteristic polynomial of A, and B is the n-th unit
vector. Hence, updating the state vector xn and evaluating the pressure at a certain
position requires 2n multiplications and 2n− 1 additions.
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3.2 Geometric methods
In room acoustic design and especially in Virtual Reality applications mostly, meth-
ods based on geometrical acoustics are applied. In the following different geometrical
approaches are presented.
3.2.1 Image source method
Sb
Sd
Sba
Sdc
S R
b
d
ca
Figure 3.1: Sketch of first order (Sb and Sd) and second order (Sba and Sdc) image
sources.
The image source method [AB79, Bor84] models specular reflections by inserting
new sound sources, which are obtained by mirroring the location of an audio source
at polygonal surfaces inside the scene (see figure 3.1). The key idea here is that a
sound ray from a sound source S reflected at a surface, has the same acoustical effect
as one from the mirrored source S ′, reduced by the absorbed part. In a rectangular
box-shaped room it is easy to construct image sources up to a certain order of
reflections. Following the image source calculations, for a receiver position R, each
of the virtual sources must be checked if it can be heard in R. The contributions
of all ”hearable” sources are summed to build the acoustical impression at R. The
advantage of the image source method is that it is very accurate, but there is a
problem if the room is not box-shaped. The number of the image sources increases
exponentially with reflection order. Therefore, this approach is suitable for simple
room geometry or low reflection orders, only.
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R
S
Figure 3.2: Sketch of the ray tracing method up to fourth order of reflections.
3.2.2 Ray tracing methods
In the ray tracing method [Kro68, Kul84, Vor88] several rays are traced from the
sound source to listeners (see figure 3.2), which are typically represented as spheres
collecting all intersecting rays. The reflections at the surfaces in the scene take
place according to Snell’s law of specular reflection or diffuse reflection. Usually,
Lambert’s law is used for diffuse reflection calculation, but there exist approaches
to model scattering more realistically [EAS01, CR05, TLDD07b]. Typically each
ray is reflected either specularly or diffusely, the choice of which is determined by a
scattering coefficient. The result may be more precise if each ray generates several
secondary rays but the computation time would increase exponentially. In addition
to the absorption properties of considered surface time delay and air absorption
can be taken into account, too. The information contained in the resulting energy
histogramm can be converted into a impulse response used for auralization applying
for example the method described in [Kut93]. The ray tracing approach is general
and simple to implement. It can be easily scaled for accuracy and/or speed trade-
offs by limiting the number of traced rays. However, when changing the receiver’s
position, the tracing of all rays needs to be redone.
3.2.3 Beam tracing and related methods
Another widely used technique in acoustic computation is the beam tracing method
[WD82, HH84, DKW85]. Beam tracing overcomes the aliasing problem of classi-
cal ray tracing by recursively tracing beams (i.e. sets of rays) through the scene.
Each beam is checked for intersections with scene polygons in a back-to-front or-
der ensuring subsequent processing of partially hidden polygons. At intersection
of the beam with a polygon the original beam is clipped in order to remove the
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shadow region. Sub-beams are constructed representing refraction and reflection.
Further sub-beams can be constructed modeling additional sound wave phenomena.
In case of polyhedral beams the cross-sections of the sub-beams are the intersection
polygons.
Beam tracing overcomes the problem of sampling artifacts common for traditional
ray tracing approaches. The primary disadvantage is the complexity of the inter-
section calculations with scene polygons. Compared to image source methods beam
tracing is an efficient method to determine visible image sources, since each beam
represents the region for which the corresponding virtual source is visible. Thus less
image sources have to be treated. Diffraction phenomena can be realized with beam
tracing, whereas scattering can not easily be modeled [Sve02].
Another beam tracing approach is cone tracing [Ama84, MM93, Dal96]. These
approaches consider, as the name implies, conical beams. To avoid complex inter-
section calculations mostly only the center ray is traced instead of the actual cone
face. Unlike polyhedral beam tracing the drawback of the cone tracing is the over-
lapping of the cones due to the fact that circular faces can not cover a spherical wave
exactly. In order to overcome the problem Gaussian weighting functions can be used
[MM93] tracing some kind of Gaussian beams or to use pyramids with triangular
cross-section closer approximating the sphere surface [Lew93, Far95].
Funkhouser et. al. [FCE+98, FMC99, FTC+04] presented a polyhedral beam
tracing approach for interactive virtual reality applications. The method consists of
four phases, two of them are executed within an off-line process and the residual two
on the fly while the user explores the virtual scene. In the first phase, the spatial
subdivision phase, the 3-D scene is subdivided into convex polyhedral regions using
binary space partitioning. The result of this phase is a cell adjacency graph repre-
senting the neighborhood relations of the convex cells which enables an efficient space
traversal. In the second phase, the beam tracing phase, the tracing process proceeds
considering transmission, specular reflection, and diffraction [TFNC01] phenomena
of sound while constructing new beams. The resulting beam tree structure is used
in the next phase, the path generation phase, in order to determine beam paths
from the sound source to each receiver. In the last phase the paths are then applied
for auralization. The sound diffraction is modelled using the Uniform Theory of
Diffraction (UTD) [KP74], an extension of the Geometrical Theory of Diffraction
(GTD) [Kel62], which incorporates diffraction into the ray theory of light. In the
UTD an infinite wedge is handled as a secondary source of diffracted waves that can
be reflected or diffracted before arriving at the listener position. An incident ray
results in a cone of diffracted rays, where the aperture angle of the cone is equal to
the angle between the ray and the diffracting edge. The axis of this cone is the edge.
For a given source and receiver position a single ray represents the diffracted field.
The UTD assumes infinite length of the diffracting edge, and is valid only if source
and receiver are located far from the edge. For each diffracting edge the algorithm
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computes a UTD-based diffraction depending on the shortest path through the edge.
In order to reduce computation time diffraction calculations can be limited to re-
ceivers in shadow zones. Of course, this reduces the computation accuracy. The
proposed approach has several limitations [FTC+04]. The 3-D model must contain
only planar polygons that are greater in diameter than the sound wave length. As
mentioned above, incorporating diffuse reflections into the beam tracing algorithm
is not straightforward, thus currently, no diffuse reflections are considered.
A recently proposed approach for tracing volumetric rays is the frustum tracing
algorithm [LCM07a, LCM07b]. This algorithm deals with the intersection complex-
ity by using four-sided convex frusta instead of polyhedral beams. Also, the clipping
on the intersection polygon is not performed exactly, but discrete. Therefore each
frustum is uniformly subdivided into sub-frusta which are represented by a sample
ray. An intersection of a sub-frustum with a scene primitive occurs only if the sam-
ple ray intersects the primitive thereby introducing some errors in the algorithm.
The authors have demonstrated that the frustum tracing algorithm can be executed
at interactive rates for complex scenes allowing reflection orders up to seven. In the
current version of the method transmission and specular reflection are considered,
but no diffuse reflection and diffraction.
3.2.4 Radiosity related methods
Ray tracing and image source methods depend on the receiver position. Changing
the listener position implies a recalculation of the room impulse response. In con-
trast, radiosity methods are view independent. Originally used in thermodynamics
the radiosity methods are often applied in computer graphics for illumination cal-
culations in enclosures [GTGB84, CG85].
Radiosity methods are based on the energy balance. Thereby ideal diffuse reflec-
tions, i.e. surfaces reflecting light uniformly in all directions, are assumed. The scene
is subdivided into finite sub-faces (patches) between which the energy transport is
determined. The fraction of energy exchanged between two patches is expressed by
the so called form factors. The calculation of the form factors is time-consuming
making the radiosity approach computational expensive.
An algorithmic realization of the radiosity method simulating room acoustics is
proposed in [SZ93]. Two essential differences between sound and light waves which
should be incorporated into the radiosity formulation are the air absorption and
the finite velocity of sound. The air damping is given by the exponential law and
is modelled by the air attenuation factor between two patches analogous to the
form factors. The more important modification of the radiosity equation is the
consideration of the time delay of arriving sound. The acoustic radiosity algorithm
described in [SZ93] can be summarized as follows. For a given scene geometry and
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reflection coefficients, first the form factors and air attenuation factors are computed.
These factors do not change in time, thus they have to be calculated only once.
The energy balance equation is then evaluated for every time step t. The impulse
response for a listener position can be calculated by placing an additional surface
representing the listener.
By changing the listener position only the form factors and air attenuation factors
for the listener patch have to be updated. Since every surface patch can emit energy,
integration of moving sources is straightforward. Nosal et. al. [NMI04] reviewed
and discussed existing radiosity approaches. Furthermore, they introduce several
improved techniques for computation time reduction of the radiosity methods in
arbitrary polyhedral rooms.
As mentioned before only diffuse reflections are considered. In computer graph-
ics, there also exist methods extending the radiosity algorithm in order to con-
sider specular reflections, for example by applying bidirectional reflection distribu-
tion functions (BRDFs) [SAWG91]. Kajiya [Kaj86] introduced a general render-
ing equation for global illumination calculations considering diffuse and specular
light reflections. This equation has been extended to the acoustic rendering equa-
tion [SLS07a, SLS07b] for use in room acoustic simulations applying also acoustic
BRDFs. Diffraction and transmission of sound are not modelled in the current
version.
Due to the computation complexity these methods do not seem practical for large
environments.
3.2.5 Further approaches
Due to the shortcomings of the approaches described above, continuative approaches
have been developed. Mostly, they employ parts of the classical schemes or a com-
bination of them.
One approach that makes use of the advantages of the image source method
and ray tracing is introduced in [Vor89]. Here the visibility check of the image
source algorithm is performed via ray tracing. This hybrid method has been further
extended in [Hei93]. The direct sound and early reflections are calculated using a
combined method to predict specular parts of the impulse response. To calculate the
diffuse part of early reflections a second ray tracing stage with low time resolution
is performed and only if the last ray reflection is non-specular, decided by a random
variable, the energy is collected at the listener position. A statistical method using
the frequency dependent reverberation times is applied to simulate the reverberant
tail of the impulse response. An upgrade and extension of both methods mentioned
above in respect of real-time capabilities is the RAVEN acoustic simulation system
[LSVA07, SV07]. The system takes effects such as flutter echos into account as well.
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Odeon [Nay93] is another room acoustic simulation software implementing a hy-
brid method. Rays are used in order to discover the location of image sources. Also
cones are used to find possibly missed valid image sources.
In [KBAA01] an extended radiosity approach is combined with the image source
method. Here, the image source method is applied to determine specular-specular re-
flected energy between surfaces (patches), whereas specular-diffuse, diffuse-specular,
and diffuse-diffuse reflections are handled by use of extended radiosity.
Another hybrid simulation method combining beam tracing with radiosity is pro-
posed in [Lew93]. The approach consists of two stages. In the first stage triangular
beams are traced trough the environment in order to calculate the early specularly
reflected part of the echogram. At each reflection diffuse energy is stored at the
surfaces. This stored energy is then used in the second step to determine the diffuse
reverberant. Therefore a radiosity method is applied.
The method has been modified in [DL00] to trace polyhedral beams. Emitting
a triangular beam, the shape of reflected beams is governed by the shape of the
reflecting surface. The computationally expensive polygon-polygon intersections are
avoided by the algorithm. Starting at a suitable position at the reflecting surface the
algorithm maps out all illuminated sections using a progressive description process
that automatically takes into account all plane edges, including those of occluding
planes. Each section of illumination is used to produce a new reflected beam. Also
diffuse reflections are facilitated by the algorithm using radiant exchange.
A further modification of the triangular beam tracing is the approach described
in [WH05]. The beams carry sound pressure and phase information. The complex
reflection coefficients of the boundary surfaces are determined by use of the transfer-
matrix approach.
An approach accelerating the beam tracing algorithm is presented in [AFST04b,
AFST04a, AFST04c]. Therefore, all informations independent of the source and
receiver positions are precalculated and stored. In fact, it is the visibility information
between two reflectors stored in the so called visibility diagrams. By a given source
position a beam tree can be constructed through a look-up process on the visibility
diagrams. Through a look-up on the beam tree the paths of the sound wave from
the source to a receiver can then be calculated. Also diffraction effects are modeled
utilizing the Uniform Theory of Diffraction (UTD) [KP74]. The proposed version of
the approach can be applied to 2.5-D scenes (vertical walls and horizontal floor and
ceiling).
An idea to unify the advantages of the (ray, beam) tracing algorithm, the image
source method, and the radiosity approach, the quantized pyramidal beam tracing
is proposed in [Ste96, Ste04]. The sound energy is carried within polygonal beams,
called pyrs, each representing an image source, and are splitted at reflections and
diffraction. In order to reduce the calculation time the pyrs are re-unified. Thereto
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a quantization of solid angles and room surfaces into small patches is performed,
corresponding to the quantization of the image source space into cells. Any pyr’s
source point falls into such cell and is shifted to the center point of the cell. The
associated energy of the pyr is interpolated and distributed to previously created
quantized pyrs according to their overlap with the surface patches. The shapes
of these quantized pyrs are given by the patches. In this way pyrs that arrive at
patches within a certain time interval are unified. Thus, any kind of reflection and
diffraction can be combined. The quantized pyr tracing corresponds to a combina-
tion of the image source method and the radiosity approach. The edge diffraction is
realized by an energetic ray diffraction model inspired by Heisenberg’s uncertainty
principle. Therefor, reflection-angle-probability-density-functions [Ste04, SS07] are
defined, whose values increase the closer the ray or beam passes an edge. Rays or
beams are splitted into several new ones according to this distribution. The method
reduces computation time, however the memory usage can be very high [Ste04].
Another approach often used for modeling diffraction in acoustics is the Biot-
Tolstoy theory [BT57] by infinite rigid wedges, which was extended by Medwin et.
al. [Med81, MCJ82] considering also finite barriers. This approach is often referred
to as Biot-Tolstoy-Medwin (BTM) solution in the literature. Here, the edges are
discretized into a number of secondary point sources whose contributions are added
to determine the diffracted field. The resulting edge-diffraction impulse response
is subject to two singularities in its first sample (onset singularities), first of which
is addressed by an analytical solution in [SFV99], and the second one by an ap-
proximation [SC06]. Based on the extended BTM solution [SFV99] an approach to
integrate edge-diffraction into geometrical acoustics is proposed in [CSF05] re-using
intermediate values of the diffraction calculations to determine specular reflections.
Furthermore, the solution described in [SFV99] is utilized in [TSK01, PLS02, PL03]
as an extension of the image-source method. The diffracting edges are treated as
additional diffraction-image sources. Diffractions upto second order are considered.
The BTM method is computational complex, thus several approximations were de-
veloped to reduce the computation time. In [LSS02] an implementation of edge-
diffraction in parametric auralization is presented. In auralization, the diffraction
is approximated with a low-order warped IIR filter fitted to the analytic diffracted
response based on BTM. This auralization is integrated in the dynamic rendering
system, the DIVA system[SHLV99, SLH02, LSS02]. However, the diffraction cal-
culations have to be performed in an oﬄine process by given source and listener
positions over time. In [CS07] an edge-subdivision strategy is proposed to speed up
the time-domain edge-diffraction calculations.
Other approaches exploit programmable graphics hardware (GPU) to accelerate
the simulation calculations. In [JK04] the GPU is used to perform acoustic ray trac-
ing. In [TG97, TG98] graphics hardware is used for calculation of sound occlusion
and diffraction effects by obstacles based on the Fresnel-Kirchoff approximation. In
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[TLDD07b, TLDD07a] the GPU is utilized to model first-order sound scattering,
both diffraction and reflection, off complex surfaces based on a surface-integral for-
mulation and the Kirchhoff approximation. For audio-scattering calculations com-
bined normal and displacement maps are used.
3.2.6 Sonel mapping
Sonel mapping [Kap06, KJM04, KJM05b, KJM05a] is another geometric acoustics
approach also inspired by Photon mapping (see appendix C). It is a two stage sound
particle based method modeling specular and diffuse reflections, as well as diffraction
of sound waves. In the first stage sound particles, called sonels, are traced through
the virtual scene in order to populate the sonel map. This map is used in the second
stage, the rendering stage, in combination with distribution ray tracing to calculate
the echogram at a given listener position. Only diffusely reflected sonels are stored
in the sonel map.
In the sonel tracing stage a prescribed number of sound particles is emitted from
the sound source. At interaction of the sonel with a scene surface, it is checked
whether the intersection point is located within a diffraction zone or a non-diffraction
zone. In the first case either the sonel will be transmitted through the diffraction
zone unaltered or a new sonel is generated and emitted in a random direction over
a hemisphere centered at the intersection point. In case of a non-diffracting zone
one of the following three options occurs. The sonel can be either reflected ideal
specularly, reflected ideal diffusely (Lambertian) and stored in the sonel map, or it
can be absorbed. In the latter case the sonel is terminated and a new one is started
from the source. In order to decide which of the five cases occurs the Russian roulette
technique is used.
In the rendering stage rays are emitted from the listener constructing the echogram
at this position. At intersection of the ray with a scene surface one of five possibilities
occurs, similar to the rendering stage. Here Russian roulette is used as well. In case
of a diffuse reflection, the sonel map is applied to determine the portion of the energy
leaving the intersection position and contributing to the echogram. The ray tracing
process it terminated at this point. In case of a specular reflection, the tracing
is continued assuming ideal specular reflection. If the ray hits the sound source,
represented as a sphere, the attenuated energy due to the medium impact is added
to the echogram. If the ray hits a diffraction zone, a random variable is used to
decide whether the ray transmits through the diffraction zone and the tracing is
continued or diffraction terminates the ray. The portion of the diffracted energy
added to the echogram is determined using the Huygens-Fresnel principle. In case
of absorption the ray is terminated as well.
Sonel mapping is a particle-based Monte Carlo method which can be applied for
acoustic calculations inside arbitrary complex environments.
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4 Phonon tracing
Photon mapping [Jen96, JC98] is often used for rendering photo-realistic images,
supplementing uni-directional ray-tracing by a variety of visual effects, like color
bleeding and caustics. A similar approach is adopted to the simulation of sound,
where a number of issues need to be re-considered. For example, the human ear is not
capable of locating the origin of a sound source as precise, as the human eye is capable
of locating the origin of light. In the case of high frequencies where diffraction is
negligible, one can locate directional sound with a precision of about 30 degrees.
Thus, a lower number of particles (phonons) may be sufficient for auralization.
Another difference is that the human ear can distinguish a lot more frequency
bands than the eye. Since the eye has only three different receptors for red, green,
and blue light, any continuous distribution within the visible spectrum between 400
and 700 µm of wavelength is mapped onto three variables. Consequently, only three
wavelengths need to be considered for rendering images. The human ear, however,
can distinguish frequencies in the spectrum Ω = [20Hz, 20000Hz] fairly precise. In
addition, the spectrum of an audio signal is highly time-dependent in contrast to
most illumination problems that require only a static solution.
In this chapter we present a novel geometric acoustics algorithm, the Phonon
Tracing, for the simulation of mid- and high-frequency sound. For a given source
and listener positions, our method computes sound energy as well as sound pressure
response accounting for the different reflections at various surfaces with frequency-
dependent absorption coefficients. We do not consider diffraction effects due to low
frequencies, since these can be better computed by e.g. finite element methods.
4.1 Tracing the sound energy
The idea of the algorithm is the separation of tracing and filter calculation pro-
cesses. This way, only one tracing step is needed for a given sound source, followed
by multiple impulse response calculations steps for different listener positions. Of
course, when the source position has been changed the particle tracing has to be
re-executed. Thus the phonon tracing algorithm consists of two steps: the phonon
emission step where the particle traces are calculated and the phonon collection
step used to determine the impulse response at given listener position. As result of
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the emission step we obtain the phonon map which represents all reflections of an
emitted wave front by a large set of particles (phonons).
4.1.1 Problem specification
The Phonon Tracing algorithm requires the following input:
• position of the sound source S
• emission distribution E of the sound source
• number of phonons nph to be traced from the sound source
• one or more listener positions li
• a triangulated scene with tagged materials mj
• an absorption function αj : Ω 7→ (0, 1] for each material
• an acoustic BRDF for each material (if not specular)
• an energy threshold ε and maximum number of reflections nr for terminating
the phonon paths.
The output of our method is a finite response filter (FIR) fi for each listener
position li corresponding to the energy pulse response with respect to the sound
source.
4.1.2 Phonon emission
Every phonon p emitted from the sound source carries the following information:
• an energy spectrum eph : Ω 7→ R+
• the distance dph traversed from the source
• the phonon’s current position ptph
• the outgoing direction vph
Additional information, such as the number of reflections and the material index
of the last reflection may also be attached for visualization purposes.
The used absorption and energy functions αj are represented by ne = 10 coeffi-
cients associated with the frequencies 40, 80, 160, ..., 20480 Hz. The corresponding
basis functions for the energy spectrum are wavelets ωi (i = 1, ..., ne) adding up
to a unit impulse (discretized Dirac pulse). The wavelets will be described later.
For now, we assume that every phonon is composed of different frequencies, which
is much more efficient than tracing a single phonon for each individual frequency
band.
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Phonons are emitted from the source S according to the emission probability
distribution E. In the case of a sound source with equally distributed emission over
the unit sphere, three independent random variables x, y, z are used with normal
(Gaussian) distribution based on the probability function:
P (x) =
2√
pi
exp
(−x2) (4.1)
This is obtained by inserting a random variable ξ equally distributed on [0, 1] into
x = Φ−1 (ξ) where Φ is the normal distribution function:
Φ (x) =
2√
pi
∫ x
0
exp
(−t2)dt = erf (x) (4.2)
Since the variable (x, y, z)T forms a rotationally symmetric Gaussian distribution,
its normalized direction is equally distributed on the unit sphere [Dev86] and can
be used to emit phonons at a spherical sound source (point source).
The phonons are started at the source with a (discretized) unit energy spectrum
eph,i = 1 (i = 1, ..., ne). At the first intersection of the phonon ray with the scene,
the phonon direction dph is reflected with respect to the local surface normal, the
absorbed energy is subtracted according to the local material mj,
eph,i := (1− αj,i) eph,i, (4.3)
and the distance dph is set to the traversed distance. The phonon is fixed at the
intersection point, contributing to a global phonon map (whose evaluation is dis-
cussed later). To efficiently compute the ray-surface intersections, a kd-tree based
partitioning of the scene (see [PH04]) is used.
If the maximal energy of the phonon exceeds the energy threshold, i.e.
max{eph,i}nei=1 > εe, (4.4)
the next phonon re-uses the path and energy of the preceding one, saving com-
putation time. It is started at the current position with respect to the outgoing
direction vph and contributes to the phonon map at the next surface intersection.
If the threshold ε is not exceeded and a minimum number of reflections have been
computed, then a new phonon is started from the sound source S. After a pre-
scribed number nph of phonons have been spread out from the source, the tracing is
terminated. Figure 4.1 shows a flow chart of the emission step.
The approach can be extended by considering bi-directional reflection distribu-
tion functions (BRDF’s), for example when modeling corrugated materials by plain
surfaces. A BRDF provides the reflection factor for a pair of incoming and out-
going directions. For any fixed incoming direction, it can be used as probability
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Figure 4.1: Flow chart diagram of the phonon emission step.
function for a random variable determining the reflection vector. We note that the
material’s corrugation must be very coarse to justify this approach, since the wave
lengths of sound are much wider than those of light. Due to the strong dependency
of the wavelengths and reflection distribution, individual BRDF’s may be defined
for several bandwidths, making it necessary to trace multiple succeeding phonons in
different directions, carrying distinct parts of the energy spectrum.
4.1.3 Phonon collection and filtering
The remaining task of the method is collecting the phonons’ contributions to a FIR
filter f for every listener position l. This filter f corresponds to the energy pulse
response from the source, recorded at l, such that convolution with an anechoic
source signal gs reproduces the perceived signal gl, where
gl = gs ∗ f =
∫
R
gs (τ) f (· − τ) dτ. (4.5)
In the case of uniform absorption for all frequencies, the contribution of a phonon
visible from the listener is simply a scaled, translated Dirac impulse (unit impulse),
δph,l,i (t) = exp
(−kh2pl) eph,iδ (t− (dph + dpl) /c) , (4.6)
where k is a constant, hpl denotes the shortest distance between the continued
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phonon path ptph + tvph and the listener l, eph,i denotes the phonon’s energy (at
frequency ωi), dpl denotes the distance between phonon’s ptph and listener l, and
c is the speed of sound. The term (dph + dpl) /c corresponds to the time elapsed
between emission and reception of the phonon. The Dirac pulse δ is shifted by this
time interval and scaled by the phonon’s energy eph,i , multiplied by a Gaussian,
weighting the distance of the ray to the listener.
In classical acoustic ray-tracing [Kro68, Kul84], a sphere is used to collect rays
at a listener’s position. Using a Gaussian, however, provides much smoother filters,
since more phonon rays contribute to the filter, weighted by their shortest distance.
The constant k determines the radius of this Gaussian. For now, k = 200m−2 is
used, keeping in mind that this constant needs to be adapted to the phonon density.
Figure 4.2 shows a sketch of the phonon emission step.
hplq
ph
vph
Figure 4.2: Sketch of the phonon collection step.
In the more general case of frequency-dependent absorption, the Dirac pulse is
subdivided into wavelets ψi representing the individual frequency bands,
δ (t) =
ne∑
i=1
ψi (t) . (4.7)
With the different energy coefficients eph,i, the filter becomes
f (t) =
∑
p
exp
(−kh2pl) ne∑
i=1
eph,iψi (t− (dph + dpl) /c) (4.8)
For a large number of phonons, it is more efficient to precompute ne different
filters, one for each bandwidth, based on equation 4.6. Their convolution with
the individual wavelets are then efficiently computed employing the Fast Fourier
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Transform (FFT). By the convolution theorem, equation 4.8 is equivalent to
f (t) =
ne∑
i=1
ψi ∗
∑
p
δph,l,i (t) , (4.9)
where the convolution translates and scales the wavelets properly for each individual
phonon.
4.1.3.1 Filter design
The band-pass filters bi = ψ̂i (whereas ·̂ denotes the Fourier transform) are con-
structed as follows. To obtain quickly decaying wavelets, the filters need to be
smooth in the spectral domain. Therefore, the shape of a cosine functions is used,
ci (x) :=
{
1
2
+ 1
2
cos (pi (x− i)) if x ∈ [i− 1, i+ 1] ;
0 else.
(4.10)
With the re-definition c1(x) := 1 for x < 1 and cne(x) := 1 for x > ne , we obtain
the property
∑ne
i=1 ci(x) = 1, everywhere.
In the implementation, ne = 10 and absorption coefficients for the frequencies ωi =
20 · 2i Hz (i = 1, ..., 10), covering the range from 40 to 20480 Hz are used. On the
logarithmic scale, the filters are defined as
bi (ω) =

ci (log2 (ω/ω0)) if ω > 0;
δi1 if ω = 0;
ci (log2 (ω0/− ω)) if ω < 0,
(4.11)
where ω0 = 20 Hz and δi1 denotes the Kronecker delta. The wavelets ψi are ob-
tained by the inverse Fourier Transform. b1 and b10 are low- and high-pass filters,
respectively, whereas the remaining bi are bandpass filters with support [ωi−1, ωi+1],
see figure 4.3. The filters have the following properties:
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• compact support in Ω
• symmetry and smoothness in both domains
• their sum is one in Ω and a Dirac in the time domain.
(a) (b)
Figure 4.3: Bandpass filter. (a) in spectral domain, (b) in time domain.
4.1.3.2 Discretization
The energy response filters produced by the implementation are sampled at a rate of
48kHz. For generating the filter bank, 214 samples are used, employing the inverse
FFT (see appendix B) for discretized wavelets. Due to the symmetry, the impulse
response filters are non-causal. To limit this effect, the widest filter for low frequen-
cies are combined into one (decaying much faster) and all filters are cut off after 314
samples (corresponding to 6.5 msec.) in both directions. Hence, the low-frequency
portion of an echo, filtered due to different absorption coefficients, may be received
up to 6.5 msec. in advance of the main peek, which in fact cannot be recognized by
human ear. In the case of uniform absorption, the discretized wavelets still form the
partition of the unit impulse, providing perfect echos.
Once, the energy response filter f has been computed, it needs to be normalized
with respect to the number of phonons used and the radius of the Gaussian located
at the listener. Therefore, the filter is normalized such that the signal’s intensity at
1 meter distance from the sound source S (without any reflections) corresponds to
the intensity of the anechoic source signal. The normalization factor is simply one
over the sum of all Gaussian terms collected from the outgoing phonon paths in 1
meter distance from the source.
An extension which is considered by the algorithm is the absorption due to air
described in section 2.1.2.4.
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4.2 Tracing the sound pressure
This section describes the modification of the phonon tracing approach, where sound
pressure is used for calculations, instead of energy. Thus, phase changes due to
scattering can be integrated in the algorithm easily, and interference phenomena
can be simulated. The main idea is, analogous to the algorithm described in the
previous section, to trace sound particles outgoing from the sound source through the
given scene building the phonon map. Afterwards the phonons are collected in order
to calculate the room impulse response at a given listener position. In contrast to the
energy approach where quadratic attenuation is used because of the spatial particle
density, linear pressure attenuation is facilitated. This is obtained by modeling
linear pressure attenuation by Gaussian basis functions dilated proportional to the
traversed distance (see figure 4.4). This way the approximate partition of unity for
the basis functions is preserved. The pressure amount of a particle is scaled inverse
proportional to the traversed distance due to the linear attenuation of the sound.
The single particles can be considered as individual micro-sources in analogy to the
image-source method.
S
S’
Ph
α
Figure 4.4: Sketch of the phonon tracing algorithm to trace sound pressure inside
closed rooms.
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4.2.1 Algorithm specification
We define:
• S2 a unit sphere in R3, i.e. S2 = {x ∈ R3; ‖x‖ = 1}
• {vi}i=1,...,N a set of directions distributed on S2 with regard to the emission
distribution of the sound source S
• ψi : S2 7→ R, x 7→ g(arccos(〈x, vi〉)), i = 1, ..., N the partition of one over S2
We consider a spherical sound source S in point x0 = 0 in R3. Then for a unit
impulse (Dirac) δ of the length ∆t = 1
fs
the pressure P (t, x) at time t ∈ R in x
reads:
P (x, t) = P1
1
‖x‖δ
(
t− ‖x‖
c
) N∑
i=1
ψi
(
x
‖x‖
)
(4.12)
where P1 is the pressure in 1 m distance from the sound source S, c is the sound
velocity, fs the sampling rate, and δ(t):
δ(t) =
{
1 if t ∈ [0,∆t]
0 else
(4.13)
As mentioned before we choose g as Gaussian basis function of an angle ϑ =
arccos(〈x, vi〉), i = 1, ..., N :
g(ϑ) = α · exp
(
− ϑ
2
2σ2
)
(4.14)
For evaluation of the room acoustics a uniform distribution of sound rays is used.
In order to satisfy the partition of unity of the basis functions for the uniform
distribution (the needed parameters can also be derived for unequally distributed
direction vectors), it must hold:
∫
S2
g dS =
4pi
N
⇔ (4.15)
∫ 2pi
φ=0
∫ pi
ϑ=0
α · exp
(
− ϑ
2
2σ2
)
· sinϑ dϑdφ = 4pi
N
⇔
α =
2
N
(∫ pi
ϑ=0
exp
(
− ϑ
2
2σ2
)
· sinϑ dϑ
)−1
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where 4pi is the surface area of the unit sphere S and N the number of direction
vectors. The integral in the above equation has to be solved numerically, but if we
assume σ  1, then it holds:
∫ pi
ϑ=0
exp
(
− ϑ2
2σ2
)
· sin(ϑ) dϑ ≈ ∫ pi
ϑ=0
exp
(
− ϑ2
2σ2
)
ϑ dϑ (4.16)
By substituting u = − ϑ2
2σ2
and du = − 1
σ2
ϑ dϑ we get:
∫ pi
ϑ=0
exp
(
− ϑ2
2σ2
)
dϑ = −σ2 · ∫ − pi22σ20 exp(u) du
= σ2
[
exp(0)− exp
(
− pi2
2σ2
)]
≈ σ2
(4.17)
This leads to:
α =
2
Nσ2
(4.18)
Choosing σ there is a trade-off between smoothness of the partition of unity and
the resolution of geometric details of the scene. For better approximation of the
partition of unity the support of the Gaussian function g should contain n different
direction vectors. The surface area for a direction reads:
a = n
4pi
N
(4.19)
Furthermore to fulfill the partition of unity it should hold:
exp
(
− ϑ20
2σ2
)
> 1
2
⇒
ϑ20
2σ2
6 ln2 ⇒
ϑ0 = σ
√
2ln2 ⇒
n4pi
N
= 2pi
∫ ϑ0
0
sin(ϑ) dϑ
= 2pi(1− cos(ϑ0))
= 2pi(1− cos(σ√2ln2)) ⇔
σ =
arccos(1− 2nN )√
2ln2
(4.20)
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Thus, the Gaussian basis function with an approximate partition of unity on the
unit sphere S reads:
g(ϑ) =
2
Nσ2
· exp
(
− ϑ
2
2σ2
)
(4.21)
Halton sequence. For the accuracy of the Monte-Carlo integration, the unifor-
mity is more important than the randomness. The Halton quasi-random sequence
(also applied in computer graphics [Kel96a, Kel96b]) is used for generating direction
vectors. The Halton sequence is obtained by calculating the radical inverse function,
which takes a number i ∈ N represented in prime base p and reflects it through the
radical point:
Φp(i) :=
∞∑
j=0
aj(i)p
−j−1 ∈ [0, 1)⇔ i =
∞∑
j=0
aj(i)p
j (4.22)
The m dimensional Halton sequence reads:
zi = (Φp1(i), ...,Φpm(i)) (4.23)
The radical inverse function can be intutively understood in the following way.
To get the radical inverse of i in base p, we write down the digits of i in the base
p, then we invert their order and place the floating point in the beginning. The
resulting number is a desired floating point number, expressed in base p. The Halton
sequence is incrementally, i.e. it is possible to increase the number of samples without
discarding the already calculated samples. The algorithm described in [HS64] can
be used for the calculation of the Halton sequence, which is not more expensive as
determination of usual pseudo-random numbers.
4.2.2 Implementation
Now, as we have defined the Gaussian basis functions we can formulate the phonon
tracing algorithm to trace pressure. The algorithm requires the following input
parameter:
• position of the sound source S
• reference pressure P1 in 1m distance from S
• emission distribution E of S
• one ore more listener positions li
• a triangulated scene with tagged materials mj
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• a reflection function ρj : Ω 7→ [−1, 1] for each material
• an acoustic BRDF for each material (if applicable)
• a number of phonons nph to be traced from the source
• a lower pressure threshold ε and a maximum number of reflections nrefl for
terminating the phonon paths
The output of our approach is a FIR filter fi for each listener’s position li corre-
sponding to the impulse response with respect to the sound source and the phonon-
map. For each phonon ph the map contains the pressure spectrum pph, the phonon’s
position ptph at the reflection point, the image source qph from which we can calcu-
late the phonons outgoing direction vph and the traversed distance dph, the number
of reflections rph, and the material mph at the current reflection.
4.2.2.1 Phonon emission step
The phonons sent out from the source are associated with the following quantities:
• a pressure spectrum pph : Ω 7→ R+
• the virtual source qph
• the phonon’s current position ptph
As described in section 4.1, ne = 10 frequency bands are used for the simulation.
Furthermore, the wavelets introduced in section 4.1 are the basis functions for the
pressure spectrum.
Phonons are emitted from the source S according to the emission probability
distribution E and have a unit pressure spectrum pph,i = 1 (i = 1, ..., ne) at their
starting point. At the intersection of the phonon ray with the scene, the virtual
source qph is calculated as follows:
qph ← qph + 2 · 〈(ptph − qph), n〉 · n (4.24)
where n is the surface normal at the intersection point ptph, and 〈·, ·〉 denotes the
scalar product. The pressure is reduced according to the reflection function ρj of
the local material mj. The phonon is fixed at the intersection point, and stored in
the global phonon map. If the termination conditions are not satisfied, the tracing
process is continued. Otherwise a new phonon is started from the source.
4.2.2.2 Phonon collection and filtering
The phonons are now collected in order to build the impulse response fi at the
listener position li. In the case of the uniform absorption for all frequencies the
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contribution of a single phonon to the impulse response, corresponding to equation
4.12 reads:
p(t, x) =
ρtot P1
dph
g
(
∠ (vph, li − qph)
)
· δ
(
t− dph
c
)
(4.25)
where P1 is the reference pressure at 1m distance from the source, ρtot is the product
of the reflection coefficients along the phonon path and g is a Gaussian weighting
function defined in equation 4.21 with N = nph.
Since most absorption coefficients α provided in the literature refer to energy, we
have to calculate the pressure related reflection coefficients:
ρ =
√
1− α . (4.26)
In the general case of a frequency-dependent absorption, the unit pulse is subdi-
vided as presented in section 4.1 (see also [BDM+05]). The filter fi then becomes
a sum of wavelets (band pass filters) scaled and shifted as described above. Analo-
gously to the energy phonon tracing algorithm the air absorption is considered.
4.3 Modeling diffuse reflections
In the phonon tracing algorithm described in the previous sections only specular
reflections are considered. In fact for virtual acoustic applications surfaces are gen-
erally assumed to reflect the sound wave specularly. This assumption is true if the
surface structure is significantly smaller compared to the wave length. Otherwise,
the sound wave is reflected diffusely (see section 2.1.2.2). This section describes the
diffuse reflection model used in the phonon tracing algorithm.
In order to model diffusion in room acoustics, a scattering coefficient δi for each
scene surface is introduced. The phonon emission step of the phonon tracing algo-
rithm is then modified as follows. If the sound particle hits a scene surface, a number
ξ ∈ [0, 1] is randomly chosen. If ξ > δi the phonon is reflected diffusely, otherwise
the reflection is specular. In the latter case the outgoing direction of the phonon is
calculated as described in previous sections. In case of diffuse reflection the outgoing
direction vph is determined assuming ideal (Lambertian) diffuse reflection where the
direction of the reflection is perfectly random over a hemisphere surrounding the
phonon’s position ptph (intersection point of the ray with the surface) [Kut71]. The
azimuthal angle ϑ is a random number ξ1 in the interval (−pi, pi) and the polar angle
φ is given by the arc-cosine of the square root of a random number ξ2 chosen in the
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interval (0, 1):
ϑ = ξ1 φ = arccos(
√
ξ2) (4.27)
In the pressure phonon tracing algorithm the virtual source in equation 4.24 is
now calculated as follows:
qph = ptph − dph · vph (4.28)
where ptph is the phonon’s current position and dph the traversed distance. Figure
4.5 depicts the phonon emission step including the diffuse reflection model.
Trace phonon
Generate random
number ξ
ξ > δ i Reflect diffuse
Reflect specular Store phonon
in the map
Terminate
tracing
yes
no
no
no
Intersection with
scene surface
threshold
below
met
yes
yes
term. cond.
from source
Emit phonon
Figure 4.5: Flow chart diagram of the phonon emission step including diffuse reflec-
tions.
Since the scattering coefficients δi are frequency dependent we have to either
perform a tracing step for each frequency band or to use an average scattering
coefficient for all frequencies. A better solution for this situation is subject of future
research.
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4.4 Acoustic level of detail
In computer graphics, multiple techniques considering the level of detail represen-
tation of geometric objects exist [LRC+03]. In Virtual Reality, for example, the
objects located in a remote distance from the viewer position are rendered using
fewer triangles or patches reducing rendering time. More details are added when
the viewer approaches an object providing a more accurate representation. This
section describes some similar concepts for acoustic simulation, i.e. how the phonon
tracing algorithm can be modified in order to provide calculation of the room impulse
response at different levels of detail depending on user requirements on computation
time and computation accuracy.
4.4.1 Clustering
4.4.1.1 Cluster definition
Before we discuss the different levels of detail approaches we need to partition the
particles stored in the phonon map into clusters which represent different wave
fronts reflecting at the walls. We can use the information stored in the phonon map
to accomplish this partitioning process. For early reflections all phonons within a
cluster have the same trajectory that means that they reflected at the same surface
having equal absorption properties. Thus, they satisfy the following criteria:
• equal numbers of reflections nph
• and for each reflection:
– equal material indices mph (same object of the scene)
– equal surface normals n at the reflection position
Consequently, phonons included in an early reflection cluster have equal virtual
source positions and absorbed pressure fraction.
At higher reflection orders, the clusters become smaller and smaller, until they
contain only a single phonon. Hence, for cluster reconstruction at higher reflection
order the constraint of equal trajectory is disregarded and all phonons having with
the same last reflection material are combined to a cluster. The cluster criteria are
then as follows:
• equal material index mph of last reflection
• equal surface normal n at the last reflection position
A cluster contains the residual phonons (late reflections) at different room sur-
faces after a prescribed number of first reflections. All the phonons within such
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a residual cluster have different virtual sources and also different pressure/energy
decomposition.
4.4.1.2 Data structure
In the following the data structure of the clustered phonon map is described. Since
the construction of the map is partially performed during the emission step of the
phonon tracing algorithm, a dynamic data structure is needed. Here, a singly-linked
list structure is used. The principal benefit of a linked list over a conventional array
is that the order of the linked items may be different from the order that the data
items are stored in memory or on disk, allowing the list of items to be traversed in
a different order. A linked list is a self-referential data-type because it contains a
pointer or link to another datum of the same type. Linked lists permit insertion and
removal of nodes at any point in the list in constant time.
Anchor
1st reflection
2nd reflection
n−th reflection
Cluster 1
Cluster 1
Cluster 1
Cluster 2
Cluster 2
Cluster 2
Cluster m
Cluster m
Cluster m
NIL
NIL
NIL
NIL
Cluster list 1
Cluster list 2
class PhClusterList
{
PhCluster *anchor;
PhClusterList *next;
};
class PhCluster
{
Vec3 vs;
double* vals;
vector<Phonon> phs;
Phonon repPh;
Triangle* t;
PhCluster* next;
PhCluster* prevTr;
};
class Phonon
{
Vec3 pt;
Vec3 rv;
double len;
double dist;
};
Figure 4.6: Data structure for early reflections clustered phonon map.
In figure 4.6 the data structure for the early reflection clustered map is depicted.
The clusters are grouped into a cluster list containing all clusters with the same
number of reflections. Since the phonons of each early reflection cluster have the
same trajectory, as described in the last subsection, the absorbed pressure fraction
(double* vals) as well as the position of the virtual source (Vec3 vs ; see the phonon
tracing algorithm description in section 4.2) are stored for the cluster instead of stor-
ing them for each individual phonon. In addition to the phonons (vector<Phonon>
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phs), every cluster contains the information about the material and the reflecting
surface (covered by the Triangle* t), a pointer to its successor (PhCluster* next),
a pointer to a cluster in a predecessor cluster (PhCluster* prevTr) marking the
trajectory, and a representative phonon (Phonon repPh), as described in the next
subsection. For a single phonon its position (Vec3 pt), outgoing direction (Vec3 rv),
traversed distance (double len), as well as its distance to the representative phonon
(double dist) needed for further computations is stored. For storing the representa-
tive phonon the phonon class is used, too. The number of reflections is implicitly
given by the arrangement of the cluster lists.
Anchor
late reflections
Cluster mCluster 2Cluster 1
NIL
NIL
Cluster list
class PhClusterList
{
PhCluster *anchor;
PhClusterList *next;
};
class PhCluster
{
vector<Phonon> phs;
Phonon repPh;
Triangle* t;
PhCluster* next;
PhCluster* prevTr;
};
class Phonon
{
Vec3 vs;
double* vals;
Vec3 pt;
Vec3 rv;
double len;
double dist;
int nref;
};
Figure 4.7: Data structure for late reflections clustered phonon map.
The late reflection clusters (residual clusters) are stored in a separate cluster
list (see figure 4.7). As mentioned before, the phonons inside these clusters have
different trajectories and thus different position of virtual source and absorbed en-
ergy/pressure fraction. Therefore, these values have to be stored for each individual
phonon. The material and plane information are equal for common cluster and are
stored per cluster.
For visualization purposes we need the exact trace for each phonon. Therefore, a
separate data structure containing a list with references to the corresponding clusters
and the phonons inside these clusters is used.
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4.4.1.3 Calculation algorithm
Since the number of the phonons in the map as well as the number of the phonon
paths can be large, the cluster calculation may be time extensive. For each phonon
we need to compare the material and surface information with other phonons. In
order to speed up this process, the clusters (initially containing only one phonon)
inside the cluster list are sorted and afterwards equal clusters are grouped into one
cluster. The sort algorithm is described below.
Before we discuss the clustering algorithm, we first describe the methods compar-
ing two clusters which are used during the sorting and cluster building. Pseudo-code
of these methods is outlined in figure 4.8. The method compare_sort() is used for
the comparison of two clusters during the sorting task of the cluster list. Thereby the
clusters are ordered by their material id, surface id, and the path traversed. Since ini-
tially each cluster contains only one phonon, it is sufficient to compare the pointer to
the predecessor cluster in the previous cluster list. The methods compare_early()
and compare_late() are used for the comparison of two clusters inside the early and
late reflections cluster lists, respectively. These methods are applied during the sec-
ond step of the clustering algorithm described below. The difference between these
comparison methods is that the traversed paths of the phonons do not need to be
compared for the last reflection clusters. For early reflection clusters the paths are
previously compared. If the triangle pointers are not equal, comparison of material
and surface (same scene object) is required.
Based on comparison of clusters, we now describe the clustering algorithm. Figure
4.9 shows the pseudo-code of the algorithm. The cluster phonon map is populated
during the tracing of the sound particles through the virtual scene. For each early
reflection a cluster list is created. Initially at a reflection of the phonon at a scene
object a cluster containing this phonon is added to the list including the clusters
at this reflection order and accurately linked. The number of the early reflections
cluster lists corresponds to the maximum number of reflections. One additional
list for late reflections clusters is created. Following the emission step, duplicated
clusters are merged completing the cluster building process. First, each cluster list is
sorted utilizing the comparison method described above. Afterwards, the phonons
of equal clusters are combined and the empty cluster is deleted. Since the list is
sorted, only one pass is required. This step is applied to early and late reflections
cluster lists, utilizing the corresponding comparison method.
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boolean compare early(PhCluster* cl1, PhCluster* cl2 )
#Check if the same trace (pointer comparison only)
IF cl1 ->prevTr != cl2->prevTr THEN
RETURN FALSE
#Check if the same triangle (pointer comparison only)
IF cl1 ->tri == cl2 ->tri THEN
RETURN TRUE
#Check if the same material
IF cl1 ->tri ->imat != cl2 ->tri ->imat) THEN
RETURN FALSE
#Check if triangle in the same plane
IF cl1 ->tri ->iplane != cl2 ->tri ->iplane) THEN
RETURN FALSE
#Else equal cluster
RETURN TRUE
boolean compare late(PhCluster* cl1, PhCluster* cl2 )
#Check if the same triangle (pointer comparison only)
IF cl1 ->tri == cl2 ->tri THEN
RETURN TRUE
#Check if the same material
IF cl1 ->tri ->imat != cl2 ->tri ->imat) THEN
RETURN FALSE
#Check if triangle in the same plane
IF cl1 ->tri ->iplane != cl2 ->tri ->iplane) THEN
RETURN FALSE
#Else equal cluster
RETURN TRUE
int compare sort(PhCluster* cl1, PhCluster* cl2 )
#Compare material
IF cl1 ->tri ->imat < cl2 ->tri ->imat) THEN
RETURN -1
IF cl1 ->tri ->imat < cl2 ->tri ->imat) THEN
RETURN 1
#Compare plane
IF cl1 ->tri ->iplane < cl2 ->tri ->iplane) THEN
RETURN -1
IF cl1 ->tri ->iplane > cl2 ->tri ->iplane) THEN
RETURN 1
#Check if the same trace (memory address comparison only)
IF cl1 ->prevTr < cl2->prevTr THEN
RETURN -1
IF cl1 ->prevTr > cl2->prevTr THEN
RETURN 1
#Else equal cluster
RETURN 0
Figure 4.8: Pseudo-code of the cluster comparison methods.
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During the phonon emission build cluster lists
At reflection of the phonon ph
Create new cluster cl
Set triangle pointer t to the triangle at the reflection of ph
Add ph to cl
IF nref <= max early reflections THEN
Add cl to the nref -th early reflections cluster list
IF first reflection THEN
Set prevTr pointer NIL
ELSE
Set prevTr to the cluster of previous reflection in the (nref -1)-th cluster list
ENDIF
ELSE
Add cl to the late reflections cluster list
Set prevTr pointer NIL
ENDIF
After the emission step build clusters
FOR all early reflections cluster lists DO
Sort phonon clusters inside the list
Begin with the first cluster in the list cl1 = cl(0)
Set cl2 = cl(1)
WHILE NOT End of the cluster list DO
IF compare early(cl1, cl2 ) == TRUE THEN
Add phonon ph to cl1
cl1 ->next = cl2 ->next
Delete cl2
ELSE
cl1 = cl2
ENDIF
cl2 = cl1 ->next
ENDWHILE
ENDFOR
Sort phonon clusters inside the late clusters list
Begin with the first cluster in the late reflections list cl1 = cl(0)
Set cl2 = cl(1)
WHILE NOT End of the cluster list DO
IF compare late(cl1, cl2 ) == TRUE THEN
Add phonon ph to cl1
cl1 ->next = cl2 ->next
Delete cl2
ELSE
cl1 = cl2
ENDIF
cl2 = cl1 ->next
ENDWHILE
Figure 4.9: Pseudo-code of the clustering algorithm.
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4.4.2 LoD approaches
Using the cluster information the impulse response for a give source and listener
position can be calculated at different levels of detail. The LoD algorithm is sum-
marized in the following steps:
1. Find a representative phonon phr for each cluster
2. Calculate distance di of each phonon in the cluster to phr
3. Sort phonons according to di
4. Collect only phonons which are in a user prescribed distance d from phr or
collect only a user-prescribed number of first phonons.
Next we will discuss the individual steps in detail.
(a) (b)
Figure 4.10: Phonon cluster. (a) Representative phonon of the cluster (green point).
(b) Distance of one cluster phonon to the representative phonon.
Step 1. In the first step we determine the position ptphr of the representative
phonon phr for each cluster consisting of n particles (see figure 4.10(a)):
ptphr =
∑n
i=1wi · ptph,i∑n
i=1wi
(4.29)
The weight wi used for a single phonon depends on the phonon’s pressure (or
energy) absorption factor due to reflections on the room walls. Since all phonons in
an early reflection cluster have equal absorption factor the weights are all equal to
1 (wi = 1). Whereas inside the late reflection clusters the weight wi grows inversely
proportional with this factor. Thus the representative phonon phr is shifted towards
phonons having less pressure (energy) amount absorbed due to reflections at least
in one frequency band.
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Step 2. Now, we calculate the distance di (see figure 4.10(b) of each phonon inside
the cluster as Euclidean distance to phr:
di = |ptph,i − ptphr | (4.30)
The distances are used for the adaptive collection of particles in the next step.
Step 3. In order to ensure a rapid collection of the particles we sort them in
ascending order of the distance di.
Step 4. The information precalculated in the previous steps is now used for the
collection of the particles. The user can prescribe the cluster size by a distance from
the representative phonon phr. All phonons which are not farther away than this
distance are collected. Another possibility is to predefine the number m of phonons
to collect. Then only the m nearest particles to phr in the cluster are considered
for the impulse response calculation. Thus, for the lowest level of detail only the
representative phonon of each cluster is collected and all particles are used for the
finest detail calculation. An example of this task with resulting impulse responses
is depicted in figure 4.11.
Concerning the clustered phonon map, several modifications of the level of detail
algorithm may be considered. In room acoustics, early reflections are of greater
interest than late reverberations, thus an approach utilizing this would be more ap-
propriate. Additional benefits regarding the clustering should be investigated. For
example greater reduction of memory use for the phonon map storage. All phonons
inside early reflection clusters have equal absorbed pressure (energy) fraction, thus
this information needs to be stored only once for the cluster and not for each phonon
separately. Also, the position of the virtual source is equal, so we can store only
the position of the virtual source and the pressure (energy) absorption factor for the
cluster at the room surface but drop the actual phonons. Statistical methods can
then be used to perform the collection step, for example, collection of a prescribed
number of particles equally distributed in the cluster. The outgoing direction of the
phonon can be calculated using the virtual source position for specular reflections
or can be random in case of diffuse reflection. Therefor the regions of the clus-
ters need also to be determined and stored. Regarding the late reflections particle
clusters, more information has to be stored, due to the fact that the particles have
both different pressure (energy) decomposition and different virtual source positions.
Statistical approaches can be applied if the pressure (energy) as well as the virtual
source positions distributions can be determined.
4.4 Acoustic level of detail 69
(a) (b)
(c) (d)
(e) (f)
Figure 4.11: Impulse responses calculated at different levels of detail. (a+b) Only
the representative phonons are collected. (c+d) Phonons collected un-
til a prescribed distance around the representative phonon. (e+f) All
phonons of the clusters collected.
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Choosing the level of detail (by number of collected phonons per cluster or distance
from the representative phonon) there is a trade-off between the computation time
and the accuracy of the simulation results. Consider the following scenario with one
sound source and two listener positions depicted in figure 4.12. One of the listeners
has no direct view to the sound source.
Room dimensions (max values): 12 × 8 × 3 m
Absorption: 0.1
Number phonons traced: 50000
Number phonons in the map: 1548648
Figure 4.12: Simulation setup with one source and two listeners. One of the listener
has no direct view to the source.
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Figure 4.13: Error of the mean sound pressure level of impulse responses at different
levels of detail related to the mean sound pressure level of the full
detailed impulse response. (a) For the listener having the direct view
to the source. (b) For the listener receiving no direct sound.
For both listeners the impulse responses are calculated at different levels of detail
using the distance from the representative phonon as described above. Figure 4.13
shows the error of the mean sound pressure level of each impulse response related
to the mean sound pressure level of the full detailed impulse response and the num-
ber of collected phonons related to the total number of phonons in the map, both
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depending on the chosen distance from the representative phonon. As expected the
error decreases with the increased distance and thus the increased number of col-
lected phonons. However, the error at the position with no received direct sound
(figure 4.13 (b)) is greater than that at the other listener position (figure 4.13 (a))
for the same number of collected phonons. The reflections for the listener with no
direct view to the source are more important considering the sound pressure level
of the signal.
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4.5 Evaluation
4.5.1 Computation times
(a) (b) (c)
Figure 4.14: Models of lecture rooms consisting of (a) 436 triangles, (b) 1255 trian-
gles, and (c) 16492 triangles.
In order to evaluate the performance of the phonon tracing algorithm we run it
on three different room models with different conditions. The models consist of 436,
1255, and 16492 triangles, respectively, and are depicted in figure 4.14. The room
surfaces are full absorptive in all three scenes. We execute the algorithm for 6, 10,
20, and 40 maximum numbers of reflections and trace 20K, 50K and 100K phonons
from the source. The computation times for several stages of the algorithm on a PC
with a 3GHz processor and 2GB RAM are listed in table 4.1. The table shows that
the time complexity of the tracing stage of the method does not depend very much
on the complexity of the scene, due to kd-tree partitioning. The times for collecting
phonons and filtering are about the same as the tracing times, due to the visibility
test. The cluster building task depends linearly on the number of the clusters and
the number of the phonons in the phonon map (which depends on the number of
reflections). Furthermore the collecting step can be scaled using the level of detail
approach described in the previous subsection.
As we can see the phonon tracing algorithm is scaleable and can handle complex
scenes in reasonable times on a standard PC. The algorithm can be accelerated
for example utilizing CPUs with multiple cores running the simulation on several
threads.
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#paths/
#phonons tracing clustering collecting
Room model ×103 #reflections #clusters [sec] [sec] [sec]
20/120 6 9410 1.14 0.54 1.17
20/200 10 9416 1.95 1.03 2.09
20/400 20 9416 4.36 2.49 4.15
20/800 40 9417 9.60 5.67 8.79
50/300 6 13266 2.84 1.56 2.94
Lecture room 50/500 10 13267 4.89 3.02 5.26
436 triangles 50/1000 20 13267 10.90 7.38 10.44
50/2000 40 13267 24.06 16.46 22.04
100/600 6 16266 5.66 3.46 5.93
100/1000 10 16266 9.66 6.83 10.59
100/2000 20 16266 21.53 16.44 20.98
100/4000 40 16266 48.48 39.70 44.13
20/120 6 11772 1.45 0.54 1.58
20/200 10 11772 2.36 1.02 2.82
20/400 20 11773 5.28 2.41 5.35
20/800 40 11773 11.63 5.45 11.30
50/300 6 16977 3.53 1.54 3.93
Lecture room 50/500 10 16978 5.93 2.95 7.07
1255 triangles 50/1000 20 16978 13.00 7.09 13.42
50/2000 40 16978 28.19 15.73 28.34
100/600 6 21580 7.13 3.42 7.87
100/1000 10 21580 12.04 6.70 14.16
100/2000 20 21580 25.92 15.78 26.95
100/4000 40 21580 55.67 34.91 56.69
20/120 6 10759 1.38 0.55 1.26
20/200 10 10837 2.34 1.05 2.23
20/400 20 10866 5.30 2.53 4.34
20/800 40 10884 11.54 5.75 9.09
50/300 6 16778 3.51 1.57 3.12
Lecture room 50/500 10 16835 5.97 3.05 5.59
16492 triangles 50/1000 20 16848 13.03 7.45 10.85
50/2000 40 16854 28.11 16.57 22.78
100/600 6 22689 7.05 3.50 6.24
100/1000 10 22731 11.97 6.82 11.19
100/2000 20 22738 26.02 16.57 21.80
100/4000 40 22743 56.41 38.71 45.65
Table 4.1: Computation times for several scenes.
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4.5.2 Comparative visualization of wave-based and geometric
acoustics
In this section the results of the phonon tracing algorithm are compared with the
results calculated by the FEM based solver described in section 3.1. The comparison
is done numerically and visually using the sound strength as acoustic quality metric
(see section 2.3) and by visualization of the interference patterns. In the following
a test scenario is discussed.
4.5.2.1 Test scenario
(a) (b)
Figure 4.15: The geometry of the test room (a) and the simulation scenario (b).
In order to compare both simulation approaches the following test case is consid-
ered, designed to produce interference patterns. The FEM and phonon tracing are
applied to a room of 5 meters length, 1 meter width, and 1 meter height with a gap
of 0.5 meters (see figure 4.15 (a)). The sound source is located in the corner of the
room. The two long walls are perfect sound reflectors, whereas the remaining room
surfaces are perfect sound absorbers. Choosing the absorption characteristics of the
room in this way an array of sound sources as outlined in figure 4.15 (b) is modeled.
Now we observe interference effects as well as diffraction effects behind the gap.
In phonon tracing the pressure inside the room is simulated on a regular grid (561
points in total). An amount of 100000 phonons is traced from the sound source
in order to calculate the room impulse responses fi at the grid points gi. Figure
4.16 depicts the wave propagation from the sound source. Afterwards, in order to
determine the pressure at a grid point gi for a given frequency ω a sine signal of
frequency ω is convolved with fi and the pressure at gi is obtained at the position
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(a) (b) (c)
Figure 4.16: Visualization of particle (phonons) propagation from the sound source
in three consecutive time steps.
lefi + 1 of the resulting signal. lefi is the length of the room impulse response at
i-th grid point.
Comparing the results of phonon tracing and FEM, stationary sound fields orig-
inating from a source emitting only one particular frequency are considered. The
corresponding FEM solution is computed in terms of the reduced continuous time
system, described in section 3.1 (see also [DBM+06]) :
y(s) = C˜
(
sE˜ − A˜
)−1
B˜ (4.31)
where s = 2piif . The mean squared pressure at the i-th grid position reads:
p2i =
1
T
T∫
0
pi(t)
2dt =
1
2
|yi|2 (4.32)
For visualization the results are interpolated to the same grid that is used for phonon
tracing. The simulation results are compared for different wave numbers k = 2pi
λ
∈
{3, 6, 9, 12, 15} where λ denotes the wave length.We consider wave lengths in the
order of the gap width. Note that when choosing the shifts in the Arnoldi algorithm
to match the above wave numbers, i.e. sj = ikjc0, the reduced model is exact at
these wave numbers and results coincide with those of the full FEM simulation.
4.5.2.2 Interference pattern visualization
In the first step the pressure distributions of both methods are compared in order to
validate whether similar interference patterns appear. For visualization purposes a
quad mesh is used, which is color coded in the following way. Positive pressure values
are mapped to red color and negative pressure values to blue color, the saturation
of the color is reduced, depending on the absolute pressure value at the considered
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position. All pressure values with an absolute value less than the hearing threshold
level (2 · 10−5 Pa) are mapped to gray color. The resolution of the displayed mesh is
greater than that of the simulation mesh, the pressure values of the additional points
are then bi-linearly interpolated. Figure 4.17 shows examples of the interference
pattern visualization for wave number k = 6 and k = 12. The results show that
both methods faithfully reproduce matching interference patterns, where the results
obtained by FEM appear to be somewhat smoother. The patterns at k = 12 are
closer to each other than that at k = 6.
(a) (b)
(c) (d)
Figure 4.17: Interference pattern. FEM simulation (a+c) and phonon tracing (b+d)
for the wave numbers k=6 (a+b) and k=12 (c+d).
Wave propagation is illustrated more intuitively, when pressures are mapped along
the normal to the listening plane as depicted in figure 4.18.
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(a) (b)
(c) (d)
Figure 4.18: Visualization of wave propagation. FEM simulation (a+c) phonon
tracing (b+d) for the wave numbers k=6 (a+b) and k=12 (c+d).
4.5.2.3 Sound strength
For a more detailed comparison we turn to an acoustic metric, called sound strength,
which is essentially the logarithm of the mean squared pressure [ISO97], and for
discrete values it can be calculated as follows:
G = 10log10
( ∑m
i=0 p
2
i∑m
i=0 p
2
10i
)
dB (4.33)
Since the sources have been modelled differently (a point source in phonon tracing
and a small membrane in FEM), the sound fields are normalized by a linear fit
excluding the direct neighborhood of the sources. For visualization of the sound
strength and the error a quad mesh is used color coded from red (maximum value) to
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blue (minimum value). Therefore we interpolate the hue value of the HSV color space
according to the sound strength and error value, respectively. Values for additional
mesh points for rendering are bi-linearly interpolated as mentioned before. To ensure
better comparison feasibility of the sound strength the same color range is used for
G resulting from the two simulation algorithms at same frequencies. Moreover, the
same color range is used for all error plots. Since the sound strength is a logarithmic
measure the relative error of the pressures is proportional to the difference of the
sound strength values and can be calculated as:
ε = δ
ln(10)
20
with δ = ‖Gphj −Gfemj‖ (4.34)
where Gphj and Gfemj is the sound strength at the grid point j calculated using
results from the phonon tracing algorithm and the FEM method, respectively. The
results are summarized in table 4.2. We can observe a decrease of the error until
k = 12, since the diffraction effects neglected by the phonon tracing approach become
smaller. Due to the shortcomings of the FEM method at higher frequencies the error
amount increases. Considering the results we state that both simulation methods
matched best at wave number k = 12. In figure 4.19 (c), 4.19 (f), and 4.19(i) we
observe that the blue regions on the error plots are predominant indicating overall
error decrease. The sound strength plots of FEM and phonon tracing results at
k = 12 (figure 4.19 (h+i)) are closer to eachother as those at k = 3, 6 (figure 4.19
(a+b), 4.19 (d+e)). The FEM approach is the mathematically correct method in
the frequency spectrum that can be represented by the grid (due to the Nyquist
limit). In order to keep the calculation cost of the FEM appropriate, the wave
length reaches the order of the grid size and FEM becomes inaccurate. The phonon
tracing is the more efficient method and provide at k = 12 similar results as the
FEM, thus we can use it for the simulation of the acoustics at the frequencies above
k = 12, which corresponds to a wave length of half the gap width.
k 3 6 9 12 15
δ 8.216 5.164 3.989 3.784 4.903
ε 0.946 0.595 0.459 0.436 0.565
Table 4.2: Absolute and relative error in dB between FEM and phonon tracing.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 4.19: Sound strength visualization (values in dB). (a) FEM simulation, (b)
phonon tracing, and (c) the relative error for wave number k=3. (d)
FEM simulation, (e) phonon tracing, and (f) the relative error for wave
number k=6. (h) FEM simulation, (h) phonon tracing, and (i) the
relative error for wave number k=12.
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4.5.3 Acoustic round robin
In the previous section the results of the phonon tracing algorithm were compared
numerically and visually with the results of a FEM method. In the following the
phonon tracing algorithm is evaluated using the conditions given in the 3rd round
robin test [Bor02, Bor05a, Bor05b]. The geometry data, the assumed conditions as
well as the results of other simulation algorithms are publicly available 1. This way
the phonon tracing can be compared with other sound prediction software.
(a) (b)
Figure 4.20: Room geometry used by the 3rd round robin at 3rd phase
(8.6×10.2×5m). (a) Curtains closed, (b) curtains opened.
The 3rd round robin on acoustical simulation software was performed in three
phases with different levels of detail for the room geometry. Eight acoustic param-
eters, definition (D50), clarity (C80), sound strength (G), early decay time (EDT ),
center time (ts), reverberation time (T30), and lateral energy fractions (LF and
LFC), were compared. In this work the geometry given in the 3rd phase is used
since it has the highest geometry details and thus represents best the real room. The
room geometry is depicted in the figure 4.20. Unfortunately, in the current version
of the phonon tracing algorithm not all of the eight parameters can be predicted,
therefore only D50, C80, G, EDT , and ts are used. The absorption and scattering
parameters for the room materials are given in the tables 4.3 and 4.4, respectively.
The parameters are predicted using the energy responses of the phonon tracing algo-
rithm in order to keep it comparable to other methods, which are mostly energetic.
The responses are simulated for two source and three listener positions (see table
4.5) and for six octave bands (125Hz, 250Hz, 500Hz, 1kHz, 2kHz, 4kHz) with closed
(figure 4.20 (a)) and open (figure 4.20 (b)) curtains.
1http://www.ptb.de/de/org/1/17/172/ raumakustik.htm
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Frequency in Hz
Material 125 250 500 1000 2000 4000
parquet 0.04 0.04 0.07 0.06 0.06 0.07
wood 0.20 0.05 0.03 0.01 0.01 0.01
curtain(closed) 0.15 0.30 0.35 0.40 0.50 0.55
curtain(open) 0.30 0.45 0.60 0.70 0.70 0.70
wilhelmi 0.42 0.28 0.49 0.78 0.58 0.62
studio wall 0.02 0.02 0.02 0.02 0.02 0.02
windowglas 0.10 0.04 0.03 0.02 0.02 0.02
wood absorber 0.40 0.33 0.21 0.16 0.15 0.16
ceiling 0.30 0.20 0.06 0.02 0.02 0.02
Table 4.3: Absorption coefficients for the room used in the round robin.
Frequency in Hz
Material 125 250 500 1000 2000 4000
parquet 0.20 0.20 0.20 0.20 0.20 0.20
wood 0.20 0.20 0.20 0.20 0.20 0.20
curtain(closed) 0.21 0.26 0.32 0.39 0.47 0.56
curtain(open) 0.22 0.31 0.39 0.48 0.59 0.73
wilhelmi 0.20 0.20 0.25 0.30 0.35 0.40
studio wall 0.20 0.20 0.20 0.20 0.20 0.20
windowglas 0.10 0.10 0.10 0.10 0.10 0.10
wood absorber 0.20 0.20 0.20 0.20 0.20 0.20
ceiling 0.20 0.20 0.20 0.20 0.20 0.20
Table 4.4: Scattering coefficients for the room used in the round robin.
Sources x y z
S1 1.5 3.5 1.5
S2 -1.5 5.5 1.5
Receivers x y z
R1 -2.0 3.0 1.2
R2 2.0 6.0 1.2
R3 0.0 7.5 1.2
Table 4.5: Sources and listeners positions.
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The simulation results are compared to the given measurements. Therefore, the
mean error for the six frequency bands to emphasize the positional dependencies
and the mean error of the six source listener combinations related to the reference
values given in table 4.6 are determined for each of the five acoustic parameters.
Acoustic parameter Symbol JND
Definition D50/% 5 %
Clarity C80/dB 1 dB
Sound strength G/dB 1 dB
Early decay time EDT/s 50 msec
Center time ts/msec 10 msec
Table 4.6: Reference values (just noticeable difference JND) of used acoustic pa-
rameters for the relative evaluation.
The relative errors are depicted in the following figures for closed (figures 4.21 and
4.22) and open (figures 4.23 and 4.24) curtains. As we can see in the figures 4.21
and 4.23 the errors for all five parameters are acceptable for both closed and opened
curtains. For the higher frequencies where the diffraction effects are smaller the
error becomes also smaller compared to the lower frequencies. In figures 4.22 and
4.24 the results of the phonon tracing algorithm are compared to results obtained
by other acoustic prediction methods with closed and opened curtains, respectively.
Red dashed lines indicate the maximum error value of the according parameter, the
green dashed lines the minimum error value, and the blue dashed line the average
error of all participants of the 3rd round robin. The black solid lines are the relative
errors of the phonon tracing algorithm. The error of the phonon tracing is mostly
in the range of the minimum error and in most cases well below the average error.
The maximum error is never reached. Thus, the phonon tracing algorithm compares
favorably to existing methods predicting acoustical parameters of a room. The error
of the early decay time (EDT ) prediction is somewhat greater compared to other
parameters, thus the algorithm is less suitable for prediction of the EDT.
Despite the fact that the algorithm does not model diffraction effects, since it is
a pure geometric approach without adding some statistical reverberation tail, and
considering the inaccuracy brought by the possible errors in the computer model of
the geometry, we conclude that we have obtained reasonable results with the phonon
tracing algorithm.
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Figure 4.21: Relative error of the acoustic parameter prediction using phonon trac-
ing algorithm at closed curtains.
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Figure 4.22: Relative error of the acoustic parameter prediction using phonon trac-
ing algorithm compared to other acoustic simulation methods at closed
curtains. Red dashed line indicates the maximum error value, the green
dashed line the minimum error and the blue dashed line the average er-
ror value of all participants of the 3rd round robin. The black line is
the error of the phonon tracing algorithm.
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Figure 4.23: Relative error of the acoustic parameter prediction using phonon tracing
algorithm at opened curtains.
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Figure 4.24: Relative error of the acoustic parameter prediction using phonon trac-
ing algorithm compared to other acoustic simulation methods at opened
curtains. Red dashed line indicates the maximum error values, the green
dashed line the minimum error and the blue dashed line the average er-
ror values of all participants of the 3rd round robin. The black line is
the error of the phonon tracing algorithm.
5 Sound visualization
The visualization of the sound wave behavior inside the room is important, not only
for teaching purposes, but also for engineers designing and modifying rooms. Visual
representation of sound propagation as well as representation of sound received at a
listener position can help understanding these complex processes.
In this chapter we introduce various approaches for visualization of room acous-
tics utilizing the phonon map. First, a visual representation of the propagation of
the sound wave from the source through the room such that the effect of different
materials on the spectral energy (pressure) distribution can be observed. The first
few reflections already show whether certain frequency bands are rapidly absorbed.
The absorbing materials can be identified and replaced in the virtual model, im-
proving the overall acoustic quality of the simulated room. After a great number of
reflections, individual wave fronts cannot be identified, anymore. The color compo-
sition of the phonons, however, express the overall acoustic quality. Furthermore,
we introduce several approaches including the visualization of individual phonons on
surfaces and reflected sound wave fronts providing insight how the room influences
the propagated sound waves. In addition, we present an approach to visualize the
direction and amount of the sound received by the listener. Beyond, we propose a
visual analysis of an acoustic parameter at given listener positions using the phonon
tracing providing insight which surface material needs to be changed in order to
enhance the value of this metric. We proceed to discuss several related methods.
5.1 Related work
The existing visualization techniques can be classified into two groups. The methods
of the first group consider the propagation of the sound waves or rays inside the room
independent of the listener position. Whereas the algorithms in the second group
base on the measured or simulated room impulse response for individual listener.
Yokota et. al. [YST02] visualized sound propagation of 2-dimensional room
sound fields resulting from a wave-based simulation using the difference time do-
main method. They consider different simple shaped rooms which are typical for
concert halls. The effects of changing reflection characteristics of the walls as well
as the effect of diverse suspended panel arrays were investigated. However, the
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reflection coefficients are chosen equal for all rooms and frequencies.
Petrausch and Rabenstein [PR05] introduce a program for simulation and OpenGL
based visualization of 2-dimensional sound wave propagation in real time. The sim-
ulation is performed by use of functional transformation method. According to
the authors the program supports frequency dependent and independent damping,
dispersion, multiple excitations, spatially distributed excitations, as well as flexible
boundary conditions.
Tokita and Yamasaki [TY05] visualized particle displacements on a rigid 3-D grid
in a cube shaped room. The displacements resulted from a wave-based numerical
simulation. The visual results are presented at several time steps using VRML971.
Lokki [Lok02] presented in his PhD thesis a visualization using the image-source
method (see section 3.2.1). The image-sources and the edge-sources (sources of the
corners of room objects) of different order are depicted as boxes. Furthermore, the
impulse response for each pixel is calculated and plotted for a time moment resulting
in a representation of wave fronts emitting from each of those virtual sources.
The image source method has been extended in order to simulate edge diffraction
(see section 3.2.5). In [PL03] Pulkki and Lokki present an approach visualizing this
phenomenon. First order edge image-sources are displayed as cylinders. The radii
and color of these cylinders varies depending on the pressure magnitude. The cylin-
ders are connected to a degenerate curve represented first-order edge diffractions.
Each of the first-order diffraction sources itself produce a curve diffraction on another
edge. For all first-order edge-sources diffracts on a given edge the result is a large
number of image-sources arranged on a planar surface. The authors rendered this
surfaces color coded depending on the pressure magnitude. A blue-white-red color
scheme is used to depict negative and positive polarity of the wave. The authors
restricted the visualization to first- and second-order diffraction.
Funkhouser et. al. [FCE+98] used visualization of source points, receiver points,
pyramidal beams, reverberation path etc. in order to understand and evaluate their
acoustic modeling method. Lauterbach et. al. [LCM07b] showed the sound propaga-
tion resulting from frustum tracing. Khoury et. al. [KFW98] represented the sound
pressure levels inside the room by means of color maps. Additionally, the authors
analyzed the precedence effect (or ”law of the first wave front”) by using isosurfaces.
Lokki and Nenonen [LN06] utilized cave equipment for immersive visualization of
trace paths and particle paths propagating inside closed rooms.
Sound wave fronts of different frequency arrive at the listener position from dif-
ferent directions at different moments. Thus, the room impulse response is mul-
tidimensional. Merimaa et. al. [MLPK01] presented a visualization of measured
impulse response using 2-D plots in horizontal an median plane. The directional
1http://www.web3d.org/vrml/vrml.htm
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intensity is depicted with vectors on top of sound pressure related spectrogram.
Omoto and Uchida [OU04] visualized the arriving direction and strength of mea-
sured sound intensity using circles. The circles are mapped onto the surface of a
rectangular wire-frame box approximating the room shape. This way the arriving
direction is represented. The radii of the circles vary with the intensity. An exten-
sion of this approach using photographs of the enclosure instead of the wire-frame
box is described in [FSO06].
Weyna [Wey05b, Wey05a] used flow visualization methods in order to study acous-
tic flow fields in front of and behind a thick rectangular plate. Measured intensity is
visualized using hedgehogs and color coded streamlines. Furthermore the intensity
amount is depicted by means of isosurfaces.
As discussed in section 2.3 the impulse response of the room characterizes the
acoustic quality of the room. Several objective metrics are derived depending on the
purpose of the room, the use for speech or musical representations. Visualizations
addressing the acoustical behavior of the room also exist. Stettner et. al. [SG89]
visualized clarity and definition as well as spatial impression by use of specific icons.
Furthermore, the authors represent the overall strength of sound by displaying global
pressure levels as color maps at the room boundaries at different time moments.
Monks et al. [MOD00] introduced an interactive optimization system for acoustic
design. The system solves the inverse problem. After the user provided constraints
to the surface properties and geometric variations for a range of architectural com-
ponents, as well as desired acoustic performance defined by acoustic metrics, the
system searches the configuration space in order to satisfy the target configuration.
Simulating annealing followed by steepest descent algorithm is used for this pur-
pose. The authors visualized the results by means of icons depicted early decay
time (EDT), interaural cross-correlation coefficient (IACC), and bass ratio (BS).
Furthermore, the sound strength was visualized at room surfaces using color to in-
dicate the sound-level data at different time moments. The authors shown not only
the simulated or optimized values of acoustic quantities but also the difference val-
ues between the simulation, the optimization, and specified target. Two real concert
halls were investigated applying this system.
A couple of commercial systems2 provide several tools for visualizing measured or
computed acoustic quantities.
2www.odeon.dk, www.catt.se, www.bose.com
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5.2 Visualization using the phonon map
The phonon map, as a result of the phonon tracing algorithm described in chapter 4,
characterizes the acoustic behaviour of a scene considering the location of a specific
sound source. It consists of the reverberations of a unit pulse, coming from different
directions with different time delays and specific energy and pressure distributions.
The amount of particles stored in the phonon map can be very high. A simple
representation of the phonons at their positions in the scene depicts neither the
sound propagation from the source nor the sound energy received at a listener and
is often too dense to be informative as can be seen in figure 5.1. Also, the particle
paths can get very complicated in complex virtual environments, and the depiction
of even few paths (as line segments) is cluttered and the different paths can not be
recognized clearly (see figure 5.2).
In the following sections we introduce our approaches visualizing sound propa-
gation from the source including reflections at scene boundaries as well as sound
received at different listener positions inside the scene using the information given
in the phonon map.
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(a) (b)
(c) (d)
Figure 5.1: Phonon map representation with increasing number of phonons in the
map from (a) to (d).
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(a) (b)
(c) (d)
Figure 5.2: Particle paths representing by line segments. One (a) path, five (b), ten
(c) and hundred (d) paths.
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5.2.1 Wave front propagation
The first visualization method focuses on the spatial propagation of sound waves
from the sound source inside the environment. The corresponding wave front tra-
verses the room and is reflected at surfaces, altering its intensity and energy spec-
trum. In the following several alternatives of the wavefront representation are de-
scribed.
5.2.1.1 Wave fronts represented using single particles
Figure 5.3: Wave front propagation from a spherical sound source at three pro-
gressive time steps. The visualization shows phonons with color-coded
spectral energy due to reflection at different materials.
The first alternative is the depiction of the sound waves by rendering small spheres
representing the phonons. These are color coded by means of their spectral energy
or pressure. Therefore, we use the RGB components, such that blue corresponds
to the average of the energy (pressure) in the frequency bands around 40, 80, 160,
320 Hz, green corresponds to the average by 640, 1280, 2560 Hz, and red to the
average by 5120, 10240, 20480 Hz. When sliding through time, the spheres follow
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the simulated phonon paths as depicted in figure 5.3. The following functionalities
are integrated in the interactive visualization system:
• varying the percentage of phonons to be rendered
• rendering only the phonons reflected from a selected material (see figure 5.5)
• exchanging selected materials (see section 5.2.5)
• varying time / transversed distance (see figure 5.3)
Since the path information is stored in the map, and all phonons sharing the same
path are known, it is simple, for example, to select all consecutive pairs phi , phi+1
where the current time t satisfies tphi < t < tphi+1 and to draw a sphere on the line
segment ptphi , ptphi+1 , corresponding to a phonon location at time t. In addition,
certain predicates can be used, for example selecting all phonon whose path was
reflected at the first (or at any) reflection off a selected material.
The exchange of a certain material requires only the phonons’ energy to be re-
evaluated, where the phonon paths remain fixed. To allow the exchange, it is nec-
essary to enforce a minimum number of reflections for every path in advance, since
otherwise materials with high absorption coefficients cannot be replaced. An appli-
cation scenario of this kind is provided in section 5.2.5.
5.2.1.2 Wave fronts represented using triangulated surfaces
To improve the visualization of wave fronts, in the second alternative polygonal
surfaces with phonons as vertices are used. The phonons are emitted from the sound
source S according to the emission distribution E over a unit sphere. We construct
the surface of the wave front coming from S as a convex hull of phonons on the
unit sphere around S and obtain the neighborhood relationship of these phonons.
This relation does not change in time, so this initial polygonal representation of the
wave front must be calculated only once. For the construction of the convex hull on
the unit sphere providing a Delaunay-triangulation the CGAL library3 is employed.
The paths of the phonons as a result of the simulation are known. The position and
color coded spectral energy can be calculated as described above. In a given point
of time t we draw only this faces, which include phonons relevant at time t.
When the sound wave hits an object inside the room, we need to subdivided the
initial wave front, since parts of it travel in different directions and have different
energy (pressure) spectra. The splitting of the wave surface is decided on following
criteria:
• cphi = cphi+1 i.e. only the faces, which vertices (phonons) have the equal color
coded spectral energy (or pressure) are drawn
3http://www.cgal.org
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• 〈vphi , vphi+1〉 ≥ 0 i.e the moving direction of the vertices differs not more than
about 90◦
where cphi is the color coded spectral energy of the phonon phi, and 〈·, ·〉 denotes
the scalar product. The second constraint is necessary in the case if two phonons of
the same triangle face hit for example different walls with the same material.
Figure 5.4 shows the wave front propagating from the source. Where it hits the
ceiling, (figure 5.4 top left), the faces that now belong to the wave front reflected at
the ceiling are separated from the initial triangulated surface.
Figure 5.4: Visualizing wave front traversed from the sound source using triangu-
lated surfaces.
An example of further visualizations of sound wave fronts reflected from different
room surfaces having different materials using triangulated surfaces is shown in figure
5.5.
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(a) (b)
(c) (d)
(e) (f)
Figure 5.5: Selecting wave fronts by material reflections visualized using single
phonons as well as triangulated surfaces. Wave fronts reflected from the
walls (a+b), from the floor (c+d), and from the projection wall (e+f).
The red sphere represents the sound source.
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5.2.1.3 Wave fronts represented using surface elements
The advantage of the wave front representation as triangulated surfaces in contrast
to the spheres (representing single phonons) is the improved ability to distinguish
between different reflected wave fronts, as shown in figure 5.5. At least, this can
be observed for early reflected wave fronts. After multiple reflections the number of
different wave fronts is too high to recognize each different reflection and the benefit
over the sphere representation is small. The disadvantage of the triangulated sur-
faces visualization is the limited scalability. While we can vary the number of the
phonons to be rendered in the single particle visualization, a new Delaunay trian-
gulation for reduced number of triangles (resulting in reduced number of phonons
considered) needs to be computed to allow scalability in the surface representation.
A compromise between these visualizations is the usage of surface elements (sur-
fels) [PZvBG00]. In this case disks representing a part of a sphere surface, since a
spherical point source is considered during the simulation.
Figure 5.6: Sketch of surface elements (surfels) at different levels of detail.
In figure 5.6 a sketch of surfels is depicted. The surfel representation can be ad-
justed according to users needs on accuracy as well as graphics hardware capabilities.
The level of detail can be changed by prescribing the number of points describing
the circumcircle of the disk (from quad to circle in figure 5.6).
In order to depict the propagated sound wave front, a surfel is rendered on each
particle position at given time. The size of the surfel is given by the radius ri and
the orientation by the normal ni which corresponds the sound particle travelling
direction. The radius ri varies depending on the number nph of phonons to be
rendered (given by the user) as well as on the traversed distance l of the sound wave
(time step given by the user):
ri = s
√
l
nph
(5.1)
The radius ri can be also be expanded by the user (the scaling factor s in the above
equation) in order to obtain a surface rendering of the sound wave front. A small
radius ri results in a visualization on the wave front similar to that using spheres,
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whereas a large ri leads to a triangulate surface-like presentation. An example of
sound wave front visualization using surfels is depicted in figure 5.7. Like in the
both previously described approaches an option to observe reflections only from one
material is possible. An example is shown in figure 5.8.
We note that, the visualization approach described in this subsection can be im-
proved by culling the surfels on the scene geometry or by use of other already
published techniques [ZPvBG01, KB04] e.g. utilizing the GPU [BK03].
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(a) (b)
(c) (d)
(e) (f)
Figure 5.7: Wave front representation using surface elements (surfels) in contrast to
spheres and triangulated surface visualization approaches. Spheres used
for rendering of phonons (a). Surfels with increased radius from (b) to
(e). Triangulated surface representing sound wave (f).
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(a) (b)
(c) (d)
(e) (f)
Figure 5.8: Wave fronts reflected from walls (a+b), floor (c+d), and projection wall
(e+f) using smaller (a,c,e) and greater (b,d,f) radius.
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5.2.2 Visualizing phonons on surfaces
The next method to examine the acoustics inside the room using the phonon map
information is the visualization of certain phonons at their position inside the given
scene. Each phonon is rendered as a sphere and is colored according to its spec-
tral energy. The option to consider all frequency bands in total or each of them
separately is provided, whereas 10 frequency bands associated with the frequencies
40, 80, 160, ..., 20480 Hz are considered. In the first case the spheres are color coded
by using the RGB components as described in the previous section.
In the second case, considering only one frequency band, the energy of the phonons
in this frequency band is color coded using the HSV model. Therefore, we can
interpolate the color of the spheres between red (full energy) and blue (energy equals
zero) corresponding to the energy ep,i of the i-th frequency band. In order to show the
phonons outgoing direction vp a cone whose peak is rotated towards vp is rendered.
Also, the color of the cone corresponds to the phonons energy.
Since the number of phonons in the phonon map is large (as discussed earlier)
we render only phonons with a given number of reflections np simultaneously. With
this approach we can examine how the surfaces of the considered scene affect the
overall acoustic of the room. The phonon map contains for each phonon the number
of reflections np, so only those phonons with a certain number of reflections are
displayed, visualizing their frequency spectrum and outgoing direction.
Figure 5.9 shows an example of this visualization approach. The phonon map
consists of one million phonons. In figures 5.9 (a) and (b) the overall frequency
spectrum of the phonons after one and four reflections, respectively, is depicted using
the RGB components. As we can see in figure 5.9 (a) the walls, the bottom and
the canvas absorb high frequencies better than low frequencies (blue color), whereas
the door, for example, reflects all frequencies equally. After four reflections at the
scene surfaces we observe a shift towards lower frequencies. The representation using
the RGB model shows an average of the energy spectrum at low, middle and high
frequencies. Sliding through the frequency bands we observe the absorption for each
individual frequency band. Figure 5.9 (c, d) shows the energy at 160 Hz and figure
5.9 (e, f) at 10240 Hz after one and four reflections, respectively. As we see, after
four reflections there are about 75% of the energy of the phonons at 160 Hz, whereas
the energy at 10240 Hz is almost completely absorbed by the room. By depicting
the outgoing direction we can guess which object the phonon will hit next.
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(a) (b)
(c) (d)
(e) (f)
Figure 5.9: Visualization of phonons on surfaces. First (a) and fourth (b) reflection
color coded using the overall frequency spectrum. First (c, e) and fourth
(d, f) reflection color coded using the frequency band at 160 Hz and at
10240 Hz, respectively.
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5.2.3 Reflected wave front visualization
(a) (b)
(c) (d)
Figure 5.10: Clustered wave fronts. (a) first reflection color coded using the overall
frequency spectrum. (b) Traversed distance represented by use of cones.
(c) and (d) first reflection color coded using the frequency band at 640
Hz and 10240 Hz respectively.
In this section another approach visualizing wave fronts reflected at the room
surfaces is described. Triangulated surfaces are used instead of rendering single
particles. In order to build these surfaces we need to know which phonons belong
to a common wave front. Therefore we subdivide the phonons in clusters of equal
history. This subdivision is described in section 4.4, where level of detail approach
using phonon tracing algorithm was discussed in more detail. This approach is used
for visualization of early reflections of sound waves at the scene objects, thus all
phonons inside a cluster have equal energy spectra.
The wave front surfaces reflected at the objects inside the considered room are
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(a) (b)
Figure 5.11: Clustered wave fronts. Second reflections from the floor. First reflected
from all other room faces (a) and from the wall and the powerwall,
respectively (b).
built by keeping only triangles of the initial wave front (the construction of which
was described in section 5.2.1.2) whose vertices (phonons) reside in the same cluster.
The other triangles are dropped since they partially belong to wave fronts reflected
from other surfaces. Now we can render the resulting surfaces for visualization of
the wave fronts reflected from the scene objects. To illustrate where the wave front
hits the object first and in which direction it propagates we can use the phonons
traversed distances dp to deform the surface. First, the maximum traversed distance
dmax of all phonons inside the cluster is determined. Then, the phonons (which are
the triangle vertices of the wave front surface) are rendered in an offset distance
from the corresponding scene surface:
pp ← pp + (1− dp
dmax
) · n (5.2)
where pp is the phonon’s position on the surface and n the scene surface normal.
This way, the offset between the original surface and the visualized wave front is
at most one unit. The wave front surfaces are color coded according to the energy
spectra of corresponding phonons. Depending on whether we want to examine all
frequency bands in common or each of them separately we can use the RGB model
or the HSV model as described in the previous section. Furthermore, we set the
surface transparency according to the average energy of the wave front.
For better clarifying the propagation direction of the wave fronts and the traversed
distance, the option to draw colored cones at the position of the phonons is provided.
The peaks of these cones are rotated towards the phonons outgoing directions. Their
color corresponds to the traversed distance and is calculated by use of the HSV model
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as follows:
(1− α) ·Hred + α ·Hblue with α = dp
lmax · np (5.3)
where lmax is the maximum distance of the scene. In this case red corresponds to
dp = 0 and blue to the maximal distance depending on the number of reflections
np. Using the above equation for color mapping the cones we can compare the tra-
versed distance of wave fronts reflecting at different objects after a given number of
reflections. Since displaying all wave front surfaces becomes complex, the implemen-
tation provides the alternative to select wave fronts by teh number of reflections,
latest reflected material (object) or reflection history.
Figures 5.10 and 5.11 show examples of the described visualization approach. The
colored sphere in the corner of the room represents the sound source. Figure 5.10
depicts the wave fronts of first reflections coming from the floor, the wall and the
canvas. In image 5.10 (a) and (b) we see the color coded wave fronts using the
RGB model and overall frequency spectrum as described above. We can see that
the floor and the canvas predominantly absorb more high frequency, whereas the
wall absorbs more low frequencies. Figure 5.10 (c) and (d) shows the color coded
wave front surfaces by use of HSV model and the frequency band at 640 Hz and
10240 Hz, respectively. The sound energy at 10240 Hz frequency band is absorbed
by the canvas and floor, but is reflected almost completely by the wall. At 640 Hz
the canvas acts absorbing, whereas the floor and the wall reflects the most part of
the energy.
The surfaces are deformed according to the traversed distance of the phonons
belonging to the clusters. Here, we can observe where the wave fronts hit the room
surfaces first and in which direction they will further spread. A representation of
the traversed distance by use of colored cones (figure 5.10 (b)) shows that the wave
front propagated from the sound source hit the canvas and the floor before the wall.
Figure 5.11 presents the wave front reflecting from the floor the second time. Since
reflections coming from all objects inside the scene can overlap (fig. 5.11 (a)), the
option to select different wave fronts is provided. In figure 5.11 (b) we see the second
reflection from the floor reflected first from the wall and the canvas, respectively. In
this picture we observe how the energy spectrum of the wave front changes and how
it is split during the reflections at the room surfaces. This way we can examine the
interaction of the single objects inside the room.
Since the wave front traversed from the sound source is split after each reflection,
the visualization approach described in this section is applicable only to the first few
reflections. The late reflections are handled by an visualization approach utilizing
scattered data interpolation methods as described in [DMB+06].
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5.2.4 Listener-based visualization
The approaches described above visualize the information stored in the phonon map
considering the surfaces of the room and their acoustic properties. In this section a
visualization method is presented depicting the energy received at a given listener
position. With this approach we can detect from which direction the energy reaches
the listener and visualize the energy spectrum.
For this purpose a triangulated sphere deformed according to the weighted phonons
received at the listener position is rendered. The phonons are collected using the
collection step of the phonon tracing algorithm (see chapter 4). For each phonon
which contributes to the total energy at the listener position, first the intersection
point pintersec of the ray from the center cs of the sphere to the phonon’s position phpt
with the sphere is calculated. The energy esp is then increased and the displacement
dispsp of the point sp of the intersected triangle with minimal distance to pintersec is
calculated as follows:
esp ← esp + fac ·
 (ep,8 + ep,9 + ep,10)/3(ep,5 + ep,6 + ep,7)/3
(ep,1 + ep,2 + ep,3 + ep,4)/4

dispsp ← dispsp + fac · 110
∑10
i=1 ep,i
(5.4)
esp ∈ R3, dispsp ∈ R if all frequency bands are considered and
esp ← esp + fac · ep,i
dispsp ← dispsp + fac · ep,i
(5.5)
esp ∈ R, dispsp ∈ R looking only at a certain frequency band. Thereby, fac is the
weight determined using the Gaussian function described in chapter 4. In order to
smooth the sphere representation the energy of the points spj around sp is increased
if arccos(〈cs − spj, cs − sp〉) < α for a given angle α as follows:
espj = w · esp where
w = 1− (arccos(〈cs − spj, cs − sp〉)/α) (5.6)
Afterwards, the energy and the displacement of the sphere points are normal-
ized. Therefore the maximum displacement dispmax and energy emax (in all three
components) of all points is determined. Then these values are normalized:
espj ←
espj
emax
dispspj ←
dispspj
dispmax
(5.7)
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In order to consider occlusion of the listener position, the energy values of the sphere
points spj are scaled as follows:
espj ← espj ·
n′ph
nph
dispspj ← dispspj ·
n′ph
nph
(5.8)
where nph is the number of phonons in the phonon map and n
′
ph the number of
phonons which are seen from the listener.
Now, after the calculation of the displacement factors and energy at each point of
the sphere we deform and display the spheres at given listener positions. The new
position of the point spj results in:
spj ← spj + dispspj ·
cs − spj
‖cs − spj‖ (5.9)
The color of the sphere points is calculated by use of the RGB (for overall fre-
quency spectrum) or the HSV (certain frequency band) model as mentioned in the
previous sections. For assessing the acoustic quality at a listener position it is im-
portant to know at which time the reflections arrive at the listener. For this reason
we add the feasibility to determine the lower and upper time limits for phonon se-
lection. In order to better illustrate the amount of the incoming energy the spheres
are additionally scaled by the factor of the currently received energy (until given
time) divided by total received energy.
The following figures present the results of the introduced visualization approach.
Figure 5.12 (a) show spheres at four positions in the considered room. The energy is
collected over the entire time interval. The spheres are deformed and color mapped
by using the overall energy spectrum. As we can see the most energy of low fre-
quencies is received at the listeners from the floor and the ceiling, since they do not
absorb low frequencies. Whereas middle and high frequencies reach the listener from
the walls. Considering the energy at 80 Hz (figure 5.12 (b)), at 1280 Hz (figure 5.12
(c)), and 10240 Hz (figure 5.12 (d)) we observe that most part of the energy at 80
Hz reflects from the floor and ceiling, and at 1280 Hz and 10240 Hz the most part
is reflected off the walls.
The spheres depicted in figure 5.13 (a) and (b) are deformed and color coded using
the energy at 80 Hz of phonons that reached the listener position before and after 50
msec, respectively. We can observe that the whole energy of the reflections from the
room surfaces is received at the listener before 50 msec. This way we can compare
the amount of early to late reflections.
Figure 5.13 (c) shows a room with a separating wall with total absorption. This
wall prevents most reflections from the surfaces on the left side of the room to the
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right side and vice versa. One listener is placed at a position behind the wall and
two listeners at the corners of the room. The spheres are visualized for the 5120 Hz
frequency band. As we can see, no reflections are received from the separating wall
and only few reflections reach the listener from the left and right room surfaces.
(a) (b)
(c) (d)
Figure 5.12: Deformed spheres representation at four listener positions. (a) color
coded using the overall frequency spectrum, (b) by 80 Hz, (c) by 1280
Hz, and (d) by 10240 Hz.
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(a) (b)
(c)
Figure 5.13: Deformed spheres representation at 80 Hz collected before (a) and after
(b) 50 msec at one listener position. Deformed spheres representation
at 5120 Hz at three position in a room with a separating wall with total
absorption (c).
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5.2.5 Visualization applications
In this section two application cases of the introduced visualization approaches are
described, a VR laboratory and a lecture room.
5.2.5.1 VR laboratory
(a) (b) (c)
Figure 5.14: Wave front propagation from a spherical sound source. The visual-
ization shows phonons with RGB color-coded spectral energy due to
reflection at different materials at 1.5m (a), at 4.5m (b), and at 10m
(c).
The visualization approaches described above were used to examine the acoustic
properties of a virtual reality (VR) laboratory that is also used for auralization
purposes. Figure 5.14 shows the wave front propagation based on 30000 paths
traced from the sound source resulting in 910610 phonons in the phonon map, at a
traversed distance of 1.5, 4.5, and 10 m. At small distances / traversal times, the
individual wave fronts can be recognized, whereas large distances provide insight into
the frequency decomposition of the various reflections. We observe a shift towards
lower frequencies, since the phonons’ color is dominated by the blue component after
a number of reflections.
In order to identify the reason for the frequency shift, we look at phonons re-
flected from a selected material (at least once) in their earlier paths. Figure 5.15
shows these phonons for reflections from walls, floor, and canvas, respectively, for
several reflection numbers. We observe that phonons reflected from walls carry
mostly a yellowish color, despite of their potential reflection from additional ma-
terials. Hence, the energy of these phonons is shifted towards the mid and high
frequencies. The floor and the canvas reduce high frequencies. Reflections from the
canvas affect mostly the right side of the room, whereas the impact of the carpet
is much greater. While a potential frequency shift can already be seen in material
absorption coefficients, their impact on room acoustics can be studied much better
with the aid of our visualization approach.
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(a) (b) (c)
Figure 5.15: Visualization of the phonons at walls, floor, and canvas, after first (a),
second (b), and third (c) reflection.
In figure 5.16 the carpet is replaced by a material with similar absorption as
the walls. When comparing figures 5.16(a) and 5.16(b), it becomes evident that
this change is sufficient for increasing the intensities of mid and high frequencies.
The acoustic properties of this room are significantly improved by this modification,
since low frequencies are also propagated by diffraction and thus do not depend on
linear reflections that much. While the acoustics of the laboratory are not much
of importance, it may have a greater impact on the design of larger classrooms.
Optimizing the acoustics of such larger rooms may, for example, eliminate the need
of using a microphone or improve the auditive quality of concerts.
(a) (b)
Figure 5.16: Changing material of the floor. (a) all phonons at d = 4.5m; (b) same
as (a) with new material.
112 5 Sound visualization
5.2.5.2 Lecture room
In the following application example we examine the acoustics of a lecture room
concerning the speech comprehensibility. First we look at the room in a structurally
complete state, where the floor, walls and ceiling are less absorbent (made of concrete
for example). Now we trace the sound particles from a source located near the
blackboard (red sphere in the figure 5.17) populating the phonon map. Afterwards,
we look at the energy received at two different listener positions inside the room using
the listener-based visualization approach described in subsection 5.2.4. We examine
the sound energy at the 1280 Hz frequency band, since it is the medial frequency
range of human speech. The speech comprehensibility can be judged objectively
utilizing the acoustic parameter definition D50 (definition index C50) which relates
the early arrived sound energy (until 50 msec) and total energy (late energy after
50 msec). The sound definition and definition index are described in section 2.3. So
we look at the energy received by the listener before and after 50 msec time limit.
As we observe in the figures 5.17 (a) and (b) the late reflected energy portion is
greater compared to the early reflected sound indicating bad comprehensibility of
the speaker. If we take a look at the direction of the received energy we see that the
greatest amount of the late reflected sound arrives at the first listener (Listener1, far
from the source) from the side wall and at the second listener (Listener2 , near to
the source) from the back wall. Changing the material of the walls to more absorp-
tive material (about 50% absorption at 1280 Hz) results in the situation depicted in
figures 5.17 (c) and (d). At the listener position near the source (Listener2) we ob-
tained a satisfactory value of early to late energy ratio. At the position of Listener1
we can see an improvement but the late reflected energy part is still higher that the
early sound energy part. In figure 5.17 (d) we observe that now a great amount of
enegy reaches the Listener1 after 50 msec from the floor and also from the ceiling.
Figure 5.17 (c) shows that the floor is important for early reflections at the Listene2,
thus changing the floor material to a high absorbant material would reduce the early
energy at this position. Hence, we change the floor material to a less absorbant ma-
terial (about 10%) and the ceiling material to more absorbant material (about 50%).
As we now see in the figures 5.17 (e) and (f), we have achieved our goal. The portion
of the early energy is greater than that of the late reflected sound energy at both
analyzed listener positions.
It should be noted that when changing the surface materials, the phonon map
needs not to be recomputed, provided that enough reflections are incorporated.
Only the collection of the phonons in order to calculate the spheres color and defor-
mation is re-calculated what makes this examination quite interactive (depending
on the number of phonons in the map). Here, each listener position needs to be an-
alyzed more or less individually. An improved approach indicating the importance
of the room surfaces for one or multiple listeners regarding an acoustic property is
introduced in the next section.
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(a) (b)
(c) (d)
(e) (f)
Figure 5.17: Visualization of the energy received at two listener positions before
(a,c,e) and after (b,d,e) the time limit of 50 msec. In (a) and (b) the
floor, the walls and the ceiling are highly reflective. In (c) and (d) the
walls material is changed to a more absorbent material. Additionally,
in (e) and (f) the ceiling material is changed to be more absorbent
and the floor material is is changed to less absorbent one. The energy
ratio is calculated relative to the total energy amount. The red sphere
indicates the sound source.
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5.3 Listener-based analysis utilizing acoustic metrics
This section describes a visualization application using the phonon tracing method
to calculate the contribution of the reflection surfaces to the impulse response for
different listener positions ([MDHB+07]). This data is used to compute importance
values for the geometry. Here importance denotes how much a certain scene surface
contributes to a quality measure (see section 2.3). To get a visual insight into
the directional aspect, the importance is mapped to the reflecting surfaces of the
geometry. This visualization indicates which parts of the surfaces need to be changed
to enhance a certain acoustic quality measure at different listener positions or the
complete audience.
5.3.1 Importance values
The intention is to visualize which parts of the scene surface are most important for a
certain acoustic metric at every listener postion li. To calculate the importance value
for a phonon the pressure contribution of the phonon phj to the impulse response
at a given listener position li is used.
Because the phonon tracing method re-uses particle paths for multiple phonons
(a phonon is stored at every reflection, tracing a large number of reflections until the
energy contribution drops below a threshold) we have to take subsequent phonons on
the same path into account when calculating the pressure contribution for a certain
phonon phj (see figure 5.18).
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Figure 5.18: Depiction of phonons sharing the same path.
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All phonons corresponding to one reflection path are listed in consecutive order
within the phonon map, say phk0 , phk0+1, · · · , phkn . The pressure and energy con-
tribution of a phonon phj to the impulse response at listener position li is then the
accumulated contribution of itself and its successors as stated in equation (5.10) for
pressure conp and energy cone.
conp(phj, li) =
kn∑
k=j
pphk(t, li)
cone(phj, li) =
kn∑
k=j
ephk(t, li), (5.10)
where phj is the current phonon, li the listener position and pphk , ephk are the pressure
and energy contribution of a phonon as described in sections 4.1 and 4.2.
Due to the fact that all pathes are known we can easily compute the contribution
of a phonon by forward summation of the contribution of subsequent phonons. In
addition to the importance of the phonon to one listener position li also the contri-
bution of the phonon to all listener positions in the scene (or to a selected subset)
are calculate by:
conp all(phj) =
nl∑
i=0
conp(phj, li)
cone all(phj) =
nl∑
i=0
cone(phj, li) (5.11)
where nl is the number of listeners, conp(phj, li) and cone(phj, li) are the contribution
of a phonon to a single listener position li.
To calculate an importance value impe(ph, li) and impp(ph, li) for a phonon ph
and listener position li the fraction between the contribution of the phonon ph to
the pressure or energy at the listener position li and the total received pressure or
energy at the listener position (i.e. percentage of pressure received at position li
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from phonon ph) are calculated.
impp(phj, li) =
conp(phj, li)
ptot,li
ptot,li =
nph∑
k=0
pphk(t, li)
impe(phj, li) =
cone(phj, li)
etot,li
etot,li =
nph∑
k=0
ephk(t, li) (5.12)
where li is the listener position, conp(phj, li) and cone(phj, li) are the contributions
of phonon phj to the listener position li, nph is the total number of phonons, ptot,li
and etot,li are the total pressure and energy received at li.
To evaluate speech comprehensibility in room acoustics, for example, it is impor-
tant to relate the early reflections to the later reverberations. Therefore, an option
to choose a time limit tend such that the contribution of each phonon that reaches
the listener after tend is set to zero is provided. By means of the importance values
for each phonon in the map a visualization of the impact of reflection surfaces in
the scene for a chosen range of listeners is proposed. The visualization approach is
described in the following section.
5.3.2 Visualization
The goal of the visualization is to highlight the surfaces of the scene that reflect
the most energy of a sound wave to a given listener position and therefore are most
important for the evaluation of acoustic behavior regarding acoustic measures such
as definition (”Deutlichkeit”, defined in section 2.3) and definition index.
First, some preprocessing steps in order to prepare the scene geometry for the
visualization need to be performed. The scene consists of triangulated objects. After
the tracing process phonons’ positions are known and each phonon can be connected
to the corresponding reflecting scene object. The triangulation of the scene used for
the acoustic simulation is low in resolution to keep the computation moderate. For a
detailed visualization more sample points are needed in order to provide the correct
approximation of the surface importance. Therefore the triangles are refined by use
of a subdivision algorithm as outlined in Fig. 5.19. The subdivision is terminated if
all edges of a triangle have a smaller length than a given threshold λ.
In order to obtain the desired level of detail for the visualization color values are
mapped to the vertices depending on the contributions of the phonons associated
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(a) (b) (c)
Figure 5.19: Surface subdivision. (a) initial triangulated surface. (b) triangulation
after first subdivision step. (c) triangulation after second subdivision
step.
with adjacent triangles. Since the number of phonons is much greater than the
number of vertices a scattered data approximation approach is used:
impvi =
∑m
k=0 ω · imp(phk)∑m
i=0 ω
ω =
1
σ
√
2pi
· e− d
2
2σ2 (5.13)
where σ is proportional to the edge length and d is the distance between the phonon’s
position and the vertex vi. Furthermore only phonons phk which satisfy the condition
shown in the equation below are considered:
〈nt, nvi〉 > 0 (5.14)
nt is the normal of the triangle containing the phonon phk and nvi denotes the normal
at vi. The latter can be calculated as interpolation normal of the corresponding
triangle normals.
The second approach which is utilized to calculate the importance of the vertices
takes only phonons phk into account which are located in a tight neighborhood of
vi This means that the distance of the phonon’s position to the considered vertex
is smaller than a given threshold. The importance value of vi is then the average of
the importance values imp(phk) of the phonons phk:
impvi =
∑m
k=0 imp(phk)
m
(5.15)
Additionally, the condition in 5.14 have to be satisfied for two-sided scene ele-
ments.
Now, after the calculation of the importance values for each vertex in the scene
the color of each vi is assigned according to these values. The color value for vi is
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calculated as follows:
cvi = α · huemax + (1.0− α) · huemin
α =
impvi − impmin
impmax − impmin (5.16)
where impmin and impmax are the minimum and maximum importance values in
the scene and huemin and huemax denote the minimum and maximum hue values,
respectively. Red color is chosen for huemax and blue color for huemin. The color
for the vertices vi is then interpolated from red to blue in HSV color space. Having
the refined triangulated geometry of considered scene, and color values for each vi
corresponding to the importance values the entire scene can now be displayed using
OpenGL texture mapping techniques or simple primitives rendering.
Furthermore, the visualization system provides some additional options for user
interaction:
• selection of break-off time tend for early reflections
• selection of start time tstart for late reflections
• selection of one listener position li
• selection of one object oj inside the scene
5.3.3 Results
The following section presents the results of the listener-based analysis of surface im-
portance for acoustic metrics described above. Furthermore, the method is applied
to the acoustic improvement of a lecture hall. An important acoustic measure for a
lecture hall is the comprehensibility of speech which is expressed with the acoustic
metric definition index (C50). The C50 values alone show only the current acoustic
state but give no insight how it can be improved (i.e. where to put absorbing ma-
terial). The listener-based analysis of surface importance overcomes this drawback
by visualizing the directional aspect by means of mapping importance values to the
room surfaces. In the case of definition index the importance is based on energy
received in the first 50ms after the primary wave front and energy received after
the first 50ms, respectively. The visualization of these importance values give a
clear advice which parts of the room geometry need to be changed (by means of
exchanging material) to improve definition index.
To assess the value of the visualization glyphs which represent the C50 value at
different listener positions are used. The C50 values are derived from simulated
impulse responses for each position.
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5.3.3.1 Glyphs
In order to visualize definition index glyphs analog to the approach described in
[SG89] are used. The representation of the glyphs is as follows. The early reflec-
tions and late reverberations are represented as semicircles where the semicircle for
the early reflections is placed above that for late reverberations. The radii of the
semicircles correspond to the early and late received energy, respectively. Thus, the
direct comparison of early and late reflections is possible. Additionally to this ratio
the glyphs also show whether the definition index is above a certain threshhold (i.e.
C50 > 3dB). This is visualized by coloring the lower semicircle green for above or
red for below the chosen threshhold, respectively. This is depicted in figure 5.20.
Nevertheless, this metric is independent from the direction of the arriving sound
wave at a listener position and gives only insight in the current acoustic state. The
definition index visualization by use of the glyphs is applied for evaluation of the
listener-based importance visualization.
Figure 5.20: Example for definition index (C50) visualization using glyphs. Left: C50
above given threshhold (green lower semicircle). Right: C50 below given
threshhold (red lower semicircle).
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5.3.3.2 Lecture hall
The university lecture hall subject to acoustic optimization is presented in figure
5.21. The materials used in this hall are as follows:
• concrete (floor, ceiling, gray walls)
• metal (doors, blackboard frame)
• wood (desk, benches, brown walls)
Figure 5.21: Lecture Room setup. Green: speaker, blue: audience
Speaker and audience are depicted by the green and blue spheres, respectively.
The phonon tracing algorithm is used to calculate the impulse response and thus
the definition and definition index at the listener positions. In order to achieve
an overview of the current acoustic state of the room glyphs are visualized for the
definition index (C50) measure at all listener positions. Since comprehensibility of
speech is the subject of improvement, the (C50) values for the 1kHz frequency band
are shown in figure 5.22 (a). These values are derived from the impulse responses
at the different listener positions. For the simulation of the impulse responses the
actual material/absorption coefficients were used. The threshold for C50 was set to
3dB.
Figure 5.22 (a) clearly shows that the desired definition index is only reached at
the three positions closest to the speaker (green lower semicircles of the glyphs). De-
pending on the individual hearing ability of the listeners the second and third row
could be acceptable (red lower semicircle but smaller than upper green semicircle)
whereas the definition index in the last two rows is unacceptable (red semicircle is
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A
B
(a) (b) (c)
Figure 5.22: C50 Glyphs at listener positions in the lecture hall. (a) Actual materi-
als/absorption coefficients. (b) Glyphs at listener positions for changed
ceiling (above speaker) material with highly absorbing material (sound
absorbing foam). (c) Glyphs at listener positions for changed backwall
material with sound absorbing foam.
bigger than green semicircle). This clearly indicates the need of acoustic improve-
ment, but the glyphs cannot give any cue how to alter the room so that the acoustic
situation is acceptable.
5.3.3.3 Analysis of surface importance
To get insight into the directional aspect of the current acoustic situation the im-
portance values are calculated based on the chosen acoustic metric (definition index
C50). As definition index describes the ratio between early (< 50ms) and late
(> 50ms) received energy the break-off time is set to toff = 50ms for early and
the start time to tstart = 50ms for late reflections. All values were calculated for
1kHz frequency band with all listener positions taken into account. The importance
values are then mapped to the room surfaces as shown in figures 5.23 (a) + (b)
(topview) and 5.24 (a) + (b) (sideview). In addition to the importance for early
and late reflections a difference image is calculated by subtracting the importance
for early reflections from the importance for late reflections (figure 5.23 (c) + 5.24
(c)).
As described in section 5.3.2 the highest importance value impmax is mapped to
huemax (red) and the lowest importance value impmin to huemin (blue). Thus red
areas in figures 5.23 (a) + (b) and 5.24 (a) + (b) depict the parts of the room surface
which contribute most to early (a) and late (b) reflections.
In figures 5.23 and 5.24 (c) red areas depict parts of the geometry which are
important for late reflections but unimportant for early reflections and blue vice
versa. Light green areas are equally important for early and late reflections. Thus
the absorption coefficients of the surfaces in the red areas can be changed to alter the
122 5 Sound visualization
(a) (b) (c)
Figure 5.23: Importance values for whole audience and 1kHz mapped to the room
surfaces (topview). (a) Importance for early reflections (< 50ms), (b)
Importance for late reflections (> 50ms) red: highest importance, blue:
unimportant. (c) Difference (importance for late reflections - impor-
tance for early reflections) red: only important for late reflections blue:
only important for early reflections.
(a) (b) (c)
Figure 5.24: Same as figure 5.23 from side view.
amount of late received energy without large effect on the amount of early received
energy, and vice versa.
To enhance the C50 values throughout the lecture hall, it is necessary to reduce
the amount of late received energy at the listener positions. The visualization of the
surface importance for early and late reflections gives a direct cue how to improve
the overall definition index in the given room by simple measures. When looking
at figures 5.23 (b) and 5.24 (b) one can directly locate the most important surfaces
for late reflections which are the sidewalls of the room (red). An inspection of the
difference images (figures 5.23 + 5.24 (c)) indicates that the change of the back wall
material will not influence the early reflections too much (also red color of the back
wall). Therefore the material of the back wall (wood) are exchanged with highly
absorbing material (sound absorbing foam) to reduce the late reflections throughout
the audience without cutting out the early reflections.
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To evaluate the changes the C50 values are recalculated. Figure 5.22 (c) shows the
improvement in definition index at the listener positions throughout the audience.
The C50 values for almost all listener positions exceed the chosen threshold (green
lower semicircles). A closer look has to be taken at the two positions which did not
satisfy the desired threshold.
(a) (b) (c)
Figure 5.25: Importance values for listener position 20 and 1kHz mapped to the
room surfaces (a) Importance for early reflections. (b) Importance for
late reflections. (c) Difference. (Same as figure 5.23 for single listener).
(a) (b) (c)
Figure 5.26: Same as figure 5.25 for listener position 26.
Figures 5.25 and 5.26 (a)-(c) show the importance values when only the single
listener positions and not the whole audience is taken into account (importance for
(a) early and (b) late reflections, difference image (c)). From figure 5.25 it is directly
apparent that the change of the back wall material only has a medium impact on the
definition index for this listener position. The main contribution for the late received
energy is received from the rightmost corner of the room (which was not changed)
rather than of the back wall. Thus if we want to enhance the definition index for this
listener position only and not for the whole audience we need to change the material
in the red areas in 5.25 (c). When looking at figures 5.26 (a)-(c) we can see a problem
which occurs when we take the whole audience into account. While the back wall
is important for late reflections but nearly unimportant for early reflections to the
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whole audience, it is important for early and late reflections when taking only the
topmost position into account. The exchange of the back wall material resulted in
a decrease of late reflections to this position (which was intended) but also reduced
the amount of early reflections. Thus the definition index (depending on the early
to late reflection ratio) only improves slightly compared to the rest of the audience.
To improve the definition index at this single position it would be most effective to
alter the absorption of the floor material (red area in figure 5.26 (c)) for example
exchanging the flooring material but the impact on the whole audience would not
be as good as the conducted changes to the back wall.
For evaluation purposes the material of a surface (ceiling above speaker) which is
on one hand of marginal importantance for late reflections and on the other hand also
has some influence on the early reflections were also exchanged. The resulting C50
glyphs are visualized in figure 5.22 (b). As expected the improvement in definition
index is only partial because the chosen surface is only medium important for late
reflections taking the whole audience into account, whereas it is more important for
the listeners in the first two rows (C50 reaches the desired threshold, i.e. green lower
semicircles).
Overall, the listener-based analysis of surface importance proves to be a usefull
tool to understand application specific-data and to get insight into the directional
aspect of the acoustic situation in a room for a certain acoustic metric which is
not apparent when looking at the resulting values only. Through the visualization
of surface importances for a certain metric one could easily locate the parts of the
room surface which affects this metric the most. Thus it is possible to improve the
current acoustic situation with selective changes to the most important surfaces of
the room.
6 Acoustic simulated reality system
Virtual Reality environments provide an immersive representation of computer-
generated scenes. Integrating acoustic simulation, visualization, and auralization
into the design process aims at interactive design and immediate exploration of vir-
tual models. Several approaches to integrate acoustic simulation into Virtual Reality
systems have been proposed in recent years. The DIVA system [SHLV99, SLH02,
LSV+02] provides sophisticated synthesis and spatialization algorithms. Here sets of
either perception-based or physics-based parameters for auralization is defined. In
[NSG02] an audio-rendering system for use in immersive virtual environments, the
blue-c, is proposed. It is optimized for efficient rendering of moving sound sources.
Since the applications of this system are restricted to fictional scenes, no physical-
based acoustic simulation is provided. In [LN06] the authors describe a four wall VR
system for immersive visualization of sound rays propagation inside closed rooms. A
real-time audio system applied in a CAVE like environment with four loudspeakers
is proposed in [LSVA07]. A real-time simulation and rendering of moving sources
and listeners is possible.
Figure 6.1: Modules of our audio-visual Virtual Reality system.
In this chapter we present a visual and auditive virtual reality display system.
This system is a result of a startup project at the University of Kaiserslautern in
collaboration with Fraunhofer institute of mathematics (ITWM) at Kaiserslautern.
We integrate the phonon tracing algorithm as well as our visualization approaches
into this system. A schematic overview of the VR system is given in figure 6.1.
As input the system requires the geometry model of the room, the absorption or
reflection properties of the room surfaces, sound sources characteristics, and listener
positions. The module ”Acoustic simulation” computes the modal state space model
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(low frequencies) by use of the Finite Element Method (FEM) described in section
3.1, and the room impulse responses (RIR) and the phonon map (middle and high
frequencies) by means of the phonon tracing algorithm introduced in chapter 4.
On the basis of this information the anechoic source signal is modified for sound
synthesis in the ”Acoustic rendering” module. Thereafter, the soundfield synthesis
is performed utilizing the acoustic hardware. The ”Acoustic visualization” module
provides the visualization approaches using the phonon map (see chapter 5). The
graphical rendering (”Visual rendering” module) is implemented utilizing a stereo-
scopic back projection system. By use of the system, a walkthrough of the listener
positions is possible, such that a visual and auditive impression of the scene can be
provided.
In the following we introduce the hardware and software parts of the VR system,
subsequent to a short overview of the basics of stereoscopic rendering.
6.1 Stereoscopic rendering
Stereoscopic display systems are usually classified into two basic categories: time
parallel and time multiplexed stereo systems [Hod92]. Time multiplexed stereoscopic
systems (see figure 6.2 (a)) alternate the images for the right and for the left eye on
one display. In order to provide a stereoscopic view of the scene to an observer, a
shutter system for synchronization of the left and of the right views is needed. The
shutter ensures that the right eye is occluded if the left view is shown and vice versa.
Usually the observer wears active shutter-glasses.
left right left right left
Contoller
PC with quad buffer OpenGL
Shutter glasses
Projector
Projection wall
Left eye
Right eye
filter
Polarization
Projector
Projector
Polarized glasses
Projection wall
PC with quad buffer OpenGL
or PC cluster
(a) (b)
Figure 6.2: Stereoscopic displays. (a) Time multiplexed stereoscopic system and
(b) time parallel stereoscopic system.
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Time parallel stereoscopic systems present the views of the left eye and of the
right eye simultaneously on one or two displays. In order to observe the scene one
needs special glasses, so that each eye sees only the corresponding perspective view.
Examples for such systems are anaglyph displays, viewer displays, head-mounted
stereoscopic displays and polarized time parallel displays. The latter is the most
commonly used system.
One of the possible configuration of a polarized time parallel display is as follows
(see figure 6.2 (b)). Polarization filters arranged at right angles to each other are
positioned before two projectors for right and left views. The observer wears eye-
glasses with polarization filters in order to separate the views. A passive VR-System
based on circular polarization filters (see section 6.2) has been chosen since more
users can observe the display simultaneously, compared to active system, and the
representation of the scene is still colorfast in contrast to anaglyph displays, for
example.
Left eye
Virtual camera
Right eye
Projection planes
Left eye
Virtual camera
Right eye
Projection planes
(a) (b)
Figure 6.3: Stereoscopic projections. On-axis approach (a) and off-axis approach
(b).
Basically, there are two possibilities to compute the projections of the both views
for stereoscopic rendering [Hod92, Bou99]. The first approach is the ”on-axis”
method or the ”toe-in” method. Here the cameras for the right and for the left
eye have one center of projection (see figure 6.3 (a)). This technique is simple to
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implement with OpenGL by using gluPerspective, but it is geometrically incorrect,
and leads to vertical parallaxes between two homologous points [HMD97].
The correct approach, the ”off-axis” method or ”parallel axis asymmetric frustum
perspective projection” (see figure 6.3 (b)). In this method the right and the left
view directions are parallel to each other, i.e. there are two different focal points.
Here we have a wider field of view than is obtained by a single perspective image
computed with the same parameters, because it contains three regions (see figure
6.3 (b)): one stereoscopic seen by both eyes, and two monoscopic seen only by one
eye.
In order to acquire the stereoscopic view the ”off-axis” approach is used [Bou99].
This method is based on OpenGL using glFrustum(left, right, bottom, top, near,
far) perspective projection. The parameters left, right, bottom, top, near and far
for the right eye view and accordingly for the left eye view are calculated as follows:
near = camera.near
far = camera.far
top = near · tan(camera.aperture
2
)
bottom = −top
left = −ratio · top± 0.5 · eyesep · near
camera.focallength
right = ratio · top± 0.5 · eyesep · near
camera.focallength
where ratio = width/height is the ratio of the width and the height of the window
(mostly 4/3) and eyesep is the eye separation. Our hardware consists of two render
nodes, as described in the next section. The first render node applies the parameter
for the right eye and the second for the left eye.
6.2 Hardware
The hardware of the Virtual Reality system includes the 3D back projection system
and the acoustic system (see figure 6.4). The 3D back projection system is com-
posed of two high resolution digital D-ILA projectors for displaying mono and passive
stereo signals, two circular mechanical shiftable polarization filters, and one projec-
tion wall, suitable for polarization filters. By means of this system a stereoscopic
rendering of virtual scenes is possible, observed by wearing polarizing eyeglasses.
The acoustic system contains a 7.1 soundblaster and a professional surround sound
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Figure 6.4: Visual and audio Virtual Reality display system.
equipment. This surround sound system on its part includes four two-way loud-
speakers and one subwoofer facilitating the localization of the virtual sound source.
The system is driven by the PC-cluster composed of three connected DELL com-
puters. Two of them are the render nodes, and one acts as master controlling the
navigation and audio-visual output. Technical specifications of the hardware of the
Virtual Reality system are summarized in table 6.1. To improve sound synthesis
acoustic absorption plates are attached inside of the Virtual Reality labor reducing
the intensity of sound reflections off the walls, ceiling, and windows.
3D Powerwall
2 projectors 1400x1050, 1500 ANSI Lumen
1 screen plastic film suitable for polarization filters (2.88m x 2.30m)
2 filters circular polarization filters
glasses plastic glasses with circular polarization inserts
4.1 Acoustic system
1 sound card 7.1 USB sound blaster
4 loudspeakers two-way universal loudspeakers
1 subwoofer active subwoofer with integrated amplifier
1 amplifier four-channel amplifier with integrated programmable FIR Filters
PC cluster
1 master Dual Xeon 3.0 GHz, 2GB RAM, PCI-Express, NVidia Quadro FX1300
2 render nodes Single Xeon 3.0 GHz, 2GB RAM, PCI-Express, NVidia Quadro FX5400
Table 6.1: Technical Details of the VR System
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6.3 Implementation
The software application for the visual stereoscopic and acoustic rendering of the
simulation results on the hardware described above is implemented in C++ using
QT1 and OpenGL2 APIs for GUI programming and rendering. Particularly, we used
QT’s client-server concept for controlling the graphical representation. As noted in
the previous section, both render nodes are used for drawing the view for the left
and right eye view, respectively. To ensure that both rendered images are displayed
simultaneously for a flicker-free representation of the scene, synchronization of the
render nodes is required. Some APIs for parallel rendering already exist, for example
Chromium3, which is a system for interactive rendering on clusters.
&
&
&
scene loaded scene loaded
render scene render scene
scene rendered scene rendered
swap buffers swap buffers
buffers swapped buffers swapped
next commands
MasterRender node 1 Render node 2
load scene (filename) load scene (filename)
Figure 6.5: Full hand-shake synchronization for rendering
To avoid restrictions imposed by existing synchronization software packages, a
simple method based on sockets and full hand-shake synchronization is implemented.
Nevertheless, since pure OpenGL is used for graphic rendering the application of
Chromium or another VR API’s (e.g. VR Juggler4, DIVERSE5) in order to be
flexible to use another VR hardware configuration is straightforward. The full hand-
shake synchronization is realized as follows. The master sends command messages
to the render nodes. When both renderer replied on a successful execution of the
1http://trolltech.com/
2http://www.opengl.org/
3http://chromium.sourceforge.net/
4http://www.vrjuggler.org
5http://diverse-vr.org/
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instruction, a new command can be send. In figure 6.5 the loading process of a
room geometry from a file is conceptually shown. The master sends the command
for loading the scene from file (load scene). After the affirmative reply from both
render nodes, instruction for rendering follows (render scene). Is this successfully
executed and confirmed, the buffers can be swapped now for the final representation
of the left eye and right eye views on the display. Before the master can send
new instructions to render nodes, it needs to wait for the response to the previous
message, even in the case of single operations like swapping buffers. Otherwise, two
consecutive messages sent by the master may collide causing a serious time delay.
Due to additional overhead for synchronization of the rendering hardware the fol-
lowing approach for acceleration of the visualization of sound propagation described
in section 5.2.1 is proposed. First, the traversed time is subdivided into n discrete
intervals, where each part holds all phonons to display at this point in time. Thus
a look-up table for each time point ti, which holds the entries with informations to
the corresponding phonons, is constructed. One such entry contains the position
phpt of the phonon and its color coded spectral energy cph at the current time point.
While rendering the scene at ti we have then only to show at the right position in
the look-up table and to draw colored spheres, triangles, or surfels, corresponding
to phonons positions and color code.
For auralization purposes the synthesis method developed at the Fraunhofer ITWM
institute is applied. The algorithm is described in the next section. In order to drive
the loudspeaker of the audio system separately with the corresponding signals the
PortAudio library6 for acoustical output is utilized. The audio playback is adminis-
trated by the master computer and is started in a new process (thread).
6.4 Acoustic synthesis
There are two major sound synthesis approaches: wave field synthesis [BdVV93]
and binaural synthesis [ALKV04]. The latter approach uses either headphones or
loudspeakers utilizing the cross-talk cancellation [LB04] to reproduce the sound field
simulated at the ears of the virtual listener. The advantages are low cost equipment
and low number of channels to be computed. However, the listener needs to wear
either headphones or a tracking device. The sound field is only reconstructed for
two positions inside the ears, filtered by head-related transfer functions (HRTFs)
obtained from psycho-acoustic measurements. For a greater range of accuracy wave
field synthesis is applied. The underlying theory is based on Huygens’ principle
implying that solutions of the Helmholtz equation correspond to distributions of
sound sources on the surface of the domain (Kirchhoff-Helmholtz integral, [Hac89]).
6www.portaudio.com
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Figure 6.6: Virtual (a) and projection room (b).
This continuous distribution is approximated by a finite number of loudspeakers.
The higher the number of speakers and the lower the frequency the greater is the
sweet spot where the approximation is accurate. Usually, only the sound field of
a 2D listening plane is synthesized as this requires already quite large number of
speakers. For instance, Fraunhofer IDMT furnished a cinema with 192 speakers to
achieve good reproduction at all seats [KS03]. For our purpose it is enough to have
a good reproduction close to the proband’s head the position of which is, except for
small movements, assumed to be fixed. The present system comprises currently 4
full-band speakers and a bass. In a future system additional speakers will be added.
Let p˜i ∈ R2nb a section of the digital signal simulated in point x˜i ∈ R2 of the
horizontal measuring plane cutting the virtual room. nb is the block length and is
choosen as a power of 2 to speed up later Fourier transforms by means of the Fast
Fourier transform. The np points are distributed equally on a small circle of radius
r about the virtual head position. The radius has to be of the same order as the
wave length corresponding to the highest frequency to be reproduced:
r ≈ λmin = c0
fmax
. (6.1)
For fmax= 20,000 Hz and a sound velocity of c0= 343 m/s the radius is only 12 mm.
The exact radius depends on the number of loudspeakers nl. To get an idea, imagine
that an arbitrary sound field of frequencies up to fmax has to be approximated by a
polynomial with nl coefficients which, for small nl, will be valid only within a small
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radius. Choosing r this small, we avoid artefacts in reproducing the high frequency
part of the sound field while at lower frequencies the approximation will still be good
also for larger radii.
The system for sound field synthesis is made to reproduce sound in np fixed
positions on a ring of radius r about a point in the projection room. As the proband
may change the line of vision in the virtual room these points cannot be directly
associated with the np points from the fixed grid where sound is simulated. Hence,
the simulated samples p˜i,n of time step n are interpolated and evaluated at the
rotated real positions xi using cubic splines in the angle.
The resulting signals pi ∈ R2nb are first windowed by a lifted cosine and then
subjected to a fast Fourier transform:
pˆi = fft(p
w
i ), p
w
i,n =
1
2
[
1− cos pi(n+ 12 )
nb
]
pi,n . (6.2)
For synthesizing the sound field, we assume that the loudspeakers induce plane
waves in the central listening position and that time delay and amplification are
the same for all loudspeakers. These conditions are met fairly well as we use an
anechoic projection room and the speakers are furnished with FIR filters and placed
on a circle. However, in a later version the plane-wave assumption will be replaced
by using measured impulse responses. So far, the Fourier coefficients qˆj,k of the
signal of the j-th speaker are computed to satisfy:
pˆi,k =
nl∑
j=1
qˆj,k exp
(
−iωk
c0
〈νj, xi〉
)
. (6.3)
ωk =
pifs
nb
k is the k-th angular frequency, fs the sampling rate, and νj the radiation
direction of the j-th speaker. This leads to a linear system for each frequency:
Ak qˆ.k = pˆ.k . (6.4)
For stability reasons the number np of reproduction points is chosen greater than
the number nl of speakers. Thus, equation (6.4) becomes overdetermined and is
approximated by a least squares fit. Moreover, in order to keep speaker signals
bounded we introduce a small regularization parameter α:
qˆ.k = Tkpˆ.k, Tk = [A
∗
kAk + αI]
−1A∗k . (6.5)
The matrices Tk are computed once for each frequency when initializing the sys-
tem. Since the speaker signals are real we have qˆ.,k = qˆ
∗
.,nb−k and only half of the
systems need to be solved. Next, the qˆj are retransformed into time domain by the
inverse Fourier transform to get qwj . The superscript w indicates that these speaker
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signals will reproduce only the windowed measurements. To get the final speaker
signals, the first half of qw,mj is added to the last half of the q
w,m−1
j computed for the
last block:
qj = q
w,m
j,1...nb
+ qw,m−1j,nb+1...2nb . (6.6)
Finally, qw,mj,nb+1...2nb is stored for adding in the next step. The following table
summarizes the algorithm:
1. Get next block of simulated measurements.
2. Per time step: interpolate simulated measurements at reproduction
points of projection room.
3. Scale measurements in projection room by lifted cosine-function.
4. Fast Fourier transform of scaled measurements in projection room.
5. For each frequency: compute loudspeaker signals to optimally repro-
duce measurements in a regularized least squares sense.
6. Inverse fast Fourier transform of loudspeaker signals.
7. Add first half of loudspeaker signals to last half stored for last block.
8. Store last half of loudspeaker signals to add in the next step.
9. Goto 1.
For a fast convolution of the impulse responses simulated using the phonon tracing
method the overlap-add algorithm is used (see apendix B.4). Currently, six simu-
lation positions around the virtual listener are calculated in order to drive the four
loudspeakers (see figure 6.6). The synthesis algorithm and the six time convolution
of the RIRs can be performed in real time only separately, thus the convolution is
done in a preprocessing step, by the current implementation.
7 Summary and future work
In this thesis a novel geometric acoustic simulation approach, phonon tracing, was
presented for the auralization and visualization of room acoustics. The algorithm
facilitates both linear and quadratic attenuation for the simulation of energy and
pressure, respectively. Considering sound energy, quadratic attenuation was used
because of the spatial particle density. In case of sound pressure simulation, Gaus-
sian basis functions were used with approximate partition of unity to represent wave
fronts. This is obtained by constructing the basis functions on the unit sphere
around a sound source and dilating them with the traversed distance of the associ-
ated phonons. The results obtained by the presented simulation method compare
favorably to existing methods. Phonon tracing is a two stage method. In the first
stage, the phonon emission stage, sound particles (phonons) are emitted from the
sound source and traced through the room populating the so called phonon map.
Thereby specular as well as diffuse reflections are considered. In the second stage,
the phonon collection stage, particles stored in the phonon map are collected in or-
der to calculate the impulse response for a given listener position. Using the impulse
response acoustic parameters can be derived objectively judging the room acoustics.
Furthermore, convolution of the impulse response with an anechoic signal results in
a audible prediction (auralization) of the sound received by the listener.
Additionally, the collection step of the phonon tracing algorithm can be executed
at different precision levels, depending on user requirements of computation time and
accuracy. Thus a faster computation of the impulse response can be performed if
lower accuracy is required, e.g. to get a first quick impression of the acoustics of the
scene. To achieve this, the phonons in the map are grouped into clusters of similar
trajectory representing different wave fronts and decreasing memory requirements
of the phonon map. Since the phonon tracing algorithm is separated into to stages,
changing the listener position does not require the re-execution of the tracing process.
However, if the source is changed the emission step needs to be performed, again.
The information stored in the phonon is also used for sound visualization providing
a method for acoustic analysis inside the room. Various visualization approaches
containing the visualization of sound wave propagation inside the room as well as
the visualization of sound arriving at the listener were proposed. Also, several
applications were discussed, including a visual analysis method which examine the
acoustics of the room according to an acoustic parameter.
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The phonon tracing algorithm and several visualization approaches were inte-
grated in a Virtual Reality frame work allowing immersive exploration of the acous-
tic of a virtual scene. This frame work results as a prototype within a project at
the University of Kaiserslautern in collaboration with the Fraunhofer ITWM Kaiser-
slautern.
Some interesting and challenging tasks are still open. In the algorithm introduced
in this thesis, only static sound sources are considered. Integration of moving sources
would be an improvement of the method. Furthermore, integration of the diffraction
effects would enhance the computation accuracy of the resulting impulse responses.
While these effects are small at higher frequencies, they can be simulated at low
frequencies by a wave-based method (FEM). More comparisons between phonon
tracing and FEM need to be performed in order to find out when to use the individual
methods. Another challenging task is the modeling of a room with given acoustic
conditions. How would the room be shaped satisfying ”good” acoustics for a speech
presentation or a music performance. The challenge for such an inversion problem
is to find an appropriate formal description how the room shape influences the
given acoustic parameters. This enables optimization algorithms for automatic room
improvement. As mentioned before, the Virtual Reality frame work is a prototype,
thus further research needs to be done to improve it, regarding for example, the
acoustic synthesis and the integration of innovative human machine interfaces for a
better and more intuitive navigation in the virtual environment.
A Acoustic quantities and their
relations
The following definitions and equations are taken from [Rie82].
A.1 Sound
Sound is defined as the mechanical oscillations of an elastic medium. The oscillations
occur if the medium particles (molecules) are disequilibrated due to an external force.
The particles swing periodically around their equilibrium position. The incidence
of sound is associated with the existence of a medium. Sound can not propagate in
vacuum. There are three types of sound depending on the transmitting medium:
1. Air-borne sound : sound in air and other gases as medium
2. Solid-borne sound : sound in solids as medium
3. Fluid-borne sound : sound in fluids as medium
Sound propagates in a wave shape (longitudinal wave) with a certain velocity the
sound velocity :
c =
ω
k
=
2pif
k
= λf
[m
s
]
(A.1)
where f is the frequency, λ is the wave length, ω = 2pif the angular frequency, and
k = 2pi/λ the wave number. Sound velocity depends on the medium properties.
In gases for example the density varies with the temperature and thus the sound
velocity differs due to temperature changes. Human ears can perceive sound within
a frequency range between 20 Hz and 20 kHz, called audible sound. Sound below
this range is called infrasonic, and above ultrasound. A surface holding the wave
points with equal delay time from the sound source is called the wave front. In case
of a sine-shaped wave it is the surface of constant phase. The space area covered
by the sound waves is called the wave field. It is described by use of physical sound
field parameters.
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A.2 Sound pressure and pressure level
The basic quantity for sound field description is the sound pressure p. The unit of
measurement of p is Pascal (1Pa = 1N/m2). The sound pressure is the pressure
alteration of the local stationary pressure of the medium. Thus, the sound pressure
is a local time dependent alternating quantity. The pressure which can just be
noticed by human hearing is called hearing threshold and is in air determined to
p0 = 20µPa. Sound pressure of about 20 Pa is displeasing and can causes pain,
this is the so called threshold of pain. The region in-between of this extrema is the
hearing area. Since the loudness sensation of human being is nearly logarithmic
(Weber-Fecher-law), a logarithmic metric is chosen to measure the sound pressure,
the sound pressure level :
Lp = 20 lg
p
p0
[dB] (A.2)
such that Lp = 0 dB corresponds to the hearing threshold.
A.3 Sound particle velocity and velocity level
The sound particle velocity v in [m/s] is the alternating oscillation velocity of a
particle of the sound transmitting medium. Likewise the sound pressure, the par-
ticle velocity is an alternating quantity describing the sound field. In a plane wave
the sound pressure and the particle velocity are in phase leading to sound energy
propagation. In near field of a spherical wave are the pressure and particle veloc-
ity dephased (there is no energy propagation), whereas in the far field the both
quantities are again in phase. The particle velocity is like other velocities a vec-
tor. Instead of indication of all three direction only one direction, the ”important”
one, is used. The range of the particle velocity occurring in practice spans from
v0 = 5 · 10−6 [cm/s] at hearing threshold to v = 25 [cm/s] at threshold of pain. v is
measured on a logarithmic scale by the particle velocity level, as:
Lv = 20 lg
v
v0
[dB] (A.3)
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The specific acoustic impedance is the ratio between the sound pressure and the
particle velocity:
Zs =
p
v
[
Ns
m3
]
(A.4)
In the sound field of a planar wave this ratio is constant at every point in time
and at every position of the field, well this fact approximately holds in the far field
of an arbitrary sound emitter. The acoustic impedance can then be calculated as a
product of medium density and the speed of sound. It is called the characteristic
acoustic impedance:
Z0 = ρ · c
[
Ns
m3
]
(A.5)
In a sound field of a spherical wave this ratio is not constant. The specific acous-
tical impedance depends on the wave length λ and the distance r from the source.
Already in the distance r = λ, Zs differs only slightly form Z0. At r > λ Zs be-
comes real and is identical to Z0. Otherwise Zs is complex. The specific impedance
describes the acoustical behavior of a medium completely.
A.5 Sound energy quantities
The sum of the potential and kinetic energy of a sound field is the sound energy :
W = Wpot +Wkin [J] (A.6)
Mostly, the sound energy density w, which is defined as the energy per volume
unit, is used instead. Sound energy density is an appropriate metric describing the
amount of sound energy at a certain position of the field. In a progressive wave it
is associated to the sound velocity and to the sound intensity:
w =
I
c
[
J
m3
]
(A.7)
Sound intensity I describes the portion of sound energy per time passing through
a surface perpendicular to the sound propagation direction. In the field of a plane
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wave it is the product of the pressure and particle velocity:
I = p · v
[
W
m2
]
(A.8)
In the filed of a spherical wave we have to take the phase shift ϕ between the
pressure and the particle velocity. The intensity then reads:
I = p · v · cos(ϕ)
[
W
m2
]
(A.9)
The sound intensity indicates the energy content of a sound field and is given by
the sound intensity level :
LI = 10 lg
I
I0
[dB] (A.10)
where I0 = 10
−12 W/m2 is the reference intensity at hearing threshold.
The total energy per time unit emitted by a sound source in all directions is called
the sound power P . The sound power passing through a imaginary surface S can
be calculated as follows:
P =
∫
S
IndS [W] (A.11)
where In is the normal component of the sound intensity I perpendicular to S. The
sound power is an important parameter for noise measuring and is given by the
sound power level :
LP = 10 lg
P
P0
[dB] (A.12)
where P0 = 10
−12 W is the reference power.
B Some basics on digital signal
processing
This is a short collection of definitions, principles, and algorithms used in this dis-
sertation. Fore more details on digital signal processing see [PM07, OS99, Hof98].
B.1 Signals and systems
A signal is defined as a function representing the information about state or behavior
of any physical quantity and is mathematically described as a function of one or
more variables. The variables can be either continuous or discrete. Audio signals
are expressed as functions of time (time domain) or frequency (frequency domain).
Time-continuous signals are defined in a continuous domain, whereas time-discrete
signals are defined at uniform positions. Analog signals are signals which have
continuous domain and amplitude, whereas digital signal have both discrete domain
and amplitude. In computer-aided signal processing we treat digital signals. Digital
signals are represented as a sequence of digits x = {x[n]}, −∞ < n <∞. The most
important digital signals are:
• Unit impulse:
δ[n] =
{
1 if n = 0
0 if n 6= 0 (B.1)
It corresponds to the analog Dirac-delta impulse:
δ(t) =
{
∞ if t = 0
0 else
(B.2)
with
∫∞
−∞ δ(t) = 1
• Unit step
σ[n] =
{
0 if n < 0
1 if n ≥ 0 (B.3)
• Digital sine signal
x[n] = xˆ sin(ωn+ ϕ) (B.4)
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with amplitude xˆ, angular frequency ω and phase shift ϕ .
Digital signals can originate from sampling of analog signals or by accumulating
a variable over a period of time. For a lossless reconstruction of the analog signal
the following must hold.
Nyquist–Shannon sampling theorem:
If the analog signal xa(t) is band-limited, highest frequency f = fmax,
and the signal is sampled at a rate fs > 2fmax, then xa(t) can be exactly
reconstructed using the sample values. fN = 2fmax is called the Nyquist
rate.
A system can be defined as a physical module performing operations on signals,
e.g. filters used for noise reduction. In signal processing an input signal is transferred
(processed) from source to sink via a transfer system (see figure B.1). H(ω) is the
transfer function in frequency domain and f(t) is the impulse response in time
domain of the system. The output signal is the result of the convolution (defined in
section B.4) of the input signal and the impulse response, or the frequency spectrum
of the output signal is the product of the frequency spectrum of the input signal
and the transfer function (which represents the frequency spectrum of the impulse
response).
H(ω )
Signal processor
Output signalInput signal
h(t)
Figure B.1: Block diagram of a signal processing system.
Time-discrete systems can be either static or dynamic, time-variant or time-
invariant, linear or non-linear, causal or non-causal, stable or non-stable. For defi-
nition of the different system properties see [PM07, OS99].
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The spectrum of a continuous-time periodic function x(t) with the period time
T = 1/f can be described using the Fourier-series. The Fourier series in complex
representation reads:
x(t) =
∞∑
k=−∞
Xke
jkω0t (B.5)
where ω0 = 2pi/T is the angular frequency depending on the period time T , and
j =
√−1 the imaginary unit. The Fourier-coefficients Xk can be calculated as
follows:
Xk =
1
T
∫
T
x(t)e−jkω0tdt (B.6)
The spectrum of a continuous-time aperiodic function x(t) is called the Fourier-
integral and reads:
x(t) =
1
2pi
∫ ∞
−∞
X(ω)ejωtdω (B.7)
with
X(ω) =
∫ ∞
−∞
x(t)e−jωtdt (B.8)
X(ω) is the Fourier transform of x(t). The Fourier integral in equation B.7 is called
the inverse Fourier transform.
Of course, the spectrum exists only if some conditions, the Dirichlet conditions
are fulfilled (see [PM07]).
The Fourier series of a discrete-time periodic sequence reads:
x(n) =
N−1∑
k=0
cke
j2pikn/N n = 0, ..., N − 1 (B.9)
with Fourier-coefficients
ck =
1
N
N−1∑
n=0
x(n)e−j2pikn/N k = 0, ..., N − 1 (B.10)
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For a discrete-time aperiodic sequence the Fourier transform pair, the inverse
(equation. B.11) and the direct (equation B.12) transform, is expressed as follows:
x(n) =
1
2pi
∫ 2pi
0
X(ω)ejωndω (B.11)
X(ω) =
∞∑
n=−∞
x(n)e−jωn (B.12)
where for the existence of the Fourier series must hold:
∞∑
n=−∞
|x(n)| <∞ (B.13)
Using the continuous transformation X(ω) of the sequence {x(n)} of the length
N in equation B.12 the discrete Fourier transformation (DFT) is defined as a finite
sequence {X(k)} of sampling values of X(ω). The DFT and the IDFT (inverse
discrete Fourier transform) reads:
X(k) =
N−1∑
n=0
x(n)e−j2pikn/N k = 0, ..., N − 1 (B.14)
x(n) =
1
N
N−1∑
n=0
X(k)ej2pikn/N n = 0, ..., N − 1 (B.15)
The DFT is an important tool in digital signal processing and can be calculated ef-
ficiently using the Fast Fourier Transformation (FFT) defined by Cooley and Tukey
(see [PM07]).
B.3 Digital filter
In audio-engineering, filters are used to lock certain frequency parts, whereas to
amplify other frequency parts of the sound signal. The room impulse response in
room acoustics can also be considered as a filter changing the structure of an anechoic
source signal. There are analog and digital filters, where in computer-aided acoustic
design we deal with the latter one.
There are two classes of filter, the recursive or infinite impulse response filter (IIR-
Filter) and the finite response filter (FIR-Filter). The output value of the IIR-Filter
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depends not only on the input values, but also on the preceding output values:
y(n) = F [y(n− 1), y(n− 2), ..., x(n), x(n− 1), ...] (B.16)
Because of this back coupling the impulse response of the filter becomes infinite.
In contrast, the FIR-filter is non-recursive and therefor has a finite impulse re-
sponse:
y(n) = F [x(n), x(n− 1), ...] (B.17)
Filters are also classified according to their frequency-domain characteristics as
low-pass, high-pass, band-pass, band-stop, or all-pass filters.
B.4 Fast convolution: the overlap-add-algorithm
The behavior of a system (e.g. a filter relating source and listener considering the
room specific properties) can be applied using the convolution. The convolution of
the input signal with the systems impulse response results the output signal. The
continuous convolution of two functions f and g is defined as follows:
(f ∗ g)(t) =
∫ ∞
−∞
f(τ)g(t− τ)dτ (B.18)
The discrete convolution reads:
(f ∗ g)(n∆t) =
∞∑
k=−∞
f(k∆t)g((k − n)∆t) (B.19)
The convolution can be computed efficiently applying the Fourier transform, since
the convolution in time domain corresponds to the multiplication in frequency do-
main, and vice versa. It holds for two impulse responses f and g and their transfer
functions F and G:
f ∗ g = F ·G
f · g = F ∗G (B.20)
In practical application the input sequence x(n) can often be very long. One
method for efficient computation of the convolution of x(n) with an impulse response
h(n) is the overlap-add method on a block-by-block basis using the DFT [PM07].
The input sequence x(n) is segmented into blocks and each block is processed via
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the DFT and IDFT to produce the output signal sequence y(n). In the following
the steps of the overlap-add algorithm are described for h(n) of the duration M ,
input data block of the size L, with the DFTs and IDFTs for size N = L + M − 1
(in order to speed up the Fourier transformation N is chosen to the power of 2):
1. Get input data block of size L from the input sequence x(n)
2. AppendM−1 zeros to the block: xi(n) = {x((i−1)L, ..., x(iL−1), 0, ..., 0︸ ︷︷ ︸
M−1 zeros
} i =
1, ..., K(number of blocks)
3. Compute the N-point DFT of the block xi(n) =⇒ Xi(k)
4. Multiply Xi with the transfer function H(k) of the impulse response h(n):
Yi(k) = H(k) ·Xi(k)
5. Perform the IDFT of Yi(k) =⇒ yi(n)
6. Overlap and add the first M − 1 points to the last M − 1 points of yi−1
7. Goto 1.
The algorithm results in the following output sequence:
y(n) = {y1(0), y1(1), ..., y1(L− 1), y1(L) + y2(0), y1(L+ 1)+
y2(1), ..., y1(N − 1) + y2(M − 1), y2(M), ....} (B.21)
A modification of the overlap-add algorithm in order to consider long impulse
responses (filters) h(n), where h(n) is also segmented into blocks is described in
[Zo¨l97].
C Photon mapping
Photon mapping is a two pass method for computing global illumination in computer
generated scenes proposed by Jensen [Jen96, JC98, Jen01]. The first pass is the
constructing of the photon map by emitting photons from the light source and store
them in the scene as they hit surfaces. This information can be seen as a rough
representation of the light within the model. in the second step the photon map is
used to render the final image.
C.1 Pass 1: Photon emission
Each photon emitted from the source is trace through the scene. Every time a photon
interacts with a surface inside the scene it is stored in the photon map. Jensen uses
Russian roulette technique to determine whether the photon is absorbed or reflected.
The new direction of the photon is computed by use of the BRDF of the surface.
Jensen uses two photon maps, one for caustics computation (caustics photon map)
and one as the approximation of the light within the scene (global photon map).
Compact and efficient storing of the photons is done by use of a balanced kd-tree.
The rendering task is perform more efficiently due to the kd-tree structure.
C.2 Pass 2: Rendering
The final image is rendered by use of Monte Carlo ray tracing exploiting the photon
map. The surface radiance Ls(x,Ψr) leaving the surface at the intersection point x
in the direction Ψr can be calculated using the rendering equation:
Ls(x,Ψr) = Le(x,Ψr) +
∫
Ω
fr(x,Ψi,Ψr)Li(x,Ψi)cosθi dωi (C.1)
where Le is the radiance emitted by the surface itself, Li is the incident radiance
in the direction Ψi, fr is the BRDF of the surface, and Ω is the sphere of incident
directions. Le is given by the surface definition, the residual of the equation can be
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expressed as a sum of direct, specular, and diffuse illumination:
Lr =
∫
Ω
frLi,lcosθi dωi+∫
Ω
fr,s(Li,c + Li,d)cosθidωi+∫
Ω
fr,dLi,ccosθidωi+∫
Ω
fr,dLi,dcosθidωi
(C.2)
where
fr = fr,s + fr,d and Li = Li,l + Li,c + Li,d
Thereby, Li,l is the contribution from the light source, Li,c contributions via specular
reflections, and Li,d that via diffuse reflections. The BRDF fr is separated into a
specular fr,s and a diffuse fr,d part.
Direct illumination. The first term in equation C.2 express the direct illumina-
tion by the light sources. This term is computed, depending on the application,
either approximately or accurate. For accurate evaluation extended photon maps
are used as described in [JC95]. The approximated solution is the radiance estimate
determined using the global photon map.
Specular reflection. The second term in C.2 corresponds to the radiance reflected
of specular and highly glossy surfaces. This term is calculated by used of standard
Monte Carlo ray tracing.
Caustics. Caustics on diffuse and slightly glossy surfaces (third term in C.2) are
computed using the caustics photon map as describe further in the text. Since the
caustics photon map is visualized directly the number of photons in it must be high.
Diffuse reflections. The diffuse reflections represented by the fourth term in C.2
are estimated using the global photon map as described above.
Estimating radiance using the photon map. The radiance Lr leaving the surface
at the intersection point x can be estimated using the photon map as follows. First
N photons with the shortest distance to x are located. The radiance can then be
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approximated as:
Lr(x,Ψr) =
∫
Ω
fr(x,Ψi,Ψr)
d2Φi(x,Ψi)
dAωi
dωi
≈ ∑Np=1 fr(x,Ψr,Ψi, p)∆Φp(x,Ψi,p)pir2 (C.3)
The above approximation is possible under the assumption that each photon p
represents flux ∆Φp arriving at x from the direction Ψi,p. The surface ∆A around
x is estimated using sphere centered in x. The radius r of the sphere is expanded
until it contains N photons. ∆A is then assigned to the area pir2.
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