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I. INTRODUCTION 
The solution of the space and time dependent neutron 
kinetics equations poses one of the most important problems 
in reactor kinetics. Due to the trend toward large 
thermal reactors, the nsutronics of the system can no 
longer be adequately described by the space independent • 
point reactor kinetics formulation (1,2,3). The point 
reactor kinetics method calculates an average neutron -
density distribution whose shape does not change with time. 
It is obvious that an approach of this type cannot describe 
any local changes_in the flux shape which, for example, 
might result from the large movement of a single control 
rod. 
The first effort towards a space and time dependent 
formulation was made by Henry (4). Starting with the 
transport equation, Henry cast the neutron equations in a 
form similar to that of the point reactor kinetics. The 
neutron density N(r,t) is represented as a time dependent 
shape function n(r,t) multiplied by a time coefficient 
T(t). The nuclear parameters such as reactivity and 
lifetime are also functions of space and time through n(r,t). 
A difficulty arises when this formulation is used to solve 
a particular problem. In general, an approximation must 
be made and the common one is to represent n(r;t) by the 
steady state distribution n^Cr). This is an approximation 
which will yield valid solutions only in specific probleras. 
In an attempt to overcome this difficulty, several 
other methods were developed to solve the neutron kinetics 
problem. Henry and Curlee (5) extended the method 
discussed previously by representing the shape function at 
a given time by the fundamental mode corresponding to the 
reactor conditions at that time. The limitation of this 
method, knovKi as the adiabatic approximation, lies in the 
fact that a shape function must be calculated at different 
times, the number of which may prove to be great when 
considering large transients. 
Another method of studying the space-time problem is 
nodal analysis and has been applied to the reactor kinetics 
problem by Avery (6). The scheme of this method is to 
divide the reactor into regions and calculate volume 
averaged fluxes for each region. These quantities are 
functions only of time, and the resulting equations 
are similar to the point reactor kinetics equations. The 
spatial dependence of the problem is introduced by 
leakage terms from one region to another. For N nodes, 
there are 2N coupled first order differential equations 
which must be solved. 
A third method used to determine approximate solutions 
to the space-time reactor kinetics problem is laioxm as modal 
analysis. In this method the neutron flux is approximated 
by a finite sum of space modes, multiplied by time coeffi­
cients. The space modes are knovm functions and the 
solution to the problem then lies in a determination of the 
time coefficients. Based on the type of space functions 
employed, this method may be divided into two types. 
In the first type, the space modes are members of an 
orthogonal set of functions. Poderaro and Garabedian (7) 
used Kelmholtz modes to study the time response of a 
coupled core reactor, and Loewe (8) investigated the 
space-dependent frequency response of a reflected slab 
reactor with these modes as the space functions. The most 
serious defect of these modes is that a great number are 
necessary to describe the flux shape in a reactor with 
even the slightest geometrical complication. 
The natural modes (9,10), which are the eigenfunctions 
associated with the eigenvalues of the steady state matrix 
operator, also form an orthogonal set. These modes are well 
suited to the-solution of the neutron diffusion equation 
as they possess the property of finality (9). These 
functions are substituted into the differential equation 
and multiplied by an orthogonal weighting function 
(adjoint modes). Integration over the reactor volume yields 
a set of i\[ linear first order differential equations for the 
N time coefficients. 
Two other sets of orthogonal space functions are the 
omega modes (9) and the lambda modes (11). These functions 
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arë also the eigenfunctions of an eigenvalue problem, however 
when they are substituted into the differential equation, 
multiplied by an orthogonal weighting function, and integrated 
over space, a set of coupled first order differential 
equations results. The solution employing either of these 
sets of modes is thus harder to obtain due to the difficulty 
in finding the time coefficients. 
The second type of space modes employed in modal 
expansions are non-orthogonal. The utility of these 
functions lies in the fact that their selection can be 
based on some a priori knowledge the investigator has of 
the perturbation to be studied. The first application of 
non-orthogonal space nodes was made by Dougherty and Shen (12) 
who used Green's function modes. A modified version of these 
modes was employed by Carter and Danofsky (13,14) to study 
time dependent problems, and by Herritt (15) to study the 
space dependent frequency response of a coupled-core 
reactor. Yasinsky (16) also has studied the time problem 
using a version of the Green's function modes. 
Another use of non-orthogonal modes has been found 
in the synthesis technique, applied first to the steady 
state problem, and then to time dependent problems (1?, 
18). The synthesis technique was recently extended to 
two space dimensions and time (19)» 
The time varying coefficients accompanying the non-
orthogonal modes are found by some variational method, 
most Goniuionly by the Kantorovich variational method (20) .  
Many variational principles have been proposed for the 
neutron kinetics problem, but they all can be classed as 
a version of the image system introduced by Morse and 
Peshbach (21), Because the diffusion problem is a 
dissipative process, the differential equations are non-
sel: adjoint, specifically in the term involving the first 
time derivative. It is in the sense that a sign reversal 
occurs on this term while going from the diffusion 
equations to their adjoint equations that the adjoint 
equations represent an image system. Lewins (22,23) first 
used this, principle for a time dependent problem in 
reactor theory, and Pomraning (24) subsequently brought 
together the different versions of this principle into a 
general formulation. 
Another method of solution of the neutron kinetics 
equations involves the use of finite difference techniques. 
The t:fo most common codes employing this technique are 
ViIGL3 (25) and WIGLS-40 (26), which solve the two energy 
group, time dependent diffusion equations in one space 
dimension, including feedback effects. These codes are 
considered to yield the "exact" solution of the neutron 
diffusion equations and are used in the comparison of 
approximate solutions. 
In this dissertation, the space functions to be 
employed are the Green's function modes. In previous 
applications of these modes, the reactor has been divided 
into regions in which the nuclear parameters are constants. 
In many problems this approach may lead to the use of more 
trial functions than are necessary to adequately describe 
the solution. Tvro immediate reasons for limiting the 
number of modes to the fewest number necessary are; (1) the 
computation time for the complete solution increases by 
approximately twice the number of modes employed, and (2) 
with the advent of two dimensional space-time studies, 
the necessary core storage will increase by approximately 
over the one space dimension problem. 
In the method to be presented, which will be termed 
the coupled mode approach, the reactor may be divided into 
regions which contain non-constant nuclear parameters. 
These regions are made up of subregions within which the 
nuclear parameters are constant, A reflected slab reactor 
will be the model in this investigation, and will be 
subjected to step changes in the thermal absorption cross-
section in different regions. The results are to be 
compared with the exact solutions determined by WIGLE-^0 and 
with approximate solutions determined by the trial functions 
as proposed by Carter (14). The frequency response of the 
reactor also will be determined for various sets of trial 
functions. 
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II. MATHEMATICAL ANALYSIS 'WITH THE GREEN'S FUNCTION MODES 
A. Reactor Model 
The reactor model for this investigation is a reflected 
reactor and is the same system as was used by Loewe (8). The 
width of the fuel region is 37 cm and the semi-infinite slab 
reflectors have a width of 15 cm. The model is representative 
of an enriched uranium, light water moderated and reflected 
reactor. 
The first step in the application of the Green's function 
modes to the reactor problem is to determine the steady state 
flux and the steady state adjoint flux distributions. These 
Table II. 1. Steady state nuclear parameters 
Parameter Units Core Reflector 
Vf-1 sec/cm 3.50(10"?) 3.50(10"?) 
v/- sec/cm 4.55(10-6) 4.55(10-6) 
-f cm 1.24 1.14 
Ds cm 0.26 0.16 
•^rl. 
-1 
cm 0.0207 0.0346 
P ———— 1.0 1.0 
-^al 
-1 
cm o
 
o
 o
 
o
 
— i 
cm 0.0816895 0.0118 
neutrons 0.0985 0.0 
fission-cm 
g  0 .6  
0 .2  
20 40 
Position (cm) 
Figure II.1. Critical flux and 
1.0 
0 . 2  
20 
Position (cm) 
adjoint flux distributions 
' 9 
were detemiined by solving the homogeneous set of equations 
describing the continuity of fluz and the continuity of 
current at steady state. The determinant of the coefficients 
is zero for a non-trivial solution. To obtain this condition 
the removal cross-section for the thermal group in the fuel 
region was varied, and a critical value of ~ 0.0816895 om""^ 
was obtained. This value differed only slightly from the 
— 1 
value reported by Loewe, 1'^.^ = 0.0818 cm . The steady state 
nuclear parameters are given in Table II.1. The constants in 
the equations for the flux and the adjoint flux were deter­
mined with the routine GINV2 which is designed to solve a set 
of homogeneous algebraic equations. 
The steady state flux and adjoint flux distributions are 
shovm in Figure II.1, with the fast group flux and the thermal 
group adjoint flux normalized to unity at the center of the 
reactor. 
3. Modifications in the Formulation of the Space Functions 
In this section the method proposed to determine the 
space functions x-rill be presented. The neutron diffusion 
equations, neglecting delayed neutrons and external sources, 
are given in Appendix A as 
 ^" P (7 ^ -r Lc>  ^ Q tp =. V ^  ^  y * (il'i) 
For the two group neutron diffusion equation, subject to the 
condition that all fissions occur in the thermal group and 
all fission neutrons enter the fast group, the matrices in 
10 
D = 
B-1. II.1 are given by 
' o 
o D, 
Q = 
w = 
•ri. 
5^ -7 
9 = 
% 
'4l 
J 
r-1 
= 
% o 
The elements of D, H, V sziâ Q are reglon-wise constants. 
The method employed for the solution of Sq. II.1 by a 
modal analysis technique is to represent the solution by a 
finite sum of known space functions multiplied by the corre­
sponding time coefficients 
/V 
4: h M (11.2) 
i~j. 
The basic approach to the determination of the space functions 
is discussed in Appendix 3, The discussion which follows will 
focus on the proposed modifications to the construction of 
these modes. Two types of modal coupling will be considered. 
The first type is the coupling of an entire non-multiplying 
region to a fuel region and the second type is the coupling of 
a portion of a non-multiplying region to a fuel region. 
As an example of the construction of space modes of the 
•first type, the reactor is divided into four regions as shown 
in Figure II.2. The first region includes the left reflector 
(subregion a) and part of the fuel region (subregion b). The 
second and third regions are completely in the fuel, and the 
fourth region is in-the right reflector. The Green's function 
approach calls for distributed sources to be placed in each of 
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these regions, as discussed in Appendix B. The "boundary con­
ditions on the space functions apply as do the continuity 
conditions for the mode and the modal current at each interior 
surface. The condition that the modes sum to the steady state 
flux and steady state adjoint flux distribution also must be 
fulfilled. 
Position (cm) 
Figure II.2, Division of reactor for sample problem 
The construction of the modes with the source terms in 
regions two, three, and four is the same as described in 
Appendix B. In the first region a different scheme is used. 
The equations for the first r j.e in the fast group in Table 
B.l in Appendix B indicate that this mode is negative. The 
same is true of the first adjoint mode for the thermal group. 
In this coupled mode method, these two modes are treated with­
out any source term in the reflector subregion and with the 
fuel source term in the fuel subregion. Thus the equations 
for the fast group modes in region one are given by 
--C 
for subregion a and 
e - •" J 'h 
-"'Sj.f, ^ZO / = ! 
O 4 4= 1 
(II.3) 
(II.4) 
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for subregion b. The equations for the thermal group adjoint 
modes in region one are given by 
^ =0 4 (II *5) 
for subregion a and by 
(II.6) pgr -
L O è ti 
for subregion b. The first mode for the second group and the 
first adjoint mode for the first group are treated as in 
Appendix B, that is, with a source term for each mode in the 
two subrogions. The modes for the two subrogions are 
coupled at the interface with the continuity conditions. 
To illustrate the second type of modal coupling, the 
reactor is divided into four regions as shown in Figure II.3. 
The first region is in the left reflector. The second region 
I 
I 
1 
->K-
! a 
• - 0 ' 15 52 6? 
Position (cm) 
Figure II.3. Division of reactor for sample problem 
is partially in the left reflector (subregion a) and partially 
in the fuel (subregion b), The third region is in the fuel 
and the fourth region is in the right reflector. 
The construction of the modes with the source terms in 
regions three and four is the same as described in Appendix B. 
If the removal cross-sections in region one and subregion a 
13 
of region two are divided as indicated in Eq. B.ll, the second 
mode for the fast group and the modal current are discontinu­
ous at the interface between the first and second regions. 
The same is true for the second adjoint mode for the thermal 
group. Thus the removal-cross-sections in the left reflector 
are divided as given by 
It is to be noted that is larger than 2, thus the 
modes with the source term in the left reflector are now 
positive and the mode and the modal current are continuous at 
the region interfaces. 
With the redistribution of the removal cross-sections, as 
given by .Sq. 11.?, the two modes are treated with a source 
term in each region. The equations for the fast group modes 
in region one are 
I O ^ 4= 1 
and the equations for the thermal group adjoint modes in 
region one are given by 
I . (11.9) 
' 1 0  i * l  
The equations for the fast group modes in region two are 
O ^ f 2. 
for subregion a and 
14 
m.ii) 
I O 
for subregion b. The equations for the thermal group adjoint 
modes in region two are 
(11.12) 
for subregion a and 
'^•'>.^1'/- (11.13) 
( . 0  4 + 2  
for subregion b. 
The procedure to determine the space modes and the adjoint 
space modes may be summarized as; 
1. Calculate the steady state flux and adjoint flux distri­
butions. 
2. Divide the reactor into N regions. 
3. The space mode and the adjoint space mode for the. ith 
region are calculated by substituting the source term 
into the ith region and zero source elsewhere. Eg., B.9 
and Eg.. B.IO are used to calculate the modes. 
4. The source terms are found in the following way; 
a. if the nuclear parameters are constant across each 
region the source terms are found as indicated in 
Appendix B. 
b. if the nuclear parameters are constant only for sub-
—regions, the sources are found as discussed in the 
preceeding pages. 
15. 
C. The Variational Principle for Time Dependent Problems 
The variational principle for the neutron diffusion 
problem is given in Appendix A by Eq. A.10. The Kantorovich 
method (20) of solution involves the use of known space trial 
functions with unknown time dependent coefficients. The sol­
ution of the time coefficients is such as to render the varia­
tional principle stationary. 
Prom the set of admissible trial functions for the 
functional, a subset is chosen of the form 
f/ 
ufot) (11.14) 
\y =(iias[%^ (11.15) 
. (11.16) 
The subset of admissible adjoint trial functions is chosen as 
= K ^ (II. 1?) 
and t = [ i/. • •4/. i/; - --J fc."] • (11-19) 
The Kantorovich method, of solution is to substitute the 
trial functions into the variational principle and perform the 
space integrations before taking the variations in the time 
coefficients. Substitution of the trial functions into the 
variational principle yields 
16 
f f ^ 
Z. =-^ j Jtj (k-1{[ilft jp/firza. 
-^l J • (11.20) 
6'=i 
With the space Integrations defined by 
pr = P (11.21) 
the variational principle can be written as 
.4 Ç ji 
L [^UJ = J di^ 2 [%(&^V -f- (4z- -i ^ V/A] j 
4> I 
<: ,y V 
.  (11.22) 
-O 7^  W •>• (,^ cj fx laV 
It is shown in Appendix A that a variation in the adjoint flux 
leads to the Euler-Lagrange equation for the flux. The same 
r> 7-
procedure used in Appendix A for the variation df Is now used 
for the variation oh- with the result 
. /v' 
(Tlj Mv] =0 = f 
^ . (11.23) 
"Z. L^k-Yji^^llf 
Since the SLj are arbitrary and independent, and because 
= 0, the result is a system of N first order 
17 
differential equations for the o./ (i) 
tV 
i~i 
Equation 11.24 can be written as 
A jt ^  ~ K & 
where 
(11.24) 
(11.25) 
A = 
V, 'iM 
K = 
' ' ' ' (D-K- 4 
(D_K-QL,z^ 
Ti'fo methods of solving Eq. 11.25 are considered. The 
first method is a numerical integration scheme which utilizes 
the Runge-Kutta technique (27). The routine which is to be 
used in the solution is the routine NODE, as written in 
Fortran for the IBM 360/65 computer. 
The second method is applicable if the coefficients of 
A and K are constant in time. This is the case for a step 
change in a nuclear parameter at time t = t^^^ Solutions to 
Eq. 11.25 of the form =- 6 are assumed which lead to 
an eigenvalue problem for eût 
o>ha  = Ka (11-26) 
Where G = 
Since A is a non-singular matrix, an inverse exists and 
Eq. 11.26 may be written as 
A'^ K oc = a) cr (11.28) 
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If no degeneracy exists the solution of Eq. 11.28 will yield 
2N eigenvalues, , and 2N eigenvectors, c<o . The time 
coefficient Q./Ct) is given by 
a.i-'(i) = } . (11.29) 
The solution for the fast group flux is 
V 2V 
U' 1 0=1 
and the solution for the thermal, group flux is 
2^/ 2^ 
• (11-31) 72 ' ; ^ '2 
J=A/i-l >>-2. 
The eigenvectors °^e are normalized such that the solutions 
given by Sq. 11.30 and Eq. 11.31 sum to the initial steady 
state fluxes for the respective energy groups. These normal­
ization conditions are 
2 A/ 
— •i L = 2.J ' ' /V 
U=i 
2A/ .  (11 .32)  
el 
^ 2 = 1  L  ~  • - j l A T  
y=i 
D. The Variational Principle for Frequency Dependent Problems 
To determine the frequency response of the reactor to a 
localized oscillator at r = r^, the thermal group removal 
cross-section is varied sinusoidally about the steady state 
19 . 
value,Xrio ' according to 
^rz = Zrzo + ""^Sfr-ro) (11.33) 
where §2^2 Is the amplitude of the oscillation, and 
S 2 1-2 <!<' X j-2o • 
When Eq. 11.33 is substituted into the variational 
principle given by Eq. 11.20, integrating over the reactor 
volume and performing the variation yields an equation for 
the q.£(±) of the form 
A ^  2: =(Ko + SK)a (11.3^) 
where the elements ofK^ are dependent only on the steady 
state nuclear parameters. The elements ofSK are given by 
The flux is assumed to oscillate about the steady state 
distribution with the same frequency as the oscillator but 
with different magnitude and phase. Thus the time coeffi­
cients may be written as 
B. = Q^ o 4- &CL e"^ (11.35) 
Equation 11.35 is substituted into Eq. II.3^j yielding 
jû tSKO^ +• +SK 
= 8K 0. f • (11-36) 
To arrive at the final form of Eq. 11.36, the second order 
20 
term SKi^ was neglected and the term 0.q was recognized 
as the critical condition. 
It is noted that the coefficients for the space functions 
are complex numbers which may be written as 
Equation II.36 can now be written as 
(11.37) 
[j^A -Ko] 
(11.38) 
The and 0^ are found by separating Eq. 11.38 into 2N 
equations representing the real part of Eq. 11.38 and 2N 
equations representing the imaginary part. 
The expression for the flux is 
// 
£-1 
/V // 
--I 
or tp(i;a)) = ( r ^u )  -h J ^ (i'fiù) (11.39) 
The magnitude and the phase of the frequency are given by 
% magnitude = 
phase = tan"^ ViR 
(11.40) 
(11.41) 
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III. APPLICATION TO TIME DEPENDENT PROBLEî'îS 
A. Problem One 
In this section the time response of tH'e reactor to two 
perturbations will be investigated for various sets of trial 
functions. The approximate solutions will be compared with 
the "exact" solution as calculated by the code WIGLE. Both 
perturbations are step changes in the second group removal 
cross-section, and are introduced at time t = t 
o 
The first problem studied was the time response of the 
system to a step change in the thermal group removal cross-
section in the region 15^x42^ (Figure III.l). This per­
turbation resulted in a reactivity insertion of ok/k. 
The exact solution was obtained by WIGLE with a time step 
-6 
of 5*0 X 10 sec. 
Position (cm) 
Figure III.l. Division of reactor for problem one 
Four sets of trial functions were employed to obtain 
approximate solutions to Eg.. II.1 for this perturbation. The 
source terms for the first set of trial functions were asso­
ciated with regions of constant nuclear parameters, as dis­
cussed in Appendix B. There were three regions in the fuel 
22 
region, including one in the region where the perturbation 
was introduced, and one region in each reflector, as indi­
cated in Figure III.2. 
0 15 ^ 39 52 5? 
Position .(cm) 
Figure 111,2. Division of reactor for 5-M analysis 
The negative modes were formed by dividing the removal 
cross-sections in the reflector regions according to 
^rao~ Zn where Xr± = 0,00115 cm""^ 
and Sj-îo =Xr2 + Zrz where Zrz = 0,0040 cm"^. 
Carter (14) has_shom that the manner in which the removal 
cross-section is divided does not affect the solution to the 
problem as long as one of the right hand side terms is non­
zero. The space functions and the adjoint space functions 
for this set of trial functions, denoted by 5-M, are shown 
in Figures III.3 and III.4. 
The flux distributions for the fast group and the thermal 
group are shovn in Figures III.5 and III.6. The asymptotic 
eigenvalue (reciprocal period) of the exact solution is 
— 1  — 1  2308 sec" as compared to the asymptotic eigenvalue 2271 sec" 
calculated by the eigenvalue problem, Sq. 11.28. 
The approximate solution and the exact solution agree 
quite well for the fast flux, especially the transient part of 
^0.2 
20 40 50" 
' Position (cm) 
(b) Thermal modes (VJ VuO 
20 40 
Position (cm). 
(a) Fast modes 
Figure III.3. Space modes for 5-M analysis 
1.0 
0.8 
0.6 
0.2 
-0.2 
20 40 
Position (cm) 
0.6 
0.4 
So.2 
40 
) 
60 20 
Position (cm
(a) Past adjoint modes 
(b) Thermal adjoint modes 
Figure III.4. Adjoint space modes for 5-M analy .Lo 
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the solutions (t^ 0,002 sec). After the transients have 
decayed ^ d the solution is increasing with a single positive 
period, the two solutions begin to differ. The differences 
in the solutions for asymptotic times can be attributed to 
the different asymptotic eigenvalues for the approximate 
solution and the exact solution. 
The difference between the exact solution and the 
approximate solution for the thermal flux is more pronounced. 
The first reason is that the change in the flux shape for the 
thermal group is much more drastic than for the fast group. 
The results depicted in Figure III.6 can be discussed by con­
sidering three regions. The first region is in the vicinity 
of the left reflector-fuel interface (10 < x < 20). The change 
from the initial fuux shape to the final flux shape in this 
region is almost instantaneous, occurring in less than 
0.25 msec. Thus the shape indicated by the approximate solu­
tion does not change as time increases, and in fact begins to 
lag the exact solution as the transients decay. 
The shape of the approximate solution in this region does 
not agree very well with the shape of the exact solution. The 
reason for this is that the trial functions are based on the 
steady state flux shape. The flux shape near the interface 
changes due to the decreased removal of the thermal neutrons 
in the fuel region and the increased neutron slowing down from 
the fast group in the reflector region. Thus the part of the 
distribution which was a minimum at steady state conditions 
26 
0.003 sec 
Exact solution 
5-M solution 
10-
0.002 sec 
t = 0.001 sec 
10 
10"! 
20 
Position (cm) 
Figure III.5. Fast flux distribution, problem one 
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t = 0.003 sec 
Exact solution 
xxKx 5_,M solution 
10' 
10" _ 
t = 0.002 sec 
Q> 
•% 
-P 
t - 0.001 sec 
/ V t = 0.0005 sec 
20 30 40 
Position (cm) 
60 67 
Figure III.6. Thermal flux distribution, problem one 
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now tends toward a maximum under the perturbed conditions. 
This event indicates the need for a change in the space modes 
around this interface. 
The second region to be considered is the region in the 
center of the fuel (20 < x 4 42). The approximate and exact 
solutions in this region agree quite well except for the 
J 
asymptotic differences. The ripple in the approximate solu­
tion is the result of trying to approximate a linear shape 
with a combination of arcs. This can be accomplished if 
enough arcs (trial functions) of small arclength are chosen. 
However for the purposes of this investigation, the results 
are considered acceptable. 
The third region is around the right reflector-fuel 
interface. The conditions present at the interface on the 
left side of the reactor are also present in this region, al­
though the change in the flux shape is not as pronounced. 
The difference in the exact and approximate solutions in the 
fuel part of this region (43< x<52).are due to the fact that 
this .shape is described by one mode. The time coefficient for 
this mode is in turn influenced more by the rapidly increasing 
flux in the center of the reactor than it is by the slowly 
increasing flux in and near the right reflector. A change in 
the selection of the space functions around this interface 
also is necessary for a better solution. 
There are two methods of improving the solution to this 
problem. The first is the addition of more space functions. 
From the results shown in Figure III.6, this would mean two 
modes in the left reflector, two modes in the perturbed region, 
three modes in the unperturbed fuel region, and one mode in 
the right reflector for a total of eight space functions. 
Another solution is to redistribute the present five 
modes. An indication as to how this might be accomplished may 
be found by studying the time coefficients for the thermal 
group space modes, shown in Figure III.?. It is noted that 
the coefficient for the second mode initially increases much 
more rapidly than does the coefficient for the first mode. 
Thus a possible solution to overcome the differences in the 
exact and approximate solutions near the reflector-fuel inter­
face would be to separate the space function in the perturbed 
region into two functions. "One of these in turn would be 
coupled to the left reflector mode. This coupling would be 
expected to result in an initial increase in the slope of the 
first time coefficient. 
At the right reflector interface the modes could be dis­
tributed in the same manner. The time coefficient for the 
fifth mode is initially increasing slower than the coefficient 
for the fourth mode. Thus the fourth mode could be divided 
with part of this mode then coupled to the mode in the right 
reflector. 
Based on the conclusions of the foregoing discussion, the 
reactor was divided into regions as shown in Figure III.8, 
The source term for the first mode lies in the left- reflector 
30 
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Figure III'. 7. 5-M thermal mode time coefficients 
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and part of the perturbed region (04x^17), with the source 
term for the second mode occupying the remainder of the per­
turbed region. The third space mode is not changed. The 
source teim for the fourth mode is in the region 34< % ^50, 
with the source term for the fifth mode occupying the re­
mainder of the fuel region and the right reflector. These 
space functions and the adjoint space functions are shown in 
Figures III.9 and III.10. This set of trial functions will 
be referred to-as 5-MCl. 
T7—^  3'^  TO b? 
Position (cm) 
Figure III.8. Division of reactor for 5-MCl analysis 
The flux distributions for the thermal group are shown 
in Figure III.11. Thé asymptotic eigenvalue of this approx-
— 1 imate solution is 2137 sec" as compared to the exact eigen-
— 1 
value of 2308 sec" and the eigenvalue associated with the 
5-M solution of 2271 sec" . Tne difference in the asymptotic 
eigenvalues will be discussed later. 
Neglecting the difference in the solutions due to the 
difference in the asymptotic eigenvalues. Figure III.11 shows 
that the changes which were-made in the selection of the 
space functions resulted in good agreement between the exact 
solution and the approximate solution near the right reflector-
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Figure III.11, Thermal flux distribution, problem one 
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fuel interface. However the solution near the left reflector-
fuel interface was not improved. The approximate solution in 
the reflector shows a higher flux level than does the exact 
solution. This difference results from coupling too much of 
the perturbed region to the reflector region. 
To improve on the approximate solution near the left 
reflector-fuel interface, a third set of trial functions was 
selected with the source terms for the space modes distributed 
as shoi\m in Figure III. 12, The first mode has its source "term 
in the reflector (0 4 x < 14). The second mode has its source 
term in the remaining part of the reflector and in the per­
turbed region. The third, fourth and fifth modes have the 
same source terms as in the 5-MCl set of trial functions. 
This new set of trial functions will be denoted by 5-MC2. 
0 14 24 34 50 6? 
Position (cm) 
Figure III.12, Division of reactor for 5-MC2 analysis 
The removal cross-sections in the left reflector were 
separated according to Eq.. II.7 to keep the second mode for 
the fast group and the second adjoint mode for the thermal 
group from being discontinuous in space. In the selection 
of these modes the removal cross-sections were written as 
\ 
0 . 8  
20 4b 
Position (cm) 
20 W 
Position (cm) 
(b) Thermal modes 
VOO 
ON 
(a) Fast modes 
Figure III. 13. "Space modes for 5-MC2 analysis 
0.6 
20 "W 
Position (cm) 
(a) Past adjoint modes 
VJJ 
->o 
0 20 40 60" 
Position (cm) 
(b) Thermal adjoint modes 
Figure III.14. Adjoint space modes for 5-MC2 analysis 
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" 2m where = 0.04 om~^ 
and ^fzo~X»-2 ~ Srz where Xr2 = 0,015 cm""^. 
This set of space functions and the adjoint space functions 
are shown in Figures III.13 and 111.14. 
The solutions obtained with this set of trial functions 
are shown in Figures III.15 and III.16. The exact solution 
and the solution obtained with the 5-M set of trial functions • 
also are indicated. The asymptotic eigenvalue associated 
-•1 
with this solution is 225^ sec" , which is slightly less than 
-•1 
the 2271 sec for the 3-M solution. However the 5-MC2 solu­
tion does yield better agreement with the exact solution than 
does the 5-M solution in the vicinity of the fuel-reflector 
interfaces. The solution in the left.part of the perturbed 
region still disagrees with the exact solution, and this 
disagreement is difficult to remove using the present approach. 
However the trends which are indicated by the 5-MC2 results 
are of value to both the present study and to future appli­
cations. 
In addition to the three sets of trial functions men­
tioned previously, a fourth set was also used to obtain an 
approximate solution to this problem. The source terms for 
this set, denoted by 5-MC3, were placed in the regions indi--
cated in Figure III.If. It is to be noted that in this set 
the perturbed region was coupled to a fuel region and not a 
reflector region as were the other two sets of trial functions. 
The eigenvalues for this set of trial functions, along with 
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Figure III.l?. Division of reaotor for 5-MC3 analysis 
the eigenvalues for the other sets and the exact asymptotic 
eigenvalue are given in Table III.l, 
Table III.l. Eigenvalues for problem one 
(sec-1) 
Exact 5-M 5-MCl 5-M02 5-MC3 
1 2.308/3  *  2.271/3 2.137/3 2.254/3 1.963/3 
2 -2.323/3 -2.387/3 -2.496/3 -2 .570/3  
3 -4.188/3 -5.763/3 -5.175/3 -5 .290/3  
4 -6.416/3 -1.000/4 -7.712/3 -9.433/3 
5 -1.507/4 -1.596/4 -1.537/4 -1.528/4 
6 - -8.703/4 -8.723/4 . -8.715/4 -8.703/4 
7 -1.126/5 -1.140/5 -1.127/5 -1 .139/5 
8 -1.611/5 -1.671/5 -1.642/5 -1 .627/5 
9 -2.125/5 -2.587/5 -2.347/5 -2.508/5 
10 -3.312/5 -4.157/5 -3.445/5 -1.612/5 
This notation means x .lO^ 
Information concerning the coupling of the space modes 
can be gleaned from the asymptotic eigenvalues. The smallest 
asymptotic eigenvalue was found for the 5-MC3 set of trial 
functions. The perturbed region in this case was coupled to 
a fuel region as opposed to the other cases of no coupling or 
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coupling to a reflector region. That, this eigenvalue is the 
smallest is thought to result from the fact that coupling be­
tween the perturbed region and a fuel region has the effect of 
slowing dovjn the solution since the coupling is between a 
region of low neutron removal and a region of greater neutron 
removal. This result should be especially true for a highly-
thermal model as is this particular reactor. 
The next smallest eigenvalue is associated with the 5-MCl 
set of trial functions. In this case the coupling is between 
a region of less removal (reflector region) and one of greater 
neutron removal (perturbed region). That the eigenvalue is 
still lower than the asymptotic eigenvalue can be explained 
by the fact that the entire reflector region is coupled to a 
part of the perturbed region. This would indicate a change in 
the flux shape across the entire reflector, a condition which 
does not physically occur. 
The reason for the difference between the asymptotic 
eigenvalues for the 5-M and the 5-MC2 sets of trial functions 
is difficult to determine. These eigenvalues differ from the 
exact asymptotic eigenvalue by 1,60^ (5-M) and by 2.34^ (5-MC2) 
It can be concluded from the time response curves and 
from the asymptotic eigenvalues that; (1) coupling in the 
region of the perturbation must be only between regions of 
large flux shape changes, (2) that this coupling should be 
between regions of low neutron removal (unperturbed region) 
and greater neutron removal (perturbed region), and (3) that 
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coupling away from the perturbed region can improve the 
solution near material interfaces, 
B, Problem Two 
The second problem studied was the time response of the 
reactor to a step change in the thermal group removal cross-
section in the region 24< x<34 (Figure III.18). A reactivity 
insertion of 2.78# ok/k resulted from this perturbation. 
The exact solution was obtained by WIGLE with a time step of 
-6  
5.0 X 10 sec. 
Position (cm) 
Figure III.18. Division of reactor for problem two — • 
-Two sets of trial functions were employed to determine 
approximate solutions to this perturbation. The first set 
of trial functions was the 5-M set employed in the solution 
of the first problem in this study. The second set of trial 
functions, denoted by 4-MC, was made up of four space func­
tions for each energy group. 
The source term for the first mode was placed in the 
left reflector and part of the fuel region (0^x4 24). The 
second mode was formed with the source term in the perturbed 
region (24^x^34), and the source term for the third mode 
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was placed in the remaining part of the fuel (34^x^52). 
The source term for the fourth mode was placed in the right 
reflector. The space functions and the adjoint space functions 
are shown in Figures III.19 and III.20. 
The flux distribution for the fast group is shown in 
Figure III.21 and for the thermal group in Figure III.22. The 
solutions obtained by the 5-M and the 4-MC sets of trial func­
tions are shoKTi along with the exact solution. The exact 
eigenvalue for this problem is 467.0 sec"^. The asymptotic 
eigenvalue associated with the 5-M solution, 462.3 sec"^, dif­
fered from the exact eigenvalue by 1.01^ and the eigenvalue 
— 1 for the 4-MC solution, 460.1 sec" , differed from the exact 
eigenvalue by 1.48,^ .  ^- ' 
The exact solution and the approximate solutions agree 
very well for the fast flux, the only difference due to the 
difference in the asymptotic eigenvalues. There is no differ­
ence in the two approximate solutions for the thermal flux 
except in the left reflector. The 4-MC solution slightly 
overestimates the exact solution because the mode for this 
reflector is coupled to a fuel region. The flux in the fuel 
subregion is increasing slightly faster than is the flux in 
the reflector. However.the 4-MC solution does not differ, 
in terms of percent, from the exact solution any more than 
the 5-M solution differs from the exact solution. 
It is to be noted that the solution to this problem 
cannot be obtained with less than five trial functions unless 
47 
coupled space functions are used. It also is noted that the 
two approximate solutions agree exactly in the fuel and 
right reflector regions, and only differ slightly in the 
left reflector region. 
48 
^xact so^uzi 
solutio: 
J • 
0.002 sec 
0.001 sec 
10 20 jjO y-v 
Position (c%) 
ou 
Figure III.21. Past flux distribution, problem tv:o 
49 
EDcaot solution 
**** 4-MC solution 
*xxx 5-M solution 
t = 0.003 sec 
t = 0.002 
^x-ôv^ sec 
ec 
0.4  
30 % 
Position (cm) 
20 
Figure III.22. Thermal flux distribution, problem tv;o 
50 
IV. APPLICATION TO FREQUENCY RESPONSE 
In this section the response of the reactor to a sinu­
soidal driving function will be determined. The driving 
function is formed by varying the thermal group removal cross-
section about the steady state value. The response to this 
driving function (oscillator) is determined at various posi­
tions in the reactor. The frequency range investigated was 
— 2  <  
from lO" radians/sec to 10-^ radians/sec. 
The oscillator was first'placed in the center of the 
reactor and the response at this position was determined. The 
choice of this location for the oscillator and detector was 
made for two reasons. The first was to provide a comparison 
between the solutions reached with the Green's function modes 
and some other type of space functions, as the Green's func-
1 
tion method has yet to be compared with another method. In 
this case the other space functions are the Helmholtz modes 
as employed by Loewe (8). The location of the oscillator and 
detector at the center of the reactor permits some comparisons 
between the frequency response obtained by a space dependent 
method and the frequency response as determined by point 
reactor kinetics. This is the second reason for this choice 
of oscillator and detector location. 
"1 
Betancourt, J., Ames, Iowa. The space dependent frequenc 
response of the reactor model used by Merritt (15) is being 
determined with trial functions employing the natural modes 
(9). Private communication. 1968. 
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In addition to the trial functions previously discussed 
with regard to the solution of the time dependent problem, two 
additional sets of trial functions were employed in the fre­
quency response study. The first set, denoted "by 3-MC, con­
sisted of three trial functions for each energy group. The 
reactor was divided into source regions as shoim in"Figure 
IV. 1. The first and third modes are formed by coupling the 
functions for the reflectors with the.functions for the fuel 
region adjacent to the reflectors. These" space modes and the 
adjoint space modes are shovm in Figures IV.2 and IV.3. 
0 25 3^ 67 
Position (cm) 
Figure IV.1. Division of reactor for 3-MC analysis 
The second set of trial functions was chosen to provide 
a means of checking on the validity of the other approximate 
solutions. In contrast to the time dependent problem where an 
exact solution is available in the form of the WIGLS code, 
there is no available exact method of determining the fre­
quency response. The common method for comparison of solu­
tions is to increase the number of trial functions and check 
the-solutions for convergence. While this method of compari­
son is not the best method, it is not without value. 
The set of trial functions used for the purpose of 
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comparison consisted, of seven trial functions for each energy 
group. To obtain these space modes, the reactor was divid'ed. 
into regions as shovrn in Figure IV.4. The additional space 
modes were placed away from the oscillator as it is in these 
regions that space effects occur. The space functions and the 
adjoint space functions for this set of trial functions, de­
noted by 7-M, are sho^m in Figures IV.5 and IV.6. 
0 15 24 34 40 46 52 6? 
Position (cm) 
Figure IV.4. Division of reactor for 7-M analysis 
The frequency response of the reactor with the oscillator 
and the detector in the center of the reactor is illustrated 
in Figures IV.? and IV.8. In addition to the curves drafjn for 
the 7-M, 5-M, and 3-MC analyses, selected points as presented 
by Loewe (8) are included. All the solutions for the magni­
tude of the frequency response agree very well over the entire 
frequency range considered. There is some disagreement be­
tween the phase solutions above 300 radians/sec, however this 
is very slight. The solutions obtained with the Green's • 
function modes disagree with Loewe's solution in this region, 
but as all the Green's function solutions agree, it is diffi­
cult to say which is the correct solution. Loewe obtained the 
same results for both the reflected reactor and an equivalent 
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bare reactor. Keaten and Griffin (29) found the same type of 
phase recovery at high frequencies as indicated in Figure iv.8 
with a point reactor approach. They considered the neutrons 
returning to the fuel region from the reflector as an addition­
al delayed neutron group. 
One point to be considered in all the high frequency 
results is the applicability of the model. For the bare 
equivalent reactor, Loewe reported considerable differences 
between the diffusion equation solution and the telegrapher's 
equation solution for the phase response above 10^ radians/sec. 
The difference in the solutions for the magnitude were slight 
and'of no consequence. 
In the second analysis the oscillator was placed in the 
left side of the fuel region at x = 19 and the response was 
determined at various positions in the reactor as indicated 
by Figure IV.10. 
9 19 32 48 58 
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Figure IV.10. Detector locations for frequency analysis 
A typical set of results is shown in Figures IV.11 and 
IV.12 for the 7-M analysis. Figure IV.11 indicates that there 
are no space effects on the magnitude of the frequency re­
sponse below a frequency of 10^ radians/sec. Above this 
-120 
Log w 
2 3 4  
per second) 
Figure IV.11. Magnitude of frequency response, oscillator at x - 19", 7-W 
0 
40 
80 
120 
jS-160 
48 
8-200 
240 
280 
4 5 3 1 1 2 2 0 
Log tû (radians per second) 
Figure IV.12. Phase of frequency response, oscillator at x = 19, 7-M solution 
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frequency the space effects become pronounced, especially at 
distances far from the oscillator as indicated by the solutions 
for the detector positions x = 48 and x = 58. At these posi­
tions the magnitude is greatly attenuated and the trends are 
the same as those reported by Poulke and Hansson (30) for a 
reflected reactor. It also is noted that the magnitude of the 
frequency response at x = 9 rises slightly in the vicinity of 
3 X 10^ radians/sec and then decreases. This initial rise is 
thought to be due to the proximity of the oscillator and the 
detector, with,the difference in the material properties of 
the fuel and the reflector accounting for the change in slope 
at the frequency of 4 x 10 radians/sec. 
The phase results shown in Figure IV.12 indicate that the 
phase response is more sensitive to space effects than is the 
magnitude of the frequency response. Away from the oscillator 
the phase decreases very rapidly above the ^  breakpoint. 
With the detector and the oscillator in the same position the 
phase response is similar to the point reactor solution. The 
differences in the phase response for the detector locations 
X = 9 and x = 32 can be ascribed to the same causes as were 
the differences in the magnitude of the response for these two 
positions. 
In an effort to gain a better understanding of the method 
of selecting the space modes for a frequency response analysis 
the response of the reactor at a given position is shoim in 
Figures IV.13 to IV.22, with the different solutions chosen as 
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a parameter. The oscillator and detector were first placed 
in the same position (x = 19). The magnitude of the response 
given by the different solutions differs only slightly above 
3 2 X 10 radians/sec with the greatest difference being only 
6 db at 4 x 10^ radians/sec. The 3-MC and 4-MC solutions 
show greater attenuation because the reflector and fuel modes 
are coupled in the left part of the reactor for these solu­
tions. There are greater differences in the different phase 
response solutions, beginning at 10 radians/sec. These 
differences in this case are not considered to be critical to 
the solution since the same trends are indicated by all the 
solutions and there.is no question as to the stability of the 
system. 
Figures IV.15 and IV.16 show the magnitude and the phase 
of the response in the left reflector at x = 9» The differ­
ences in the magnitu^ solutions are more pronounced in this 
case than they were when the detector and oscillator were in 
the same position. The 7-M and 5-M solutions agree exactly 
for both the magnitude and phase response. However the 3-MC 
and the 4-MC solutions differ substantially. These solutions 
were obtained with the left reflector mode coupled to the fuel 
mode, and the effect of this coupling is indicated by these 
solutions. As in the time dependent studies, the less dis­
persive subregion tends to dominate the solution. 
The solutions for the magnitude and the phase response at 
X = 32 are shown in Figures IV.17 and IV.18. There is very 
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little difference "between the magnitude solutions except at 
very high frequencies where the 3-MC solution is being atten­
uated more rapidly than are the other solutions. The phase 
solutions agree very well except for the 4-MC solution. The 
reason for the extreme disagreement between the 4-MC solution 
and the other solutions is not known, especially since the 
magnitude solutions show good agreement. 
As the detector is moved further from the oscillator, 
the differences in the solutions become more pronounced at_, 
4 frequencies greater than 10 radians/sec. In the fuel region 
(x = 48) the solutions agree very well up to this frequency. 
Assuming the diffusion equation is an adequate model above 
this frequency, the solutions are dependent on the number of 
trial functions, indicating that the approximate solutions 
have not converged to the correct solution. 
In the right reflector the 7-M, 5-M and 4-MC solutions 
give excellent agreement up to 10^ radians/séc. The differ­
ence between these solutions and the 3-MC solution can be 
found in the fact that the 3-MC solution was obtained with 
trial functions which were coupled to fuel regions, while the 
other solutions were obtained with separate trial functions 
for the fuel region and the right reflector. The resonance 
effect which is obtained with the 7-M and 5-M solutions has 
been observed both experimentally (31) and analytically^ (15) 
^Betancourt, J.,'Ames, Iowa. Results obtained with the 
natural mode approximation. Private communication. 1968. 
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for a coupled core reactor, but has not been noted for a 
single core reactor. There is no adequate explanation for 
this effect; and its appearance in this model is to be 
suspected because of the high frequency at which it occurs. 
The results presented for the various frequency response 
solutions indicate that the coupled mode method can be used 
to determine accurate solutions^for selected detector 
locations. If the response of the reactor is desired only 
in certain regions, it is recommended that the other regions 
be coupled, as the computation time for the solution 
2 increases by approximately 2N , where N is the number of I 
trial functions per energy group. 
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V. SUMMARY AND CONCLUSIONS 
In this dissertation, a calculus of variations technique 
was used to study the space-time and space-frequency depen­
dence of a reflected slab reactor. The space trial functions 
were the Green's function modes, with some modifications. 
With regard to the space-time dependent problem, it was 
found that separate modes for each region were not always 
necessary. It is possible to form one mode for two regions 
which have different nuclear properties, and under some 
conditions improve on the solution obtained with a set of 
trial functions formed by the separate region approach. If 
the perturbation is in one of these regions, the coupling 
should be between a region of low dissipation (non-multiplying) 
and one of higher dissipation (multiplying) as opposed to 
coupling between two multiplying regions. Away from the 
perturbed region the coupling should be weak (the more 
dissipative subregion should be much smaller than the less 
dissipative subregion) for large changes in flux shape. If 
the change in flux shape away from the perturbation is slight, 
the coupling may include a greater portion of the fuel 
subregion. 
It also was demonstrated that the number of trial 
functions necessary to describe the solution adequately could 
be reduced by employing this coupling technique, especially 
in the case of a large perturbation. The solution in the 
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vicinity of material interfaces was improved by the coupled 
mode method without adding additional trial functions, which 
would be necessary if the separate region approach is used. 
The concept of a positive mode in the non-multiplying 
regions was introduced. This positive mode removes the pos­
sibility of encountering discontinuous space trial functions 
when employing the coupled mode approach as used in this 
dissertation. 
If a small perturbation is introduced, the necessity for 
a trial function in a non-multiplying region away from the 
perturbation is removed due to the fact that any flux change 
will be the result of diffusion into the external reflector 
at the same rate as in the steady state situation. If the 
flux shape does not change in the adjacent multiplying region, 
the asymptotic shape in the reflector will take the same form 
as the steady state distribution. This coupling may lead to a 
slight overestimate of the flux at its peak in the reflector, 
which must be considered for the particular problem at hand. 
In most instances this result will be negligible. It is to be 
noted that a reactor with N different material regions should 
be analysed with at least N + 1 trial functions. 
With regard to the space-frequency problem, it was found 
that the frequency response for the oscillator and detector in 
the center of the reactor obtained by four sets of trial func­
tions employing Green's function modes compared favorably with 
a 19 mode solution (8) in which the space functions were 
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Helmholtz modes. The four sets of Green's function modes 
were (1). three modes, including two coupled modes, (2) four 
modes, including one coupled mode, (3) five modes, none 
coupled, (4) seven modes, none coupled. 
For frequencies below 10 radians/sec the magnitude of 
the frequency response was not greatly affected by the pres­
ence of coupled modes in the set of trial functions. The 
phase response solutions obtained by the sets of trial func­
tions containing coupled modes did not agree with the solu­
tions obtained by the sets with no coupling modes for some 
detector locations. This disagreement was most pronounced 
when the detector was located in the non-multiplying subregion 
where the coupling was employed, and only slight disagreement 
occured in the fuel subregions. 
The solutions obtained with the detector in the fuel 
region were less sensitive to coupling, with the exception of 
the phase solution at one position for the 4-MC set of trial 
functions. 
Depending on the particular problem to be studied, the 
coupled mode approach can be used to determine the frequency 
response of a reflected reactor for frequencies up to 10^ 
radians/sec with little loss in accuracy and a great gain in 
computation time. It is recommended that a separate mode be 
placed in a non-multiplying region if the frequency response 
at a point in that region is desired. 
/ 
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VI. SUGGESTIONS FOR FUTURE STUDY 
The following list is a presentation of possible topics 
of interest in the field of reactor kinetics which follow 
either directly from this dissertation or indirectly from 
study and discussions concerning the calculus of variations. 
1. The use of discontinuous trial functions in time 
would be a distinct advantage to the present formulation • 
involving the Green's function modes. This would be 
applicable for large perturbations during which the flux 
undergoes significant shape changes during the transient. It 
is suggested that the first use of these discontinuous trial 
functions would be to introduce them at time t = t^ (initial 
condition on the time coefficient is zero) to gain some 
physical insight into both the problem and their use. They • 
also could be introduced at any later time, which would be 
applicable in the case of a linear (ramp) perturbation. 
2. An investigation of the effect of coupling modes 
between fuel regions and internal reflectors is suggested 
for the analysis of coupled-core reactors. 
3. -The results presented in the previous pages for the 
frequency response are to be taken with some reserve at high 
frequencies. For this reason it is suggested that the 
telegrapher's equation be employed to study the frequency 
response of both reflected reactors and the coupled-core 
reactor studied by Merritt (15) to ascertain the presence 
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and/or cause of the resonance effect which was observed in 
the frequency response of both reactors in the external 
reflector away from the driving function. 
4. The variational principles employed in reactor 
kinetics to date all depend on the inclusion of the adjoint 
problem for their success. Since the solution to the adjoint 
problem is not required for the solution of the diffusion 
problem, these principles actually yield more information 
than is necessary, at the same time requiring additional 
computational effort. For this reason it is suggested that 
some other type of variational principle be applied to the 
neutron diffusion problem. One such principle, introduced 
by Gurtin -(32), is for initial-value problems, and has been 
applied to the heat conduction problem with some success (33). 
Another principle, introduced by Biot (3^,35), utilizes a 
generalized thermal force which is found from a thermal 
potential and a dissipation function. This principle also 
has been applied-to-the heat conduction problem (36), 
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IX. APPENDIX A: VARIATIONAL PRINCIPLE FOR PROMPT NEUTRON 
In this appendix the variational principle used in this 
dissertation will be discussed and its validity for applica­
tion to the reactor space-time problem will be verified. 
The multigroup neutron diffusion equations, in the 
absence of any external sources, are given as 
where D is the diagonal matrix of group diffusion coefficients 
K is the lower triangular matrix whose diagonal elements 
are the negative of the group removal cross-sections 
and whose off diagonal elements are the group scat­
tering cross-sections, 
Q is the source matrix of fission neutrons 
-•1 
V~ is the diagonal matrix of reciprocal group speeds, 
Y is the column matrix of group fluxes. 
In general the group diffusion coefficients are regionwise 
constants which leads to the continuity of current condition 
at the interface 1} 
KINETICS 
V-D 7$ f K<P -f- Q«p - Y (A.l) 
(A.2) 
The second boundary condition for Eg,. A.l is that the flux 
vanish on the external surface,!^ , of the reactor 
nrj = 0 (A.3) 
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The equation adjoint to Eq.. A.l Is found from the 
requirement 
% 
j dt f JrU+jfq» -(poCV^I = 0 (A.4) 
A) V 
where  ^ - V ' DV +• k Q "  ^
+T 
and Y is the column matrix of group adjoint fluxes. 
Proceeding with the operations, indicated by Eq* A.4, the 
adjoint equation is found to be 
V' 07?^^ + K*<?"•'" +• (A.5) 
The boundary conditions for the adjoint problem are similar 
to those for the flux, 
and 
= o 
For Eq. A.4 to be satisfied, a third condition is necessary 
^ (<pV^y) = O . (A.8) 
This condition is referred to an "an adjoint boundary 
condition in time" by Kohler (28), and may be written as 
jjr = constant . (A.9) 
y 
The functional used in this study is a modification of 
the functional proposed by Kohler (28) in that the original 
formulation allowed for the use of mixed boundary conditions 
(A.6) 
(A.7) 
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on the outer boundary of the reactor,.while the present 
formulation only permits the use of the Dirichlet boundary 
condition. While this restriction is of importance in 
describing small—reactors, it does not affect the results 
of this study. 
The proposed variational principle is 
s (A.10) 
0 7 ^  y  i  
Where H-KfQ • It is assumed-that and are contained 
in the admissible sets of functions which render L stationary. 
The variations in and in ^  are independent, thus 
the stationary condition of L can be written as 
L[•p"'*!<p] = 0 = L^zIf] (A.11) 
or 
SL[f%4 = 0= (A'12) 
where •^L^and SLgmust vanish separately. The variation of 
leads to the Euler-Lagrange equation for the flux, while the 
variation of tp leads to the Euler-Lagrange equation for the 
adjoint problem. The procedure to determine the Euler-
Lagrange equations is the same for the two problems, therefore 
only the variation ^ 9^will be considered. 
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The variation of (f'*' gives 
^ ") 
r^'>v3 = I « I t  J d r  j " - ! - V ^ ' V )  f7S<(>*'-D7'? -
to / 
f, , (A.13) 
t/j^ l^ ds^ oVP -IpflEs-cWJI^ +[S¥V''¥]|^  j 
Where indicates differentiation with respect to time. The 
term containing is integrated by parts and combined with 
the second integral of Eq, A.13 to give 
5 
+[ifVV]| 1 
to V ^ V '• ^ 
= j Jrf - Y]j dt (ffV ^<pj- . (A.14) 
y ' tc 
The adjoint problem for dissipative processes is considered as 
a final value problem, thus is zero. 
The vector identity 
4- ^'P*'V-P7^ (A.15) 
and Gauss' theorem are applied regionwise to the surface of 
each ith region yielding the following result for the term 
involving gradient operation 
+ ^  J" j"-h*. -hS/oT?-»?.! (A.16) 
" t;. 
• -^ c 
The second term arises from the fact that the application of 
Gauss' theorem at the inside surfaces results in the intégra-
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tion over eaph-surface twice, with the outward unit normal in 
opposite direction at each surface depending on the region 
under consideration. This term can also be written as 
X ).h,) . (A.17) 
i r • .^+a •> 
Combining the results given by Eq. A.14 to Eq. A.17, the 
variation in f is given as 
.^L ==0= f dt Pdr i-ptfjSe, §<p'''(D^-inc>, + f) 
4 j 4 ^ 
' -[Stp^ -Dï^ jj • (A.18) 
i 4 .71- l 7j.-â ' 7 
Since the variations in Y^are independent and arbitrary, the 
Euler-Lagrange equation for the flux, Eq. A.l, and its 
boundary conditions result from the proposed principle. This 
implies that for a given set of trial functions, the varia­
tional principle will select from that set those trial 
functions which best satisfy the Euler-Lagrange equation. 
Tviro points of interest are to be noted. First, the exact 
extremals, that is the exact solution to the Euler-Lagrange 
equation, are not included in the sets of admissible trial 
functions, although they may be made up of some linear com­
bination of the.trial functions. If the selected trial func­
tions render the functional stationary, they should be good 
approximations to the exact extremals. 
A second point to be considered is that the stationarity 
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of the principle does not imply a mazlmvtm or minimum, but only 
a. saddle-point. This is a restriction imposed by all 
principles of this type when applied to dissipative systems. 
Thus an estimate of the validity of the trial functions 
selected Is to compare the asymptotic period of the exact 
solution, determined either by a finite difference calculation 
or by experiment, with the asymptotic period Indicated by the 
approximate solution obtained with the trial functions. 
92 
X. APPENDIX B: DERIVATION OF THE EQUATIONS FOR THE GREEN'S 
FUNCTION MODES 
In this appendix the derivation of the Green's function-
modes as introduced by Dougherty and Shen (12) and modified by 
Carter (14) will be reviewed. * 
The neutron diffusion equation, derived as one of the two 
Eul^r-Lagrange equations associated with the functional 
discussed in Appendix A, may be written as 
LffkO-MffW = (B.i) 
Where Lf- is a loss matrix and is given by 
Lf = 7*D7 - K 
and M is the negative of the fission source matrix. 
Following the scheme of Dou^erty and Shen, Eq. B.I is 
written in integral form as 
<i. • 
The Green's function for Eq. B.2 is given by 
Gfrj if*) (B.3) 
where Gffjij must satisfy the same boundary conditions 
that satisfy. To solve Eq. B.3, an iteration method is 
used with the approximation of zero order taken as the 
initial Green's function at time t = t . This Green's 
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function Is given by 
UG(r,fa = i(r-r') (B'4) 
Where is the steady state loss operator. The Integrand 
of Eq. B.3 is approximated by 
N 
Gtr,l,r',t')  ^Q(t)G(r,r') û,.(r') (B-5) 
/'J 
Where Qft") is the time coefficient in the ith region and 
^ (r) J ^  the ith region 
0 elsewhere 
Substitution of Eq. B.5 into Eq. B.3 and integration of the 
resulting equation with respect to t gives 
^ r r " 1 
<P (|r,^) = «AM i- \Jt ]Jf'\ y Ci(t') GJry) Mo(r')if^(r')ûi(r')l 
^ V L=i 
" . (B.6) 
The flux is expressed as a finite sum of the space modes, 
, multiplied by the corresponding time coefficients 
, with the space modes given by 
Mjn %(r')A,'(t') (B.7) 
1/ '• 
and the time coefficients^given by 
=  1  +  J C e ^ t ' )  (B.8) 
% 
where I is the identity matriof. 
A differential expression for the space functions is 
obtained by operating on both sides of Eq. B.7 by and 
integrating the resulting equation over r". Utilization of 
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I 
the definition of the Green's function given by Bq. B.4 leads 
to the following differential equation for the space modes 
W = Mo(ir)fJr)/i^ c(ir} . (B.9) 
Since Z ^^ <» ^  ~ ^iro2 - Mo % f it is noted that the space 
modes must sum to the initial steady state flux. 
The method of finding the adjoint space modes is similar 
to the method described for the flux modes, with the adjoint 
space modes given by 
Lro '  M AJ>-) • 
The scheme discussed in the previous pages is applicable 
to any reactor system in which the various regions contain a 
fissionable material. If râie of the regions does not contain 
a fissionable material, the ri^t hand sides of Bq. B.9 and 
Bq. B.IO are zero. This is the expected result of applying 
the diffusion equation to a non-multiplying medium. Carter 
(14) investigated the time response of a coupled core reactor 
using the Green*s function modes for the space trial functions, 
and found that it was necessary to have a source term for the 
mode in the coupling region to adequately describe any shape 
changes in the neutron flux. To this end the removal terms 
were divided in the manner given by 
=  2 ;  +  2 "  ( B . i i )  
Where is the steady state value of the removal cross-
section. 
A two energy group problem without delayed neutrons is 
considered to Illustrate the application of this method. 
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All fissions are assumed to occur in the thermal group with 
all fission neutrons entering the first group. The reactor 
model is a reflected slab reactor. Three regions will be 
considered, leading to a set of three trial functions. The 
left reflector Is region one, the fuel region is region two, 
and the ri^t reflector is region three. The matrices 
and Mo in regions one and three are given by 
Uo = 
7-Di7 - 2 n O 
no 
(B.12) 
Mo = 
O r* 
" Zrio O 
In region two the matrices I.».* and have the form 
O V-D^17-Irio J 
L = 
(B.13) 
(B.14) 
Mo = (B.15) 
_ -Zn* O 
The system of equations used to determine the space modes for 
the flux is given in Table B.l and the equations for the 
adjoint space modes are given in Table B.2. 
Table B.l. Space mode equations for problem in Appendix B 
Mode 1 Mode 2 Mode 3 
Past Group Modes 
• • ! 
Region 1 
* 
Region 2 
, ** 
.Region 3 V'Oi - "LriK = 0 
FT. . 1 ^ 
Thermal Group Modes 
Region 1 
Region ? 
1 
Fk - % ' - Iri« IrzoV^ - O  
Region 3 
-^rzo^i - o = 0 V ' Pz 17^ - %(, 
is the steady state flux distribution for jbhe fast group 
Y&0 is the steady state flux distribution for the thermal group 
Table B.2. Adjoint space mode equations for problem in Appendix B 
Mode 1 Mode 2 Mode 3 
PaSjt Group Adjoint Modes 
Region 1 
*• 
Region 2 
<5 
Region 3 5 - = 0  
Thermal Group Adjolnjb Modes 
Region 1 
Region 2 
*» 
17 - 17  ^
Region 3 Zr^ ALl'vJ 
* is the steady state adjoint flux distribution for the thermal group 
is the steady state adjoint flux distribution for the fast group 
