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Abstract
Keilson (1979, Markov Chain Models | Rarity and Exponentiality, Springer, New York) and
Aldous (1989, Probability approximations via the Poisson Clumping Heuristic, Springer, New
York) have given expressions for the asymptotics of the mean time until a rare event occurs.
Here we extend these results beyond the Markovian setting using the theory for stationary point
processes. We introduce two notions of asymptotic exponentiality in variance and asymptotic
independence and we study their implications on the asymptotics of the mean value of this
hitting time under various initial probability measures. c© 2000 Elsevier Science B.V. All rights
reserved.
MSC: Primary 60G55; secondary 60K25
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1. Introduction
Let Xt denote a discrete time Markov chain on a countable state space with transition
kernel K and stationary probability measure . Let  denote some xed point called
the origin. Dene R>1 to be the rst return time to  having rst made an excursion
to a rarely visited set F (the out of control set), which does not contain the origin.
Usually R will be composed of many returns back to  before the long excursion
to F and then a last return trip to .
Let (F) denote the time to hit F . Clearly R>(F) but since it takes so long to get
to F , the extra return trip back to  is asymptotically negligible in comparison. This
is clear from the following result due to Keilson (1979), where Ex denotes the law of
the chain originating at point x.
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Proposition 1.
lim
(F)!0
ER
E(F)
= 1: (1.1)
There is also a simple expression for ER which is implicit in B17, Aldous (1989).
Proposition 2. Let f(x) denote the probability that; starting from x 2 Fc; X hits 
before F ; that is
f(x) = Px(X hits  before F) = Px(()<(F)): (1.2)
Then
ER=
0
@X
y2F
(y)
X
x2Fc
K(y; x)f(x)
1
A
−1
=
0
@()X
x 6=
K(; x)(1− f(x))
1
A
−1
: (1.3)
Proof. Consider the process
Ut = fXt 2 F; Xt+k 2 Fc for 16k6()  tg;
where t denotes the translation operator for the chain and  is the indicator function.
The stationary mean value of Ut is given byX
y2F
(y)Py(Xt 62 F for 16t6())
(the probability Py(Xt 62 F for 16t6()) is precisely
P
x2Fc K(y; x)f(x)).
Now consider cycles where the chain starts in , eventually hits F and then returns
to . These cycles have the same distribution as R. The process Ut is a regenerative
process for these cycles. Since Ut is equal to one exactly once per cycle, the stationary
mean value of Ut is also equal to 1=ER. This gives the rst equality. The second
equality follows in the same way by analyzing the point process
Vt = fXt = ; Xt+k 6=  for 16k6(F)  tg:
Combining Propositions 1 and 2 we get
Theorem 1.
lim
(F)!0
E(F) = 1 where  :=
0
@X
y2F
(y)
X
x2Fc
K(y; x)f(x)
1
A
and where f is dened in Proposition 2.
The goal of this paper is to extend Theorem 1 to stationary processes. Let (
;F; P)
be a probability space and let t be a measure preserving ow on (
;F; P). Let fXtg
be a stochastic process dened on (
;F; P), taking its values in some measurable
space (S;S). We assume that fXtg is t-compatible, i.e. such that Xt(!) = X0(t(!)),
for all t, which implies its stationarity.
Let A be a set in S, such that the f0; 1g-valued, t-compatible stochastic process
(Xt 2 A) is a.s. continuous, but for a denumerable set of discontinuities which admit
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no accumulation points. Then the discontinuity points of (Xt 2 A) are of two types:
entrance times into A (an entrance time into A is a time t such that Xt− 62 A for all
0<<a, whereas Xt+ 2 A for all 0<<a, for some a> 0 which may depend on
! and t) and exit times out of A (dened analogously).
Let fT!An g denote the (non-decreasing) sequence of successive entrance times into
A, and let fTA!n g denote the exit times out of A, with the convention that TH0 60
and TH1 > 0, where H is either fA !g or f! Ag. The point processes N!A with
points fT!An g and NA! with points fTA!n g, are both simple (i.e. a.s. without double
points) and t-compatible on (
;F; P). These point processes may or may not have
a nite intensity. Most often, our stochastic process Xt will be a continuous time, cad
lag process with values in some topological space. In the discrete time case, we will
assume that both XT!A0 and XTA!0 take values in A.
A set A 2 S will be said to be regular for fXtg if the two assumptions below are
satised:
 the stochastic process (Xt 2 A) is a.s. continuous, but for a denumerable set of
discontinuities without accumulations;
 the point processes N!A and NA! both have a nite and positive intensity.
It is our standing assumption that all sets we use are regular for Xt .
For any set A let
(A) = infft > 0; Xt 2 Ag: (1.4)
Let A and F be two disjoint regular sets. Set A plays the same role as point  in the
countable state space Markov case. We will consider several thinnings of the above
stationary point processes dened as follows:
 The points of N (A!)F consist of the subsequence of the exits fTA!n g out of A, after
which fXtg hits F before A, namely we only keep the indices n such that
(F)  TA!n < (A)  TA!n = T!A1  TA!n :
 The points of N (A!)A consist of the subsequence of the exits fTA!n g out of A, after
which fXtg hits A before F .
 The points of N (!A)F consist of the subsequence of the entrances fT!An g into A,
after which, once fXtg has left A, it hits F before A, namely we only keep the
indices n such that
(F)  T!An <T!A1  T!An = T!An+1 − T!An :
 The points of N (!A)A consist of the subsequence of the entrances fT!An g into A,
after which, once fXtg has left A, it hits A before F .
 Finally, the points of NF(!A) consist of the subsequence of the rst entrances fT!An g
into A, after fXtg has left F , namely we only keep the indices n such that
T!An = T
!A
1  T!Fm + T!Fm for some m:
This last point process is the generalization of that of the cycles considered in the
Markov case in the introduction.
 etc.
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Fig. 1.
Of course, one can dene symmetrical thinnings by exchanging the roles of A and F .
Each of these point processes, a typical realization of which is exemplied in Fig. 1,
is dened on (
;F; P), is t-compatible, and has a nite intensity.
In what follows, the intensity of the point process NH (with H being for instance
f! Ag or f(A !)Fg or any other expressions of the same nature) will be denoted
H. Similarly, the Palm probability of P w.r.t. the point process NH will be denoted
by PH0 , and the corresponding expectation by E
H
0 .
The main results in Section 2 are illustrated in the following example.
Example 1. Let Xt represent the queue sizes at time t of a stable, stationary Jackson
network with two nodes and let  denote the stationary distribution on the state space
f0; 1; : : :gf0; 1; : : :g. Let =f(0; 0)g, let A=f(x; 0): x=0; 1; : : :g and let Fn=f(n; 1)g.
Replacing A by  in Theorem 2 or equivalently by applying Theorem 1, as n !1,
E!0 [(Fn)] = E
Fn(!)
0 [(Fn)]  (Fn(!))−1:
Moreover by Theorem 8:2B in Keilson (1979) or Theorem 5 it is clear that Fn(!)(Fn)
converges in distribution to an exponential random variable with mean 1 relative to
P!0 . It is obvious that, for P
! and A replaced by , the conditions for asymptotic
independence in mean (2.32) and (2.37) of Section 2.4 and the stronger asymptotic
local independence conditions (2.39), (2.32), and (2.42) of Section 2.5 hold. Hence
we can check the conditions of Theorem 4 to conclude
E[(Fn)]  E[(Fn)jX0 2 ]  E[(Fn)jX0 62 ]  E!0 [(Fn)]  (Fn(!))−1:
We can check that the conditions for asymptotic independence in mean, (2.32) and
(2.37) of Section 2.4, hold for PA!. This follows since, as Fn recedes to 1, trajectories
leaving A will, with probability arbitrarily close to 1, rst return to  before reaching
Fn. We can also check the conditions of Theorem 5 so
EA!0 [(Fn)]  E[(Fn)jX0 2 A]:
On the other hand the asymptotic local independence conditions of Section 2.5 fail
for PA!0 . It is also not true that E
Fn(!A)
0 [(Fn)]  Fn(!A). Consequently (2.17) in
Theorem 3 fails for EFn(!A)0 .
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Let us check the asymptotic local independence fails in (2.39). Note that (2.39) is
equivalent to
E!A0 [T
!Fn
1 jTFn!0 >T!A−1 ]  E!A0 [T!Fn1 ]:
The above conditional distribution of the rst arrival into A given the chain visited
Fn after last leaving A is necessarily clumped around the point (n; 0) (assuming the
service rates are large enough). Consequently there is a nonzero probability p1 that
the chain hits precisely at (n; 0) and there is a nonzero probability p2 that the time to
return to Fn from (n; 0) is bounded by a constant c. Consequently,
E!A0 [T
!Fn
1 jTFn!0 >T!A−1 ]6p1p2  c + (1− p1p2)Ef(0;0)g!0 [T!Fn1 ]:
It follows that
lim sup
n!1
E!A0 [T
!Fn
1 jTFn!0 >T!A−1 ]=E!0 [T!Fn1 ]6(1− p1p2)
and this means (2.39) is not true.
We can however check the conditions of Corollary 1 for A. This means
EA!0 [(Fn)]  E[(Fn)jX0 2 A]  (Fn(!))−1:
In practice it is dicult to check the asymptotic independence properties. In Section 3
we do so using the methods of extremal processes. Essentially the conditions follow if
the point process of departures from A which proceed directly to Fn convergences to a
Poisson process. Consult the book by Leadbetter et al. (1983) or the review paper by
Leadbetter and Rootzen (1988) for background material. O’Brien (1987) and Rootzen
(1988) and more recently Perfekt (1994, 1997) have investigated convergence to the
exponential distribution for stationary and Markov processes.
Exponential convergence of the hitting time plus moment conditions gives Corollary 4
where we have convergence of the expected hitting time under all starting measures of
interest. In Section 3.2 we give conditions for a Markov chains on a general state space
to satisfy both exponential convergence plus the above moment conditions resulting in
Corollaries 5 and 6.
The explicit calculation of the mean hitting time of a rare event Fn for Markov pro-
cesses has a long history (see Mandl, 1968 for instance). Recently Iscoe and McDonald
(1994) nd !Fn=Fn! as a Raleigh{Ritz approximate of the Perron{Frobenius eigen-
value associated with the process absorbed on Fn. The inverse of this Perron{Frobenius
eigenvalue is asymptotic to the mean time to hit Fn so the inverse of Fn! is of the
same order as the mean hitting time and error bounds can be given. It is easy to see the
connection with the above results. Of course (Fn!)A6Fn! and the exchange formula
(reviewed in Section 2.1) gives
Fn! = (Fn!)A  E(Fn!)A0 [NFn!(T (Fn!)A1 )]:
Hence, if E(Fn!)A0 [N
Fn!(T (Fn!)A1 )] is bounded above and below and E[(Fn)]  (Fn!)A,
then we see Fn! is of the same order as the mean hitting time but we do not get
error bounds.
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2. Rare events for stationary processes
2.1. Intensities
Throughout the paper, we will often make use of the exchange formula of Neveu
(1983), which states that if N1 = fT 1n g and N2 = fT 2n g are two point processes with
intensities 1 and 2 both compatible with respect to the same ow t , then for any
measurable f:
 7! R+,
1E01f(!) = 2E
0
2
Z
[0; T 21 )
f(x!)N1(dx) (2.5)
(for notation see Baccelli-Bremaud, Chapter 1, Eq. (3:4:2)).
We start with a lemma which can be viewed as a stationary generalization of Formula
(8:2:2) given in Theorem 8:2B in Keilson (1979).
Lemma 1. For all regular sets A and F;
EF(!A)0 T
F(!A)
1 =
E!A0 [T
!A
1 ]
P!A0 [T
!A
−1 <T
!F
0 ]
;
E(!A)F0 T
(!A)F
1 =
EA!0 [T
A!
1 ]
PA!0 [T
A!
1 >T
!F
1 ]
:
Proof. The exchange formula for N1 = NF(!A) and N2 = N!A gives
EF(!A)0 [1] =
EF(!A)0 [T
F(!A)
1 ]
E!A0 [T
!A
1 ]
E!A0
Z
[0; T!A1 )
1  NF(!A)(ds)
=
EF(!A)0 [T
F(!A)
1 ]
E!A0 [T
!A
1 ]
P!A0 [T
!A
−1 <T
!F
0 ]:
This gives the rst equality in the lemma. The second equality follows by the same
reasoning applied to E(!A)F0 [1].
The above result is intuitively clear. A cycle of mean length E(A!)F0 [T
(A!)F
1 ] com-
prises many returns back to A before a successful excursion to F . The probability of
such an excursion is p :=PA!0 [T
A!
1 >T
!F
1 ]. Hence we expect 1=p loops back to A
each taking EA!0 [T
A!
1 ] time units. This gives the second equality in Lemma 1.
Lemma 2. Under the foregoing assumptions
A! = !A (2.6)
and
(F!)A = F(!A) = F(A!) = (!A)F = (A!)F = A(!F) = A(F!) = (!F)A (2.7)
and the common value  of the intensities in (2:7) is such that 0<<1.
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Proof. All these equalities are immediate when the underlying shift is ergodic. In
the general case, we can use the exchange formula: (2.6) follows from the exchange
formula applied to the point processes N!A and NA! and to the function f = 1 (the
regularity of A implies that !A <1), and from the fact that between two consecutive
points of N!A, there is exactly one point of NA!.
In order to prove the rst equality in (2.7), we proceed in the same way and we
use the fact that between two consecutive points of NF(!A), there is exactly one point
of N (F!)A, etc.
The fact that <1 follows from the assumption that !A <1 and from the
bound F(!A)6!A.
We now conclude the proof by showing that > 0. Using the exchange formula
for N1 = N!F , N2 = N!A and f = 1, we obtain that
!F = !AE!A0 (N
!F([0; T!A1 ))):
This together with the assumptions that !F > 0 and !A > 0 (regularity) imply that
E!A0 [N
!F([0; T!A1 ))]> 0;
which in turn implies that
P!A0 (T
!F
1 <T
!A
1 )> 0:
From the second equality in Lemma 1, (!A)F > 0.
Remark 1. From Lemma 2, E(A!)F0 [T
(A!)F
1 ]=E
F(!A)
0 [T
F(!A)
1 ] and E
A!
0 [T
A!
1 ]=
E!A0 [T
!A
1 ]. Moreover, looking backwards in time we see
P!A0 [T
!A
−1 <T
!F
0 ] = P
A!
0 [T
A!
1 >T
!F
1 ]: (2.8)
Therefore, we see the left-hand sides of the equations in Lemma 1 are both equal to
−1 and the numerator and denominator of the right-hand sides are also equal.
2.2. Generalization of Keilson’s asymptotic formula
For any set E let
(E) = infft > 0; Xt 2 Eg; −(E) = infft > 0; X−t 2 Eg: (2.9)
Theorem 2. Let Fn be a sequence of sets of S which are regular w.r.t. fXtg and
such that −(Fn) tends to innity in probability w.r.t. P as n goes to 1. Then the
following generalization of Keilson’s asymptotic formula (1:1) holds:
EFn(!A)0 [(Fn)]
EFn(!A)0 [T
Fn(!A)
1 ]
= P[−(Fn)>−(A)]!n!1 1; (2.10)
so that
EFn(!A)0 [(Fn)]  −1n
where n is the real number dened in Lemma 2 for F = Fn.
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Remark 2. It is easy to see that the assumptions
(1) −(Fn) tends to innity in probability w.r.t. P as n goes to 1 and
(2) (Fn) tends to innity in probability w.r.t. P as n goes to 1,
are equivalent, so that Assumption 1, which is used in Theorem 2 can actually be
replaced by Assumption 2. In order to prove this equivalence, note that (1) implies
that
P[X (0)2Fn]=P[−(Fn)=0]!0 and that P[T!Fn0 >− c]6P[−(Fn)<c]!0;
for all c> 0 as n goes to 1. Using the fact that −T!Fn0 and T!Fn1 have the same law
under P (see Baccelli-Bremaud, Chapter 1, Section 4:2), we get
P[(Fn)<c] = P[(Fn)<c; X (0) 2 Fn] + P[(Fn)<c; X (0) 62 Fn]
= P[(Fn)<c; X (0) 2 Fn] + P[T!Fn1 <c; X (0) 62 Fn]
= P[(Fn)>c; X (0) 2 Fn]− P[T!Fn1 <c; X (0) 2 Fn]
+P[T!Fn1 <c]
= P[(Fn)<c; X (0) 2 Fn]− P[T!Fn1 <c; X (0) 2 Fn]
+P[T!Fn0 >− c]
6 P[X (0) 2 Fn] + P[T!Fn0 >− c]:
Therefore, under (1), P[(Fn)<c] tends to 0 for all c> 0 as n goes to 1. The proof
of the converse implication is similar.
Remark 3. We also note that the assumptions
(3) P(X0 2 Fn)! 0 and
(4) E[(Fn)]!1.
Both follow from Assumptions (1) or (2). The converse is not generally true as is
seen from Example 2.
Remark 4. Note that by the same type of arguments,
EFn(!A)0 [T
(Fn!)A
1 − T (A!)Fn1 ] = EFn(!A)0
Z TFn(!A)1
0
((Fn)  s <(A)  s) ds
= EFn(!A)0 [T
Fn(!A)
1 ]P[(Fn)<(A)]:
Consequently
EFn(!A)0 [T
(Fn!)A
1 − T (A!)Fn1 ]
EFn(!A)0 [T
Fn(!A)
1 ]
= P[(Fn)<(A)]:
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Again our assumption on the limiting behavior of −(Fn) means the above ratio
tends to 0. By Theorem 2 and the above calculation, we see that the expected time
between T (A!)Fn1 and T
Fn(!A)
1 is negligible in the expected length of the round trip,
EFn(!A)0 [T
Fn(!A)
1 ].
Remark 5. Using similar arguments, it is easy to prove a set of asymptotic relations
like for instance
lim
n!1
E(Fn!)A0 [T
!Fn
1 ]
E(Fn!)A0 [T
(Fn!)A
1 ]
= lim
n!1
E(Fn!)A0 [(Fn)]
E(Fn!)A0 [T
(Fn!)A
1 ]
= 1: (2.11)
Proof of Theorem 2. The assumption that Fn and A are regular implies that the r.v.’s
T!Fn1 and T
Fn(!A)
1 are integrable w.r.t. P
Fn(!A)
0 . Indeed we have
EFn(!A)0 [T
!Fn
1 ]<E
Fn(!A)
0 [T
Fn(!A)
1 ] = 
−1
n <1:
The time interval between T!Fn1 and T
Fn(!A)
1 viewed backwards in time gives
EFn(!A)0 [T
Fn(!A)
1 − T!Fn1 ] = EFn(!A)0
Z TFn(!A)1
0
(−(Fn)  s <−(A)  s) ds
= EFn(!A)0 [T
Fn(!A)
1 ]P[
−(Fn)<−(A)];
where the last equality follows from the Ryll{Nardzewski inversion formula. Conse-
quently
EFn(!A)0 [T
Fn(!A)
1 − T!Fn1 ]
EFn(!A)0 [T
Fn(!A)
1 ]
= P[−(Fn)<−(A)]:
The proof is now concluded by using our assumption on the limiting behavior of
−(Fn) and the following inequality which holds for all positive real numbers c:
P[−(Fn)<−(A)]6P[−(Fn)<c] + P[−(A)>c]:
Remark 6. The fact that
EFn(!A)0 [T
Fn(!A)
1 ] = (n)
−1 = ((Fn!)An )
−1;
which follows from Lemma 2, may be seen as a generalization of the expression
obtained by Aldous in the Markov case which was recalled in Proposition 2.
Remark 7. If the rare visits to Fn correspond to some undesired overload of a system
then the above expectation EFn(!A)0 [T
!Fn
1 ] represents the mean time until the next
overload starting from the moment we have just recovered from the last one. See
Meyn and Frater (1993) for a related discussion.
Remark 8. Note that (2.10) can also be viewed as a consequence of Little’s law. It
suces to dene B := f−(Fn)>−(A)g and recall that P(B) = nEF(!A)0 [W ], where
W is the waiting time in B.
150 F. Baccelli, D.R. McDonald / Stochastic Processes and their Applications 89 (2000) 141{173
Remark 9. Let Xt be as above. Dene Yt = fXu(t(!))gu2R, with values in the space
of trajectories in S indexed by time u. The stochastic process fYtg is also stationary,
and the above framework can be used directly to obtain asymptotic properties of rare
events for fYtg. In a Markovian setting, this allows one to handle the asymptotics
of complex stopping times like those investigated in the paper by Kook and Serfozo
(1993).
Example 2. Consider a deterministic cadlag Markov process with state space [0;1)
which evolves according to Xt = tan((=2)(U0 + tjmod 1)) where (sjmod 1) = s− [[s]]
and [[s]] is the largest integer less than s. We assume U0 is uniformly distributed on
[0; 1]. Consequently Xt is stationary and let  be the stationary distribution of Xt . Let
Fn = [tan((=2)(1 − 1=n)); tan((=2)(1 − 1=(n + 1)))]. Clearly P(Xt 2 Fn) ! 0 but
Assumptions (3) and (4) in Remark 3 fail and in fact all the theorems in this paper
fail in this case.
Take the union of the state space above and the state space in Example 1. Dene
a new Fn and  to be the union of the Fn’s and the ’s from the above example
and Example 1. Now ip a coin to decide if we follow a trajectory from Example 1
or the above process. Clearly E[(Fn)] ! 1 because we have probability 1=2 of
following the trajectory in Example 1. On the other hand Assumptions (3) and (4)
fail because we have probability 1=2 of following the trajectory from the above
example.
2.3. Asymptotic exponentiality in variance
Given (2.10), a natural question is whether the same result also holds when replacing
the expectation w.r.t. the Palm measure PFn(!A)0 by the expectation w.r.t. P. It turns out
that this is not always true; Theorem 3 below gives a rst set of sucient conditions
for this to happen. We start with a preliminary result which gives a cycle representation
of E[(Fn)] w.r.t. E
(Fn!)A
0 .
Lemma 3. Under the foregoing assumptions; we have E[(Fn)] = S1 + S2 with
S1 =
E(Fn!)A0 [(T
!Fn
1 )
2]
2 E(Fn!)A0 [T
(Fn!)A
1 ]
; (2.12)
S2 =
1
2
(Fn!)FnE(Fn!)Fn0 [(T
!Fn
1 )
2]; (2.13)
where both sides of the equality E[(Fn)] = S1 + S2 may be nite or innite.
Proof. The Ryll{Nardzewski inversion formula gives
E[(Fn)] =
EFn(!A)0
R TFn(!A)1
0 (Fn)  s ds

EFn(!A)0 [T
Fn(!A)
1 ]
= S1 + S2; (2.14)
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with
S1 =
EFn(!A)0
R T!Fn1
0 (Fn)  s ds+
R TFn(!A)1
T (Fn!)A1
(Fn)  s ds

EFn(!A)0 [T
Fn(!A)
1 ]
S2 =
EFn(!A)0
R T (Fn!)A1
T!Fn1
(Fn)  s ds

EFn(!A)0 [T
Fn(!A)
1 ]
:
Let ni denote the numerator of the expression dening Si above.
We decompose the integral in n2 into a sum of integrals corresponding to sojourns
outside Fn which return to Fn without hitting A. We have
n2 = E
Fn(!A)
0
"Z TFn(!A)1
0
((Fn)  s <(A)  s) (T
!Fn
1  s)2
2
NFn!(ds)
#
=
Fn!
n
EFn!0

((Fn))2
2
((Fn)<(A))

;
where we used the exchange formula between PFn(!A)0 and P
Fn!
0 to get the last
expression. Now using the relation
E(Fn!)Fn0 [U ] =
EFn!0 [U((Fn)<(A))]
PFn!0 [(Fn)<(A)]
(see Baccelli and Bremaud, 1994, Chapter 1, Eq. (5:2:3)), we nally obtain that
S2 =
1
2
Fn! PFn!0 [(Fn)<(A)])E
(Fn!)Fn
0 [((Fn))
2]
=
1
2
(Fn!)Fn E(Fn!)Fn0 [((Fn))
2];
where we used the exchange formula to show
(Fn!)Fn = Fn! PFn!0 [(Fn)<(A)]): (2.15)
As for S1, we can rewrite
n1 = E
Fn(!A)
0
"Z T!Fn1
T (Fn!)A0
(T!Fn1 − s) ds
#
=
1
2
EFn(!A)0 [(T
!Fn
1 − T (Fn!)A0 )2];
so that
S1 =
1
2
EFn(!A)0 [(T
!Fn
1 − T (Fn!)A0 )2]
EFn(!A)0 [T
Fn(!A)
1 ]
=
1
2
E(Fn!)A0 [(T
!Fn
1 )
2]
E(Fn!)A0 [T
(Fn!)A
1 ]
;
where the last equality was obtained by using Lemma 2 to rewrite the denominator
and the exchange formula between EFn(!A)0 and E
(Fn!)A
0 to rewrite the numerator.
Theorem 3. The assumptions are those of Theorem 2. In addition; we assume that
the excursions of the process out of Fn which hit Fn before hitting A; are square
integrable and such that the following rate condition
n (Fn!)Fn E
(Fn!)Fn
0 [((Fn))
2] = o(1) (2.16)
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holds. In addition; we assume that the hitting time of Fn is asymptotically exponential
in variance w.r.t. P(Fn!)A0 ; i.e.
lim
n!1
E(Fn!)A0 [((Fn))
2]
(E(Fn!)A0 [(Fn)])2
= 2: (2.17)
Then we also have
E[(Fn)]  −1n : (2.18)
Proof. We use the representation of E[(Fn)] given in Lemma 3. From (2.13),
we have
nS2 =
1
2
n (Fn!)Fn E
(Fn!)Fn
0 [((Fn))
2]
which shows that the limiting value of nS2 is zero in view of (2.16).
From (2.12)
nS1 =
1
2
E(Fn!)A0 [(T
!Fn
1 )
2]
(E(Fn!)A0 [T
(Fn!)A
1 ])2
;
so that
lim
n!1nE[(Fn)] = limn!1
1
2
E(Fn!)A0 [(T
!Fn
1 )
2]
(E(Fn!)A0 [T
!Fn
1 ])2
= 1
as a direct consequence of (2.10) and (2.17).
Remark 10. Using (2.15) we see that a sucient condition for (2.16) to hold is that
E(Fn!)Fn0 [((Fn))
2]<1 8n (2.19)
and
lim
n!1 (
!Fn)2E(Fn!)Fn0 [((Fn))
2] = 0: (2.20)
This equation means that the ‘rarity’ of the entrances into Fn should dominate the
possible growth of the length of the excursions from Fn back to Fn, when n tends to 1.
Remark 11. In case the above asymptotic exponentiality in variance does not hold,
under (2.16), we still have the general property that
lim
n!1 nE[T
!Fn
1 ] = limn!1
1
2
EFn(!A)0 [(T
!Fn
1 )
2]
(EFn(!A)0 [T
!Fn
1 ])2
= lim
n!1
1
2
EFn(!A)0 [((Fn))
2]
(EFn(!A)0 [(Fn)])2
;
(2.21)
provided the last limit exists. In fact, we can say more: under the assumptions of
Theorem 2 and the rate condition (2.16), the relation
nE[T
!Fn
1 ]  1 (2.22)
is equivalent to the property that the hitting time of Fn is asymptotically exponential
in variance.
F. Baccelli, D.R. McDonald / Stochastic Processes and their Applications 89 (2000) 141{173 153
2.4. Asymptotic independence in mean
Given (2.10), another natural question is whether the same result also holds when
replacing the expectation w.r.t. the Palm measure PFn(!A)0 by the expectation w.r.t.
P!A0 or P
A!
0 or with respect to E[  jX0 2 A].
Remark 12. By the exchange formula,
A!EA!0 (Fn) = 
!AE!A0
Z T!A1
0
(Fn)  sNA!(ds)
= !AE!A0 [(Fn)− TA!1 ]:
Therefore under the conditions that E!A0 [T
!Fn
1 ] is nite for all n and tends to 1,
EA!0 (Fn)  E!A0 (Fn) since A! = !A.
In what follows, we will need another cycle representation of E[(Fn)], this time
w.r.t. EA!0 .
Lemma 4. Under the foregoing stationarity assumptions; we have
E[(Fn)fX0 2 Ag] = E
A!
0 [jT!A0 j  T!Fn1 ]
EA!0 [T
A!
1 ]
+
EA!0 [(T
A!
0 )
2]
2 EA!0 [T
A!
1 ]
; (2.23)
where again both sides may either be nite or innite. Let
J =
1
EA!0 [T
A!
1 ]
EA!0
Z T!A0
TA!−1
(T!Fn1 − s) ds: (2.24)
If J <1; then E[(Fn)fX0 62 Ag]<1 and
E[(Fn)fX0 62 Ag] = J − U1 − U2 − V1 − V2; (2.25)
where the constants Ui and Vi are positive and nite and are dened as follows:
U1EA!0 [T
A!
1 ] = E
A!
0
"
T!Fn1
 
0X
p=
(TFn!p − T!Fnp )
!
fTA!−1 <TFn!0 g
#
(2.26)
U22 EA!0 [T
A!
1 ] = E
A!
0
"
0X
p=
((T!Fnp )
2 − (TFn!p )2)fTA!−1 <TFn!0 g
#
(2.27)
V1EA!0 [T
A!
1 ] = E
A!
0
2
4T!Fn1
0
@T!Fn − TA!−1 + 0X
p=+1
(T!Fnp − TFn!p−1 )
1
A
 fTA!−1 <TFn!0 g
3
5 (2.28)
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V2EA!0 [T
A!
1 ] = E
A!
0
2
4
0
@jT!Fn j(T!Fn − TA!−1 ) + 0X
p=+1
jT!Fnp j(T!Fnp − TFn!p−1 )
1
A
 fTA!−1 <TFn!0 g
3
5 : (2.29)
Here 60 denotes the index of the rst point of N!Fn in the interval [TA!−1 ; 0]; on
the event fTA!−1 <TFn!0 g.
Proof. The rst relation follows from the Ryll{Nardzewski inversion formula:
E[T!Fn1  fX0 2 Ag] =
1
EA!0 [T
A!
1 ]
EA!0
"Z 0
TA!−1
T!Fn1  s  fXs 2 Ag ds
#
=
1
EA!0 [T
A!
1 ]
EA!0
"Z 0
T!A0
(T!Fn1 − s) ds
#
=
1
EA!0 [T
A!
1 ]
EA!0

−T!A0  T!Fn1 +
1
2
(TA!0 )
2

:
Similarly, for the second relation, the Ryll{Nardzewski inversion formula gives
E[(Fn)fX0 62 Ag] = 1EA!0 [TA!1 ]
EA!0
"Z T!A0
TA!−1
(Fn)  s ds
#
=
1
EA!0 [T
A!
1 ]
EA!0
"Z T!A0
TA!−1
(T!Fn1 − s) ds fTA!−1 >TFn!0 g
#
+
1
EA!0 [T
A!
1 ]
EA!0
"Z T!A0
TA!−1
(Fn)  s ds fTA!−1 <TFn!0 g
#
= X + Y: (2.30)
First, observe that (Fn)  s6T!Fn1 − s at any point s in the above integrals, so the
niteness assumption on J implies that X <1 and Y <1. We now rewrite Y as
follows:
Y =
1
EA!0 [T
A!
1 ]
EA!0
"Z T!A0
TFn!0
(T!Fn1 − s) ds fTA!−1 <TFn!0 g
#
+
1
EA!0 [T
A!
1 ]
EA!0
"Z T!Fn
TA!−1
(T!Fn − s) ds fTA!−1 <TFn!0 g
#
+
1
EA!0 [T
A!
1 ]
EA!0
2
4 0X
p=+1
Z T!Fnp
TFn!p−1
(T!Fnp − s) ds fTA!−1 <TFn!0 g
3
5
= Y1 + Y2 + Y3;
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where all three terms are necessarily nite. The quantity I is dened as follows:
I =
1
EA!0 [T
A!
1 ]
EA!0
"Z TFn!0
TA!−1
(T!Fn1 − s) ds fTA!−1 <TFn!0 g
#
:
This quantity is nite in view of our assumption on J . When adding (subtracting)
I to (from) Y , this allows one to represent Y as
Y =
1
EA!0 [T
A!
1 ]
EA!0
"Z T!A0
TA!−1
(T!Fn1 − s) ds fTA!−1 <TFn!0 g
#
− Z;
where the correction term Z is nite and equal to I − Y2 − Y3. So in view of (2.30),
(2.25) will be proved if we can show that Z = U1 + U2 + V1 + V2.
We rst consider the sum V of all the integrals in Z on the intervals [TA!−1 ; T
!Fn
 ]
and [TFn!p−1 ; T
!Fn
p ], p= + 1; : : : ; 0. This gives the following result:
V =
1
EA!0 [T
A!
1 ]
EA!0
"Z T!Fn
TA!−1
(T!Fn1 − T!Fn ) ds fTA!−1 <TFn!0 g
#
+
1
EA!0 [T
A!
1 ]
EA!0
2
4 0X
p=+1
Z T!Fnp
TFn!p−1
(T!Fn1 − T!Fnp ) ds fTA!−1 <TFn!0 g
3
5
=
1
EA!0 [T
A!
1 ]
EA!0
2
4T!Fn1
0
@T!Fn − TA!−1 + 0X
p=+1
(T!Fnp − TFn!p−1 )
1
A
 fTA!−1 <TFn!0 g
3
5
− 1
EA!0 [T
A!
1 ]
EA!0
2
4
0
@T!Fn (T!Fn − TA!−1 ) + 0X
p=+1
T!Fnp (T
!Fn
p − TFn!p−1 )
1
A
 fTA!−1 <TFn!0 g
3
5
= V1 + V2;
which leads to the terms V1 and V2 dened in the lemma indeed.
Finally, we consider the sum U of the integrals in Z relative to the intervals
[T!Fnp ; T
Fn!
p ] (only I contributes) which gives:
U =
1
EA!0 [T
A!
1 ]
EA!0
" 
0X
p=
Z TFn!p
T!Fnp
(T!Fn1 − s) ds
!
fTA!−1 <TFn!0 g
#
=
1
EA!0 [T
A!
1 ]
EA!0
"
T!Fn1
 
0X
p=
(TFn!p − T!Fnp )
!
fTA!−1 <TFn!0 g
#
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− 1
2EA!0 [T
A!
1 ]
EA!0
"
0X
p=
((TFn!p )
2 − (T!Fnp )2)fTA!−1 <TFn!0 g
#
=U1 + U2;
and this leads to the terms U1 and U2. This concludes the proof of (2.25) since
Z = U + V .
We are now in a position to give properties generalizing those of Lemma 7.
Lemma 5. Suppose that E!A0 [T
!Fn
1 ] is nite for all n and tends to 1. Assume that
EA!0 [T
!Fn
1 jT!A0 j]<1 (2.31)
and that the following asymptotic property holds as n !1:
EA!0 [T
!Fn
1 T
!A
0 ]  EA!0 [T!Fn1 ]EA!0 [T!A0 ]: (2.32)
If in addition
EA!0 [(T
!A
0 )
2]<1; (2.33)
then
E[T!Fn1 jX0 2 A]  EA!0 [T!Fn1 ]  E!A0 (Fn): (2.34)
Proof. First note that under the above integrability assumptions, both sides of (2.23)
are nite. Using (2.23), (2.32) and the fact that
1
EA!0 [T
!Fn
1 ]
EA!0 [(T
!A
0 )
2]! 0
(which follows from (2.33)), we obtain
E[T!Fn1  fX0 2 Ag] =
1
EA!0 [T
A!
1 ]
EA!0

−T!A0  T!Fn1 +
1
2
(TA!0 )
2

 1
EA!0 [T
A!
1 ]
EA!0 [− T!A0 ]  EA!0 [T!Fn1 ]
= P(X0 2 A)EA!0 [T!Fn1 ]:
The last equality holds because of the Ryll{Nardzewski inversion formula. Dividing
the above through by P(X0 2 A) gives (2.34).
Remark 13. Note that the exchange formula gives
EA!0 [(T
!A
0 )
2] = E!A0
"Z T!A1
0
(T!A0  s)2NA!(ds)
#
= E!A0 [(T
A!
1 )
2]:
Hence we can check Condition (2.33) by verifying
E!A0 [T
A!
1 ]
2<1: (2.35)
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Remark 14. A sucient condition for
EA!0 (Fn)!n!1 1 (2.36)
is that (Fn) tends to innity in probability w.r.t. P. This follows from the bound
EA!0 (Fn) =
1
A!
E
Z 1
0
(Fn)  sNA!(ds)
>
1
A!
E[((Fn)− 1)f(Fn)>(A)gfTA!1 < 1g]
where we assume, without loss of generality, that P[TA!1 < 1]> 0. The above lower
bound is as big as we like because there exists an > 0 such that for all c and n large
enough,
E[((Fn)− 1)f(Fn)>(A)gfTA!1 < 1g]
>(c − 1)P[(Fn)>c>(A); T A!1 < 1]
>(c − 1):
Lemma 6. If A let N!(t) denote the number of departures from  between time
t until the present. Suppose that E!0 [T
!Fn
1 ] is nite for all n and tends to 1. Assume
that the following asymptotic property holds as n !1:
EA!0 [T
!Fn
1 N
!(TA!−1 )]  EA!0 [T!Fn1 ]EA!0 [N!(TA!−1 )]: (2.37)
Then; EA!0 [T
!Fn
1 ]  E!0 [T!Fn1 ].
Proof. By the exchange formula,
!E!0 [T
!Fn
1 ] = 
A!EA!0
"Z TA!1
0
T!Fn1  sN!(ds)
#
= A!EA!0
2
4N!(TA!1 )X
k=1
T!Fn1  T!k
3
5
= A!EA!0 [T
!Fn
1  TA!1  N
!(TA!1 )]
+ A!EA!0
2
4N!(TA!1 )X
k=1
(TA!1 − T!k )
3
5 : (2.38)
Next,
EA!0
2
4N!(TA!1 )X
k=1
(TA!1 − T!k )
3
5
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is nite since E!0 [T
!Fn
1 ] is and is independent of n. On the other hand, by hypothesis,
EA!0 [T
!Fn
1  TA!1  N
!(TA!1 )] = E
A!
0 [T
!Fn
1  N!(TA!−1 )]
 EA!0 [T!Fn1 ]EA!0 [N!(TA!−1 )]
= EA!0 [T
!Fn
1 ]E
A!
0 [N
!(TA!1 )]:
Consequently,
!E!0 [T
!Fn
1 ] EA!0 [T!Fn1 ]  A!EA!0 [N!(TA!1 )]
= EA!0 [T
!Fn
1 ]  !
by the exchange formula. The result follows.
Corollary 1. Suppose the hypotheses of Lemma 5 hold and suppose and (2:37) holds.
Then
EA!0 [(Fn)]  E[(Fn) jX0 2 A]  E!0 [(Fn)]:
Proof. This follows immediately from the proof of Lemmas 5 and 6.
We shall say that the hitting times of Fn are asymptotically independent in mean
w.r.t. PA!0 if Conditions (2.32) and (2.37) hold. These conditions are weaker than the
asymptotic local independence conditions imposed in the next subsection.
2.5. Asymptotic local independence
The following lemma gives the rst instance of another set of sucient conditions
for asymptotic formulas properties to hold based on stronger asymptotic local indepen-
dence. These conditions are similar to the D0 condition discussed in Section 3.1.
Lemma 7. Assume that E!A0 [T
!Fn
1 ]!1 and that
E!A0 [T
!Fn
1 fTFn!0 >T!A−1 g]  E!A0 [T!Fn1 ]P!A0 [T!Fn0 >T!A−1 ]: (2.39)
Then
EFn(!A)0 [(Fn)]  E!A0 [(Fn)]  EA!0 [(Fn)]: (2.40)
Proof. Immediate from the relation
EFn(!A)0 [(Fn)] =
E!A0 [(Fn)fTFn!0 >T!A−1 g]
P!A0 [T
Fn!
0 >T
!A
−1 ]
and Remark 12.
Lemma 8. Assume that the assumptions of Lemma 5 hold; that
EA!0 [(T
A!
1 )
2]<1; EA!0 [(T!Fn1 )2]<1 8n; (2.41)
F. Baccelli, D.R. McDonald / Stochastic Processes and their Applications 89 (2000) 141{173 159
that (Fn) tends to 1 in probability with respect to P; and that
EA!0 [T
!Fn
1 T
A!
−1 fTA!−1 <TFn!0 g]  EA!0 [T!Fn1 ]EA!0 [TA!−1 fTA!−1 <TFn!0 g]
EA!0 [T
!Fn
1 T
A!
−1 fTA!−1 > TFn!0 g]  EA!0 [T!Fn1 ]EA!0 [TA!−1 fTA!−1 > TFn!0 g]:
(2.42)
Then
E[(Fn) jX0 62 A]  EA!0 [(Fn)]: (2.43)
Proof. We use the representation of E[(Fn) jX0 62 A] given in Lemma 4. We show
that under the above assumptions, each of the terms Ui=EA!0 T
!Fn
1 and Vi=E
A!
0 T
!Fn
1
vanishes when n tends to 1.
Under the assumption that (Fn) tends to 1 in probability with respect to P, we
deduce from Remark 14 that EA!0 [(Fn)] tends to 1 with n. We also deduce from
Eq. (2:8) and from the fact that n tends to 0 that PA!0 [T
A!
−1 <T
Fn!
0 ] tends to 0
when n tends to 1.
Since under PA!0 and on fTA!−1 <TFn!0 g,
0X
p=
((T!Fnp )
2 − (TFn!p )2)6
−1X
p=
((T!Fnp )
2 − (T!Fnp+1 )2) + (T!Fn0 )2 − (TFn!0 )2
6 (TA!−1 )
2;
we have
U2
EA!0 [T
!Fn
1 ]
6
EA!0 [(T
A!
−1 )
2]
2EA!0 [T
A!
1 ]E
A!
0 [T
!Fn
1 ]
: (2.44)
So this term tends to 0 as n goes to 1 in view of (2.41). In view of the bound
0X
p=
(TFn!p − T!Fnp )6jTA!−1 j;
which is valid under PA!0 and on fTA!−1 <TFn!0 g and of (2.42), we have
U1
EA!0 [T
!Fn
1 ]
6
EA!0 [T
!Fn
1 jTA!−1 jfTA!−1 <TFn!0 g]
EA!0 [T
A!
1 ]E
A!
0 [T
!Fn
1 ]
 E
A!
0 [jTA!−1 jfTA!−1 <TFn!0 g]
EA!0 [T
A!
1 ]
6
EA!0 [(T
A!
−1 )
2]1=2PA!0 [T
A!
−1 <T
Fn!
0 ]
1=2
EA!0 [T
A!
1 ]
;
where we used the Cauchy{Schwarz inequality. So this second term tends to 0 as
n goes to 1. Using the bound0
@T!Fn − TA!−1 + 0X
p=+1
(T!Fnp − TFn!p−1 )
1
A fTA!−1 <TFn!0 g6jTA!−1 j;
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which is valid under PA!0 and on fTA!−1 <TFn!0 g, we get
V2
EA!0 [T
!Fn
1 ]
6
EA!0 [jT!Fn j(T!Fn0 − TA!−1 )fTA!−1 <TFn!0 g]
EA!0 [T
A!
1 ]E
A!
0 [T
!Fn
1 ]
6
EA!0 [(T
A!
−1 )
2]
EA!0 [T
A!
1 ]E
A!
0 [T
!Fn
1 ]
; (2.45)
and the conclusion is the same for this term. Similarly, using (2:42) and Cauchy{
Schwarz, we obtain
V1
EA!0 [T
!Fn
1 ]
6
EA!0 [(T
A!
−1 )
2]1=2PA!0 [T
A!
−1 <T
Fn!
0 ]
1=2
EA!0 [T
A!
1 ]
:
So this last term also tends to 0 as n goes to 1 since PA!0 [TA!−1 <TFn!0 ] tends to 0.
Therefore, under the above assumptions, we get from (2.25) that
E[(Fn)fX0 62 Ag] = 1EA!0 [TA!1 ]
fEA!0 [T!Fn1 (T!A0 − TA!−1 )]
− 1
2
EA!0 [(T
!A
0 )
2 − (TA!−1 )2]g − U − V
 1
EA!0 [T
A!
1 ]
fEA!0 [T!Fn1 ]EA!0 [T!A0 − TA!−1 ]
− 1
2
EA!0 [(T
!A
0 )
2 − (TA!−1 )2]g − U − V;
where we used (2:32) and the property
EA!0 [T
!Fn
1 T
A!
−1 ]  EA!0 [T!Fn1 ]EA!0 [TA!−1 ];
which follows from (2.42). Therefore
E[(Fn)fX0 62 Ag] = EA!0 [T!Fn1 ]P[X0 62 A]−
EA!0 [(T
!A
0 )
2 − (TA!−1 )2]
2EA!0 [T
A!
1 ]
− U − V
 EA!0 [T!Fn1 ]
 
P[X0 62 A]−
EA!0 [(T
!A
0 )
2 − (TA!−1 )2]
2EA!0 [T
!Fn
1 ]E
A!
0 [T
A!
1 ]
!
 EA!0 [T!Fn1 ]P[X0 62 A];
where we used (2.41).
We shall say that the hitting times of Fn are asymptotically locally independent
w.r.t. PA!0 if Conditions (2.39), (2.32), and (2.42) hold. If the hitting times of Fn
are asymptotically independent in mean and asymptotically locally independent w.r.t.
PA!0 we say the hitting times are asymptotically independent. Such an asymptotic local
independence is easy to check in the Markovian case if A behaves like an atom (see
Corollary 7).
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We summarize the results of this subsection in the following theorem:
Theorem 4. Assume that
EA!0 [(T
A!
1 )
2]<1; EA!0 [(T!Fn1 )2]<1 8n;
that (Fn) tends to 1 in probability with respect to P; and that asymptotic indepen-
dence holds w.r.t. PA!0 . Then
E[(Fn)] EA!0 [(Fn)]  EFn(!A)0 [(Fn)]
 E[(Fn) jX0 2 A]  E[(Fn) jX0 62 A]  (n)−1: (2.46)
2.6. Asymptotic independence, exponentiality and mixing
2.6.1. Relations between asymptotic independence and asymptotic exponentiality
Corollary 2. Assume that
 (Fn) tends to innity in probability w.r.t. P;
 the integrability condition (2:41) is satised;
 the rate condition (2:16) is satised.
Then
1. Asymptotic independence of the hitting times of Fn w.r.t. PA!0 implies asymptotic
exponentiality in variance w.r.t. P(Fn!)A0 .
2. If
n(E
Fn(A!)
0 [(T
A!
−1 )
2])1=2 = o(1); (2.47)
then asymptotic exponentiality in variance w.r.t. PFn(A!)0 implies the following
formula which can be seen as another form of asymptotic independence:
EA!0 [T
!Fn
1 jTA!−1 j]
−1n EA!0 [jTA!−1 j]
 1: (2.48)
Proof. The rst property is immediate in view of Theorem 4 and of the last statement
of Remark 11.
As for the second statement, assuming that asymptotic exponentiality holds, in view
of the results of Theorem 3 and of Lemma 4, we have
1  nE[(Fn)] =n(E[(Fn); X0 2 A] + E[(Fn); X0 62 A])
=
n
EA!0 [T
A!
1 ]
EA!0
"Z 0
TA!−1
(T!Fn1 − s) ds
#
−n(U1+U2+V1+V2)
 E
A!
0 [T
!Fn
1 jTA!−1 j]
−1n EA!0 [T
A!
1 ]
− n(U1 + V1);
162 F. Baccelli, D.R. McDonald / Stochastic Processes and their Applications 89 (2000) 141{173
where we used the bounds (2.44) and (2.45) to get rid of the terms U2 and V2. Using
the denition of U1 and V1, we obtain
U1 + V16 EA!0 [T
!Fn
1 jTA!−1 jfTA!−1 <TFn!0 g]
= EFn(A!)0 [T
!Fn
1 jTA!−1 j]PA!0 [TA!−1 <TFn!0 ]:
Since the integrability condition (2.41) implies that EFn(A!)0 [(T
!Fn
1 )
2]<1 and
EFn(A!)0 [(T
A!
−1 )
2]<1, we obtain from the last relation and from Cauchy{Schwarz
that
U1 + V16(E
Fn(A!)
0 [(T
!Fn
1 )
2])1=2(EFn(A!)0 [(T
A!
−1 )
2])1=2PA!0 [T
A!
−1 <T
Fn!
0 ]:
This, the fact that
PA!0 [T
A!
−1 <T
Fn!
0 ] = P
!A
0 [T
A!
−1 <T
Fn!
0 ];
together with Lemma 1 and Theorem 2, imply that
U1 + V16 (E
Fn(A!)
0 [(T
!Fn
1 )
2])1=2(EFn(A!)0 [(T
A!
−1 )
2])1=2
EA!0 [jTA!−1 j]
EFn(A!)0 [T
Fn(A!)
1 ]
 (EFn(A!)0 [(T!Fn1 )2])1=2(EFn(A!)0 [(TA!−1 )2])1=2
EA!0 [jTA!−1 j]
EFn(A!)0 [T
!Fn
1 ]
=
 
EFn(A!)0 [(T
!Fn
1 )
2]
(EFn(A!)0 [T
!Fn
1 ])2
!1=2
(EFn(A!)0 [(T
A!
−1 )
2])1=2EA!0 [jTA!−1 j]

p
2(EFn(A!)0 [(T
A!
−1 )
2])1=2EA!0 [jTA!−1 j];
where we used the asymptotic exponentiality assumption. Eq. (2.48) follows immedi-
ately when making use of (2.47).
3. Checking asymptotic independence
3.1. Relation with mixing and asymptotic exponentiality
The aim of this section is to show when the asymptotic independence proper-
ties of the previous section hold. Assume the conditions of Theorem 2 hold. Each
departure from A starts a new cycle. The past at the end of the kth cycle is de-
scribed by Fk := (Xs; s6TA!k ). The future beyond the mth cycle is described by
Fm := (Xs; s>TA!m ). We now impose a strong mixing condition on the cycles rela-
tive to the Palm measure PA!0 . We say the cycles of departures from A are strongly
mixing if,
sup
F;G
jPA!0 (F \ G)− PA!0 (F)  PA!0 (G)j6m;
where F 2Fk and G 2Fk+m and m ! 0 as m !1.
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Consider the sequence of rare events
En; i := fTA!i = T (A!)Fnm for some mg:
These events called successes will occur if the process reaches Fn during a cycle which
starts with a departure from A. Note that En; i 2Fi+1. Dene Nn(s) :=
P
0<i6s (En; i).
The process Nn(s) is a point process on the integers which counts the number of
rare events in the rst s (or integer part of s if s is a real number) cycles. Let
pn :=PA!0 [En;1] = P
A!
0 [T
!Fn
1 <T
A!
1 ]. Note that by Remark 1
−1n =
EA!0 [T
A!
1 ]
pn
:
Dene the k-step rare events
U (k)n; i :=E
c
n; i−k+1 \    \ Ecn; i−1 \ En; i; k > 1;
with U (1)n; i = En; i. The point process N
(k)
n (s) :=
P
0<i6s (U
(k)
n; i ) is a rarication of Nn
counting the number of k-step rare events in the rst s cycles. Dene the point process
of k-step rare events
NU
(k)
(B) :=
X
m2Z
fTA!m 2 Bg
fT!Fn0  TA!m <TA!−(k−1)  TA!m ; T!Fn1  TA!m <TA!1  TA!m g:
Let E(k)0 denote the associated Palm measure and let 
(k)
n be the associated intensity.
Let
p(k)n :=P
A!
0 (U
(k)
n;1 ) = P
A!
0 [T
!Fn
0 <T
A!
−(k−1); T
!Fn
1 <T
A!
1 ]:
Note that p(1)n = pn. Using the same arguments as in Remark 1, we obtain that
((k)n )
−1  E(k)0 [T (k)1 ] =
EA!0 [T
A!
1 ]
p(k)n
:
We assume henceforth that n  pn ! . Note that we can always pick a sequence
mn such that mn ! 0 while mnpn ! 0. Hence, strong mixing of the cycles implies
Condition (En; i) in Husler and Schmidt (1996). We will require the local dependence
Condition D0(U (k)n; i ) (see Husler and Schmidt, 1996): there is a sequence kn !1 such
that knmn ! 0 and knmnpn ! 0 and such that kn0n ! 0 where
0n :=
X
0<i<j6n=kn
PA!0 [U
(k)
n; i \ U (k)n; j ]: (3.49)
For any of the point processes NH of the preceding sections, we will use the fol-
lowing notation:
NH (t) = NH ([0; t]); t > 0:
Lemma 9. Assume the above strong mixing condition plus Condition D0(U (k)n; i ) for
some k>1. If np(k)n ! (k); with 0<(k)<1; then the process Mn(t) :=N (k)n (nt)
converges to a Poisson process L(t) with rate (k). More generally; the pair
(fMn(t); 06t <1g; NA!(nt)=nt)
converges weakly to (fL(t); 06t <1g; A!).
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Proof. If the cycles of departures from A are strongly mixing, the events fEn; ig satisfy
the long-range dependence condition (En; i) of Husler and Schmidt (1996), w.r.t. the
measure PA!0 . The local dependence condition D
0(U (k)n; i ) is assumed. The results follow
from Theorem 2 in Husler and Schmidt (1996) since (k)n (t) there is np
(k)
n ! (k).
Proposition 3. If the hypotheses of Lemma 9 hold for some k>1; NU
(k)
(t=(k)n ) con-
verges to a Poisson process with rate 1 where n(k)n ! (k)A!.
If; in addition (k) = (1)   then N (A!)Fn(t=n) converges to a Poisson process
with rate 1.
Proof.
NU
(k)
(nt) = N (k)(NA!(nt))
= N (k)

nt
NA!(nt)
nt

= Mn

t
NA!(nt)
nt

! L(A!t):
We conclude that, relative to the measure PA!0 ; N
U (k) (nt) converges to a Poisson
process with rate (k)A! or equivalently, NU
(k)
(t=(k)n ) converges to a Poisson process
with rate 1 where n(k)n ! (k)A!.
If, in addition (k) = (1), then Corollary 3 in Husler and Schmidt (1996) gives
the result.
Remark 15. If Condition D0(U (1)n; i ) holds then we just need to show npn ! . In order
to check D0(U (1)n; i ) it suces that
PA!0 [U
(1)
n; i \ U (1)n; j ] = PA!0 [En;1 \ En;j−i+1]6cPA!0 [En;1]PA!0 [En;j−i+1] = cp2n
for j> i. This would hold if
PFn(A!)0 [En;j−i]6cP
A!
0 [En;j−i]:
This will fail in Example 1 but will certainly hold in that example if we replace A
above by .
Corollary 3. Under the hypotheses of Lemma 9 and assuming (k)=(1)   we have
PA!0 [nT
(A!)Fn
1 >t]! exp(−t):
Proof. Under our hypotheses, N (A!)Fn(t=n) converges to a Poisson process with rate 1
by Proposition 3. Next,
PA!0 [N
(A!)Fn(t=n) = 0] = PA!0 [T
(A!)Fn
1 >t=n]
! exp(−t):
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Proposition 4. Suppose the cycles started by departures from A are strongly mixing.
Assume Condition D0(U (k)n; i ) for some k>1 and assume np
(k)
n ! . Suppose
EA!0 [(nT
!Fn
1 )
2] is uniformly bounded in n (3.50)
and that for some ;
EA!0 [(T
!A
0 )
2+] is uniformly bounded in n: (3.51)
Then
nEA!0 [T
(A!)Fn
1 ]! 1 (3.52)
and
EA!0 [T
!A
0 T
(A!)Fn
1 ]  EA!0 [T!A0 ]EA!0 [T (A!)Fn1 ]: (3.53)
Proof. By (3.50), the sequence nT
(A!)F
1 )
2 is uniformly integrable and by Corollary 3
we get (3.52). Pick some m> 0. Since T (A!)Fn1 gets large as n ! 1, the dierence
between
PA!0 (−T!A0 >s; nT (A!)Fn1 >t) (3.54)
and
PA!0 (−T!A0 >s; nT (A!)Fn1  TA!m > t) (3.55)
is less than
PA!0 (−T (A!)Fn1 <TA!m ) + PA!0 (n(T (A!)Fn1 − TA!m )6t <nT (A!)Fn1 ):
The rst of these two error terms tends to 0 as n ! 1 by assumption. The second
does also because nT
(A!)Fn
1 converges weakly to an exponential distribution and
nTA!m ! 0.
Since T (A!)Fn1  TA!m is in the future beyond the mth cycle and T!A0 is in the past
of cycle 0, it follows by strong mixing that (3.55) diers from
PA!0 (−T!A0 >s)PA!0 (nT (A!)Fn1  TA!m > t)
by less than m. Now, as above, the dierence between
PA!0 (nT
(A!)Fn
1  TA!m > t) (3.56)
and
PA!0 (nT
(A!)Fn
1 >t) (3.57)
is less than
PA!0 (T
(A!)Fn
1 <T
A!
m ) + P
A!
0 (n(T
(A!)Fn
1 − TA!m )6t <nT (A!)Fn1 ):
which again tends to 0 as n !1. We conclude that as n !1
lim sup
n!1
jPA!0 (−T!A0 >s;nT (A!)Fn1 >t)
−PA!0 (−T!A0 >s)PA!0 (nT (A!)Fn1 >t)j6m:
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Since m ! 0 as m !1, this means
lim
n!1P
A!
0 (−T!A0 >s; nT (A!)Fn1 >t) = PA!0 (−T!A0 >s) exp(−t): (3.58)
We conclude that (T!A0 ; nT
(A!)Fn
1 ) converges jointly in distribution.
On the other hand
EA!0 jT!A0 nT (A!)Fn1 j1+6(EA!0 [T!A0 ]2+)1=(2+)(EA!0 [nT (A!)Fn1 ]2)1=2
where 2=(1 − ) = 2 +  and this is uniformly bounded by hypothesis. We conclude,
T!A0 nT
(A!)Fn
1 is uniformly integrable so
EA!0 [T
!A
0 nT
(A!)Fn
1 ]! EA!0 [T!A0 ]:
The proof now follows since under the hypothesis of the proposition (n)−1 
EA!0 [T
(A!)Fn
1 ].
Proposition 5. Under the hypotheses of Proposition 4 we have
nEA!0 [T
!Fn
1 − T (A!)Fn1 )]! 0:
It follows that nT
!Fn
1 converges in distribution to an exponential random variable
with mean 1 and nEA!0 T
!Fn
1 ! 1 and that (2:32) holds.
Proof. Relative to PA!0 , the second interarrival time U
(k)
2 − U (k)1 of the point process
NU
(k)
on the set T!Fn1 >T
A!
1 is equal to
TA!k  T (A!)Fn1 + T
(A!)Fn
1  TA!k  T (A!)Fn1 :
Since NU
(k)
(t=n) converges in distribution to a Poisson process with rate 1 it follows
that n(U
(k)
2 −U (k)1 ) converges in distribution to an exponential random variable with
mean 1. On the other hand, by the argument in Proposition 4. On the other hand,
let T :=TA!k  T (A!)Fn1 denote the stopping time of leaving A for the kth time after a
departure from A which reached Fn. Then T
(A!)Fn
1  TA!k  T (A!)Fn1 is the increment
in time beyond T until the next point of N (A!)Fn . Since N (A!)Fn(t=n) converges
to a Poisson process with rate 1 by Proposition 3, it follows that nT
(A!)Fn
1  TA!k 
T (A!)Fn1
converges in distribution to an exponential random variable with mean 1. Since
nT
(A!)Fn
1  TA!k  T (A!)Fn1 is smaller than n(U
(k)
2 − U (k)1 ) and both converge to the
same distribution it follows that nTA!k  T (A!)Fn1 converges to zero in distribution.
Since T (A!)Fn1 6T
!Fn
1 <T
(A!)Fn
1 + T
A!
k  T (A!)Fn1 it follows that nT
!Fn
1 converges
in distribution to an exponential random variable with mean 1. By (3.50), the sequence
nT
!Fn
1 is uniformly integrable so it follows that nE
A!
0 T
!Fn
1 ! 1.
To prove (2.32) let us rst prove that
EA!0 [T
!A
0 n(T
!Fn
1 − T (A!)Fn1 )]! 0: (3.59)
The fact that
nE!A0 [T
!Fn
1 − T (A!)Fn1 )]! 0
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implies that
T!A0 n(T
!Fn
1 − T (A!)Fn1 )
converges to zero in distribution. Moreover
nEA!0 jT!A0 (T!Fn1 − T (A!)Fn1 )j1+
6(EA!0 [T
!A
0 ]
2+)1=(2+)(EA!0 [n(T
!Fn
1 − T (A!)Fn1 )]2)1=2;
where 2=(1−)=2+. This expression is uniformly bounded because (T!Fn1 −T (A!)Fn1 )
is uniformly bounded by T!Fn1 and E
A!
0 [nT
!Fn
1 ]
2 is uniformly bounded by hypothesis
(3.50). Hence [T!A0 n(T
!Fn
1 − T (A!)Fn1 )] converges to 0 in L1(PA!0 ). This completes
the proof of (3.59).
Using (3.59) and (3.53), we get
nEA!0 [T
!A
0 T
!Fn
1 ]
=nEA!0 [T
!A
0 T
(A!)Fn
1 ] + E
A!
0 [T
!A
0 n(T
!Fn
1 − T (A!)Fn1 )]
 nEA!0 [T!A0 ]EA!0 [T (A!)Fn1 ]
=EA!0 [T
!A
0 ]:
Finally, it is easy to replace T (A!)Fn1 by T
!Fn
1 on right-hand side of Eq. (3:53) and
this gives (2.32).
Corollary 4. Under the hypotheses of Proposition 4;
E[T!Fn1 jX0 2 A]  EA!0 [T!Fn1 ]  E!A0 [T!Fn1 ]  EFn(!A)0 [T!Fn1 ]  −1n :
Moreover nT
!Fn
1 is asymptotically exponential with mean one; under P
A!
0 .
Proof. By Proposition 5, (2.32) holds. We also have (2.33) since (3.51) holds. Cer-
tainly if (3.50) and (2.33) hold then (2.31) holds. This gives the rst asymptotic
equivalence as a direct application of Lemma 5. The rest follow from Proposition 5.
The convergence of nT
!Fn
1 was shown above.
3.2. Rare events for Markov chains on general state spaces
Let Xt be a discrete time,  -irreducible, aperiodic, Harris recurrent Markov chain
on a general state space (S;S) with kernel K and stationary probability measure 
(see Meyn and Tweedie (1993, pp. 89, 200) for the denitions of  -irreducibility and
Harris recurrence). The shift operator denes a measure preserving ow on the doubly
innite product space (S1;S1; P). The ow is ergodic by Theorem 17:1:7 in Meyn
and Tweedie (1993) and of course fXtg is compatible with this ow.
Lemma 10. A set A 2S is regular for fXtg i 1>(A)> 0.
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Proof. Since time is discrete, A is regular i P[X0 2 A; X1 2 Ac]> 0 (this corresponds
to the assumption that A!> 0). Assume that P[X0 2 A; X1 2 Ac] = 0. Then[
n>0
fXn 2 A; Xn+1 2 Acg= ;; P a:s:
and therefore fX0 2 Ag implies that Xn 2 A for all n, but for a subset of 
 of measure 0.
Thus, if (A)> 0, the ergodic theorem implies that
1 = lim
n
1
n
nX
i=1
fXi 2 Ag= (A);
for almost all ! in the set fX0 2 Ag, which is of positive measure. This in turn
implies that (A)=1. Therefore, 1>(A)> 0 implies that A is regular. The converse
implication follows from the bounds
P[X0 2 A; X1 2 Ac]6(A);
P[X0 2 A; X1 2 Ac]6(Ac):
Below, we assume A is a measurable subset of in-control states while Fn is a mea-
surable subset of out-of-control states with (A)> 0 and (Fn)> 0. We are again con-
cerned with the time to exit A starting from initial distribution  and to pass through
an indierence region before nally hitting Fn.
The Palm probability PFn(!A)0 corresponds to the law of the chain with initial prob-
ability n, where n is the invariant probability of the imbedded chain at the points of
rst return to A after an excursion to Fn (which form a sequence of stopping times of
the Markov chain). By the same arguments as those used in the proof of Proposition 2,
the intensity of this imbedded chain is
n = P[X0 2 Fn;T!A1 <T!Fn1 ] =
 Z
y2Fn
(dy)
Z
x2Fcn
K(y; dx)f(x)
!
6(Fn);
where f(x) still denotes the probability of hitting A before Fn, starting from x. This
intensity is positive as a corollary of Lemma 2, and so the Palm probability PFn(!A)0
is always well dened.
Note that T!Fn1 ! 1 in probability w.r.t. P as (Fn) ! 0. If this were not the
case, then there would exist a time s such that P(T
!Fn
1 6s)>> 0 for all n. This
would mean there exists an m, 16m6s such thatZ
(dy)Km(y; Fn)>

s
for all n:
By stationarity then (Fn)>=s and this is a contradiction.
The following corollary is then a direct application of Theorem 2.
Corollary 5. Under the above assumptions
EnT
!Fn
1  −1n : (3.60)
We now consider the time to hit Fn starting from an arbitrary probability  (like for
instance  = ). To study this second problem, we make assumptions that guarantee
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the existence of regeneration points. We assume that we can nd a small set C such
that  (C)> 0, a probability  and a real > 0 such that
P(x; E)>(E) for x 2 C; E 2S:
Let  = (C). We make the further assumptions:
E<1 and Ex<c1 for all x 2 C: (3.61)
The splitting technique (described in Meyn and Tweedie, 1993) allows one to prove
the following properties:
 The chain fXtg admits regeneration times Tk ; k = 1; 2; : : : .
 The segments of the sample path of fXtg between two regeneration times are in-
dependent, i.e. the segment (Xt ; 06t <T1) is independent of the i.i.d. sequence of
segments (Xt ;Tk6t <Tk+1)1k=1).
 The kth regenerative period ends with XTk−1 2 C and for k > 1, the kth regenerative
period starts with XTk−1 having distribution .
 The kth regenerative period has length Lk :=Tk − Tk−1 of the form Lk =
PM
m=1 
k
m,
where km are the lengths of successive cycle times back to C and M is a geometric
random variable with parameter 1−  (i.e. P(M = m) = (1− )m−1).
It follows from regenerative theory that (C) is the expected number of visits to C
per regenerative cycle divided by the mean cycle length. That is (C)= (1=)=ELk or
equivalently ELk = 1=((C)). By hypothesis,
EL16E + c1=<1
since the mean return times to C are uniformly bounded by c1 and the expected number
of returns to C per cycle is 1=.
Since the regenerative cycles have nite mean, it is easy to extend Theorem 8:2B
in Keilson (1979) to show:
Theorem 5. Relative to a starting probability  satisfying Condition (3:61);
T!Fn1 =ET
!Fn
1 converges in distribution to an exponential random variable with
mean 1 as (Fn)! 0.
We now show that asymptotic exponentiality in variance holds in the present setting,
and more precisely that Theorem 3 can be applied.
Let  denote the invariant probability of the imbedded chain at entrance times into
B :=Fcn .
Corollary 6. If
E2+ <1 and Ex2+ < c2 for all x 2 C (3.62)
and if for all n
gn = E[((Fn))2jT!Fn1 <(A)] (3.63)
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is nite and such that
lim sup
n!1
 Z
y2Fcn
K(y; Fn)(dy)
!2
gn = 0; (3.64)
then
ET
!Fn
1  −1n : (3.65)
To prove this corollary, we need the following technical lemma.
Lemma 11. Let  be a probability measure and suppose
E2+ <1 and Ex2+ < c2 for all x 2 C: (3.66)
Then; when denoting pn = P[(Fn)<L1]; we have
E[(T
(Fn!)A
1 )
2+] = O(p−(2+)n );
lim inf
n!1 pnET
(A!)Fn
1 > 0:
Proof. Making use of (3.66), we rst check EL2+1 <1 and EL2+k <1 for k>2.
First,
EL2+1 = E[( + (L1 − ))2+]621+(E2+ + EEXL2+1 ):
However, for x 2 C,
ExL2+1 = Ex
2
4 MX
k=1
k1
!2+35
6 Ex
"
M 1+
MX
k=1
(k1)
(2+)
#
6 c2ExM 2+ = C2<1:
Consequently EL2+k <1 for k>2 and EL2+1 <1.
Next let J denote the index of the rst cycle such that Xt hits Fn during that cycle.
Consequently,
E[(T
(Fn!)A
1 )
2+]6 E
2
4 L1 + JX
k=2
Lk
!2+35
6 21+
2
4E(L1)2+ + E
 
JX
k=2
Lk
!2+35
6 21+
"
E(L1)2+ + E
 
J 1+
JX
k=2
L2+k
!#
6 21+[EL2+1 + C2EJ
2+]:
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Next,
E J 2+ = p0n + (1− p0n)
1X
k=2
k2+(1− pn)k−1pn;
where p0n is the probability of hitting Fn during the rst cycle and pn is the proba-
bility of hitting Fn during any subsequent cycle. Since exp(−pn)>1 − pn the above
expression is bounded by
1 +
1
(1− pn)2
Z 1
0
x2+pn exp(−pnx)dx = 1 + 1(1− pn)2
1
p2+n
 (3 + ):
Consequently, as n !1,
E[(T
(Fn!)A
1 )
2+] = O(p−(2+)n ):
On the other hand,
E[T
(A!)Fn
1 ]>EL1 + E
J−1X
k=2
Lk = EL1 +

1
pn
− 2

EL2:
Proof of Corollary 6. This result is a corollary of Theorems 3 and 5. In the Markov
case considered here
E(Fn!)Fn0 [(T
!Fn
1 )
2] = gn;
so that the niteness of gn implies (2.19). Similarly, using the fact that
!Fn =
Z
y2Fcn
K(y; Fn)(dy);
we see that (3.64) is equivalent to (2.20), which in turn implies (2.16).
In order to be able to apply Theorem 3, we still have to check (2.17). This re-
quires more than the result of Theorem 5 since we require the second moments of
T!Fn1 =ET
!Fn
1 to converge to the second moment of the exponential of mean 1, that
is to 2. This will follow if we can establish that the sequence (T!Fn1 =ET
!Fn
1 )
2 is uni-
formly integrable w.r.t. P. A sucient condition for this is that E(T
!Fn
1 =ET
!Fn
1 )
2+
be uniformly bounded as n ! 1, where > 0 (see Theorem 4:5:2 in Chung, 1974).
This follows from Lemma 11 with = .
We now conclude this section by showing that the current setting also allows one
to apply Corollary 4.
Corollary 7. Suppose A contains a small set C such that there exists a constant c
such that; for all x 2 A;
Px[T
!Fn
1 <T
!A
1 ]6cP
A!
0 [T
!Fn
1 <T
!A
1 ]
and
Ex2+ < c for all x 2 A (3.67)
where  is the rst return time to C. Further suppose that for all n; Condition (2:35)
holds. Then
E(T
!Fn
1 jX0 2 A)  −1n : (3.68)
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Proof. We check the conditions of Corollary 4. We have assumed our chain is Harris
recurrent relative to  . Consequently, by Theorem 1 in Athreya and Pantula (1986),
our chain is strongly mixing. Consequently, the cycles started by departures from A are
strongly mixing. By Remark 15, the Condition D0(U (1)n; i ) is satised if, for all x 2 A,
Px[T
!Fn
1 <T
!A
1 ]6cP
A!
0 [T
!Fn
1 <T
!A
1 ]:
Condition (3.51) follows from (3.67). Taking  to be the initial measure correspond-
ing to the Palm measure EA!0 in Lemma 11 we get
EA!0 [(T
!Fn
1 )
2+] = O(p−(2+)n ):
On the other hand, taking  to be the Palm measure E(A!)Fn0 we get
lim inf
n!1 pnE
(A!)Fn
0 [T
(A!)Fn
1 ]> 0
and this means lim inf n!1 pn(n)−1> 0. It follows that EA!0 [(nT
!Fn
1 )
2+] is
uniformly bounded and so Condition (3.50) holds. This completes the verication
of the conditions of Corollary 4.
If Xt is a Markov jump process with transition rate matrix Q(x; y) and stationary
probability measure  then the intensity of the point process NFn(!A) is
n :=
0
@X
y2F
(y)
X
x2Fc
Q(y; x)f(x)
1
A= 1;
where again f is dened in Proposition 2. We can extend the above analysis to show
the asymptotics of the mean time to hit Fn are given by −1n .
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