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Kapitel 1
Einleitung
Vor achtzig Jahren (1925) formulierten G. Uhlenbeck und S. Goudsmit ihre Idee, fu¨r
das Elektron einen zusa¨tzlichen Freiheitsgrad anzunehmen, den sie Spin tauften und
damit eine Art Kreiselbewegung mit magnetischem Moment assoziierten. Beide leg-
ten die Arbeit zuna¨chst ihrem Lehrer P. Ehrenfest vor und baten um Stellungnahme.
Dieser war von der Idee begeistert und machte den Vorschlag, H. A. Lorentz zu kon-
sultieren, der auf eine Reihe von Schwierigkeiten im klassischen Bild eines rotierenden
Elektrons hinwies. Ihrer Sache nicht mehr sicher, wollten Uhlenbeck und Goudsmit
ihre Arbeit zuru¨ckziehen, doch Ehrenfest entgegnete nur schmunzelnd:
”
Ich habe Ihre
Abhandlung bereits vor la¨ngerer Zeit abgeschickt. Sie sind beide noch jung genug,
um sich ein paar Dummheiten erlauben zu ko¨nnen!“
Der Elektronenspin erkla¨rte jedoch nach Vorarbeiten von W. Pauli, A. Lande´ und
A. Sommerfeld die Aufspaltung von Spektrallinien im Magnetfeld (Zeeman-Effekt),
war allerdings in der ein Jahr spa¨ter, 1926, von W. Heisenberg und E. Schro¨dinger
vorgestellten Quantenmechanik zuna¨chst nicht enthalten. Erst nachdem ihn Pauli
1927 durch die Spinmatrizen in die Quantentheorie einbezog, konnten die magne-
tischen Eigenschaften von Atomen, Moleku¨len und Festko¨rpern richtig beschrieben
werden. Spins treten miteinander per Austauschwechselwirkung in Beziehung. Dies
fu¨hrte beispielsweise auf das Heisenberg-Modell [23] von 1928, das den Magnetismus
von nichtleitenden Festko¨rpern beschreibt und ein echtes Vielteilchenproblem dar-
stellt.
Umso interessanter war, als H. Bethe 1931 den Grundzustand der antiferromagneti-
schen 1D Heisenberg-Kette exakt in dem Sinne angeben konnte, dass der Energiewert
durch einen Satz von Zahlen bestimmt war, die Ansatzgleichungen erfu¨llen mussten.
Der an diesem Beispiel eingefu¨hrte Koordinaten-Bethe-Ansatz konnte auf eine Viel-
zahl weiterer Probleme erfolgreich angewandt und die zu Grunde liegende Struktur
als Streuproblem zweier Teilchen identifiziert werden: Die Streumatrix des Vielteil-
chenproblems reduziert sich auf ein Produkt von Streumatrizen zweier Teilchen. Die
damit verbundene Selbstkonsistenzgleichung der Zwei-Teilchen-Streumatrix ist die
Yang-Baxter-Gleichung fu¨r R-Matrizen und bildet die Grundlage fu¨r alle per Bethe-
Ansatz lo¨sbaren Modelle. Beispiele finden sich in [15, 44]. Gleichbedeutend wird in
Zusammenhang mit Yang-Baxter der Begriff integrabel gebraucht; das Spektrum ist
durch den (algebraischen) Bethe-Ansatz bestimmt und der Grundzustand des Sys-
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tems kann angegeben werden.
Aus Sicht der Thermodynamik und ihrer Hauptsa¨tze ist der Grundzustand bei T = 0
aber prinzipiell nicht erreichbar und das Einfu¨hren einer Temperatur T > 0 mit
den Mitteln der statistischen Mechanik unumga¨nglich: Die Thermodynamik eines
Systems vorgegebener Ausdehnung, das mit seiner Umgebung Energie austauschen
kann, wird durch Angabe der Freien Energie f pro Gitterplatz beschrieben. Fu¨r die
meisten 1D integrablen Systeme ist es mo¨glich, diese mittels zweier unterschiedli-
cher Methoden zu berechnen. Einerseits kann die Freie Energie als ein Funktional in
Dichteverteilungen dargestellt werden, das im thermodynamischen Gleichgewicht ein
Minimum annimmt. Die Bedingung fu¨r die Extremaleigenschaft ist in den so genann-
ten TBA-Gleichungen fu¨r die Dichten umgesetzt. Andererseits ist es mo¨glich, sie als
f = −T ln Λ0(0) aus dem fu¨hrenden Eigenwert Λ0(λ) einer so genannten Quanten-
transfermatrix (QTM) mit Spektralparameter λ = 0 zu erhalten.
Die Methodik des thermodynamischen Bethe-Ansatzes (TBA) wurde erstmals 1969
von C. N. Yang und C. P. Yang [75] fu¨r das 1D Bose-Gas eingefu¨hrt und 1971
von M. Gaudin [16] und M. Takahashi [63] auf die mittels Bethe-Ansatz lo¨sbare
1D Heisenberg-Kette u¨bertragen. Die Verallgemeinerung auf weitere integrable 1D
Modelle, wie etwa das 1D Hubbard-Modell [64] oder die XXZ-Kette [68, 71], bildet
in der Literatur eine Klasse, die mit dem Begriff TBA u¨berschrieben ist:
Angenommen, der Grundzustand des Systems korrespondiert zu reellen Wurzeln
der Bethe-Ansatz-Gleichungen. Dann werden die Anregungen u¨ber dem Grundstand
durch komplexwertige Lo¨sungen dargestellt, die sich zu Strings anordnen [67, 71]
und durch ein Stringzentrum auf der reellen Achse charakterisiert sind. Die Thermo-
dynamik in den Bethe-Ansatz-Lo¨sungen ist mit der Thermodynamik von Teilchen
und Lo¨chern vergleichbar: Die Menge aller mo¨glichen Stringlo¨sungen werden als freie
Pla¨tze eines Gitters interpretiert, die von Teilchen besetzt werden ko¨nnen. Jedes Teil-
chen entspricht einer Stringlo¨sung der Bethe-Ansatz-Gleichungen und ein nicht be-
setzter Platz ist in diesem Bild einem Loch a¨quivalent. Wird eine feste Konfiguration
der Besetzung vorgegeben, liegt die innere Energie durch Za¨hlen der Teilchenbeitra¨ge
fest, und die zu der Realisierung passende Entropie wird als Mischungsentropie von
Teilchen und Lo¨chern eingefu¨hrt. Mit einer Legendre-Transformation auf die Freie
Energie wird schließlich die Temperatur des Systems definiert.
Im thermodynamischen Limes weichen die Stringzentren auf der reellen Achse Dich-
teverteilungen von Teilchen und Lo¨chern, und die Freie Energie wird zu einem Funk-
tional. Die in diesem Stadium noch willku¨rlichen Dichten beschreiben das System in
einem beliebig gearteten Zustand außerhalb des thermodynamischen Gleichgewich-
tes. Die Minimierung der Freien Energie im Rahmen eines Variationsverfahrens fu¨hrt
schließlich auf einen unendlichen Satz von gekoppelten Integralgleichungen (TBA-
Gleichungen), welche die Dichteverteilungen im thermodynamischen Gleichgewicht
fixieren.
Ein prinzipiell anderer Zugang zur Thermodynamik quantenmechanischer Systeme
beruht auf der Trotter-Suzuki-Zerlegung [56,57,72] des statistischen Operators e−H/T .
Diese entspricht einer Pfadintegraldarstellung [36], mit der ein beliebiges, quantenme-
5chanisches System in d Dimensionen auf ein (d+1)-dimensionales klassisches System
abgebildet werden kann [56, 57]. Die Abbildung auf das klassische System ist nicht
eindeutig, das Vorgehen aber ist universell anwendbar. So kann etwa das 1D Ising-
Modell in einem transversalen Feld mit L. Onsagers Lo¨sung [49] des 2D Ising-Modells
in Beziehung gesetzt [57] oder das klassische Monte-Carlo-Verfahren auf die Thermo-
dynamik der 1D Heisenberg-Kette sowie des 2D XY -Modells angewandt werden [62].
Letzteres Beispiel bildet allgemein als Quanten-Monte-Carlo-Verfahren (z.B. [58,59])
eine eigene Disziplin in der statistischen Physik, quantenmechanische Systeme bei
endlichen Temperaturen numerisch zu untersuchen.
Ein besonders Augenmerk galt mit der Entdeckung von 1D Strukturen in Festko¨r-
pern den Spin-Ketten mit Na¨chster-Nachbar-Wechselwirkung. Die zugeordnete Pfad-
integraldarstellung des statistischen Operators fu¨gt dem Modell in imagina¨rer Zeit-
richtung einen Streifen hinzu, der zum Wert der inversen Temperatur proportional
ist und dessen Zerlegung in imagina¨re Zeitschritte durch die Trotter-Zahl vorgege-
ben ist. Wird der 1D Hamilton-Operator in zwei Summen mit jeweils kommutie-
renden Summanden aufgeteilt, ergibt die graphische Darstellung des Pfadintegrals
eine Schachbrettstruktur [2, 57]. Der englische Begriff Checkerboard ist suggestiver,
charakterisieren doch diagonale Kreuze in abwechselnd jedem zweiten Feld die neu
generierten Wechselwirkungen von jeweils vier Spins. Die von M. Suzuki [57] alter-
nativ vorgestellte Aufteilung des Hamilton-Operators in einzelne Zwei-Platz-Terme
ergibt in der graphischen U¨bersetzung ein verzerrtes Schachbrett, das aufgrund der
Periodizita¨t in Trotter-Richtung mit dem urspru¨nglichen a¨quivalent ist [50].
Die Zustandssumme des zugeordneten 2D klassischen Ising-Systems mit Vier-Spin-
Wechselwirkung wurde 1984 von H. Betsuyaku [6,7] mit der Transfermatrixmethode
numerisch untersucht. Es zeigte sich, dass die Konvergenzrate von der gewa¨hlten
Pfadintegraldarstellung abha¨ngig und daher die verzerrte Schachbrettstruktur zu be-
vorzugen ist. Die mit dieser Zerlegung verknu¨pfte Transfermatrix ist bereits die QTM,
so wie sie heute verstanden wird.
Die QTM wieder als ein integrables und per Bethe-Ansatz lo¨sbares Modell aufzufas-
sen, geht auf die Arbeit von T. Koma [41, 42] aus dem Jahre 1987 zuru¨ck: Fu¨r die
XXZ-Kette im a¨ußeren Feld und fu¨r das Heisenberg-Modell konnte die Freie Energie
pro Gitterplatz durch den fu¨hrenden Eigenwert der QTM als f = −T ln Λmax ausge-
dru¨ckt und die Λmax charakterisierenden Bethe-Ansatz-Gleichungen numerisch aus-
gewertet werden. Von den insgesamt sechzehn Boltzmann-Gewichten der Vier-Spin-
Wechselwirkung sind fu¨r die Heisenberg- undXXZ-Kette nur sechs Gewichte von Null
verschieden, weshalb die QTM der Diagonaltransfermatrix des Sechs-Vertex-Modells
a¨quivalent ist. Zwar beruht die Lo¨sung des Sechs-Vertex-Modells [4] auf Reihentrans-
fermatrizen, wie aber R. Z. Bariev, T. T. Troung und K. D. Schotte [1,73] in den 80er
Jahren zeigten, ist eine Lo¨sung auch mit Diagonaltransfermatrizen mo¨glich. Letztere
wiederum korrespondieren zu Reihentransfermatrizen eines dann inhomogenen Sechs-
Vertex-Modells [55]. Die QTM hat die bemerkenswerte Eigenschaft, dass die aus dem
kompletten Spektrum des 1D Modells gebildete Zustandsumme im thermodynami-
schen Limes auf einen einzigen Eigenwert reduziert werden kann. Es ist somit im
Vergleich zur herko¨mmlichen Transfermatrix des TBA keine Stringhypothese no¨tig,
welche die Vollsta¨ndigkeit der Bethe-Zusta¨nde beschreibt. Allerdings tritt durch die
Pfadintegraldarstellung die Trotter-Zahl N als zusa¨tzlicher Parameter auf, der im
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Limes N →∞ gesehen werden muss und die Zahl der Eigenwerte und Zusta¨nde der
QTM exponentiell anwachsen la¨sst.
Mit der Identifizierung des Sechs-Vertex-Modells als 2D klassisches Gegenstu¨ck zu der
1D XXZ-Kette fu¨r Spin-12 gibt es zwei Mo¨glichkeiten, den fu¨hrenden Eigenwert zu
ermitteln: Zum einen ist die QTM mit dem Bethe-Ansatz diagonalisierbar. Zum an-
deren erfu¨llen die Eigenwerte zu ho¨heren Spindarstellungen untereinander einen Satz
von Funktionalgleichungen (Fusionshierarchie), aus denen unter bestimmten Voraus-
setzungen der Eigenwert fu¨r Spin-12 folgt.
Wie die bisherigen Stationen in der Entwicklung der QTM zeigten, ist das Eigen-
wertproblem mit dem Bethe-Ansatz lo¨sbar. Im thermodynamischen Limes ergibt der
fu¨hrende Eigenwert die Freie Energie [41,42], wa¨hrend die na¨chstfu¨hrenden Eigenwer-
te Korrelationsla¨ngen [66] bestimmen. Das der QTM zugeordnete Ersatzmodell ist
nicht-kritisch und der fu¨hrende Eigenwert ist von den folgenden durch eine endliche
Lu¨cke getrennt. Der Trotter-Limes am Ende der Diagonalisierung wurde z.B. nume-
risch durch Extrapolation des Eigenwertes gebildet [41, 42] oder auch analytisch in
den Bethe-Ansatz-Gleichungen und Eigenwerten durchgefu¨hrt [65,66]. A¨ußere Mag-
netfelder ko¨nnen durch vera¨nderte Randbedingungen einbezogen werden [38,39,66],
ohne dass die Integrabilita¨t verloren geht.
Einen neuen Impuls brachten Anfang der 90er Jahre die Formulierung von Hilfs-
funktionen a [37, 38], die u¨ber nichtlineare Integralgleichungen definiert sind und
die Bethe-Ansatz-Zahlen ersetzen. Die Freie Energie liest sich darin als Funktional
f = f [a], und die enthaltene Kombination 1/(1 + a) ist in natu¨rlicher Weise als ver-
allgemeinerte Fermi-Funktion zu deuten. Der abschließende Trotter-Limes reduziert
sich in dieser Darstellung auf einen elementaren Grenzwert, der nur noch die Inho-
mogenita¨t der definierenden Integralgleichung von a betrifft.
Die Behandlung des Bethe-Ansatzes la¨sst sich auf die Grundlage eines verallgemeiner-
ten Modells [43] stellen, das durch die R-Matrix der XXZ-Kette definiert ist und u¨ber
zwei freie Funktionen a(λ) und d(λ), die auch Parameter genannt werden, verfu¨gt. Die
Eigenwerte und -vektoren sind durch den algebraischen Bethe-Ansatz [44] bestimmt
und es existieren geschlossene Formeln fu¨r Skalarprodukte [53] und Normen [43].
Die Festlegung der beiden Parameter a(λ) und d(λ) des verallgemeinerten Modells fu¨r
die Darstellung der QTM derXXZ-Kette ergibt neben den Bethe-Ansatz-Gleichungen
respektive Hilfsfunktionen zusa¨tzlich die Eigenvektoren. Die Tatsache, dass der Ei-
genvektor zum fu¨hrenden Eigenwert die statischen Korrelationen bei endlichen Tem-
peraturen T > 0 bestimmt, wurde in der vorliegenden Arbeit erkannt und erstmals
konsequent ausgenutzt.
Ebenfalls mit dem algebraischen Bethe-Ansatz gelang es der Gruppe um J. M. Mail-
let in einer Reihe von Arbeiten [31–35], verallgemeinerte Dichtematrixelemente, Zwei-
Punkt-Korrelationen und Erzeugende von Zwei-Punkt-Funktionen auf derXXZ-Kette
bei T = 0 durch Vielfachintegrale darzustellen.
Werden die Parameter des algebraischen Bethe-Ansatzes entsprechend fu¨r die gewo¨hn-
liche Transfermatrix gewa¨hlt, charakterisiert ein bestimmter Satz von Bethe-Ansatz-
Zahlen den Grundzustand der XXZ-Kette in Energie und Eigenvektor. Mit der Dar-
7stellung von lokalen Spinoperatoren mittels Elementen der Yang-Baxter-Algebra sind
dann die Erwartungswerte der Dichtematrizen und Korrelationsfunktionen mit der
Skalarproduktformel auswertbar. Im thermodynamischen Limes liegen die Bethe-
Ansatz-Zahlen dicht und die Erwartungswerte transformieren sich in Integrale u¨ber
Dichteverteilungen. So konnten z.B. die Integraldarstellungen der von M. Jimbo et al.
[25, 26] erhaltenen Dichtematrixelemente reproduziert und um ein a¨ußeres Feld er-
weitert werden [35], das in der zu Grunde liegenden Symmetrie von [25,26] nicht ent-
halten war. Ein weiteres Beispiel bildet die Erzeugende der zz-Korrelationsfunktion:
Ausgehend von m benachbarten Kettenpla¨tzen ist durch eine naive Auswertung des
Produktes lokaler Operatoren eine exponentiell in m wachsende Zahl von Summan-
den zu erwarten. In [33] konnte die erzeugende Funktion jedoch als eine Summe mit
nur m+1 Summanden in Form von Vielfachintegralen dargestellt werden.
Mit der Arbeit von M. Jimbo et al. [25] wurden 1992 die Zwei-Punkt-Funktionen auf
die Basis von Dichtematrizen gestellt, die den Erwartungswert eines z.B. m-fachen
Tensorproduktes von Elementen der gl(2)-Standardbasis im Grundzustand (T = 0)
wiedergeben und somit den Erwartungswert eines beliebigen, auf den Pla¨tzen 1 bis
m der unendlichen Kette wirkenden Operators beschreiben. Aus der Sichtweise der
integrablen Modelle liegt den Dichtematrizen eine mathematische Struktur zugrun-
de, die sichtbar wird, wenn man den einzelnen Kettenpla¨tzen 1 bis m unterschied-
liche Inhomogenita¨ten zuordnet: Die Dichtematrixelemente erfu¨llen in den Inhomo-
genita¨ten einen Satz von Funktionalbeziehungen [8,9], die als reduzierte q-Knizhnik-
Zamolodchikov-Gleichungen (rqKZ-Gleichungen) bezeichnet werden. Die inhomoge-
nen Dichtematrixelemente sind durch Vielfachintegrale [25,26] darstellbar, die zuerst
im isotropen XXX-Limes [10, 11] am Beispiel der Emptiness Formation Probabili-
ty ausgewertet werden konnten. Es ist die Hoffnung des Autors dieser Arbeit, dass
sich die hier angegeben Vielfachintegraldarstellungen fu¨r die erzeugende Funktion bei
endlichen Temperaturen als ebenso nu¨tzlich erweisen. Diese Hoffnung wird besta¨rkt
durch erste konkrete Anwendungen in der Hochtemperaturentwicklung [74] und Nu-
merik [12].
Die nichtlinearen Integralgleichungen fu¨r die Hilfsfunktion und die Integraldarstel-
lung des Eigenwertes der QTM ko¨nnen alternativ aus der Fusionshierarchie erhalten
werden. Die Transfermatrizen eines Modells zu unterschiedlichen Spindarstellungen
im Hilfsraum sind durch Funktionalbeziehungen miteinander verbunden [47]. Die Bil-
dung von Verha¨ltnissen mit anschließender Fouriertransformation der Relationen er-
gibt einen unendlichen Satz gekoppelter Integralgleichungen vom Faltungstyp. Wird
als spezielle Transfermatrix die QTM den Betrachtungen zu Grunde gelegt, lassen
sich die TBA-Gleichungen reproduzieren, wie 1998 von G. Ju¨ttner, A. Klu¨mper und
J. Suzuki [28] fu¨r das t,J- und erweiterte Hubbard-Modell demonstriert. In diesem
Zugang u¨ber die Fusionshierarchie wird die Stringhypothese durch Annahmen u¨ber
die Analytizita¨t der involvierten Funktionen ersetzt. Die Integralgleichungen sind fu¨r
alle Trotter-Zahlen gu¨ltig, und das charakteristische Verhalten der Eigenwerte und
Funktionen in ihren analytischen Eigenschaften kann bei einer endlichen Anzahl von
Bethe-Ansatz-Wurzeln untersucht werden.
J. Suzuki erkannte 1998 fu¨r das sl(2)-Modell [54] der Fusionshierarchie, dass der un-
endliche Satz von Integralgleichungen an einer beliebigen Stelle exakt abgeschlossen
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und somit auf ein System von endlich vielen Unbekannten abgebildet werden kann.
Mit dem Abschluss auf einer beliebigen Ebene sind Modelle mit einem ho¨heren Spin
im Quantenraum beschreibbar, wa¨hrend der sofortige Abschluss der Hierarchie die
Ergebnisse des QTM-Zugangs zur Spin-12 Heisenberg-Kette reproduziert.
Ein a¨hnlicher Schritt gelang 2000 M. Takahashi [68] auf der Ebene der reinen TBA-
Gleichungen fu¨r dieXXZ-Kette: Er konnte den unendlichen Satz gekoppelter Integral-
gleichungen auf eine Bestimmungsgleichung vereinfachen, die die Freie Energie direkt
bestimmt und in ihrer Struktur vo¨llig verschieden war von den TBA-Gleichungen.
Die A¨quivalenz zu dem QTM-Zugang wurde von ihm 2001 in Zusammenarbeit mit
M. Shiroishi und A. Klu¨mper [70] gezeigt.
Ob und wieweit die Fusionshierarchie fu¨r die Berechnung von Korrelationsfunktionen
von Bedeutung ist, ist bislang noch nicht bekannt. Aber auch fu¨r das sl(3)-Modell
ko¨nnen die unendlich vielen gekoppelten Integralgleichungen auf einer beliebigen Ebe-
ne der Fusionshierarchie exakt mit, im Vergleich zu [28], modifizierten Hilfsfunktionen
abgeschlossen werden [13].
Zusammenfassend la¨sst sich feststellen, dass die unterschiedlich gearteten Zuga¨nge
zur Thermodynamik im thermodynamischen Limes, den Trotter-Limes eingeschlos-
sen, einander a¨quivalent sind und auf die gleiche Freie Energie fu¨hren. Die daru¨ber
hinausgehende Information u¨ber die statischen Korrelationen bei endlichen Tempera-
turen ist im Eigenvektor zum fu¨hrenden Eigenwert der QTM verschlu¨sselt. Die darin
begru¨ndete Behandlung der Korrelationen mit dem algebraischen Bethe-Ansatz er-
folgt in der vorliegenden Arbeit exemplarisch am Beispiel einer ein-parametrigen
erzeugenden Funktion [24] fu¨r die zz-Korrelation. Die Erzeugende ist im Rahmen
des algebraischen Bethe-Ansatzes viel einfacher zu bestimmen als die zz-Korrelation
direkt und ist im Gegensatz zu anderen einfach zu berechnenden Korrelationsfunktio-
nen, wie der als Grenzfall enthaltenen Emptiness Formation Probability, physikalisch
interessant. Zudem kann die Kombinatorik aus [33] unvera¨ndert u¨bernommen wer-
den, da sowohl die QTM als auch die gewo¨hnliche Transfermatrix nur verschiedene
Darstellungen der gleichen Algebra sind.
Die nachfolgenden Kapitel sind weiter wie folgt organisiert: Die Kapitel 2 und 3 fas-
sen die Yang-Baxter-Algebra fu¨r das Sechs-Vertex-Modell zusammen, einschließlich
der Integraldarstellungen von Bethe-Ansatz-Gleichungen und fu¨hrendem Eigenwert.
Das Kapitel 4 bildet das Kernstu¨ck dieser Arbeit mit der erzeugenden Funktion fu¨r
die Zwei-Punkt-Korrelationsfunktion 〈Sz1S
z
m+1〉T,h: Auf der Grundlage von Skalar-
produkten mit dem fu¨hrenden Eigenvektor der QTM wird erstmals der thermische
Erwartungswert der erzeugenden Funktion bei endlichen Temperaturen in einer Viel-
fachintegraldarstellung angegeben. Das Kapitel 5 beinhaltet weitere Beispiele von
zz-Korrelationsfunktionen und die Kapitel 6 bis 9 behandeln den Hochtemperatur-
limes sowie die Grenzfa¨lle des Ising-, XX- und isotropen Heisenberg-Modells. Das
Kapitel 10 rundet die Darstellung mit dem Limes T = 0 ab, dessen algebraische
Struktur der Verallgemeinerung auf endliche Temperaturen zu Grunde liegt.
Kapitel 2
Die XXZ-Kette fu¨r Spin-1
2
2.1 Hamilton-Operator und R-Matrix
Auf einer Kette mit L Pla¨tzen, dargestellt durch das L-fache Tensorprodukt (C2)⊗L
fu¨r Spin-12-Zusta¨nde, ist der Hamilton-Operator
HXXZ = c
L∑
j=1
[
σxj−1σ
x
j + σ
y
j−1σ
y
j +∆(σ
z
j−1σ
z
j − 1)
]
(2.1)
der 1D XXZ-Kette u¨ber die Operatoren σαj , α = x, y, z,+,− definiert. Die Wirkung
von σαj ist nur fu¨r den j-ten Platz (j = 1, . . . , L) der Kette als 2× 2 Pauli-Matrix σ
α
nichttrivial und die Verwendung periodischer Ra¨nder bedingt σα0 = σ
α
L. Die globale
Kopplung c > 0 legt die Energieskala fest, wa¨hrend ∆ der reelle Anisotropieparame-
ter des Modells ist.
Der Hamilton-Operator (2.1) steht in direkter Verbindung mit der trigonometrischen
Lo¨sung
R(λ, µ) =

1 0 0 0
0 b(λ, µ) c(λ, µ) 0
0 c(λ, µ) b(λ, µ) 0
0 0 0 1
 , b(λ, µ) =
sh(λ− µ)
sh(λ− µ+ η)
c(λ, µ) =
sh(η)
sh(λ− µ+ η)
(2.2)
der Yang-Baxter-Gleichung, mit der nicht nur HXXZ auf der Grundlage des alge-
braischen Bethe-Ansatzes diagonalisiert sondern auch die Thermodynamik formuliert
werden kann.
Fu¨r die Beschreibung der XXZ-Kette ist es ausreichend, sich auf fundamentale Mo-
delle zu beschra¨nken. Das sind solche Modelle, die vollsta¨ndig durch eine d2 × d2
Matrix R(λ, µ) ∈ End(Cd ⊗ Cd) festgelegt sind, die die Yang-Baxter-Gleichung
Rαβα′β′(λ, µ)R
α′γ
α′′γ′(λ, ν)R
β′γ′
β′′γ′′(µ, ν) = R
βγ
β′γ′(µ, ν)R
αγ′
α′γ′′(λ, ν)R
α′β′
α′′β′′(λ, µ) (2.3)
erfu¨llt. Die Koordinatendarstellung von (2.3) gilt bezu¨glich des dreifachen Tensor-
produktes e α
′′
α ⊗ e
β′′
β ⊗ e
γ′′
γ einer gl(d)-Standardbasis e
β
α ∈ End(Cd),
(e βα )
α′
β′ = δ
α′
α δ
β
β′ , e
β
α e
δ
γ = δ
β
γ e
δ
α . (2.4)
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Mit der kanonischen Einbettung ej
β
α der Standardbasis in End
(
C
d
)⊗L
ist (2.3) mit
Rjk(λ, µ) = R
αβ
α′β′(λ, µ) ej
α′
α ek
β′
β dann a¨quivalent zu
R12(λ, µ)R13(λ, ν)R23(µ, ν) = R23(µ, ν)R13(λ, ν)R12(λ, µ) . (2.5)
Um einen Zusammenhang der R-Matrix mit dem Hamilton-Operator herzustellen,
wird als erster Schritt fu¨r den Platz j der Kette eine L-Matrix mit Eintra¨gen
Lj
α
β(λ, µ) = R
αγ
βδ(λ, µ) ej
δ
γ ∈ End(C
d)⊗L (2.6)
definiert, die sich auch ergeben, wenn die Koordinatendarstellung der Yang-Baxter-
Gleichung (2.3) mit ej
γ′′
γ multipliziert wird,
Rˇ(λ, µ)
[
Lj(λ, ν)⊗ Lj(µ, ν)
]
=
[
Lj(µ, ν)⊗ Lj(λ, ν)
]
Rˇ(λ, µ) . (2.7)
Es gilt Rˇαγβδ = R
γα
βδ und Lj(λ, µ) ist dann fu¨r alle j = 1, . . . , L eine Darstellung
der Yang-Baxter-Algebra mit R-Matrix R(λ, µ). Diese spezielle Darstellung wird als
fundamentale Darstellung bezeichnet. Da die Basen ej
β
α fu¨r unterschiedliche Pla¨tze
kommutieren, ist dies auch fu¨r die Eintra¨ge Lj
α
β(λ, νj) der L-Matrix erfu¨llt. Es folgt[
Lj(λ, νj)⊗ Lj(µ, νj)
][
Lk(λ, νk)⊗ Lk(µ, νk)
]
=
Lj(λ, νj)Lk(λ, νk)⊗ Lj(µ, νj)Lk(µ, νk) , (2.8)
und Lj(λ, νj)Lk(λ, νk) ist (2.7) entsprechend wieder eine Darstellung. Diese Eigen-
schaft der so genannten Co-Multiplikation gibt in einem zweiten Schritt Anlass zu
der Definition der Monodromiematrix
T (λ) = LL(λ, νL) · . . . · L1(λ, ν1) , (2.9)
die dann ebenfalls eine Darstellung zu der gleichen R-Matrix ist,
Rˇ(λ, µ)
[
T (λ)⊗ T (µ)
]
=
[
T (µ)⊗ T (λ)
]
Rˇ(λ, µ) . (2.10)
Ist R(λ, µ) in dem Sinne regula¨r, dass Rαγβδ(λ0, ν0) = δ
α
δ δ
γ
β fu¨r λ0, ν0 ∈ C gilt, dann
ist Lj
α
β(λ0, ν0) = ej
α
β , und fu¨r die durch
t(λ) = trT (λ) (2.11)
definierte Transfermatrix mit der Eigenschaft [t(λ), t(µ)] = 0 folgt im homogenen Fall
νj = ν0, j = 1, . . . , L die Entwicklung
t(λ) = Û exp
[
(λ− λ0)HL +O(λ− λ0)
2
]
(2.12)
um den Punkt λ = λ0. Û = t(λ0) = P12P23 . . . PL−1,L bezeichnet den Rechtsschie-
beoperator1 auf der periodisch geschlossenen Kette, und der Ausdruck Û−1t′(λ0) ist
mit Rˇ01 = RˇL1 per Definition der Hamilton-Operator
HL := Û
−1t′(λ0) =
L∑
j=1
∂λRˇj−1,j(λ0, ν0) (2.13)
1In der Standardbasis ej
β
α lautet fu¨r die Pla¨tze j und k der Permutationsoperator Pjk = ej
β
α ek
α
β
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der fundamentalen Darstellung. Als Beispiel fu¨hrt (2.13) mit der regula¨ren Lo¨sung
(2.2) der Yang-Baxter-Gleichung auf
HL =
1
2 sh(η)
L∑
j=1
[
σxj−1σ
x
j + σ
y
j−1σ
y
j + ch(η)(σ
z
j−1σ
z
j − 1)
]
, (2.14)
und HXXZ = 2c sh(η)HL ist der Zusammenhang zu der XXZ-Kette mit der Parame-
trisierung ∆ = ch(η).
2.2 Einbeziehung der Thermodynamik:
Die Quantentransfermatrix
Als Alternative zu der Definition (2.6) kann eine L-Matrix auch mit vertauschter
Bedeutung von Quanten- und Hilfsraum2 der R-Matrix mittels
Lj
α
β(λ, νj) = R
γα
δβ(νj , λ)ej
δ
γ ∈ End(C
d)⊗L (2.15)
konstruiert werden. Dann hat im homogenen Fall νj = λ0, j = 1, . . . , L die aus
der Monodromiematrix T (λ) = L1(λ, ν1) · . . . · LL(λ, νL) abgeleitete Transfermatrix
t(λ) = trT (λ) die Entwicklung
t(λ) = exp
[
− (λ− ν0)HL +O(λ− ν0)
2
]
Û−1 (2.16)
um den Punkt λ = ν0, wenn R(λ, µ) der Bedingung ∂λR(λ, µ) = −∂µR(λ, µ) genu¨gt.
Diese Relation ist z.B. trivial erfu¨llt fu¨r R-Matrizen in Differenzenform, aber auch
fu¨r die R-Matrix des Hubbard-Modells. Erga¨nzend sei angemerkt, dass T (λ) die Dar-
stellung einer Yang-Baxter-Algebra
R
−1(λ, µ)
[
T (λ)⊗ T (µ)
]
=
[
T (µ)⊗ T (λ)
]
R
−1(λ, µ) (2.17)
mit der Matrix Rαγβδ(λ, µ) = R
αγ
δβ(λ, µ) ist. Dies ist aus der fundamentalen Dar-
stellung ersichtlich, die sich aus Multiplikation der Yang-Baxter-Gleichung (2.3) mit
ej
α′′
α und anschließender Substitution µ→ λ, ν → µ, λ→ ν ergibt.
Die Trotter-Suzuki-Formel
Die Beschreibung der Thermodynamik des durchHL gegebenen Systems erfolgt durch
Auswerten der Zustandssumme Z = tr e−βHL mit der inversen Temperatur β. Dazu
ist ein Exponentialausdruck der Matrix HL zu bestimmen, fu¨r den die Relation
lim
M→∞
(
1 +
XM
M
)M
= eX (2.18)
ausgenutzt wird. Die Trotter-Suzuki-Formel (2.18) ist nicht nur fu¨r eine beliebige
gegen X konvergierende Folge (XM )M∈N komplexer Zahlen, sondern auch fu¨r qua-
dratische Matrizen gu¨ltig [58]. Als Beispiel einer Anwendung folgt aus (2.12)
lim
N→∞
[
Û−1t
(
λ0 −
β
N
)]N
= lim
N→∞
[
1 +
1
N
(
− βHL +O
( 1
N
))]N
= e−βHL . (2.19)
2In der Darstellung von R(λ,µ) ∈ End(Cd ⊗ Cd) kann der mit dem Kettenplatz identifizierbare
Raum als Quantenraum bezeichnet werden, wa¨hrend der zweite Raum dann fu¨r die Indizierung der
Eintra¨ge der L-Matrix dient und als Hilfsraum bezeichnet werden kann.
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Eine Mo¨glichkeit, den Linksschiebeoperator Û−1 in der Trotter-Suzuki-Formel (2.19)
zu vermeiden, ist die Kombination beider Transfermatrizen t(λ) und t(λ), ausgedru¨ckt
durch die Beziehung
t(−λ+ ν0) t(λ+ λ0) = 1 + 2λHL +O(λ
2) = 1 + 2λX(λ) . (2.20)
Die Wahl λ = −β/N,N/2 ∈ N fu¨hrt dann mit limλ→0X(λ) = HL zu der approxi-
mierten Darstellung
ρN,L =
[
t
( β
N
+ ν0
)
t
(
−
β
N
+ λ0
)]N2
=
[
1 +
2
N
(
− βHL +O
( 1
N
))]N2
(2.21)
des statistischen Operators, die im so genannten Trotter-Limes N →∞ den exakten
Exponentialausdruck e−βHL als Grenzwert entha¨lt.
Die Quantentransfermatrix
Die Verwendung beider Transfermatrizen t(λ) und t(λ) in (2.21) fu¨hrt vor dem Hin-
tergrund integrabler Modelle zu einer natu¨rlichen Definition der Quantentransfer-
matrix. Dazu werden die insgesamt N Hilfsra¨ume, bezu¨glich derer die Spuren der
Monodromiematrizen T (λ) bzw. T (λ) gebildet werden, mit 1, . . . ,N indiziert und
an den entsprechenden Monodromiematrizen vermerkt, z.B. t(λ) = tr j T j(λ). Ferner
lassen sich T (λ) und T (λ) mit R-Operatoren ausdru¨cken durch
T j(λ) = R jL(λ, ν0) . . . R j1(λ, ν0) (2.22a)
und T j(λ) = R1 j(λ0, λ) . . . RLj(λ0, λ) . (2.22b)
Fu¨r die approximierte Darstellung des statistischen Operators folgt damit
ρN,L = tr1,...,N
[
TN
( β
N
+ ν0
)
TN−1
(
−
β
N
+ λ0
)
. . . T 2
( β
N
+ ν0
)
T1
(
−
β
N
+ λ0
)]
= tr1,...,N
[
TN
( β
N
+ ν0
)
T t
N−1
(
−
β
N
+ λ0
)
. . . T 2
( β
N
+ ν0
)
T t
1
(
−
β
N
+ λ0
)]
= tr1,...,N
[
R1N
(
λ0,
β
N
+ ν0
)
. . . RLN
(
λ0,
β
N
+ ν0
)
Rt1
N−1,1
(
−
β
N
+ λ0, ν0
)
. . . Rt1
N−1,L
(
−
β
N
+ λ0, ν0
)
. . .
R12
(
λ0,
β
N
+ ν0
)
. . . RL2
(
λ0,
β
N
+ ν0
)
Rt1
11
(
−
β
N
+ λ0, ν0
)
. . . Rt1
1L
(
−
β
N
+ λ0, ν0
)]
= tr1,...,N
[
R1N
(
λ0,
β
N
+ ν0
)
Rt1
N−1,1
(
−
β
N
+ λ0, ν0
)
. . . Rt1
11
(
−
β
N
+ λ0, ν0
)
. . .
RLN
(
λ0,
β
N
+ ν0
)
Rt1
N−1,L
(
−
β
N
+ λ0, ν0
)
. . . Rt1
1L
(
−
β
N
+ λ0, ν0
)]
= tr1,...,N
[
TQTM1 (λ0) . . . T
QTM
L (λ0)
]
, (2.23)
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wenn die Transposition t1 bezu¨glich des ersten Raumes (Hilfsraumes) in der dritten
Gleichung durch Rt1
αγ
βδ = R
βγ
αδ definiert ist und zusa¨tzlich λ0 = ν0 =: ξ als Argument
der Quantenmonodromiematrix
TQTMj (λ) = RjN
(
λ,
β
N
+ ν0
)
Rt1
N−1,j
(
−
β
N
+ λ0, λ
)
. . . Rt1
1j
(
−
β
N
+ λ0, λ
)
(2.24)
im Raum j, j = 1, . . . , L angenommen wird. Der urspru¨ngliche Quantenraum j (die
Beschreibung des j-ten Platzes der Kette) wird zum Hilfsraum der Quantenmono-
dromiematrix TQTMj (λ), bezu¨glich dessen man die Quantentransfermatrix
tQTMN (λ) = trj T
QTM
j (λ) (2.25)
durch Spurbildung gewinnt. Mit der inversen Temperatur β als Inhomogenita¨t einer
Ersatzspinkette mit N Pla¨tzen 1, . . . ,N bilden (2.24) und (2.25) den Zugang zur
Thermodynamik.
Einerseits ist die Quantentransfermatrix fu¨r die Thermodynamik von Bedeutung, da
im thermodynamischen Limes L → ∞ die Freie Energie der XXZ-Kette durch den
fu¨hrenden Eigenwert bestimmt ist. Denn ausgehend von einer endlichen Kettenla¨nge
L, lautet die Zustandssumme im Trotter-Limes
ZL = lim
N→∞
tr1...L ρN,L︸ ︷︷ ︸
=:ZN,L
= lim
N→∞
tr1...N
[
tQTMN (λ0)
]L
=
∞∑
n=0
ΛLn(λ0) , (2.26)
wenn Λn(λ0) die Eigenwerte der Quantentransfermatrix im Limes N → ∞ zum
Spektralparameter λ0 darstellen. Sei im folgenden angenommen, dass
(i) die Limites L→∞ und N →∞ vertauschen, vgl. hierzu [58,61], und
(ii) der gro¨ßte Eigenwert der Quantentransfermatrix reell, positiv und nicht entar-
tet ist und im Trotter-Limes von dem na¨chstfu¨hrenden Eigenwert durch eine
endliche Lu¨cke getrennt bleibt3.
Dann wird im thermodynamischen Limes die Freie Energie pro Gitterplatz
f = − lim
N→∞
lim
L→∞
lnZN,L
βL
= −
ln Λ0(λ0)
β
(2.27)
durch einen einzigen Eigenwert, den fu¨hrenden Eigenwert Λ0(λ0) der Quantentrans-
fermatrix im Trotter-Limes, beschrieben, ohne dass auf die unendlich vielen Eigenwer-
te der herko¨mmlichen Transfermatrix t(λ) fu¨r das Spektrum des Hamilton-Operators
HL zuru¨ckgegriffen werden muss.
3Diese Eigenschaft la¨sst sich fu¨r β = 0 beweisen. Aus der Regularita¨t der R-Matrizen resultiert
die Funktionalbeziehung
tQTMN (λ0) t
QTM
N (λ0) = d t
QTM
N (λ0) ,
die alle Eigenwerte auf Λ(λ0) = 0 oder Λ(λ0) = d festlegt. Die Spurbildung tr1...N t
QTM
N (λ0) = d
gibt schließlich Aufschluss daru¨ber, dass mit Ausnahme eines einzelnen Eigenwertes Λ0(λ0) = d alle
weiteren den Wert Λ(λ0) = 0 annehmen.
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Andererseits sind die Eigenwerte der Quantentransfermatrix
tQTMN (λ) = L˜N
β1
βN
(
λ,
β
N
+ ν0
)
L˜N−1
βN
βN−1
(
λ,−
β
N
+ λ0
)
. . . L˜1
β2
β1
(
λ,−
β
N
+ λ0
)
(2.28)
L˜ j
α
β(λ, µ) =
R
αγ
βδ(λ, µ) e j
δ
γ
, falls j gerade
Rt1
γα
δβ(µ, λ) e j
δ
γ
, falls j ungerade
(2.29)
u¨ber den algebraischen Bethe-Ansatz zuga¨nglich, denn fu¨r gerade j ist L˜ j(λ, µ) die
bereits bekannte fundamentale Darstellung (2.6) der R-Matrix R(λ, µ). Eine Trans-
position der Yang-Baxter-Gleichung (2.5) bezu¨glich Raum 1 fu¨hrt auf
R23(λ, µ)R
t1
12(ν, λ)R
t1
13(ν, µ) = R
t1
13(ν, µ)R
t1
12(ν, λ)R23(λ, µ) (2.30)
und identifiziert L˜ j(λ, µ) fu¨r ungerade j ebenfalls als fundamentale Darstellung zur
R-Matrix R(λ, µ). Mit der Eigenschaft der Co-Multiplikation ist somit fu¨r j 6= k
Rjk(λ, µ)T
QTM
j (λ)T
QTM
k (µ) = T
QTM
k (µ)T
QTM
j (λ)Rjk(λ, µ) . (2.31)
2.3 Die Korrelationen bei endlichen Temperaturen
Die Beschreibung der Thermodynamik u¨ber die Quantentransfermatrix ermo¨glicht
es, fu¨r endliche Temperaturen die Korrelationsfunktionen
〈
X
(1)
j . . . X
(k−j+1)
k
〉
T
= lim
L→∞
tr1,...,L e
−βHLX
(1)
j . . . X
(k−j+1)
k
tr1,...,L e−βHL
(2.32)
beliebiger lokaler Operatoren X
(1)
j , . . . ,X
(k−j+1)
k mit j, k ∈ {1, . . . , L}, j ≤ k u¨ber
den algebraischen Bethe-Ansatz zu bestimmen. Mit (2.23) und (2.26) folgt fu¨r die
Korrelationsfunktion〈
X
(1)
j . . . X
(k−j+1)
k
〉
T
= lim
N,L→∞
tr1...N tr1...L T
QTM
1 (λ0) . . . T
QTM
L (λ0)X
(1)
j . . . X
(k−j+1)
k
/
ZN,L
= lim
N,L→∞
tr1...N
[
tQTM(λ0)
]j−1
tr
[
TQTM (λ0)X
(1)
]
. . . tr
[
TQTM(λ0)X
(k−j+1)
]
×
[
tQTM (λ0)
]L−k/
ZN,L ,
wobei durch die Spurbildung tr1...L in den Quantenra¨umen die lokalen Operatoren
X
(n)
j durch Elemente der Quantenmonodromiematrix dargestellt werden,
X(n)(λ) = tr
[
TQTM(λ)X(n)
]
. (2.33)
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Ist die Quantentransfermatrix auf Diagonalgestalt transformierbar, wie dies z.B. bei
der XXZ-Kette mo¨glich ist, folgt weiter〈
X
(1)
j . . . X
(k−j+1)
k
〉
T
= lim
N,L→∞
∑dN−1
n=0 Λ
L−k+j−1
n (λ0)〈ψn||X
(1)(λ0) . . . X
(k−j+1)(λ0)|ψn〉∑dN−1
n=0 Λ
L
n(λ0)〈ψn||ψn〉
= lim
N→∞
Λj−k−10 (λ0)
〈ψ0||X
(1)(λ0) . . . X
(k−j+1)(λ0)|ψ0〉
〈ψ0||ψ0〉
. (2.34)
Im thermodynamischen Limes wird die Korrelationsfunktion durch einen einzigen
Eigenvektor |ψ0〉 und den zugeordneten fu¨hrenden Eigenwert Λ0(λ0), die beide von
der Trotterzahl N abha¨ngen, bestimmt.
Bemerkung. Die Mo¨glichkeit der Vertauschung von Trotter-Limes und thermodyna-
mischem Limes ergibt bei endlichen Trotter-Zahlen N im Limes L→∞ so genannte
approximierte Darstellungen, wie etwa von der Freien Energie pro Gitterplatz (2.27)
oder von den Korrelationsfunktionen (2.34).
Korrelationsfunktionen der XXZ-Kette
Die Quantenmonodromiematrix (2.24) der XXZ-Kette ist, bezogen auf ihren Hilfs-
raum, eine 2× 2-Matrix,
TQTM(λ) =
(
A(λ) B(λ)
C(λ) D(λ)
)
. (2.35)
Beispiel 1. Seien X(1) = σ−, X(k−j+1) = σ+ und die verbleibenden X(n) = I2 (Id
ist allgemein die d× d Einheitsmatrix), dann liefert die Anwendung von (2.34)
〈
σ−j σ
+
k
〉
T
= lim
N→∞
Λj−k−10 (λ0)
〈ψ0||B(λ0)
[
A(λ0) +D(λ0)
]k−j−1
C(λ0)|ψ0〉
〈ψ0||ψ0〉
. (2.36)
Beispiel 2. Seien X(1) = . . . = X(k−j+1) = exp (ϕe 22 ) = (
1 0
0 eϕ ) mit j = 1 und
k = m, dann lautet die entsprechende Korrelationsfunktion
〈
exp
{
ϕ
m∑
n=1
en
2
2
}〉
T
= lim
N→∞
Λ−m0 (λ0)
〈ψ0||
[
A(λ0) + e
ϕD(λ0)
]m
|ψ0〉
〈ψ0||ψ0〉
, (2.37)
die eine Erzeugende [24] der zz-Korrelationsfunktion ist,
〈
σz1σ
z
m+1
〉
T
= (2D2m∂
2
ϕ − 4D
1
m∂ϕ + 1)
〈
exp
{
ϕ
m∑
n=1
en
2
2
}〉
T
∣∣∣∣
ϕ=0
. (2.38)
D1m und D
2
m bedeuten die erste und zweite diskrete Gitterableitung, die auf einer
beliebigen komplexwertigen Folge (an)n∈N definiert sind durch
D1mam = am − am−1 und D
2
mam = am+1 − 2am + am−1 . (2.39)
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Das Ziel der vorliegenden Arbeit ist es, fu¨r die Erzeugende (2.37) aus dem alge-
braischen Bethe-Ansatz eine Vielfachintegraldarstellung abzuleiten. Die Vorzu¨ge von
(2.37) gegenu¨ber Zwei-Punkt-Korrelationsfunktionen wie (2.36) sind
(i) die zusa¨tzlich enthaltenen Korrelationsfunktionen der Magnetisierung und Emp-
tiness Formation Probability sowie
(ii) die einfachere Struktur auf der Ebene der Yang-Baxter-Algebra, denn der auf-
tretende Term A(λ0) + e
ϕD(λ0) kann als deformierte
4 Quantentransfermatrix
tϕ(λ) := A(λ) + e
ϕD(λ) aufgefasst werden.
Es erweist sich fu¨r die Bestimmung des Erwartungswertes auf der rechten Seite
von (2.37) als notwendig, eine inhomogene XXZ-Kette zu betrachten und erst nach
Durchfu¨hrung aller Manipulationen den homogenen Limes ξj → ξ = λ0 = ν0 zu
bilden. Denn fu¨r gleiche Spektralparameter λ = µ werden die Vertauschungsrelati-
onen (2.10) singula¨r, und eine Auswertung mittels der Yang-Baxter-Algebra ist nur
mo¨glich, wenn die Argumente λ0 regularisiert werden. Die fu¨r endliche Trotter-Zahlen
N u¨ber der Menge {ξ} = {ξj}
m
j=1 definierte Funktion
ΦN (ϕ|{ξ}) =
〈ψ0||
[∏m
j=1 tϕ(ξj)
]{∏m
j=1 t
−1
0 (ξj)
}
|ψ0〉
〈ψ0||ψ0〉
(2.40)
ist aufgrund von [tϕ(λ), tϕ(µ)] = 0 symmetrisch bezu¨glich der ξj und eine so genannte
approximierte Darstellung der Erzeugenden (2.37) mit
〈
exp
[
ϕ
m∑
n=1
en
2
2
]〉
T
= lim
N→∞
lim
ξ1,...,ξm→ξ
ΦN (ϕ|{ξ}) . (2.41)
Fu¨r das weitere Vorgehen wird eine Integraldarstellung von ΦN (ϕ|{ξ}) auf der Grund-
lage des algebraischen Bethe-Ansatzes in einer Form bestimmt, in der der homogene
Limes sowie der Trotter-Limes mo¨glich sind.
4Da ( 1 00 eϕ ) genau wie T
QTM (λ) eine Darstellung der Yang-Baxter-Algebra zur R-Matrix (2.2) der
XXZ-Kette ist, folgt aus der Eigenschaft der Co-Multiplikation, dass [tϕ(λ), tϕ(µ)] = 0 gilt.
Kapitel 3
Die Thermodynamik der
XXZ-Kette
Zur Beschreibung der anisotropen Heisenberg-Kette bei endlichen Temperaturen ste-
hen (bislang) drei Mo¨glichkeiten zur Auswahl:
(i) Der TBA [16, 63, 75] stellt die Freie Energie als Funktional f = f [ρ] von Ver-
teilungsdichten ρ dar, die aus der Stringhypothese folgen und im thermodynami-
schen Gleichgewicht durch die TBA-Gleichungen definiert sind. Korrelationen
sind in diesem Zugang ausgespart.
(ii) Die Pfadintegraldarstellung des statistischen Operators fu¨hrt u¨ber ein 2D klas-
sisches Ersatzproblem zu einer per Bethe-Ansatz lo¨sbaren so genannten QTM
[6,41], deren fu¨hrender Eigenwert Λ0(λ) im thermodynamischen Limes die Freie
Energie f = −T ln Λ(0) des Systems bestimmt, wa¨hrend der zugeordnete Ei-
genvektor alle Informationen u¨ber die statischen Korrelationen entha¨lt.
(a) In der Fusionshierarchie [47] erfu¨llen die Eigenwerte der QTM zu ho¨heren
Spindarstellungen untereinander einen Satz von Funktionalgleichungen,
aus dem unter bestimmten Voraussetzungen der Eigenwert – und nur der
Eigenwert – fu¨r Spin-12 folgt.
(b) Nur der algebraische Bethe-Ansatz adressiert zusa¨tzlich den Eigenvek-
tor und damit die Korrelationsfunktionen. Die Formulierung des Bethe-
Ansatzes u¨ber die nichtlineare Integralgleichung einer Hilfsfunktion [37–39]
macht es zudem mo¨glich, den Trotter-Limes analytisch zu bilden und die
Freie Energie als Funktional f = f [a] dieser Hilfsfunktion a anzugeben.
3.1 Der algebraische Bethe-Ansatz
Die Diagonalisierung der Transfermatrix u¨ber den algebraische Bethe-Ansatz fu¨r die
R-Matrix (2.2) beruht auf der direkten Anwendung der quadratischen Vertauschungs-
relationen mit
Rˇ(λ, µ)
[(
A(λ) B(λ)
C(λ) D(λ)
)
⊗
(
A(µ) B(µ)
C(µ) D(µ)
)]
=
[(
A(µ) B(µ)
C(µ) D(µ)
)
⊗
(
A(λ) B(λ)
C(λ) D(λ)
)]
Rˇ(λ, µ) (3.1)
der zu der Monodromiematrix T =
(
A B
C D
)
angeordneten Elemente der Yang-Baxter-
Algebra. Eine hinreichende Bedingung fu¨r die Anwendbarkeit des algebraischen Bethe-
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Ansatzes ist hierfu¨r die Wirkung der Monodromiematrix als obere Dreiecksmatrix
bezu¨glich eines Pseudovakuums |0〉,
A(λ)|0〉 = a(λ)|0〉, B(λ)|0〉 6= 0, C(λ)|0〉 = 0, D(λ)|0〉 = d(λ)|0〉 . (3.2)
Die willku¨rlich wa¨hlbaren Eigenwerte a(λ) und d(λ) der Diagonaleintra¨ge bestimmen
dann vollsta¨ndig die Lo¨sung des algebraischen Bethe-Ansatzes und werden deshalb
auch als seine Parameter bezeichnet. Fu¨r Details sei auf das Lehrbuch [44] verwiesen.
Der Vektor
|{λ}〉 = |{λj}
M
j=1〉 = B(λ1) . . . B(λM )|0〉 (3.3)
ist Eigenvektor zu der betrachteten Transfermatrix, wenn die Rapidita¨ten (oder
Bethe-Ansatz-Zahlen) λj fu¨r j = 1 . . . ,M das Gleichungssystem
a(λj)
d(λj)
=
M∏
k=1
k 6=j
sh(λj − λk + η)
sh(λj − λk − η)
(3.4)
erfu¨llen. Der zum Eigenvektor |{λ}〉 zugeordnete Eigenwert ist
Λ(λ) = a(λ)
M∏
j=1
sh(λ− λj − η)
sh(λ− λj)
+ d(λ)
M∏
j=1
sh(λ− λj + η)
sh(λ− λj)
. (3.5)
Der bisherige U¨berblick beruhte allein auf der darstellungsfreien Anwendung alge-
braischer Relationen. Ist nun fu¨r die Quantentransfermatrix als explizite Darstellung
das Pseudovakuum |0〉 =
[
( 01 ) ⊗ (
1
0 )
]⊗N
2 mit den Zusta¨nden ( 10 ) auf den geraden
Pla¨tzen und ( 01 ) auf den ungeraden Pla¨tzen vorgegeben, dann kann die Wirkung
1 der
L-Matrix (2.29)
L˜ j(λ, ν) =

(
e j
1
1
+ b(λ, ν) e j
2
2
c(λ, ν) e j
1
2
c(λ, ν) e j
2
1
b(λ, ν) e j
1
1
+ e j
2
2
)
, j gerade
(
e j
1
1
+ b(ν, λ) e j
2
2
c(ν, λ) e j
2
1
c(ν, λ) e j
1
2
b(ν, λ) e j
1
1
+ e j
2
2
)
, j ungerade
(3.6)
auf |0〉 als obere Dreiecksmatrix verifiziert werden,
L˜ j(λ, ν)|0〉 =

(
1 c(λ, ν) e j
1
2
0 b(λ, ν)
)
|0〉 , j gerade
(
b(ν, λ) c(ν, λ) e j
2
1
0 1
)
|0〉 , j ungerade
. (3.7)
1mit der Wirkung der Standardbasis
e 11 = (
1 0
0 0 ) : (
1 0
0 0 ) (
1
0 ) = (
1
0 ) , (
1 0
0 0 ) (
0
1 ) = 0
e 21 = (
0 1
0 0 ) : (
0 1
0 0 ) (
1
0 ) = 0, (
0 1
0 0 ) (
0
1 ) = (
1
0 )
e 12 = (
0 0
1 0 ) : (
0 0
1 0 ) (
1
0 ) = (
0
1 ) , (
0 0
1 0 ) (
0
1 ) = 0
e 22 = (
0 0
0 1 ) : (
0 0
0 1 ) (
1
0 ) = 0, (
0 0
0 1 ) (
0
1 ) = (
0
1 )
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Fu¨r die Quantenmonodromiematrix TQTM(λ) = L˜N
(
λ, βN + ξ
)
. . . L˜1
(
λ,− βN + ξ
)
re-
produziert sich die Wirkung als obere Dreiecksmatrix. Die hinreichende Bedingung
(3.2) fu¨r die Anwendbarkeit ist erfu¨llt mit der aus (3.7) direkt ablesbaren, expliziten
Darstellung
a(λ) =
(
sh(λ− ξ + βN )
sh(λ− ξ + βN − η)
)N
2
, d(λ) =
(
sh(λ− ξ − βN )
sh(λ− ξ − βN + η)
)N
2
(3.8)
der Parameter des algebraischen Bethe-Ansatzes. Fu¨r den Term −βHL des statisti-
schen Operators – und nur fu¨r diesen Term – ist mit der Relation HXXZ = 2c sh(η)HL
die physikalische Temperatur T u¨ber eine Umskalierung von β zu definieren,
T =
2c sh(η)
β
. (3.9)
3.2 Hilfsfunktion und fu¨hrender Eigenwert
Die weitere Auswertung der (approximierten) erzeugenden Funktionen (2.40) beruht
auf einer Lo¨sung der Bethe-Ansatz-Gleichungen, die den fu¨hrenden Eigenwert Λ0(λ)
und den zugeho¨renden Eigenvektor |ψ0〉 im thermodynamischen Limes festlegt.
Unglu¨cklicherweise zeigt im Fall der Quantentransfermatrix die Verteilung der Rapi-
dita¨ten {λj}
M
j=1 einen Ha¨ufungspunkt, wodurch selbst im Trotter-Limes die Vertei-
lung diskret bleibt und nicht, wie fu¨r die gewo¨hnliche Transfermatrix mo¨glich, durch
eine Dichtefunktion beschrieben werden kann.
Die Vorgehensweise zu der Umgehung der Dichten wurde in [37, 38] aufgezeigt. Die
Darstellung erfolgt hier beginnend am Beispiel ∆ > 1, d.h. η ist rein reel und kann
o.B.d.A als positiv angesetzt werden. Die (α) M = N/2 (β) paarweise verschiede-
nen, (γ) auf der imgagina¨ren Achse verteilten Rapidita¨ten des fu¨hrenden Eigenwertes
definieren die Hilfsfunktion2
a(λ− ξ) =
d(λ)
a(λ)
N/2∏
l=1
sh(λ− λl + η)
sh(λ− λl − η)
(3.10)
in einem Koordinatensystem bezu¨glich ξ als neuen Ursprung mit den analytischen
Eigenschaften, dass
(i) a(λ) meromorph ist mit der Periode ipi in imagina¨rer Richtung und
(ii) im Analytizita¨tsstreifen D = {z ∈ C| − pi/2 < Im z ≤ pi/2}, Vielfachheiten
eingeschlossen, 3N/2 Pole aufweist,
(a) N/2 einfache Pole bei (λj − ξ) + η, j = 1 . . . ,N/2 und
(b) je N/2-fache Pole bei λ = −β/N und λ = β/N − η .
2Da in der Definition von a(λ − ξ) nur die Kombinationen λ − λl = (λ − ξ) − (λl − ξ) und
λ − ξ auftreten, ko¨nnen alle Berechnungen in einem Koordinatensystem mit ξ als neuen Ursprung
durchgefu¨hrt werden, in das formal mit ξ = 0 transformiert wird.
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Abbildung 3.1: Die kanonische Kontur C fu¨r den nichtkritischen Bereich mit ∆ > 1
(links) und entsprechend fu¨r |∆| < 1 (rechts).
(iii) Die Zahl der Nullstellen der meromorphen Funktion 1 + a(λ) in D ist 3N/2.
(a) Neben den N/2 einfachen Rapidita¨ten λj , 1+ a(λj − ξ) = 0, mit λ = 0 als
Ha¨ufungspunkt im Limes β → 0 existieren noch
(b) jeweils N/2 Nullstellen mit den Ha¨ufungspunkten λ = −η und λ = +η im
Limes β → 0. Von diesen Nullstellen wird angenommen, dass ihre Realteile
betragsma¨ßig gro¨ßer als η/2 sind.
Die Eigenschaften (α) - (γ) der Rapidita¨ten und ihre Lage in der komplexen Ebe-
ne wurden von A. Klu¨mper et al. [40] numerisch untersucht. Der Grenzfall β → 0
bietet im feldfreien Fall zudem die Mo¨glichkeit, die Rapidita¨ten analytisch zu be-
stimmen (Abschnitt 6.1). Zusammenfassend la¨sst sich feststellen, dass die Bethe-
Ansatz-Lo¨sungen fu¨r alle Trotter-Zahlen N zum fu¨hrenden Eigenwert von der durch
Abbildung 3.1 (links) dargestellten Kontur C eingeschlossen werden, ein Rechteck mit
zwei Kanten parallel zu der reellen Achse im Abstand pi/2 und zwei Kanten parallel
zu der imagina¨ren Achse bei ±γ mit 0 < γ < η/2.
Unter Beru¨cksichtigung der analytischen Eigenschaften kann zwischen den Funkti-
onen a(λ) und 1 + a(λ) als Zusammenhang die nichtlineare Integralgleichung
ln a(λ) = ln
[
sh(λ− βN ) sh(λ+
β
N + η)
sh(λ+ βN ) sh(λ−
β
N + η)
]N
2
−
∫
C
dω
2pii
sh(2η) ln(1 + a(ω))
sh(λ− ω + η) sh(λ− ω − η)
,
(3.11)
aufgestellt [39] werden, die innerhalb der Kontur C die Funktion a(λ) alternativ be-
schreibt und mit der die Rapidita¨ten des fu¨hrenden Eigenwertes als Nullstellen von
1+a(λ) zuru¨ckgewonnen werden ko¨nnen. Den Eigenschaften der Analytizita¨t folgend,
ist dazu nur noch die Kenntnis von a(λ) auf der Kontur C no¨tig.
Der Trotter-Limes ist leicht durchzufu¨hren, da die Trotter-Zahl N in die obige nichtli-
neare Integralgleichung nur noch als Parameter der Inhomogenita¨t eingeht. Die Glei-
chung (3.11) lautet dann mit der umskalierten inversen Temperatur (3.9)
ln a(λ) = −
2c sh2(η)
T sh(λ) sh(λ+ η)
−
∫
C
dω
2pii
sh(2η) ln(1 + a(ω))
sh(λ− ω + η) sh(λ− ω − η)
. (3.12)
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Die Weiterfu¨hrung der Ableitung fu¨r Anisotropiewerte |∆| < 1 in der Parametrisie-
rung ∆ = ch(η) bedingt rein imagina¨re η, 0 < Im η < pi, die mit der Umskalierung
(3.9) zu rein imagina¨ren inversen Temperaturen β fu¨hren.
Als Folge davon dreht sich die Null- und Polstellenverteilung der Funktionen a(λ) und
1+a(λ) in der komplexen Ebene um 90◦. Die Rapidita¨ten des fu¨hrenden Eigenwertes
finden sich auf der reellen Achse ein und werden fu¨r alle Trotterzahlen N von der
in Abbildung 3.1 (rechts) gezeigten Kontur C eingeschlossen, zwei Parallelen zu der
reellen Achse bei ±γ, γ rein imagina¨r. Die weiterhin bestehende Periodizita¨t in ipi
bedingt zusammen mit den Null- und Polstellen der Funktionen a(λ) und 1 + a(λ)
die Fallunterscheidung
0 < Im γ <
{
|η|
2 fu¨r 0 < ∆ < 1
π−|η|
2 fu¨r − 1 < ∆ < 0
. (3.13)
Die Aufstellung der nichtlinearen Integralgleichung wird durch die reine Drehung der
Null- und Polstellenverteilung der Hilfsfunktion nicht beeinflusst. Die Form der Integ-
ralgleichung (3.12) bleibt unvera¨ndert mit einer entsprechend modifizierten Kontur
C, die alle Lo¨sungen der Bethe-Ansatz-Gleichungen fu¨r |∆| < 1 umschließt.
Einfluss eines a¨ußeren Magnetfeldes
Die Erweiterung der bisherigen Darstellung auf ein a¨ußeres longitudinales Feld h
erfolgt formal durch die Substitution HXXZ → HXXZ−hS
z im statistischen Operator
limN→∞ ρN,L = e
−HXXZ/T fu¨r den feldfreien Fall, wobei
Sz =
1
2
L∑
j=1
σzj , [HXXZ , S
z] = 0 , (3.14)
der Operator der z-Komponente des Gesamtspins zu der Kettenla¨nge L ist. Zusam-
men mit der Beziehung
lim
N→∞
ρN,L e
hSz/T = e−(HXXZ−hS
z)/T , (3.15)
der Quantenmonodromiematrix TQTMj (λ) im feldfreien Fall und dem Exponential-
ausdruck
exp
(hSz
T
)
=
(
eh/2T 0
0 e−h/2T
)⊗L
(3.16)
ist die approximierte Darstellung des statistischen Operators fu¨r endliche Trotter-
Zahlen N und Kettenla¨ngen L unter einem a¨ußeren Feld h durch
ρN,L e
hSz
T = tr1,...,N T
QTM
1 (ξ)
(
eh/2T 0
0 e−h/2T
)
1
. . . TQTML (ξ)
(
eh/2T 0
0 e−h/2T
)
L
(3.17)
gegeben. Auf der Ebene der Yang-Baxter-Algebra a¨ußert sich das Feld durch die
formale Substitution
TQTM(λ)→ TQTM(λ)
(
eh/2T 0
0 e−h/2T
)
. (3.18)
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Die dadurch deformierte Quantenmonodromiematrix (3.18) bleibt eine Darstellung
der Yang-Baxter-Algebra fu¨r die R-Matrix (2.2) mit den zu modifizierenden Parame-
tern
a(λ)→ eh/2Ta(λ) , d(λ)→ e−h/2Td(λ) (3.19)
des algebraischen Bethe-Ansatzes in (3.4) und (3.5) sowie in den darauf aufbauenden
Definitionen, z.B. der Hilfsfunktion (3.10). Die Anwesenheit des Feldes bedeutet fu¨r
die Rapidita¨ten, dass sie sich von der reellen bzw. imagina¨ren Achse entfernen und
die einschließende Kontur C, siehe Abbildung 3.1, mit einem entsprechend großen
Wert von γ zu wa¨hlen ist.
In den nichtlinearen Integralgleichungen (3.11) und (3.12) entsteht aufgrund der De-
formation eine zusa¨tzliche Inhomogenita¨t −h/T , sodass sich die Hilfsfunktion a(λ)
fu¨r die XXZ-Kette unter einem a¨ußeren Feld durch
ln a(λ) = −
h
T
−
2c sh2(η)
T sh(λ) sh(λ+ η)
−
∫
C
dω
2pii
sh(2η) ln(1 + a(ω))
sh(λ− ω + η) sh(λ− ω − η)
(3.20)
im Trotter-Limes definiert. Sie entha¨lt alle Informationen zu den Rapidita¨ten des
fu¨hrenden Eigenwertes und Eigenvektors, und beschreibt im thermodynamischen Li-
mes die Freie Energie pro Gitterplatz (2.27) sowie die Korrelationsfunktionen (2.34).
Die Definition (3.10) der Hilfsfunktion a(λ) ist aber insofern nicht eindeutig, da auch
der Kehrwert der Bethe-Ansatz-Gleichungen (3.4) als Ausgangspunkt mo¨glich ist. Bei
numerischen Auswertungen [39] zeigt sich, zusa¨tzlich zu a(λ) die duale Entsprechung
a(λ) = 1/a(λ) zu betrachten, die die Rapidita¨ten als Lo¨sung der Gleichung a(λ) = −1
beschreibt mit der Integraldarstellung
ln a(λ) =
h
T
−
2c sh2(η)
T sh(λ) sh(λ− η)
+
∫
C
dω
2pii
sh(2η) ln(1 + a(ω))
sh(λ− ω + η) sh(λ− ω − η)
. (3.21)
Die nichtlineare Integralgleichung (3.21) folgt direkt aus (3.20) mit der Identita¨t
ln(1 + a) = ln(1 + a) + ln a unter Ausnutzung des Konturintegrals∫
C
dω
2pii
sh(2η) ln a(ω)
sh(λ− ω + η) sh(λ− ω − η)
= −
2c sh(η) sh(2η)
T sh(λ+ η) sh(λ− η)
. (3.22)
Fu¨r Argumente λ und ω auf oder innerhalb der Kontur C hat der Integrand nur einen
einfachen Pol bei ω = 0, der der Funktion ln a(ω) entsprechend (3.20) zugeordnet
werden kann mit Resω=0 ln a(ω) = −2c sh(η)/T .
Fu¨hrender Eigenwert
In der Darstellung (3.5), den fu¨hrenden Eigenwert betreffend, lassen sich durch Aus-
klammern des ersten Summanden die Beziehung
Λ(λ) = a(λ)
(
1 + a(λ− ξ)
)[ M∏
l=1
sh(λ− λl − η)
sh(λ− λl)
]
(3.23)
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zu a(λ) herstellen und durch Betrachtung der Null- und Polstellenverteilung der Funk-
tionen a(λ) und 1 + a(λ) die Integraldarstellungen
lnΛ(λ+ ξ) =
h
2T
+
∫
C
dω
2pii
sh(η) ln(1 + a(ω))
sh(λ− ω) sh(λ− ω − η)
(3.24)
= −
h
2T
−
∫
C
dω
2pii
sh(η) ln(1 + a(ω))
sh(λ− ω) sh(λ− ω + η)
(3.25)
ableiten [39]. Das Argument λ + ξ im Eigenwert beru¨cksicht die Beschreibung der
Hilfsfunktionen a(λ) bzw. a(λ) in einem Koordinatensystem bezu¨glich ξ als Ursprung
mit den darin gu¨ltigen Variablen λ und ω.
3.3 Freie Energie und Magnetisierung
Fu¨r den Integralausdruck der Freien Energie (2.27) pro Gitterplatz ist der Spektral-
parameter in Λ(λ+ ξ) mit λ = 0 fu¨r λ0 = ξ zu spezifizieren,
f(h, T ) = −
h
2
− T
∫
C
dω
2pii
sh(η) ln(1 + a(ω))
sh(ω) sh(ω + η)
=
h
2
+ T
∫
C
dω
2pii
sh(η) ln(1 + a(ω))
sh(ω) sh(ω − η)
.
(3.26)
Mit der Freien Energie als thermodynamisches Potenzial lassen sich alle thermodyna-
mischen Gro¨ßen durch partielle Ableitungen bestimmen, wie etwa die Magnetisierung
m(h, T ) = lim
L→∞
〈Sz〉h,T
L
= −
∂f
∂h
(h, T ) (3.27)
fu¨r anliegende Magnetfelder h und endliche Temperaturen T . Die explizite Ausfu¨hrung
der Ableitung nach dem Magnetfeld fu¨hrt auf die Integraldarstellung
m(h, T ) = −
1
2
−
∫
C
dω
2pii
sh(η)
sh(ω) sh(ω − η)
σ(ω)
1 + a(ω)
, (3.28)
σ(λ) = −
T∂ha(λ)
a(λ)
=
T∂ha(λ)
a(λ)
. (3.29)
Anstatt σ(λ) u¨ber die Abha¨ngigkeit der Hilfsfunktionen a(λ) bzw. a(λ) vom Magnet-
feld h zu bestimmen, resultiert die partielle Ableitung von (3.21) nach h in einer
alternativen Definition von σ(λ) u¨ber die (numerisch stabilere) Integralgleichung
σ(λ) = 1 +
∫
C
dω
2pii
sh(2η)
sh(λ− ω + η) sh(λ− ω − η)
σ(ω)
1 + a(ω)
. (3.30)
Im Hinblick auf die erzeugende Funktion (2.37), die die Magnetisierung als Spezialfall
entha¨lt, soll fu¨r den spa¨teren Vergleich eine zu (3.28) a¨quivalente Integraldarstellung
angegeben werden. Sei G(λ) die Lo¨sung der Integralgleichung
G(λ) =
sh(η)
sh(λ) sh(λ− η)
+
∫
C
dω
2pii
sh(2η)
sh(λ− ω + η) sh(λ− ω − η)
G(ω)
1 + a(ω)
, (3.31)
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dann definieren der symmetrische Kern K(λ) = sh(2η)/
(
sh(λ+ η) sh(λ− η)
)
, die
Hilfsfunktion a(λ) und die Kontur C den Integraloperator3
(K̂ϕ)(λ) =
∫
C
dω
2pii
K(λ− ω)ϕ(ω)
1 + a(ω)
(3.32)
fu¨r eine Testfunktion ϕ(λ). Mit den Inhomogenita¨ten g(λ) = sh(η)/
(
sh(λ) sh(λ− η)
)
und e(λ) = 1 der Integralgleichungen (3.30) und (3.31) lauten deren Lo¨sungen im
Operatorformalismus
σ(λ) =
(
(1− K̂)−1e
)
(λ) , G(λ) =
(
(1− K̂)−1g
)
(λ) . (3.33)
Mit der fu¨r symmetrische Kerne K(λ) und beliebige Testfunktionen g(ω) und e(ω)
u¨ber eine vollsta¨ndige Induktion beweisbaren Hilfsrelation∫
C
dω
2pii
g(ω)(K̂ne)(ω)
1 + a(ω)
=
∫
C
dω
2pii
(K̂ng)(ω)e(ω)
1 + a(ω)
, n ∈ N0 (3.34)
folgt fu¨r die Lo¨sungen σ(λ) und G(λ) obiger Integralgleichungen die durch Einsetzen
zu verifizierende Identita¨t∫
C
dω
2pii
sh(η)
sh(ω) sh(ω − η)
σ(ω)
1 + a(ω)
=
∫
C
dω
2pii
G(ω)
1 + a(ω)
. (3.35)
Zusammen mit der Lo¨sung G(λ) der Integralgleichung (3.31) erschließt sich die Mag-
netisierung m(h, T ) dann alternativ aus den Integralausdru¨cken
m(h, T ) = −
1
2
−
∫
C
dω
2pii
G(ω)
1 + a(ω)
=
1
2
+
∫
C
dω
2pii
G(ω)
1 + a(ω)
. (3.36)
3Fu¨r den Integraloperator bK sei angenommen, dass die Resolvente (1 − bK)−1 und speziell die
Neumannsche Reihe (1− bK)−1 = 1 + bK + bK2 + . . . existieren.
Kapitel 4
Die zz-Korrelation: Eine
erzeugende Funktion
Die Auswertung der erzeugenden Funktion (2.40) in Operatordarstellung kombiniert
die algebraische Struktur [33,35,53] der XXZ-Kette (bei T = 0) mit der funktionen-
theoretischen Beschreibung [37–39] der Bethe-Ansatz-Gleichungen fu¨r die Quanten-
transfermatrix (bei T > 0). Die Kombination ist mo¨glich, da es sich nur um unter-
schiedliche Darstellungen der gleichen Yang-Baxter-Algebra handelt.
4.1 Kombinatorische Aspekte des algebraischen Bethe-
Ansatzes
Die Grundlage der Auswertung des rein algebraischen Anteils der erzeugenden Funk-
tion beruht auf der geschlossenen Darstellung von Skalarprodukten. Ist {µk}
M
k=1 eine
beliebige Menge paarweise verschiedener komplexer Zahlen, dann sind die Vektoren
|{µ}〉 = B(µ1) . . . B(µM )|0〉 , 〈{µ}| = 〈0||C(µM ) . . . C(µ1) (4.1)
zueinander dual mit 〈0||A(λ) = 〈0|a(λ), 〈0||D(λ) = 〈0|d(λ), und es gilt das folgende
Lemma [53] 1. Seien {λl}
M
l=1 ein Satz Lo¨sungen der Bethe-Ansatz-Gleichungen und
{µk}
M
k=1 eine beliebige Menge paarweise verschiedener komplexer Zahlen, dann ist
〈0||C(µM ) . . . C(µ1)B(λ1) . . . B(λM )|0〉
=
[∏M
j=1 d(λj)a(µj)
]∏M
j,k=1 sh(λj − µk + η)∏
1≤j<k≤M sh(λj − λk) sh(µk − µj)
det N̂(λj , µk) (4.2)
ein Skalarprodukt im Sinne des algebraischen Bethe-Ansatzes mit 〈0||0〉 = 1 und der
fu¨r die XXZ-Kette expliziten Determinantendarstellung
N̂(λj , µk) = t(λj , µk)− t(µk, λj)
d(µk)
a(µk)
M∏
l=1
f(µk, λl)
f(λl, µk)
, (4.3)
t(λ, ξ) =
sh(η)
sh(λ− ξ) sh(λ− ξ + η)
. (4.4)
Aufgrund der Relationen [C(λ), C(µ)] = [B(λ), B(µ)] = 0 aus (3.1) ist fu¨r die Ope-
ratoren B(λ) und C(λ) keine Reihenfolge einzuhalten und das Skalarprodukt ist sym-
metrisch bezu¨glich {λ} und {µ}.
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Fu¨r die Anwendung der Skalarproduktformel (4.2) auf den Za¨hler der approximierten
erzeugenden Funktion
ΦN (ϕ|{ξ}) =
〈{λ}||
[∏m
j=1(A+ e
ϕD)(ξj)
]
|{λ}〉
〈{λ}||{λ}〉
∏m
j=1Λ0(ξj)
(4.5)
ist die Lo¨sung der Bethe-Ansatz-Gleichungen mit M = N/2 zu spezifizieren und
die Wirkung der deformierten Quantentransfermatrix tϕ(λ) = (A+ e
ϕD)(λ) auf den
dualen Bethe-Vektor 〈{λ}| = 〈0||C(λN/2) . . . C(λ1) zu analysieren. Letzteres erfolgt
unter Zuhilfenahme der quadratischen Vertauschungsrelationen
C(µ)A(λ) = f(µ, λ)A(λ)C(µ) − g(µ, λ)A(µ)C(λ) (4.6a)
C(µ)D(λ) = f(λ, µ)D(λ)C(µ)− g(λ, µ)D(µ)C(λ) (4.6b)
f(λ, µ) =
sh(λ− µ+ η)
sh(λ− µ)
, g(λ, µ) =
sh(η)
sh(λ− µ)
(4.7)
aus der Yang-Baxter-Algebra (3.1). Die Operatoren A und D im Term
〈0||C(λN/2) . . . C(λ1)
m∏
j=1
(A+ eϕD)(ξj) (4.8)
sind vollsta¨ndig nach links durchzutauschen und mit 〈0| durch ihren Vakuumerwar-
tungswert a und d zu ersetzen. Mit den Feststellungen, dass
(i) durch die Struktur der Vertauschungsrelationen (4.6) bei jedem einzelnen Schritt
die Anzahl der Operatoren C in den neu generierten Termen unvera¨ndert bleibt
(ii) und alle dualen Vektoren 〈{µ}| = 〈0||C(µM ) . . . C(µ1) nach (4.1) durch die An-
gabe der Argumente {µk}
M
k=1, von Vorfaktoren abgesehen, eindeutig bestimmt
sind,
kann der Term (4.8) kombinatorisch interpretiert werden. Es sind alle Mo¨glichkeiten
von dualen Vektoren zu beru¨cksichtigen, in deren beschreibender Menge {λl}
N/2
l=1 von
Argumenten davon minimal Null und maximal m Argumente durch Inhomogenita¨ten
ξk ∈ {ξj}
m
j=1 ersetzt sind.
Mengen und Teilmengen
Fu¨r die Umsetzung der kombinatorischen Vorgaben werden die Mengen {λ} = {λl}
N/2
l=1
und {ξ} = {ξj}
m
j=1 in disjunkte Untermengen aufgeteilt.
Sind {λ+}, {λ−} ⊂ {λ} disjunkte Teilmengen mit der Vereinigung {λ} = {λ+}∪˙{λ−},
dann ist p2{λ} die Menge aller geordneten Paare ({λ
+}, {λ−}) und die Teilmengen
{λ+}, {λ−} werden als Partitionen bezeichnet. Die Zahl der Elemente in {λ} wird
durch |λ| = card{λ} = N/2 dargestellt, und auf die Elemente in den Partitionen
{λ±} wird u¨ber λ±j , j = 1, . . . , |λ
±| Bezug genommen.
Ein alternativer Zugang ist u¨ber die Indizierung mo¨glich. Ist I = {1, . . . ,N/2}
die Indexmenge von {λ}, dann beschreibt p2(I) die Menge aller geordneten Paare
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({α+}, {α−}) von Partitionen {α+}, {α−} ⊂ I mit {α+}∪˙{α−} = I. Zu jeder festen
Partition {α±} der Indexmenge korrespondiert genau eine Partition {λ±}, sodass
{λl}l∈{α±} = {λα±} = {λ
±} gilt.
Eine analoge Darstellung trifft fu¨r die Menge {ξ} zu.
Die Beru¨cksichtigung der vollsta¨ndigen Vertauschungsrelationen (4.6) mit den Funk-
tionen f(λ, µ) und g(λ, µ) resultiert in zusa¨tzlichen Vorfaktoren zu den kombinato-
risch abgeleiteten dualen Vektoren, dargestellt in
Lemma [33] 2. Seien {λl}
M
l=1und {ξj}
m
j=1 beliebige Mengen paarweise verschiedener
komplexer Zahlen, 〈0||C(λM ) . . . C(λ1) ein dualer Vektor und tϕ(λ) = (A + e
ϕD)(λ)
die deformierte Quantentransfermatrix, dann ist
〈0||C(λM ) . . . C(λ1)
m∏
j=1
(A+ eϕD)(ξj) =∑
({λ+},{λ−})∈p2{λ}
({ξ+},{ξ−})∈p2{ξ}
|ξ+|+|λ−|=M
R
(
{ξ+}|{ξ−}|{λ+}|{λ−}
)
〈0||
|ξ+|∏
j=1
C(ξ+j )
|λ−|∏
l=1
C(λ−l ) (4.9)
mit dem fu¨r beliebige Parameter a(λ) und d(λ) des algebraischen Bethe-Ansatzes
expliziten Koeffizienten
R
(
{ξ+}|{ξ−}|{λ+}|{λ−}
)
= S
(
{ξ+}|{λ+}|{λ−}
) |ξ−|∏
j=1
{
a(ξ−j )
[ |ξ+|∏
k=1
f(ξ+k , ξ
−
j )
][ |λ−|∏
l=1
f(λ−l , ξ
−
j )
]
+ eϕd(ξ−j )
[ |ξ+|∏
k=1
f(ξ−j , ξ
+
k )
][ |λ−|∏
l=1
f(ξ−j , λ
−
l )
]}
. (4.10)
Der sich fu¨r |ξ−| = 0 ergebende Koeffizient S
(
{ξ+}|{λ+}|{λ−}
)
kann als das Verha¨lt-
nis zweier m×m Determinanten aufgefasst werden,
S
(
{ξ+}|{λ+}|{λ−}
)
=
det M̂(λ+j , ξ
+
k )
detV (λ+j , ξ
+
k )
, (4.11)
mit den Eintra¨gen
V (λ+j , ξ
+
k ) =
1
sh(ξ+k − λ
+
j )
, (4.12)
M̂(λ+j , ξ
+
k ) = a(λ
+
j ) t(ξ
+
k , λ
+
j )
[ |ξ+|∏
l=1
f(ξ+l , λ
+
j )
][ |λ−|∏
m=1
f(λ−m, λ
+
j )
]
− eϕd(λ+j ) t(λ
+
j , ξ
+
k )
[ |ξ+|∏
l=1
f(λ+j , ξ
+
l )
][ |λ−|∏
m=1
f(λ+j , λ
−
m)
]
. (4.13)
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Verha¨ltnisse von Skalarprodukten
Auf der Grundlage von Lemma 2 kann fu¨r die Rapidita¨ten {λl}
N/2
l=1 des fu¨hrenden
Eigenwertes die weitere Auswertung der approximierten erzeugenden Funktion
ΦN (ϕ, {ξ}) =
∑
({λ+},{λ−})∈p2{λ}
({ξ+},{ξ−})∈p2{ξ}
|ξ+|+|λ−|=N/2
R
(
{ξ+}|{ξ−}|{λ+}|{λ−}
) 〈{ξ+} ∪ {λ−}||{λ}〉∏|ξ|
j=1Λ0(ξj) 〈{λ}||{λ}〉
(4.14)
auf das Verha¨ltnis der Skalarprodukte 〈{ξ+} ∪ {λ−}||{λ}〉 und 〈{λ}||{λ}〉 reduziert
werden. Diese sind bezu¨glich der Argumente {λ} und {ξ+} ∪ {λ−} symmetrisch,
sodass fu¨r beliebige, aber festgehaltene Partitionen {λ+} und {ξ+} mit vorgegebener
Kardinalzahl n = 0, . . . , |ξ| die Umsortierung
λ˜j =
{
λ+j fu¨r j = 1, . . . , n
λ−j−n fu¨r j = n+ 1, . . . ,N/2
(4.15)
der Bethe-Ansatz-Zahlen λj mo¨glich ist. Die λj sind Lo¨sung der Bethe-Ansatz-Gleich-
ungen a(λj − ξ) = −1 zu der Hilfsfunktion (3.10), welche u¨ber die Relation
N̂(λj , µk) = t(λj, µk)− t(µk, λj) a(µk − ξ) (4.16)
mit der Determinante (4.3) der Slavnov-Formel (4.2) in Verbindung steht. Der Limes
µk → λk in der Normierung 〈{λ}||{λ}〉 ist fu¨r das Skalarprodukt (4.2) einfach zu bil-
den; der Vorfaktor ist regula¨r und die Determinanteneintra¨ge besitzen den Grenzwert
lim
µk→λk
N̂(λj , µk) = δ
j
k
∂ ln a
∂λ
(λj − ξ) +
sh(2η)
sh(λj − λk + η) sh(λj − λk − η)
. (4.17)
Die Anwendung der Slavnov-Formel ergibt dann unter der Umsortierung (4.15) der
Bethe-Ansatz-Zahlen
〈{ξ+} ∪ {λ−}||{λ}〉
〈{λ}||{λ}〉
=
[ n∏
j=1
a(ξ˜j)
a(λ˜j)
][ n∏
j,k=1
sh(λ˜j − ξ˜k + η)
sh(λ˜j − λ˜k + η)
]
[ N/2∏
j=n+1
n∏
k=1
f(λ˜j, ξ˜k)
f(λ˜j, λ˜k)
][ ∏
1≤j<k≤n
sh(λ˜j − λ˜k)
sh(ξ˜j − ξ˜k)
]
detNn
detN0
(4.18)
mit ξ˜j = ξ
+
j fu¨r j = 1, . . . , n und den aus (4.16) und (4.17) folgenden Eintra¨gen
Nn
j
k =

t(λ˜j , ξ˜k)− t(ξ˜k, λ˜j) a(ξ˜k − ξ) k = 1, . . . , n
δjk
∂ ln a
∂λ
(λ˜k − ξ) +
sh(2η)
sh(λ˜j − λ˜k + η) sh(λ˜j − λ˜k − η)
k = n+ 1, . . . ,N/2 .
(4.19)
Die Spalten k = n + 1, . . . , N/2 der Matrizen Nn und N0 sind identisch, womit das
Verha¨ltnis der zugeordneten Determinaten in (4.18) weiter vereinfacht werden kann,
dargestellt in
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Lemma 3. Seien detNn die Determinanten aus den Matrizen (4.19), dann ist unter
Anwendung des Determinantenmultiplikationssatzes das Verha¨ltnis
detNn
detN0
=
[ n∏
j=1
1 + a(ξ+j − ξ)
a′(λ+j − ξ)
]
detnG(λ
+
j − ξ, ξ
+
k − ξ) (4.20)
eine n × n Determinante fu¨r alle n = 0, . . . , |ξ| = m und G(λ, ξ) ist die Lo¨sung der
linearen Integralgleichung
G(λ, ξ) = t(ξ, λ) +
∫
C
dω
2pii
sh(2η)
sh(λ− ω + η) sh(λ− ω − η)
G(ω, ξ)
1 + a(ω)
. (4.21)
Die Integration in der komplexen Ebene erfolgt entlang der kanonischen Kontur C,
wie im Falle der nichtlinearen Integralgleichung fu¨r die Hilfsfunktion a(λ).
Beweis. Anhang A.1
Das Verha¨ltnis der Skalarprodukte (4.18) ist dann schließlich fu¨r beliebige, aber fest-
gehaltene Partitionen {λ+} und {ξ+}mit vorgegebener Kardinalzahl n gegeben durch
〈{ξ+} ∪ {λ−}||{λ}〉
〈{λ}||{λ}〉
=
[ n∏
j=1
a(ξ+j )
a(λ+j )
1 + a(ξ+j − ξ)
a′(λ+j − ξ)
][ n∏
j,k=1
sh(λ+j − ξ
+
k + η)
sh(λ+j − λ
+
k + η)
]
[N/2−n∏
j=1
n∏
k=1
f(λ−j , ξ
+
k )
f(λ−j , λ
+
k )
][ ∏
1≤j<k≤n
sh(λ+j − λ
+
k )
sh(ξ+j − ξ
+
k )
]
detnG(λ
+
j − ξ, ξ
+
k − ξ) . (4.22)
Die Beziehung (3.23) zwischen dem fu¨hrenden Eigenwert der Quantentransfermatrix
und der Hilfsfunktion a(λ),
Λ0(ξj) = a(ξj)
(
1 + a(ξj − ξ)
)[N/2∏
l=1
f(λl, ξj)
]
, (4.23)
komplettiert die Terme (4.10), (4.22) in der approximierten erzeugenden Funktion
(4.14), und es folgt das Endresultat dieses Abschnittes zusammengefasst in
Lemma 4. Seien {λl}
N/2
l=1 die Rapidita¨ten des fu¨hrenden Eigenwertes und {ξj}
m
j=1
die paarweise verschiedenen Inhomogenita¨ten der Pla¨tze 1, . . . ,m auf der Spinkette,
dann gilt fu¨r die approximierte erzeugende Funktion
ΦN (ϕ|{ξ}) =
∑
({λ+},{λ−})∈p2{λ}
({ξ+},{ξ−})∈p2{ξ}
|ξ+|+|λ−|=N/2
Y|ξ+|
(
{λ+}|{ξ+}
)
Z|ξ+|
(
{λ+}|{ξ+}|{ξ−}
)[∏|ξ+|
j=1 a
′(λ+j − ξ)
][∏|ξ−|
j=1
(
1 + a(ξ−j − ξ)
)] . (4.24)
Die explizite Abha¨ngigkeit von den Partitionen {λ−} wird in der Hilfsfunktion a ab-
sorbiert, sodass die Terme
Zn
(
{λ+}|{ξ+}|{ξ−}
)
=
m−n∏
j=1
{
1+eϕa(ξ−j − ξ)
[ n∏
k=1
f(ξ−j , ξ
+
k )f(λ
+
k , ξ
−
j )
f(ξ+k , ξ
−
j )f(ξ
−
j , λ
+
k )
]}
, (4.25)
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Yn
(
{λ+}|{ξ+}
)
=
[ n∏
j=1
b(λ+j )
b
′
(ξ+j )
][ n∏
j,k=1
sh(λ+j − ξ
+
k + η) sh(λ
+
j − ξ
+
k − η)
sh(ξ+j − ξ
+
k + η) sh(λ
+
j − λ
+
k − η)
]
detn M˜ (λ
+
j , ξ
+
k ) detnG(λ
+
j − ξ, ξ
+
k − ξ) (4.26)
nur noch die Partitionen {λ+}, {ξ+} und {ξ−} mit endlichen Kardinalzahlen enthal-
ten. G(λ, ξ) ist die Lo¨sung der linearen Integralgleichung (4.21), und es sind
M˜(λ+j , ξ
+
k ) = t(ξ
+
k , λ
+
j ) + e
ϕ t(λ+j , ξ
+
k )
[ n∏
l=1
sh(λ+j − λ
+
l − η) sh(λ
+
j − ξ
+
l + η)
sh(λ+j − λ
+
l + η) sh(λ
+
j − ξ
+
l − η)
]
,
(4.27)
b(λ) =
[ m∏
k=1
1
f(λ, ξk)
]
=
[ m∏
k=1
sh(λ− ξk)
sh(λ− ξk + η)
]
. (4.28)
Beweisskizze. Anhang A.2
Die Funktion G(λ, ξ) stellt eine Erweiterung der Lo¨sung G(λ) = G(λ, 0) von Glei-
chung (3.31) dar und wird als verallgemeinerte Dichtefunktion bezeichnet.
4.2 Integraldarstellungen
Der vollsta¨ndige Ausdruck ΦN (ϕ|{ξ}) liegt in Differenzenform vor und wird fu¨r die
weitere Rechnung formal durch ξ = 0 in ein Koordinatensystem mit ξ als neuem
Ursprung transformiert. Das U¨berfu¨hren in einen Integralausdruck folgt in der Ar-
gumentation den Darstellungen [33,35].
Die meromorphe Funktion 1 + a(λ) weist, Vielfachheiten eingeschlossen, im Analyti-
zita¨tsstreifen D = {z ∈ C| − pi/2 < Im z ≤ pi/2}
(i) 3N/2 Nullstellen auf,
(a) N/2 einfache Nullstellen bei den Rapidita¨ten λl, l = 1, . . . ,N/2 sowie
(b) N zusa¨tzliche Nullstellen ρk außerhalb der Kontur C, k = 1, . . . ,N ,
(ii) und sie teilt die 3N/2 Polstellen der Hilfsfunktion a(λ),
(a) zwei N/2-fache Polstellen bei λ = −β/N und λ = β/N − η sowie
(b) N/2 einfache Pole bei λl + η, l = 1, . . . ,N/2 .
Dann hat die Funktion 1/
(
1 + a(λ)
)
innerhalb der Kontur C nur einfache Pole bei
den Bethe-Ansatz-Zahlen des fu¨hrenden Eigenwertes mit
Resλ=λj
1
1 + a(λ)
=
1
a′(λj)
, j = 1, . . . ,N/2 . (4.29)
Ist weiter f : Cn → C, (ω1, . . . , ωn) 7→ f(ω1, . . . , ωn) eine (a) in ihren Argumenten
symmetrische Funktion, die (b) fu¨r zwei u¨bereinstimmende Argumente zu Null wird
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Abbildung 4.1: Die Kontur C − Γ im Fall ∆ > 1.
sowie (c) analytisch auf und innerhalb Cn ist, dann gilt
1
n!
[ n∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
]
f(ω1, . . . , ωn) =
∑
({λ+},{λ−})∈p2{λ}
|λ+|=n
f(λ+1 , . . . , λ
+
n )∏n
j=1 a
′(λ+j )
. (4.30)
Die Umkehrung dieser Relation ordnet den kombinatorischen Summen∑
({λ+},{λ−})∈p2{λ}
({ξ+},{ξ−})∈p2{ξ}
|ξ+|+|λ−|=N/2
=
m∑
n=0
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=n
∑
({λ+},{λ−})∈p2{λ}
|λ+|=n
(4.31)
der approximierten erzeugenden Funktion ΦN (ϕ|{ξ}) Integralausdru¨cke zu, voraus-
gesetzt die Bedingungen (a)−(c) sind erfu¨llt. Die Voraussetzungen (a) und (b) fol-
gen trivial aus der Symmetrie der Skalarprodukte und deren Determinantendarstel-
lung, allerdings ist der Term Yn
(
{λ+}|{ξ+}
)
Zn
(
{λ+}|{ξ+}|{ξ−}
)
in den Variablen
λ+1 , . . . , λ
+
n an den Stellen λ
+
j = ξ
+
k , j, k = 1, . . . , n nicht analytisch.
Die paarweise verschiedenen Inhomogenita¨ten {ξk}
m
k=1 waren bislang freie Parameter
mit dem Grenzwert ξ (= 0) im homogenen Limes. Sie werden von den Rapidita¨ten
λj verschieden und innerhalb der Kontur C so gewa¨hlt, dass die ξk, und nur die
ξk, von der einfach geschlossenen Kontur Γ (siehe Abbildung 4.1) eingefasst werden.
Dann ist Yn
(
{λ+}|{ξ+}
)
Zn
(
{λ+}|{ξ+}|{ξ−}
)
innerhalb (C −Γ)n analytisch und der
entsprechende Integralausdruck∑
({λ+},{λ−})∈p2{λ}
|λ+|=n
Yn({λ
+}|{ξ+})Zn({λ
+}|{ξ+}|{ξ−})[∏n
j=1 a
′(λ+j )
][∏m−n
j=1
(
1 + a(ξ−j )
)]
=
1
n!
[ n∏
j=1
∫
C−Γ
dωj
2pii
1
1 + a(ωj)
][m−n∏
j=1
1
(1 + a(ξ−j ))
]
Yn
(
{ωj}
n
j=1|{ξ
+}
)
Zn
(
{ωj}
n
j=1|{ξ
+}|{ξ−}
)
(4.32)
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existiert. Der homogene Limes ξj → ξ (= 0) und der Trotter-Limes N → ∞ sind
aber aus zwei Gru¨nden nicht ausfu¨hrbar:
(i) Der homogene Limes bedingt, dass der Ursprung von der Kontur Γ eingeschlos-
sen wird. Gleichzeitig ist er aber auch der Ha¨ufungspunkt der Bethe-Ansatz-
Zahlen, sodass jede noch so eng um 0 gewa¨hlte, aber festgehaltene Kontur Γ ab
einer bestimmten Trotter-Zahl von den Rapidita¨ten in Richtung Ursprung u¨ber-
schritten wird. Die Integraldarstellung ist daher auf endliche Trotter-Zahlen
beschra¨nkt.
(ii) Der Limes N → ∞ fu¨hrt zu einer wesentlichen Singularita¨t von a(λ) im Ur-
sprung, und die bestehenden Terme a(ξj) ko¨nnen nicht zugunsten eines Integ-
ralausdruckes analog (4.30) ersetzt werden. Das Ziel eines solchen Ausdruckes
ist es, die Auswertung der Funktion a(λ) nicht an der Stelle der Singularita¨t
vornehmen zu mu¨ssen, sondern entlang einer Kontur um die Singularita¨t. Auf
dieser Kontur ist a(λ) analytisch. Der Trotter-Limes und der homogene Limes
kommutieren nicht fu¨r die Terme a(ξj).
Eine Mo¨glichkeit, die Konsequenzen der Punkte (i) und (ii) zu umgehen, zeigt
Beispiel 3. Die Funktion G(λ, µ) weist bei λ = µ eine einfache Polstelle auf mit dem
Residuum Resλ=µG(λ, µ) = −1 und die approximierte erzeugende Funktion lautet fu¨r
eine einzelne Inhomogenita¨t
ΦN (ϕ|ξ1) =
1 + eϕ a(ξ1)
1 + a(ξ1)
− (1− eϕ)
∫
C−Γ
dω
2pii
G(ω, ξ1)
1 + a(ω)
=
1 + eϕ a(ξ1)
1 + a(ξ1)
− (1− eϕ)
[ ∫
C
dω
2pii
−
∫
Γ
dω
2pii
]
G(ω, ξ1)
1 + a(ω)
= eϕ − (1− eϕ)
∫
C
dω
2pii
G(ω, ξ1)
1 + a(ω)
. (4.33)
Das Resultat ist nicht mehr abha¨ngig von a(ξ1) und der Trotter-Limes sowie der
homogene Limes ko¨nnen unabha¨ngig voneinander ausgefu¨hrt werden.
U¨bertragen auf die approximierte erzeugende Funktion ΦN (ϕ|{ξ}) sind fu¨r die Limi-
tes N →∞ und ξj → 0 in (4.32) die Konturintegrale u¨ber Γ abzuspalten,[ n∏
j=1
∫
C−Γ
dωj
2pii
]
=
n∑
r=0
(
n
r
)
(−1)n−r
[ r∏
j=1
∫
C
dωj
2pii
][ n∏
j=r+1
∫
Γ
dωj
2pii
]
, (4.34)
mit dem Residuensatz auszuwerten und die verbleibenden C-Integrationen zu resum-
mieren.
Auswertung der Γ-Integrale
Die analytischen Eigenschaften des Integranden in (4.32) sind bekannt, und die Aus-
wertung der Integrale auf der Kontur Γ findet sich in
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Lemma 5. Der Term Yn
(
{ωj}
n
j=1|{ξ
+}
)
Zn
(
{ωj}
n
j=1|{ξ
+}|{ξ−}
)
mit den Partitio-
nen {ξ+}, {ξ−} ist in den Variablen ω1, . . . , ωn symmetrisch und hat innerhalb Γ
n
einfache Polstellen bei ωj = ξ
+
k , j, k = 1, . . . , n. Ist p2{ξ
−} weiter die Menge aller
geordneten Paare ({ξ−+}, {ξ−−}) von Unterpartitionen, dann folgt durch die Aus-
wertung der Γ-Integrale mit einer beliebigen Auswahl von n− r Variablen ωj
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=n
[ n∏
j=r+1
∫
Γ
dωj
2pii
1
1 + a(ωj)
]
Yn
(
{ωj}
n
j=1|{ξ
+}
)
Zn
(
{ωj}
n
j=1|{ξ
+}|{ξ−}
)∏m−n
k=1
(
1 + a(ξ−k )
)
= (n− r)!
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=r
Yr
(
{ωj}
r
j=1|{ξ
+}
)
∑
({ξ−+},{ξ−−})∈p2{ξ−}
|ξ−+|=m−n
[m−n∏
k=1
1 + eϕ a(ξ−+k )Fr(ξ
−+
k )
1 + a(ξ−+k )
][ n−r∏
k=1
1− eϕ Fr(ξ
−−
k )
1 + a(ξ−−k )
]
(4.35)
fu¨r r = 0, . . . , n. Die Funktion Fr(λ) ist symmetrisch bezu¨glich {ξ
+}, |ξ+| = r sowie
{ωj}
r
j=1 und lautet
Fr(λ) = Fr
(
λ|{ωj}
r
j=1|{ξ
+}
)
=
[ r∏
j=1
sh(λ− ξ+j + η)
sh(λ− ξ+j − η)
sh(λ− ωj − η)
sh(λ− ωj + η)
]
. (4.36)
Beweis. Durch die Symmetrie des Integranden ist einer Umsortierung der Variablen
ωj mo¨glich. Die einfachen Polstellen bei ωj = ξ
+
k , j, k = 1, . . . , n folgen aus den
einfachen Polen von detnG(ωj , ξ
+
k ) bei ωj = ξ
+
k , j, k = 1, . . . , n wa¨hrend sich die ein-
fachen Null- und Polstellen der Terme
∏n
j=1 b(ωj) und detn M˜(ωj , ξ
+
k ) kompensieren.
Die Auswertung der Konturintegrale u¨ber Γ ist in Anhang A.4 zu finden.
Resummation der C-Integrale
Aus kombinatorischer Sicht ergibt die Auswertung der Γ-Integrationen in der appro-
ximierten erzeugenden Funktion
ΦN (ϕ|{ξ}) =
m∑
n=0
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=n
[ n∏
j=1
∫
C−Γ
dωj
2pii
]
Integrand
(
{ωj}
n
j=1|{ξ
+}|{ξ−}
)
nach (4.34) insgesamt (m+ 1)(m + 2)/2 Terme mit 0, . . . ,m Konturintegralen u¨ber
C. Bezeichnen n die urspru¨nglichen Integrationen
[∏n
j=1
∫
C−Γ dωj
]
und r die verblei-
benden Integrationen
[∏r
j=1
∫
C dωj
]
nach Auswertung der Γ-Konturen, dann ist eine
graphische U¨bersetzung in Abbildung 4.2 mo¨glich:
(i) Fu¨r ein festes n kennzeichnet jeder Punkt • einen Summanden in (4.34), es
entstehen Terme mit r = 0, . . . , n C-Integrationen (Abbildung 4.2 links).
(ii) Alternativ sind eine feste Anzahl r von Konturintegralen u¨ber C in den Termen
n = r, . . . ,m enthalten (Abbildung 4.2 rechts).
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0
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Abbildung 4.2: Graphische Darstellung aller Summanden nach Abspaltung und Aus-
wertung der Konturintegrale u¨ber Γ.
Sollen in einem Summanden Sr alle Terme mit r Konturintegralen u¨ber C gesammelt
werden, sind fu¨r n = r, . . . ,m die Gleichung (4.35) sowie die Faktoren (−1)n−r
(n
r
)
aus (4.34) zu kombinieren, und es folgt
Sr =
1
r!
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=r
[ r∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
]
Yr
(
{ωj}
r
j=1|{ξ
+}
)
m∑
n=r
(−1)n−r
∑
({ξ−+},{ξ−−})∈p2{ξ−}
|ξ−+|=m−n
[m−n∏
l=1
1 + eϕ a(ξ−+l )Fr(ξ
−+
l )
1 + a(ξ−+l )
]
[ n−r∏
l=1
1− eϕ Fr(ξ
−−
l )
1 + a(ξ−−l )
]
. (4.37)
Ausgehend vom ho¨chsten Term mit m Konturintegralen C − Γ wird die Anzahl der
verbleibenden C-Integrationen mit r = m − k parametrisiert. Der zu untersuchende
Term ist
m∑
n=m−k
(−1)n−m+k
∑
({ξ−+},{ξ−−})∈p2{ξ−}
|ξ−+|=m−n
[m−n∏
l=1
1 + eϕ a(ξ−+l )Fm−k(ξ
−+
l )
1 + a(ξ−+l )
]
[ n−m+k∏
l=1
1− eϕ Fm−k(ξ
−−
l )
1 + a(ξ−−l )
]
=
k∑
j=0
(−1)j
∑
({ξ−+},{ξ−−})∈p2{ξ−}
|ξ−−|=j
[ k−j∏
l=1
1 + eϕ a(ξ−+l )Fm−k(ξ
−+
l )
1 + a(ξ−+l )
]
[ j∏
l=1
1− eϕ Fm−k(ξ
−−
l )
1 + a(ξ−−l )
]
, (4.38)
und seine Auswertung reduziert sich auf das Ersatzproblem in
4.2. INTEGRALDARSTELLUNGEN 35
Lemma 6. Seien p und q zwei beliebige auf der Indexmenge Ik = {1, . . . , k} defi-
nierte Funktionen und sei p2(Ik) die Menge aller geordneten Paare
(
{α+}, {α−}
)
von
Partitionen {α+}, {α−} ∈ Ik. Dann gilt fu¨r x ∈ C
k∑
j=0
(−1)j
∑(
{α+},{α−}
)
∈p2(Ik)
|α−|=j
[ ∏
b∈{α+}
(
1 + x p(b)q(b)
)][ ∏
b∈{α−}
(
1− x q(b)
)]
= xk
[ ∏
b∈Ik
(
1 + p(b)
)
q(b)
]
. (4.39)
Induktionsbeweis. Anhang A.3
Korollar 1. Seien F : C → C eine willku¨rliche Funktion und {ζ} = {ζl}
k
l=1 eine
beliebige Menge paarweise verschiedener komplexer Zahlen mit der Indexmenge Ik.
Dann folgt mit p(j) = a(ζj) und q(j) = F (ζj)
k∑
j=0
(−1)j
∑(
{ζ+},{ζ−}
)
∈p2{ζ}
|ζ−|=j
[ |ζ+|∏
b=1
(
1 + x a(ζ+b )F (ζ
+
b )
)][ |ζ−|∏
b=1
(
1− xF (ζ−b )
)]
= xk
[ |ζ|∏
b=1
(
1 + a(ζb)
)
F (ζb)
]
. (4.40)
Die Summationen in (4.38) lassen die Mengen {ξ+}, {ξ−} und {ωj}
m−k
j=1 invariant,
sodass eine Identifikation von F (◦) mit Fm−k
(
◦ |{ωj}
m−k
j=1 |{ξ
+}
)
mo¨glich ist. Es folgt
m∑
n=m−k
(−1)n−m+k
∑
({ξ−+},{ξ−−})∈p2{ξ−}
|ξ−+|=m−n
[m−n∏
l=1
1 + eϕ a(ξ−+l )Fm−k(ξ
−+
l )
1 + a(ξ−+l )
]
[ n−m+k∏
l=1
1− eϕ Fm−k(ξ
−−
l )
1 + a(ξ−−l )
]
= ekϕ
[ k∏
j=1
Fm−k(ξ
−
j )
]
. (4.41)
Die Abha¨ngigkeit von allen a(ξj) hebt sich heraus, und der allgemeine Summand Sn
mit n Konturintegralen u¨ber C lautet
Sn =
e(m−n)ϕ
n!
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=n
[ n∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
]
Yn
(
{ωj}
n
j=1|{ξ
+}
)[m−n∏
j=1
Fn
(
ξ−j |{ωj}
n
j=1|{ξ
+}
)]
=
e(m−n)ϕ
n!
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=n
[ n∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
][ n∏
j=1
b(ωj)
b′(ξ+j )
]
[ n∏
j,k=1
sh(ωj − ξ
+
k − η)
sh(ξ+j − ξ
+
k − η)
]
detnM(ωj , ξ
+
k ) detnG(ωj , ξ
+
k ) . (4.42)
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Produkte u¨ber beide Partitionen {ξ−} und {ξ+}, wie etwa in Fn
(
ξ−j |{ωj}
n
j=1|{ξ
+}
)
,
lassen sich durch die Funktion
b(λ) =
[ m∏
l=1
sh(λ− ξl)
sh(λ− ξl − η)
]
mit
1
b′(ξj)
=
∏m
l=1 sh(ξj − ξl − η)∏m
l=1
l 6=j
sh(ξj − ξl)
(4.43)
eliminieren, und die Determinante detn M˜(ωj , ξ
+
k ) wird durch das Abspalten von
Faktoren trivial umgeformt nach
detn M˜(ωj , ξ
+
k ) =
[ n∏
j,k=1
sh(ωj − ωk − η)
sh(ωj − ξ
+
k − η)
]
detnM(ωj, ξ
+
k ) , (4.44)
M(ωj , ξ
+
k ) = t(ξ
+
k , ωj)
[ n∏
l=1
sh(ωj − ξ
+
l − η)
sh(ωj − ωl − η)
]
+ eϕ t(ωj , ξ
+
k )
[ n∏
l=1
sh(ωj − ξ
+
l + η)
sh(ωj − ωl + η)
]
.
(4.45)
Ist f(z1, . . . , zn) eine in ihren Argumenten symmetrische Funktion, die fu¨r zwei u¨ber-
einstimmende Argumente zu Null wird und auf sowie innerhalb Cn analytisch ist,
dann gilt mit den einfachen Polstellen der meromorphen Funktion 1/b(ω)
1
n!
[ n∏
j=1
∫
C
dzj
2pii
1
b(ωj)
]
f(z1, . . . , zn) =
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=n
f(ξ+1 , . . . , ξ
+
n )∏n
j=1 b
′(ξ+j )
. (4.46)
Alle Inhomogenita¨ten ξj befinden sich innerhalb der Kontur Γ und der Integrand aus
(4.42) erfu¨llt in den Variablen ξ+1 , . . . , ξ
+
n die Voraussetzungen der Funktionen f aus
(4.46). Es folgt das Endresultat der approximierten erzeugenden Funktion in
Satz 1. Ist {ξk}
m
k eine beliebige Menge komplexer Zahlen innerhalb einer einfach
geschlossen Kontur Γ um den Ursprung, dann lautet die approximierte erzeugende
Funktion
ΦN (ϕ|{ξ}) =
m∑
n=0
e(m−n)ϕ
(n!)2
[ n∏
j=1
∫
C
dωj
2pii
b(ωj)
1 + a(ωj)
∫
Γ
dzj
2pii
1
b(zj)
]
[ n∏
j,k=1
sh(ωj − zk − η)
sh(zj − zk − η)
]
detM(ωj , zk) detG(ωj , zk) , (4.47)
mit der Hilfsfunktion a(λ) fu¨r endliche Trotter-Zahlen N . Die Determinanten haben
die Eintra¨ge
M(ωj, zk) = t(zk, ωj)
[ n∏
l=1
sh(ωj − zl − η)
sh(ωj − ωl − η)
]
+ eϕ t(ωj, zk)
[ n∏
l=1
sh(ωj − zl + η)
sh(ωj − ωl + η)
]
(4.48)
sowie G(ωj , zk), wobei G(λ, ξ) die Lo¨sung der linearen Integralgleichung
G(λ, ξ) = t(ξ, λ) +
∫
C
dω
2pii
sh(2η)
sh(λ− ω + η) sh(λ− ω − η)
G(ω, ξ)
1 + a(ω)
ist. Die Kontur C ist wie in der nichtlinearen Integralgleichung (3.11) fu¨r die Hilfs-
funktion a(λ) zu wa¨hlen, und Γ liegt innerhalb C.
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Limites
Die Trotter-Zahl N geht in (4.47) nur noch implizit u¨ber die Hilfsfunktion a(λ) ein
und die vollsta¨ndige Information u¨ber die Inhomogenita¨ten {ξ} ist in b(ω) enthalten.
Dadurch, dass die Inhomogenita¨ten nur noch innerhalb der Kontur Γ liegen mu¨ssen,
brauchen sie nicht mehr paarweise voneinander verschieden zu sein. Der homogene
Limes ist einfach zu bilden und fu¨hrt mit dem Trotter-Limes auf
Lemma 7. Die erzeugende Funktion fu¨r m Kettenpla¨tze lautet im Trotter-Limes und
homogenen Limes mit der Hilfsfunktion a(λ) nach (3.20)〈
exp
{
ϕ
m∑
n=1
en
2
2
}〉
T,h
=
m∑
n=0
e(m−n)ϕ
(n!)2
[ n∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
(
sh(ωj)
sh(ωj − η)
)m ]
[ n∏
j=1
∫
Γ
dzj
2pii
(
sh(zj − η)
sh(zj)
)m ][ n∏
j,k=1
sh(ωj − zk − η)
sh(zj − zk − η)
]
detM(ωj, zk) detG(ωj , zk) . (4.49)
4.3 Teilchen-Loch-Transformationen
Der U¨bergang von der Hilfsfunktion a(λ) zu ihrem dualen Gegenstu¨ck a(λ) la¨sst sich
formal als eine Teilchen-Loch-Transformation deuten und ist in den Integralgleichun-
gen mit der Identita¨t
−
G(λ, ξ)
1 + a(λ)
=
−G(λ, ξ) + a(λ)G(λ, ξ) − a(λ)G(λ, ξ)
1 + a(λ)
= −G(λ, ξ) +
G(λ, ξ)
1 + a(λ)
(4.50)
durchzufu¨hren. Die Vorgehensweise verdeutlicht
Beispiel 4. Die approximierte erzeugende Funktion lautet fu¨r eine einzelne Inhomo-
genita¨t unter der Teilchen-Loch-Transformation
Φ(ϕ|ξ1) = e
ϕ + (1− eϕ)
∫
C
dω
2pii
−G(ω, ξ)
1 + a(ω)
= eϕ − (1− eϕ)
∫
C
dω
2pii
G(ω, ξ) + (1− eϕ)
∫
C
dω
2pii
G(ω, ξ)
1 + a(ω)
= 1 + (1− eϕ)
∫
C
dω
2pii
G(ω, ξ)
1 + a(ω)
. (4.51)
Die Symmetrie in den Integrationsvariablen ω1, . . . , ωn des allgemeinen Summanden
(4.42) reduziert die Teilchen-Loch-Transformation auf[ ∫
C
dω
2pii
−G(ω, ξ)
1 + a(ω)
]n
=
n∑
r=0
(−1)n−r
(
n
r
)[∫
C
dω
2pii
G(ω, ξ)
1 + a(ω)
]r[ ∫
C
dω
2pii
G(ω, ξ)
]n−r
,
(4.52)
und es gilt die gleiche graphische Interpretation mit Abbildung 4.2. Jeder Summand
in (4.52) ist fu¨r ein festes n als Punkt • gekennzeichnet, wobei r die Anzahl der Kon-
turintegrale mit a(ω) darstellt. Die Variablen, die nicht in Hilfsfunktionen a auftreten,
werden ausintegriert nach
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Lemma 8. Der Term Yn
(
{ωj}
n
j=1|{ξ
+}
)[∏m−n
j=1 Fn
(
ξ−j |{ωj}
n
j=1|{ξ
+}
)]
mit den Par-
titionen {ξ+} und {ξ−} ist in den Variablen ω1, . . . , ωn symmetrisch und weist in-
nerhalb Cn einfache Polstellen bei ωj = ξ
+
k , j, k = 1, . . . , n auf. Mit p2{ξ
−} als Menge
aller geordneten Paare von Unterpartitionen ergibt die Auswertung der Konturinteg-
rale fu¨r eine beliebigen Auswahl von n− r (r = 0, . . . , n) Variablen ωj
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=n
[ n∏
j=r+1
∫
C
dωj
2pii
]
Yn
(
{ωj}
n
j=1|{ξ
+}
)[m−n∏
l=1
Fn
(
ξ−l |{ωj}
n
j=1|{ξ
+}
)]
= (n− r)!
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=r
Yr
(
{ωj}
r
j=1|{ξ
+}
)[m−r∏
l=1
Fr
(
ξ−l |{ωj}
r
j=1|{ξ
+}
)]
∑
({ξ−+},{ξ−−})∈p2{ξ−}
|ξ−+|=m−n
[ n−r∏
l=1
{
1
Fr
(
ξ−−l |{ωj}
r
j=1|{ξ
+}
) − eϕ}] . (4.53)
Beweis. analog Lemma 5
Die Schritte zur Aufsummation aller Beitra¨ge mit r Konturintegralen u¨ber C und
enthaltener Hilfsfunktion a(ω) sind entsprechend zu denen des allgemeinen Summan-
den Sr. Es sind in (4.53) fu¨r n = r, . . . ,m zusa¨tzlich der Faktor (−1)
n−r
(n
r
)
aus
(4.52) sowie das Vorzeichen (−1)n von detnG(ωj , ξ
+
k ) = (−1)
n detn
[
−G(ωj , ξ
+
k )
]
zu
beru¨cksichtigen. Sei Sr die Bezeichnung des gesuchten Summanden, dann ist
Sr =
m∑
n=r
e(m−n)ϕ
n!
(n− r)!
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=r
[ r∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
]
(−1)n(−1)n−r
(
n
r
)
Yr
(
{ωj}
r
j=1|{ξ
+}
)[m−r∏
l=1
Fr
(
ξ−l |{ωj}
r
j=1|{ξ
+}
)]
∑
({ξ−+},{ξ−−})∈p2{ξ−}
|ξ−+|=m−n
[ n−r∏
l=1
(
F−1r
(
ξ−−l |{ωj}
r
j=1|{ξ
+}
)
− eϕ
)]
=
(−1)r
r!
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=r
[ r∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
]
Yr
(
{ωj}
r
j=1|{ξ
+}
)[m−r∏
l=1
Fr
(
ξ−l |{ωj}
r
j=1|{ξ
+}
)]
m∑
n=r
e(m−n)ϕ
∑
({ξ−+},{ξ−−})∈p2{ξ−}
|ξ−+|=m−n
[ n−r∏
l=1
(
F−1r
(
ξ−−l |{ωj}
r
j=1|{ξ
+}
)
− eϕ
)]
. (4.54)
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Wird, ausgehend vom ho¨chsten Term mit m Konturintegralen, die Zahl der Integra-
tionen mit enthaltener Hilfsfunktion a durch r = m − k parametrisiert, dann kann
die Aufsummation auf den Ausdruck
m∑
n=m−k
e(m−n)ϕ
∑
({ξ−+},{ξ−−})∈p2{ξ−}
|ξ−+|=m−n
[ n−m+k∏
l=1
(
F−1m−k
(
ξ−−l |{ωj}
m−k
j=1 |{ξ
+}
)
− eϕ
)]
=
k∑
j=0
e(k−j)ϕ
∑
({ξ−+},{ξ−−})∈p2{ξ−}
|ξ−−|=j
[ j∏
l=1
(
F−1m−k
(
ξ−−l |{ωj}
m−k
j=1 |{ξ
+}
)
− eϕ
)]
(4.55)
reduziert werden. Die Auswertung erfolgt mit Lemma 6, genauer mit dessen
Korollar 2. Die spezielle Wahl der Funktion p(j) = 0 fu¨r alle j ∈ Ik ergibt mit der
Ersetzung y = 1/x ∈ C
k∑
j=0
yk−j
∑(
{α+},{α−}
)
∈p2(Ik)
|α−|=j
[ ∏
b∈{α−}
(
q(b)− y
)]
=
[ k∏
l=1
q(l)
]
. (4.56)
Seien F : C → C eine willku¨rliche Funktion und {ζ} = {ζl}
k
l=1 eine beliebige Menge
paarweise verschiedener komplexer Zahlen mit der Indexmenge Ik. Dann folgt mit
der Zuordnung q(j) = 1/F (ζj)
k∑
j=0
yk−j
∑(
{ζ+},{ζ−}
)
∈p2{ζ}
|ζ−|=j
[ j∏
l=1
(
1/F (ζ−j )− y
)]
=
1∏k
l=1 F (ζl)
. (4.57)
Durch die Identifizierungen von F (◦) mit Fr
(
◦ |{ωj}
r
j=1|{ξ
+}
)
und {ζ} mit {ξ−}
heben sich in den Summanden Sr alle Funktionen Fr(◦) gegenseitig auf mit dem
Ergebnis
Sn =
(−1)n
n!
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=n
[ n∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
]
Yn
(
{ωj}
n
j=1|{ξ
+}
)
=
(−1)n
n!
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=n
[ n∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
][ n∏
j=1
b(ωj)
b
′
(ξ+j )
]
[ n∏
j,k=1
sh(ωj − ξ
+
k + η)
sh(ξ+j − ξ
+
k + η)
]
detnM(ωj, ξ
+
k ) detnG(ωj , ξ
+
k ) . (4.58)
Es folgt mit (4.46) und den einfachen Polstellen ω = ξl, l = 1, . . . ,m der moromorphen
Funktion 1/b(ω) das Endresultat der Teilchen-Loch-Transformation als
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Satz 2. Ist {ξk}
m
k eine beliebige Menge komplexer Zahlen innerhalb einer einfach
geschlossen Kontur Γ um den Ursprung, dann lautet mit der Hilfsfunktion a(ω) die
approximierte erzeugende Funktion
ΦN (ϕ|{ξ}) =
m∑
n=0
(−1)n
(n!)2
[ n∏
j=1
∫
C
dωj
2pii
b(ωj)
1 + a(ωj)
∫
Γ
dzj
2pii
1
b(zj)
]
[ n∏
j,k=1
sh(ωj − zk + η)
sh(zj − zk + η)
]
detnM(ωj , zk) detnG(ωj , zk) . (4.59)
Die Determinanten detM(ωj, zk) und detG(ωj , zk) sind die gleichen wie in Satz 1.
Die Kontur C wird aus der nichtlinearen Integralgleichung fu¨r a(λ) = 1/a(λ) u¨ber-
nommen und schließt die Kontur Γ ein. G(λ, ξ) kann alternativ als die Lo¨sung der
linearen Integralgleichung
G(λ, ξ) = −t(λ, ξ)−
∫
C
dω
2pii
sh(2η)
sh(λ− ω + η) sh(λ− ω − η)
G(ω, ξ)
1 + a(ω)
(4.60)
mit der Hilfsfunktion a(λ) aufgefasst werden. Die Information u¨ber alle Inhomoge-
nita¨ten {ξ} tra¨gt die Funktion
b(λ) =
[ m∏
k=1
sh(λ− ξk)
sh(λ− ξk + η)
]
.
Die Anwendung des homogenen Limes und des Trotter-Limes auf die approximierte
erzeugende Funktion (4.59) ist zusammengefasst in
Lemma 9. Die erzeugende Funktion fu¨r m Kettenpla¨tze lautet nach einer Teilchen-
Loch-Transformation im Trotter-Limes und homogenen Limes
〈
exp
{
ϕ
m∑
n=1
en
2
2
}〉
T,h
=
m∑
n=0
(−1)n
(n!)2
[ n∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
(
sh(ωj)
sh(ωj + η)
)m ]
[ n∏
j=1
∫
Γ
dzj
2pii
(
sh(zj + η)
sh(zj)
)m ][ n∏
j,k=1
sh(ωj − zk + η)
sh(zj − zk + η)
]
detnM(ωj , zk) detnG(ωj , zk) , (4.61)
mit der Hilfsfunktion a(λ) als Lo¨sung der nichtlinearen Integralgleichung (3.21) im
Limes N →∞.
4.4 Umkehrsymmetrie
Die simultanen Transformationen η → −η und h→ −h in den nichtlinearen Integral-
gleichungen (3.20) und (3.21) u¨berfu¨hren die Lo¨sung a(λ) in a(λ) und umgekehrt. Mit
dem Magnetfeld h als der Projektion des a¨ußeren Feldes h auf die Vorzugsrichtung,
entspricht h→ −h dann einer Umkehr der z-Achse. Die verallgemeinerte Dichtefunk-
tion G(λ, ξ) bleibt von den Ersetzungen η → −η und a → a unbeeinflusst, da sowohl
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(4.21) als auch (4.60) a¨quivalente Darstellungen sind.
Die Umkehrung der Vorzugsrichtung bewirkt, dass sich die lokalen Operatoren der
erzeugenden Funktion nach ( 1 00 eϕ ) → (
eϕ 0
0 1 ) transformieren. Das Vorzeichen (−1)
n
in (4.61) wird in die Determinante detnM hineingezogen und in (4.49) werden die
Faktoren eϕ neu aufgeteilt mit der anschließenden Ersetzung ϕ→ −ϕ. Es folgen als
Ergebnis die beiden Darstellungen
〈 m∏
j=1
( 1 00 eϕ )j
〉
T,h
=
m∑
n=0
1
(n!)2
[ n∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
(
sh(ωj)
sh(ωj + η)
)m ]
[ n∏
j=1
∫
Γ
dzj
2pii
(
sh(zj + η)
sh(zj)
)m ][ n∏
j,k=1
sh(ωj − zk + η)
sh(zj − zk + η)
]
detnM
+(ωj , zk) detnG(ωj , zk) , (4.62)
〈 m∏
j=1
( e
ϕ 0
0 1 )j
〉
T,h
=
m∑
n=0
1
(n!)2
[ n∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
(
sh(ωj)
sh(ωj − η)
)m ]
[ n∏
j=1
∫
Γ
dzj
2pii
(
sh(zj − η)
sh(zj)
)m ][ n∏
j,k=1
sh(ωj − zk − η)
sh(zj − zk − η)
]
detnM
−(ωj , zk) detnG(ωj , zk) , (4.63)
die u¨ber die Substitutionen η → −η und a → a (a → a) zusammenha¨ngen. Die
entsprechenden Determinanteneintra¨ge lauten
M±(ωj , zk) =
sh(∓η)
sh(ωj − zk) sh(ωj − zk ∓ η)
[ n∏
l=1
sh(ωj − zl ∓ η)
sh(ωj − ωl ∓ η)
]
−
eϕ sh(±η)
sh(ωj − zk) sh(ωj − zk ± η)
[ n∏
l=1
sh(ωj − zl ± η)
sh(ωj − ωl ± η)
]
. (4.64)
Zusa¨tzliche Symmetrie
Eine weitere Symmetrie der Integraldarstellungen ist fu¨r eine rein imagina¨re Parame-
trisierung η der Anisotropie ∆ = ch(η) enthalten: Der Wertebereich pi/2 < Im η ≤ pi,
−1 ≤ ∆ < 0 la¨sst sich zuna¨chst auf der Ebene der Konturen C durch die Transfor-
mation η → ipi− η auf das Intervall 0 < Im η ≤ pi/2, 0 < ∆ ≤ 1 abbilden. Der Grund
dafu¨r ist, dass die Ho¨he der Kontur durch die Periodizita¨t in ipi fu¨r alle η aus dem
Intervall pi/2 < Im η ≤ pi auf |ipi − η| reduziert ist.
In den nichtlinearen Integralgleichungen (3.20) und (3.21) gehen unter den simulta-
nen Transformationen η → ipi − η, h→ −h und c→ −c die Lo¨sungen a(λ) und a(λ)
ineinander u¨ber und die Anisotropie wechselt ihr Vorzeichen ∆→ −∆. Die verallge-
meinerte Dichtefunktion G(λ, ξ) bleibt davon unbeeinflusst.
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Die enthaltene Transformation h → −h bedeutet die Umkehr der Vorzugsrichtung
und die beiden Integraldarstellungen (4.62) und (4.63) gehen durch die Substitutionen
η → ipi − η und a → a (a → a) auseinander hervor.
Bemerkung. Die vorliegende Symmetrie, die Umkehrung von Magnetfeld h → −h
und Kopplung c→ −c eingeschlossen, ermo¨glicht die Beschra¨nkung auf Anisotropie-
werte 0 < ∆ ≤ 1 fu¨r η aus dem Intervall 0 < Im η ≤ pi/2.
Kapitel 5
Beispiele fu¨r Korrelationen
Die Zwei-Punkt-Korrelationsfunktion 〈σz1σ
z
m+1〉T,h auf der periodisch geschlossenen
XXZ-Kette ging im thermodynamischen Limes aus der erzeugenden Funktion
ΦN (ϕ|{ξ}) =
〈ψ0||
[∏m
j=1 tϕ(ξj)
][∏m
j=1 t
−1
0 (ξj)
]
|ψ0〉
〈ψ0||ψ0〉
(5.1)
durch stetige und diskrete erste und zweite Ableitungen hervor,〈
σz1σ
z
m+1
〉
T,h
= (2D2m∂
2
ϕ − 4D
1
m∂ϕ + 1)
〈
exp
{
ϕ
m∑
n=1
en
2
2
}〉
T
∣∣∣∣
ϕ=0
. (5.2)
D1m und D
2
m waren auf einer beliebigen komplexwertigen Folge (am)m∈N definiert
durch
D1mam = am − am−1 und D
2
mam = am+1 − 2am + am−1 . (5.3)
In der erzeugenden Funktion sind aber noch zwei weitere Arten von Korrelations-
funktionen enthalten.
5.1 Die Ein-Punkt-Funktionen
Diese beschreiben keine Korrelationen zwischen unterschiedlichen Gitterpla¨tzen, son-
dern den Erwartungswert eines beliebigen lokalen Operators X ∈ End(C2) bei endli-
chen Temperaturen T und endlichen Magnetfeldern h.
Wie in Abschnitt 2.3 gezeigt, wird der lokale Operator X = (xαβ) durch die Spurbil-
dungX(λ) = tr
[
TQTM(λ)X
]
auf Elemente der Quantenmonodromiematrix projiziert
und der Erwartungswert durch algebraische Auswertung des Skalarproduktes
〈
0
∣∣∣∣[N/2∏
l=1
C(λl)
]
X(λ)
[N/2∏
l=1
B(λl)
]∣∣0〉 (5.4)
bestimmt. Da die Skalarprodukte nur dann von Null verschieden sind, wenn genau so
viele Operatoren B wie C zwischen den Pseudovakua 〈0| und |0〉 auftreten, reduziert
sich X(λ) zwischen den Bethe-Eigenvektoren auf den Term x11A(λ) + x
2
2D(λ), und
es ist
〈X〉T,h = x
1
1
〈
( 1 00 0 )
〉
T,h
+ x22
〈
( 0 00 1 )
〉
T,h
(5.5)
mit
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Lemma 10. Die Erwartungswerte der gl(2)-Standardbasis e βα fu¨r einen beliebigen
lokalen Operator X = xαβ e
β
α lauten im thermodynamischen Limes
〈
( 1 00 0 )
〉
T,h
= −
∫
C
dω
2pii
G(ω, 0)
1 + a(ω)
= 1 +
∫
C
dω
2pii
G(ω, 0)
1 + a(ω)
, (5.6a)
〈
( 0 00 1 )
〉
T,h
= 1 +
∫
C
dω
2pii
G(ω, 0)
1 + a(ω)
= −
∫
C
dω
2pii
G(ω, 0)
1 + a(ω)
, (5.6b)
〈
( 0 10 0 )
〉
T,h
=
〈
( 0 01 0 )
〉
T,h
= 0 , (5.7)
wenn a(ω), a(ω) und G(ω, 0) die Lo¨sungen der Integralgleichungen (3.20), (3.21) und
(4.21) im Trotter-Limes sind.
Beweis. Zu betrachten sind die Gleichungen (4.33) und (4.51) der Beispiele 3 und 4
im homogenen Limes ξ1 → 0 mit den Grenzwerten〈
( 1 00 0 )
〉
T,h
= lim
ϕ→−∞
〈
( 1 00 eϕ )
〉
T,h
und
〈
( 0 00 1 )
〉
T,h
= lim
ϕ→+∞
e−ϕ
〈
( 1 00 eϕ )
〉
T,h
.
Die Magnetisierung pro Gitterplatz folgt dann im thermodynamischen Limes unter
der Anwendung von (5.6) als
m(h, T ) =
1
2
〈 (
1 0
0 −1
) 〉
T,h
= −
1
2
−
∫
C
dω
2pii
G(ω, 0)
1 + a(ω)
=
1
2
+
∫
C
dω
2pii
G(ω, 0)
1 + a(ω)
. (5.8)
Dies ist ein Resultat, das davon unabha¨nig auch aus der Integraldarstellung der Freien
Energie in (3.36) abgeleitet wurde.
5.2 Die Emptiness Formation Probability
Die Wahrscheinlichkeit, auf der XXZ-Kette einen String von m benachbarten, gleich
ausgerichteten Spins zu finden, steht in direktem Zusammenhang mit der erzeugenden
Funktion fu¨r m Kettenpla¨tze. Ist es im feldfreien Fall unerheblich, ob der String in
oder entgegen der Vorzugsrichtung (z-Achse) eingestellt ist, so bricht das a¨ußere Feld
die Spinumkehrsymmetrie1. Die Wahrscheinlichkeit P+(m) = 〈e1
1
1 . . . em
1
1 〉T,h fu¨r
die Einstellung von m benachbarten Spins in Vorzugsrichtung ist angegeben in
Lemma 11. Die m-Punkt-Korrelationsfunktion P+(m) = 〈e1
1
1 . . . em
1
1 〉T,h hat die
beiden zueinander a¨quivalenten Integraldarstellungen
〈e1
1
1 . . . em
1
1 〉T,h
=
1
(m!)2
[ m∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
(
sh(ωj)
sh(ωj − η)
)m ∫
Γ
dzj
2pii
(
sh(zj − η)
sh(zj)
)m ]
[ m∏
j,k=1
sh2(ωj − zk − η)
sh(zj − zk − η) sh(ωj − ωk − η)
]
det t(zk, ωj) detG(ωj , zk) (5.9a)
1Der Hamilton-Operator HXXZ ist unter der Spinumkehr σ
α
j → −σαj invariant. Der Operator Sz
des Gesamtspins, an den das Magnetfeld h in z-Richtung koppelt, transformiert sich dagegen nach
Sz → −Sz, was einer formalen Umkehr der z-Achse oder des Magnetfeldes entspricht.
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=
m∑
n=0
(−1)n
(n!)2
[ n∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
(
sh(ωj)
sh(ωj + η)
)m ∫
Γ
dzj
2pii
(
sh(zj + η)
sh(zj)
)m ]
[ n∏
j,k=1
sh(ωj − zk + η) sh(ωj − zk − η)
sh(zj − zk + η) sh(ωj − ωk − η)
]
det t(zk, ωj) detG(ωj , zk) , (5.9b)
wenn a(ω), a(ω) und G(ω, ξ) die Lo¨sungen der entsprechenden Integralgleichungen
im Trotter-Limes sind.
Beweis. Die Aussage folgt im Limes ϕ → −∞ der erzeugenden Funktion in den
Darstellungen (4.49) und (4.61).
Die zweite Mo¨glichkeit, dass der String entgegen der Vorzugsrichtung eingestellt ist,
beschreibt die Wahrscheinlichkeit P−(m) = 〈e1
2
2 . . . em
2
2 〉T,h in
Lemma 12. Mit den gleichen Voraussetzungen wie in Lemma 11 hat die m-Punkt-
Korrelationsfunktion P−(m) = 〈e1
2
2 . . . em
2
2 〉T,h die beiden alternativen Integraldar-
stellungen
〈e1
2
2 . . . em
2
2 〉T,h
=
(−1)m
(m!)2
[ m∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
(
sh(ωj)
sh(ωj + η)
)m ∫
Γ
dzj
2pii
(
sh(zj + η)
sh(zj)
)m ]
[ m∏
j,k=1
sh2(ωj − zk + η)
sh(zj − zk + η) sh(ωj − ωk + η)
]
det t(ωj, zk) detG(ωj , zk) (5.10a)
=
m∑
n=0
1
(n!)2
[ n∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
(
sh(ωj)
sh(ωj − η)
)m ∫
Γ
dzj
2pii
(
sh(zj − η)
sh(zj)
)m ]
[ n∏
j,k=1
sh(ωj − zk + η) sh(ωj − zk − η)
sh(zj − zk + η) sh(ωj − ωk − η)
]
det t(ωj, zk) detG(ωj , zk) .
(5.10b)
Beweis. lim
ϕ→+∞
e−mϕ
〈 m∏
j=1
( 1 00 eϕ )j
〉
T,h
= 〈e1
2
2 . . . em
2
2 〉T,h in (4.49) und (4.61).
Die m-Punkt-Korrelationsfunktionen P±(m) wurden fu¨r Spinketten erstmals in [45]
diskutiert, wa¨hrend sich der Name Emptiness Formation Probability aus dem Teil-
chenbild ableitet, zu dem man u¨ber die Jordan-Wigner-Transformation [27,48]
cj = S
+
j
[ j−1∏
k=1
(2S+k S
−
k − 1)
]
, S−j = c
†
j
[ j−1∏
k=1
(1− 2c†kck)
]
(5.11)
c†j = S
−
j
[ j−1∏
k=1
(2S+k S
−
k − 1)
]
, S+j = cj
[ j−1∏
k=1
(1− 2c†kck)
]
(5.12)
σzj = 2S
z
j = [S
+
j , S
−
j ] = 1− 2c
†
jcj (5.13)
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gelangen kann. Fu¨r die Spinoperatoren besteht mit α = x, y, z der Zusammenhang
2Sαj = σ
α
j zu den Pauli-Matrizen und zusa¨tzlich ist S
±
j = S
x
j ± iS
y
j . Im Teilchenbild
mit den Fermi-Operatoren cj , c
†
j beschreiben die m-Punkt-Korrelationsfunktionen
〈e1
1
1 . . . em
1
1 〉T,h =
〈 m∏
j=1
1
2
(1 + σzj )
〉
=
〈 m∏
j=1
(1 − c†jcj)
〉
T,h
(5.14)
〈e1
2
2 . . . em
2
2 〉T,h =
〈 m∏
j=1
1
2
(1− σzj )
〉
=
〈 m∏
j=1
(c†jcj)
〉
T,h
(5.15)
dann die Wahrscheinlichkeit, dass m benachbarte Pla¨tze entweder komplett leer oder
vollsta¨ndig mit spinlosen Fermionen besetzt sind.
Die Emptiness Formation Probability als spezielles Dichtematrixelement im Sinne
von Jimbo et al. [25] ist bei T = 0 exakt berechenbar, wie die Arbeit von H. Boos
und V. E. Korepin [10] zeigt: Aus der Vielfachintegraldarstellung [45] konnte der
Wert bis zu der Stringla¨nge m = 4 auf der XXX-Kette durch die Zahl ln 2 und
die Riemannsche Zeta-Funktion mit ungeraden Argumenten ausgedru¨ckt werden. Es
folgten mit den Artikeln [11, 51] weitere exakte Resultate, die schließlich auf die
anisotrope Heisenberg-Kette verallgemeinert wurden [29,30,69].
Bemerkung. In dem Sonderfall m = 1 reduzieren sich P±(1) auf die Erwartungs-
werte (5.6) der Standardbasen.
Homogener Limes ohne Γ-Integrale
Sei φ−(m) = φ−
(
m|{ξ}
)
die inhomogene Version der Emptiness Formation Probabili-
ty mit der Entsprechung φ−
(
m|{ξ}
)
= P−(m) im homogenen Limes. Dann folgt mit
der Grenzwertbildung ϕ → +∞ aus der erzeugenden Funktion (Lemma 12) durch
Abgleichen mit (4.58) die inhomogene Darstellung
φ−(m) =
(−1)m
m!
[ m∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
][ m∏
j,k=1
sh(ωj − ξk)
sh(ωj − ξk + η)
]
detmG(ωj , ξk)
[ m∏
j,k=1
sh2(ωj − ξk + η)
sh(ωj − ωk + η)
][ m∏
j,k=1
j 6=k
1
sh(ξj − ξk)
]
detm t(ωj, ξk) (5.16a)
=
(−1)m
m!
[ m∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
]
detmG(ωj , ξk)∏
j<k sh(ξj − ξk){[ m∏
j,k=1
sh(ωj − ξk) sh(ωj − ξk + η)
sh(ωj − ωk + η)
]
detm t(ωj , ξk)∏
j<k sh(ξk − ξj)
}
. (5.16b)
Der Term in den geschweiften Klammern ist bezu¨glich der Integrationsvariablen ωj
ein symmetrisierter Ausdruck, diskutiert in
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Lemma [33] 13. Seien {ωj}
m
j=1 und {ξk}
m
k=1 zwei beliebige Mengen paarweise ver-
schiedener komplexer Zahlen, und sei σ ∈ Sm eine Permutation, welche auf die
Indizes j der Elemente ωj wirkt. Repra¨sentieren ωj und ξk als Argumente die Men-
gen {ωj}
m
j=1 und {ξk}
m
k=1, dann bezieht sich ωσ(j) als Argument auf die umgeordnete
Menge {ωσ(j)}
m
j=1 und es gilt∑
σ∈Sm
sign(σ) I(ωσ(j), ξk) =
[ m∏
j,k=1
sh(ωj − ξk) sh(ωj − ξk + η)
sh(ωj − ωk + η)
]
det t(ωj , ξk)∏
j<k sh(ξk − ξj)
(5.17)
I(ωj , ξk) =
∏m
j=1
[∏j−1
k=1 sh(ωj − ξk + η)
][∏m
k=j+1 sh(ωj − ξk)
]
∏
j<k sh(ωk − ωj + η)
. (5.18)
Die inhomogene Version der Emptiness Formation Probability wird dann schließlich
ausgedru¨ckt u¨ber den Term
φ−(m) =
[ m∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
]
detmG(ωj , ξk)∏
j<k sh(ξj − ξk)
(−1)m
∏m
j=1
[∏j−1
k=1 sh(ωj − ξk + η)
][∏m
k=j+1 sh(ωj − ξk)
]
∏
j<k sh(ωk − ωj + η)
, (5.19)
der durch Anwenden von Lemma 13 und durch Vergleich mit der Ausgangsdarstellung
(5.16b) verifiziert wird,
=(−1)m
[ m∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
]
detmG(ωj , ξk)∏
j<k sh(ξj − ξk)
I(ωj , ξk)∣∣∣∣∣ symmetrisierter Integrand durch detG(ωσ(j), ξk) = sign(σ) detG(ωj , ξk)fu¨r alle m! Permutationen σ ∈ Sm
=
(−1)m
m!
[ m∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
]
detmG(ωj , ξk)∏
j<k sh(ξj − ξk)
∑
σ∈Sm
sign(σ) I(ωσ(j), ξk)
=
(−1)m
m!
[ m∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
]
detmG(ωj , ξk)∏
j<k sh(ξj − ξk){[ m∏
j,k=1
sh(ωj − ξk) sh(ωj − ξk + η)
sh(ωj − ωk + η)
]
detm t(ωj, ξk)∏
j<k sh(ξk − ξj)
}
.
Der noch durchzufu¨hrende homogene Limes in (5.19) reduziert sich auf den l’ Hospi-
talschen Grenzwert der Terme detmG(ωj , ξk) und
∏
j<k sh(ξk − ξj) in
Lemma 14. Ist G(λ, ξ) die verallgemeinerte Dichtefunktion, dann lautet der homo-
gene Limes ξk → 0 fu¨r die Determinante detmG(ωj , ξk)
lim
ξj→0
[
detmG(ωj , ξk)∏
j<k sh(ξk − ξj)
]
= detm
[
1
(k − 1)!
∂k−1G
∂ξk−1
(
ωj, 0
)]
. (5.20)
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Induktionsbeweis. Die Induktion beruht auf dem Laplaceschen Entwicklungssatz nach
der mit ξm+1 indizierten Spalte (Zeile).
In der Ausfu¨hrung des homogenen Limes wird das entstehende Vorzeichen (−1)
(m−1)m
2
mit (−1)m zu i(m+1)m verrechnet und das Endergebnis zusammengefasst in
Lemma 15. Die Wahrscheinlichkeit, auf der periodisch geschlossenen XXZ-Kette
im thermodynamischen Limes einen String von m benachbarten entgegen der Vor-
zugsrichtung eingestellten Spins zu finden, ist
P−(m) = i(m+1)m
[ m∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
][∏m
j=1 sh
j−1(ωj + η) sh
m−j(ωj)∏
j<k sh(ωk − ωj + η)
]
detm
[
1
(k − 1)!
∂k−1G
∂ξk−1
(
ωj , 0
)]
. (5.21)
Die m-Punkt-Korrelationsfunktion P+(m) geht durch Umkehrung der z-Achse (Ka-
pitel 4.4), also durch die Ersetzungen η → −η und a → a, aus P−(m) hervor und es
folgt
Korollar 3. Mit den gleichen Voraussetzungen wie in Lemma 15 lautet die Wahr-
scheinlichkeit , dass m benachbarte Spins in Vorzugsrichtung eingestellt sind
P+(m) = i(m+1)m
[ m∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
][∏m
j=1 sh
j−1(ωj − η) sh
m−j(ωj)∏
j<k sh(ωk − ωj − η)
]
detm
[
1
(k − 1)!
∂k−1G
∂ξk−1
(
ωj , 0
)]
. (5.22)
Kapitel 6
Der Hochtemperaturlimes
Zusa¨tzlich zu den numerischen Ergebnissen [40] besteht im Hochtemperaturlimes die
Mo¨glichkeit, die in Abschnitt 3.2 getroffenen Annahmen u¨ber die Rapidita¨tenvertei-
lung analytisch zu besta¨tigen. Weiterhin ko¨nnen die Konturintegrale der erzeugenden
Funktion analytisch (hier bis zu der Ordnung 1/T ) ausgewertet werden.
6.1 Verteilung der Rapidita¨ten
Fu¨r endliche Trotter-Zahlen N , N/2 ∈ N, sind die Bethe-Ansatz-Gleichungen (im
Koordinatensystem mit ξ als Ursprung und h = 0)
−1 =
[
sh(λj − β/N) sh(λj + β/N − η)
sh(λj + β/N) sh(λj − β/N + η)
]N/2[ M∏
l=1
sh(λj − λl + η)
sh(λj − λl − η)
]
(6.1)
im Limes β → 0 einer analytischen Bestimmung zuga¨nglich. Die Rapidita¨ten λj
skalieren mit der inversen Temperatur β = 2c sh(η)/T nach λj = βxj, j = 1, . . . ,M ,
und die Gleichungen reduzieren sich dann fu¨r beschra¨nkte xj im Falle des fu¨hrenden
Eigenwertes (M = N/2) auf
−1 =
[
x− 1/N
x+ 1/N
]N/2
. (6.2)
Die N2 -te Wurzel aus −1 ist
N
2 -deutig mit ωj = exp
(
2πi
N (2j − 1)
)
als Lo¨sung von
−1 = ωN/2 und die Rapidita¨ten folgen zu
xj =
1
N
1 + ωj
1− ωj
=
i
N
cot
( pi
N
(2j − 1)
)
, j = 1, . . . ,N/2 , (6.3)
λj =
2ic sh(η)
NT
cot
( pi
N
(2j − 1)
)
, j = 1, . . . ,N/2 . (6.4)
Werden die physikalische Temperatur T , die Kopplung c und der Parameter η als
reell angenommen (∆ = ch(η) > 1), so sind die Bethe-Ansatz-Zahlen auf der ima-
gina¨ren Achse entsprechend (6.4) verteilt. Die Wahl eines rein imagina¨ren Wertes von
η (Anisotropien |∆| < 1) dreht die Verteilung der Rapidita¨ten auf die reelle Achse.
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Die triviale Lo¨sung1 x = 0 ist durch die Bedingung
”
N/2 gerade“ auszuschließen
und die xj sind im Trotter-Limes (x1 → i/pi, xN/2 → −i/pi) beschra¨nkt. Die unter
N →∞ zu lo¨sende Gleichung lautet −1 = e−1/x. Die Stelle x = 0 ist eine wesentliche
Singularita¨t und zugleich Ha¨ufungspunkt der Rapidita¨ten
xn =
i
pi
1
1 + 2n
, n ∈ Z . (6.5)
Eigenwert der Quantentransfermatrix
In der Darstellung des Eigenwertes, wenn die Bethe-Ansatz-Zahlen λj im Koordina-
tensystem mit ξ als Ursprung gemessen werden,
Λ(λ+ ξ) =
[
sh(λ+ β/N)
sh(λ+ β/N − η)
]N/2[ M∏
l=1
sh(λ− λl − η)
sh(λ− λl)
]
+
[
sh(λ− β/N)
sh(λ− β/N + η)
]N/2[ M∏
l=1
sh(λ− λl + η)
sh(λ− λl)
]
, (6.6)
sind die Limites β → 0 und λ → 0 nur dann vertauschbar, wenn N/2 gerade ist. Es
folgt mit den Ausfu¨hrungen in Anhang B.1 das Resultat
lim
λ→0
lim
β→0
Λ(λ+ ξ) = lim
β→0
lim
λ→0
Λ(λ+ ξ) =
{
0 fu¨r M < N/2
2 fu¨r M = N/2
. (6.7)
Dies identifziert M = N/2 als den fu¨hrenden Eigenwert im Limes β → 0. Der Wert
Λ0(ξ) = 2 fu¨r β = 0 folgt außerdem, wie in Abschnitt 2.2, Fußnote 3 angedeutet, aus
der Funktionalbeziehung t0(ξ)t0(ξ) = 2t0(ξ) der Quantentransfermatrix t0(λ) und
der Spurbildung tr1...N t0(ξ) = 2.
Zusa¨tzliche Lo¨sungen der Bethe-Ansatz-Gleichungen
Fu¨r einen festen Satz {λl}
N/2
l=1 = {βxl}
N/2
l=1 von Rapidita¨ten des fu¨hrenden Eigenwertes
Λ0(λ) weist die Bethe-Ansatz-Gleichung
−1 =
[
sh(λ− β/N) sh(λ+ β/N − η)
sh(λ+ β/N) sh(λ− β/N + η)
]N/2[N/2∏
l=1
sh(λ− βxl + η)
sh(λ− βxl − η)
]
(6.8)
noch N weitere Lo¨sungen auf. Die zusa¨tzlichen Wurzeln fallen nicht mit den λj zu-
sammen und haben als Ha¨ufungspunkte ±η.
(i) Der Ha¨ufungspunkt +η bedingt den Ansatz λ = η + βy in (6.8) und die zu
lo¨sende Gleichung lautet im Limes β → 0
−1 =
[N/2∏
l=1
y + 1/N
y − xl
]
⇔
(
y + 1/N
)N/2
+
N/2∏
l=1
(
y − xl
)
= 0 , (6.9)
1Nur wenn der Ursprung keine Lo¨sung der Bethe-Ansatz-Gleichungen ist, kann sichergestellt
werden, dass die Kontur Γ (Abbildung 4.1) um den Ursprung ausschließlich Inhomogenita¨ten entha¨lt.
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wenn y als beschra¨nkt angenommen wird. Aus der Nullstellenbestimmung (6.9)
eines Polynoms vom Grade N/2 folgen nach dem Fundamentalsatz der Algebra
N/2 Wurzeln yj, j = 1, . . . ,N/2.
(ii) Der Ansatz λ = −η + βz auf der rechten Seite von (6.8) reduziert im Limes
β → 0 (bei beschra¨nktem z) die Bethe-Ansatz-Gleichung
−1 =
[N/2∏
l=1
z − xl
z − 1/N
]
⇔
(
z − 1/N
)N/2
+
N/2∏
l=1
(
z − xl
)
= 0 (6.10)
wieder auf die Nullstellenbestimmung eines Polynoms vom Grade N/2 mit ge-
nau so vielen Wurzeln zj, j = 1 . . . ,N/2.
Die Lo¨sungen {yj + η}
N/2
j=1 und {zl − η}
N/2
l=1 ergeben zusammen die N zusa¨tzlichen
Nullstellen der Bethe-Ansatz-Gleichungen 1 + a(λ) = 0.
6.2 Integralgleichungen
Die Auswertung der Vielfachintegraldarstellungen in der Form (4.42) nimmt ihren
Ausgangspunkt in der systematischen Entwicklung der Hilfsfunktion a(λ),
ln a(λ) =
h
T
−
2c sh2(η)
T sh(λ) sh(λ− η)
+
∫
C
dω
2pii
sh(2η) ln(1 + a(ω))
sh(λ− ω + η) sh(λ− ω − η)
, (6.11)
nach Potenzen in 1/T = τ . Der wesentlichen Singularita¨t von a(λ) im Ursprung
wird durch den von [14] vorgeschlagenen Ansatz a(λ) = exp
[∑∞
n=0 τ
n an(λ)
]
mit
Entwicklungstermen an(λ) Rechnung getragen, die ho¨chstens Pole erster Ordnung
aufweisen [74]. Die Festlegung auf eine vorgegebene Ordnung in τ folgt aus der Rei-
henentwicklung der exp-Funktion nach
a(λ) = 1 + τ a1(λ) + τ
2
a2(λ) + . . . , (6.12)
mit Koeffizienten an(λ), die im Ursprung einen Pol n-ter Ordnung besitzen. Die fol-
genden Ergebnisse im Hochtemperaturlimes beruhen auf den Koeffizienten a1 (fu¨r
die erzeugende Funktion bis τ1) und a2 (fu¨r die Freie Energie bis τ
1).
Mit den Na¨herungen ln(1 + x) ≈ x − x2/2 und ln(2 + x) ≈ ln 2 + x/2 − x2/8 fu¨r
|x| ≪ 1 lautet die nichtlineare Integralgleichung (6.11) nach Ordnungen sortiert
a1(λ) = h−
2c sh2(η)
sh(λ) sh(λ− η)
+
∫
C
dω
2pii
sh(2η)
sh(λ− ω + η) sh(λ− ω − η)
a1(ω)
2
, (6.13)
a2(λ) =
a
2
1 (λ)
2
+
∫
C
dω
2pii
sh(2η)
sh(λ− ω + η) sh(λ− ω − η)
[
a2(ω)
2
−
a
2
1 (ω)
8
]
. (6.14)
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Der Term der Ordnung τ0 ist trivial erfu¨llt und die Inhomogenita¨t der Integralglei-
chung (6.13) entha¨lt die vollsta¨ndige Information2 u¨ber die Polstellen der gesuchten
Funktion. a1(λ) weist innerhalb der Kontur C einen einfachen Pol bei λ = 0 auf mit
dem Residuum Resλ=0 a1(λ) = +2c sh(η), und es folgt
a1(λ) = h− 2c sh(η)
sh2(η) cth(λ)
sh(λ+ η) sh(λ− η)
. (6.15)
Die Inhomogenita¨t a 21 (λ)/2 der Integralgleichung (6.14) beschreibt die Polstellen der
Funktion a2(λ) vollsta¨ndig und wird durch die Ausintegration des Beitrages −a
2
1 (ω)/8
unter dem Konturintegral auf der rechten Seite erga¨nzt u¨ber die Hilfsrelation∫
C
dω
2pii
sh(2η)
sh(λ− ω + η) sh(λ− ω − η)
sh4(η) cth2(ω)
sh2(ω + η) sh2(ω − η)
=
sh(2λ) sh(2η)
sh2(λ+ η) sh2(λ− η)
.
Die nochmalige Anwendung der Hilfsrelation lo¨st in (6.14) das verbleibende Kontur-
integral u¨ber a2(ω)/2 auf mit dem Endergebnis
a2(λ) =
h2
2
+
hc sh(η)
2
sh(2η)
sh(λ− η) sh(λ+ η)
+
c2 sh2(η)
2
sh(2λ) sh(2η)
sh2(λ+ η) sh2(λ− η)
− 2hc sh(η)
sh2(η) cth(λ)
sh(λ+ η) sh(λ− η)
+ 2c2 sh2(η)
sh4(η) cth2(λ)
sh2(λ+ η) sh2(λ− η)
. (6.16)
Dichtefunktion
In einem weiteren Schritt ist die verallgemeinerte Dichtefunktion G(λ, ξ) u¨ber die
lineare Integralgleichung
G(λ, ξ) = −t(λ, ξ)−
∫
C
dω
2pii
sh(2η)
sh(λ− ω + η) sh(λ− ω − η)
G(ω, ξ)
1 + a(ω)
(6.17)
zu bestimmen. Die darin enthaltene verallgemeinerte Fermi-Verteilung 1/(1+a) lautet
bis einschließlich erster Ordnung in τ entwickelt
1
1 + a(ω)
=
1
2
−
τ a1(ω)
4
+O(τ2) . (6.18)
In Kombination mit dem Ansatz G(λ, ξ) = G0(λ, ξ)+τ G1(λ, ξ)+O(τ
2) ist die Lo¨sung
(Anhang B.2) der Integralgleichung (6.17) dann nach Ordnungen sortiert
G0(λ, ξ) = G0(λ− ξ) mit G0(x) =
sh2(η) cth(x)
sh(x+ η) sh(x− η)
, (6.19)
2Diese Eigenschaft kann durch rekursives Einsetzen der Funktion a1 gezeigt werden, und ist
auf alle linearen Integralgleichungen mit dem gleichen Integrationskern u¨bertragbar. Es folgt fu¨r λ
innerhalb C und durch Ausfu¨hren der Integration u¨ber die Variable ωZ
C
dω
2pii
sh(2η)
sh(λ− ω + η) sh(λ− ω − η)
Z
C
dν
2pii
sh(2η)
sh(ω − ν + η) sh(ω − ν − η)
a1(ν)
2
= 0 .
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G1(λ, ξ) = −
h
4
sh(2η)
sh(λ− ξ + η) sh(λ− ξ − η)
+
c sh(η)
2
sh2(η) ch(ξ)
sh(ξ + η) sh(ξ − η)
×
×
sh(2η) sh(2λ− ξ)
sh(λ+ η) sh(λ− η) sh(λ− ξ + η) sh(λ− ξ − η)
. (6.20)
G0(λ, ξ) ist von Differenzenform und tra¨gt die vollsta¨ndige Information u¨ber die
Polstellen von G(λ, ξ). Die Funktion G1(λ, ξ) ist innerhalb der Kontur C holomorph.
Auf diese Eigenschaften wird bei der Ausfu¨hrung der Konturintegrale zuru¨ckgegriffen,
wenn selbige mit dem Residuensatz und den Polstellen des Ausdruckes
G(ω, ξ)
1 + a(ω)
=
a(ω)G(ω, ξ)
1 + a(ω)
=
G0(ω − ξ)
2
+
τ G1(ω, ξ)
2
+
τ G0(ω − ξ) a1(ω)
4
(6.21)
ausgewertet werden. G0(x) ist außerdem Bestandteil von a1(λ) = h− 2c sh(η)G0(λ).
6.3 Die erzeugende Funktion
Wie in Lemma 5 gezeigt, ko¨nnen im Integranden der erzeugenden Funktion die einfa-
chen Polstellen bei den Inhomogenita¨ten ξj ausschließlich der Dichtefunktion G(λ, ξ)
zugeordnet werden. Der Term G1(λ, ξ) in (6.21) liefert daher bei der Auswertung
mittels des Residuensatzes keinen Beitrag, und es ist die Vereinfachung
G(ω, ξ)
1 + a(ω)
→
G0(ω − ξ)
2
+
τh
4
G0(ω − ξ)−
τc sh(η)
2
G0(ω)G0(ω − ξ) (6.22)
unter den Konturintegralen der Summanden (4.42)
Sn =
e(m−n)ϕ
n!
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=n
[ n∏
j=1
∫
C
dωj
2pii
][ n∏
j=1
b(ωj)
b′(ξ+j )
]
[ n∏
j,k=1
sh(ωj − ξ
+
k − η)
sh(ξ+j − ξ
+
k − η)
]
detn
[
G(ωj , ξ
+
k )
1 + a(ωj)
]
detnM(ωj , ξ
+
k ) (6.23)
zula¨ssig. Die Determinante detn
(
G
1+a
)
fasst die komplette Temperaturabha¨ngigkeit
zusammen und wird in nullter und erster Ordnung in τ = 1/T entwickelt.
Nullte Ordnung in 1/T
In der Ordnung τ0 ist die Hilfsfunktion durch a = 1 zu na¨hern und die Dichtefunktion
G(λ, ξ) durch G0(λ − ξ) zu ersetzen. Der Integrand von (6.23) weist dann nur noch
Pole erster Ordnung bei den Inhomogenita¨ten ξj auf, und alle Konturintegrale sind
mit dem Residuensatz auswertbar.
Genau diese Integrationen, in denen nur die Eigenschaft Resω=ξ G(ω, ξ) = −1 der
Dichtefunktion einging, wurden bereits bei der Teilchen-Loch-Transformation aus-
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gefu¨hrt. Mit Resω=ξ G0(ω − ξ) = −1 und dem zusa¨tzlichen Faktor 1/2
n in (4.54)
ist3 〈
exp
{
ϕ
m∑
n=1
en
2
2
}〉
∞
=
(
1 + eϕ
2
)m
, (6.24)
wenn der Index∞ die Hochtemperaturentwicklung der erzeugenden Funktion in null-
ter Ordnung bezeichnet.
Erste Ordnung in 1/T , Abha¨ngigkeit von dem Magnetfeld h
Wie die Entwicklung (6.22) verdeutlicht, ko¨nnen die Magnetfeld- und Kopplungsbei-
tra¨ge in erster Ordnung bezu¨glich τ getrennt voneinander bestimmt werden. Fu¨r c = 0
lautet innerhalb des symmetrischen Integranden in Sn die Determinante detn
(
G
1+a
)
in erster Ordnung
detn
[
G(ωj , ξ
+
k )
1 + a(ωj)
]
→
nτh
2
detn
[
G0(ωj − ξ
+
k )
2
]
, n = 1, . . . ,m , (6.25)
und fu¨hrt den reinen Magnetfeldanteil auf den Beitrag nullter Ordnung zuru¨ck via
〈
exp
{
ϕ
m∑
n=1
en
2
2
}〉
τh
=
m∑
n=1
nτh
2
e(m−n)ϕ
2n
(
m
n
)(
1− eϕ
)n
= τhemϕ
m∑
n=0
(
m
n
)
n
2
(α
2
)n
1m−n , α := e−ϕ − 1
= τhemϕ
α
2
∂
∂α
m∑
n=0
(
m
n
)(α
2
)n
1m−n
= τhemϕ
α
2
∂
∂α
(α
2
+ 1
)m
=
mτh
2
emϕ
α
2
(α
2
+ 1
)m−1
=
mτh
2
(
1− eϕ
2
)(
1 + eϕ
2
)m−1
. (6.26)
Erste Ordnung in 1/T , Abha¨ngigkeit von der Kopplung c
Der Beitrag nullter Ordnung zeichnete sich dadurch aus, dass die Integranden in den
Summanden Sn nur einfache Polstellen bei den Inhomogenita¨ten ξj aufwiesen und
sich bei Auswertung einzelner Konturen der Vielfachintegrale die Struktur der Integ-
randen reproduzierte (Lemma 8). Dies hatte zur Folge, dass nach Auswertung aller
3Fu¨r r = 0 (d.h. alle Integrationen ausgefu¨hrt) folgt aus dem um 1/2n modifizierten Term S0
mX
n=0
e(m−n)ϕ
2n
X
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=m−n
(1− eϕ)n = emϕ
mX
n=0
 
m
n
!„
e−ϕ − 1
2
«n
1m−n =
„
1 + eϕ
2
«m
.
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Konturintegrale keine Abha¨ngigkeit von den Inhomogenita¨ten im Endergebnis der
erzeugenden Funktion in nullter Ordnung enthalten war.
Die Situation fu¨r den Kopplungsbeitrag in erster Ordnung ist eine andere, denn durch
die eingestreuten einfachen Polstellen am Ursprung reproduziert sich die Integran-
denstruktur nicht mehr. Die Auswertung aller Konturintegrale beinhaltet eine expli-
zite Abha¨ngigkeit von den Inhomogenita¨ten (Anhang B.3) und der Kopplungsbeitrag
lautet im homogenen Limes ξ1, . . . , ξm → 0 in erster Ordnung〈
exp
{
ϕ
m∑
n=1
en
2
2
}〉
τc
= −(m− 1)(τ c∆)
(1− eϕ
2
)2(1 + eϕ
2
)m−2
. (6.27)
6.4 Abgeleitete Gro¨ßen im Hochtemperaturlimes
Die Grundlage fu¨r die Korrelationsfunktionen aus Kapitel 5 bildet die erzeugende
Funktion, im Hochtemperaturlimes angegeben in
Lemma 16. Die erzeugende Funktion der zz-Korrelation auf m Kettenpla¨tzen lautet
mit der Anisotropie ∆ fu¨r die periodisch geschlossene XXZ-Kette im thermodynami-
schen Limes bis einschließlich erster Ordnung in 1/T〈
exp
{
ϕ
m∑
n=1
en
2
2
}〉
T,h
=
(
1 + eϕ
2
)m
+
mh
2T
(
1− eϕ
2
)(
1 + eϕ
2
)m−1
− (m− 1)
c∆
T
(1− eϕ
2
)2(1 + eϕ
2
)m−2
+O(1/T 2) . (6.28)
Die mit (6.28) in Beziehung stehenden Korrelationsfunktionen lassen sich entweder
durch Anwenden von Differenzial-Differenzen-Operatoren gewinnen oder durch ex-
plizite Werte fu¨r die Kettenla¨nge m und den Parameter ϕ erhalten.
zz-Korrelationsfunktion
Die Zwei-Punkt-Korrelationsfunktion 〈σz1σ
z
m+1〉T,h ist aus der erzeugenden Funktion
durch stetige4 und diskrete Ableitungen mittels〈
σz1σ
z
m+1
〉
T,h
= (2D2m∂
2
ϕ − 4D
1
m∂ϕ + 1)
〈
exp
{
ϕ
m∑
n=1
en
2
2
}〉
T
∣∣∣∣
ϕ=0
, m ≥ 2 (6.29)
zu bestimmen. Die Auswertung wird zweckma¨ßig aufgeteilt in den Beitrag nullter
Ordnung sowie die Kopplungs- und Magnetfeldbeitra¨ge erster Ordnung.
4Die ersten und zweiten Ableitungen der Terme mit eϕ in (6.28) nach dem Parameter ϕ lauten
zusammengefasst und an der Stelle ϕ = 0 ausgewertet
∂
∂ϕ
„
1 + eϕ
2
«m ˛˛˛˛
ϕ=0
=
m
2
,
∂2
∂ϕ2
„
1 + eϕ
2
«m ˛˛˛˛
ϕ=0
=
m(m+ 1)
4
,
∂
∂ϕ
„
1− eϕ
2
«„
1 + eϕ
2
«m−1 ˛˛˛˛
ϕ=0
= −1
2
,
∂2
∂ϕ2
„
1− eϕ
2
«„
1 + eϕ
2
«m−1 ˛˛˛˛
ϕ=0
= −m
2
,
∂
∂ϕ
„
1− eϕ
2
«2„
1 + eϕ
2
«m−2 ˛˛˛˛
ϕ=0
= 0 ,
∂2
∂ϕ2
„
1− eϕ
2
«2„
1 + eϕ
2
«m−2 ˛˛˛˛
ϕ=0
=
1
2
.
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(i) In nullter Ordnung sind, (6.29) folgend, die stetigen Ableitungen nach ϕ mit
den diskreten ersten und zweiten Ableitungen5 D1m und D
2
m zu verknu¨pfen mit
dem Ergebnis
(
2D2m∂
2
ϕ−4D
1
m∂ϕ+1
)(1 + eϕ
2
)m∣∣∣∣
ϕ=0
= D2m
m2 +m
2
−2D1mm+1 = 0 . (6.30)
(ii) In erster Ordnung lautet die Anwendung des Differenzial-Differenzen-Operators
fu¨r den Magnetfeldanteil
(
2D2m∂
2
ϕ − 4D
1
m∂ϕ + 1
)mh
2T
(
1− eϕ
2
)(
1 + eϕ
2
)m−1∣∣∣∣
ϕ=0
= 0 . (6.31)
(iii) Fu¨r den Kopplungsanteil in erster Ordnung ist auf die gleiche Weise zu verfah-
ren mit dem Resultat
(
2D2m∂
2
ϕ − 4D
1
m∂ϕ + 1
)
(m− 1)
c∆
T
(
1− eϕ
2
)2(1 + eϕ
2
)m−2∣∣∣∣
ϕ=0
= 0 . (6.32)
Die Wahl m = 2 und ϕ = ipi erga¨nzt die zz-Korrelationen um die Zwei-Punkt-
Funktion na¨chster Nachbarn 〈σz1σ
z
2〉T,h, und es ist
〈
σz1σ
z
2
〉
T,h
= −
c∆
T
+O(1/T 2) (6.33a)〈
σz1σ
z
m+1
〉
T,h
= 0 +O(1/T 2) , m ≥ 2 . (6.33b)
Die Emptiness Formation Probability
Mit der geeigneten Wahl des Parameters ϕ→ ±∞ (Lemmata 11, 12) folgt die Wahr-
scheinlichkeit, einen String von m benachbarten Spins zu finden, die in (P+) oder
entgegen (P−) der Vorzugsrichtung orientiert sind zu
P±(m) =
(
1
2
)m [
1±
mh
2T
− (m− 1)
c∆
T
]
+O(1/T 2) . (6.34)
Die Umkehr der Vorzugsrichtung u¨berfu¨hrt P+(m) und P−(m) ineinander und ist
einer Umkehr des Magnetfeldes h → −h a¨quivalent. P±(m) nach (6.34) respektiert
diese Eigenschaft. Speziell P±(1) sind als Ein-Punkt-Funktionen die Erwartungswerte
der Standardbasen e 11 und e
2
2 eines lokalen Operators mit
〈
( 1 00 0 )
〉
T,h
=
1
2
(
1 +
h
2T
)
,
〈
( 0 00 1 )
〉
T,h
=
1
2
(
1−
h
2T
)
. (6.35)
5Die diskreten Ableitungen D1mam = am − am−1 und D2mam = am+1 − 2am + am−1, angewandt
auf eine beliebige Folge (am)m∈N, ergeben insbesondere D
2
mm
2 = 2, D2mm = 0 und D
1
mm = 1.
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6.5 Die Freie Energie
Die Entwicklung der Hilfsfunktion a nach Ordnungen 1/T = τ fu¨hrt in der Darstel-
lung (3.26) der Freien Energie zu Konturintegralen,
f =
h
2
+ T
∫
C
dω
2pii
sh(η) ln
(
1 + a(ω)
)
sh(ω) sh(ω − η)
=
h
2
+ T
∫
C
dω
2pii
sh(η) ln
(
2 + τa1(ω) + τ
2a2(ω) +O(τ
3)
)
sh(ω) sh(ω − η)
=
h
2
+ T
∫
C
dω
2pii
sh(η)
sh(ω) sh(ω − η)
{
ln 2 +
a1(ω)
2T
+
1
T 2
[
a2(ω)
2
−
a1(ω)
8
]}
+O(1/T 2) ,
(6.36)
deren Auswertung (Anhang B.4) mit dem Residuensatz mo¨glich ist. Die Koeffizienten
a1 und a2 nach (6.15) und (6.16) geben die Freie Energie der XXZ-Kette bis zu der
Ordnung 1/T wieder mit
f = −T ln 2− c∆ −
1
8
h2
T
−
(
1 +
∆2
2
)c2
T
+O(1/T 2) . (6.37)
Bemerkung. In den Grenzfa¨llen des Ising-Modells, der freien Fermionen (XX-
Modell) und des Paramagneten lautet die Freie Energie pro Gitterplatz bis zu der
Ordnung 1/T
XXZ-Kette : f =− T ln 2−c∆−
1
8
h2
T
−
(
1 +
∆2
2
)c2
T
(6.38a)
Ising (c∆ = J = const, c→ 0) : f =− T ln 2 −J −
1
8
h2
T
−
1
2
J2
T
(6.38b)
XX (∆ = 0) : f =− T ln 2 −
1
8
h2
T
−
c2
T
(6.38c)
Paramagnet (c = 0) : f =− T ln 2 −
1
8
h2
T
(6.38d)
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Kapitel 7
Der Ising-Limes
Der Ising-Grenzfall c := J/ ch(η) mit J > 0 und η → ∞ fu¨hrt von dem quantenme-
chanischen Hamilton-Operator der XXZ-Kette auf den Hamilton-Operator
HI = J
L∑
j=1
(
σzj−1σ
z
j − 1
)
+
h
2
L∑
j=1
σzj (7.1)
eines klassisch lo¨sbaren Modells [4], in dem alle Operatoren kommutieren. Eine U¨ber-
sicht der Thermodynamik zu der Ising-Kette (7.1) mit periodischen Ra¨ndern gibt
Lemma [4] 17. Die statistische Behandlung des Ising-Modells auf einer Kette mit L
Pla¨tzen unter periodischen Randbedingungen reduziert sich auf die beiden Eigenwerte
λ1/2 = ch
( h
2T
)
±
√
sh2
( h
2T
)
+ exp
(4J
T
)
(7.2)
einer zugeordneten Transfermatrix. Die Zustandssumme ergibt sich zu ZL = λ
L
1 +λ
L
2
und fu¨hrt im thermodynamischen Limes L→∞ auf die Freie Energie pro Gitterplatz
f(h, T ) = −T lim
L→∞
lnZL
L
= −T ln
[
ch
( h
2T
)
+
√
sh2
(
h/2T
)
+ exp
(
4J/T
) ]
.
(7.3)
Weiterhin sind die Ein- und Zwei-Punkt-Korrelationsfunktionen fu¨r L→∞ gegeben
durch die Ausdru¨cke
〈σz〉T,h = 〈σ〉 :=
sh
(
h
2T
)√
sh2
(
h
2T
)
+ exp
(
4J
T
) , (7.4)
〈σzjσ
z
k〉T,h = 〈σ〉
2 +
[
1− 〈σ〉2
](λ2
λ1
)k−j
, j < k . (7.5)
Die Integralgleichungen der Hilfsfunktion (3.20) sowie der verallgemeinerten Dichte
(4.21) reproduzieren die thermodynamischen Gro¨ßen (7.3) und (7.4). Außerdem folgt
aus der Vielfachintegraldarstellung der Emptiness Formation Probability im Ising-
Grenzfall das Ergebnis von
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Lemma [60] 18. Seien im thermodynamischen Limes 〈σ〉 die Magnetisierung und
f(h, T ) die Freie Energie der periodisch geschlossenen Ising-Kette. Dann ist die
Wahrscheinlichkeit, auf der Kette n + 1 benachbarte Spins zu finden, die entlang
des a¨ußeren Magnetfeldes ausgerichtet sind, gegeben durch
P+(n+ 1) =
1 + 〈σ〉
2
exp
(n f(h, T )
T
+
nh
2T
)
. (7.6)
7.1 Hilfsfunktion und verallgemeinerte Dichte
Im nichtkritischen Bereich ∆ > 1 legen die Integralgleichungen (3.20) und (4.21)
die Hilfsfunktion a(λ) und die Dichte G(λ, ζ) im Analytizita¨tsstreifen | Imλ| ≤ pi/2,
|Reλ| ≤ γ entsprechend Abbildung 3.1 fest. Alle Inhomogenita¨ten und Integralkerne,
sh(η)
sh(λ) sh(λ+ η)
= cth(λ)− cth(λ+ η) , (7.7)
sh(2η)
sh(λ+ η) sh(λ− η)
= cth(λ− η)− cth(λ+ η) , (7.8)
sind in dem zu bildenden Ising-Limes durch die Kopplung limη→∞ c sh(η) = J und
zusa¨tzlich durch den Grenzwert limη→∞ cth(λ ± η) = ±1 bestimmt, solange die Ar-
gumente λ den Wertebereich |Reλ| ≤ (1 − δ)η, 0 < δ < 1 (das ist eine explizite
Parametrisierung fu¨r γ in Abbildung 3.1) nicht verlassen. Die Integralgleichungen
lauten somit im Ising-Limes
ln a(λ) = −
h
T
−
2J
T
[
cth(λ)− 1
]
+
∫
C
dω
ipi
ln
(
1 + a(ω)
)
, (7.9)
G(λ, ζ) = cth(ζ − λ)− 1−
∫
C
dω
ipi
G(ω, ζ)
1 + a(ω)
(7.10)
und haben fu¨r alle λ ∈ C innerhalb des Streifens | Imλ| ≤ pi/2 Gu¨ltigkeit. Werden die
linke Flanke der Kontur C nach −∞ und die rechte Flanke nach +∞ verschoben, so
sind mit den Grenzwerten a± = limReω→±∞ a(ω) und G± = limReω→±∞G(ω, ζ) die
Konturintegrale1 in (7.9) und (7.10) bestimmt, und die Integralgleichungen ko¨nnen
durch Auswerten von algebraischen Ausdru¨cken gelo¨st werden.
Hilfsfunktion
Die explizite Lo¨sung beruht auf der Feststellung, dass die Bestimmungsgleichung im
Limes Reλ→ ±∞ die Asymptotik
a± = Ke
− h
T
∓ 2J
T , K := exp
[2J
T
+
∫
C
dω
ipi
ln
(
1 + a(ω)
)]
=
1 + a+
1 + a−
e
2J
T (7.11)
1Die Ho¨he der Kontur in imagina¨rer Richtung ist pi und die Linienintegrale lautenZ
C
dω
ipi
ln
`
1 + a(ω)
´
= ln
`
1 + a+
´− ln `1 + a−´ , Z
C
dω
ipi
G(ω, ζ)
1 + a(ω)
=
G+
1 + a+
− G−
1 + a−
.
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der Hilfsfunktion a annimmt. Das Ersetzen der Werte a± in der Definitionsgleichung
fu¨r die Konstante K = K(h, T, J) resultiert in einer quadratischen Gleichung mit der
Lo¨sung
K = e−
2J
T
+ h
2T
[
− sh
( h
2T
)
±
√
sh2
( h
2T
)
+ exp
(4J
T
) ]
, (7.12)
a(λ) = K exp
[
−
h
T
−
2J
T
cth(λ)
]
, (7.13)
deren Eindeutigkeit aus der Hochtemperaturentwicklung a(λ) = ±1 +O(1/T ) folgt:
Die allgemeine Struktur (6.12) der Hilfsfunktion a(λ) = 1+O(1/T ) legt in (7.12) das
obere Vorzeichen fest.
Verallgemeinerte Dichte
Solange der zweite Spektralparameter der Funktion G(λ, ζ) innerhalb des Streifens
{ζ ∈ C
∣∣π
2 ≥ | Im ζ|} entweder endlich ist oder zumindest |Re ζ| = δ|Re λ|, 0 ≤ δ < 1
erfu¨llt, sind die Limites Reλ→ ±∞ mit
G+ = −2−
G+
1 + a+
+
G−
1 + a−
, G− = −
G+
1 + a+
+
G−
1 + a−
(7.14)
in (7.10) von dem Parameter ζ unabha¨ngig. Die Grenzwerte G± reduzieren sich auf
eine gemeinsame, noch zu bestimmende Gro¨ße 〈σ〉, deren Definition G± =: 〈σ〉 ∓ 1
die Relation G− −G+ = 2 erfu¨llt, und die aus den beiden Bestimmungsgleichungen
(7.14) eindeutig als
〈σ〉 =
sh
(
h
2T
)√
sh2
(
h
2T
)
+ exp
(
4J
T
) (7.15)
ermittelt werden kann. Die rechte Seite der Integralgleichung (7.10) ist bekannt, und
die verallgemeinerte Dichte lautet im Ising-Limes
G(λ, ζ) = 〈σ〉 − cth(λ− ζ) . (7.16)
Die Gro¨ße 〈σ〉 ist durch Vergleich der Integraldarstellungen (5.8) und (7.10) als Mag-
netisierung 〈σ〉 = 〈σz〉T,h = 2m(h, T ) zu deuten und gibt (7.4) wieder.
7.2 Die Emptiness Formation Probability
Bezeichnet φ+(m) = φ+
(
m|{ξ}
)
die inhomogene Version der Emptiness Formation
Probability mit der Entsprechung φ+
(
m|{ξ}
)
= P+(m) im homogenen Limes,
φ+(m) =
1
m!
[ m∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
]
detmG(ωj, ξk)∏
j<k sh(ξj − ξk)[ m∏
j,k=1
sh(ωj − ξk) sh(ωj − ξk − η)
sh(ωj − ωk − η)
]
detm t(ξk, ωj)∏
j<k sh(ξk − ξj)
, (7.17)
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so weist der Integrand, von der verallgemeinerten Fermi-Funktion 1/(1+a) abgesehen,
nur Polstellen erster Ordnung bei allen Inhomogenita¨ten ξj auf. Die Struktur der
Vielfachintegraldarstellung und die Bedeutung der Integrationskontur C wird durch
die Transformation auf rationale Ausdru¨cke2 ersichtlich:
sk = e
−2ξk , xj = e
−2ωj , dωj = −
dxj
2xj
(7.18)
Die Determinante detm t(ξk, ωj) ist eine Cauchy-Determinante und der Ausdruck
detmG(ωj , ξk) reduziert sich in seiner Struktur auf
Lemma 19. Seien p, q ∈ C beliebige komplexwertige Konstanten und seien {xj}
m
j=1
und {sj}
m
j=1 zwei beliebige Mengen paarweise verschiedener komplexer Zahlen. Dann
gilt fu¨r die Cauchy-artige Determinante
detm
(
p xj + q sk
xj − sk
)
= (p+q)m−1
[
p
m∏
k=1
xk+q
m∏
k=1
sk
]∏
1≤j<k≤m(xj − xk)(sk − sj)∏m
j,k=1(xj − sk)
.
(7.19)
Beweis. Die Identita¨t ist durch den Standardbeweis fu¨r die Cauchy-Determinante zu
zeigen, der auf dem Satz von Liouville beruht.
Die Identifizierung p = 1+〈σ〉 und q = 1−〈σ〉 in (7.19) lo¨st die Determinante detmG
in eine Produktdarstellung auf, und es ist
φ+(m) =
1
2m!
[ m∏
j=1
∫
e−2C
dxj
2piixj
1
1 +K exp
(
− hT −
2J
T
1+xj
1−xj
)]
[ m∏
j,k=1
j 6=k
(xj − xk)
](
1 + 〈σ〉
)∏m
k=1 xk +
(
1− 〈σ〉
)∏m
k=1 sk∏m
j,k=1(xj − sk)
. (7.20)
Die transformierte Kontur e−2C setzt sich entsprechend Abbildung 7.1 aus zwei kon-
zentrischen Kreisen zusammen, auf denen die Hilfsfunktion a im Limes a, b → ∞
durch ihre Asymptotik a± ersetzt werden kann. Der Einfluss der Hilfsfunktion auf die
Auswertung der Konturintegrale entlang e−2C mittels des Residuensatzes beschra¨nkt
sich somit bei der einfachen Polstelle im Ursprung auf den Term
1
1 + a−
−
1
1 + a+
=
a+ − a−
(1 + a−)(1 + a+)
=
λ2
λ1
, (7.21)
wa¨hrend die einfachen Polstellen bei den Inhomogenita¨ten sk in der Umgebung der
Eins nur innerhalb des a¨ußeren Kreises liegen und die Hilfsfunktion u¨ber den Term
1
1 + a−
=
1 + 〈σ〉
2
+
(
λ2
λ1
)
1− 〈σ〉
2
(7.22)
2Im Ising-Grenzfall ist limη→∞ t(ζ, λ) = cth(ζ − λ)− limη→∞ cth(ζ − λ + η) = −1− cth(λ − ζ),
und mit G(λ, ζ) = 〈σ〉 − cth(λ− ζ) transformieren sich die Eintra¨ge der Determinanten wie
G(ωj , ξk) =
e−2ωj + e−2ξk
e−2ωj − e−2ξk + 〈σ〉 =
`
1 + 〈σ〉´xj + `1− 〈σ〉´sk
xj − sk , limη→∞ t(ξk, ωj) =
2sk
xj − sk .
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ipi
2
ipi
2
b
−2ae
e2b
ω x
−2ωex=a
Im
Re Re
Im
1
Abbildung 7.1: Unter der Transformation x = e−2ω wird die kanonische Kontur C
auf zwei konzentrische Kreise mit den Radien e−2a und e2b abgebildet; die zur reellen
Achse im Abstand ±ipi/2 parallel verlaufenden Teilabschnitte von C heben sich nach
der Transformation gegenseitig auf. Der Ursprung ω = 0 wird auf x = 1 abgebildet.
in das Ergebnis des Konturintegrals einbeziehen. Das Verha¨ltnis λ2/λ1 repra¨sentiert
die beiden Eigenwerte (7.2) der klassisch lo¨sbaren Ising-Kette, und die Magnetisierung
〈σ〉 ist durch (7.15) gegeben. Die Auswertung der Konturintegrale zeigt
Lemma 20. Die Vielfachintegraldarstellung (7.20) ist bezu¨glich aller Inhomogenita¨ten
sk und aller Integrationsvariable xj symmetrisch und die partielle Ausfu¨hrung von n
Konturintegralen ergibt
φ+(m) =
[m−n∏
j=1
∫
e−2C
dxj
2piixj
1
1 +K exp
(
− hT −
2J
T
1+xj
1−xj
)][ m−n∏
j,k=1
j 6=k
(xj − xk)
]
1
2m!
1
(1 + a−)n
m∑
j1=1
m∑
j2=1
j2 6=j1
. . .
m∑
jn−1=1
jn−1 6=j1,...,jn−2{
m∑
jn=1
jn 6=j1,...,jn−1
∏m−n
k=1
∏n
ℓ=1(sjℓ − xk)∏m
k=1
∏n
ℓ=1
k 6=j1,...,jn
(sjℓ − sk)
(
1 + 〈σ〉
)∏m−n
k=1 xk +
(
1− 〈σ〉
) ∏m
k=1
k 6=j1,...,jn
sk∏m−n
j=1
∏m
k=1
k 6=j1,...,jn
(xj − sk)
− n
(
1− 〈σ〉
)a+ − a−
1 + a+
[∏m−n
k=1
∏n−1
ℓ=1 (sjℓ − xk)
][∏n−1
ℓ=1 sjℓ
]
∏m
k=1
∏n−1
ℓ=1
k 6=j1,...,jn−1
(sjℓ − sk)
∏m−n
k=1 x
2
k∏m
k=1
∏m−n
j=1
k 6=j1,...,jn−1
(xj − sk)
}
.
Beweisskizze. Die Relation ist durch eine vollsta¨ndige Induktion zu beweisen.
Die beiden Terme in der geschweiften Klammer haben fu¨r eine beliebig herausge-
griffene Integrationsvariable xj einfache Polstellen bei den Inhomogenita¨ten. Die
Ausfu¨hrung eines Konturintegrals bezu¨glich dieser Pole beha¨lt die Struktur des Inte-
granden bei.
Der zweite Term in der geschweiften Klammer kompensiert fu¨r eine herausgegriffe-
ne Integrationsvariable xj mit seiner doppelten Nullstelle bei xj = 0 die einfache
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Polstelle des Vorfaktors. Ein Konturintegral, bezu¨glich des Pols im Ursprung aus-
gefu¨hrt, liefert ein Ergebnis, dessen Struktur dem zweiten Term in der geschweiften
Klammer entspricht und den Induktionsschritt n→ n+1 des kompletten Integranden
vervollsta¨ndigt.
Die Auswertung aller n = m Konturintegrale sammelt die Abha¨ngigkeit von allen
Inhomogenita¨ten sj in einem einzigen Term mit dem Resultat
φ+(m) =
1
(1 + a−)m
−
1− 〈σ〉
2
(
λ2
λ1
)
1
(1 + a−)m−1
m∑
k=1
m∏
l=1
l 6=k
sl
sl − sk
. (7.23)
Die Beeinflussung der Gro¨ße φ+(m) durch die Inhomogenita¨ten sj diskutiert
Lemma 21. Sei {sj}
m
j=1 eine beliebige Menge paarweise verschiedener komplexer
Zahlen, dann besteht fu¨r den rationalen Ausdruck die Identita¨t
m∑
k=1
m∏
l=1
l 6=k
sl
sl − sk
= 1 . (7.24)
Beweis u¨ber Induktion. Der Induktionsstart m = 1 erfu¨llt die Relation trivial. Fu¨r
den Induktionsschritt m→ m+ 1 folgt
m+1∑
k=1
m+1∏
l=1
l 6=k
sl
sl − sk
=
m∑
k=1
sm+1
sm+1 − sk
m∏
l=1
l 6=k
sl
sl − sk
+
m∏
l=1
sl
sl − sm+1∣∣∣∣∣
m∏
l=1
1
sl − x
=
m∑
k=1
1
sk − x
m∏
l=1
l 6=k
1
sl − sk
nach Liouville
=
m∑
k=1
sm+1
sm+1 − sk
m∏
l=1
l 6=k
sl
sl − sk
−
m∑
k=1
sk
sm+1 − sk
m∏
l=1
l 6=k
sl
sl − sk
=
m∑
k=1
m∏
l=1
l 6=k
sl
sl − sk
Schluss
= 1 .
Die Emptiness Formation Probability in der inhomogenen Darstellung φ+(m) ist so-
mit unabha¨ngig von den Inhomogenita¨ten, und der homogene Limes ergibt trivial
unter Beru¨cksichtigung der Spinumkehr (Abschnitt 4.4, h→ −h)
P±(m) =
1± 〈σ〉
2
[
1± 〈σ〉
2
+
(
λ2
λ1
)
1∓ 〈σ〉
2
]m−1
. (7.25)
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Na¨chste-Nachbar-Korrelation
Die erzeugende Funktion der zz-Korrelationsfunktion fu¨r m Gitterpla¨tze ist ein Po-
lynom vom Grade m in der Variable eϕ, d.h.〈
exp
{
ϕ
m∑
n=1
en
2
2
}〉
T,h
= f0 + f1 e
ϕ + . . .+ fm e
mϕ . (7.26)
Die Koeffizienten fn, n = 0, . . . ,m sind im homogenen Limes physikalisch zu in-
terpretieren [17, 34]: Sie sind ein Maß fu¨r die Wahrscheinlichkeit, dass ein Segment
von m benachbarten Pla¨tzen durch einen Zustand beschrieben wird, fu¨r den die
z-Komponente Sz1 + . . .+S
z
m des Gesamtspins den Eigenwert m/2−n annimmt. Die
Koeffizienten stellen damit eine Verallgemeinerung der Emptiness Formation Proba-
bility dar mit den Entsprechungen f0 = P
+(m) und fm = P
−(m).
Speziell fu¨r m = 2 Kettenpla¨tze ist der Koeffizienten f1 durch die zusa¨tzliche Bedin-
gung 1 = f0 + f1 + f2 festgelegt, wenn die erzeugende Funktion fu¨r den Parameter
ϕ = 0 ausgewertet wird, und es gilt〈
exp
{
ϕ e1
2
2 + ϕ e2
2
2
}〉
T,h
= P+(2) + eϕ
1− 〈σ〉2
2
(
1−
λ2
λ1
)
+ e2ϕ P−(2) . (7.27)
Die Parameterwahl ϕ = ipi reproduziert dann die zz-Korrelationsfunktion 〈σz1σ
z
2〉T,h
fu¨r benachbarte Gitterpla¨tze nach (7.5).
7.3 Die Freie Energie
Die Integraldarstellung (3.26) der Freien Energie unter der Transformation x = e−2ω
der Integrationsvariablen ω lautet im Ising-Limes
f(h, T ) = −
h
2
− T
∫
e−2C
dx
2pii
ln
[
1 +K exp
(
− hT −
2J
T
1+x
1−x
)]
x− 1
= −
h
2
− T ln(1 + a−)∣∣∣∣∣∣∣
1 + a− = 1 +Ke
−h/T+2J/T , − sh(h/2T ) = ch(h/2T ) − eh/2T
= 1 + e−h/2T
[
ch(h/2T )− eh/2T +
√
sh2
(
h/2T
)
+ e4J/T
]
= −T ln
[
ch
( h
2T
)
+
√
sh2
( h
2T
)
+ exp
(4J
T
) ]
. (7.28)
Mit der zweiten Zeile der Umformung ist die Emptiness Formation Probability fu¨r
n+ 1 Gitterpla¨tze durch die Freie Energie f(h, T ) darzustellen als
P+(n + 1) =
1 + 〈σ〉
2
(
1 + a−
)n = 1 + 〈σ〉2 exp(n f(h, T )T + nh2T ) . (7.29)
Die Ergebnisse der Freien Energie und der Emptiness Formation Probability aus
ihren Integraldarstellungen, beide im thermodynamischen Limes, stimmen mit den
Resultaten (7.3) und (7.6) des klassischen Modells u¨berein.
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Kapitel 8
Der Spezialfall freier Fermionen
Freie Fermionen in Tight-Binding-Na¨herung werden auf einer periodisch geschlosse-
nen 1D Kette mit L Pla¨tzen in zweiter Quantisierung durch den Ein-Band-Hamilton-
Operator
HFF = 2c
L∑
j=1
(
c†j+1cj + c
†
jcj+1
)
−
h
2
L∑
j=1
(
1− 2c†jcj
)
(8.1)
beschrieben. Die Fermi-Operatoren gehorchen den kanonischen Antivertauschungs-
relationen {cj , ck} = {c
†
j , c
†
k} = 0 sowie {cj , c
†
k} = δjk und die Anzahl der besetzten
Pla¨tze wird durch das chemische Potenzial h kontrolliert. Der Hamilton-Operator
(8.1) ist mit φ = 2pi/L u¨ber eine diskrete Fouriertransformation1 mit der Ein-
Teilchen-Dispersion εn = h+ 4c cos(nφ), n = 0, . . . , L− 1 zu diagonalisieren [15],
Hdiag =
L−1∑
n=0
(
c˜†nc˜n
)
εn −
hL
2
. (8.2)
Die freien Fermionen in Tight-Binding-Na¨herung (8.1) sind in der XXZ-Kette als
Sonderfall enthalten: Nimmt der Anisotropieparameter den Wert ∆ = 0 an, dann
lautet der Hamilton-Operator der XXZ-Kette in den Leiteroperatoren S± = Sx± iSy
und unter der Jordan-Wigner-Transformation (5.11) - (5.13)
HXX = 2c
L−1∑
j=1
(
S+j S
−
j+1 + S
−
j S
+
j+1
)
+ 2c
(
S+LS
−
1 + S
−
LS
+
1
)
− h
L∑
j=1
Szj
= 2c
L−1∑
j=1
(
c†j+1cj + c
†
jcj+1
)
− 2c
(
c†1cL + c
†
Lc1
) L∏
j=1
(1− 2c†jcj)−
h
2
L∑
j=1
(1− 2c†jcj) .
Die z-Komponente des Gesamtspins ist eine Erhaltungsgro¨ße und ist im Teilchen-
bild zu einer festen Anzahl M ∈ {0, 1, . . . , L} besetzter Pla¨tze a¨quivalent, weshalb
1Die diskrete Fouriertransformation ist eine unita¨re Transformation der Fermi-Operatoren, welche
die kanonischen Antivertauschungsrelationen invariant la¨sst. Es gilt fu¨r alle m,n = 0, . . . , L − 1
{c˜m, c˜n} = {c˜†m, c˜†n} = 0 und {c˜m, c˜†n} = δmn mit
c†j =
1√
L
L−1X
n=0
e−iφjn c˜†n , c˜
†
n =
1√
L
LX
j=1
eiφnj c†j .
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der Term
∏L
j=1(1 − 2c
†
jcj) fu¨r die Diagonalisierung durch den Zahlenfaktor (−1)
M
ersetzt werden kann. Die Diagonalisierung des Hamilton-Operators HXX ergibt die
Darstellung (8.2) mit einer von der AnzahlM besetzter Pla¨tze abha¨ngigen Dispersion
εn =
{
h+ 4c cos
(
(n + 12 )φ
)
, M gerade
h+ 4c cos(nφ) , M ungerade
, n = 0, . . . , L− 1 . (8.3)
Im thermodynamischen Limes L→∞ nehmen die Argumente in den cos-Termen von
(8.3) kontinuierliche Werte aus dem Intervall [0, 2pi) an. Die Fallunterscheidung fu¨r
M ist nicht la¨nger relevant und die Hamilton-Operatoren HFF und HXX beschreiben
die Thermodynamik freier Fermionen gleichermaßen.
Bemerkung. Eine Verschiebung des Argumentes in der Dispersion um pi bewirkt
die Abbildung auf die erste Brillouin-Zone mit ε = ε(p) = h− 4c cos p, p ∈ [−pi, pi).
Die Wahl η = ipi/2 als Parametrisierung von ∆ = ch(η) = 0 vereinfacht alle Inte-
graldarstellungen durch die ausgezeichneten Werte sh(η) = i, sh(2η) = 0 und die
Additionstheoreme sh(λ ± η) = ±i ch(λ). Die Kerne der Integralgleichungen (3.20),
(3.21) und (4.21) werden zu Null und die Hilfsfunktionen sowie die verallgemeinerte
Dichte sind durch die Inhomogenita¨ten der Integralgleichungen bestimmt zu
a(λ) =
1
a(λ)
= exp
[
−
1
T
(
h+
4ic
sh(2λ)
)]
, (8.4)
G(λ, ζ) = −
2
sh(2λ− 2ζ)
. (8.5)
8.1 Die Abbildung auf die Brillouin-Zone
Allen periodisch geschlossenen, regelma¨ßigen 1D Kristallen ist eine Brillouin-Zone
[−pi, pi) der dimensionslosen Impulseigenwerte natu¨rlich zugeordnet. Unter dem Ge-
sichtspunkt, dass die XX-Spinkette einem 1D Gittermodell spinloser Fermionen a¨qui-
valent ist, ist die kanonische Kontur C wie folgt zu deuten: Sie besteht aus zwei zu der
reellen Achse parallelen Abschnitten C± (Abbildung 8.1 links), die durch die Punkte
±ipi/4 verlaufen2. Die Parametrisierung
ω :
[
pi/2, pi
)
∪
[
− pi,−pi/2
]
→ C+ , p 7→
1
2
Artanh(sin p) +
ipi
4
(8.6a)
ω :
(
− pi/2, pi/2
)
→ C− , p 7→
1
2
Artanh(sin p)−
ipi
4
(8.6b)
ordnet jedem Punkt ω ∈ C eindeutig einen Impuls p ∈ [−pi, pi) zu, und es gelten fu¨r
alle ω und p einheitlich die Relationen
sh(2ω) =
1
i cos(p)
, ch(2ω) = −i tan(p) ,
dω
sh(2ω)
=
idp
2
. (8.7)
2Die urspru¨ngliche Kontur C nach Abbildung 3.1 ist frei deformierbar, solange keine Singularita¨ten
der Integranden u¨berschritten werden. Entha¨lt der Integrand als Beispiel nur den Term 1/ sh(2ω),
so ist die Kontur innerhalb der Analytizita¨tsstreifen −pi/2 < Imω < 0 und 0 < Imω < pi/2 defor-
mierbar.
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Abbildung 8.1: Die kanonische Kontur C besteht aus zwei Teilkonturen C±, die im
Abstand ±ipi/4 parallel zu der reellen Achse verlaufen (links). Bei der Deformation
der Kontur Γ in Γ˜ ist eine Polstelle auf der Kontur C zu beru¨cksichtigen (rechts).
Alle Integraldarstellungen der Ein- und Mehr-Punkt-Korrelationsfunktionen sowie
der Freien Energie sind durch Impulsintegrale u¨ber die Brillouin-Zone [−pi, pi] dar-
stellbar. Die Ableitung der Integraldarstellungen birgt viele A¨hnlichkeiten mit dem
Vorgehen in [31], da die Funktion G(λ, ζ) von der Temperatur unabha¨ngig ist und
speziell auch im Grenzfall T = 0 Anwendung findet.
Beispiel 5. Die Magnetisierung m(h, T ) nach (5.8) hat fu¨r den Parameter η = ipi/2
und den damit verbundenen expliziten Lo¨sungen der Hilfsfunktion und der verallge-
meinerten Dichte die Integraldarstellung
m(h, T ) =
1
2
−
∫
C
dω
ipi
1
sh(2ω)
1
1 + exp
(
1
T
(
h+ 4icsh(2ω)
)) . (8.8)
Die Aufteilung C = C+ + C− der Integrationskontur und die Abbildung auf die kom-
plette Brillouin-Zone [−pi, pi] entsprechend (8.7) mit der neuen Variablen p ergibt
m(h, T ) =
1
2
−
∫ π
−π
dp
2pi
1
1 + exp
(
h−4c cos p
T
) . (8.9)
Beispiel 6. Die Magnetisierung m(h, T ) = −∂hf(h, T ) entsprechend (8.9) ist kon-
sistent mit der Integraldarstellung (3.26) der Freien Energie im XX-Limes,
f(h, T ) = −
h
2
− T
∫ π
−π
dp
2pi
ln
[
1 + exp
(
−
h− 4c cos p
T
)]
. (8.10)
Im Argument der exp-Funktion kann die Ein-Teilchen-Dispersion ε = h − 4c cos p
identifiziert werden, und 1 + exp(−ε/T ) im ln-Term korrespondiert mit der Fermi-
Statistik.
8.2 Die Emptiness Formation Probability
Im XX-Limes reduzieren sich die Determinanten detm t(ξk, ωj) = detmG(ωj , ξk) auf
Cauchy-Determinanten, und die inhomogene Version φ+(m) der Emptiness Formati-
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on Probability nach (7.17) fu¨hrt im homogenen Limes auf
P+(m) = lim
ξj→0
j=1,...,m
1
m!
[ m∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
]∏mj,k=1
j 6=k
sh(ωj − ωk) ch(ξj − ξk)∏m
j,k=1 sh(ωj − ξk) ch(ωj − ξk)
=
(−1)
m(m−1)
2
m!
[ m∏
j=1
∫
C
dωj
ipi
1
1 + a(ωj)
]∏
1≤j<k≤m 4 sh
2(ωj − ωk)∏m
j=1 sh
m(2ωj)
. (8.11)
Der Integrand ist symmetrisch bezu¨glich aller Integrationsvariablen ωj, und die Trans-
formation (8.7) auf die Impulse pj ergibt mit den Additionstheoremen fu¨r doppelte
Argumente 2 sh2(α) = ch(2α)− 1 und 2 sin2(α) = 1− cos(2α)
sh2(ωj − ωk) =
sin2
(pj−pk
2
)
cos(pj) cos(pk)
. (8.12)
Die Symmetrie des Integranden erlaubt die Transformation3 des Vielfachintegrals
u¨ber Cm in ein Vielfachintegral u¨ber [−pi, pi]m und es folgt die Darstellung von P+(m)
in den Impulsen pj zu
P+(m) =
1
m!
[ m∏
j=1
∫ π
−π
dpj
2pi
1
1 + exp
(
4c cos pj−h
T
)] ∏
1≤j<k≤m
4 sin2
(pj − pk
2
)
. (8.13)
Die urspru¨ngliche Determinantendarstellung des Integranden besteht weiterhin: Der
symmetrische Term
∏
j<k sin
2
(pj−pk
2
)
kann in das Produkt von zwei Vandermonde-
Determinanten zerlegt werden,
∏
1≤j<k≤m
sin2
(pj − pk
2
)
=(−1)
m(m−1)
2
m∏
j,k=1
j 6=k
sin
(pj − pk
2
)
=
1
2m(m−1)
m∏
j,k=1
j 6=k
(
1− e−ipj+ipk
)
=
1
2m(m−1)
∏
1≤j<k≤m
(
1− e−ipj eipk
) ∏
1≤k<j≤m
(
1− e−ipj eipk
)
=
1
2m(m−1)
∏
1≤j<k≤m
(
eipk − eipj
) ∏
1≤k<j≤m
(
e−ipj − e−ipk
)
=
1
2m(m−1)
∆
(
eip
)
∆
(
e−ip
)
. (8.14)
Die Darstellung und die Definition von Vandermonde-Determinanten ∆(◦) ist zusam-
mengestellt in
3Fu¨r den rein kombinatorischen Anteil folgt durch [−pi, pi] = I+∪I− mit I+ = [−pi,−pi/2)∪(pi/2, pi]
und I− = [−pi/2, pi/2] sowie den Mengen {ωj}mj=1, {pj}mj=1 der IntegrationsvariablenZ
C±
dω±j =
Z
I±
dp±j ,
h mY
j=1
Z
C
dωj
i
=
mX
n=0
X
({ω+},{ω−})∈p2{ω}
|ω+|=n
h nY
j=1
Z
C+
dω+j
ihm−nY
j=1
Z
C−
dω−j
i
=
h mY
j=1
Z π
−π
dpj
i
.
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Lemma 22. Sei {λj}
m
j=1 eine Menge paarweise verschiedener komplexer Zahlen.
Dann ist die daraus gebildete Vandermonde-Determinante ∆(λ) einem einfachen Pro-
duktterm a¨quivalent,
∏
1≤j<k≤m
(
λk − λj
)
=: ∆(λ) = detm

1 1 . . . 1
λ1 λ2 . . . λm
...
...
. . .
...
λm−11 λ
m−1
2 . . . λ
m−1
m
 . (8.15)
Der Ausdruck ∆
(
eip
)
∆
(
e−ip
)
ist in den Variablen pj symmetrisch. Unter den Integ-
ralen kann daher eine der beiden Determinanten durch das m!-fache Produkt ihrer
Hauptdiagonalelemente ersetzt [31], und das Vielfachimpulsintegral in die verbleiben-
de Determinante gezogen werden,
P+(m) =
[ m∏
j=1
∫ π
−π
dpj
2pi
1
1 + exp
(
4c cos pj−h
T
)][ m∏
j=1
e−i(j−1)pj
]
detm
(
ei(j−1)pk
)
jk
=
∑
σ∈Sm
sign(σ)
[ m∏
j=1
∫ π
−π
dpj
2pi
1
1 + exp
(
4c cos pj−h
T
)][ m∏
j=1
ei
(
σ(j)−j
)
pj
]
=
∑
σ∈Sm
sign(σ)
[ m∏
j=1
∫ π
−π
dpj
2pi
ei
(
σ(j)−j
)
pj
1 + exp
(
4c cos pj−h
T
)]
= detm
[ ∫ π
−π
dp
2pi
ei(j−k)p
1 + exp
(
4c cos p−h
T
)] . (8.16)
Die Integraldartellung (8.16) reproduziert das Ergebnis von [52], wenn die Kopplung
c sowie das Magnetfeld h reskaliert werden und die Periodizita¨t in 2pi des Integranden
beru¨cksichtigt wird,
detm
[ ∫ π
−π
dp
2pi
ei(j−k)p
1 + exp
(
4c cos p−h
T
)] = detm [ ∫ 2π
0
dp
2pi
ei(j−k)p
1 + exp
(
4c cos p−h
T
)] .
(8.17)
8.3 Die Zwei-Punkt-Korrelationsfunktion
Mit der Produktformel der Cauchy-Determinanten lautet die erzeugende Funktion
der zz-Korrelation 〈Sz1S
z
m+1〉T,h in der Darstellung mit a im XX-Limes
〈 m∏
j=1
( 1 00 eϕ )j
〉
T,h
=
m∑
n=0
(1− eϕ)n
(n!)2
[ n∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
∫
Γ
dzj
2pii
(
th(ωj)
th(zj)
)m]
×
[
detn
(
1
sh(ωj − zk)
)]2
. (8.18)
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In der Anwendung des Differenzial-Differenzen-Operators (1/2D2m∂
2
ϕ −D
1
m∂ϕ + 1/4)
auf die erzeugende Funktion (8.18) sind die stetigen Ableitungen nach dem Parameter
ϕ zu bilden4, da die erzeugende Funktion in den Termen (eϕ − 1)n faktorisiert. Es
folgt nach Auswertung der Ableitungen an der Stelle ϕ = 0〈
Sz1S
z
m+1
〉
T,h
=
1
2
D2m(I1 + I2)−D
1
mI1 +
1
4
. (8.19)
Die noch auszufu¨hrenden Konturintegrale I1 und I2 weisen in den Variablen z und
zj jeweils Pole m-ter Ordnung auf,
I1 =
∫
C
dω
2pii
thm(ω)
1 + a(ω)
∫
Γ
dz
2pii
1
thm(z)
1
sh2(ω − z)
, (8.20)
I2 =
1
2
[ 2∏
j=1
∫
C
dωj
2pii
thm(ωj)
1 + a(ωj)
∫
Γ
dzj
2pii
1
thm(zj)
][
det2
(
1
sh(ωj − zk)
)]2
. (8.21)
Auswertung des Integrals I1
Soll die zz-Korrelation als Vielfachintegral u¨ber die Brillouin-Zone dargestellt werden,
so ist das Γ-Integral auszufu¨hren. Die Behandlung der m-fachen Polstelle bezu¨glich
der Variable z beschreibt
Lemma 23. Sei Γ entsprechend Abbildung 8.1 (rechts) eine einfach geschlossene
Kontur um den Ursprung, dann lautet das Konturintegral∫
Γ
dz
2pii
(
th(ω)
th(z)
)m 1
sh2(ω − z)
=
2m
sh(2ω)
. (8.22)
Beweis. Die Auswertung des Konturintegrals ist mit dem Residuensatz mo¨glich. Wird
Γ in Γ˜ deformiert (Abbildung 8.1 rechts), so ergibt das ausgefu¨hrte Konturintegral
mit Γ˜ den Wert Null: Der Integrand strebt fu¨r |z| → ∞ asymptotisch gegen Null und
aufgrund seiner Periodizita¨t in ipi heben sich die zu der reellen Achse parallel verlau-
fenden Teilabschnitte von Γ˜ bei ±ipi/2 gegenseitig auf. Es folgt mit der zweifachen
Polstelle des Integranden bei z = ω∫
Γ
dz
2pii
(
th(ω)
th(z)
)m 1
sh2(ω − z)
= 0−Resz=ω
[(
th(ω)
th(z)
)m 1
sh2(ω − z)
]
=
2m
sh(2ω)
.
Das Integral I1 schießlich ist nach der Anwendung von Lemma 23 auf die Integraldar-
stellung (8.8) der Magnetisierung zuru¨ckzufu¨hren mit
I1 =
∫
C
dω
2pii
2m
1 + a(ω)
1
sh(2ω)
= m
[1
2
−
〈
Sz
〉
T,h
]
. (8.23)
4Die stetigen Ableitungen nach den Parameter ϕ ergeben auf den Term (eϕ − 1)n angewandt
∂ϕ(e
ϕ − 1)n = n(eϕ − 1)n−1eϕ , ∂2ϕ(eϕ − 1)n = n(n− 1)(eϕ − 1)n−2e2ϕ + n(eϕ − 1)n−1eϕ .
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Auswertung des Integrals I2
Wird das Quadrat der Cauchy-Determinante in allen Variablen explizit ausgeschrie-
ben, ist I2 auf I1 zuru¨ckzufu¨hren, erga¨nzt um einen noch zu bestimmenden Integral-
ausdruck entsprechend
I2 = I
2
1 −
[ 2∏
j=1
∫
C
dωj
2pii
thm(ωj)
1 + a(ωj)
][ ∫
Γ
dz
2pii
1
thm(z) sh(z − ω1) sh(z − ω2)
]2
. (8.24)
Zwei-Punkt-Korrelationsfunktion
Fu¨r die Darstellung der Korrelationsfunktion 〈Sz1S
z
m+1〉T,h durch Impulsintegrale
u¨ber die Brillouin-Zone ist nur das Γ-Integral in der Darstellung (8.24) auszuwer-
ten; mittels Deformation5 der Kontur Γ nach Γ˜ folgt analog zu Lemma 23
I2 = I
2
1−
[ 2∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
][
1
sh(ω1 − ω2)
([
th(ω1)
th(ω2)
]m
2
−
[
th(ω2)
th(ω1)
]m
2
)]2
. (8.25)
Bevor die Konturintegrale u¨ber C in Impulsintegrale u¨ber die Brillouin-Zone trans-
formiert werden, ist noch mit den diskreten ersten und zweiten Ableitungen D1m und
D2m auf die Terme I1 und I2 zu wirken. Mit D
1
mm = 1, D
2
mm = 0 und D
2
mm
2 = 2
sowie der Hilfsrelation
D2m
[
1
sh2(ω1 − ω2)
([
th(ω1)
th(ω2)
]m
2
−
[
th(ω2)
th(ω1)
]m
2
)2 ]
= −
1
m
∂ thm(ω1)
∂ω1
1
m
∂ cthm(ω2)
∂ω2
−
1
m
∂ thm(ω2)
∂ω2
1
m
∂ cthm(ω1)
∂ω1
(8.26)
separiert der diskret differenzierte Integralausdruck in I2 in ein Produkt zweier ein-
facher Konturintegrale, und fu¨r die Zwei-Punkt-Korrelationsfunktion folgt mit der
Magnetisierung 〈Sz〉T,h = 〈S
z
1〉T,h = 〈S
z
m+1〉T,h〈
Sz1S
z
m+1
〉
T,h
−
〈
Sz1
〉
T,h
〈
Szm+1
〉
T,h
=
[ ∫
C
dω
2pii
1
1 + a(ω)
∂ω th
m(ω)
m
][ ∫
C
dω
2pii
1
1 + a(ω)
∂ω cth
m(ω)
m
]
. (8.27)
Die th- und cth-Terme der Integranden sind durch die Beziehungen (8.7) in Impuls-
variablen darzustellen mit th(ω) = 1/ cth(ω) = −ieip, und nach Transformation der
Differenziale sowie Ableitungen ist
〈
Sz1S
z
m+1
〉
T,h
−
〈
Sz1
〉
T,h
〈
Szm+1
〉
T,h
= −
[ ∫ π
−π
dp
2pi
cos(mp)
1 + exp
(h−4c cos p
T
)]2 . (8.28)
5Bei der Deformation der Kontur Γ nach Abbildung 8.1 (rechts) sind die beiden einfachen Pol-
stellen bei z = ω1 und z = ω2 zu beru¨cksichtigen mit dem ResultatZ
Γ
dz
2pii
1
thm(z)
1
sh(z − ω1) sh(z − ω2) = −
1
sh(ω1 − ω2)
»
1
thm(ω1)
− 1
thm(ω2)
–
.
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Bemerkung. Die Zwei-Punkt-Korrelationsfunktion in der Form (8.28) hat mit loka-
len Feldern h1 und hm+1 an den Pla¨tzen 1 undm+1 die Bedeutung einer Greenschen
Funktion auf der Kette,
g(1,m + 1) :=
〈
Sz1S
z
m+1
〉
T,h
−
〈
Sz1
〉
T,h
〈
Szm+1
〉
T,h
=̂
∂〈Sz1 〉T,h
∂hm+1
−
∂〈Szm+1〉T,h
∂h1
. (8.29)
Der Grenzfall T = 0
Im Limes T → 0 + 0 sind fu¨r das Vorzeichen des Argumentes der exp-Funktion die
Fa¨lle
∣∣h∣∣ ≷ 4c zu unterscheiden:
(i)
∣∣h∣∣ ≥ 4c, g(1,m + 1) = 0
Das Argument h−4c cos pT ist entweder ausschließlich positiv oder negativ. Bei
positiven Argumenten wird der Integrand und somit das Integral durch den
exponentiell wachsenden Nenner im Limes T → 0 + 0 zu Null. Bei negativen
Argumenten verbleibt fu¨r T → 0 + 0 eine Integration von cos(mp) u¨ber das
Intervall [0, 2pi], die als Ergebnis auf Null fu¨hrt.
(ii)
∣∣h∣∣ < 4c
Es findet im Argument ein Vorzeichenwechsel bei p0 = arccos
(
h
4c
)
statt, mit
0 < p0 < pi, und die Greensche Funktion g(1,m + 1) ist durch Tschebyscheff-
Polynome Tj(x) = cos
(
j arccos(x)
)
auszudru¨cken,
lim
T→0+0
g(1,m + 1) = −
[ ∫ p0
−p0
dp
2pi
cos(mp)
]2
= −
[
sin(mp0)
mpi
]2
=
cos(2mp0)− 1
2(mpi)2
=
cos
(
2m arccos
(
h
4c
))
− 1
2(mpi)2
=
T2m
(
h
4c
)
− 1
2(mpi)2
. (8.30)
Die Formeln (8.28) und (8.30) entsprechen den Darstellungen in [48] (fu¨r h = 0)
und [3]. Die Asymptotik der Zwei-Punkt-Funktion fu¨r große Absta¨nde m auf der
Kette ist in [3] behandelt.
Kapitel 9
Der isotrope Limes
Die Heisenberg-Kette mit der isotropenWechselwirkung 〈Sj−1,Sj〉 benachbarter Spins
wurde bereits 1931 von H. Bethe exakt gelo¨st [5], dessen Name zu einem festste-
henden Begriff fu¨r den darin verwandten Koordinaten-Bethe-Ansatz und den daraus
abgeleiteten Bethe-Ansatz-Gleichungen wurde. Der Hamilton-Operator lautet fu¨r die
Heisenberg-Kette
HXXX = c
L∑
j=1
(
σxj−1σ
x
j + σ
y
j−1σ
y
j + σ
z
j−1σ
z
j
)
− cL (9.1)
und kann durch ∆ = 1 aus dem Hamilton-Operator der XXZ-Kette gewonnen wer-
den, wodurch sich die additive Konstante −cL erkla¨rt. Die Parametrisierung η = 0 des
isotropen Punktes ist in allen Integralgleichungen und Integraldarstellungen nicht un-
mittelbar durchzufu¨hren: Die Inhomogenita¨ten, Integralkerne und Vorfaktoren neh-
men fu¨r η = 0 ebenfalls den Wert Null an und fu¨hren mit den zu Geraden entarteten
Konturen C zu keinem verwertbaren Ergebnis.
Die Darstellungen der Hilfsfunktion, der verallgemeinerten Dichte und der erzeugen-
den Funktion am isotropen Punkt sind vielmehr durch einen Grenzwertprozess η → 0
zu bestimmen. Wird der dominante Anteil – der Grenzwert Null – in den Inhomoge-
nita¨ten, Kernen und Vorfaktoren durch eine Skalierung abgespalten, so bleibt deren
Struktur bestehen.
9.1 Die Integralgleichungen am isotropen Punkt
Der isotrope Limes η → 0 ist o.B.d.A. fu¨r rein imagina¨re η := iα durchzufu¨hren, mit
α reell und positiv. Alle Argumente λ, ω und Inhomogenita¨ten ξ skalieren mit
λ = αν , ω = αu , ξ = αx (9.2)
und im Limes α → 0 + 0 lauten die Integralgleichungen (3.20) und (4.21) fu¨r die
Hilfsfunktion und die verallgemeinerte Dichte
ln a(αν) = −
h
T
+
2c
T
1
ν(ν + i)
−
∫
C/α
du
pi
ln
(
1 + a(αu)
)
1 + (ν − u)2
, (9.3)
75
76 KAPITEL 9. DER ISOTROPE LIMES
Re
γ
i
2
i
2
u Im
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Abbildung 9.1: Die Integrationskontur K wird durch die Grenzen ±γ auf einen Strei-
fen begrenzt, fu¨r den 0 < γ < i/2 gilt.
−
α
i
G(αν, αx) =
∫
C/α
du
pi
1
1 + (ν − u)2
−αi G(αu,αx)
1 + a(αu)
−
1
(ν − x)(ν − x− i)
. (9.4)
Aus den umskalierten Funktionen a(αν) und −αi G(αν, αx) werden unter Beibehal-
tung der Bezeichnungen per Definition die neuen Funktionen a(ν) = 1/a(ν) und
G(ν, x), die den Integralgleichungen
ln a(ν) = −
h
T
+
2c
T
1
ν(ν + i)
−
∫
K
du
pi
ln
(
1 + a(u)
)
1 + (ν − u)2
(9.5)
ln a(ν) =
h
T
+
2c
T
1
ν(ν − i)
+
∫
K
du
pi
ln
(
1 + a(u)
)
1 + (ν − u)2
(9.6)
G(ν, x) =
∫
K
du
pi
1
1 + (ν − u)2
G(u, x)
1 + a(u)
−
1
(ν − x)(ν − x− i)
. (9.7)
gehorchen und mit den Darstellungen [15] zur Heisenberg-Kette a¨quivalent sind. Die
Entartung der Kontur C zur Geraden wird durch die Skalierung der Argumente auf-
gehoben: K = C/α verla¨uft im Streifen | Imu| ≤ γ und besteht aus zwei Teilkonturen
u¨ber und unter der reellen Achse (Abbildung 9.1). Die Auswirkung der Skalierung
auf die Integraldarstellungen zeigen
Beispiel 7. Die Freie Energie der periodisch geschlossenen Heisenberg-Kette im ther-
modynamischen Limes lautet am isotropen Punkt
f(h, T ) = −
h
2
− T
∫
K
du
2pi
ln
(
1 + a(u)
)
u(u+ i)
=
h
2
+ T
∫
K
du
2pi
ln
(
1 + a(u)
)
u(u− i)
. (9.8)
Beispiel 8. Die Wahrscheinlichkeit, dass auf der Heisenberg-Kette m benachbarte
Spins in Vorzugsrichtung eingestellt sind, folgt aus (5.22) zu
P+(m)=
[ m∏
j=1
∫
K
dνj
2pi
1
1 + a(νj)
] ∏m
j=1(νj − i)
j−1νm−jj∏
1≤j<k≤m(νj − νk + i)
detm
[
1
(k − 1)!
∂k−1G
∂xk−1
(
νj, 0
)]
.
(9.9)
Die Emptiness Formation Probability fu¨r m benachbarte Spins ist im Zugang u¨ber
die erzeugende Funktion durch m Konturintegrale bestimmt.
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9.2 Die Reduktion von Vielfachintegralen
Die in Beispiel 8 vorgestellte strikte Entsprechung von Gitterplatz- und Konturanzahl
besteht nicht mehr fu¨r das nachfolgende Beispiel von zwei benachbarten Gitterpla¨tzen
auf der isotropen Heisenberg-Kette:
Im feldfreien Fall gilt fu¨r die Magnetisierung der antiferromagnetisch gekoppelten
Spins 〈σz〉T,h = 0, und aus der Definition von P
+(m) folgt fu¨r m = 2
P+(2) =
〈1
2
(
1 + σz1
)1
2
(
1 + σz2
)〉
T,h
=
1 + 〈σz1σ
z
2〉T,h
4
=
1 + 〈σzj−1σ
z
j 〉T,h
4
. (9.10)
Bezeichne weiter ε := 〈HXXX 〉/L die innere Energie pro Gitterplatz, dann ergibt sich
aus der vorherrschenden Symmetrie 〈σxj−1σ
x
j 〉T,h = 〈σ
y
j−1σ
y
j 〉T,h = 〈σ
z
j−1σ
z
j 〉T,h
P+(2) =
1
3
+
ε
12c
. (9.11)
Die innere Energie ε steht mit der Freien Energie f u¨ber die aus der Thermodynamik
bekannten Relation ε = ∂1/T (f/T ) in Beziehung. Auf die gleiche Weise, wie in Ab-
schnitt 3.3 fu¨r die Magnetisierung m(h, T ) = −∂hf(h, T ) eine Integraldarstellung in
(3.28) - (3.36) abgeleitet und auf die verallgemeinerte Dichte G(λ, 0) zuru¨ckgefu¨hrt
wurde, ist
ε = ∂1/T
( f
T
)
= −c
∫
K
du
pi
1
u(u− i)
G(u, 0)
1 + a(u)
, (9.12)
und die Emptiness Formation Probability fu¨rm = 2 Gitterpla¨tze kommt im feldfreien
Fall durch ein einziges Konturintegral aus. Es ist
P+(2) =
1
3
−
1
12
∫
K
du
pi
1
u(u− i)
G(u, 0)
1 + a(u)
. (9.13)
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Kapitel 10
Der Grenzfall T=0
Der Limes T → 0 in der erzeugenden Funktion und allen enthaltenen Gro¨ßen repro-
duziert die Integraldarstellungen aus
Lemma [33] 24. Sei die Dichteverteilung ρ der Bethe-Ansatz-Zahlen (zu der gewo¨hn-
lichen Transfermatrix) durch die lineare Integralgleichung
−2pii ρ(λ, ζ) +
∫
I
dµK(λ− µ) ρ(µ, ζ) = t(λ, ζ) , (10.1)
K(λ) =
sh(2η)
sh(λ+ η) sh(λ− η)
(10.2)
gegeben. Dann lautet die erzeugende Funktion 〈exp(ϕQ1,m)〉 =
〈
exp(ϕ
∑m
n=1 en
2
2 )
〉
auf dem Integrationsintervall I im homogenen Limes
〈exp(ϕQ1,m)〉 =
m∑
n=0
1
(n!)2
[ n∏
j=1
∫
γ
dzj
2pii
] ∫
I
dnλ
n∏
a=1
(
sh(za +
η
2 ) sh(λa −
η
2 )
sh(za −
η
2 ) sh(λa +
η
2 )
)m
Wn({λ}, {z}) detn M˜(λj , zk) detn ρ(λj , zk) , (10.3)
M˜(λj , zk)= t(zk, λj) + e
ϕ t(λj , zk)
n∏
a=1
sh(λa − λj + η) sh(λj − za + η)
sh(λj − λa + η) sh(za − λj + η)
, (10.4)
Wn({λ}, {z}) =
n∏
a=1
n∏
b=1
sh(λa − zb + η) sh(zb − λ+ η)
sh(λa − λb + η) sh(za − zb + η)
. (10.5)
Die Integrationskontur γ umschließt den Punkt η/2, und der Integrationsweg I ist
definiert durch das Intervall I = [−Λh,Λh]. Mit den Intervallgrenzen ist zusa¨tzlich
eine Integrationsrichtung vorgegeben.
Im masselosen Fall −1 < ∆ ≤ 1 ist η rein imagina¨r mit −pi < Im η < 0 und I ist
mit Λh > 0 ein Teilintervall der reellen Achse. Fu¨r ∆ > 1 ist η reell (η < 0) und die
Grenzen ±Λh nehmen rein imagina¨re Werte an mit ImΛh < 0.
Die Bestimmungsgleichung fu¨r Λh findet sich in [35], allerdings in einer zu [33] ab-
weichenden Notation.
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10.1 Integralgleichungen der Hilfsfunktion
Der Limes T → 0 ist in den Integralgleichungen (3.20) und (3.21) der Hilfsfunktio-
nen a und a nicht trivial zu bilden, da die Inhomogenita¨ten mit 1/T skalieren. Erst
die Definitionen ε = −T ln a und ε = −T ln a fu¨hren mit um ∓η/2 verschobenen
Argumenten1 in a und a auf die Bestimmungsgleichungen
ε(ν) = h+
2c sh2(η)
sh(ν + η/2) sh(ν − η/2)
+
∫
C+ η
2
dω
2pii
sh(2η)T ln
(
1 + e−ε(ω)/T
)
sh(ν − ω + η) sh(ν − ω − η)
, (10.6)
ε(ν) = −h+
2c sh2(η)
sh(ν + η/2) sh(ν − η/2)
−
∫
C− η
2
dω
2pii
sh(2η)T ln
(
1 + e−ε(ω)/T
)
sh(ν − ω + η) sh(ν − ω − η)
, (10.7)
die im Grenzfall T = 0 untersucht werden ko¨nnen. Dass die Verschiebung der Argu-
mente zweckma¨ßig ist, zeigt die genauere Analyse von (10.6) und (10.7).
Anisotropien ∆ > 1
In der Parametrisierung ∆ = ch(η) ist η reell zu wa¨hlen und fu¨r den Vergleich mit [33]
o.B.d.A. als negativ anzusetzen. Alle Integrale sind entlang der verschobenen kano-
nischen Kontur C auszufu¨hren, die bei einer Ho¨he von pi in imagina¨rer Richtung auf
die maximal mo¨gliche Breite von |η| durch den Limes γ → |η|/2 ausgedehnt wird
(Abbildungen 3.1, 10.1). Der Limes ist erforderlich, damit die Polstellen der Integral-
kerne von (10.6) bzw. (10.7) bei einer fest auf der Integrationskontur vorgegebenen
Variable ν nicht auf der Kontur selbst zu liegen kommen, sondern stets außerhalb
davon bleiben.
Aufgrund der Periodizita¨t aller Integranden in ipi tragen nur die beiden vertikalen
Abschnitte von C zu den Konturintegralen bei: Fu¨r eine rein imagina¨r gewa¨hlte Va-
riable ν beschreibt ε(ν) die Hilfsfunktion a(ν − η/2) auf dem rechten Teilstu¨ck und
ε(ν) entsprechend a(ν+η/2) auf dem linken (−pi/2 ≤ Im ν ≤ pi/2). U¨ber die Relation
a = 1/a sind a und a auf allen relevanten Teilen der Kontur C bestimmt und es gelten
zusa¨tzlich die Beziehungen ε(ν + η) = −ε(ν) und ε(ν − η) = −ε(ν).
Fu¨r den Ausdruck T ln(1+ e−ε(ω)/T ) ist im Grenzfall T = 0 nur entscheidend, ob der
Realteil von ε positiv oder negativ ist mit
lim
T→0+0
T ln
(
1 + e−ε(ω)/T
)
=
{
−ε(ω) , fu¨r alle ω mit Re ε(ω) < 0
0 , sonst
. (10.8)
Ein Resultat der gleichen Form gilt fu¨r T ln(1+e−ε(ω)/T ). Unter den Annahmen, dass
der Realteil der Funktion ε(ν) bei ±Q(h, c) zwei Nullstellen aufweist und zwischen
1Die Integralgleichungen (3.20) und (3.21) sind von Differenzenform und die Transformation der
Argumente λ = ν ∓ η/2 bewirkt eine Verschiebung der kanonischen Kontur C → C ± η/2. In einem
vorgegebenen Koordinatensystem mit komplexer Variable ν ist der Ursprung ξ des Relativsystems
von (3.20) und (3.21) in der Variablen λ dann mit ξ = ±η/2 festgelegt.
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Abbildung 10.1: Die um ±η/2 verschobene Kontur C verla¨uft entweder mit ihrem
rechten oder linken vertikalen Teilstu¨ck auf der imagina¨ren Achse (Die Kontur ist
fu¨r eine bessere Unterscheidung versetzt neben der imagina¨ren Achse gezeichnet).
Die Stellen ±Q(h, c) markieren die Positionen, an denen die Kontur in die komple-
menta¨ren Abschnitte I(+) und I(−) aufgeteilt wird. Es gilt η < 0.
diesen negative Werte annimmt, reduzieren sich die Integralgleichungen (10.6) und
(10.7) im Grenzfall T = 0 auf
ε(ν) = h+
2c sh2(η)
sh(ν + η/2) sh(ν − η/2)
−
∫
I(+)
dω
2pii
sh(2η) ε(ω)
sh(ν − ω + η) sh(ν − ω − η)
, (10.9)
ε(ν) = −h+
2c sh2(η)
sh(ν + η/2) sh(ν − η/2)
+
∫
I(−)
dω
2pii
sh(2η) ε(ω)
sh(ν − ω + η) sh(ν − ω − η)
.
(10.10)
Die Lage der Konturen I(+) und I(−) zeigt Abbildung 10.1; die Kopplung c sowie das
a¨ußere Feld h sind als positiv vorausgesetzt. Wa¨hrend ε(ν) entsprechend (10.10) einen
nichtverschwindenden Imagina¨rteil aufweist, ist ε(ν) nach (10.9) auf [−ipi/2, ipi/2] so-
gar rein reell mit ε
(
±Q(h, c)
)
= 0.
Dass die beiden obigen Annahmen zutreffen, ist leicht einzusehen. Fu¨r genu¨gend star-
ke Magnetfelder h > 0 ist ε(ν) fu¨r alle ν ∈ [−ipi/2, ipi/2] positiv und die Teilkontur
I(+) reduziert sich auf einen Punkt2 (Nullmenge). Der Realteil der Funktion ε(ω) da-
gegen nimmt fu¨r ω ∈ C−η/2 durchga¨ngig negative Werte an. Erst nach Unterschreiten
eines kritischen Feldes hk mit Q(hk, c) = 0 entsteht zwischen ±Q(0 < h < hk, c) ein
Bereich mit ε|I(+) < 0.
2Ein physikalisches Bild kann mit der Magnetisierung (5.8) verbunden werden. Diese ist bei einem
Vorgriff auf den Grenzfall T = 0 in den Integraldarstellungen (Gleichung (10.11)) durch den Ausdruck
m(h, T = 0) =
1
2
+
Z
I(+)
dω
2pii
G(ω − η/2, 0)
gegeben und reduziert sich bei einem Intervall I(+) vom Maße Null auf den Wert 1/2. Alle Spins
sind dann entlang des Magnetfeldes ausgerichtet.
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Abbildung 10.2: Die um ±η/2 verschobene Kontur C fa¨llt entweder mit ihrem oberen
oder unteren Teilstu¨ck mit der reellen Achse zusammen. Die Stellen ±Q(h, c) mar-
kieren die Positionen, an denen die Kontur in die komplementa¨ren Abschnitte I(+)
und I(−) aufgeteilt wird. Es gilt −pi/2 ≤ Im η < 0.
Im Falle negativer Magnetfelder h < 0 verlagern sich die Nullstellen ε
(
±Q(h, c)
)
= 0
auf den linken Abschnitt der Kontur, der durch die dann dort rein reellwertige Funk-
tion ε(ν) beschrieben wird. Die Kontur I(−) reduziert sich auf das einfache Intervall
[+Q(h, c),−Q(h, c)] und I(+) auf das entsprechende Komplement.
Anisotropien 0 ≤ ∆ < 1
Abgesehen von der Tatsache, dass η jetzt rein imagina¨r ist, und die Kontur entspre-
chend Abbildung 10.2 verschoben wird, ist der Grenzfall T = 0 auf die gleiche Weise
wie fu¨r ∆ > 1 zu behandeln. Der Vergleich mit [33] ist u¨ber Im η < 0 durchzufu¨hren,
unter der vorla¨ufigen Einschra¨nkung auf das Intervall −pi/2 ≤ Im η < 0.
Im Limes T → 0 folgen die beiden Integralgleichungen (10.9) und (10.10) und es ist
ε|I(+) < 0. Die Abbildung 10.2 zeigt den Verlauf der Konturen I
(+) und I(−) bei
positiven Magnetfeldern und Kopplungen.
Bei der Behandlung von negativen Magnetfeldern h verschieben sich die Nullstellen
ε(±Q(h, c)) = 0 auf den unteren Teil der Kontur mit entsprechend modifizierten Ab-
schnitten I(+) und I(−).
Das noch zu beschreibende Intervall −pi ≤ Im η ≤ −pi/2 fu¨hrt auf Teilkonturen, die
nicht mit der reellen Achse zusammenfallen (Abbildung 10.3 links). Ein direkter Ver-
gleich mit [33, 35] ist daher erst mo¨glich, wenn die Konturen asymmetrisch gewa¨hlt
werden entsprechend Abbildung 10.3 (rechts). Die Asymmetrie ist zula¨ssig, solan-
ge die zusa¨tzlichen Lo¨sungen der Bethe-Ansatz-Gleichungen weiterhin außerhalb C
liegen.
Bemerkung. Der zu beschreibende Wertebereich −1 < ∆ ≤ 0 ist alternativ nach
den Symmetrierelationen aus Abschnitt 4.4 durch die gleichzeitigen Transformationen
c→ −c, h→ −h, a → a und a → a von dem Intervall 0 ≤ ∆ < 1 aus erreichbar.
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Abbildung 10.3: Die symmetrische Wahl der Kontur C mit der reduzierten Ho¨he pi−|η|
im Falle −1 < ∆ ≤ 0 fu¨hrt zu Teilabschnitten, die bei Verschiebung um ±η/2 nicht
mit der reellen Achse zusammenfallen (links). Die asymmetrisch gewa¨hlte Kontur C
(rechts) behebt diese Schwierigkeit. Der Punkt • kennzeichnet den Koordinatenur-
sprung des zugeordneten Relativsystems. Es gilt −pi < Im η ≤ −pi/2.
Verallgemeinerte Fermi-Funktion
Die als Anregungsenergien interpretierbaren Funktionen ε(ν) und ε(ν) bilden die
Vorstufe fu¨r die verallgemeinerte Fermi-Funktion 1/(1 + a)
1
1 + a(ν − η/2)
=
a(ν − η/2)
1 + a(ν − η/2)
=
1
1 + eε(ν)/T
→
{
1 , ν ∈ I(+)
0 , sonst
(10.11)
auf der verschobenen Kontur C. Die Funktion ε(ν) stimmt durch die Identifizierung
der Intervalle I = −I(+) mit [35] u¨berein. Alle Intervalle und Teilstu¨cke enthalten
Integrationsrichtungen, die durch Vergabe von Vorzeichen umgekehrt werden ko¨nnen.
Die verallgemeinerte Fermi-Funktion 1/(1 + a) erga¨nzt den allgemeinen Zusammen-
hang 1/(1 + a) + 1/(1 + a) = 1 um die Relation
1
1 + a(ν − η/2)
=
a(ν + η/2)
1 + a(ν + η/2)
=
1
1 + eε(ν)/T
→
{
0 , sonst
1 , ν ∈ I(−)
. (10.12)
Das Teilstu¨ck I(+) ist, im Gegensatz zu I(−), fu¨r h, c > 0 ein zusammenha¨ngendes
Intervall auf der reellen oder imagina¨ren Achse. Der Vergleich mit den Ergebnissen
[33] ist daher mit den Integraldarstellungen mo¨glich, die den Term 1/(1+a) enthalten.
10.2 Die verallgemeinerte Dichte
Die lineare Integralgleichung (4.60) fu¨r die Bestimmung der verallgemeinerten Dichte
in der Darstellung mit a,
G(λ− ξ, ζ − ξ) = −t(λ, ζ)−
∫
C+ξ
dω
2pii
sh(2η)
sh(λ− ω + η) sh(λ− ω − η)
G(ω − ξ, ζ − ξ)
1 + a(ω − ξ)
,
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ist fu¨r den Koordinatenursprung ξ = η/2 im Limes T → 0 zu untersuchen. Die
Anwendung von (10.11) ergibt
G(λ− ξ, ζ − η/2) = −t(λ, ζ)−
∫
I(+)
dω
2pii
sh(2η)G(ω − η/2, ζ − η/2)
sh(λ− ω + η) sh(λ− ω − η)
. (10.13)
Die Definition G(λ− ξ, ζ − η/2) = 2pii ρ(λ, ζ) sowie die Identifizierung der Intervalle
I = −I(+) reproduzieren die Bestimmungsgleichung (10.1).
10.3 Die erzeugende Funktion
Die Darstellung (4.61) der erzeugenden Funktion mit a lautet in einem um ξ verscho-
benen Koordinatensystem der Integrationsvariablen〈
exp
{
ϕ
m∑
n=1
en
2
2
}〉
T,h
=
m∑
n=0
(−1)n
(n!)2
[ n∏
j=1
∫
C+ξ
dωj
2pii
1
1 + a(ωj − ξ)
(
sh(ωj − ξ)
sh(ωj − ξ + η)
)m ]
[ n∏
j=1
∫
Γ+ξ
dzj
2pii
(
sh(zj − ξ + η)
sh(zj − ξ)
)m ][ n∏
j,k=1
sh(ωj − zk + η)
sh(zj − zk + η)
]
detnM(ωj, zk) detnG(ωj − ξ, zk − ξ) . (10.14)
Diese Darstellung reduziert sich mit der Relation (4.44) zwischen den Determinanten
detnM und detn M˜ im Limes T → 0 fu¨r ξ = η/2 auf〈
exp
{
ϕ
m∑
n=1
en
2
2
}〉
0,h
=
m∑
n=0
(−1)n
(n!)2
[ n∏
j=1
∫
I(+)
dωj
2pii
(
sh(ωj − η/2)
sh(ωj + η/2)
)m ]
[ n∏
j=1
∫
Γ+η/2
dzj
2pii
(
sh(zj + η/2)
sh(zj − η/2)
)m ][ n∏
j,k=1
sh(ωj − zk + η)
sh(zj − zk + η)
]
[ n∏
j,k=1
sh(zk − ωj + η)
sh(ωj − ωk + η)
]
detn M˜(ωj , zk) detn ρ(ωj , zk) .
Das entspricht genau (10.3)-(10.5), wenn mit dem Vorzeichen (−1)n die Integrations-
richtung in allen n Intervallen I(+) umgekehrt und Γ + η/2 mit γ identifiziert wird.
Bemerkung. In allen drei Abbildungen 10.1-10.3 sind die Koordinatenurspru¨nge
der Relativsysteme durch einen Punkt • markiert, und die Konturen versetzt zu den
Achsen und Strukturen gezeichnet, mit denen sie zusammenfallen.
Kapitel 11
Zusammenfassung
Die anisotrope Heisenberg-Kette als integrables System kann auf der Grundlage des
verallgemeinerten Modells [43] mit der R-Matrix der XXZ-Kette behandelt werden.
Das Modell entha¨lt zwei frei wa¨hlbare Funktionen a(λ) und d(λ) als so genannte
Parameter und das Eigenwertproblem der zugeordneten Transfermatrix t(λ) wird
mit dem algebraischen Bethe-Ansatz gelo¨st. Eine Bestandsaufnahme hierzu bilden
die Gleichungen (3.3) - (3.5). Fu¨r die Wahl der beiden Parameter sind bislang zwei
Mo¨glichkeiten bekannt, die einen Bezug zu der XXZ-Kette herstellen. Im ersten Fall
ergibt sich als Darstellung die gewo¨hnliche Transfermatrix, deren Eigenwerte das
Energiespektrum bestimmen und deren Eigenvektoren gleichzeitig die Eigenzusta¨nde
der Kette bilden. Im zweiten Fall folgt als Darstellung die QTM: Der fu¨hrende Eigen-
wert liefert im thermodynamischen Limes die Zustandssumme, wa¨hrend der entspre-
chende Eigenvektor alle Informationen u¨ber die statischen Korrelationen entha¨lt. Die
Bedeutung des fu¨hrenden Eigenvektors fu¨r die Korrelationen wurde hier mit (2.34)
erstmals erkannt und ausgenutzt.
Die vorliegende Arbeit hatte das Ziel, auf der XXZ-Kette die statischen Korrela-
tionen nach (2.34) bei endlichen Temperaturen T und endlichen Magnetfeldern h
zu berechnen. Die Darstellung erfolgte exemplarisch am Beispiel (2.40) einer ein-
parametrigen erzeugenden Funktion [24] der zz-Korrelation, fu¨r die N. Kitanine
et al. [33] im Grundzustand (T = 0) eine Vielfachintegraldarstellung auf der Basis
der Yang-Baxter-Algebra bestimmen konnten. Das Beispiel wurde in dieser Arbeit
mit Bedacht gewa¨hlt, da die erzeugende Funktion im algebraischen Bethe-Ansatz ein-
facher zu behandeln ist als die zz-Korrelation direkt und im Gegensatz zu anderen
einfach zu berechnenden Korrelationsfunktionen, wie z.B. der zusa¨tzlich enthaltenen
Emptiness Formation Probability, physikalisch interessant ist.
Die erzeugende Funktion (2.40) konnte nach dem Regularisieren in den Argumenten
ξj und bei endlicher Trotter-Zahl N anhand von den Resultaten [33] aus dem alge-
braischen Bethe-Ansatz vereinfacht und mit der Slavnovschen Skalarproduktformel
(4.2) in einer geschlossenen Form dargestellt werden. Zudem war es mo¨glich, den ge-
schlossenen Ausdruck mit der nichtlinearen Integralgleichung [39] einer Hilfsfunktion
a(λ) zu kombinieren, um damit den Trotter-Limes N → ∞ in die Integralgleichung
der Hilfsfunktion (3.11) zu verlagern. Fu¨r diesen Zweck wurde von den analytischen
Eigenschaften des Terms a′/(1 + a) Gebrauch gemacht, der bei den Bethe-Ansatz-
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Zahlen der QTM einfache Polstellen mit dem Residuum Eins aufweist und durch
Konturintegrale in die bestehenden Ausdru¨cke aufgenommen werden kann.
Das Vorgehen fand Anwendung bei einer Matrixinvertierung (Anhang A.1), die aus
den Determinantendarstellungen der beteiligten Skalarprodukte folgte und im Er-
gebnis eine verallgemeinerte Dichtefunktion G(λ, ζ) via Integralgleichung (4.21) defi-
nierte. Interessant war, dass sowohl G(λ, ζ) als auch a(λ) u¨ber die gleiche kanonische
Kontur C in der komplexen Ebene definiert waren.
Das nochmalige Anwenden des Residuensatzes im Ausdruck fu¨r die erzeugende Funk-
tion ergab schließlich ein Vielfachintegral (4.32), das mit einer nur die Bethe-Ansatz-
Zahlen der QTM und nicht den Ursprung einschließenden Kontur C − Γ gebildet
wurde. Fu¨r die Durchfu¨hrung des Trotter-Limes war aufgrund des Ha¨ufungspunk-
tes der Bethe-Ansatz-Zahlen im Ursprung die Deformation von C − Γ in die von der
Trotter-Zahl unabha¨ngige kanonische Kontur C no¨tig. Die dabei zusa¨tzlich zu beru¨ck-
sichtigenden Residuen der Integranden bei den Inhomogenita¨ten ξj konnten mit dem
gefundenen kombinatorischen Lemma 6 zum Endergebnis (4.47) aufsummiert wer-
den. (4.47) entha¨lt die Trotter-Zahl nur noch indirekt u¨ber die Hilfsfunktion und ist
somit fu¨r alle N , den Trotter-Limes mit (3.20) fu¨r a(λ) eingeschlossen, gu¨ltig. Eine
formale Teilchen-Loch-Transformation a(λ) → a(λ) fu¨hrte zu einer a¨quivalenten In-
tegraldarstellung (3.21), (4.59), (4.60).
Bei der Vorgehensweise handelte es sich um einen konstruktiven Beweis fu¨r die in
den Argumenten ξj regularisierte erzeugende Funktion, die zusa¨tzlich die Magneti-
sierung und die Emptiness Formation Probability beschreibt. Der homogene Limes
ξj → ξ = 0 schließlich fu¨hrte die Resultate mit (4.49) und (4.61) auf die XXZ-Kette
zuru¨ck.
Im Hochtemperaturlimes war es durch eine Entwicklung der Hilfsfunktion in Poten-
zen von 1/T mo¨glich, alle Konturintegrale fu¨r die erzeugende Funktion (6.28) bis zur
einschließlich ersten Ordnung in 1/T zu berechnen und durch Rekursionsbeziehungen
den homogenen Limes zu bilden. Gleichzeitig waren damit die zz-Korrelation (6.33),
die Emptiness Formation Probability (6.34) und die Ein-Punkt-Funktionen (6.35) bis
zur gleichen Ordnung bestimmt. Durch Vero¨ffentlichung der Artikel [18,19] aus dieser
Arbeit konnten zudem Z. Tsuboi und M. Shiroishi [74] im isotropen Limes die Integ-
raldarstellung der Emptiness Formation Probability fu¨r eine systematische Hochtem-
peraturentwicklung nutzen. So war es ihnen z.B. mo¨glich, im feldfreien Fall P (3) bis
zur Ordnung 42 in 1/T anzugeben. Ebenfalls konnten M. Bortz und F. Go¨hmann [12]
die Integraldarstellungen fu¨r numerische Berechnungen bei endlichen Temperaturen
nutzbringend anwenden.
Die Auswertung der Integraldarstellungen ließ sich im Ising-Limes fortsetzen. Wa¨h-
rend die Hilfsfunktion auf die eindeutige Lo¨sung (7.13) einer quadratischen Gleichung
reduziert und die verallgemeinerte Dichte mit (7.16) angegeben werden konnte, wurde
die Integraldarstellung der Emptiness Formation Probability mit dem Residuensatz
berechnet. Interessant war in diesem Zusammenhang, dass das Resultat (7.25) von
den Inhomogenita¨ten ξj unabha¨ngig war. Mit der Emptiness Formation Probabili-
ty P±(2) folgte zudem die zz-Korrelation na¨chster Nachbarn. Die allgemeine Zwei-
Punkt-Funktion fu¨r beliebige Absta¨nde aus der erzeugenden Funktion zu ermitteln,
87
steht noch aus.
Abweichend von dem bisherigen Schema wurden im XX-Limes die Konturintegrale
nicht berechnet, sondern einer Variablentransformation (8.6) unterzogen. Die Deter-
minantendarstellung (8.16) der Emptiness Formation Probability in den neuen Im-
pulsvariablen reproduzierte das Ergebnis aus [52], wa¨hrend auf die erzeugende Funk-
tion, wie bereits bei N. Kitanine et al. [31] fu¨r den Grundzustand, der Differenzial-
Differenzen-Operator (2.38) angewandt werden konnte. Die Integrale separierten dar-
aufhin und die daraus folgende Zwei-Punkt-Funktion (8.28) verallgemeinert damit
die Darstellung [31] auf endliche Temperaturen. Die Hilfsfunktion (8.4) und verall-
gemeinerte Dichte (8.5) waren durch die wegfallenden Integralkerne trivial durch die
Inhomogenita¨ten der Integralgleichungen gegeben. Die Ergebnisse aus dem XX- und
Ising-Limes bildeten zusammen eine weitere Vero¨ffentlichung [21] aus dieser Arbeit.
Am isotropen Limes, der aus einer Umskalierung der Variablen folgte, konnte am
Beispiel der Emptiness Formation Probability fu¨r zwei Gitterpla¨tze die Reduktion
der Vielfachintegrale von zwei auf eins gezeigt werden. Dies wirft die Frage auf, ob
es allgemein mo¨glich ist, die Zahl der Konturintegrale in den Vielfachintegraldarstel-
lungen zu reduzieren. Weiterhin wurde in allen bis zu diesem Punkt betrachteten
Limites die Freie Energie zusa¨tzlich angegeben.
Den Abschluss der Arbeit bildete der Grenzfall T = 0, der auf die Integraldarstellung
der erzeugenden Funktion im Grundzustand [33] (den Ausgangspunkt der Verallge-
meinerung auf endliche Temperaturen) fu¨hrte. Das Vorgehen ist natu¨rlich auch auf
andere Korrelationsfunktionen, wie etwa 〈σ+j σ
−
k 〉T,h, anwendbar und konnte allgemein
auf die Bestimmung von Dichtematrixelementen [17, 20, 22] erweitert werden. Diese
bilden als thermische Erwartungswerte von Tensorprodukten der gl(2)-Standardbasis
die Grundlage aller Korrelationsfunktionen. So la¨sst sich etwa durch Aufsummation
von Dichtematrixelementen die erzeugende Funktion im XX-Limes als〈 m∏
j=1
( 1 00 eϕ )j
〉
T,h
= detm
[ ∫ π
−π
dp
2pi
e(j−k)p + eϕe(k−j)p
1 + exp
(
− 4c sin pT
)]
j=1,...,m
k=1,...,m
(11.1)
darstellen, vorausgesetzt, es liegt kein a¨ußeres Feld h an. (11.1) bildet damit die Ver-
allgemeinerung der entsprechenden Formeln im XX-Limes [34].
Eine weiterfu¨hrende Problemstellung ist, ob die Dichtematrixelemente in den Inho-
mogenita¨ten Funktionalgleichungen wie bei T = 0 erfu¨llen [8, 9] und ob die Fusi-
onshierarchie damit zusammenha¨ngt. Eventuell kann aus den Integraldarstellungen
die Asymptotik bei T > 0 direkt berechnet werden, wie dies z.B. fu¨r T = 0 bei der
Emptiness Formation Probability mo¨glich war [32,46].
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Anhang A
Die erzeugende Funktion im
Detail
A.1 Matrizeninvertierung und Integralgleichungen
Die Umformung des Ausdruckes detNn/detN0 = det(N
−1
0 Nn) =: detJ fu¨hrt auf die
Bestimmungsgleichung Nn
a
c =
∑
bN0
a
b J
b
c einer Matrix J = (J
a
b),
(i) deren nichttriviale Eintra¨ge in den Spalten b = 1, . . . , n enthalten sind, und
(ii) die sich fu¨r b = n+ 1, . . . ,N/2 wie Jab = δ
a
b verha¨lt.
Die Zeilen a und Spalten b der gesuchten Matrix werden fu¨r die nichttrivialen Eintra¨ge
Jab = J(λ˜a − ξ, ξ˜b − ξ) durch Funktionsargumente referenziert und det J ist effek-
tiv eine n × n Determinante. Aufgrund der zusa¨tzlich bestehenden Differenzenform
t(λ, µ) = t(λ − ξ, µ − ξ) in den Eintra¨gen von Nn lautet die explizite Formulierung
der Bestimmungsgleichung
∂ ln a
∂λ
(λ˜a)J(λ˜a, ξ˜c) +
N/2∑
b=1
sh(2η)
sh(λ˜a − λ˜b + η) sh(λ˜a − λ˜b − η)
J(λ˜b, ξ˜c)
= t(λ˜a, ξ˜c)− a(ξ˜c) t(ξ˜c, λ˜a) (A.1)
in einem Koordinatensystem bezu¨glich ξ als neuem Ursprung, in das formal mit ξ = 0
transformiert wird. Fu¨r die Bestimmung der Matrix J aus (A.1) werden die freien
Argumente λ˜a und ξ˜c als Variablen betrachtet,
∂ ln a
∂λ
(ν)J(ν, ζ) +
N/2∑
l=1
sh(2η)
sh(ν − λl + η) sh(ν − λl − η)
J(λl, ζ)
= t(ν, ζ)− a(ζ) t(ζ, ν) , (A.2)
und die verbleibende Summation wird u¨ber die unsortieren Rapidita¨ten {λl}
N/2
l=1 aus-
gefu¨hrt. Die analytischen Eigenschaften der letzten Gleichung fasst die Hilfsfunktion
F (ν, ζ) := t(ν, ζ)− a(ζ) t(ζ, ν)−
N/2∑
l=1
sh(2η)
sh(ν − λl + η) sh(ν − λl − η)
J(λl, ζ) (A.3)
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zusammen, die innerhalb der Kontur C nur einen einfachen Pol bei ν = ζ mit dem
Residuum Resν=ζ F (ν, ζ) = 1 + a(ζ) aufweist und u¨ber
F (ν, ζ) =
∂ ln a
∂λ
(ν)J(ν, ζ) ,
F (λl, ζ)
a′(λl)
=
J(λl, ζ)
a(λl)
= −J(λl, ζ) (A.4)
zu dem gesuchten Ausdruck J(ν, ζ) in Beziehung steht. Das Ziel, den Summenterm
u¨ber alle Rapidita¨ten in (A.1)−(A.3) als Konturintegral zu formulieren, beruht auf
den analytischen Eigenschaften der Funktion 1 + a(λ). Sie weist im Analytizita¨ts-
streifen D = {z ∈ C| − pi/2 < Im z ≤ pi/2}, Vielfachheiten eingeschlossen,
(i) 3N/2 Nullstellen auf,
(a) N/2 einfache Nullstellen bei den Rapidita¨ten λl, l = 1, . . . ,N/2 sowie
(b) N zusa¨tzliche Nullstellen ρk außerhalb der Kontur C, k = 1, . . . ,N ,
(ii) und sie teilt die 3N/2 Polstellen der Hilfsfunktion a(λ)
(a) zwei N/2-fache Polstellen bei λ = −β/N und λ = β/N − η sowie
(b) N/2 einfache Pole bei λl + η, l = 1, . . . ,N/2.
Die Auswertung1 des Konturintegrals∫
C
dω
2pii
sh(2η)
sh(ν − ω + η) sh(ν − ω − η)
F (ω, ζ)
1 + a(ω)
= F (ν, ζ) + t(ζ, ν)
(
1 + a(ζ)
)
(A.5)
mit (A.3) und (A.4) bestimmt die Hilfsfunktion F (ν, ζ) alternativ u¨ber die lineare
Integralgleichung (A.5) und ergibt mit der Definition
G(ν, ζ) := −
F (ν, ζ)
1 + a(ζ)
= −
J(ν, ζ) a′(ν)
a(ν)
(
1 + a(ζ)
) (A.6)
die lineare Integralgleichung
G(λ, ζ) = t(ζ, λ) +
∫
C
dω
2pii
sh(2η)
sh(λ− ω + η) sh(λ− ω − η)
G(ω, ζ)
1 + a(ω)
(A.7)
fu¨r die verallgemeinerte Dichtefunktion. Die Ru¨cktransformation in das urspru¨ngliche
Koordinatensystem liefert fu¨r das Verha¨ltnis der Determinanten detNn und detN0
mit a(λj − ξ) = −1
detJ =
detNn
detN0
=
[ n∏
j=1
1 + a(ξ+j − ξ)
a′(λ+j − ξ)
]
detnG(λ
+
j − ξ, ξ
+
k − ξ) . (A.8)
1Es gilt fu¨r den symmetrischen Kern in den Integralgleichungen und fu¨r die in (4.4) definierte
Funktion t(λ,µ) die Identita¨t
sh(2η)
sh(λ− µ+ η) sh(λ− µ− η) = t(λ, µ) + t(µ, λ) .
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A.2 Das Austauschen von Partitionen
Der nachfolgende Abschnitt ist weniger als eine durchgehende Rechnung sondern
vielmehr als eine Sammlung von Relationen und Identita¨ten aufzufassen.
(i) Bestehende Determinantendarstellungen lassen sich entweder explizit ausschrei-
ben, im Sinne einer Vandermonde- oder Cauchy-Determinante,
V (λ, ξ) =
1
sh(ξ − λ)
(A.9)
detn V (λ
+
j , ξ
+
k ) =
∏
1≤j<k≤n sh(λ
+
j − λ
+
k ) sh(ξ
+
k − ξ
+
j )∏n
j,k=1 sh(ξ
+
k − λ
+
j )
, (A.10)
oder durch Ausklammern von Faktoren, die entweder nur Zeilen oder nur Spal-
ten betreffen, in neue Determinantenausdru¨cke u¨berfu¨hren,
M̂(λ+j , ξ
+
k ) = a(λ
+
j ) t(ξ
+
k , λ
+
j )
[ |ξ+|∏
l=1
f(ξ+l , λ
+
j )
][ |λ−|∏
m=1
f(λ−m, λ
+
j )
]
− eϕd(λ+j ) t(λ
+
j , ξ
+
k )
[ |ξ+|∏
l=1
f(λ+j , ξ
+
l )
][ |λ−|∏
m=1
f(λ+j , λ
−
m)
]
, (A.11)
detn M̂(λ
+
j , ξ
+
k ) =
[ |λ+|∏
j=1
a(λ+j )
][ |λ+|∏
j=1
|ξ+|∏
l=1
f(ξ+l , λ
+
j )
]
[ |λ+|∏
j=1
|λ−|∏
l=1
f(λ−l , λ
+
j )
]
detn M˜(λ
+
j , ξ
−
k ) . (A.12)
(ii) Aufgrund der Bethe-Ansatz-Gleichungen −1 = a(λj − ξ) =
a(λj )
d(λj)
∏N/2
l=1
f(λj ,λl)
f(λl,λj)
und der Definition der Hilfsfunktion a(λ − ξ) ko¨nnen vorliegende Partitionen
{λ−} durch ihr Komplement {λ+} ersetzt werden, wie etwa in der Determinan-
tendarstellung
M˜ (λ+j , ξ
+
k ) = t(ξ
+
k , λ
+
j )− e
ϕ t(λ+j , ξ
+
k )
d(λ+j )
a(λ+j )
[ |λ−|∏
l=1
f(λ+j , λ
−
l )
f(λ−l , λ
+
j )
][ |ξ+|∏
k=1
f(λ+j , ξ
+
k )
f(ξ+k , λ
+
j )
]
= t(ξ+k , λ
+
j ) + e
ϕ t(λ+j , ξ
+
k )
[ |λ+|∏
l=1
f(λ+l , λ
+
j )
f(λ+j , λ
+
l )
][ |ξ+|∏
k=1
f(λ+j , ξ
+
k )
f(ξ+k , λ
+
j )
]
= t(ξ+k , λ
+
j ) + e
ϕ t(λ+j , ξ
+
k )
[ n∏
l=1
sh(λ+j − λ
+
l − η)
sh(λ+j − λ
+
l + η)
sh(λ+j − ξ
+
l + η)
sh(λ+j − ξ
+
l − η)
]
,
(A.13)
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oder in dem Faktor
|ξ−|∏
j=1
{
a(ξ−j )
[ |ξ+|∏
k=1
f(ξ+k , ξ
−
j )
][ |λ−|∏
l=1
f(λ−l , ξ
−
j )
]
+ eϕd(ξ−j )
[ |ξ+|∏
k=1
f(ξ−j , ξ
+
k )
][ |λ−|∏
l=1
f(ξ−j , λ
−
l )
]}
(A.14)
=
[ |ξ−|∏
j=1
a(ξ−j )
][ |ξ−|∏
j=1
|ξ+|∏
k=1
f(ξ+k , ξ
−
j )
][ |ξ−|∏
j=1
|λ−|∏
l=1
f(λ−l , ξ
−
j )
]
|ξ−|∏
j=1
{
1 + eϕ a(ξ−j − ξ)
[ n∏
k=1
f(ξ−j , ξ
+
k )
f(ξ+k , ξ
−
j )
f(λ+l , ξ
−
j )
f(ξ−j , λ
+
l )
]}
. (A.15)
(iii) Weiterhin ko¨nnen Terme f(λ, µ) = sh(λ−µ+η)sh(λ−µ) , die alle Inhomogenita¨ten {ξj}
m
j=1
umfassen, in der Funktion
b(λ) =
[ m∏
k=1
sh(λ− ξk)
sh(λ− ξk + η)
]
,
1
b
′
(ξj)
=
∏m
k=1 sh(ξj − ξk + η)∏m
k=1
k 6=j
sh(ξj − ξk)
, (A.16)
zusammengezogen werden, ′ bedeutet die Ableitung nach dem Argument.
Die Anwendung der Punkte (i) - (iii) fu¨hrt auf den angegebenen Ausdruck der appro-
ximierten erzeugenden Funktion, in dem alle Partitionen {λ−} zugunsten von {λ+}
beseitigt sind.
A.3 Kombinatorik mit Partitionen
Lemma. Seien p und q zwei beliebige auf der Indexmenge Ik = {1, . . . , k} definier-
te Funktionen, und sei p2(Ik) die Menge aller geordneten Paare
(
{α+}, {α−}
)
von
Partitionen {α+}, {α−} ∈ Ik. Dann gilt fu¨r x ∈ C
k∑
j=0
(−1)j
∑(
{α+},{α−}
)
∈p2(Ik)
|α−|=j
[ ∏
b∈{α+}
(
1 + x p(b)q(b)
)][ ∏
b∈{α−}
(
1− x q(b)
)]
= xk
[ ∏
b∈Ik
(
1 + p(b)
)
q(b)
]
. (A.17)
Beweis. Induktion nach k
Start k = 1: 1 + x p(1)q(1) −
(
1− x q(1)
)
= x
(
1 + p(1)
)
q(1)
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Schritt k → k + 1,
{k + 1} kommt als Element hinzu mit den neuen Partitionen {β+} und {β−}
k+1∑
j=0
(−1)j
∑
|β−|=j
[ ∏
b∈{β+}
(
1 + x p(b)q(b)
)][ ∏
b∈{β−}
(
1− x q(b)
)]
=
k+1∑
j=0
(−1)j
( ∑
|β−|=j
{k+1}/∈{β−}
+
∑
|β−|=j
{k+1}∈{β−}
)[ ∏
b∈{β+}
(
1 + x p(b)q(b)
)][ ∏
b∈{β−}
(
1− x q(b)
)]
=
[
1 + x p(k + 1)q(k + 1)
]
k∑
j=0
(−1)j
∑
|α−|=j
[ ∏
b∈{α+}
(
1 + x p(b)q(b)
)][ ∏
b∈{α−}
(
1− x q(b)
)]
+
[
1− x q(k + 1)
] k+1∑
j=1
(−1)j
∑
|α−|=j−1
[ ∏
b∈{α+}
(
1 + x p(b)q(b)
)][ ∏
b∈{α−}
(
1− x q(b)
)]
= xk
[
1 + x p(k + 1)F (k + 1)
][ k∏
l=1
(
1 + p(l)
)
q(l)
]
−
[
1− x q(k + 1)
] k∑
j=0
(−1)j
∑
|α−|=j
[ ∏
b∈{α+}
(
1 + x p(b)q(b)
)][ ∏
b∈{α−}
(
1− x q(b)
)]
= xk
[
1 + x p(k + 1)q(k + 1)
][ k∏
l=1
(
1 + p(l)
)
q(l)
]
− xk
[
1− x q(k + 1)
][ k∏
l=1
(
1 + p(l)
)
q(l)
]
= xk+1
[ k+1∏
l=1
(
1 + p(l)
)
q(l)
]
Schluss
A.4 Determinanten und Permutationen
Die sh-Terme in dem Term Zn
(
{λ+}|{ξ+}|{ξ−}
)
lassen sich bei einer fest vorgegebe-
nen Partition {ξ+l }
n
l=1 von Inhomogenita¨ten in der Funktion
Fn(λ) = Fn
(
λ
∣∣{ωl}nl=1∣∣{ξ+l }nl=1) = [ n∏
k=1
sh(λ− ξ+k + η)
sh(λ− ξ+k − η)
sh(λ− ωk − η)
sh(λ− ωk + η)
]
, (A.18a)
Fn
(
λ
∣∣{ωl}nl=1∣∣{ξ+l }nl=1)∣∣∣
ωj=ξ
+
k
= Fn−1
(
λ
∣∣{ωl}nl=1\{ωj}∣∣{ξ+l }nl=1\{ξ+k }) , (A.18b)
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zusammengefassen, die dann mit ihren Eigenschaften auch in einer der Determinaten,
detn M˜(ωj, ξ
+
k ), u¨ber die Eintra¨ge
M˜(ωj , ξ
+
k ) = t(ξ
+
k , zj) + e
ϕ t(ωj , ξ
+
k )Fn
(
ωj
∣∣{ωl}nl=1∣∣{ξ+l }nl=1) (A.19)
enthalten ist. Der Term b(ωj)M˜(ωj , ξ
+
k ) weist einfache Nullstellen bei allen Inhomo-
genita¨ten auf, mit der Ausnahme ωj = ξ
+
k , da sich die einfache Nullstelle von b(ωj)
und der einfache Pol von M˜(ωj, ξ
+
k ) kompensieren. Dann gilt
b(ξ+k )M˜ (ξ
+
k , ξ
+
k ) = −b
′
(ξ+k )
[
1− eϕ Fn−1
(
ξ+k
∣∣{ωl}nl=1\{ωj}∣∣{ξ+l }nl=1\{ξ+k })] , (A.20)
b(λ) =
[ m∏
k=1
sh(λ− ξk)
sh(λ− ξk + η)
]
,
1
b
′
(ξj)
=
∏m
k=1 sh(ξj − ξk + η)∏
k=1
k 6=j
sh(ξj − ξk)
. (A.21)
Auswertung der Integrationen
Fu¨r die Ausintegration der Variablen ko¨nnen die Determinanten durch Permutatio-
nen σ und τ der symmetrischen Gruppe Sm dargestellt werden. In Verbindung mit
der Summe u¨ber alle mo¨glichen Partitionen besteht fu¨r n = 0, . . . ,m Integrationsva-
riablen ωj der Zusammenhang
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=n
[ n∏
j=1
b(ωj)
b
′
(ξ+j )
][ n∏
j,k=1
sh(ωj − ξ
+
k + η)
sh(ξ+j − ξ
+
k + η)
sh(ωj − ξ
+
k − η)
sh(ωj − ωk − η)
]
detn M˜(ωj, ξ
+
k ) detnG(ωj , ξ
+
k )
[m−n∏
j=1
1 + eϕ a(ξ−j )Fn
(
ξ−j
∣∣{ωl}nl=1∣∣{ξ+l }nl=1)
1 + a(ξ−j )
]
=
1
(m− n)!
∑
σ∈Sm
sign(σ) M˜ (ω1, ξσ(1)) . . . M˜(ωn, ξσ(n))∑
τ∈Sm
sign(τ)G(ω1, ξτ(1)) . . . G(ωn, ξτ(n))[ n∏
j=1
b(ωj)
b
′
(ξσ(j))
][ n∏
j,k=1
sh(ωj − ξσ(k) + η)
sh(ξσ(j) − ξσ(k) + η)
sh(ωj − ξσ(k) − η)
sh(ωj − ωk − η)
]
[ m∏
j=n+1
1 + eϕ a(ξσ(j))Fn
(
ξσ(j)
∣∣{ωl}nl=1∣∣{ξσ(l)}nl=1)
1 + a(ξσ(j))
]
. (A.22)
Festgehaltene Permutationen σ und τ ermo¨glichen eine Zuordnung zu Partitionen
der Inhomogenita¨ten und es gelten die Einschra¨nkungen
σ(m) = τ(m) {ξσ(1), . . . , ξσ(n)} = {ξτ(1), . . . , ξτ(n)} = {ξ
+}
...
σ(n+ 1) = τ(n+ 1) {ξτ(n+1), . . . , ξτ(m)} = {ξ
−} .
Der Beweis von Geichung (A.22) beruht auf den Eigenschaften der Permutationen:
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(i) Aufgrund σ(m) = τ(m), . . . , σ(n + 1) = τ(n + 1) werden die kombinierten
Vorzeichen sign(σ) sign(τ) nur von den Wirkungen der Permutationen σ und τ
auf die Mengen {1, . . . , n} bestimmt und fu¨r jede fixe Permutation σ ko¨nnen
alle mo¨glichen Permutationen τ ausgefu¨hrt werden. Dies ergibt mit sign(τ) die
Determinante detnG(ωj , ξ
+
k ).
(ii) Fu¨r eine festgehaltene Partition {ξ−} sind solche σ ∈ Sm zu wa¨hlen, welche die
Mengen {1, . . . , n} und {n+1, . . . ,m} invariant lassen. Das Vorzeichen sign(σ)
und die Wirkung von σ auf {1, . . . , n} ergeben (m− n)! detn M˜(ωj , ξ
+
k ).
(iii) Alle σ ∈ Sm werden durch Summation u¨ber alle Mo¨glichkeiten von Partitionen
{ξ−} mit |ξ−| = n erreicht.
Der Ausdruck (A.22) zeigt bei einer festen Permutation τ fu¨r eine beliebig herausge-
griffene Variable ωj einen einzigen einfachen Pol bei ωj = ξτ(j) = ξσ(j). Dann ergibt
die Auswertung der Integrationen
[∏n
j=r+1
∫
Γ
dωj
2πi
1
1+a(ωj)
]
mit (A.18) und (A.20) die
Relation
1
(m− n)!
∑
σ∈Sm
sign(σ) M˜ (ω1, ξσ(1)) . . . M˜(ωr, ξσ(r))∑
τ∈Sm
sign(τ)G(ω1, ξτ(1)) . . . G(ωr, ξτ(r))[ r∏
j=1
b(ωj)
b
′
(ξσ(j))
][ r∏
j,k=1
sh(ωj − ξσ(k) + η)
sh(ξσ(j) − ξσ(k) + η)
sh(ωj − ξσ(k) − η)
sh(ωj − ωk − η)
]
[ m∏
j=n+1
1 + eϕ a(ξσ(j))Fr
(
ξσ(j)
∣∣{ωl}rl=1∣∣{ξσ(l)}rl=1)
1 + a(ξσ(j))
]
[ n∏
j=r+1
1− eϕ Fr
(
ξσ(j)
∣∣{ωl}rl=1∣∣{ξσ(l)}rl=1)
1 + a(ξσ(j))
]
. (A.23)
Fixierte Permutationen σ und τ ermo¨glichen wieder eine Zuordnung zu Partitionen
der Inhomogenita¨ten mit den Einschra¨nkungen
σ(m) = τ(m) {ξσ(1), . . . , ξσ(r)} = {ξτ(1), . . . , ξτ(r)} = {ξ
+}
...
σ(r + 1) = τ(r + 1) {ξτ(r+1), . . . , ξτ(m)} = {ξ
−} .
Die U¨bersetzung der Permutationen in Summen u¨ber Partitionen folgt den Schritten
(i)-(iii) des Beweises von Gleichung (A.22) und lautet:
(i) Fu¨r jede festgehaltene Permutation σ mit σ(m) = τ(m), . . . , σ(r+1) = τ(r+1)
fu¨hrt sign(τ) auf die Determinante detr G(ωj, ξ
+
k ).
(ii) Mit der Festlegung auf eine bestimmte Partition {ξ−} sind solche σ ∈ Sm zu
wa¨hlen, welche die Mengen {1, . . . , r} und {r+1, . . . ,m} invariant lassen, wobei
sign(σ) mit einer festgehaltenen Wirkung auf {r+1, . . . ,m} in der Determinante
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detr M˜(ωj , ξ
+
k ) resultiert. Die Menge {r+1, . . . ,m} ist gema¨ß den beiden letzten
Produkten in (A.23) entsprechend weiter aufzuteilen mit
(m− n)! (n− r)!
∑
({ξ−+},{ξ−−})∈p2{ξ−}
|ξ−+|=m−n
sowie den Zuordnungen der Unterpartitionen {ξτ(r+1), . . . , ξτ(n)} = {ξ
−−} und
{ξτ(n+1), . . . , ξτ(m)} = {ξ
−+} von {ξ−}.
(iii) Alle σ ∈ Sm werden durch Summation u¨ber alle Mo¨glichkeiten von Partitionen
{ξ−} mit |ξ−| = r erreicht.
Anhang B
Der Hochtemperaturlimes
B.1 Rapidita¨ten und fu¨hrender Eigenwert
Werden die Bethe-Ansatz-Zahlen λj in einem Koordinatensystem mit ξ als Ursprung
angegeben, dann lautet der allgemeine Eigenwert der Quantentransfermatrix
Λ(λ+ ξ) =
[
sh(λ+ β/N)
sh(λ+ β/N − η)
]N/2[ M∏
l=1
sh(λ− λl − η)
sh(λ− λl)
]
+
[
sh(λ− β/N)
sh(λ− β/N + η)
]N/2[ M∏
l=1
sh(λ− λl + η)
sh(λ− λl)
]
. (B.1)
Die Ausfu¨hrung der Grenzwerte in der Reihenfolge β → 0 und anschließend λ → 0
zeigen die beiden Schritte
lim
β→0
Λ(λ+ ξ) =
[
sh(λ)
sh(λ− η)
]N/2−M
+
[
sh(λ)
sh(λ+ η)
]N/2−M
, (B.2)
lim
λ→0
lim
β→0
Λ(λ+ ξ) =
{
0 fu¨r M < N/2
2 fu¨r M = N/2
. (B.3)
Die Umkehr der Reihenfolge in der Grenzwertbildung nimmt den Eigenwert Λ(ξ) mit
dem Argument ξ als Ausgangspunkt,
Λ(ξ) =
[
sh(β/N)
sh(β/N − η)
]N/2[ M∏
l=1
sh(βxl + η)
sh(βxl)
]
+
[
sh(β/N)
sh(β/N − η)
]N/2[ M∏
l=1
sh(βxl − η)
sh(βxl)
]
=
[
sh(β/N)
sh(β/N − η)
]N/2∏M
l=1 sh(βxl + η) +
∏M
l=1 sh(βxl − η)∏M
l=1 sh(βxl)
. (B.4)
Der Limes β → 0 fu¨hrt im Fall M = N/2 nur dann zu einem nichtverschwindenden
Eigenwert, wenn N/2 zusa¨tzlich als geradzahlig angenommen wird. Es sind
lim
β→0
Λ(ξ) =
(−β/N)N/2
shN/2(η)
(
1 + (−1)M
)
shM (η)∏M
l=1(βxl)
, (B.5)
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lim
β→0
lim
λ→0
Λ(λ+ ξ) =
{
0 fu¨r M < N/2
2 fu¨r M = N/2 , N/2 gerade
, (B.6)
wobei der fu¨hrende Eigenwert Λ0(ξ) = 2 aus den skalierten Bethe-Ansatz-Zahlen
xj =
i
N cot
(
π
N (2j − 1)
)
gewonnen wird durch
lim
β→0
Λ(ξ) = (−1)N/2
(
1 + (−1)N/2
)[N/2∏
l=1
1
Nxl
]
, N/2 gerade
= 2
[N/4∏
j=1
1
i cot
(
π
N (2j − 1)
)][ N/2∏
j=N/4+1
1
i cot
(
π
N (2j − 1)
)]
= 2
[N/4∏
j=1
1
i cot
(
π
N (2j − 1)
)][N/4∏
j=1
1
i cot
(
π
N (2j − 1) +
π
2
)]
= 2
[N/4∏
j=1
1
i cot
(
π
N (2j − 1)
)][N/4∏
j=1
i
tan
(
π
N (2j − 1)
)]
= 2 . (B.7)
B.2 Die verallgemeinerte Dichtefunktion
Die lineare Integralgleichung (6.17) lautet mit G(λ, ξ) = G0(λ, ξ)+τ G1(λ, ξ)+O(τ
2)
und 1/(1 + a) = 1/2 − τ a/4 +O(τ2) nach Ordnungen in τ sortiert,
G0(λ, ξ) = −t(λ, ξ)−
∫
C
dω
2pii
sh(2η)
sh(λ− ω + η) sh(λ− ω − η)
G0(ω, ξ)
2
, (B.8)
G1(λ, ξ) =
∫
C
dω
2pii
sh(2η)
sh(λ− ω + η) sh(λ− ω − η)
G0(ω, ξ) a1(ω)
4
−
∫
C
dω
2pii
sh(2η)
sh(λ− ω + η) sh(λ− ω − η)
G1(ω, ξ)
2
. (B.9)
Die Polstellen der gesuchten Funktion G0(λ, ξ) werden vollsta¨ndig durch die Inhomo-
genita¨t −t(λ, ξ) in (B.8) beschrieben, sodass folgt
G0(λ, ξ) = −t(λ, ξ) +
∫
C
dω
2pii
sh(2η)
sh(λ− ω + η) sh(λ− ω − η)
t(ω, ξ)
2∣∣∣∣∣ sh(2η)sh(λ− ω + η) sh(λ− ω − η) = t(λ, ω) + t(ω, λ)
= −t(λ, ξ) +
t(λ, ξ) + t(ξ, λ)
2
=
t(ξ, λ)− t(λ, ξ)
2
=
sh2(η) cth(λ− ξ)
sh(λ− ξ + η) sh(λ− ξ − η)
=: G0(λ− ξ) . (B.10)
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Die Lo¨sung G0(λ, ξ) =: G0(λ − ξ) ist von Differenzenform und ebenfalls Bestandteil
der Funktion a1(λ) in der Entwicklung a(λ) = 1 + τ a1(λ) +O(τ
2) mit
a1(λ) = h− 2c sh(η)G0(λ) . (B.11)
Der Term G0(ω, ξ) a1(ω) in der Bestimmungsgleichung (B.9) fu¨r G1(ω, ξ) hat einfache
Polstellen bei ω = 0 und ω = ξ. Die Inhomogenita¨t dieser Integralgleichung lautet∫
C
dω
2pii
sh(2η)
sh(λ− ω + η) sh(λ− ω − η)
G0(ω, ξ) a1(ω)
4
=
−
h
4
sh(2η)
sh(λ− ξ + η) sh(λ− ξ − η)
+
c sh(η)
2
sh2(η) ch(ξ)
sh(ξ + η) sh(ξ − η)
×
×
sh(2η) sh(2λ− ξ)
sh(λ+ η) sh(λ− η) sh(λ− ξ + η) sh(λ− ξ − η)
. (B.12)
Der Ausdruck (B.12) ist innerhalb der Kontur C frei von Polstellen und damit gleich-
zeitig die Lo¨sung G1(λ, ξ) von (B.9).
B.3 Der Kopplungsbeitrag
Die Temperaturabha¨ngigkeit der erzeugenden Funktion ist in den Intgraldarstellun-
gen der Summanden
Sn =
e(m−n)ϕ
n!
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=n
[ n∏
j=1
∫
C
dωj
2pii
1
1 + a(ωj)
]
(B.13)
Yn
(
{ωj}
n
j=1|{ξ
+}
)[m−n∏
j=1
Fn
(
ξ−j |{ωj}
n
j=1|{ξ
+}
)]
=
e(m−n)ϕ
n!
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=n
[ n∏
j=1
∫
C
dωj
2pii
][ n∏
j=1
b(ωj)
b′(ξ+j )
]
[ n∏
j,k=1
sh(ωj − ξ
+
k − η)
sh(ξ+j − ξ
+
k − η)
]
detn
[
G(ωj , ξ
+
k )
1 + a(ωj)
]
detnM(ωj , ξ
+
k ) (B.14)
vollsta¨ndig in die Determinante detn
(
G
1+a
)
verlagert. Sollen die Summanden (fu¨r
h = 0) in der ersten Ordnung 1/T = τ bestimmt werden, so ist die Determinante in
entsprechender Ordnung zu bestimmen. Werden die Zeileneintra¨ge mit den Variablen
ωj und die Spalteneintra¨ge mit den Inhomogenita¨ten ξk indiziert, dann folgt
G(ωj , ξ
+
k )
1 + a(ωj)
→
−
τc sh(η)
2 G0(ωl)G0(ωl − ξ
+
k )
G0(ωj−ξ
+
k )
2 , j 6= l
(B.15)
fu¨r eine beliebige herausgegriffenen Zeile l = 1, . . . , n. Der Integrand des Summanden
Sn ist symmetrisch in den n Integrationsvariablen ω1, . . . , ωn und l = 1 kann als Bei-
spiel fu¨r den Zeilenindex in (B.15) gewa¨hlt werden. Die verbleibenden Konturintegrale
u¨ber ω2, . . . , ωn lassen sich dann mittels Resω=ξ G(ω, ξ) = Resω=ξ G0(ω − ξ) = −1
ausfu¨hren entsprechend
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Korollar 4. Sei {γk} = {1 . . . ,m}\{k} fu¨r alle k = 1, . . . ,m und gelten die gleichen
Voraussetzungen wie in Lemma 8. Dann folgt mit Ausnahme der Variable ω1 fu¨r die
Ausfu¨hrung aller verbleibenden Konturintegrale
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=n
[ n∏
j=2
∫
C
dωj
2pii
]
Yn
(
{ωj}
n
j=1|{ξ
+}
)[m−n∏
l=1
Fn
(
ξ−l |{ωj}
n
j=1|{ξ
+}
)]
=− (1− eϕ)
m∑
k=1
[ m∏
l=1
l 6=k
sh(ω1 − ξl)
sh(ξk − ξl)
sh(ξl − ξk + η)
sh(ξl − ω1 + η)
]
G(ω1, ξk)
(n− 1)!
∑
({γ+k },{γ
−
k })∈p2{γk}
|γ+k |=n−1
[ ∏
b∈{γ+k }
(
F−11
(
ξb|ω1|ξk
)
− eϕ
)]
.
(B.16)
Beweis. Fu¨r r = 1 in Lemma 8 mit Yn
(
{ωj}
n
j=1|{ξ
+}
)
entsprechend Gleichung (4.26),
M˜1(ω1, ξ) = (1− e
ϕ) t(ξ, ω1) nach (4.27) und Fn
(
ξ−l |{ωj}
n
j=1|{ξ
+}
)
aus (4.36) folgt
(n− 1)!
∑
({ξ+},{ξ−})∈p2{ξ}
|ξ+|=1
Y1
(
ω1|ξ
+
1
)[m−1∏
l=1
F1
(
ξ−l |ω1|ξ
+
1
)]
∑
({ξ−+},{ξ−−})∈p2{ξ−}
|ξ−+|=m−n oder |ξ−−|=n−1
[ n−1∏
l=1
{
1
F1
(
ξ−−l |ω1|ξ
+
1
) − eϕ}]
=(n− 1)!
m∑
k=1
Y1
(
ω1|ξk
)[ m∏
l=1
l 6=k
F1(ξl|ω1|ξk)
]
∑
({γ+k },{γ
−
k })∈p2{γk}
|γ+k |=n−1
[ ∏
b∈{γ+k }
(
F−11
(
ξb|ω1|ξk
)
− eϕ
)]
.
Alle l = 1, . . . , n Mo¨glichkeiten, einen Zeilenindex zu wa¨hlen, lassen sich durch einen
Vorfaktor n beru¨cksichtigen, und es bleibt das Konturintegral
S′n =
τc sh(η)
2
n(n− 1)!
n!
e(m−n)ϕ
2n−1
[ ∫
C
dω1
2pii
]
(1− eϕ)
m∑
k=1
[ m∏
l=1
l 6=k
sh(ω1 − ξl)
sh(ξk − ξl)
sh(ξl − ξk + η)
sh(ξl − ω1 + η)
]
G0(ω1)G0(ω1 − ξk)
∑
({γ+k },{γ
−
k })∈p2{γk}
|γ+k |=n−1
[ ∏
b∈{γ+k }
(
F−11
(
ξb|ω1|ξk
)
− eϕ
)]
(B.17)
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zu bestimmen. Der Strich ′ deutet an, dass von den Summanden S1, . . . , Sm nur der
Kopplungsanteil erster Ordnung beru¨cksichtigt wird. Die beiden einfachen Polstellen
bei ω1 = 0 und ω1 = ξk des Terms G0(ω1)G0(ω1 − ξk) ergeben dann, mit dem
Residuensatz ausgewertet, unter Benutzung von F1
(
λ|ω1|ξk
)∣∣
ω1=ξk
= F0 = 1
S′n = −
τc sh(η)
2n−1
(
1− eϕ
2
)
e(m−n)ϕ
m∑
k=1
sh2(η) cth(ξk)
sh(ξk + η) sh(ξk − η)
∑
({γ+k },{γ
−
k })∈p2{γk}
|γ+k |=n−1
{
(1− eϕ)n−1 −
[ m∏
l=1
l 6=k
sh(ξl − ξk + η)
sh(ξk − ξl)
sh(−ξl)
sh(ξl + η)
]
×
×
∏
b∈{γ+k }
[
sh(ξb − ξk − η)
sh(ξb − ξk + η)
sh(ξb + η)
sh(ξb − η)
− eϕ
]}
= −τc sh(η)e(m−1)ϕ
(
1− eϕ
2
) m∑
k=1
sh2(η) cth(ξk)
sh(ξk + η) sh(ξk − η)
∑
({γ+k },{γ
−
k })∈p2{γk}
|γ+k |=n−1
{(
e−ϕ − 1
2
)n−1
−
[ m∏
l=1
l 6=k
sh(ξl − ξk + η)
sh(ξk − ξl)
sh(−ξl)
sh(ξl + η)
]
×
×
∏
b∈{γ+k }
[
sh(ξb − ξk − η)
sh(ξb − ξk + η)
sh(ξb + η)
sh(ξb − η)
e−ϕ
2
−
1
2
]}
. (B.18)
Die Aufsummation aller Beitra¨ge erster Ordnung der Summanden S′1, . . . , S
′
m redu-
ziert sich auf das kombinatorische Problem in
Korollar 5. Sei F−1 = 1/F : C → C eine willku¨rliche Funktion u¨ber beliebige
Variablen ξb mit der Indexmenge Ir = {1 . . . , r} und sei y ∈ C beliebig, dann gilt
r∑
j=0
∑
({α+},{α−})∈p2(Ir)
|α−|=j
[ ∏
b∈{α−}
y F−1(ξb)− 1
2
]
=
[ r∏
b=1
y F−1(ξb) + 1
2
]
. (B.19)
Beweis. Mit den Ersetzungen q(b) = y F−1(ξb)/x und p(b) = F (ξb)/y in Lemma 6
folgt fu¨r k = r die Aussage.
Der Kopplungsanteil der erzeugenden Funktion in erster Ordnung 1/T (angedeutet
durch den Index τc) ist explizit abha¨ngig von den Inhomogenita¨ten ξj, die in einem
Koordinatensystem mit ξ als Ursprung gemessen werden. Mit dem binomischen Satz1
1Die Summe u¨ber Partitionen ergibt umgeschrieben auf Binomialkoeffizienten
mX
n=1
X
|γ+
k
|=n−1
„
e−ϕ − 1
2
«n−1
=
m−1X
n=0
 
m− 1
n
!„
e−ϕ − 1
2
«n
1m−n =
„
e−ϕ + 1
2
«m−1
.
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sowie den Identifizierungen F−1(◦) = F−11 (◦|0|ξk), Ir = {γk}, {α
−} = {γ+k } und
y = eϕ folgt
〈
exp
{
ϕ
m∑
n=1
en
2
2
}〉
τc
= −τc sh(η)
(
1− eϕ
2
)
lim
ξ1...,ξm→0
m∑
k=1
sh2(η) cth(ξk)
sh(ξk + η) sh(ξk − η){(
1 + eϕ
2
)m−1
−
[ m∏
l=1
l 6=k
sh(ξl − ξk + η)
sh(ξk − ξl)
sh(−ξl)
sh(ξl + η)
]
×
×
m∏
l=1
l 6=k
[
sh(ξl − ξk − η)
sh(ξl − ξk + η)
sh(ξl + η)
sh(ξl − η)
1
2
+
eϕ
2
]}
. (B.20)
Die rechte Seite von (B.20) weist vor der Limesbildung ξ1, . . . , ξm → 0 formal bei
ξk = 0 und ξk = ξl, l 6= k fu¨r alle k = 1, . . . ,m einfache Polstellen auf, deren
Residuen aber den Wert Null annehmen. Der homogene Limes fu¨hrt daher auf einen
endlichen Wert, der aus dem rationalen Ausdruck
Φτc
(
ϕ|{s}
)
:= −τc sh(η)
(
1− eϕ
2
) m∑
k=1
sk + 1
sk − 1
(q − 1)2sk
(qsk − 1)(sk − q){(
1 + eϕ
2
)m−1
−
[ m∏
l=1
l 6=k
(qsl − sk)(1 − sl)
(qsl − 1)(sk − sl)
] m∏
l=1
l 6=k
[
(qsl − 1)(qsk − sl)
(qsl − sk)(q − sl)
1
2
+
eϕ
2
]}
(B.21)
in den neuen Variablen q = e2η und sj = e
2ξj u¨ber Rekursionsbeziehungen extrahiert
werden kann.
Idee der Rekursionsbeziehungen
Im einfacheren Ising-Limes J = c∆ = const, c → 0, lautet der zu untersuchende
rationale Ausdruck
ΦτJ
(
ϕ|{s}
)
= lim
q→∞
c→0
Φτc
(
ϕ|{s}
)
=
= τJ
(
1− eϕ
2
) m∑
k=1
sk + 1
sk − 1
{(
1 + eϕ
2
)m−1
−
[ m∏
l=1
l 6=k
1− sl
sk − sl
](
sk + e
ϕ
2
)m−1}
= τJ
(
1− eϕ
2
) m∑
k=1
sk + 1
sk − 1
m−1∑
n=0
(
m− 1
n
)(
1
2
)n(eϕ
2
)m−n−1{
1− snk
[ m∏
l=1
l 6=k
1− sl
sk − sl
]}
= τJ
(
1− eϕ
2
)m−1∑
n=0
(
m− 1
n
)(
1
2
)n(eϕ
2
)m−n−1
H(m,n) , (B.22)
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H(m,n) =
m∑
k=1
sk + 1
sk − 1
∏m
l=1
l 6=k
(sk − sl)− s
n
k
∏m
l=1
l 6=k
(1− sl)∏m
l=1
l 6=k
(sk − sl)
, (B.23)
und die Abha¨ngigkeit von den Inhomogenita¨ten sj wird auf den Term H(m,n) redu-
ziert. Durch den Satz von Liouville2 besteht die Identita¨t
K1(x) =
x+ 1
x− 1
∏m
l=1(x− sl)− x
n
∏m
l=1(1− sl)∏m
l=1(x− sl)
= K∞1 (x)−
m∑
k=1
sk + 1
sk − 1
snk
∏m
l=1(1− sl)
(x− sk)
∏m
l=1
l 6=k
(sk − sl)
(B.24)
zwischen den beiden rationalen Ausdru¨cken, und im homogenen Limes s1, . . . , sm → 1
kann mit der Asymptotik K1(x) ∼ K
∞
1 (x) = 1 fu¨r |x| → ∞ die Rekursionsbeziehung
H(m+ 1, n) =
m∑
k=1
sk + 1
sk − 1
(sk − sm+1)
∏m
l=1
l 6=k
(sk − sl)− s
n
k(1− sm+1)
∏m
l=1
l 6=k
(1− sl)
(sk − sm+1)
∏m
l=1
l 6=k
(sk − sl)
+
sm+1 + 1
sm+1 − 1
∏m
l=1(sm+1 − sl)− s
n
k
∏m
l=1(1− sl)∏m
l=1(sm+1 − sl)
= 1 +H(m,n) (B.25)
fu¨r alle n ∈ N0 aufgestellt werden. Es ist H(m,n) = m− 2n− 1 aus dem Rekursions-
anfang H(1, n) = lims→1
s+1
s−1(1− s
n) = −2n. Damit folgt
ΦτJ
(
ϕ|{s}
)
= τJ
(
1− eϕ
2
)m−1∑
n=0
(
m− 1
n
)(
1
2
)n(eϕ
2
)m−n−1 (
m− 2n − 1
)
= (m− 1)τJ
(
1− eϕ
2
)(
1 + eϕ
2
)m−1
− 4τJ
(
1− eϕ
2
)m−1∑
n=0
(
m− 1
n
)
n
2
(α
2
)n(eϕ
2
)m−n−1
, α = 1∣∣∣∣∣ die Behandlung des Terms n2 (α2)n zeigt (6.26)
= (m− 1)τJ
(
1− eϕ
2
)(
1 + eϕ
2
)m−1
− (m− 1)τJ
(
1− eϕ
2
)(
1 + eϕ
2
)m−2
= −(m− 1)τJ
(
1− eϕ
2
)2(1 + eϕ
2
)m−2
. (B.26)
2Sei f : C → C, z 7→ f(z) eine beschra¨nkte holomorphe Funktion und gibt es eine Konstante c ∈ R
mit |f(z)| ≤ c, dann ist f(z) konstant. Als Folge davon stimmen zwei meromorphe Funktionen mit
einfachen Polstellen u¨berein, wenn sie dieselben Nullstellen, dieselben Residuen und eine identische
Asymptotik besitzen.
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Rekursionsbeziehung fu¨r den Kopplungsanteil
Der allgemeine rationale Ausdruck fu¨r den Kopplungsanteil la¨sst sich entsprechend
dem voranstehenden Ising-Limes behandeln, wenn die rechte Seite von (B.21),
(q − 1)2H(m)
2m−1
∏m
l=1(qsl − 1)(sl − q)
:=
m∑
k=1
(q − 1)2(sk + 1)sk
(qsk − 1)(sk − q)(sk − 1)
×
×
{(1 + eϕ
2
)m−1
−
[ m∏
l=1
l 6=k
(qsl − sk)(1 − sl)
(sk − sl)(qsl − 1)
] m∏
l=1
b6=k
[
(qsl − 1)(qsk − sl)
(q − sl)(qsl − sk)
1
2
+
eϕ
2
]}
,
einer Funktion H(m) zugeordnet wird, die u¨ber eine Rekursionsbeziehung im homo-
genen Limes s1, . . . , sm → 1 auszuwerten ist. Es gilt
H(m) =
m∑
k=1
sk(sk + 1)
(sk − 1)
{
(1 + eϕ)m−1
[ m∏
l=1
l 6=k
(qsl − 1)(sl − q)
]
−
∏m
l=1
l 6=k
(1− sl)
[
(qsk − sl)(1− qsl) + e
ϕ(qsl − sk)(sl − q)
]
∏m
l=1
l 6=k
(sk − sl)
}
, (B.27)
und die fu¨r die Rekursionsbeziehung von H(m+ 1) beno¨tigte Funktion lautet
K2(x) :=
x(x+ 1)
(x− 1)
{
(1 + eϕ)m
[ m∏
l=1
(qsl − 1)(sl − q)
]
−
∏m
l=1(1− sl)
[
(qx− sl)(1− qsl) + e
ϕ(qsl − x)(sl − q)
]
∏m
l=1(x− sl)
}
. (B.28)
K2(x) hat bei x = 0 und x = −1 Nullstellen und im homogenen Limes fu¨r |x| → ∞
die Asymptotik K2(x) ∼ K
∞
2 (x) = (x + 2)(1 + e
ϕ)m(1 − q)m(q − 1)m. Bei x = 1
liegt eine hebbare Polstelle vor und die Pole bei den Inhomogenita¨ten sind von erster
Ordnung. Mit dem Satz von Liouville folgt
K2(x) = K
∞
2 (x) +
m∑
k=1
sk(sk + 1)(q − 1)sk
[
(1− qsk) + e
ϕ(sk − q)
]
×
×
∏m
l=1
l 6=k
(1− sl)
[
(qsk − sl)(1− qsl) + e
ϕ(qsl − sk)(sl − q)
]
(x− sk)
∏m
l=1
l 6=k
(sk − sl)
. (B.29)
Die Identita¨t von (B.28) mit (B.29) ergibt speziell fu¨rK2(sm+1) im homogenen Limes
die Rekursionsbeziehung
H(m+ 1) = K∞2 (1) + (1 + e
ϕ)(1 − q)(q − 1)H(m)
+ (q − 1)Q(m, 1, 0) + (q − 1)(q − eϕ)Q(m, 1, 1) , (B.30)
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Q(m,n, l) :=
m∑
k=1
snk(sk + 1)
[
(qsk − 1)− e
ϕ(sk − q)
]n−l
[ m∏
b=1
b6=k
(1− sb)(qsk − sb)(1− qsb) + e
ϕ(qsb − sk)(sb − q)
(sk − sb)
]
. (B.31)
Der Term Q(m,n, l) ist fu¨r s1 . . . , sm → 1 einer Auswertung nach obigem Schema
zuga¨nglich. Zu untersuchen ist
K3(x) := x
n(x+ 1)
[
(qx− 1)− eϕ(x− q)
]n−l
∏m
l=1(1− sl)
[
(qx− sl)(1− qsl) + e
ϕ(qsl − x)(sl − q)
]
∏m
b=1(x− sl)
(B.32)
mit K3(0) = K3(−1) = 0 und der Asymptotik K3(x) ∼ 0 fu¨r |x| → ∞ im homoge-
nen Limes. Die Pole bei den Inhomogenita¨ten sj sind von erster Ordnung, und die
Einbeziehung der Residuen fu¨hrt auf
K3(x) = −
m∑
k=1
sn+1k (sk + 1)
[
(qsk − 1)− e
ϕ(sk − q)
]n−l+1
(q − 1)(1 − sk)
∏m
b=1
b6=k
(1− sb)
[
(qsk − sb)(1 − qsb) + e
ϕ(qsb − sk)(sb − q)
]
(x− sk)
∏m
b=1
b6=k
(sk − sb)
. (B.33)
Die Identita¨t von (B.32) mit (B.33) resultiert im homogenen Limes mit K3(sm+1)
in der Rekursionsbeziehung Q(m+ 1, n, l) = (1 − q) Q(m,n + 1, l), deren Lo¨sung in
Q(m,n, l) = (1− q)m−1Q(1, n+m− 1, l) besteht. Q(1, n, l) = 2(q − 1)n−l(1+ eϕ)n−l
als Rekursionsanfang liefert
Q(m,n, l) = 2(1 − q)m−1(q − 1)n+m−1−l(1 + eϕ)n+m−1−l . (B.34)
Die Bestimmungsgleichung (B.30) fu¨r den Kopplungsbeitrag H(m) lautet mit den
jetzt nach (B.34) bekannten Termen Q(m, 1, 0) und Q(m, 1, 1)
H(m+ 1) = (1 + eϕ)(1− q)(q − 1)[
H(m) + (1 + eϕ)m−2(1− q)m−2(q − 1)m−2(q2 − 1)(1 − eϕ)
]
(B.35)
und reduziert sich in der Lo¨sung auf das Grundproblem von
Lemma 25. Sei xm+1 = A(xm+A
m−2B), m ∈ N eine gegebene Rekursionsbeziehung
mit komplexen Koeffizienten A,B ∈ C. Dann ist mit dem Rekursionsanfang x1 der
m-te Term bestimmt durch
xm = A
m−1x1 + (m− 1)A
m−2B . (B.36)
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Abbildung B.1: Konforme Abbildung s = e2ω der ω-Ebene mit q′ = e2a und q′′ = e2b.
Der Ursprung ω = 0 wird auf den Punkt s = 1 abgebildet.
Mit den Ersetzungen A = (1+ eϕ)(1− q)(q− 1) und B = (q2 − 1)(1− eϕ) sowie dem
Rekursionsanfang H(1) = 0 ist
H(m) = (m− 1)(1 + eϕ)m−2(1− eϕ)(q − 1)m−1(1− q)m−2(1 + q) , (B.37)
und der Kopplungsanteil der erzeugenden Funktion stellt sich dar als〈
exp
{
ϕ
m∑
n=1
en
2
2
}〉
τc
= −τc sh(η)
(
1− eϕ
2
)
(q − 1)2 H(m)
2m−1(q − 1)m(1− q)m
= −(m− 1)τc sh(η)
(
1− eϕ
2
)2(1 + eϕ
2
)m−2 q + 1
q − 1∣∣∣∣∣ q + 1q − 1 = cth(η) , ∆ = ch(η)
= −(m− 1)(τ c∆)
(
1− eϕ
2
)2(1 + eϕ
2
)m−2
. (B.38)
B.4 Die Freie Energie im Detail
Dieser Abschnitt bildet eine Formelsammlung, welche die beno¨tigten Konturintegra-
le fu¨r die Bestimmung der Freien Energie umfasst. Auftretende Polstellen zweiter
und ho¨herer Ordnung in den Integranden mit hyperbolischen Funktionen sind durch
Transformation (Abbildung B.1) auf rationale Ausdru¨cke zu behandeln. Die angefu¨hr-
ten Konturintegrale sind nach Ordnungen 1/T der entwickelten Hilfsfunktion sortiert.
In erster Ordnung ist der Anteil der Hilfsfunktion an der Freien Energie durch den
Koeffizienten a1 bestimmt zu∫
C
dω
2pii
sh(η) a1(ω)
sh(ω) sh(ω − η)
=
∫
C
dω
2pii
sh(η)
sh(ω) sh(ω − η)
[
h− 2c sh(η)
sh2(η) cth(ω)
sh(ω − η) sh(ω + η)
]
= −h− 2c sh(η)
∫
C
dω
2pii
sh3(η) ch(ω)
sh2(ω) sh2(ω − η) sh(ω + η)
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= −h− 2c sh(η)
∫
e2C
ds
2pii
s(s+ 1)(q − 1)3
(s− 1)2(s− q)2(qs− 1)
, e2ω = s, e2η = q∣∣∣∣∣ Ress=1 s(s+ 1)(q − 1)3(s − 1)2(s− q)2(qs− 1) = q + 1q − 1 = cth(η)
= −h− 2c ch(η) . (B.39)
Die Hilfsfunktion ist in zweiter Ordnung durch den Term a2 − a
2
1/4 in der Freien
Energie enthalten mit
a2(ω)−
a
2
1(ω)
4
=− hc sh(η)
sh2(η) cth(ω)
sh(ω − η) sh(ω + η)
+ c2 sh2(η)
sh4(η) cth2(ω)
sh2(ω − η) sh2(ω + η)
+
h2
4
+
hc sh(η)
2
sh(2η)
sh(ω − η) sh(ω + η)
+
c2 sh2(η)
2
sh(2η) sh(2ω)
sh2(ω − η) sh2(ω + η)
,
und die damit ausgewerteten Konturintegrale werden dargestellt als
(i)
∫
C
dω
2pii
sh(η)
sh(ω) sh(ω − η)
[
h2
4
+
hc sh(η)
2
sh(2η)
sh(ω − η) sh(ω + η)
+
c2 sh2(η)
2
sh(2η) sh(2ω)
sh2(ω − η) sh2(ω + η)
]
= −
h2
4
+ hc ch(η) ,
(ii) hc sh(η)
∫
C
dω
2pii
sh(η)
sh(ω) sh(ω − η)
sh2(η) cth(ω)
sh(ω − η) sh(ω + η)
= hc sh(η)
∫
C
dω
2pii
sh3(η) ch(ω)
sh2(ω) sh2(ω − η) sh2(ω + η)
= hc ch(η) ,
(iii) c2 sh2(η)
∫
C
dω
2pii
sh(η)
sh(ω) sh(ω − η)
sh4(η) cth2(ω)
sh2(ω − η) sh2(ω + η)
= 16c2 sh2(η)
∫
e2C
ds
2pii
(q − 1) sh4(η)
(s− 1)3(s− q)
(
s(s+ 1)
s2 − qs− s/q + 1
)2
∣∣∣∣∣ Ress=1 1(s− 1)3(s− q)
(
s(s+ 1)
s2 − qs− s/q + 1
)2
= −
1
16
2 + ch2(η)
(q − 1) sh6(η)
= −c2
(
2 + ch2(η)
)
.
Der vollsta¨ndige Beitrag in zweiter Ordnung lautet bis auf Vorfaktoren∫
C
dω
2pii
sh(η)
sh(ω) sh(ω − η)
[
a2(ω)−
a
2
1(ω)
4
]
= −
h2
4
−
(
2 + ∆2
)
c2 . (B.40)
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