Extension of analytic covers by extension of their ramification divisor by Lavoine, Landry
EXTENSION OF ANALYTIC COVERS BY EXTENSION OF THEIR
RAMIFICATION DIVISORS
L. LAVOINE
Abstract. This paper deals with extension of analytic covers. We prove topological
extension theorems for analytic covers. The main result is an extension theorem which
only uses the extension of the ramification divisor. We give also a Thullen-type and a
Hartogs-type extensions theorems.
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1. Introduction
By an analytic cover we understand a triple (X˜,c,X) where c : X˜ → X is a zero-
dimensional proper surjective holomorphic map between normal complex spaces X˜ and
X.
Zero-dimensional means that for every x ∈ X the preimage c−1(x) is discrete. Since c is
in addition supposed to be proper it is a finite map. There exists a proper analytic set
R ⊂ X such that the restriction of c over X \R induces a finite unramified cover, see
details in section 2.1. The set R is called the ramification locus of the cover. One says
that (X˜,c,X) is a connected analytic cover if the covering space X˜ is connected.
The goal of this paper is to study when an analytic cover over a domain D0 ⊂ Cn can
be extended to an analytic cover over a bigger domain D1. Clearly in order to achieve
this it requires that the ramification locus extends to an analytic set in D1. The main
problem is to understand if it is sufficient. Examples are an important part of this paper.
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2 Section 1
1.1. Statement of results.
Theorem 1. Let (D˜0,c0,D0) be a b0-sheeted connected analytic cover over a domain
D0 ⊂ Cn. Suppose that its ramification locus R0 extends to an analytic set R1 in a
domain D1 ⊃ D0 and the natural homomorphism i∗ : pi1(D0\R0, z∗) → pi1(D1\R1, z∗) is
surjective. Here z∗ is some point in D0\R0 and i :D0→D1 denotes the natural inclusion.
Then (D˜0,c0,D0) extends to a connected analytic cover (D˜1,c1,D1) over D1 in the sense
that there exists a holomorphic map i˜ : D˜0→ D˜1 such that the diagram
D˜0
i˜ //
c0

D˜1
c1

D0
i // D1
(1.1)
is commutative i.e., c1 ◦ i˜ = c0 . Moreover the cover (D˜1,c1,D1) verifies the following:
(i) the number b1 of its sheets doesn’t exceed b0 and i˜ is surjective over D0 i.e., i˜(D˜0) =
c−11 (D0);
(ii) if b1 = b0 then the map i˜ : D˜0→ D˜1 is injective;
(iii) every connected analytic cover (D˜′1,c
′
1,D1) which is an extension of (D˜0,c0,D0)
has the number b′1 of sheets not more than b1;
(iv) if b′1 = b1 then (D˜
′
1,c
′
1,D1) and (D˜1,c1,D1) are equivalent.
Two analytic covers (X˜0,c0,X) and (X˜1,c1,X) over a normal complex space X are
equivalent if there exists a biholomorphic map Φ : X˜0→ X˜1 such that c1 ◦Φ = c0.
The map i˜ of Theorem 1 is surjective over D0 but may not necessarily be an injection.
In general let (X˜0,c0,X0) be an analytic cover over a normal complex space X0. One says
that it extends to an analytic cover (X˜1,c1,X1) over a normal complex space X1 if there
exists a holomorphic imbedding i :X0→X1 and a holomorphic map/injection i˜ : X˜0→ X˜1
such that the diagram
X˜0
i˜ //
c0

X˜1
c1

X0
i // X1
(1.2)
is commutative. Depending on whether i˜ is supposed to be an injection or not one gets
different notions of extension of analytic covers. Theorem 1 provides us an extension in a
“weak” sense. The conclusion of Theorem 1 is not necessarily true if the morphism
i : pi1(D0\R0, z∗)→ pi1(D1\R1, z∗)
is not surjective as it is shown by the following in Section 8.1.
Example 1. There exist domains D0 := ∆
4 ⊂ D1 = C4, a divisor R1 ⊂ D1 and a
3-sheeted connected analytic cover (D˜′0,c0,D0 \R1) such that
(i) it does not extend to a 3-sheeted connected analytic cover over D1\R1 ;
(ii) but it extends to a 4-sheeted connected analytic cover (D˜′1,c1,D1 \R1).
Remark 1. In this paper speaking about extension of analytic covers we always assume
that i˜ should be surjective over X0, i.e., i˜(X˜0) = c
−1
1 (X0).
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For R > 0 denote by ∆kR the k-dimensional polydisk of radius R and set ∆
k
1 = ∆
k. The
one dimensional disk of radius R will be simply denoted ∆R.
Theorem 2. Let D0 := ∆
n−1
R ×∆ be a polydisk in Cn, 0 < R < 1. Let (D˜0,c0,D0)
be a b0-sheeted connected analytic cover over D0. Suppose that its ramification locus R0
extends to an analytic set R1 in ∆n such that R1 does not intersect ∆n−1×∂∆. Then :
(i) (D˜0,c0,D0) extends in the weak sense to a b1-sheeted connected analytic cover
(D˜1,c1,∆
n) over ∆n. Moreover conditions (i), (ii), (iii) and (iv) in Theorem 1 are
satisfied.
(ii) if b0 = 2 then (D˜0,c0,D0) uniquely extends in the strong sense to (D˜1,c1,∆
n); i.e.,
the map i˜ in diagram (1.1) is injective.
We prove also the Hartogs type extension theorem for analytic covers over a 2-convex
Hartogs figure. Recall that a q-convex Hartogs figure is the following domain in Cn
Hn,n−qr = ∆
n−q
r ×∆q ∪∆n−q×
(
∆q\∆q1−r
)
for some 0< r < 1.
Theorem 3. Let (H˜,c0,H
n,n−2
r ) be a b0-sheeted connected analytic cover over a 2-convex
Hartogs figure (n≥ 3). Then :
(i) the cover extends in the weak sense to a b1-sheeted connected analytic cover over
∆n which verifies conditions (i), (ii), (iii) and (iv) of Theorem 1.
(ii) if b0 = 2 then the cover (H˜,c0,H
n,n−2
r ) extends in the strong sense to (D˜1,c1,∆
n).
Remark 2. (a) There exists in Theorem 2.(ii) and Theorem 3.(ii) a holomorphic func-
tion f ∈ O(∆n) such that D˜1 := {(ζ,z) ∈ C×∆n : ζ2 = f(z)} and c1 is induced
by the canonical projection C×∆n→∆n.
(b) The “strong” parts of Theorem 2 and Theorem 3 are no longer true when the
number of the sheets is larger than 2 as it will be shown in the following example.
Example 2. Set Ω := {z1 ∈ C : |z1−1|< 1}. Let f(z) be the branch of 3
√
z on Ω such
that f (1) = 1. Let (D˜0,c0,D0) be the 3-sheeted connected analytic cover over D0 := Ω×C
defined as
D˜0 :=
{
(z,w) ∈D0×C : w3 + f(z1)3√4 w+
iz2√
27
= 0
}
with c0 : D˜0 → D0 induced by the natural projection. Then there does not exist a
connected extension of (D˜0,c0,D0) over D1 := C2 with more than one sheet. Remark
that (D˜0,c0,D0) can be extended to a 3-sheeted analytic cover over the Hartogs figure
H := [Ω×∆4]∪
[
∆4×
(
∆4\∆3
)]
.
One says that an analytic cover (X˜,c,X) is Galois if the restriction over X \R induces
a Galois regular cover.
Let us give the following example of a non-extendible Galois analytic cover in the strong
sense over the polydisk.
Example 3. In the notations of Example 2 we set D0 = Ω×C and
D˜0 :=
{
(z,w) ∈D0×C : w3− (z1− z22)(g(z1)− z2) = 0
}
,
where g(z) is the branch of
√
z on Ω such that g(1) = 1. Let c0 : D˜0 → D0 be the
restriction of the canonical projection. Then D˜ inherits a structure of a normal complex
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space such that (D˜0,c0,D0) becomes a 3-sheeted Galois analytic cover over D0 and there
does not exist a connected analytic extension over D1 = C2 with more than one sheet.
1.2. Structure of the paper. We begin by recalling in Section 2 the definition of an
analytic cover over a normal complex space and list some elementary properties of such
covers. Then we give a topological extension result which allows us to extend topologically
a regular cover through an analytic hypersurface, see Theorem 2.1. This result is due to
K. Stein, see [St]. A complete proof of this theorem is given in Section 2.2 for the reader’s
convenience following the construction given by [Ni]. Section 3 is about Theorem 3.2 of H.
Grauert and R. Remmert. We recall in that section a complete proof of this Theorem using
L2 estimates methods given by G. Dethloff in [De], see Theorem 3.1. Then one obtains
Theorem 3.3 which provides an analytic structure of the cover space. One deduces in
Section 4 some extension results for analytic covers, see Theorem 4.1, as well as one more
example of an extension the so called Thullen-type extension theorem for analytic covers.
We give it here for the sake of the future references.
Theorem 4. Let X be a normal complex space, A be a proper analytic subset of X and
X0 be an open subset of X which contains X \A and intersects every one-codimensional
branch of A. Let c0 : X˜0→X0 be an analytic cover over X0. Then it uniquely extends in
the strong sense to an analytic cover c : X˜ →X over the whole of X.
We prove in Section 5 the main result of this paper i.e., Theorem 1 and give some
immediate consequences. Section 6 is about Theorem 2. Theorem 6.1 states that the
hypothesis of Theorem 1 are satisfied as soon as
R1∩
(
∆n−1×∂∆)=∅. (1.3)
It is a somewhat precise version of Lemma 6.1 due to E. Picard and E. Simart. We check
that the proof of this Lemma given by T. Nishino in [Ni] can be adapted to prove also
Theorem 6.1. Then we prove Theorem 2. In Section 7 we give the proof of Theorem 3
using some techniques of exhaustion by (n−2)-convex domains. At the end of this section
we give details about Examples 1, 2 and 3.
I am grateful to S. Ivashkovich and S. Orevkov who gave me valuable hints and examples
for the proofs in this paper.
2. Topological extension of covers
2.1. Analytic covers and their extensions. Recall that a regular cover is a locally
homeomorphic map c : X˜ →X between Hausdorff topological spaces such that for every
x0 ∈ X there exists a neighbourhood U 3 x0 such that its preimage c−1(U) is at most
countable disjoint union of its connected components U˜i and for every i the restriction
c U˜i : U˜i → U is a homeomorphism. As it is well known (and obvious) if c : X˜ → X is a
regular cover then for every path γ : [0,1] → X and every a ∈ X˜ such that c(a) = γ(0)
there exists a unique lift γ˜ of γ starting at a, i.e., a path γ˜ : [0,1]→ X˜ such that γ˜(0) = a
and (c◦ γ˜)(t) = γ(t) for all t ∈ [0,1].
A regular cover c : X˜ → X is finite if it is proper. In this case there exists b ∈ N such
that every x ∈ X has exactly b preimages. Recall the following facts, see [Ha] for more
details.
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Remark 2.1. Let (X˜,c,X) be a b-sheeted regular cover. Fix z∗ ∈X and let w∗ ∈ X˜ be a
preimage of z∗ by c. We let pi1(X,z∗) denote the fundamental group of X with base point
z∗. For every path γ ∈ pi1(X,z∗) we let c∗γ denote the lifted path of γ starting at w∗.
(1). Set K := {[γ] ∈ pi1(X,z∗) : c∗γ is closed in X˜}. It is a subgroup of index b in
pi1(X,z∗). Indeed let α, β be two closed paths starting at z∗ and let α˜ := c∗α and
β˜ := c∗β. Then α˜(1) = β˜(1)⇐⇒ [β ·α−1] ∈ K, which means that there are as many left
cosets of K in pi1(X,z∗) as preimages of z∗ by c. Conversely if K < pi1(X,z∗) is a subgroup
of index b there exists a finite regular cover c : X˜ →X with b sheets and a fixed preimage
w∗ of z∗ such that K := {[γ] ∈ pi1(X,z∗) : c∗γ is closed in X˜}. In other words K = Imc∗
where c∗ : pi1(X˜,w∗)→ pi1(X,z∗) denotes the natural monomorphism induced by c.
(2). Suppose that X˜ is path-connected and X is path-connected, locally path-connected
and locally simply connected. For every γ ∈ pi1(X,z∗) and for every preimage w∗ of z∗
the ending point c∗(γ)(1) lies in the fiber of z∗. Thus one obtains a homomorphism ρ :
pi1(X,z∗)→ Sb to the symmetric group of b elements. The map ρ is called the monodromy
representation of the cover. Conversely suppose there exists a group homomorphism ρ :
pi1(X,z∗)→ Sb with transitive image i.e., for every i, j ∈ {1, . . . , b} there exists γ ∈ pi1(X,z∗)
which verifies ρ(γ)(i) = j. Then there exists a b-sheeted regular cover (X˜,c0,X) such that
its monodromy representation coincides with ρ.
A regular analytic cover of complex spaces is by definition a regular cover of normal
complex spaces. It should be said that regular covers are particular case of Riemann
domains.
Definition 2.1. An analytic cover is a triple (X˜,c,X) where c : X˜ → X is a zero-
dimensional proper surjective holomorphic mapping between normal complex spaces X˜
and X.
Let R˜ ⊂ X˜ be the set of critical points of c. It is a proper analytic set according to the
Theorem of Sard on normal complex spaces, see for example [Man]. Since c is proper,
Theorem of Remmert implies that its image R := c(R˜) is proper analytic in X, see Satz
23 in [Re]. The restriction c : X˜ \R˜ →X \R is locally biholomorphic. By the hypothesis
there exists b ∈ N such that every point x ∈ X \R has exactly b preimages. It follows
that c : X˜ \R˜ →X \R induces a b-sheeted regular analytic cover. Since R˜ is normal the
analytic set R˜ does not locally separate it. The set R˜ is called the branching locus of the
cover and R the ramification locus.
If X ⊂ Cn is a domain we may assume R is empty or a pure one codimensional analytic
set since there cannot exist some branching point over any point of R of an at least two
codimensional component of R.
In general the ramification locus of an analytic cover over a normal complex space may
have a codimension at least equal to 2 as it is shown in the following example.
Example 2.1. Let X ⊂ C3 be the analytic hypersurface defined by z2− xy = 0. Since
Sing (X) = {0} has codimension equal to 2 in X Oka’s Theorem implies that X is a
normal complex space, see [Be]. Let c : C2 7→ X be the holomorphic map given by
c(s, t) = (s2, t2, st). Then (C2,c,X) is a 2-sheeted analytic cover with ramification divisor
R= {0}.
Definition 2.2. One says that an analytic cover (X˜,c,X) is connected if X˜ is connected.
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2.2. Theorem of Stein. The following statement can be found in [St], see Satz 1. We
give here the complete proof for the reader’s convenience. We say that a closed subset
R of a topological space X doesn’t locally separate it if for every x0 ∈ R there exists a
neighbourhood basis {Uα} of x0 such that Uα \R is connected.
Theorem 2.1. Let X be a locally compact and locally connected Hausdorff topological
space. Suppose that R is a proper closed subset of X which does not locally separate it
and let c0 : X˜0→X\R be a finite regular cover. Then there exists a unique locally compact,
locally connected Hausdorff topological space X˜1, a unique imbedding i˜ : X˜0→ X˜1 surjective
over X\R and a unique continuous surjective proper zero-dimensional map c1 : X˜1→ X
such that R˜ := c−11 (R) is proper, closed, does not locally separate X˜1 and the following
diagram
X˜0
  i˜ //
c0

X˜1
c1

X\R   i // X
(2.1)
is commutative i.e., c1 ◦ i˜ = c0.
Proof. Without loss of generality we can suppose that X and X˜0 are connected. Let b
be the number of the sheets of c0. For every p ∈ R we use like in [Ni] a basis {Uα} of
connected neighbourhoods of p such that Uα\R is connected. Every c−10 (Uα\R) can be
decomposed into a finite number of connected components. If for every α there exists one
of those components δα such that
δα+1 ⊂ δα and
⋂
α
δα =∅
we say that the sequence {δα}α defines a boundary point p˜ of X˜0 over p. The sequence
{δα}α is a fundamental system of p˜ in X˜0. Two systems {δα}α and {ηβ}β define the same
boundary point p˜ if for every α (resp. β ) there exists some β (resp. α) such that ηβ ⊂ δα
(resp. δα ⊂ ηβ ). Set q ∈ R∩Uα and let q˜ be a boundary point of X˜0 over q. We say
that q˜ touches δα if there exist β0 and a fundamental system {ηβ}β≥β0 of q˜ in X˜0 which is
contained in δα. Let R˜ be the set of boundary points over R and set X˜1 := X˜0∪R˜. For
every α we let δ˜α denote the union of δα with the set of points q˜ which touch δα where
q ∈R∩Uα. The sequence
{
δ˜α
}
α
is called a fundamental neighbourhood system of p˜ in X˜1.
Remark that there are at most b boundary points over p.
X˜1 with the topology as above becomes a Hausdorff topological space. Indeed let p˜1
and p˜2 be two different points in X˜1. Let us prove there exist two neighbourhoods of
those points whose intersection is empty. We shall prove this statement when p˜1 and p˜2
are different boundary points above the same point p ∈R. Let {δ1α}α and {δ2α}α be their
fundamental systems in X˜0. By the hypothesis we can suppose there exists some α0 such
that for every α one has δ2α 6⊂ δ1α0 . Since δ1α0 and δ2α0 are some connected components
of c−10 (Uα0) the fact that δ
2
α0
6⊂ δ1α0 implies that they are distinct and therefore disjoint.
Moreover if q˜ ∈ R˜ touches δ2α0 then it can not touch δ1α0 . That’s why δ˜1α0 and δ˜2α0 are two
disjoint neighbourhoods of p˜1 and p˜2. Moreover X˜1 is by construction locally connected.
Let us prove it is connected. Let E and F be two disjoint open sets inside X˜1 such that
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X˜1 = E ∪F and X˜0 ⊂ E. Suppose F 6= ∅. Since X˜1 is locally connected one can find
p˜ ∈ R˜∩F and a connected neighbourhood U˜ ⊃ p˜. Then U˜ ∩E and U˜ ∩F are not disjoint
and we have a contradiction.
We define c1 as follows. For every p˜ ∈ X˜1
c1(p˜) =
{
c0(p˜) if p˜ ∈ X˜0
p if p˜ ∈ R˜ is a boundary point over p. (2.2)
The map c1 : X˜1→X is obviously continuous and surjective. Let us prove it is open. Let
U˜ ⊂ X˜1 be an open set, U := c1(U˜), p ∈ U and p˜ ∈ U˜ be a preimage of p by c1. If p /∈ R
one can find an open set V˜ containing p˜ such that c1 is a homeomorphism on V˜ . Then
V := c1(V˜ ) is a neighbourhood of p contained in U . If p ∈ R we take a neighbourhood
basis {δ˜α} of p˜ such that δ˜α ⊂ U˜ . Then Uα = c1(δ˜α)⊂ U is a neighbourhood of p in U . It
follows that U is open and we deduce the result.
Let us prove that c1 is closed. Let F˜ be a closed subset of X˜1 and take p ∈ X\F
where F := c1(F˜ ). We firstly suppose that p /∈ R. Let p˜ ∈ X˜1\F˜ be a preimage of p by
c0. By the hypothesis on F˜ one can find an open neighbourhood U˜ ⊂ X˜1 of p˜ such that
U˜ ∩ F˜ = ∅ and also U ∩F = ∅ where U := c1(U˜). The fact that c1 is open implies that
U is an open subset of X\F containing p. If p ∈ R we take a neighbourhood basis {Uα}
of p. Let us suppose that for every α we have Uα∩F 6= ∅. Let p˜ be a preimage of p by
c1 and {δ˜α}α be its neighbourhood basis. Since p /∈ F one has p˜ /∈ F˜ and δ˜α∩ F˜ is empty
for some α. That gives us a contradiction because Uα∩F 6=∅. Therefore c1 is closed.
Moreover the fiber c−11 (p) of every p ∈ X contains at most b points by construction.
It follows that c1 is proper. The set R˜ is clearly a proper closed subset of X˜1 because
R is proper and c1 is continuous. Moreover it does not locally separate X˜1. Indeed
let p˜ be a boundary point, U˜ be an open connected neighbourhood of p˜ and {δ˜α}α≥α0
be a fundamental neighbourhood system of p˜ in U . Since c1(R˜) = R one obtains that
δ˜α\R˜= δα is connected.
Let us prove that X˜1 is locally compact. Let p˜ ∈ X˜1 and let K˜α be the connected
component of c−11 (Kα) which contains p˜ where Kα ⊂ Uα is a compact neighbourhood of
p. Then K˜α is compact. Indeed let V˜ := {V˜i : i ∈ I} be an open covering of K˜α. Since c1
is open V := {c1(V˜i) : i ∈ I} is a open covering of the compact set Kα. It follows there
exists a finite subset {i1, . . . , is} of I such that {c1(V˜i1), . . . ,c1(V˜is)} is an open covering of
Kα. Then {V˜i1 , . . . , V˜is} is a finite open covering of K˜α extracted from V˜ .
Finally let us prove the uniqueness of X˜1. Let X˜
′
1 be a locally compact Hausdorff
topological space and c′1 : X˜
′
1 → X be a continuous proper zero-dimensional surjective
map such that R˜′ := c′−11 (R) is proper closed and does not locally separate X˜ ′1. Suppose
that there exist two imbeddings i˜′ : X˜0 → X˜ ′1 and i˜ : X˜0 → X˜1 such that the following
diagram
X˜ ′1
c′1

X˜0
  i˜ //? _i˜
′
oo
c0

X˜1
c1

X X\R  
i
//? _
i
oo X
(2.3)
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is commutative i.e., c1 ◦ i˜ = c0 = c′1 ◦ i˜′. We have to prove that there exists a homeomor-
phism Φ : X˜1→ X˜ ′1 such that Φ◦ i˜ = i˜′.
Let z˜ ∈ i˜(X˜0) and ζ be its unique preimage in X˜0 by i˜. The application Φ : i˜(X˜0) →
i˜′(X˜0) defined by Φ(z˜) = i˜′(ζ) is homeomorphic and verifies Φ ◦ i˜ = i˜′. Let us extend it
continuously to X˜1. Let p˜ ∈ R˜, {δ˜α}α be a neighbourhood basis of p˜ such that δ˜α\R˜ is
connected and p˜α ∈ δ˜α\R˜. We denote p˜′α := Φ(p˜α). The fact that (p˜α)α converges to p˜
implies by continuity of Φ : X˜1\R˜ → X˜ ′1\R˜′ that (c′1 ◦Φ(p˜α))α converges to p := c1(p˜).
It follows by connectedness of δ˜α\R˜ that there exists a unique preimage p˜′ of p by c′1
such that limα p˜
′
α = p˜
′ ∈ R′. Such p˜′ does not depend of the choice of p˜α. We define
Φ(p˜) := p˜′. One obtains a well-defined map Φ : X˜1→ X˜ ′1 which is continuous and bijective
by construction. Theorem 2.1 is proved.

Remark 2.2. (a) Taking as X a domain in Cn and R a divisor in X we see that
Theorem 2.1 provides a topological extension of a finite regular cover across an
analytic set.
(b) Remark that if in the conditions of Theorem 2.1 c0 : X˜0→ X\R is a one-sheeted
regular cover then the extended map c1 : X˜1→X is a homeomorphism.
(c) In the assumption of Theorem 2.1 the space X˜1 is connected if X˜0 is connected.
3. Theorem of Grauert and Remmert
In this section the space Cn is equipped with the norm ‖z‖ = max{|zj| : j = 1, . . . ,n}.
Let D be a bounded pseudoconvex domain in Cn, R be a pure one-codimensional analytic
subset of D, D˜ a locally compact Hausdorff connected topological space and c : D˜→D a
continuous proper mapping. Set Y :=D\R and Y˜ := c−1(Y ). Suppose that R˜ := c−1(R)
doesn’t locally separate D˜ and c Y˜ : Y˜ → Y is a finite regular cover. Let b denote
the number of its sheets. Y˜ inherits a canonical holomorphic structure which makes
c Y˜ : Y˜ → Y holomorphic, see [GR4]. By a weakly holomorphic function on D˜ one
understands a continuous function which is holomorphic at univalent points of the cover,
i.e., at points of Y˜ .
3.1. L2 existence Theorem. The following result is a L2 estimate theorem for Riemann
domains which in the case of domains in Cn is due to Ho¨rmander, see Theorem 4.4.2 of
[Ho]. For the reader’s convenience we sketch here the proof given in [De]. Remark that a
similar result is stated in [NS].
We set dν := c∗ (dλ) where dλ :=
(
i
2
)n
dz∧dz¯ is the Lebesgue measure on Cn. Let
C∞(Y˜ )(0,1) be the set of (0,1)-forms on Y˜ with C∞ coefficients, i.e., g =
∑n
i=1 gidz¯i
where gi ∈ C∞(Y˜ ). C∞0 (Y˜ )(0,1) denotes the subset of (0,1)-forms in C∞(Y˜ )(0,1) which are
compactly supported. Set |g|2 :=∑ni=1 |gi|2 and set ϕ0(z) = 2n ln‖z‖, z ∈ Cn.
Theorem 3.1. With the previous assumptions let g ∈ C∞(Y˜ )(0,1) be such that ∂g = 0
and λ0 :=
∫
Y˜
|g|2e−ϕ0◦cdν < +∞. Then there exists u ∈ C∞(Y˜ ) such that ∂u = g and∫
Y˜
|u|2e−ϕ0◦cdν ≤ kλ0 where k := (1 + (diamY )2)2.
Proof. Let ϕ : Y → R∪{−∞} be an upper semi-continuous function on Y . We define
the following vector spaces.
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L2(Y,ϕ) =
{
f : Y → C :
∫
Y
|f |2e−ϕdλ <+∞
}
and
L2(Y˜ ,ϕ◦ c) =
{
f : Y˜ → C :
∫
Y˜
|f |2e−ϕ◦cdν <+∞
}
.
In the same way we define L2(Y,ϕ)(p,q) and L
2(Y˜ ,ϕ◦c)(p,q) the set of (p,q)-forms whose co-
efficients belong to L2(Y,ϕ) and L2(Y˜ ,ϕ◦c), respectively. Let ϕi, i= 1,2,3 be continuous
functions. An element u ∈ L2(Y˜ ,ϕ1◦c) is in DT if and only if ∂u ∈ L2(Y˜ ,ϕ2◦c)(0,1). Since
DT contains C∞0 (Y˜ ) which is dense in L2(Y˜ ,ϕ ◦ c) one can densely define the operator
T = ∂ : L2(Y˜ ,ϕ1◦c)→ L2(Y˜ ,ϕ2◦c)(0,1) on Hilbert spaces. In the same way one can define
DS and the operator S = ∂ : L
2(Y˜ ,ϕ2 ◦ c)(0,1) → L2(Y˜ ,ϕ3 ◦ c)(0,2). We let T ∗ denote the
adjoint operator of T . Let ϕ ∈ C∞(Y ) be strictly plurisubharmonic and γ : Y 7→ R∗+ be
continuous such that
∀w ∈ Cn one has Hz(ϕ,w)≥ γ(z)‖w‖2, (3.1)
where Hz(ϕ,w) denotes the Levi form of ϕ. Let {Kν}ν be an exhaustion of Y by compact
sets, ην be a cutoff function in C∞0 (Y ) such that 0≤ ην ≤ 1 and ην Kν ≡ 1. Let ψ ∈ C∞(Y )
be a smooth function such that
∑n
k=1 |∂ην/∂z¯k|2 ≤ eψ on Y and ϕi := ϕ+ (i− 3)ψ
(i= 1,2,3).
The first result needed to prove Theorem 3.1 is the following inequality. For every
f ∈ C∞0 (Y˜ )(0,1) one has∫
Y˜
(
γ ◦ c−2|∂(ψ ◦ c)|2) |f |2e−ϕ◦cdν ≤ 2‖T ∗f‖2ϕ1◦c +‖Sf‖2ϕ3◦c, (3.2)
see [De] Lemma 2.1. We let A denote the subset of (0,1) forms in DT ∗ ∩DS which are
compactly supported. One deduce the following main result.
Lemma 3.1. C∞0 (Y˜ )(0,1) is dense in DT ∗ ∩DS for the graph norm
f 7→ ‖f‖ϕ2◦c +‖T ∗f‖ϕ1◦c +‖Sf‖ϕ3◦c.
The proof consists to see that A is dense in DT ∗∩DS and C∞0 (Y˜ )(0,1) is dense in A for the
graph norm. One mainly uses Hahn-Banach Theorem, Riez representation Theorem and
Lebesgue’s dominated convergence Theorem. By using the existence of a smooth strictly
plurisubharmonic exhaustion function s on the pseudoconvex domain Y one obtains the
following result, see Lemma 4.4.1 of [Ho] for more details.
Lemma 3.2. Suppose that the function γ defined in (3.1) is bounded and its lower bound
is strictly positive. Then for every g ∈ L2(Y˜ ,ϕ ◦ c)(0,1) such that ∂g = 0 there exists
u ∈ L2(Y˜ ,ϕ◦ c) which verifies ∂u= g and∫
Y˜
|u|2e−ϕ◦cdν ≤ 2
∫
Y˜
|g|2
γ ◦ ce
−ϕ◦cdν <+∞.
We assume now that ϕ is a C∞ plurisubharmonic function on Y . We can apply the
previous Lemma to z 7→ ϕ(z) + 2ln(1 + ‖z‖2) which is strictly plurisubharmonic and
γ(z) := (1 +‖z‖2)−2. One obtains the following statement.
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Lemma 3.3. There exists u ∈ L2(Y˜ ,ϕ◦ c) such that ∂u= g and∫
Y˜
|u|2e−ϕ◦c(1 +‖c‖2)−2dν ≤
∫
Y˜
|g|2e−ϕ◦cdν.
Now let us prove Theorem 3.1. Let a ∈ R. Set Ya := {s(z) < a} and Y˜a := c−1(Ya).
According to Theorem 2.6.3 of [Ho] there exists ϕa a C∞ plurisubharmonic function on
Ya such that ϕa ↘
a→+∞
ϕ0. By Lemma 3.3 there exists ua ∈ L2(Y˜a,ϕ◦ c) such that∫
Y˜a
|ua|2e−ϕa◦c(1 +‖c‖2)−2dν ≤
∫
Y˜a
|g|2e−ϕa◦cdν ≤ λ0.
Then there exists a subsequence (uaj)j from (ua) which weakly converges on every Y˜aj to
a function u ∈ L2(Y˜ ,ϕ0 ◦ c) such that
∀j ∈ N∗ one has
∫
Y˜aj
|u|2e−ϕaj ◦c (1 +‖c‖2)−2dν ≤ λ0.
Set k := (1 + (diamY )2)2. By a Cauchy-Schwarz inequality one obtains(∫
Y˜aj
|u|2e−ϕaj ◦cdν
)2
≤
(∫
Y˜aj
|u|2
(1+‖c‖2)2 e
−ϕaj ◦cdν
)(∫
Y˜aj
|u|2(1 +‖c‖2)2e−ϕaj ◦cdν
)
≤ λ0k
(∫
Y˜aj
|u|2e−ϕaj ◦cdν
)
and then ∫
Y˜aj
|u|2e−ϕaj ◦cdν ≤ kλ0.
One finally obtains by monotone convergence Theorem∫
Y˜a
|u|2e−ϕ0◦cdν ≤ kλ0.
By the classical regularity of the ∂-equation, see Theorem 4.2.5 of [Ho] the solution u is
C∞ smooth and Theorem 3.1 is proved.

3.2. Grauert-Remmert Theorem. The following theorem is due to Grauert-Remmert,
see [GR2] and [Ni]. We use the approach of [NS] and [De] for the proof of Grauert-
Remmert theorem concerning the existence of weakly holomorphic functions.
Theorem 3.2. (Grauert-Remmert) Let D ⊂ Cn, Y = D\R and c : D˜ → D be as in
Theorem 3.1. Then for every point z∗ ∈ Y with c−1(z∗) = {w1, ...,wb} there exists a weakly
holomorphic function h on D˜ which takes at {w1, ...,wb} pairwise different values.
Proof. Fix some z∗ ∈ D\R and let c−1(z∗) = {w1, . . . ,wb} be as in the formulation of
the theorem. Since c : Y˜ → Y is locally biholomorphic one can find a function p ∈ C∞0 (Y˜ )
such that p ≡ 1 in a neighbourhood of w1 and p ≡ 0 in neighbourhoods of w2, . . . ,wb.
One can deduce from Theorem 3.1 there exists u ∈ C∞(Y˜ ) such that ∂u = ∂p, u(wi) = 0
(i = 1, . . . , b) and
∫
Y˜
|u|2dν < +∞. Then h0 := p−u is a holomorphic function on Y˜ such
that
h0(wi) =
{
1 if i= 1
0 if i 6= 1,
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and
∫
Y˜
|h0|2dν <∞. The fact that D is a domain of holomorphy implies that there exists
a holomorphic function f on D such that f(z∗) 6= 0 and f R ≡ 0, see [GF]. In order to
extend h0 through the points of c
−1 (Reg (R)) one defines as in [De]
t(w) =
1
f(z∗)
(f ◦ c)(w).
Then t is a weakly holomorphic function on D˜ such that t R˜ ≡ 0. Moreover for every
i ∈ {1, . . . , b} one has t(wi) = 1 therefore (t·h0)(wi) = h0(wi).
Set Y˜0 := c
−1 (D\SingR). By Lemma 1.8 of [De] t·h0 extends to a weakly holomorphic
function h′ on Y˜0.
Now let us prove that h′ is locally bounded on D˜. We define the Weierstrass polynomial
of h′:
∀ζ ∈ C, ∀z ∈D\R, ωh′(z,ζ) :=
∏
w∈c−1(z)
(ζ−h′(w)) = ζb+
b∑
i=1
ai(z)ζ
b−i. (3.3)
For every i ∈ {1, . . . , b} the function ai is holomorphic on D\R and continuity of h′ on Y˜0
implies that ai is continuous on D\Sing (R). According to Riemann Extension Theorem
the function ai holomorphically extends to D\Sing (R). Since codim (Sing (R)) ≥ 2 there
exists a holomorphic function on D which extends ai. We still denote by ai this function.
One obviously has the following.
Lemma 3.4. Let P = ζb +
∑b
i=1aiζ
i be a complex polynomial. Then every root ζ0 of P
verifies the following inequality
|ζ0| ≤max
{
1,
b∑
i=1
|ai|
}
.
According to the previous statement one has |h′(w)| ≤max
{
1,
∑b
i=1 |ai(c(w))|
}
for every
w ∈ Y˜0. The function h′ is also bounded near points of D˜\Y˜0 and therefore h := t·h′ is
weakly holomorphic on D˜ and separates the sheets. Theorem 3.2 is proved.

Theorem of Grauert-Remmert provides an analytic structure on the extended topolo-
gical space. The main idea of the proof follows [DG].
Theorem 3.3. In the conditions of Theorem 3.2 the space D˜ inherits a unique structure
of a normal complex space such that c becomes holomorphic, R˜ analytic and therefore
(D˜,c,D) becomes an analytic cover. The structure sheaf of D˜ is the sheaf O′
D˜
of weakly
holomorphic functions.
Proof. We shall prove that for every w ∈ D˜ we can find a neighbourhood U˜ of w such
that
(
U˜ ,O′
U˜
)
is normal. Since D˜\R˜ is locally homeomorphic to a domain of D\R it
is sufficient to prove the result when w ∈ R˜. Let U be an open polydisk centered at
z := c(w) in D such that R˜ does not separate the connected component U˜ of c−1(U)
containing w i.e., U˜\R˜ is connected. We can apply Theorem 3.2 of Grauert-Remmert to
the restriction c U˜ : U˜ → U which we still denote by c. Let z∗ be a fixed point of U\R, h be
a holomorphic function on U˜ which separates the preimages of z∗, ωh(z,ζ) its Weierstrass
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polynomial on U as in 3.3 and D(z) its discriminant. Set σ := {z ∈ U : D(z) = 0},
σ˜ := c−1(σ) and M := {(z,ζ) ∈ U ×C : ωh(z,ζ) = 0}. Consider the mapping
Φ : U˜ −→ U ×C
x 7−→ (c(x),h(x)) .
Then Φ(U˜) = M is a connected analytic subset of U ×C. Moreover z ∈ σ if and only if
h does not separate some preimages of z by c. That’s why the restriction Φ1 := Φ U˜\σ˜ :
U˜\σ˜→ (U\σ)×C is injective. Mappings Φ and Φ1 are continuous, proper and surjective
onto M and M\(σ×C) respectively. By Oka’s normalization Theorem there exists a
normal complex space N , a holomorphic map Ψ :N →M and an analytic set A⊂ SingM
of M such that
• Ψ−1(A) is nowhere dense in N ,
• Ψ : Ψ−1(A)→ A is finite and
• Ψ :N\Ψ−1(A)→M\A is biholomorphic.
Set Mσ :=M ∩ (σ×C) and consider the biholomorphism
t := Φ−1 ◦Ψ :N\Ψ−1(Mσ)→ U˜\Φ−1(Mσ).
The fact that N is normal implies that t : N\Ψ−1(Mσ) → U˜\Φ−1(Mσ) holomorphically
extends to t :N → U˜ . Indeed let w ∈Ψ−1(Mσ) and W˜ be an open neighbourhood of w in
N such that t : W˜\Ψ−1(Mσ)→ V˜ is holomorphic where V˜ is biholomorphic to a connected
analytic subset of some bounded domain in Cm. One can replace t by m holomorphic
and bounded functions ti : W˜\Ψ−1(Mσ)→ C (i = 1, . . . ,m). By normality of W˜ every ti
extends to a holomorphic function ti on W˜ . One obtains that the map (t1, . . . , tm) gives
an extension t : N → U˜ of t on the whole of N . Since Ψ−1(Mσ) and Φ−1(Mσ) do not
locally separate N and U˜ respectively one can apply uniqueness of Theorem 2.1 to the
one-sheeted regular cover (U˜\Φ−1(Mσ), t,N\Ψ−1(Mσ)). It follows that t : N → U˜ is a
biholomorphism and then (U˜ ,O′
U˜
) and (N,ON) are isomorphic. 
Example 3.1. Set D˜ := {(z,w) ∈ C×C : w2 = z} and let c : D˜ → C be the map
induced by the projection (z,w) 7→ z. Then (D˜,c,C) is a 2-sheeted analytic cover with
ramification divisor {z = 0}. Let us define for every (z,w) ∈ C2 the polynomial h(z,w) =
(z− 1)w. Then h ∈ O′(D˜) and separates the preimages of z = −1 since h(−1, i) = −2i
and h(−1,−i) = 2i but does not separate the preimages of z = 1 because h(1,1) =
h(1,−1) = 0. Let ω(z,ζ) be the Weierstrass polynomial of h defined in 3.3 i.e., ω(z,ζ) =
[ζ− (z−1)w] [ζ+ (z−1)w] = ζ2− z(z− 1)2 and M := {(z,ζ) ∈ C2 : ω(z,ζ) = 0}. Set
σ = {z ∈ C : z(z−1)2 = 0}= {0,1}.
One obtains that the map
Φ : D˜ −→ M
(z,w) 7−→ (z,(z−1)w)
is well defined, continuous, surjective and the restriction of Φ over M\({1,0}) is injec-
tive. Since Φ−1(1,0) = {(1,1); (1,−1)} the map Φ : D˜ → M is not globally injec-
tive. It follows that (D˜,Φ,M) and (M, Id,M) are two different extensions of the cover(
D˜\{(1,1),(1,−1)},Φ,M\{(1,0)}
)
over M . This happens because {(1,0)} locally sepa-
rate M . Indeed let U be a small disk centered at z = 1 which does not contain 0 and
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f(z) a branch of 2
√
z on U . Then M ∩ (U ×C) can be decomposed into the union of the
branches :
M1 := {ζ−f(z)(z−1) = 0} and M2 := {ζ+f(z)(z−1) = 0}.
which may intersect when f(z)(z− 1) = 0 i.e., at (1, i). Therefore M ∩ (U\σ×C) is not
connected.
4. Thullen type extension of analytic covers
We give in this section some extension theorems for analytic covers. Let us start with
the following result, see Proposition 3.3 in [DG].
Lemma 4.1. Let X˜ be a topological space, X be a normal complex space and c : X˜ →X
be a continuous map. Then (X˜,c,X) is an analytic cover if and only if for every z ∈ X
there exists an open neighbourhood U ⊂ X of z and an analytic cover (U,pi,V ) over a
domain V ⊂ Cn such that the composed map (U˜ ,pi◦c,V ) is again an analytic cover where
U˜ := c−1(U).
Proof. The condition is obviously necessary. Let us prove the converse. Let SingX
be the singular locus of X, S˜ := c−1(SingX)) and z ∈ X\Sing (X). Let (U,pi,V ) be
an analytic cover as in the formulation of the lemma. Since (U˜ ,pi ◦ c,V ) is an analytic
cover the fact that c−1(U) = (pi ◦ c)−1(V ) implies that the restriction (X˜\S˜,c,X\SingX)
is an analytic cover. We let R denote its ramification locus. Since X is normal one has
codimSingX ≥ 2 and R ⊂ X\SingX uniquely extends to a proper analytic set R ⊂ X
which does not locally separate it, see Theorem 9.4.2 in [GR3]. It implies that (X˜,c,X)
is an analytic cover of ramification locus R.

A consequence of Grauert-Remmert and Stein Theorems is the following extension
result for analytic covers.
Theorem 4.1. Let (X˜0,c0,X\R) be a finite regular analytic cover where X and X˜0 are
normal complex spaces and R is a proper analytic subset in X which does not locally
separate it. Then there exists a unique normal complex space X˜1, a unique imbedding
i˜ : X˜0→ X˜1 and an analytic cover (X˜1,c1,X) such that the diagram (2.1) is commutative
i.e., c1 ◦ i˜ = c0.
Proof. According to Theorem 2.1 there exist a unique locally compact Hausdorff topo-
logical space X˜1, a unique imbedding i˜ : X˜0 → X˜1 and a unique continuous surjective
proper zero-dimensional map c1 : X˜1→Xsuch that the diagram (2.1) is commutative and
R˜ := c−1(R) does not locally separate X˜1. If X is a domain of Cn, Theorem 3.3 implies
that X˜1 inherits a structure of normal complex space and the result follows.
We suppose now that X is a normal complex space. Let z ∈ X. There exist an open
subset U of X containing z, an open polydisk V ⊂ Cn and an analytic cover (U,pi,V ) of
ramification divisorRV . According to Lemma 4.1 it is sufficient to prove that (U˜ ,pi◦c1,V )
is an analytic cover where U˜ := c−11 (U). Let Sing (X) denote the singular locus of X. Since
pi is proper Theorem of Remmert implies that pi(R∪Sing (X)) is analytic in V . The set
R1 := RV ∪pi(R∪Sing (X)) is analytic in V and does not locally separate it. The map
pi ◦ c1 induces also a finite regular cover over V \R1. According to the result proved
above it uniquely extends to an analytic cover (V˜ ,cV ,V ) over the whole of V . The fact
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that pi ◦ c1 : U˜ → V is a continuous surjective proper zero-dimensional map implies by
uniqueness of Theorem 2.1 that there exists a homeomorphism Φ : U˜ → V˜ such that
pi ◦ c1 = cV ◦Φ. That homeomorphism becomes a biholomorphism and it follows that
(U˜ ,pi ◦ c1,V ) is an analytic cover.

Remark 4.1. In the assumptions of Theorem 4.1 the space X˜1 is connected if X˜0 is
connected, see Remark 2.2 (c).
Corollary 4.1. Let X be a normal complex space and A⊂X be a proper analytic subset
which does not locally separate it. Let (X˜0,c0,X\A) be an analytic cover with ramification
locus R ⊂ X\A. Assume that R extends to an analytic subset R of X which does not
locally separate it. Then (X˜0,c0,X\A) uniquely extends to an analytic cover (X˜1,c1,X)
over the whole of X.
Proof. We set Y := X\R and Y˜ := c−10 (Y ). The restriction c0 Y˜ : Y˜ → Y induces
a finite regular cover which uniquely extends to an analytic cover (X˜1,c1,X) according
to Theorem 4.1. One obtains two analytic covers (X˜0,c0,X\A) and (c−11 (X\A),c1,X\A)
which extend (Y˜ ,c0,Y ). By uniqueness they are equivalent and we can find a holomorphic
imbedding Φ : X˜0 ↪→ X˜1 such that c1 ◦Φ = c0. Then (X˜1,c1,X) also extends the cover
(X˜0,c0,X\A).

Proof of Thullen type extension. Now let us deduce the Thullen-type extension Theorem
4 from Introduction. Let R ⊂ X0 be the ramification locus of the cover (X˜0,c0,X0).
According to the Thullen-Remmert-Stein Theorem (see [Si]) the closure R of R in X is a
proper analytic set which does not locally separate X. Set Y := X\R and Y˜ := c−10 (Y ).
Then (Y˜ ,c0,Y ) is a finite regular cover. According to Theorem 4.1 it uniquely extends
to a cover (X˜,c,X) over the whole of X. By uniqueness of the extension it implies that
(X˜,c,X) extends (X˜0,c0,X0).

Remark 4.2. The fact that Thullen type extension holds for analytic covers follows
from the fundamental papers of K. Stein [St] and Grauert-Remmert [GR2] is known to
the experts, see for example [DG]. But a complete proof to our best knowledge cannot
be found in one place in the literature. Therefore we give in this paper a reasonably
self-contained proof of the results stated above.
5. Extension by the extension of the ramification divisor
In this section we prove Theorem 1 from the Introduction. Set Y1 := D1\R1, Y0 =
D0\R0, R˜0 := c−10 (R0) and Y˜0 := D˜0\R˜0 so that (Y˜0,c0,Y0) is a finite regular cover. Fix
z∗ ∈ Y0 and let w∗ ∈ Y˜0 be a fixed preimage of z∗ by c0. For every path α starting at z∗
we let c∗0α denote the lifted path of α starting at w∗. Let i∗ : pi1(Y0, z∗) → pi1(Y1, z∗) be
the canonical morphism and K := {[γ] ∈ pi1(Y0, z∗) : c∗0γ is closed in Y˜0} be the subgroup
defined in Remark 2.1.
Definition 5.1. Let α1z∗z, α
2
z∗z be two paths from z∗ to z ∈ Y1. We say that α1z∗z ∼ α2z∗z if
α2z∗z ·
(
α1z∗z
)−1 ∈ i∗(K).
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In other words two paths α1z∗z and α
2
z∗z based at z∗ are equivalent if α
2
z∗z ·
(
α1z∗z
)−1
is
homotopic inside Y1 to a loop γ ⊂ Y0 such that its lifted path based at some preimage of
z∗ is closed. Note that in general a loop γ ⊂ Y0 starting at z∗ may be homotopic inside Y1
to the constant path while its lifted path by c0 based at any preimage of z∗ is not closed.
This definition gives an equivalence relation between paths in Y1. The equivalent class of
a path αz∗z in Y1 starting at z∗ is denoted by [αz∗z]. If α
1
z∗z and α
2
z∗z are homotopic inside
Y1 then they are equivalent in the sense of Definition 5.1 . Set Y˜1 := {[αz∗z] : z ∈ Y1} and
c1([αz∗z]) = z. The map c1 : Y˜1→ Y1 is obviously well-defined.
We define a topology on Y˜1 as follows. A subset U˜ of Y˜1 is a neighbourhood of [αz∗z] if
there exists a contractible open set U containing z in Y1 such that
{[αz∗z ·β] : β is a path in U starting at z} ⊂ U˜ .
Y˜1 becomes a connected topological space and the map c1 is open and continuous.
Let us prove that Y˜1 is Hausdorff. Let [α
1
z∗z1 ] 6= [α2z∗z2 ]. We shall prove there exist two
disjoints neighbourhoods U˜1 of [α
1
z∗z1 ] and U˜2 of [α
2
z∗z2 ] in Y˜1. The case z1 6= z2 is obvious
so we can suppose that z1 = z2 = z. Let U be an open contractible neighbourhood of z
and suppose that there exist z˜ ∈ U and two paths β1zz˜,β2zz˜ between z and z˜ in U such that[
α1z∗z ·β1zz˜
]
=
[
α2z∗z ·β2zz˜
]
. (5.1)
The following equality holds in pi1(Y1, z∗)[
α2z∗z ·β2zz˜ ·
(
α1z∗z ·β1zz˜
)−1]
pi1(Y1,z∗)
=
[
α2z∗z ·
(
α1z∗z
)−1]
pi1(Y1,z∗)
and (5.1) implies that α2z∗z ·
(
α1z∗z
)−1 ∈ i∗(K). Hence [α1z∗z1 ] = [α2z∗z2 ] which gives us a
contradiction. Then U˜1 := {[α1z∗z · β] : β ⊂ U} and U˜2 := {[α2z∗z · β] : β ⊂ U} are the
desired open sets. Y˜1 is a Hausdorff topological space.
Let us prove that (Y˜1,c1,Y1) is a regular topological cover. Fix z ∈ Y1 and let
{
[αiz∗z]
}
i∈I
be the preimages set of z by c1 where I is at most countable. Let U be a contractible
open neighbourhood of z in Y1. One obtains that
c−11 (U) =
⋃
i∈I
{[αiz∗z ·β] : β is a path in U starting at z}.
The fact that U is contractible implies that the previous union is disjoint. Therefore c1 is
a regular cover and Y˜1 inherits a structure of complex manifold.
For every w ∈ Y˜0 we set i˜(w) := [c0 ◦λw∗w] where λw∗w is a path joining w∗ and w in
Y˜0. Then by construction of the equivalence relation the map i˜ : Y˜0→ Y˜1 is well-defined,
continuous and verifies c1 ◦ i˜ = c0. Let us prove that its restriction on the fiber c−10 (z∗) is
surjective onto c−11 (z∗). Let [α] be a preimage of z∗ by c1. Since i∗ : pi1(Y0, z∗)→ pi1(Y1, z∗)
is surjective the loop α is homotopic inside pi1(Y1, z∗) to γ ⊂ Y0. It follows that α and
γ are equivalent in the sense of Definition 5.1 . Denoting w := c∗0γ(1) one deduces that
i˜(w) = [γ] = [α] and i˜ : c−10 (z∗) → c−11 (z∗) is surjective. By using the lifting property
of regular covers one obtains that i˜ : Y˜0 → c−11 (Y0) is surjective. In this case (Y˜1,c1,Y1)
is a finite regular cover with b1 sheets where b1 denotes the cardinal of c
−1
1 (z) which
doesn’t exceed b0. := #I ≤ b0. By Theorem 4.1 and Remark 4.1 it uniquely extends to
b1-sheeted connected analytic cover (D˜1,c1,D1) over D1. Let us prove that i˜ : Y˜0 → Y˜1
can be extended to D˜0. Fix w0 ∈ R˜0 and set z0 := c0(w0). Let U˜ be an open connected
neighbourhood of w0 inside D˜0 such that U˜\R˜0 is connected and let V˜ be a connected
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component of c−11 (U) inside D˜1 such that i˜ : U˜\R˜0→ V˜ is holomorphic, where U := c0(U˜).
After shrinking U˜ we can suppose that V˜ is biholomorphic to an analytic subset A of
some bounded domain Ω⊂ Cm. Then one can replace i˜ by m bounded holomorphic maps
i˜k : U˜\R˜0 → C (k = 1, . . . ,m). By normality of U˜ ⊂ D˜0 every i˜k can be extended to a
holomorphic function i˜k : U˜ → C. The map (˜i1, . . . , i˜m) : U˜ → A extends i˜ : Y˜0→ Y˜1 on the
whole of D˜0. Denoting by i˜ that extension one obtains that i˜ : D˜0 → D˜1 is holomorphic
and diagram 1.1 is commutative. The first statement of Theorem 1 is proved.
Let us prove statement (ii). If b1 = b0 the restriction of the map i˜ : Y˜0→ Y˜1 on the fiber
c−10 (z∗) becomes bijective onto c
−1
1 (z∗). It follows that i˜ : Y˜0→ Y˜1 is globally injective and
(D˜1,c1,D1) is an extension in the strong sense of (D˜0,c0,D0) over D1.
Let (D˜′1,c
′
1,D1) be another connected extension of (D˜0,c0,Y0). We shall proved that
the number of its sheets can not be larger than b1 i.e., (D˜1,c1,D1) is the unique maximal
analytic cover which extends (D˜0,c0,D0). There exists a holomorphic map i˜
′ : D˜0 → D˜′1
such that the following diagram
D˜′1
c′1

D˜0
i˜ //i˜
′
oo
c0

D˜1
c1

D1 D0
 
i
//? _
i
oo D1
is commutative i.e., c′1 ◦ i˜′ = c0 = c1 ◦ i˜. Set Y˜ ′1 := c
′−1
1 (Y1). The restriction c
′
1 = c
′
1 Y˜ ′1
:
Y˜ ′1 → Y1 is a regular analytic cover over Y1. Let ζ ′∗ be a preimage of z∗ by c′1. We shall
prove the following
Lemma 5.1. Let α1, α2 be two equivalent paths in the sense of Definition 5.1 . Then its
lifted path c′∗1
(
α2 ·α−11
)
starting at ζ ′∗ is closed.
Proof of Lemma 5.1. Let γ ⊂ Y0 be a loop such that α2 ·α−11 is homotopic inside Y1 to γ
and such that c∗0γ is closed. Since c
′
1 ◦ i˜′ = c0 it follows that c′∗1 γ is closed and one deduces
that c′∗1
(
α2 ·α−11
)
is closed. Lemma 5.1 is proved.

Now let us prove statements (iii) and (iv). Let α⊂ Y1 be a path starting at z∗. By the
previous Lemma the map
Ψ : Y˜1 −→ Y˜ ′1
[α] 7−→ c′∗1 α(1)
is well-defined, continuous, surjective and it verifies c′1 ◦Ψ = c1. Hence (Y˜ ′1 ,c′1,Y1) is a
finite regular cover and the number b′1 of its sheets can not be larger than b1. Remark
that if b′1 = b1 the restriction Ψ : c
−1
1 (z) → c
′−1
1 (z) on every fiber is a surjective map
between finite sets with b1 elements. It is injective and Ψ : Y˜1 → Y˜ ′1 becomes bijective.
Its inverse is holomorphic given by Ψ−1 : ζ ∈ Y˜ ′1 7→
[
c′1 ◦ α˜ζ′∗ζ
]
where α˜ζ′∗ζ is path between
ζ ′∗ and ζ inside Y˜
′
1 . One deduces that Ψ is a biholomorphism which uniquely extends to
a biholomorphic map Ψ : D˜1→ D˜′1 such that c′1 ◦Φ = c1.

Remark 5.1. In the assumptions of Theorem 1 if the analytic cover (D˜0,c0,D0) is Galois
then (D˜1,c1,D1) is Galois.
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The following example is well known. It shows that an analytic cover can be extended
only by gluing the sheets. Remark that the branching divisor in it is empty.
Example 5.1. Take as X = C2 \R2 and as X˜ a b-sheeted regular analytic cover of X.
It cannot be extended over any point of R2 in the strong sense because holomorphic
functions on this X˜ do not separate points. But it obviously extends to a trivial cover
(C2, Id,C2) after “gluing the sheets”.
6. Extension of analytic covers over a polydisk
6.1. Lemma of Picard-Simart. The following statement is due to [PS]. It is proved in
[Ni].
Lemma 6.1. Let ∆n ⊂ Cn be the unit polydisk and Γ := {|w|< 1} ⊂ C be the unit disk.
Let R be a one-codimensional analytic subset of ∆n×Γ such that R∩ (∆n× ∂Γ) = ∅.
Then there exists a proper analytic subset σ ⊂ ∆n such that for every z∗ ∈ ∆n\σ any
one-dimensional closed curve γ in (∆n×Γ)\R can be continuously deformed to a closed
curve in ({z∗}×Γ)\R.
By using the methods of the proof of Lemma 6.1 given by [Ni] one deduces a more
precise statement about surjectivity of the natural map between fundamental groups.
Theorem 6.1. In the assumptions of Lemma 6.1 there exists a nowhere dense subset
A⊂∆n such that for every z∗ ∈∆n\A and every Z∗ = (z∗,w∗) ∈ (∆n×Γ)\R the natural
homomorphism
i∗ : pi1 [({z∗}×Γ)\R,Z∗]→ pi1 [(∆n×Γ)\R,Z∗]
is surjective i.e., every loop γ in (∆n×Γ)\R starting at Z∗ is homotopic to some path
γ∗ ⊂ ({z∗}×Γ)\R within the loops starting at Z∗.
Proof. We denote the standard coordinates in Cn+1 as z = (z1, . . . , zn) = (x1+iy1, . . . ,xn+
iyn) ∈ ∆n and w = u+ iv ∈ Γ. By the hypothesis on R there exists a monic Weierstrass
polynomial
P (z,w) = wν +
ν∑
i=1
ai(z)w
ν−i
such that ai is holomorphic on ∆
n, P (z,w) has no multiple factor and
R= {(z,w) ∈∆n×Γ : P (z,w) = 0}.
Since ∆ is biholomorphic to the square {z = x+ iy ∈ C : −1< x < 1 and −1< y < 1} we
may assume that ∆n is the cube. Set σ := {z ∈∆n : DiscrwP (z,w) = 0}. The following
statement is proved in [Ni] as Lemma 2.9.
Lemma 6.2. LetD be a domain of Cn+1 whose coordinates are denoted as z = (z1, . . . , zn) ∈
Cn and w ∈ C. Let R = {f(z,w) = 0} be an analytic hypersurface of D. There exists a
linear transformation ϕ of Cn+1 such that in the coordinates (z′,w′) = ϕ(z,w) one has
∀(a′1, . . . ,a′n, b′) ∈ Cn+1
[
f ◦ϕ−1(a′1, . . . ,a′n, b′) = 0⇒ f ◦ϕ−1(a′1, . . . ,a′n,w′) 6≡ 0
]
.
We prove Theorem 6.1 by induction.
Case n= 1. According to Lemma 6.2 we can suppose after taking a linear transformation
that R does not contain any complex hyperplane of the form w = d where d ∈ Γ is
constant. The set σ ⊂ ∆ consists of a countable number of points Ak = A′k + iA′′k,k ∈ N.
18 Section 6
Set A := {x+iy ∈∆ : ∃k ∈ N x= A′k or y = A′′k}. Let Z∗ = (x∗,y∗,u∗,v∗) ∈ (∆×Γ)\R be
such that x∗+iy∗ /∈ A and γ be a loop in (∆n×Γ)\R starting at Z∗. We can suppose that
γ is a real analytic path and its projection onto every real axis x, y, u and v is not reduced
to a single point. For every M = (xM ,yM ,uM ,vM) ∈ γ we set XM := {y = yM}∩∆ and
we let XM denote the cylinder XM ×Γ. We have the following.
Lemma 6.3. For every M = (xM ,yM ,uM ,vM) ∈ γ we can find a real one-dimensional
open line segment L(M)⊂XM containing M of the form
L(M) := {(x,yM ,uM +αM(x−xM),vM +βM(x−xM)) : x ∈ [−1,1]} (6.1)
where αM and βM are real constants and such that :
(1) L(M)∩R=∅ and
(2) L(M)∩ [{|x| ≤ 1}×{yM}×∂Γ] =∅.
Let M0 ∈ γ and let α0 and β0 be the real constants in the definition of L(M0). There
exists a subarc [M ′0M
′′
0 ] of γ which contains M0 as an interior point and such that for
every M ∈ [M ′0M ′′0 ] we can take αM = α0 and βM = β0 in the definition (6.1) of L(M).
By compactness of γ we can find a finite number of points M0,M1, . . . ,Mq such that:
• γ =⋃q−1i=0 [MiMi+1],
• M0 =Mq = Z∗ and
• for every point M ∈ [MiMi+1] we can take αM = αi and βM = βi where αi,βi
correspond to the definition of L(Mi) in (6.1).
If M ∈ [Mi,Mi+1] the line segment L(M) is denoted by Li(M). We denote Mi =
(xi,yi,ui,vi). Since the projection of γ on the axes x and y does not reduce to a point
we can suppose after a small perturbation that Mi /∈ A×Γ for i = 1, . . . , q. For every
M = (xM ,yM ,uM ,vM) ∈ [MiMi+1] we define its projection to the real hyperplane {x= x∗}
pi(M) := Li(M) x=x∗ = (x∗,yM ,uM +αi(x∗−xM),vM +βi(x∗−xM)).
Set p′i := pi(Mi) and p
′′
i := pi(Mi+1). Remark that every Mi has two projections p
′
i and
p′′i−1 in {x∗,yi}×Γ. We can continuously deform the arc [MiMi+1] to the arc [p′ip′′i ] :=
{pi(M) : M ∈ [Mi,Mi+1]} in such a way that M ∈ [MiMi+1] moves to pi(M) along
Li(M), see Figure 1. By hypothesis on Li(M) this deformation is in (∆×Γ)\R. Since
p′0 = p
′′
q−1 = Z∗ the arc [M0M1] can be deformed to [M0p
′′
0] within the paths starting at
M0. Likewise [Mq−1M0] can be deformed to [p′q−1M0] within the paths ending at M0. Let
λ′i be the path between p
′′
i−1 and Mi on the segment Li−1(Mi) and λ
′′
i a path between Mi
and p′i on Li(Mi). Then denoting λi := λ
′
i ·λ′′i ⊂ XMi\R one obtains that γ is homotopic
in (∆×Γ)\R to the loop
γˆ := [M0p
′′
0] ·λ1 · [p′1p′′1] · · ·λq−1 · [p′q−1M0]
within the loops starting at M0 = Z∗.
We have the following.
Lemma 6.4. Let D :=]−1,1[×Γ⊂ R3 be a cylinder and Lj : (t,uj(t),vj(t)) a smooth arc
in D (j = 1, . . . ,ν). We make the following assumptions.
(1) Lj ∩ ([−1,1]×∂Γ) =∅ for every j = 1, . . . ,ν and
(2) Lj ∩Lk =∅ if j 6= k.
Set L := ⋃νj=1Lj and let γ be a path in D\L such that γ(0),γ(1) ∈ {t0}×Γ for some
t0 ∈]−1,1[. Then γ is homotopic to a path γ˜ ⊂ {t0}×Γ within the paths starting at γ(0)
and ending at γ(1).
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Figure 1.
The proof of this Lemma consists in observing that there exists a homeomorphism
Φ :D→D such that
• ∀t ∈]−1,1[ Φ({t}×Γ) = {t}×Γ,
• Φ(Lj) =]−1,1[×{(aj, bj)} where (aj, bj) 6= (ak, bk) if j 6= k and
• the restriction Φ : {t0}×Γ→{t0}×Γ is the identity mapping.
On deduce that we can deform γˆ in (∆×Γ)\R to a closed curve γ˜ in Y(z∗)\R where
Y(z∗) := (∆×Γ)∩{x= x∗}.
Indeed since (xi,yi) /∈ A we have XMi∩σ =∅. Then R∩XMi consists of an union of ν real
analytic arcs Lj verifying the assumptions of Lemma 6.4. Moreover for every i ∈ {1, . . . , q}
λi(0) = p
′′
i−1 ∈ {x∗,yi}×Γ and λi(1) = p′i ∈ {x∗,yi}×Γ. Since λi does not intersect R
Lemma 6.4 implies that for every i= 1, . . . , q−1 there exists a path λ˜i ⊂ ({x∗,yi}×Γ)\R
starting at p′′i−1 and ending at p
′
i such that λi is homotopic to λ˜i inside XMi\R with the
same initial and terminal points. Thus γ is homotopic in (∆×Γ)\R to
γ˜ := [M0p
′′
0] · λ˜1 · [p′1p′′1] · · · λ˜q−1 · [p′q−1M0]⊂ Y(z∗)\R.
The last thing is to prove that γ˜ can be deformed to a close path γ∗ in {x∗,y∗}×Γ. But
this is an application of Lemma 6.4 to γ˜ by taking t = y. Theorem 6.1 is proved when
n= 1.
Case n≥ 2. Let z∗ = (z∗1 , . . . , z∗n) ∈∆n\σ where z∗n = x∗n+iy∗n. According to Lemma 6.2 we
can suppose after taking linear transformation that R does not contain any complex lines
of the form {z1 = c1, . . . , zn−1 = cn−1,w = d} where (c1, . . . , cn−1) ∈ ∆n−1 and d ∈ Γ are
constants. Let γ be a closed curve starting at Z∗ = (z∗,w∗) ∈ (∆n×Γ)\R. As previously
we can suppose that γ is real analytic of the form γ(t) = (φ(t),χ′(t),χ′′(t),ψ′(t),ψ′′(t))
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where φ : [0,1] → ∆n−1 and χ′,χ′′,ψ′,ψ′′ : [0,1] →]− 1,1[ are real analytic functions
such that the projection of γ onto every axis x1,y1, . . . ,xn,yn,u and v is not reduced to a
single point. We shall prove there exists a nowhere dense subset A of ∆n such that the
assumption of the lemma is satisfied if z∗ /∈ A.
Fix M ∈ γ and denote M = (z′M ,xM ,yM ,uM ,vM) = (φ(s),χ′(s),χ′′(s),ψ′(s),ψ′′(s)). Set
XM := {(φ(s),x,χ′′(s)) ∈ ∆n : −1 ≤ x ≤ 1} and XM := XM ×Γ. There exists a real
one-dimensional segment L(M)⊂XM containing M of the form
L(M) := {(z′M ,x,yM ,uM +αM(x−xM),vM +βM(x−xM) : −1≤ x≤ 1} (6.2)
where αM and βM are real constants such that
(1) L(M)∩R=∅ and
(2) L(M)∩ [{z′M}×{|x| ≤ 1}×{yM}×∂Γ] =∅.
Set Λx∗n := ∆
n−1×{x∗n}×{|yn| ≤ 1}×Γ, YM(z∗) := {(φ(s),x∗n,y) ∈∆n : −1≤ y ≤ 1}×Γ
and Y˜γ =
⋃
M∈γYM(z∗). According to the method used in the proof of the case n= 1 there
exists a nowhere dense subset A′ ⊂ {|xn| < 1, |yn| < 1} such that for every (x∗n,y∗n) /∈ A′
the curve γ is homotopic to a closed path γ˜ : t 7→ (φ(t),x∗n,y(t),u(t),v(t)) in Y˜γ\R where
y(t),u(t) and v(t) are continuous.
Then γ˜ can be deformed in Λx∗n\R to a curve γˆ in
(⋃
M∈γ{(φ(t),x∗n,y∗n)}×Γ
)
\R.
Denoting Λn−1 := ∆n−1×{z∗n}×Γ and Rn−1 :=R∩Λn−1 one obtains that γˆ ⊂ Λn−1\Rn−1
and the proof of the Lemma reduces to the case n− 1. By induction Theorem 6.1 is
proved.

6.2. Proof of Theorem 2. We prove in this section Theorem 2 from Introduction.
According to Theorem 6.1 there exists z∗ ∈ D0\R such that the natural morphism
i∗ : pi1(D0\R, z∗) → pi1(∆n\R, z∗) is surjective. By Theorem 1 one obtains Theorem
2.(i). The second part of the Theorem is a particular case of the following statement, see
Theorem 6.3
Theorem 6.2. Let (D˜,c,D) and (D˜′,c′,D) be 2-sheeted connected analytic covers over a
domain D ⊂ Cn with the same ramification divisor R⊂D. Then the covers are equivalent
i.e., there exists a biholomorphic map i˜ : D˜→ D˜′ such that c′ ◦ i˜ = c.
Proof. The proof consists from the following steps.
Step 1 : Let us prove the result when D = ∆n is the unit polydisk and R is such that
R∩(∆n−1×∂∆) =∅. The divisorR is the zero set of a Weierstrass polynomial of degree ν
with respect to zn. According to Theorem 6.1 there exists z
′
∗ ∈∆n−1 such that the natural
morphism i∗ : pi1(∆z′∗\R, z∗) → pi1(D\R, z∗) is surjective where z∗ = (z′∗, zn) ∈ D\R and
∆z′∗ := z
′
∗×∆. Set Y˜ := c−1(D\R) and Y˜ ′ := c′−1(D\R). Let w∗ ∈ Y˜ and w′∗ be some
preimages of z∗ by c and c′ respectively. The point z′∗ has been chosen so that ∆z′∗ ∩R
is a finite set of ν elements {a1, . . . ,aν}. Fix i ∈ {1, . . . ,ν} and take a neighbourhood Ui
of ai inside ∆z′∗ such that c
−1(Ui\R) is connected. Let zi ∈ Ui \R. The generator [αi]
of pi1(Ui\R, zi) ' Z is such that the lift of αi at any preimage of zi by c and c′ is not
closed. Let λi be a path between z∗ and zi inside ∆z′∗\R and define γi := λi ·αi ·λ−1i . By
construction the lift γ˜i of γi starting at w∗ by c is not closed. By using the same argument
one obtains that the lift γ˜′i by c
′ starting at w′∗ is not closed. Moreover pi1(∆z′∗\R, z∗) is
the free group generated by {[γ1], . . . , [γν ]}. It is easy to prove by induction that the lift
of any loop γn1i1 · · ·γnsis ⊂∆z′∗\R by c is closed if and only if n1 + · · ·+ns is even.
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One deduces that if two paths γn1i1 · · ·γnsis and γm1j1 · · ·γ
ms′
jq
are homotopic inside D\R
then n1 + · · ·+ ns− (m1 + · · ·+ms′) is even. Moreover Theorem 6.1 implies that every
loop γ in D\R starting at z∗ is homotopic inside D\R to γn1i1 · · ·γnsis ⊂ ∆z′∗\R for some
nj ∈ Z∗ (j = 1, . . . , s). According to the previous remark one deduces that the parity of
n1+ · · ·+ns does not depend of the choice of such a decomposition. Then c∗α is closed if
and only if n1 + · · ·+ns is even. In particular the lift c∗α of any loop α ⊂ D\R by c is
closed if and only if c
′∗α is closed. The regular covers (Y˜ ,c,D\R) and (Y˜ ′,c′,D\R) are
equivalent and according to Theorem 4.1 and Remark 4.1 the result follows.
Step 2 : We need to prove the following.
Lemma 6.5. In the assumptions of Theorem 6.2 for every p ∈R there exist a neighbor-
hood Up of p inside D and zp ∈ Up\R such that the fundamental group pi1(Up \R, zp) is
generated by νp loops γ1, . . . ,γνp based at zp. Moreover for every j = 1, . . . ,νp and for any
two preimages wp and w
′
p of zp by c and c
′ respectively the lifts c∗γj, c
′∗γj based at wp and
w′p respectively are not closed.
Proof. Fix p ∈ R. One can find a complex line L containing p and a neighbourhood ∆
of p inside L such that ∆∩R= {p}. Take a complex orthogonal direction L⊥ of L at p in
Cn and let z = (z1, . . . , zn) be the coordinates chart corresponding to L⊥×L. There exists
ε > 0 such that ∆n−1ε ×∆⊂D and (∆n−1ε ×∂∆)∩R=∅. By using the construction used
in the previous step one deduces the result. 
Remark that the open sets Up in the lemma can be chosen so that {Up : p ∈ R} is an
open covering of D.
Step 3 : Proof of Theorem 6.2 Fix z∗ ∈ D\R and let w∗,w′∗ be two preimages of z∗ by c
and c′ respectively. Let α be a loop inside D\R at z∗. According to the previous step
there exists a finite number of points p1, . . . ,pN in R such that α ⊂ (U1∪·· ·∪UN)\R
where Uk := Upk (k = 1, . . . ,N) is the open set defined in Lemma 6.5. One can find a
decomposition α = α1 · · ·αq where αi is a path inside some Uk(i) \R where 1 ≤ k(i) ≤ N
such that αi(1) = αi+1(0), i = 1, . . . , q− 1. Fix i ∈ {1, . . . , q} and take a point zi ∈ Ui \R
which verifies the assumptions of Lemma 6.5. Let λi (respectively µi) be a path inside
Ui\R between αi(0) and zi (respectively between αi(1) and zi). According to the previous
lemma the loop λ−1i ·αi ·µi based at zi is homotopic inside Ui \R to some γni,1i,j1 · · ·γ
ni,si
i,jsi
where γi,jk verifies the assumptions of the previous lemma and ni,k ∈ Z (1≤ k ≤ si). Such
a decomposition of λ−1i ·αi · µi is not unique but one can prove like in Step 1 that the
parity of ni,1 + · · ·+ni,si is constant. Moreover the lift of λ−1i ·αi ·µi is closed if and only
if ni,1 + · · ·+ni,si is even. Finally one deduces that α is homotopic inside D\R to
λ1
(
γ
n1,1
1,j1
· · ·γn1,s11,js1
)
µ−11 λ2
(
γ
n2,1
2,j1
· · ·γn2,s22,js2
)
· · ·µ−1q−1λq
(
γ
nq,1
q,j1
· · ·γnq,sqq,jsq
)
µ−1q .
By induction one can see that if that decomposition is homotopic to the constant path
inside D \R then
S :=
q∑
i=1
si∑
k=1
ni,k
is even. Then the parity of this sum is independant of the choice of such a decomposition
for α. Finally one can prove that the lift of α is closed if and only if S is even. Theorem
6.2 is proved.

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Theorem 6.3. Let D0 be a domain and (D˜0,c0,D0) be a 2-sheeted connected analytic
cover with ramification divisor R0 ⊂ D0. Suppose that R0 extends to a globally defined
hypersurface R1 in D1 ⊃ D0 i.e., there exists a holomorphic function f ∈ O(D1) be such
that R1 := {z ∈D1 : f(z) = 0}. Then the cover (D˜0,c0,D0) uniquely extends in the strong
sense to a 2-sheeted connected analytic cover over D1 with ramification divisor R1.
Proof. One can choose f ∈ O(D1) of multiplicity one such that R˜′ := {(0, z) ∈ C×D1 :
f(z) = 0} does not locally separate D˜′1 := {(ζ,z) ∈ C×D1 : ζ2 = f(z)}. Then (D˜′1,c′,D1)
is a 2-sheeted analytic cover where c′ : D˜′1→D1 is induced by the projection C×D1→D1.
By Theorem 6.2 the restriction of this cover over D0 is equivalent with (D˜0,c0,D0). One
deduces the result. 
Theorem 2.(ii) is a direct consequence of the previous Theorem.
7. Hartogs type extension of analytic covers
Recall that a smooth real valued function ρ in an open set Ω ⊂ Cn is called (n− q)-
convex at point z∗ ∈ Ω if its Levi form Lρ(z∗) has at least q+ 1 positive eigenvalues. Let
us prove Theorem 3 from Introduction. It consists from the following steps.
Step 1 : Let us prove the following result.
Lemma 7.1. Let q ≥ 2 and M = {ρ = 0} be a smooth strongly (n− q + 1)-convex
hypersurface in a domain D ⊂ Cn. Set D+ = {ρ > 0} and let (D˜+,c0,D+) be a b0-sheeted
connected analytic cover over D+. Suppose that the ramification divisor R extends in a
neighbourhood of every p ∈ M . Then there exists a neighbourhood Up of p such that the
cover extends to a b1-sheeted connected analytic cover over D
+ ∪Up, where b1 ≤ b0. It
verifies properties (i),(ii),(iii) and (iv) in Theorem 1.
If q ≥ 3 such a hypersurface R always extends in ∆n, see Theorem 8.3 in [ST].
Proof. Let V be the neighbourhood where R extends. We may assume that p = 0 and
every branch of R in V contains 0. Let Σ be the complex tangent of M at 0. There
exists a non empty subspace S ⊂ Σ on which the complex Hessian of Lρ,0 is positive
definite. One can find a one-dimensional disk ∆ ⊂ D+ centered at 0 sufficiently close
to S such that ∆∩R = {0}. Take a complex orthogonal direction L of ∆ at 0 in Cn
and let z = (z1, . . . , zn) be the coordinates chart corresponding to L×∆. There exist
ε > 0 such that ∆n−1ε ×∆ ⊂ D and R∩ (∆n−1ε ×∂∆) = ∅. Moreover one can find a
polydisk W ⊂ ∆n−1ε such that W ×∆ ⊂ D+. By Theorem 2 the restriction of the cover
(D˜+,c0,D
+) over W ×∆ can be extended to a b1-sheeted connected analytic cover over
D+∪ (∆n−1ε ×∆) where b1 ≤ b0.

Step 2 : One obtains the following result.
Lemma 7.2. In the statements of Lemma 7.1 (D˜+,c0,D
+) extends to a bU -sheeted con-
nected analytic cover of D+∪U , where U =⋃p∈M Up and bU ≤ b0.
Proof. Let Up, Uq be polydisks inside D centered at p ∈M and q ∈M respectively such
that
(1) Up∩Uq ∩M 6=∅,
(2) (D˜+,c0,D
+) extends to a bp-sheeted cover (U˜p,cp,D
+∪Up) and
(3) (D˜+,c0,D
+) extends to a bq-sheeted cover (U˜q,cq,D
+∪Uq).
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Set W := Up∪Uq, W+ :=W ∩D+, U+p := Up∩D+ and U+q := Uq∩D+. It suffices to prove
that there exists an analytic cover over D+∪W which extends cp and cq. By construction
of Up and Uq there exists z∗ ∈ Up∩Uq ∩D+ such that the natural morphisms
ip,∗ : pi1(U+p \R, z∗)→ pi1(Up\R, z∗)
and
iq,∗ : pi1(U+q \R, z∗)→ pi1(Uq\R, z∗)
are surjective, see Theorem 6.1. Recall the following.
Lemma 7.3. Let X =X1∪X2 be an union of path-connected open sets such that X1∩X2
is path-connected. For every x∗ ∈X1∩X2 the natural homomorphism
pi1(X1,x∗)∗pi1(X2,x∗)→ pi1(X,x∗) (7.1)
is surjective. Here pi1(X1,x∗) ∗ pi1(X2,x∗) denotes the free product of pi1(X1,x∗) and
pi1(X2,x∗).
This is the “weakest” part of the proof of Van Kampen Theorem, see [Ha] for more
details. By Lemma 7.3 it implies that every loop α inside W\R is homotopic to αn11 · · ·αnpp
where nk ∈ Z and αk ⊂ U+p \R or αk ⊂ U+q \R, k = 1, . . . ,p. It follows that i∗ :
pi1 (W
+\R, z∗) → pi1 (W\R, z∗) and i∗ : pi1 (D+\R, z∗) → pi1 ((D+∪U)\R, z∗) are sur-
jective. By Theorem 1 there exists a bW -sheeted connected analytic cover over D
= ∪U
with ramification divisor R which extends (D˜+,c0,D+), where bW ≤ b0. Lemma 7.2 is
proved.

Step 3 : Now we need to exaust ∆n by smooth (n− q+ 1)-convex domains starting from
Hn,n−qr . The idea of the following construction is inspired by §3 from [Iv2]. For α > 0
consider the smooth function
ρα(w) =−|w1|2 + r
2
4
+
(
1− r
2
4
)
|w2|2α. (7.2)
Here Cn 3 w = (w1;w2) with w1 = (z1, . . . , zn−q), w2 = (zn−q+1, . . . , zn). Set
D+α = {w ∈∆n : ρα(w)> 0}, D−α := ∆n \ D¯+α (7.3)
and the hypersurface
Σα = {w ∈∆n : ρα(w) = 0} (7.4)
separating D+α from D
−
α , see Figure 2.
Lemma 7.4. i) For every α > 0 the hypersurface Σα is strictly (n−q+1)-convex in
∆n \{|w1| ≤ r2 ,w2 = 0}.
ii) For α sufficiently big the domain D+α is contained in H
n,n−q
r and⋃
α>0
D+α = ∆
n \
(
An−qr
2
,1 ×{0}
)
. (7.5)
Proof. The Levi form of ρε,α at w is
Lρ,α(w) =
( −2 ·1n−q 0
0
(
1− r2
4
)
H
)
(7.6)
24 Section 8
Figure 2. For α1 1 the hypersurface Σα1 (solid line) belongs to Hn,n−qr .
For α2 < 1 (dot line) Σα2 approaches {w2 = 0} when α2 ↘ 0. Those
hypersurfaces are smooth and strictly (n−q+1)-convex outside of the sphere
{|w1| ≤ ε/2,w2 = 0} (punctured line).
where H is the matrix of the Levi form of (zn−q+1, . . . , zn) 7→ (|zn−q+1|2 + · · ·+ |zn|2)α which
is strictly plurisubharmonic. This readily implies the assertion i) of the Lemma. Assertion
ii) is left to the reader.

Step 4. End of the proof. Applying Lemma 7.2 one deduces the set of α such that our
cover extends to a neighbourhood of D+α is a non-empty open closed subset of ]0,+∞[.
By Lemma 7.4 we extend the cover to ∆n \ (An−qr
2
,1 ×{0}
)
. According to Thullen type
extension Theorem 4 there exists a b1-sheeted connected analytic cover (D˜1,c1,∆
n) which
extends (H˜,c0,H
n,n−q
r ). By construction that cover verifies conditions (iii) and (iv) in
Theorem 1. Theorem 3.(i) is proved.
The second assertion is a consequence of Theorem 6.3. Indeed by Theorem of Rothstein
(see Corollary 2.19 in [Si]) the ramification divisor R0 of the cover uniquely extends to
an analytic hypersurface R1 ⊂ ∆n. Thus R1 is the zero set of a holomorphic function
f ∈ O(∆n). The cover (H˜,c0,Hn,n−qr ) also extends in the strong sense to a 2-sheeted
connected analytic cover over ∆n.

8. Examples
8.1. An exemple related to Theorem 1. We give in this section details about Example
1 from Introduction. Let m ≥ 4 be an integer and Xm be the configuration space of m
points in C, i.e., Xm is the space of unordered m-tuples (z1, ..., zm) of complex numbers.
It can be identified with Cm viewed as the space of monic polynomials of degree m.
Xm+
m−1∑
k=0
wkX
k (8.1)
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with coefficients being elementary symmetric functions on z1, .., zm. I.e., w0 = (−1)mz1...zm, ...,
wm−1 =−(z1 + ...+ zm) or, equivalently z1, ..., zm are the roots of (8.1). Denote by
R1 :=
{
w ∈ Cm : DiscrX
(
Xm+
m−1∑
k=0
wkX
k
)
= 0
}
(8.2)
the discriminant variety, i.e., the divisor of such w that the corresponding polynomial
has multiply roots. Or, in z-presentation such m-tuples (z1, ..., zm) where not all zj are
distinct. The discriminant variety has equation
R1 =
{
z ∈Xm :
∏
i<j
(zi− zj)2 = 0
}
. (8.3)
Set D1 := Xm. Fix a point p := (1, ...,1︸ ︷︷ ︸
n
,1 + 1
m
, ...,1 + m−n
m
) ∈ R1, here 3 6 n < m.
Fix a sufficiently small neighborhood D0 with center at p. One can suppose D0 is the
product of a polydisk ∆n with center at (1, . . . ,1) in Xn and a polydisk ∆
m−n centered
at (1 + 1
m
, ...,1 + m−n
m
). Set R0 := D0 ∩∆. Finally fix some z∗ ∈ D0 \R0. As it is well
known pi1(D1 \R1, z∗) = Bm the braid group with m strands, see [KT] for details. After
shrinkingD0 one has pi1(D0\R0, z∗) =Bn. Let g0 :Bn→ Sn be the natural homomorphism
onto the symmetric group of n elements. It defines a regular n-sheeted connected cover
c0 : D˜
′
0→D0\R0 over D0\R0, see Remark 2.1(b). By Theorem 4.1 it can be extended to
a n-sheeted connected analytic cover over D0 with ramification divisor R0. Suppose that
this cover extends to some n-sheeted connected analytic cover c1 : D˜1→D1 over D1 with
divisor R1. Then there should exist a homomorphism g1 :Bm→ Sn making the following
diagram commutative.
Bn
  i∗ //
g0

Bm
g1

Sn
Id // Sn
(8.4)
Here i∗ : Bn → Bm denotes the homomorphism induced by the natural inclusion i :
D0\R0→D1\R1.
Proposition 8.1. For (m,n) = (4,3) such g1 doesn’t exist.
Proof. Suppose the contrary. Let σ1,σ2,σ3 be the twist generators of B4 and denote
by ti = g1(σi) ∈ S3 their images under g1. Then applying g0 = g1 ◦ i∗ to σ1,σ2 we see
that we can suppose that t1 = (12) and t2 = (23). Moreover all twists in the braid
group are conjugate to each other. Indeed for every k = 1, . . . ,3 one has ckσ1c
−k = σk
where c = σ1 . . .σ4. It follows that all ti are conjugate as well. Therefore t3 should be a
transposition and, moreover, it should commute with t1 and t2. But no transposition in
S3 commutes with t1 and t2. Contradiction.

Remark 8.1. (a) One can prove more generally that such g1 doesn’t exist for m >
n> 3.
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(a) Construction of D0 (b) The cover over Cz∗
Figure 3.
(b) Since the diagram
Bn
  i∗ //
g0

Bm
g1

Sn
  i // Sm
(8.5)
is commutative the cover (D˜0,c0,D0) tautologically extends to a 5-sheeted con-
nected cover over D1. Here i : Sn ↪→ Sm denotes the standard monomorphism of
symmetric groups.
8.2. A non-extendible cover in the strong sense. We detail here Example 2 from
Introduction. The idea is inspired by the construction of the cover in Figure 3.
Fix z∗ 6= 0 in C and set Cz∗ := {z∗} × C, D1 := C2. Define R1 := {z1 = z22}.
The intersection R1 ∩ Cz∗ consists of two points a and b. Let (X˜,c0,Cz∗) be the 3-
sheeted analytic cover as shown in Figure 3(b). There exist two generators α1 and α2 of
pi1 (Cz∗\{a,b}, z∗) such that the lift of α := α1 ·α2 at some preimage z˜∗ of z∗ is open. Since
α is equivalent to the constant path inside D1\R1 it follows the cover can not be extended
to a 3-sheeted analytic cover over D1. However one can extend it over D0 := Ω×C where
Ω ⊂ C is a neighbourhood of z∗ such that pi1(D0\R1, z∗) = pi1(Cz∗\{a,b}, z∗), see Figure
3(a).
We give here an analytic definition of the cover (D˜0,c0,D0). Let f be a holomorphic
function on Ω := {z1 ∈ C : |z1−1|< 1} such that f(z1)3 = z1 and f(1) = 1. Set D0 :=
Ω×C,
D˜0 :=
{
(z,w) ∈D0×C : w3 + f(z1)3√4 w+
iz2√
27
= 0
}
(8.6)
and c0 : D˜0→D0 induced by the canonical projection D0×C→D0. Set R0 :=R1∩D0.
Lemma 8.1. In the notations as above we have the following.
(1)
(
D˜0,c0,D0
)
is a 3-sheeted connected analytic cover with ramification divisor R0;
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(2) if (D˜1,c1,D1) is a connected extension of
(
D˜0,c0,D0
)
in the weak sense over D1
with ramification divisor R1 then the number of its sheets is equal to 1.
Proof. Proof of (1). The space D˜0 is a complex manifold and the map c0 : D˜0 → D0
is holomorphic, proper and surjective. Recall that the discriminant of the polynomial
w3 + pw+ q with respect to w is equal to −4p3− 27q2. Fix (z1, z2) ∈ D0. R0 is the set
where the discriminant of w3+ f(z1)3√4 w+
iz2√
27
with respect to w vanishes. One deduces that
(D˜0,c0,D0) is 3-sheeted analytic cover with ramification divisor R0.
Proof of (2). Take z∗ := (1,0) ∈D0\R0. The fundamental group of D1 \R1 is isomorphic
to Z and pi1(D0 \R0, z∗) is free-generated by the homotopy classes of those loops
α1(t) = (1,1− e−i2pit)
α2(t) = (1,−1 + ei2pit)
(8.7)
By Theorem 2.(i) there exists a connected extension (D˜1,c1,D1) of (D˜0,c0,D0) over D1
with ramification divisor R1. Moreover the number b1 of its sheets can not be larger than
3. Let us prove that b1 = 1 by contradiction.
Suppose that b1 = 3. (D˜1,c1,D1) is an extension in the strong sense of (D˜0,c0,D0) over
D1. Let γ be the loop defined as
γ(t) =
(
e−i2pit,0
)
. (8.8)
One can see that α1 and γ are homotopic inside D1\R1. Indeed the map
H : [0,1]2 −→ D1\R1
(s, t) 7−→ [s+ (1− s)e−i2pit,√s(1− e−i2pit)]
is a continuous deformation between α1 and γ. Likewise the loops α2 and γ
−1 : t→ γ(1−t)
are homotopic inside D1\R1. It follows that α := α1 ·α2 is equivalent to the constant path
in pi1(D1\R1, z∗).
Lemma 8.2. There exists a preimage x∗ of z∗ by c0 such that the lifted path of α1 at x∗
is closed.
Proof. Every point of R0 has exactly two preimages by c0. Indeed for every (z1, z2) ∈R0
there exists ζ ∈ C such that z1 = 4ζ6, f(z1) = 3
√
4ζ2 and z2 = 2ζ
3. Then
w3 +
f(z1)
3
√
4
w+
iz2√
27
= w3 + ζ2w+ 2i
ζ3√
27
=
(
w− 2iζ√
3
)(
w+
iζ√
3
)2
. (8.9)
One deduces there exists a preimage of (1,1) which is of order 1 i.e., there exists an
open neighbourhood V of (1,1) and a connected component V˜ of c−10 (V ) such that the
restriction c0 V˜ : V˜ → V induced a homeomorphism. Fix z ∈ V \R0 and let λ be a path
between z and z∗ inside D0\R0. One can find a loop α′1 starting at z inside V \R0 such
that α1 is homotopic to λ
−1 ·α′1 ·λ. Let x ∈ V˜ be the preimage of z by c0 V˜ and let α˜′1,
λ˜ be the lifted paths of α′1,λ by c0 at x. By construction the lift of λ
−1 ·α′1 ·λ by c0 at
x∗ := λ˜(1) is closed. Lemma 8.2 is proved.

One deduces the lift of α by c0 at x∗ is not closed, see Figure 3(b). If not Lemma 8.2
implies that the lifted path of α2 at x∗ is closed too. Since pi1(D0\R0, z∗) is generated by
[α1] and [α2] it follows that the lift of every loop β inside D0\R0 by c0 at x∗ is closed. Also
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x∗ can not be joined to any other preimage x′∗ of z∗ inside D˜0\R˜0. This is not possible
because R˜0 does not locally separate D˜0.
By construction we can not extend (D˜0,c,D0) in the strong sense to a cover over D1
because the lifted path of α previously defined is not closed in D˜0 while α is equivalent
to the constant path in pi1(D1\R1, z∗). It follows that b1 < 3 and we have a contradiction.
Suppose that b1 = 2. We may assume by Theorem 6.2 that D˜1 = {(z,ξ) ∈D1×C : ξ2 =
z1−z22} and c1 is induced by the natural projection (z,ξ) 7→ z. There exists a holomorphic
map
i˜ : D˜0 −→ D˜1
(z,w) 7−→ [z,ϕ(z,w)]
where ϕ is holomorphic on D˜0 such that ϕ(z,w)
2 = z1 − z22 . Let ε > 0 be such that
z1 := 4ε
3 ∈ Ω. Remark that the projection
pi : D˜0∩{z1 = 4ε3} −→ C
(4ε3, z2,w) 7−→ w
induces a biholomorphism. Thus there exists a holomorphic map
g : w ∈ C 7→ ϕ
(
4ε3, i
√
27(w3 + εw),w
)
such that g(w)2 = 4ε3+27(w3+εw)2. That is not possible because the image of g contains
0 (take w2 =−ε/3). We have a contradiction. The cover (D˜1,c1,D1) has exactly one sheet
i.e., c1 : D˜1→D1 is a biholomorphism. By Theorem 1 if (D˜′1,c′1,D′1) is another extension
of (D˜0,c0,D0) the number of its sheets b
′
1 is equal to one i.e., (D˜
′
1,c
′
1,D
′
1) and (D˜1,c1,D1)
are equivalent. Lemma 8.1 is proved.

Remark 8.2. Since R does not intersect ∆4 ×
(
∆4\∆3
)
the cover (D˜0,c0,D0) can be
extended to a 3-sheeted connected analytic cover over the 1-convex Hartogs figure
H := [Ω×∆4]∪∆4×
(
∆4\∆3
)
.
8.3. A non-extendible Galois analytic cover. We give here details about Example
3 from Introduction. Set R1 := {(z1, z2) ∈D1 : z1 = z22} and R0 = R1 ∩D0. The map
c : D˜0→D0 induces over D0\R0 a 3-sheeted regular cover. Moreover the set R˜0 = c−1(R0)
does not locally separate D˜0. Indeed let (z1, z2) ∈ R0 where z1 ∈ Ω. Without loss of
generality we may assume that z1 = 1. If z2 = 1 we denote by Ur the polydisk centered at
(1,1) of radius r > 0. There exists r0 > 0 such that for every r ∈]0, r0[ the preimage set
c−1(Ur \R0) is homeomorphic to{
(W,z) ∈ C×U \R0 : W 3 = (g(z1)− z2)2
}
which is connected. If z2 = −1 one deduces in the same way that c−1(Ur \R0) is homeo-
morphic to {
(W,z) ∈ C×U \R0 : W 3 = (g(z1) + z2)2
}
which is also connected.
By Theorem 3.3 the space D˜0 inherits a unique structure of a normal complex space
such that (D˜0,c0,D0) becomes a 3-sheeted analytic cover with ramification divisor R0.
By Theorem 1 there exists a connected extension (D˜1,c1,D1) of the cover over D1 = C2
with ramification divisor R1. Let us prove by contradiction that the number b1 of its
sheets is equal to one.
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Let α1 and α2 be the loops defined in (8.7). Then the lifted of α = α1 ·α2 by c0 based at
any preimage of (1,0) is not closed whereas α is homotopic inside D1\R1 to the constant
path. It follows that the extension is not in the strong sense and b1 ≤ 2.
If b1 = 2 one deduces by Theorem 6.2 that D˜1 is equivalent to
D′1 =
{
(z,ζ) ∈D1×C : ζ2 = z1− z22
}
.
and there exists a holomorphic function ϕ : D˜0 → C such that for every (z,w) ∈ D˜0
ϕ(z,w)2 = z1− z22 . The function h(w) = ϕ(w,(w
3+1
2
)2, w
3−1
2
) is well-defined holomorphic
on the open set W =
{
w ∈ C : (w3+1
2
)2 ∈ Ω
}
which contains 0.. We have a contradiction
because h(w)2 = w3 for every w ∈W .
Finally one deduces that b1 = 1 and every connected extension of (D˜0,c0,D0) over D1
is the trivial cover.
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