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Abstract
– deutsch –
Egal, ob Facebook, Ratingagenturen oder 
Erbgutanalysen: Immer umfangreicher und 
detaillierter wird die Welt des 21. Jahrhun-
derts digitalisiert und so am Computer er-
forschbar. Doch je größer die „Datenberge“, 
desto schwieriger sind darin verborgene Zu-
sammenhänge zu erkennen. Wie und unter 
welchen Umständen dies trotzdem gelingen 
kann, illustriert ein Projekt zur digitalen Er-
forschung menschlicher und tierischer Kör-
perzellen.
– englisch –
Facebook, rating agencies, genome analy-
ses: In the 21st century, the world gets more 
and more digitalized and thereby computa-
tionally explorable. But the bigger the data, 
the harder the underlying concepts are to be 
identified. A research project that investi-
gates human and animal body cells compu-
tationally illustrates how and under which 
conditions this can be successful after all.
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1. Einleitung
Im beginnenden 21. Jahrhundert befindet 
sich die Realität des Menschen in einem 
tiefgreifenden Transformationsprozess. 
Mit zunehmender Vernetzung und Re-
chenkapazität werden immer mehr Ent-
scheidungsfindungsprozesse an technische 
Systeme ausgelagert, Datenbanken und 
Algorithmen sollen Fragen klären, auf die 
Menschen selten schnelle, dafür oft unzu-
verlässige Antworten finden: An welcher 
Straßenecke wird sich Werbung für welche 
Konsumprodukte am meisten lohnen? Zu 
welchem Zeitpunkt wird der Fahrzeug-
motor das nächste Mal ausfallen? Welches 
Fahrtziel wird der einzelne Verkehrsteil-
nehmer als nächstes ansteuern? Insbeson-
dere in den westlichen Industrienationen 
verlässt sich der moderne Mensch durch 
diese Auslagerung in seinem Urteil über 
die Umwelt und in seinem realen Handeln 
immer öfter nur noch auf ein virtuelles Ab-
bild der Realität.
Dieses Abbild ist eine Art Destillat aus ei-
ner ständig wachsenden Menge an Zahlen 
und Daten, die durch eine immer kleintei-
ligere und höher auflösende Vermessung 
der Welt entstehen. Kaum ein Bereich, der 
nicht von einer „Datifizierung“ (Kreissl 
2013) erfasst wird. Wo früher Anzeigeta-
feln Piloten bei der Kontrolle lebenswich-
tiger Maschinen unterstützten, funken 
heute Flugzeugmotoren einen steten Da-
tenstrom an tausende Kilometer entfernte 
Rechenzentren (Austin et al. 2005). Wo 
früher Schüler mit Stift und Papier die An-
zahl passierender Fußgänger oder Autos 
erheben mussten, entstehen heute durch 
Mobilfunktelefone und satellitengestützte 
Navigationssysteme automatisch zehntau-
sende hochauflösende Bewegungsdaten 
(Song et al. 2010).
Infolgedessen ist der Alltag in den westlichen 
Industrienationen heute durch Informations-
destillate einer regelrechten „Bewusstseins-
industrie“ (Fischermann/Hamann 2012) ge-
prägt. Internetdienste wie Google, Facebook 
oder Wolfram Alpha versprechen das Wissen 
der Welt „für alle zu jeder Zeit zugänglich“1 
oder sogar „berechenbar“2 zu machen. Ob-
wohl in Wahrheit stets nur ein Ausschnitt 
aller Inhalte des Internets, nur ein kleiner 
Teil aller Menschen der Erde und höchstens 
ein Bruchteil des vollständigen Wissens der 
Menschheit auf diese Weise zugänglich ist, 
sind diese Dienste für viele Menschen längst 
zu einem „Index ihrer Wirklichkeit“ (Bunz 
2011) geworden.  Auch die Ordnung dieses 
Indexes durch das jeweilige Unternehmen 
kann naturgemäß nicht neutral sein (Kohl 
2013) und stellt somit stets eine subjekti-
ve Interpretation der verfügbaren Daten-
grundlage dar3. Bei Google etwa wird dies 
besonders anschaulich dadurch, dass sich 
Suchergebnisse mittlerweile4  nicht mehr nur 
regional (Meserve/Pemstein 2012; Zittrain/
Edelman 2002; Urban/Quilter 2005), son-
dern sogar von Nutzer zu Nutzer individuell 
unterscheiden (Pariser 2011).
Für den Einzelnen noch undurchschauba-
rer, jedoch um so folgenreicher sind dieje-
nigen Informationsdestillate, die sich Kre-
ditinstitute und andere Unternehmen zu 
wirtschaftlichen Zwecken schaffen. Aus 
allen über einen potentiellen Kunden ver-
fügbaren Eigenschaften wird dabei eine 
Art „Datendoppelgänger“ (Kreissl 2013) 
erzeugt, dessen Eigenschaften analysiert 
und daraus wiederum Schlussfolgerungen 
über den Kunden selbst gezogen werden. 
Die private deutsche Wirtschaftsauskunf-
1 Eigendarstellung des Unternehmens Google 
(http://www.google.com/about/company/; abge-
rufen am 1.6.2013).
2 Eigendarstellung des Internetdiensts Wolfram Al-
pha (http://www.wolframalpha.com/about.html; 
abgerufen am 1.6.2013).
3 Nach amerikanischer Rechtsauffassung ist eine 
solche Anordnung beziehungsweise Gewichtung 
wahrscheinlich sogar als Meinungsäußerung 
des jeweiligen Unternehmens zu werten (Cohen 
2012).
4 Anfangs basierte die Gewichtung von Internet-
seiten bei Google im Wesentlichen auf der Häu-
figkeit, mit der Links  –  nach aktuellem Kennt-
nisstand – auf die jeweilige Seite gesetzt wurden 
(Brin/Page 1998).
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tei Schufa etwa destilliert diese Doppel-
gänger durch die Verknüpfung und Ana-
lyse strukturierter Daten, die sie entweder 
aus öffentlichen Datenbeständen oder 
den an ihr beteiligten Kreditinstituten 
und Versicherungsunternehmen bezieht5. 
Neuere Ansätze die Kreditwürdigkeit 
von Antragsstellern zu bewerten stützen 
sich dagegen auf öffentliche oder dafür 
freizugebende Informationen aus sozia-
len Netzwerken, etwa indem ein mit dem 
Google-Ranking für Webseiten vergleich-
barer Wert berechnet wird (Leber 2012). 
In Kombination mit ortsbezogenen Daten 
wie GPS-Koordinaten, Geräteeigenschaf-
ten wie dem verwendeten Betriebssystem 
oder protokolliertem Kaufverhalten kön-
nen so mehrere tausend Eigenschaften in 
die Erzeugung eines Datendoppelgängers 
einfließen6.
Auch staatliche Stellen suchen in ih-
ren an Umfang und Komplexität immer 
schneller wachsenden Datenbeständen 
zunehmend nach Erkenntnisgewinn. In 
Deutschland setzen beispielsweise das 
Bundesamt für Verfassungsschutz, das 
Bundeskriminalamt und die Bundespo-
lizei seit Jahren einschlägige Datenanaly-
5 Laut Eigendarstellung speichert die Schufa pro 
Person sowohl personenbezogene Daten (wie Na-
men, Geburtsdatum, Geburtsort, aktuelle und 
frühere Anschriften) als auch Informationen über 
Bankkonten, Kreditkarten, Leasingverträge, Mo-
bilfunkkonten, Versandhandelskonten, Ratenzah-
lungsgeschäfte, Kredite und Bürgschaften sowie 
etwaige Zahlungsausfälle (vgl. http://www.schufa.
de/de/private/wissenswertes/faq/faq.jsp; „Wel-
che Daten speichert die Schufa?“; abgerufen am 
1.6.2013). Eine vom Bundesministerium für Er-
nährung, Landwirtschaft und Verbraucherschutz 
in Auftrag gegebene Studie ergab 2009, dass aus 
einer Stichprobe von 100 Kunden-Datensätzen 45 
Datensätze fehlerhafte, unvollständige oder fal-
sche Daten enthielten (Korczak/Wilken 2009).
6 Solche Informationen stehen auf modernen 
Mobilfunkgeräten, insbesondere so genannten 
Smartphones, standardmäßig zur Verfügung. Das 
deutsche Unternehmen Kreditech etwa bezieht in 
die Bewertung von Kreditbewerbern laut Eigen-
darstellung (http://www.kreditech.com/about-
us/; Folie 8 von 16; abgerufen am 1.6.2013) bis zu 
8000 solcher Eigenschaften ein.
se-Software zur Suche nach Mustern und 
Netzwerk-Beziehungen innerhalb ihrer 
Datenbanken ein.7 Auch eine großflä-
chige Auswertung privatwirtschaftlicher 
Daten8 ist mittlerweile ein „alltägliches 
Ermittlungsinstrument“ (Beauftragter 
für Datenschutz und Informationsfrei-
heit 2013) deutscher Polizeibehörden, 
um „Personen als Beschuldigte zu identi-
fizieren“ (Henrichs/Wilhelm 2010). Meh-
rere Softwareanwendungen zur Fahn-
dung nach Verdächtigen, Zeugen oder 
Flüchtlingen beziehen zusätzlich auch 
Informationen aus Sozialen Netzwerken 
mit ein.9 Noch komplexere Softwarepa-
kete wie das vom US-amerikanischen 
Konzern IBM entwickelte Vorhersage-
system „Blue C.R.U.S.H.“ werden sogar 
zur zeitlichen und räumlichen Vorhersa-
ge von Verbrechen eingesetzt10.
7 Einer Antwort der Bundesregierung auf eine 
Kleine Anfrage der Bundestagsfraktion DIE LIN-
KE zufolge nutzen diese Behörden seit 16 bzw. 12 
bzw. 10 Jahren das durch das US-amerikanische 
Unternehmen IBM vertriebene Software-Paket 
„Analyst‘s Notebook“ zur Datenanalyse (Bundes-
tag 2012).
8 Im Rahmen von Protestkundgebungen gegen 
Rechtsextremismus forderte das Landeskrimi-
nalamt Sachsen allein im Februar 2011 innerhalb 
weniger Tagen hunderttausende Kommunikati-
ons- und zehntausende Kundendatensätze von 
Mobilfunkbetreibern an, um auf dieser Basis eine 
so genannte Funkzellenauswertung vorzunehmen 
(Landtag 2011).
9 Etwa das Softwarepaket „Accurint for Law 
Enforcement“ des US-amerikanischen Unter-
nehmens LexisNexis (vgl. http://www.lexisnexis.
com/government/solutions/investigative/accu-
rint-le.aspx; abgerufen am 1.6.2013).
10 Blue C.R.U.S.H. wurde 2005 erstmals in Mem-
phis im US-Bundesstaat Tennessee getestet, 
mittlerweile nutzen weitere US-Polizeibehör-
den die Software (Boeing et al. 2011). Eine mög-
liche Nutzung in durch das Bundeskriminalamt 
in Deutschland wird derzeit in Kooperation mit 
der Albert-Ludwigs-Universität Freiburg geprüft 
(Bundestag 2013). Auch Konkurrenzprodukte wie 
die von Forschern der Universität von Kaliforni-
en entwickelte Software „PredPol“ werden bereits 
in mehreren amerikanischen Städten eingesetzt, 
etwa in Seattle im US-Bundesstaat Washington 
(Talbot 2013).
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Die weite Verbreitung computergestütz-
ter Methoden zur Bergung verborgenen 
Wissens belegt ein tiefes Vertrauen in die 
Objektivität von Daten und Algorithmen. 
Doch Kritiker warnen vor zu viel Ver-
trauen: Überzeugende computergestütz-
te Vorhersagen jeder Art – ob Fahrtziel, 
Kreditwürdigkeit oder Kriminalitätsra-
te – beruhten nicht allein auf objektiven 
Verfahren und fortgeschrittener Mathe-
matik, sondern auch auf menschlicher In-
tuition und praktischem Verständnis des 
Anwendungsgebiets, sagt der Gründer 
einer vielgenutzten Internet-Plattform 
für Datenanalyse-Wettbewerbe (Fischer-
mann/Hamann 2013). Und der US-ame-
rikanische Technik-Historiker Kranzberg 
wurde berühmt mit seinem Postulat, 
Technologie als solche sei grundsätzlich 
weder gut noch schlecht noch neutral 
(Kranzberg 1986). Infolgedessen ist bei 
massenhafter Datenauswertung Stereo-
typisierung „unvermeidbar“ (Andrews 
2013); und die weitverbreitete Vorstel-
lung, eine Internet-Suchmaschine prä-
sentiere neutrale Suchergebnisse halten 
Fachleute schlicht für „Fiktion“ (Fischer-
mann/Hamann 2012). 
Jedes der zuvor beschriebenen Beispiele 
nutzt ein individuelles virtuelles Abbild 
der Realität. Allen diesen Abbildern ist 
gemein, dass Außenstehende weder deren 
konkrete Eigenschaften nachvollziehen 
können noch den Einfluss dieser Eigen-
schaften auf die daraus gezogenen Schlüs-
se. Schwierigkeiten in der Datenanalyse 
und bei computergestützten Vorhersagen 
werden daher erst dort erkennbar, wo 
Modelle und Hypothesen schon per de-
finitionem kritisch beäugt werden: in der 
Wissenschaft. In wirtschaftswissenschaft-
lichen Arbeiten zur Vorhersage von Kre-
ditausfällen etwa liegen die Trefferraten 
selten über 80 Prozent (Khandani et al. 
2010); im direkten Vergleich zu individu-
ell definierten Expertensystemen für Kre-
ditwürdigkeitsbewertung schneiden com-
putergestützte Vorhersagen überwiegend 
schlechter ab (Aldrich 1995). Auch zur 
Analyse von Erbgut-Daten gibt es keine 
anerkannten Methoden mit hundertpro-
zentiger Treffsicherheit  –  trotz zahlrei-
cher technisch anspruchsvoller Ansätze 
(z.B. Eichner et al. 2011) sowie einer stän-
dig wachsenden Zahl sequenzierter, das 
heißt zur digitalen Auswertung verfügba-
rer Genome11. 
Viele wissenschaftliche Anwendungen 
für Data-Mining und Vorhersagen zielen 
auf die Diagnostik schwerer und schwers-
ter Krankheiten ab. Obwohl dabei bislang 
häufig auf Vererbungswege oder einfache 
Ja-Nein-Diagnosen fokussiert wird, bieten 
sich diese Methoden auch zur Verbesse-
rung etablierter Messverfahren an. Ein 
Beispiel dafür ist die Vorhersage schwer 
messbarer elektrischer Eigenschaften von 
Epithel-Gewebe, auf welche das im Fol-
genden vorgestellte bioinformatische For-
schungsprojekts abzielt. Eigenschaften 
wie die elektrische Leitfähigkeit12 sind von 
großem medizinischem Interesse, weil sie 
direkte Rückschlüsse auf mögliche Fehl-
funktionen dieser Barriere-bildenden Zell-
schichten und dem von ihnen regulierten 
Stoffaustausch (zwischen dem Inneren 
eines Organismus und seiner Umgebung) 
erlauben. Um Epithelgewebeproben und 
-zellkulturen zu charakterisieren, werden 
in der klinischen Forschung und Diagnos-
tik häufig Wechselstrommessungen durch-
geführt (Günzel et al. 2012). Die daraus 
resultierenden diskreten Messkurven er-
lauben allerdings zunächst nur eine grobe 
Abschätzung einiger weniger Eigenschaf-
11 Alleine in der  „GenBank“ des US-amerikani-
schen National Center for Biotechnology Infor-
mation (NCBI) stieg die Zahl der gespeicherten 
Gensequenzen zwischen Dezember 2012 und Fe-
bruar 2013  von rund 162 auf rund 163 Millionen, 
die der darin enthaltenen Basen von rund 148 
auf rund 150 Milliarden; vgl. http://www.ncbi.
nlm.nih.gov/genbank/statistics (abgerufen am 
1.6.2013); 
12 Elektrische Leitfähigkeit und elektrischer Wider-
stand sind rechnerisch in einander überführbare 
Größen (Kehrwert). Im Folgenden wird nur die 
Bezeichnung Widerstand verwendet.
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ten (Fromm et al. 1985; Krug et al. 2009), 
und dies auch nicht unter allen physiolo-
gisch gegebenen Bedingungen (Schmid et 
al. 2013b).
Um die medizinische Diagnostik für Epi-
thel-Erkrankungen wie Colitis ulcerosa 
oder Morbus Crohn zu verbessern, sollen 
mit dem vorgestellten Forschungspro-
jekt diejenigen Messkurveneigenschaften 
identifiziert werden, die die schnellste, 
präziseste und verlässlichste Vorhersa-
ge elektrischer Zelleigenschaften unter 
verschiedensten physiologischen Bedin-
gungen ermöglichen. Die in der Praxis 
zu erwartenden Messdaten werden dazu 
möglichst detailgetreu nachgebildet (Mo-
dellierung) und mithilfe so genannter Da-
ta-Mining-Methoden auf vorhersage-ge-
eignete Kurveneigenschaften untersucht 
(Hypothesenbildung). Diese potenziell 
nützlichen Eigenschaften werden dann in 
einem zweiten Schritt mit Methoden des 
so genannten maschinellen Lernens auf 
ihre tatsächliche Vorhersagekraft hin un-
tersucht. Die so gewonnenen Erkenntnis-
se sollen letztlich zur Entwicklung eines 
Software-basierten Vorhersagesystems 
für die medizinische Forschung und Diag-
nostik verwendet werde
2. Computergestützte Hypothesen 
bildung
Wie bereits eingangs beschrieben, 
herrscht in modernen Data-Mining-
Projekten an einbeziehbaren Eigenschaf-
ten  –  bei Wechselstrom-Messungen an 
Epithel-Gewebe zum Beispiel bis zu 100 
Einzelinformationen pro Messung  –  ty-
pischerweise kein Mangel. Anschaulich 
entspricht eine große Anzahl an verfüg-
baren Eigenschaften einer sehr breiten 
Wertetabelle, während eine große Anzahl 
an Datensätzen eine sehr lange Werteta-
belle bedeutet. Bei umfangreichen Pro-
jekten ist eine Beschränkung auf relevan-
te Eigenschaften daher oft nicht nur aus 
wissenschaftlichen, sondern schon allein 
aus praktischen Gründen geboten. Die 
Reduzierung eines Modells auf relevante 
Eigenschaften wird typischerweise durch 
Reihung beziehungsweise Auswahl der Ei-
genschaften aufgrund ihrer Relevanz13 er-
reicht und stellt eine grundlegende Form 
der Hypothesenbildung dar.
Unter einer Hypothese versteht man im 
Allgemeinen eine Aussage, deren Gültig-
keit möglich, aber nicht bewiesen ist. In 
der Datenanalyse ist unter einer Hypo-
these ein vermuteter, mathematisch be-
schreibbarer Zusammenhang zwischen 
gegebenen Eingangsvariablen und einer 
oder mehreren Ausgangsvariablen zu ver-
stehen; Eingangsvariablen besitzen dabei 
typischerweise einen numerischen Wert, 
eine Ausgangsvariable kann je nach Fra-
gestellung sowohl einen numerischen 
(Regression) als auch einen kategorischen 
(Klassifikation) Wert aufweisen. Ein-
gangsvariablen werden üblicherweise als 
Features, Ausgangsvariablen als Targets 
(Regression) oder Labels (Klassifikation) 
bezeichnet (Witten 2011).
Für das computergestützte Herausarbei-
ten einer Hypothese aus einer Werteta-
belle oder Datenbank hat sich der Begriff 
„Data-Mining“14 etabliert. Etwas konkre-
ter kann Data-Mining als automatisierte 
(oder halb-automatisierte) Suche nach 
Mustern in Daten definiert werden (Wit-
ten 2011), bei der Konzepte und Algo-
rithmen sowohl aus dem Bereich des ma-
schinellen Lernens als auch aus Statistik, 
künstlicher Intelligenz und Datenmanage-
ment zur Anwendung kommen (Harding 
et al 2006).
In der Regel wird zwischen drei verschie-
denen Ansätzen zur Auswahl von Features 
(engl. feature selection) beziehungsweise 
zur Exklusion von Features (engl. dimen-
sion reduction) unterschieden (Mladenic 
13 Es existieren mehrere, unterschiedliche Defini-
tionen für den Begriff Relevanz (vgl. Kohavi/John 
1997); hier genügt es, festzuhalten, dass mathe-
matische Kriterien hierfür existieren.
14 In Anlehnung an das Schürfen nach Rohstoffen 
im Bergbau (engl. mining).
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2006; Guyon/Elisseeff 2003). Im einfachs-
ten Fall werden Features einzeln anhand 
ihrer Korrelation mit dem Zielwert gereiht 
und ausgewählt (Hall 1999). Sofern com-
putergestützte Vorhersagen optimiert wer-
den sollen, werden stattdessen häufig die zu 
verwendenden Vorhersagesysteme zur Eva-
luation von Features oder Feature-Subsets 
verwendet (Kohavi/John 1997). Ein dritter 
Ansatz kombiniert Feature Selection und 
Training des Vorhersagesystems unmittel-
bar (engl. embedded feature selection; Guy-
on/Elisseeff 2003).
Eine Feature-Selection-Hypothese, also 
eine Benennung für einen bestimmten 
Zielparameter ausschlaggebender Attri-
bute, kann auch als Modell betrachtet 
werden. Darunter ist nach der Allgemei-
nen Modelltheorie von Stachowiak ein 
vereinfachtes Abbild der Wirklichkeit zu 
verstehen, das diese für bestimmte Sub-
jekte, Zeiträume und Aufgaben ersetzt 
(Stachowiak 1973). Ein Modell zeichnet 
sich demnach insbesondere durch das 
Ignorieren zahlloser Eigenschaften der 
Wirklichkeit aus15. Nach Stachowiak kann 
Erkenntnis jeder Art ausschließlich in 
Form von Modellen oder durch Modelle 
erfolgen (Stachowiak 1973).
3. Computergestützte Vorhersagen
Aus der Anwendung von Feature-Selec-
tion-Methoden ergibt sich eine Nominie-
rung von Eingangsvariablen, die potentiell 
zur Vorhersage der Ausgangsvariablen ge-
eignet sind. Ein Modell dieser Art ist aber 
offensichtlich nicht ausdifferenziert genug, 
um damit konkrete Zielwerte vorhersagen 
zu können. Einerseits, weil man für die 
nominierten Eingangsvariablen keinen ex-
pliziten mathematischen Zusammenhang 
zur Ausgangsvariablen erhält, sondern 
höchstens eine Gewichtung oder Reihung 
(engl. ranking). Andererseits ist aber zum 
15 Dem britischer Statistiker George E. P. Box (gebo-
ren 1919) etwa wird die Bemerkung zugeschrie-
ben, dass zwar jedes Modell falsch, manches Mo-
dell aber zumindest nützlich sei.
Beispiel bei Ergebnissen  korrelationsba-
sierter Feature-Selection-Verfahren wie 
Filter-Methoden auch zu beachten, dass 
Korrelation nicht Kausalität impliziert 
(Aldrich 1995; Pearl 2009).
Der klassische Weg ein solches durch 
Feature-Selection gewonnenes Modell 
auszudifferenzieren, ist die so genann-
te Regressionsanalyse beziehungsweise 
multivariate Regressionsanalyse (im Falle 
mehrerer Zielparameter). Bei diesem in 
der Statistik häufig genutzten Verfahren 
wird eine mathematische Funktion ermit-
telt, deren Abweichung für gegebene Da-
tenpunkte und Zielwerte minimal ist; die 
grundsätzliche Form der Funktion (linear, 
logistisch, exponentiell, etc.) ist dabei oft 
bereits durch Vorwissen aus dem Anwen-
dungsgebiet gegeben.
Eine moderne und häufig genutzte Alter-
native zur Regressionsanalyse stellt das 
so genannte maschinelle Lernen (engl. 
machine learning) dar (Paliwal  /  Kumar 
2009). Kennzeichen solcher lernenden 
Verfahren ist, dass der jeweils verwendete 
Algorithmus eine mathematische Funk-
tion aus vorgegebenen Beispielen verall-
gemeinern kann. Obwohl dies üblicher-
weise in Software realisiert wird, ist es 
dafür nicht erforderlich, die zu erlernen-
de Funktion zuvor explizit im Programm-
code zu definieren; stattdessen wird nur 
das Lernverfahren selbst einprogram-
miert (Samuel 1959). Machine-Learning-
Verfahren existieren sowohl für Klassi-
fikations- als auch Regressionsaufgaben 
(Alpaydin 2004, Kapitel 1). Bei einigen 
dieser Algorithmen ist das gelernte Wis-
sen explizit dargestellt16, viele erzeugen 
jedoch keine für Menschen unmittelbar 
interpretierbare Darstellung.
Die meisten etablierten Machine-Lear-
ning-Methoden erfordern Vorannahmen 
über die mathematische Form der zu er-
16 Bekanntestes Beispiel sind so genannte Entschei-
dungsbäume, engl. decision trees (vgl. Kotha-
ri / Dong 2002). Für Anwendungsbeispiele in der 
Bioinformatik siehe auch Chen et al. 2011.
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lernenden Funktion und können jeweils 
überhaupt nur bestimmte Funktionsar-
ten erlernen. Eine bedeutende Ausnahme 
stellen so genannte künstliche neuronale 
Netze dar, die theoretisch jede erdenk-
liche mathematische Funktion erlernen 
können (Hornik et al. 1989) und sich da-
her besonders für Regressionsaufgaben 
mit unbekannter Regressionsfunktion 
bewährt haben17. Ähnlich wie bei biologi-
schen neuronalen Netzen handelt es sich 
um komplexe hierarchische Netzwerke, 
die sich aus einzelnen Recheneinheiten 
zusammensetzen (Krogh 2008). Diese 
Recheneinheiten entsprechen mathema-
tischen Funktionen, die mittels numeri-
scher Gewichtungen miteinander verbun-
den sind. Während eines Trainings mit 
Beispielen werden diese Gewichtungen 
verändert, um vorgegebene Zielwerte bes-
ser zu approximieren (Alpaydin 2004, Ka-
pitel 2).
Wie gut ein Machine-Learning-Verfahren 
eine Funktion erlernt hat, wird anhand von 
Beispielen evaluiert, die dem Verfahren un-
bekannt sind. Dazu wird in der Regel eine 
vorhandene Menge an Beispielen in einen 
größeren Trainings- und einen kleineren 
Testdatensatz aufgeteilt. Sind nur wenige 
Beispiele verfügbar, wird diese Aufteilung 
zumeist mehrfach (überschneidungsfrei) 
wiederholt, um Überanpassung zu vermei-
den (Browne 2000); dieses Vorgehen wird 
als Kreuzvalidierung bezeichnet. Da der 
Anwender die Zielwerte des Testdatensat-
zes kennt, können diese mit den Vorhersa-
gen des Verfahrens verglichen werden. Als 
Fehlermaß kommt typischerweise entwe-
der der durchschnittliche absolute Fehler, 
der durchschnittliche relative Fehler oder 
die Wurzel aus dem Durchschnitt der Feh-
lerquadrate (engl. root mean squared error, 
RMSE) zur Anwendung.
17 Für Anwendungsbeispiele in der Biotechnologie, 
Biochemie und Mikrobiologie siehe auch Mon-
tague / Morris 1994. 
4. Vom Epithel-Gewebe zum Epithel-
Modell
Epithelien sind Zellen, die in jedem viel-
zelligen tierischen Organismus zahlreich 
und in zahlreichen Variationen zu finden 
sind (Al-Awqati 2011). Sie bilden eine 
oder mehrere Schichten, die das Innere 
des Organismus von der Umgebung tren-
nen und den Austausch von Molekülen 
mit ihr regulieren (Groschwitz  /  Hogan 
2009). Das so entstehende Epithel kann 
aus einer Schicht oder mehreren Schich-
ten von Zellen bestehen; in der Regel 
befindet sich darunter die so genannte 
Basalmembran (engl. basement memb-
rane, auch: subepithelium), das eine wei-
tere, allerdings deutlich dünnere Barrie-
re darstellt (Turner  /  Madara 2009). Im 
Folgenden werden einschichtige Epithele 
(und davon abgeleitete Zellkulturen) be-
trachtet, wie sie in Darm (Kato/Owen 
1999) und Niere (Zimmermann 1911) 
vorkommen. Fehlfunktionen des Epithels 
im Darm können zu Diarrhöe oder chro-
nisch entzündlichen Darmerkrankungen 
wie Colitis ulcerosa oder Morbus Crohn 
führen (Herrlinger 2009).
Welche und wie viele Moleküle über ein 
Epithel ins Innere oder nach außen gelan-
gen, hängt von zahlreichen Faktoren ab. 
Grundsätzlich können Wasser, Ionen oder 
Nährstoffe sowohl durch Zellen hindurch 
(transzellulär) als auch durch Zellzwi-
schenräume (parazellulär) transportiert 
werden (Sachs et al. 1973; vgl. Abb. 1). 
Ein Transport durch die Zellzwischen-
räume erfolgt passiv, also durch äußere 
chemisch-physikalische Kräfte getrieben, 
und wird primär durch Tight Junctions 
genannte Zell-Zell-Kontakte reguliert 
(Farquhar/Palade 1963). Ein Transport 
durch die Zellen kann sowohl aktiv, also 
unter Energieverbrauch, als auch passiv 
erfolgen.
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Ein Epithel weist viele Kontaktstellen 
zwischen benachbarten Zellen und typi-
scherweise vergleichsweise kleine Zell-
zwischenräume auf (Marchiando et al. 
2010). Die dem Äußeren zugewandte 
(apikale) Seite wird dadurch strukturell 
und funktionell von der dem Inneren zu-
gewandten (basolateralen) Seite getrennt 
(Rodriguez-Boulan  /  Nelson 1989). Da 
sich die apikalen Zellmembranen hin-
sichtlich der enthaltenden Lipide und 
Proteine meist deutlich von den basolate-
ralen Membranen unterscheiden, werden 
Epithel-Zellen auch als polare Zellen be-
zeichnet (Handler 1989).
Die Modellierung von Zellen und Zell-
schichten kann grundsätzlich auf zwei 
unterschiedliche Arten erfolgen: ent-
weder einem Bottom-Up- oder einem 
Top-Down-Ansatz folgend. In Bottom-
Up-Ansätzen versucht man auf Basis 
physikalischer (etwa über Teilchenbe-
wegungen oder elektrische Ladungen) 
und chemischer Grundannahmen (etwa 
Atommasse) das Wechselspiel von Mo-
lekülen unter zell- bzw. organismusähn-
lichen Bedingungen zu modellieren bzw. 
vorherzusagen. Mit so genannten Mo-
lecular-Dynamics-Simulationen (Allen 
2004) wird beispielsweise versucht, das 
Verhalten von Proteinen nachzuahmen 
und zu analysieren (Klepeis et al. 2009). 
Aufgrund des damit verbundenen Re-
chenaufwands ist dies in der Regel aller-
dings entweder auf die Ebene einzelner 
Membranen oder auf Zeitspannen limi-
tiert, die kaum Rückschlüsse auf das mak-
roskopische Verhalten erlauben. Darüber 
hinaus hat sich insbesondere die realisti-
sche Simulation makroskopischer Mem-
braneigenschaften wie der elektrischen 
Kapazität oder der dielektrischen Kon-
stante als problematisch erwiesen (Ny-
meyer  /  Zhou 2008; Stern  /  Feller 2003; 
Zhou / Schulten 1995).
In der Physiologie wird dagegen traditio-
nell eher ein Top-Down-Ansatz zur Mo-
dellierung verwendet. Dieser beschränkt 
sich auf elektrische Eigenschaften von 
Zellen: In elektrophysiologischen Mes-
sungen gemachte Beobachtungen werden 
häufig erklärbar, indem Zellschichten als 
elektrische Schaltkreise betrachtet wer-
den (Günzel et al. 2012). Insbesondere 
werden Zellmembranen als so genannte 
RC-Glieder betrachtet, bestehend aus je 
Abbildung 1: Schematische Zeichnung eines einschichtigen Epithels. Die Zellen des Epithels sind durch Zell-Zell-
Kontakte (engl. tight junctions) miteinander verbunden. Diese trennen die dem Körperäußeren zugewandte (api-
kale) und die dem Körperinneren zugewandte (basolaterale) Membranen, welche sich in ihrer Zusammensetzung 
unterscheiden. Ein Transport von Stoffen über das Epithel kann sowohl durch die Zellen hindurch (transzellulär) 
als auch durch die  Zellzwischenräume (parazellulär) erfolgen; in beiden Fällen müssen Stoffe danach die so ge-
nannte Basalmembran überwinden, die sich direkt unterhalb des Epithels anschließt.
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einem Widerstand (R, von engl. resistor) 
und einem Kondensator (C, von engl. ca-
pacitor). Je nach Beobachtung und Zelltyp 
werden elektrische Schaltkreise unter-
schiedlicher Komplexität angenommen. 
Der einfachste Schaltkreis, der explizit 
berücksichtigt, dass sich die nach innen 
und die nach außen gerichtete Seite eines 
Epithels deutlich unterscheiden können, 
besteht aus zwei in Reihe geschalteten 
RC-Gliedern und einem parallelem Wi-
derstand (der die Zellzwischenräume re-
präsentiert); ein weiterer, dazu in Reihe 
geschalteter Widerstand repräsentiert die 
vorgelagerte Basalmembran (Günzel et 
al. 2012; vgl. Abb. 2). Im Folgenden wird 
entsprechend der Gepflogenheiten in 
der Physiologie davon ausgegangen, dass 
Messungen an Epithel-Gewebe und an ei-
nem Epithel-äquivalenten Schaltkreis zu 
identischen Messergebnissen führen.
5. Data-Mining und Vorhersagen für 
Epithel-Modelle
Ziel des hier vorgestellten Forschungspro-
jekts ist es, aus Wechselstrommessungen 
an Epithel-Gewebe verlässliche Vorhersa-
gen über die Komponenten eines zugrun-
de gelegten elektrischen Schaltkreises 
treffen zu können. Dazu sollen so genann-
te impedanzspektroskopische Messungen 
an zwei Referenzzelltypen ausgewertet 
werden, die von Kooperationspartnern 
untersucht werden. Da die wahren Ziel-
werte naturgemäß nicht bekannt sind18, 
werden stattdessen zunächst auf Basis 
des zuvor beschriebenen sechselementi-
gen Schaltkreises (vgl. Abb. 2) künstliche 
Messdaten erzeugt. Diese modellierten 
Messkurven werden auf Muster unter-
sucht; insbesondere sollen Features die-
ser Wechselstrommessungen identifiziert 
werden, die eine zuverlässige Vorhersage 
der Werte einzelner Elemente des Schalt-
kreises erlauben.
18 In der Messtechnik wird der wahre Wert einer 
Messgröße als ideeller Wert betrachtet, der nicht 
exakt bekannt ist (Norm DIN 1319-1 1995). 
Abbildung 2: Elektrisches Ersatzschaltbild für ein-
schichtige Epithelien. Die parazelluläre Transpor-
troute wird durch den parazellulären Widerstand (Rp) 
beschrieben, die parallel zur transzellulären Transpor-
troute verläuft; diese gliedert sich in je ein RC-Glied für 
die Eigenschaften der apikalen Seite (Ra, Ca) und der 
basolateralen Seite (Rb, Cb). Der in diesen Bauteilen in 
Reihe nachgeschaltete subepitheliale Widerstand (Rs) 
repräsentiert die elektrischen Eigenschaften der Basal-
membran.
Um Zusammenhänge zwischen Schalt-
kreis-Komponenten und diesen Wech-
selstrommessungen finden zu können, ist 
zunächst eine ausdifferenzierte Modellie-
rung der Schaltkreis-Eigenschaften erfor-
derlich. Die sechs Elemente des hier für 
Epithel-Gewebe angenommenen Ersatz-
Schaltkreises können je nach Zelltyp und 
physiologischer Umgebung unterschiedli-
che Werte annehmen. Zelltypspezifische 
Grenzwerte für jedes Element sind auf-
grund der damit verbundenen aufwendigen 
Messungen allerdings nicht für alle Zell-
typen verfügbar. Für die von Darmzellen 
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abgeleiteten Zellkulturen HT-29/B6 und 
IPEC-J2 sind entsprechende Ober- und 
Untergrenzen der angenommenen Wider-
stände und Kondensatoren sowohl unter 
natürlichen Bedingungen als auch unter 
Einfluss bestimmter medizinischer Wirk-
stoffe benennbar (Schmid et al. 2013b); sie 
dienen hier als Referenzzelltypen.
Weiter müssen die für den jeweiligen Zell-
typ zu erwartenden Messkurven möglichst 
präzise modelliert werden. Bei impedanz-
spektroskopischen Messungen wird nach-
einander Wechselstrom mit variierenden 
Frequenzen auf ein Untersuchungsobjekt 
angewendet. Das Ergebnis ist eine Reihe 
komplexwertiger Zahlen, so genannter 
Impedanzen. Eine Impedanz lässt sich für 
Bauteile wie Widerstand oder Kondensa-
tor in Abhängigkeit von der angewendeten 
Frequenz eindeutig beschreiben. Auch die 
sich für den hier betrachteten sechsele-
mentigen Schaltkreis theoretisch ergeben-
de Impedanz lässt sich somit berechnen, 
falls die Werte aller zugrundeliegenden 
Bauteile bekannt sind (Schmid et al. 2010). 
Wird die Impedanz dann für jede verwen-
dete Frequenz berechnet, erhält man eine 
idealisierte Messkurve; in impedanzspek-
troskopischen Messungen werden typi-
scherweise einige Dutzend Frequenzen 
zwischen 1 Hz und 100 kHz angewendet 
(Günzel et al. 2012). Variiert man die zur 
Berechnung angenommenen Werte der 
Schaltkreis-Elemente innerhalb der Grenz-
werte der Referenzzelltypen, erhält man 
insgesamt ein beliebig skalierbares Abbild 
der erwartbaren Messergebnisse.
Grundsätzlich ist die Vorhersage verschie-
dener Schaltkreis-Eigenschaften aus im-
pedanzspektroskopischen Messkurven 
vorstellbar; hier sollen zunächst nur der 
epitheliale Widerstand sowie der Wider-
stand der Basalmembran (im folgenden 
subepithelialer Widerstand genannt) vor-
hergesagt werden. Wie zuvor beschrieben, 
geht dem Einsatz von Vorhersagesystemen 
typischerweise eine Form der Hypothe-
senbildung voraus. Da die komplexwerti-
gen Impedanzen einer Messung häufig in 
einem zweidimensionalen kartesischen 
Koordinatensystem aufgetragen werden, 
bietet sich hier statt eines echten Feature-
Selection-Verfahrens ein vergleichsweise 
triviales Vorgehen an: Die vorherzusagen-
den Widerstände sind identisch mit den 
beiden hypothetischen Schnittpunkten 
der diskreten Messkurven mit der x-Achse 
(Günzel et al. 2012), weshalb intuitiv ein 
aussagekräftiger Zusammenhang zwischen 
den kartesischen Koordinaten der ersten 
zehn Impedanzen und dem epithelialen 
Widerstand sowie den letzten zehn Impe-
danzen und dem subepithelialen Wider-
stand unterstellt werden kann (Schmid et 
al. 2013b). 
Um diesen Zusammenhang zu testen, wur-
den lernfähige Algorithmen mit mehreren 
tausend Modellmesskurven trainiert, die 
jeweils entsprechend der Annahmen über 
die Referenzzelltypen erzeugt wurden. Es 
konnte gezeigt werden, dass die hier intu-
itiv angenommenen Zusammenhänge be-
reits ausreichen, um bessere Vorhersagen 
der Zielwerte machen zu können als mit 
herkömmlichen Verfahren (Schmid et al. 
2013b). Gleichzeitig konnte gezeigt wer-
den, dass auf diese Art Modellmesskur-
ven erzeugt werden können, die sowohl 
in Form als auch Zielwerten tatsächlich 
gemessenen impedanzspektroskopischen 
Kurven entsprechen (Schmid et al. 2013b). 
Um die Zielwerte von modellierten und 
gemessenen Kurven zu vergleichen, wurde 
auf einen indirekten Vergleich zurückge-
griffen.
Nachteil dieses biologisch motivierten 
Ansatzes ist, dass die Erzeugung der zum 
Training genutzten künstlichen Messdaten 
konkrete Grenzwert-Annahmen über die 
zelltypäquivalenten Schaltkreise erfordert. 
Das bedeutet insbesondere, dass Trai-
ningsdaten für jeden Zelltyp neu angepasst 
werden müssen. Die Vorhersagemethode 
ist also direkt abhängig vom zu untersu-
chenden Zelltyp. Gleichzeitig haben vor-
hergesagte Zielwerte kaum Aussagekraft, 
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wenn beim untersuchten Gewebe eine oder 
mehrere Schaltkreis-Komponenten Werte 
außerhalb der vorausgesetzten Grenzwer-
te annehmen können. Dieses Vorgehen ist 
folglich ausschließlich bei Zelltypen zuver-
lässig anwendbar, die gut untersucht und 
für die detaillierte Grenzwerte bekannt 
sind.
Eine entscheidende Frage ist daher, ob sich 
Zusammenhänge finden lassen zwischen 
Zielwerten und Messkurveneigenschaften, 
die nicht zelltypspezifisch sind. Dies wurde 
bereits an einem konkreten Beispiel unter-
sucht: Mit Data-Mining-Verfahren wurden 
globale Messkurveneigenschaften gesucht, 
die Aussagen über den epithelialen Wider-
stand erlauben (Schmid et al. 2013a). Dazu 
wurden für die beiden Referenzzelltypen 
künstliche Messkurven erzeugt und jeweils 
globale Eigenschaften jeder diskreten Kurve 
berechnet, also etwa Minimal- oder Maxi-
malwerte. Besonders aussagekräftig hin-
sichtlich des zu erwartenden epithelialen 
Widerstands erschien dabei die maximale 
Magnitude einer impedanzspektroskopi-
schen Messung. Dieser Zusammenhang 
wurde dann durch Training künstlicher 
neuronaler Netze mit dieser und weiteren 
Eigenschaften und anschließender Evalu-
ation der dadurch möglichen Vorhersagen 
bestätigt (Schmid et al. 2013a).
6. Einschränkungen und Heraus 
forderungen
Die hier skizzierten Vorhersagemöglich-
keiten elektrischer Eigenschaften von 
Epithel-Gewebe aus impedanzspektrosko-
pischen Messkurven unterliegen verschie-
denen Einschränkungen. Diese resultieren 
vor allem aus der Modellierung von Gewe-
be und Messkurven, die dem Vorhersage-
Verfahren zugrunde liegt.
Eine eher praktische Einschränkung ent-
steht durch die unterschiedlichen Fre-
quenzspektren, die für impedanzspektro-
skopische Messungen verwendet werden 
können. Nutzt das Vorhersagesystem ein 
anderes Frequenzspektrum als das Gerät, 
mit dem zu testende Messkurven aufge-
zeichnet wurden, sind sinnvolle Vorhersa-
gen von vornherein ausgeschlossen. Diese 
Einschränkung ist jedoch durch Nutzung 
standardisierter Geräte beziehungsweise 
Geräteeinstellungen oder durch Erzeugung 
mehrerer Vorhersagesysteme mit unter-
schiedlichen Frequenzspektren umgehbar.
Eine grundsätzlichere Einschränkung ent-
steht durch die praktische Notwendigkeit 
den gerätespezifischen Messfehler zu mo-
dellieren. Sofern Vorhersagen nicht aus-
schließlich für idealisierte Messkurven (z.B. 
innerhalb reiner Simulationen), sondern 
auch für tatsächlich gemessene Messkurven 
getroffen werden sollen, ist dies unverzicht-
bar. Wird der Gerätefehler jedoch unrealis-
tisch modelliert (z.B. kein Fehler, zu grobe 
Schätzung oder Verwendung des Gerätefeh-
lers eines anderen Gerätes), können infolge-
dessen auch sämtliche damit modellierten 
Messkurven nicht als realistisch erachtet 
werden. Entsprechend sind sämtliche nach-
folgenden Feature-Selection-Ergebnisse 
und Vorhersagen korrumpiert.
Noch grundlegender ist die Einschränkung, 
die durch die Verwendung des sechsele-
mentigen Schaltkreises als Epithel-Modell 
entsteht. Für die beiden hier verwendeten 
Referenzzelltypen sehen Physiologen die-
ses Modell im Allgemeinen als adäquat 
an (Günzel et al. 2012), da die wichtigsten 
physiologischen Eigenschaften abgebildet 
sind. Für noch komplexeres, beispielswei-
se mehrschichtiges Epithel-Gewebe, eignet 
sich dieses Ersatz-Schaltbild dagegen nicht. 
Die physiologische Plausibilität eines für 
Modellierung und Data-Mining verwen-
deten Schaltkreises muss daher zwingend 
gegeben sein, damit darauf basierende 
Vorhersagen als plausibel angenommenen 
werden können.
7. Zusammenfassung und Ausblick
Sowohl in Wirtschaft als auch Wissen-
schaft sind Data-Mining und computerge-
stützte Vorhersagen heute weit verbreitet. 
Im öffentlichen und selbst im fachlichen 
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Diskurs wird dabei oft übersehen, welchen 
Einfluss Modellierung und anwendungs-
spezifische Gegebenheiten auf Erfolg und 
Zuverlässigkeit solcher Verfahren haben. 
Das hier beschriebene Forschungsprojekt 
illustriert exemplarisch typische Proble-
me. Bei der Modellierung von Messkurven 
etwa wird ersichtlich, dass unrealistische 
Annahmen über das Verhalten der zu un-
tersuchenden Zellen das gesamte Vor-
gehen korrumpieren: Unrealistische An-
nahmen führen nicht nur zu unrealistisch 
modellierten Messkurven, sondern im wei-
teren Verlauf auch zu schlecht ausgerichte-
ten Vorhersagensystemen. Die bisherigen 
Ergebnisse des Projekts zeigen, dass diese 
Fallstricke bei der Vorhersage von epithe-
lialem und subepithelialem Widerstand 
weitgehend vermieden werden konnten 
und das Verfahren plausible Vorhersagen 
ermöglicht.
In künftigen Arbeitsschritten soll unter-
sucht werden, ob für den sechselementigen 
Ersatz-Schaltkreis (vgl. Abb. 2) das Ver-
hältnis der Zeitkonstanten der beiden RC-
Glieder aus einer impedanzspektroskopi-
schen Messung vorhergesagt werden kann. 
Insbesondere soll untersucht werden, wie 
viele und welche Messkurveneigenschaften 
für diese Aufgabe mindestens erforderlich 
sind; als Arbeitshypothese wird angenom-
men, dass das Verhältnis der Zeitkonstan-
ten eng mit der Form der impedanzspek-
troskopischen Messkurven verbunden ist. 
Eine zuverlässige Bestimmung wird auch 
für die Vorhersage weiterer Eigenschaften 
wie der epithelialen Kapazität hilfreich 
sein. 
Mittelfristig soll außerdem untersucht wer-
den, ob Vorhersagen ohne vorherige Prä-
gung des Vorhersagesystems auf konkre-
te Frequenzen getroffen werden können. 
Dazu ist beispielsweise eine Gruppierung 
der in den konkreten impedanzspektros-
kopischen Messungen verwendeten Fre-
quenzen in Frequenzbereiche vorstellbar; 
Vorhersagemethoden könnten sich dann 
auf Frequenzbereiche statt auf einzelne 
Frequenzen beziehen. Zu prüfen wird da-
bei insbesondere sein, ob ein solcher An-
satz eine ähnliche Vorhersagegenauigkeit 
aufweist wie ein frequenzspezifischer.
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