Abstract-A density ratio is defined by the ratio of two probability densities. We study the inference problem of density ratios and apply a semiparametric density-ratio estimator to the two-sample homogeneity test. In the proposed test procedure, the f -divergence between two probability densities is estimated using a density-ratio estimator. The f -divergence estimator is then exploited for the two-sample homogeneity test. We derive an optimal estimator of f -divergence in the sense of the asymptotic variance in a semiparametric setting, and provide a statistic for two-sample homogeneity test based on the optimal estimator. We prove that the proposed test dominates the existing empirical likelihood score test. Through numerical studies, we illustrate the adequacy of the asymptotic theory for finite-sample inference.
I
N this paper, we study the two-sample homogeneity test under semiparametric density-ratio models. An estimator of density ratios is exploited to obtain a test statistic. For two probability densities and over a probability space , the density ratio is defined as the ratio of these densities, that is in which denotes the "numerator" ("denominator") of the density ratio. For statistical examples and motivations of the density ratio model, see [20] , [5] , [11] , and the references therein. Qin [20] has studied the inference problem of density ratios under retrospective sampling plans, and proved that in the sense of Godambe [8] , the estimating function obtained from T. Kanamori is with the Department of Computer Science and Mathematical Informatics, Nagoya University, Chikusaku, Nagoya 464-8603, Japan (e-mail: kanamori@is.nagoya-u.ac.jp).
T. Suzuki is with the Department of Mathematical Informatics, University of Tokyo, Bunkyo-ku, Tokyo 113-8656, Japan (e-mail: s-taiji@stat.t.u-tokyo.ac. the prospective likelihood is optimal in a class of unbiased estimating functions for semiparametric density ratio models. As a similar approach, a semiparametric density ratio estimator based on logistic regression is studied in [4] . The density ratio is closely related to the inference of divergences. A divergence is a discrepancy measure between pairs of multivariate probability densities, and the -divergence [1] , [6] is a class of divergences based on the ratio of two probability densities. For a strictly convex function satisfying , the -divergence between two probability densities and is defined by (1) Since is strictly convex, the -divergence is nonnegative and takes zero if and only if holds. Popular divergences such as the Kullback-Leibler (KL) divergence [16] , the Hellinger distance, and the Pearson divergence are included in the -divergence class. In statistics, machine learning, and information theory, the -divergence is often exploited as a metric between probability distributions, even though the divergence does not necessarily satisfy the definition of the metric.
A central topic in this line of research is to estimate the divergence based on samples from each probability distribution. A typical approach is to exploit nonparametric estimators of probability densities for the estimation of divergence [25] , [26] .
The conjugate expression of can be exploited for the estimation of the -divergence in the context of one-sample problems [3] , [12] and two-sample problems [14] , [15] . A kernel-based estimator of the -divergence has been developed by using a nonparametric density-ratio model [19] .
Once the divergence between two probability densities is estimated, the homogeneity test can be conducted. In the homogeneity test, the null hypothesis is represented as against the complementary alternative . If an estimate of is beyond some positive value, the null hypothesis is rejected and the alternative is accepted. Keziou [13] and Keziou and Leoni-Aubin [14] , [15] have studied the homogeneity test using a -divergence estimator for semiparametric density-ratio models. On the other hand, Fokianos et al. [7] adopted a more direct approach. They have proposed the Wald-type score test derived from the empirical likelihood estimator of density ratios. In our paper, we consider the optimality of -divergence estimators, and investigate the relation between the test statistic using the -divergence estimator and the Wald-type score test derived from the empirical likelihood estimator.
The rest of this paper is organized as follows: In Section II we introduce a class of estimators of density ratios for semiparametric density-ratio models. In Section III, we consider the asymptotic property of the -divergence estimator. The main results of this paper are presented in Sections IV and V. Among a class of estimators, we present the optimal estimator of the -divergence, which is then exploited for two-sample homogeneity test. In one-sample problems, Broniatowski and Keziou [3] proposed the estimator using the conjugate expression of the -divergence, while they argued neither its optimality nor its efficiency. A main contribution of this paper is to present the optimal estimator of the -divergence in the sense of asymptotic variance under the semiparametric density-ratio models. Then, we propose a test statistic based on the optimal -divergence estimator, and investigate its power function. Numerical studies are provided in Section VI, illustrating the adequacy of our asymptotic theory for finite-sample inference. Section VII is devoted to concluding remarks. Some calculations are deferred to Appendix.
We summarize some notations to be used throughout the paper. . For a vector-valued function , let be the linear space . Let be the -dimensional normal distribution with the mean vector and the variance-covariance matrix . The dimension may be dropped if there is no confusion. For a sequence of random variables and denote the convergence in law to and the convergence in probability to , respectively. We also use the probabilistic orders, and , which are defined in [24] .
II. ESTIMATION OF DENSITY RATIOS
We introduce the method of estimating density ratios according to Qin [20] . Suppose that two sets of samples are independently generated from each probability
The model for the density ratio is defined by with the parameter . We assume that the true density ratio is represented as with some
. The model for the density ratio is regarded as a semiparametric model for probability densities. That is, even if is specified, there are yet infinite degrees of freedom for the probability densities and . The moment matching estimator for the density ratio has been proposed by Qin [20] . Let be a vector-valued function from to , and the estimation function is defined as Since holds, the expectation of over the observed samples vanishes at . In addition, the estimation function converges to its expectation in the large sample limit. Thus, the estimator defined as a solution of the estimating equation has the statistical consistency under some mild assumption, see [20] for details. Below, we show a sufficient condition for the consistency and the asymptotic normality of .
The moment matching estimation of the density ratio contains a wide range of estimators. Several authors have proposed various density-ratio estimators [13] - [15] , [19] , [23] , [10] . These estimators with a finite-dimensional model can all be represented as a moment matching estimator. These existing methods, however, are intended to be applied with kernel methods which have been developed in machine learning [22] . The kernel density estimators for probability densities are also exploited as another approach to density ratio estimation [17] , [9] , [2] .
Before presenting the asymptotic results, we prepare some notations. and denote the expectation and the variance (or the variance-covariance matrix for multidimensional random variables) under the probability , and and are defined in the same way for the probability . The expectation and the variance by the joint probability of all samples, are denoted as and , respectively. The covariance matrix between two random variables by the joint probability of all samples is also denoted as . We introduce the asymptotic theory of density ratio estimation. Let and be , and let be the by matrix defined by where is a -dimensional vector-valued function. Suppose that is nondegenerate in the vicinity of . Below, the notation is also used as the large sample limit of , and we assume that holds even in the limit.
We introduce the asymptotic property of the density ratio estimator. Assumptions for asymptotic expansion are explicitly presented below. Since the details are shown in [24, Section 5] , we skip the proof of the consistency and the asymptotic normality of density ratio estimators. A similar assumption is studied in [3] for one-sample problems.
Assumption 1 (Consistency of ):
1) The estimator such that exists. 2) Both converge in probability to zero in the large sample limit. 3) holds for any . Note that 2) in Assumption 1 and the triangle inequality lead to the uniform convergence, Along the argument in [24, Section 5], we can prove the asymptotic consistency, in the large sample limit. For the asymptotic normality, we assume the following conditions.
Assumption 2 (Asymptotic Normality of ):
1) The estimator of the density ratio, , exists and is consistent.
2) The expectations, and are finite. In the vicinity of , each element of the second derivatives of and with respect to are dominated by a -integrable function and a -integrable function, respectively.
3) The matrix is nonsingular in the vicinity of . Under Assumption 2, the asymptotic expansion of the estimating equation around yields the following convergence in law (2) where functions are evaluated at . The asymptotic variance above is derived from the equalities, and Qin [20] has shown that the prospective likelihood minimizes the asymptotic variance in the class of moment matching estimators. More precisely, for the density ratio model , the vector-valued function defined by (3) minimizes the asymptotic variance (2).
III. ESTIMATION OF -DIVERGENCE
We consider the estimation of the -divergence. As shown in (1), the -divergence is represented as the expectation , i.e.
where . The conjugate representation of the function is available for the -divergence estimation [3] , [12] - [15] , [19] . For a convex function , the conjugate function of is defined as and satisfies (4) under a mild assumption on [21] . Substituting the above expression into the -divergence, we have (5) where the supremum is taken over all measurable functions and the supremum is attained at . Based on (5), one can consider the -divergence estimator by replacing the true distributions with their empirical versions:
The above estimator has been considered in some works [3] , [19] . Suppose that the maximum value of (6) is attained in the interior of . Then, the extremal condition holds at the optimal solution, where the identity is used. This is the moment matching estimator of the density ratio with (7) We consider an extension of the -divergence estimator. In the above estimator, the density ratio is estimated by the moment matching estimator with . Then, the estimated density ratio is substituted into the expression of the -divergence derived from the decomposition . As an extension, we consider arbitrary moment matching estimators using , and any decomposition of the function such that (8) The decomposition (4) corresponds to (9) Then, the -divergence is represented as (10) since holds. The empirical version of (10) provides an estimate of the -divergence (11) where the parameter is estimated by the estimation function . In the next section, we study the optimal choice of and the decomposition . We may consider a wider class of -divergence estimators than the estimator of the form (11) . For example, one may exploit nonparametric estimators of probability densities with semiparametric density ratio models to estimate the -divergence. The estimator (11) , however, has the advantage of being simple to analyze statistical properties, since they are the plug-in type estimator. Hence, in this paper, we focus on the estimator (11) .
Using the estimator , we can conduct the homogeneity test with hypotheses (12) When the null hypothesis is true, the -divergence is equal to zero and otherwise takes a positive real value. Thus, the null hypothesis is rejected when holds, where is a positive constant determined from the significance level of the test.
IV. OPTIMAL ESTIMATOR OF -DIVERGENCE
In a semiparametric setting, we consider the optimal estimator of the -divergence. The asymptotic variance is used as the criterion for the comparison of estimators [8] . For the model and the function , we assume the following conditions. We compare the asymptotic variance of two estimators for the -divergence; one is the estimator derived from the moment matching estimator using and the decomposition , and the other is the estimator defined by the density ratio estimator using and the decomposition . In order to compare the variances of these estimators, we consider the following:
Suppose that the third term vanishes for any , then we have the inequality for any . This implies that the estimator is the asymptotically optimal estimator for the -divergence. We compute the covariance . Let the column vectors and be Then, under Assumption 3 and Assumption 4, some calculation of the covariance gives the equality (13) in which denotes the density ratio , and the functions in (13) are evaluated at . See Appendix I for the computation of (13) . Then, we study the sufficient condition that the above covariance vanishes. Intuitively, the meaning of (14) is related to the inference of probability distributions. As shown in [24, Section 5] , for the probabilistic model , the -estimator using is available to estimate the parameter , i.e., the estimator is given by zero of the empirical mean of . In this case, the minimum asymptotic variance of the parameter estimation is achieved when holds. Note that in the exponential family, leads to the sufficient statistics. In other words, implies the most informative direction for the parameter estimation. In the density ratio estimation, corresponds to the score function . The equality implies that an estimator of is asymptotically given as , where (respectively, is the empirical expectation over the samples 1 . Similarly to the estimation of probabilities, the minimum asymptotic variance of is achieved when the estimation function is parallel to the most informative direction . In the following corollaries, we present some sufficient conditions for (14) . 
holds for all . Then, the function defined in (3) and the decomposition satisfy (14) . 1 The equality m(
holds for any g and g . We omit the definition of the random variable Z.
Proof: We see that the condition (15) and the equality assure the condition (14) .
Based on Corollary 1 we see that the estimator defined from (16) leads to an optimal estimator of the -divergence. In the optimal estimator, the function is decomposed according to the ratio of the logistic model, and . We show another sufficient condition. (14) holds under the assumption.
We consider the decomposition derived from the conjugate representation, , that is, and , where is the conjugate function of . For the conjugate representation, the second condition in Corollary 2 is always satisfied, since holds. Then, the decomposition based on the conjugate representation leads to an optimal estimator when the model and the function satisfy (17) Later, we show some examples.
We compare the decomposition (16) and that defined from the conjugate representation (9). As shown above, the conjugate representation leads to an optimal estimator if (17) holds. However, there exists a pair of function and model which does not meet (17) as shown in Example 1 below. In this case, the optimality of the estimator based on the conjugate representation is not guaranteed. On the other hand, the decomposition (16) always leads to an optimal estimator without specific conditions on and , as long as the argument on the asymptotic expansion is valid.
We show some examples in which Corollary 1 or Corollary 2 is applicable to construct the optimal estimator. . In general, the function is not represented by the linear combination of , and thus, the condition in Corollary 2 will not hold. Therefore, the conjugate expression of the KL-divergence is not optimal in general. Table I shows numerical results of the estimation of the KL-divergence between and . Under the model , we compare the optimal estimator using (16) and the estimator defined from the conjugate representation of the KL-divergence. The sample size is set to , and the averaged values of the square error over 1000 runs are presented for several . We see that the optimal estimator outperforms the estimator using the conjugate representation.
Example 2: Let the model be with and . Then, the linear space is spanned by and thus includes the function of the form for . Let the convex function be (18) for . Then the corresponding -divergence is reduced to mutual information: in which is the binary random variable taking "n" or "d"; the joint probability of and is defined as and . The equality implies that the conditional probability is independent of . Thus, mutual information becomes zero if and only if holds. For any moment matching estimator, we can confirm that the following decomposition satisfies the condition in Corollary 2: (19) Note that the above decomposition with the model also satisfies the condition in Corollary 1. As pointed out in [14] and [15] , the decomposition above is derived from the conjugate expression of (18) 
. Let the convex function be for . Then the corresponding -divergence is expressed as where KL is the Kullback-Leibler divergence. Corollary 1 assures that the decomposition and the moment matching estimator using lead to an optimal estimator for the above -divergence. On the other hand, due to Corollary 2, we can confirm that the decomposition derived from the conjugate expression, leads to another optimal estimator.
V. HOMOGENEITY TEST EXPLOITING -DIVERGENCE ESTIMATORS
For the homogeneity test of and , we need to know the asymptotic distribution of under the null hypothesis, in (12) . In this section, we assume . We consider the optimal estimator defined from (16) . The asymptotic distribution of the optimal estimator is given by the following theorem.
Theorem 2:
Let . Suppose that Assumption 3 and Assumption 4 hold, and that in the vicinity of , the third-order derivatives of and with respect to are dominated by a -integrable function. We assume that the by symmetric matrix with is nondegenerate in the vicinity of . Let be the estimator defined from (16) . Then, in terms of the asymptotic distribution of , we obtain , where is the chi-square distribution with degrees of freedom. The proof is deferred to Appendix II. For the homogeneity test of and , the null hypothesis is rejected if (20) is satisfied, where is the chi-square percent point function with degrees of freedom. The homogeneity test based on (20) with the optimal choice (16) is referred to as -based test. We consider the power function of the homogeneity test, and compare the proposed method to the other method. A standard approach for the homogeneity test is exploiting the asymptotic distribution of the empirical likelihood estimator . Under the model (21) Fokianos et al. [7] pointed out that the asymptotic distribution of the empirical likelihood estimator under the null hypothesis is given as where and is the dimensional gradient vector of at with respect to the parameter . Then the null hypothesis is rejected if the Wald-type test statistic (22) is larger than , where is a consistent estimator of . In this paper, the homogeneity test based on the statistic is referred to as the empirical likelihood score test. Fokianos et al. [7] studied statistical properties of the empirical likelihood score test through numerical experiments, and reported that the power of the empirical likelihood score test is comparable to the standard -test and -test which are available under parametric models.
Alternative test statistic is given by the empirical likelihood ratio test. Let be Then, the empirical likelihood ratio test uses the statistic (23) It is shown that under the null hypothesis , the statistic converges in distribution to the chi-square distribution with degrees of freedom [15] . The empirical likelihood ratio test is closely related to the mutual information shown in Example 2. Indeed, the estimator of the mutual information derived from (6) and (18) satisfies . This formula has been pointed out in [15] . Our argument in Example 2 guarantees that this estimator attains the minimum asymptotic variance for the estimation of mutual information.
We show that the power of the -based test is not less than that of the empirical likelihood score test under the setup of local alternative, where the distributions and vary according to the sample size. To compute the power of the test, we assume the following conditions.
Assumption 5:
1) is third-order differentiable, and a strictly convex function satisfying .
2) The density ratio model is represented as (21) In the above, one can make the assumption weaker such that the probability also varies according to the sample size. We adopt the simplified assumption to avoid technical difficulties.
Theorem 3: Under Assumption 5, the power function of the -based test with significance level is asymptotically given as , where is the random variable whose distribution function is the noncentral chi-square distribution with degrees of freedom and noncentrality parameter . Moreover, the asymptotic power function of the empirical likelihood score test (22) is the same.
The proof is given in Appendix III. Theorem 3 implies that, under the local alternative, the power function of the -based test does not depend on choice of the -divergence, and that the empirical likelihood score test has the same power as the -based test. Next, we consider the power function under the mispecification case. IN THE TABLE, "KL","MI", "RATIO", AND "SCORE" DENOTE THE KL-BASED TEST, MI-BASED TEST, EMPIRICAL LIKELIHOOD RATIO TEST, AND EMPIRICAL  LIKELIHOOD SCORE TEST, RESPECTIVELY under the setup of the local alternative, the power function of the -based test is larger than or equal to that of the empirical likelihood score test.
The proof is given in Appendix IV. Even in the mispecification case, the assumptions (24) and (25) 
VI. NUMERICAL STUDIES
In this section, we report numerical results for illustrating the adequacy of the asymptotic theory for finite-sample inference.
We examine two -divergences for the homogeneity test. One is the KL-divergence defined by as shown in Example 1, and the test statistic is derived from (16) . This is referred to as the KL-based test. The other is mutual information defined by (18) , and the estimator is derived from the optimal decomposition (16) and the moment matching estimator . This is referred to as the MI-based test. The empirical likelihood ratio test (23) is also applied. As aforementioned, the statistic of the empirical likelihood ratio test is equivalent to the estimator of mutual information using the conjugate representation (19) and the moment matching estimator . This fact has been investigated by Keziou and Leoni-Aubin [14] , [15] . The MI-based test and empirical likelihood ratio test share the same moment matching estimator using , and the difference comes from the way of decomposing the function . In the following, we observe that the MI-based test and empirical likelihood ratio test provide almost the same results. We compare these methods to the empirical likelihood score test (22) proposed in [7] , and the Hotelling -test. The null hypothesis of the test is and the alternative is . The type-I error and the power function of these tests are computed.
First we assume that the null hypothesis is correct, and we compute the type-I error. We consider three cases: in the first case, the distributions of and are given as the one-dimensional exponential distribution with rate parameter or 5; in the second case, the distributions of and are given as the 10-dimensional normal distribution ; and in the third case, each element of the 10-dimensional vector is independent and identically distributed from the -distribution with 10 or 5 degrees of freedom. For the -dimensional vector , the semiparametric model for density ratio is defined as (26) with the -dimensional parameter . The sample size is set to and varies from 10 to 100 for one-dimensional random variables and from 100 to 1000 for 10-dimensional random variables. The significance level of the test is set to 0.05, and the type-I errors are averaged over 1000 runs. For each case, the averaged type-I errors of the KL-based test, MI-based test, empirical likelihood ratio test, and empirical likelihood score test are shown in Table II . In the exponential distribution, the type-I error of empirical likelihood score test is larger than the significance level even with large sample size. On the other hand, the type-I errors of the KL-based test, MI-based test and empirical likelihood ratio test are close to the significance level for large sample size. In addition, the type-I error comes closer to the significance level when the rate parameter becomes bigger. This is because large corresponds to small variance, and hence, the estimation accuracy of the -divergence is high for large . In the normal case, all of the type-I errors converge to the significance level with modest sample size. In the case of the -distribution, the type-I error of the empirical likelihood score test is larger than the significance level even with large sample size. On the other hand, the type-I errors of the other tests are close to the significance level with moderate sample size even for the -distribution.
Next, we compute the power function of the KL-based test, MI-based test, empirical likelihood ratio test, empirical likelihood score test, and Hotelling -test. In the numerical simulations, is fixed and is varied by changing the parameters in the distribution such as the rate parameter, the mean parameter or the scale parameter. We consider the following three setups:
1) is given as the one-dimensional exponential distribution with rate parameter or 5, and is also the one-dimensional exponential distribution with rate parameter . The parameter varies from to . We use two density ratio models: one is given THE TABLE, "KL", "MI","RATIO","SCORE", AND "HOTE." DENOTE THE KL-BASED TEST, MI-BASED TEST, EMPIRICAL  LIKELIHOOD RATIO TEST, EMPIRICAL LIKELIHOOD SCORE TEST AND HOTELLING T -TEST, RESPECTIVELY as , and the other is given as . The sample size is set to .
2)
is defined as the 10-dimensional standard normal distribution, or the 10-dimensional -distribution with 10 or 5 degrees of freedom. The sample from is computed such that (27) where , that is, the mean parameter is added to each element of . Hence, holds for . The sample size is set to or 1000, and the density ratio models (26) with is used . 3) is given as the same distribution as the second setup, and the sample from is computed such that (28) where , that is, the scale parameter is multiplied to each element of . Hence, the null hypothesis corresponds to . The sample size is set to or 1000, and the density ratio models (26) with is used. In the first setup for the exponential distribution, both of the two density ratio models include the true density ratio. In the second and the third setups, when both and are the 10-dimensional normal distribution, the density ratio model (26) includes the true density ratio. For the -distribution, however, the true ratio resides outside of the model (26) . In all simulations, the significance level is 0.05, and the power functions are averaged over 1000 runs. Table III shows the averaged power functions for the first setup. Under the model , the power functions of all tests behave in a similar way, and are almost independent of the value of . Under the larger model , however, except the Hotelling -test, the power is slightly smaller than that under the smaller density ratio model. Table IV shows the averaged power functions for the setup (27). The mean parameter varies from to 0.1. When both and are the normal distribution, the power functions of the KL-based test, MI-based test, empirical likelihood ratio test, and empirical likelihood score test almost coincide with each other. The power of the Hotelling -test is slightly larger than the others. This result is obvious, since the Hotelling -test works well under the normal distribution. Under the -distribution with 5 degree of freedom, the power of empirical likelihood score test around is much larger than the significance level, 0.05. That is, the empirical likelihood score test is not conservative, and will lead false positive with high probability. In the MI-based test and empirical likelihood ratio test, the power around is close to the significance level and the power is comparable to the Hotelling -test outside of the vicinity of . Table V shows the averaged power functions when the scale parameter in (28) varies from 0.9 to 1.1. In this case, the means of and are the same, and hence the Hotelling -test fails to detect the difference between and . In addition, we see that the power function of the empirical likelihood score test is biased, that is, the power function takes the minimum value at less than 1. This is because the estimated variance, , based on the empirical likelihood score estimator tends to take slightly to the significance level, while the power of the KL-based test is slightly larger than the significance level around .
In the first numerical study on the exponential distribution, a test with the smaller density ratio model performs better than that using the larger model. We see that the power of the Hotelling -test is high, since the Hotelling -test detects the difference in the mean value which is directly connected to the rate parameter of the exponential distribution. As shown in the numerical results of the second and the third setups, when the model is correct, the powers of the KL-based test, MI-based test, empirical likelihood ratio test, and empirical likelihood score test are almost the same. Thus, the numerical simulations meet the theoretical results in Theorem 3. The empirical likelihood score test has large type-I error and the power is slightly biased especially when the samples are generated from the -distribution. Throughout the simulations, the MI-based test and empirical likelihood ratio test have comparable power to the other methods, while the type-I error is well controlled. In the simulations, we see that the null distribution of the MI-based test and that of the empirical likelihood ratio test are approximated by the asymptotic distribution more accurately than that of the KL-based test, although the first-order asymptotic theory provided in Section V does not explain the difference between the MI-based test and KL-based test. We expect that higher order asymptotic theory is needed to better understand the difference among -divergences for the homogeneity test.
VII. CONCLUSION
We have addressed inference methods of density ratios and their application to homogeneity test under the semiparametric models. We showed that the estimator introduced in [20] provides an optimal estimator of the -divergence with appropriate decomposition of the function , and proposed a test statistic for homogeneity test using the optimal -divergence estimator. It is revealed that the power function of the -based test does not depend on the choice of the -divergence up to the first order under the local alternative setup. Additionally, the -based test and empirical likelihood score test [7] were shown to have asymptotically the same power. For mispecified density-ratio models, we showed that the -based test usually has greater power than the empirical likelihood score test. In numerical studies, the MI-based test and empirical likelihood ratio test provided the most reliable results than the others, that is, the null distribution was well approximated by the asymptotic distribution with moderate samples size, and the power was comparable to the Hotelling -test even under the normal case.
The choice of the -divergence is an important open problem for the homogeneity test. In our first-order asymptotic theory, the choice of the -divergence does not affect the power function of the -based test. Hence, higher order asymptotic theory may be necessary to make clear the difference among -divergences for the homogeneity test.
In this paper, we considered the estimators of the form (11), while we can use a wider class of estimators for the inference of divergences. In terms of the class of -divergence estimators, we have two challenging future works: one is to study the optimal estimator among all estimators of the -divergence, and another is to specify how large the class of estimators (11) is among all estimators.
APPENDIX I

Asymptotic expansion of
: We make a supplementary statement on the asymptotic expansions of and in (13) . We consider the asymptotic expansion of the estimator (11) . For , let us define be and is also defined in the same way for the other decomposition . Remember that
The Taylor expansion around yields
. We have the same expansion for . By using the above expansions with Assumption 3 and Assumption 4, we have
The first and the second terms of and converge in distribution to a centered normal distribution. For , however, these terms may vanish and becomes of the order , as shown in Appendix II. Substituting the above expression into , we obtain (13) .
APPENDIX II
Proof of Theorem 2:
Proof: Let . Then, due to (2) 
