Introduction and main results.
The purpose of this work is to study the microlocal analytic smoothness of solutions of the initial value problem for the linear Schrödinger equation with variable coefficients. The aim is to relate the behavior at infinity of the initial data with the microlocal analytic smoothness; this phenomenon is known as the microlocal smoothing effect. The results presented here are extensions to the analytic case of those of Craig-Kappeler-Strauss [CKS] , [C] , which concern the C ∞ case. However, our method of proof, which relies on Sjöstrand theory [Sj] , is entirely different from that of [CKS] . This question has also been investigated in recent years in the papers of Shananin [Sh] , Kapitanski-Safarov [KS] , and Wunsch [W] . Related results have also been obtained by Doi [D1] , [D2] , and we refer to the paper [CKS] for more references on the subject.
Let us describe our main result. Let P = P (y,D y ), a second-order differential operator in R n , P = We assume that P has analytic coefficients in R n and a real principal symbol p. We make the following assumptions.
There exists ν > 0 such that p(y, η) ≥ ν|η| 2 , ∀(y, η) ∈ T * R n . (0.2) One can find constants C 0 ≥ 1, R 0 ≥ 1, K 0 ≥ 1, and σ 0 ∈]0, 1[ such that, for all y ∈ R n , |y| > R 0 , and α ∈ N n , It is easy to see that the assumptions (0.2) and (0.3) ensure that this bicharacteristic is defined for all s in R. Indeed, since p is constant on it, we get p(ρ 0 ) = p(y(s), η(s)) ≥ ν|η(s)| 2 by (0.2). Therefore, |η(s)| remains bounded, and it follows from (0.3) and (0.5) that |ẏ(s)| is also bounded. This implies our claim. Let us note that the projection on the basis of the bicharacteristic coincides with the geodesic for the metric given by the matrix (a jk ) −1 .
We denote by γ − ρ 0 (resp., γ + ρ 0 ) the backward (resp., forward) bicharacteristic through ρ 0 ; that is, (0.8)
The main result of this paper is the following theorem.
Theorem 0.1. Let P be defined in (0.1) satisfying the conditions (0.2), (0.3), and (0.4) . Let ρ 0 ∈ T * R n \{0} and γ − ρ 0 be the backward bicharacteristic of P through ρ 0 defined in (0.6) . Let us assume that (0.9) lim s→−∞ |y(s)| = +∞.
Let u 0 ∈ L 2 (R n ) be such that e δ 0 |y| u 0 ∈ L 2 ( ε 0 ) for some δ 0 > 0 and ε 0 > 0, ε 0 being defined in (0.7). Then, if u(t, ·) is a solution of (0.8), we have ρ 0 / ∈ WF a (u(t, ·)) for any t > 0. Here WF a is the analytic wave front set.
Let us make some comments on this statement.
(i) In the case of a constant coefficient principal part, it is easy to see that condition (0.9) is satisfied for any ρ 0 ∈ T * R n \{0}. Then the conclusion of Theorem 0.1 can be restated by saying that for any t > 0, y → u(t, y) is an analytic function.
(ii) Since it is more convenient to work with the forward bicharacteristic, we note that the above theorem is equivalent to the same statement where γ − ρ 0 and t > 0 are replaced by γ + ρ 0 and t < 0. This follows from the fact that if u(t, y) is a solution of (0.8) for t > 0, then v(t, y) = u (−t, y) is the solution of the same equation in t < 0 with data u 0 .
(iii) The hypotheses (0.2) and (0.4) can be weakened. Instead of (0.2), we could assume that |(∂p/∂η j )(y, η)| ≥ c|η| for some j ∈ {1, . . . , n}. On the other hand, with additional technical complications, we could replace, in the right-hand side of (0.4), the power 1 + σ 0 + |α| by σ 0 + |α|; however, this is not pursued here.
(iv) Instead of assuming (0.3) on the whole R n , we may assume the existence of a globally defined backward geodesic and make the assumption (0.3), (0.4) only for y in ε 0 described by (0.7). We could also formulate our statement in the framework of Riemannian manifolds.
(v) The approach used here does not apply to nonlinear perturbations of (0.8), and we refer to [HS] and [HK] for results in the analytic framework.
Let us now describe our method of proof. The main tool used here is the Sjöstrand theory of the Fourier-Bros-Iagolnitzer (FBI) transform [I] . As shown by Sjöstrand in [Sj] , such a transformation can be used at the same time for two purposes: first, as a test for microlocal analyticity, and second, as a Fourier integral operator (in the complex domain) that microlocally reduces the operator P to a simpler form (see Section 1). The main difficulty of this paper comes from the fact that this transformation has to be constructed globally near the bicharacteristic.
The proof contains two different steps. We first prove our main result for outgoing points ρ 0 = (y 0 , η 0 ) ∈ T * R n , that is, points such that |y 0 | > R and y 0 ·η 0 ≥ 0 with R large enough. In that case, using the asymptotic flatness of the coefficients of P , we can get a precise description of the forward bicharacteristic (Section 2). This allows us to construct the phase of the FBI transform by a classical argument of symplectic geometry (Section 3). We then construct the amplitude by solving transport equations (Section 4). However, the estimates showing that this amplitude is an analytic symbol are less easy to get in this global context than in the local case. Let us note that similar computations have been made in another context by Gerard-Martinez [GM] . Once the FBI transform T is obtained, the function w(t, x, λ) = (T u) (t, x, λ) (where u(t, ·) is our solution, λ is the parameter in T , and x ∈ C n ) is essentially a solution of the first-order equation (∂w/∂t) − λ(∂w/∂x n ) = 0, with w| t=0 = T u 0 (x, λ). It follows immediately that w(t, x, λ) = T u 0 (x , x n + λt, λ), and then the asymptotic behavior of u 0 at infinity implies that T u 0 has an exponential decay with respect to λ. After a localization, this decay turns out to be the exact information needed to ensure that u(t, ·) is microlocally analytic near ρ 0 (in fact, locally uniformly in t). In the second step, using the same idea as above, but this time locally, we prove that the uniform microlocal smoothness propagates along the bicharacteristic, from an outgoing point to any point ρ in T * R n \ {0}, which is the conclusion of our theorem.
Finally, we would like to thank the referee for a careful reading of the manuscript and corrections.
1. FBI transform and analytic wave front set. There are several definitions of the analytic front set due to Sato-Kawai-Kashiwara [SKK] , Hörmander [Ho] , BrosIagolnitzer [I] , and Sjöstrand [Sj] , which, according to Bony [B] , coincide. We recall the definition of [Sj] , which uses the FBI transform. Let ρ 0 = (y 0 , η 0 ) ∈ T * R n \ 0, x 0 ∈ C n , and let ϕ be a holomorphic function in a neighborhood W of (x 0 , y 0 ) in
is a positive definite matrix, and
We introduce the function
It follows from conditions (1.1), (1.2), and (1.3) that one can find neighborhoods U x 0 in C n and V y 0 in R n such that, for x in U x 0 , the map V y 0 y → ϕ 1 (x, y) has a maximum at a (unique) point y = y(x) ∈ R n with y(x 0 ) = y 0 . We set
Let a = k≥0 a k (x, y)λ −k be an analytic symbol of order zero, elliptic in a neighborhood of (x 0 , y 0 ). Finally, let χ ∈ C ∞ 0 (R n ) with support in a neighborhood of y 0 , χ = 1 near y 0 .
The FBI transform of a distribution u ∈ Ᏸ (R n ) is defined by
Then T u is a holomorphic function in a neighborhood of x 0 . According to [Sj] , we can define the analytic wave front set of u by the equivalence
(1.7)
A fundamental result of the Sjöstrand theory [Sj] asserts that this definition is independent of the choice of ϕ, a, χ, which satisfy the above properties. Assume that u(t, ·) is a family of distributions depending on a real parameter t.
Definition 1.1. Let t 0 ∈ R. We say that a point ρ 0 ∈ T * R n \ 0 does not belong to WF a (u(t 0 , ·)) if there exist an FBI transform T , positive constants C, µ, λ 0 , ε, and a neighborhood U x 0 of x 0 such that
Of course, WF a (u(t 0 , ·)) ⊂ WF a (u(t 0 , ·)), and the latter can be viewed as describing locally uniform microlocal analyticity. Therefore, we call WF a the locally uniform analytic wave front set.
Let us show how this FBI transformation can be used to reduce an operator P to a simpler form. To the phase ϕ we associate the complex canonical transformation
is a differential operator with principal symbol p and analytic coefficients near y 0 , then we have T P u =P T u + Ru whereP is an operator in C n with principal symbolp = p • Ᏼ and |Ru| ≤ ce λ (x)−ελ for some positive ε. Let us assume that ϕ is a solution of the eikonal equation
Therefore, the key point of this method consists in solving the eikonal equation. In our case, this construction is global in a neighborhood of the forward bicharacteristic.
2. The outgoing bicharacteristics. First, let us note that the conditions (0.3) and (0.4) ensure that the coefficients of P have a holomorphic extension to the set = {y ∈ C n : |Ry| > R 0 , K 0 | Im y| < |Ry|} and that in the set
where C 0 = 3C 0 and K 0 = 2K 0 . We therefore assume that (0.3) and (0.4) are true in the set 1 .
The main result of this section is Theorem 2.1.
has a unique solution on [0, +∞[, holomorphic in (y, η) , such that 
On the other hand,
Therefore, if ε and |Z(s)| are small compared to R, we have
Using (2.7) and (0.3), we get
Therefore, one can find
It follows from (2.9) that Z(s) and ζ(s) satisfy (2.8); this implies that s 3 ∈ A.
(ii) Let us set s * = sup A. If s * = +∞, then A = [0, +∞[ as claimed. Therefore, assume s * < +∞, and let s 0 ∈ A, s 0 < s * . On [0, s 0 ], the system (2.7) has a solution that satisfies (2.8). By the computation made before (2.9), we have
We take ε small compared to √ 2|η 0 | and R large with respect to
It follows from (2.7), (2.2), and (2.11) that
By differentiating (2.13) and applying (2.12), we get
Integrating the second inequality in (2.14) between zero and s, we get
On the other hand, by (2.13),
It follows from (2.15) that
so by (2.16) and (2.14),
Using (2.7) we can write
Then (2.17) implies
It follows from (2.17), (2.18), and (2.7) thatŻ,ζ are bounded on [0, s * [, so s 0Ż k (t) dt has a limit when s tends to s * . This implies that Z(s) and ζ(s) have limits at s * and the estimates (2.17) and (2.18) are valid with s = s * . We consider then the system (2.7) with data (Z(s * ), ζ (s * )) at s = s * . This system has a solution defined on [s * , s * + δ], which, if δ is small enough, satisfies
where the first inequality follows from (2.18). 
Using (0.3), (2.8), and (2.11), we see that there is an absolute positive constant C such that
as claimed in (2.6). This ends the proof of Theorem 2.1.
We now show that the system (2.7) with s complex also has a solution that is defined for Rs ≥ 0 and | Im s| small enough.
possesses a unique solution (Ỹ (s),˜ (s)) holomorphic in the set
( 2.23) Proof. We apply the following well-known result (see [G, Chapter 2] ).
has a unique solution, holomorphic in {s ∈ C : |s − s 0 | < ρ}, where
Let s 0 be in [0, +∞[ and (Y, ) be the solution of (2.3) found in Theorem 2.1. It is easy to see from (2.10) and (2.5) that
if ε is small and R is large. Let us set
We consider the problem
With b defined in (2.26), let us set
The functions a jk (Ỹ ) and (∂a jk /∂y )(Ỹ ) are holomorphic and bounded in Q by (2.27) and (2.2). If F (Ỹ ,η) denotes the right-hand side of the equation in (2.28), one can find a positive constant M depending only on n,
It follows from the result recalled above that (2.28) possesses a unique solution (Ỹ (s), (s)) holomorphic in {s ∈ C : |s −s 0 | < ρ}, where ρ has been defined in (2.24). Now, from (2.30), we have
where a is given by (2.30). Moreover, this solution is also holomorphic with respect to (y, η) in a neighborhood of (y 0 , η 0 ) that is independent of s 0 . By construction, we have
We must emphasize the fact that the solution exists in a domain whose size depends only on C 0 , K 0 , η 0 , R; in particular, it is independent of s 0 . Then let us set
We have to show thatZ andζ satisfy (2.23). Since we havẽ
it follows from (2.8) and (2.32) that, for s ∈ I ,
Finally, writing the equation satisfied byG(s) =Z(s) − 2sζ (s) and using the above estimate on |ζ (s)|, we get the last part of (2.23). Now, since (Ỹ (s),˜ (s)) exists on a domain that is independent of s 0 , the equation (2.28) with datã
has a unique holomorphic solution in the set B = ∪ s 0 ≥0 B(s 0 , (a/3)) and therefore in the set
Moreover, this solution coincides with the solution (Y (s), (s)) of (2.3) when s is real. The proof of Theorem 2.2 is complete.
Construction and properties of the phase function. Let
Without loss of generality we may assume that j = n. With this choice we set x = (x , x n ) for x in C n . Let us introduce the function
Let us also set
We introduce the following notation.
Notation 3.1. We denote by (Ỹ (x n ; x , y),˜ (x n ; x , y)) the value at s = x n of the solution of (2.21) with data (y, η) where η = −(∂ϕ 0 /∂y)(x , y).
Remark 3.2. Since by (3.1) and (3.2) we have (∂ϕ 0 /∂y)(x 0 , y 0 ) = −η 0 , the set {(Ỹ (Rx n ; x 0 , y 0 ),˜ (Rx n ; x 0 , y 0 ), Rx n ≥ 0} is the forward bicharacteristic γ + ρ 0 of p, passing through ρ 0 .
We can now state Theorem 3.3.
Theorem 3.3. There exist ε 1 > 0, ρ > 0, and a holomorphic function ϕ in the set
is a positive definite symmetric matrix, and
Preliminaries. By (3.1) we have
Let us introduce the set
where ε * is given in Theorem 2.2.
It is easy to see that for (x , y) in , we have
We introduce the subset of C 4n and the symbol
which is well defined in since we have
and |Ry| > R. Our aim is to study the Lagrangian submanifold of C 4n with respect to the usual symplectic form
where H q is the Hamiltonian of the symbol q defined in (3.12).
is obtained in solving, for (x , y) ∈ , the equations
(3.14)
We then have (3.15) and it is easy to see that (F (s), −G(s)) is the solution (Ỹ (s),˜ (s)) of (2.21) with Y (0) = y,˜ (0) = −(∂ϕ 0 /∂y) (x , y) . Therefore, with Notation 3.1, we have F (s) = Y (s; x , y), G(s) = −˜ (s; x , y). It follows from Theorem 2.2 and (3.10) that the problem (3.14) has an unique solution, holomorphic in the set {Rs
Let us take ε 1 , ε 2 such that 0 < ε 1 ε 2 ≤ (1/2)ε * , ε 1 ≤ ρ, and set s = x n . We introduce
(3.16) Let us also set
We then have the following lemma.
Lemma 3.4. Let π : → C n × C n be the projection of on the base, that is,
Proof. It is enough to prove that, for fixed x such that |x − x 0 | < ε 1 , Rx n > 0, and | Im x n | < ε 1 , and, for z in C n such that |z −Ỹ (x n ; x 0 , y 0 )| < ε 1 (1 + |x n |), there exists a unique y in C n with |y − y 0 | < ε 2 such thatỸ (x n ; x , y) = z. Let us recall that (see (2.22))
(3.17)
We have to solve the equatioñ
Using (3.17) and (3.8) we see easily that the left-hand side of (3.18) is equal to
Let us set
(3.20)
Then (3.18) is equivalent to
We see that if ε 1 is small enough compared to ε 2 in (3.16), then H maps the ball B(y 0 , ε 2 ) in itself and is a contraction. Using (3.20), (3.17), and the following esti-
Moreover,
SinceZ is holomorphic in y, it follows from (3.17) and the Cauchy formula that, if R is large enough,
It follows that (3.21) has a unique solution y in B(y 0 , ε 2 ) as claimed.
Lemma 3.5. For any λ in , the map dπ(λ) :
Proof. Let ᏻ be the set introduced in (3.16); let us consider the map F : F ) is surjective, the same is true for dπ. Now π • F is the map (x, y) → (x,Ỹ (x n ; x , y)), so our claim follows from
Now from (3.17) we get
and by the Cauchy formula ∂Z/∂y satisfies the estimate in (3.17). Therefore, (3.22) follows if R is large enough.
Corollary 3.6. There exists a holomorphic function ϕ in E (defined by (3.3)) such that
is a Lagrangian submanifold of C 4n ; its projection π : → C 2n on the base is proper and has a simply connected image (Lemma 3.4), and dπ is surjective (Lemma 3.5).
Proof of Theorem 3.3.
is a union of bicharacteristics of q = ξ n − p(y, η) on which q is constant and vanishes by the choice of the initial conditions in (3.14). Then (3.4) follows from Corollary 3.6. Now from Lemma 3.4 there exists a holomorphic function κ such thatỸ Therefore, we have (x , κ(x, z) ). It follows that
The term in the sum where = n vanishes since by (3.1) we have (∂ 2 ϕ 0 /∂x j ∂y n ) = 0. On the other hand, (∂κ /∂z k ) 1≤ ,k≤n−1 = Id. Therefore,
and by (3.1) the determinant of these matrices is different from zero. Now
Since ((∂κ/∂z)(x 0 , y 0 )) = Id, we must have = n in the sum. It follows that (∂ 2 ϕ 0 /∂x j ∂y n )(x 0 , y 0 ) = 0, 1 ≤ j ≤ n − 1, by (3.1). To prove (3.7), it is sufficient to show that (∂ 2 ϕ/∂x n ∂z n )(x 0 , y 0 ) = 0. Since ϕ satisfies (3.4), taking the derivative with respect to z n , we get
But we have seen above that (∂ 2 ϕ/∂z 2 )(x 0 , y 0 ) = (∂ 2 ϕ 0 /∂y 2 )(x 0 , y 0 ) and that (∂ 2 ϕ 0 /∂y j ∂y n )(x 0 , y 0 ) is equal to zero if j = n and to i if j = n. It follows that
Since p is real, (y 0 , η 0 ) ∈ T * R n \ 0, and (∂p/∂η n )(y 0 , η 0 ) = 0, we are done.
Properties of the phase ϕ. First of all, let us write the precise form of κ defined in (3.25). Since by (3.8) and (3.17) we havẽ Y (x n ; x , y) = 1 − 2ix n y + 2x n ix η 0n + iy 0n +Z(x n ; x , y), (3.27) it follows that for (x, z) ∈ E,
We deduce from the estimates onZ and from the Cauchy formula that for (x, z) in E we have
(3.29)
From (3.26), (2.22), and Notation 3.1, we have
Using (3.8) and (3.28), we can write
Therefore, by (3.30),
where F • κ stands for F (x n ; x , κ(x, z)). Now we can state the following lemma.
Lemma 3.7. There exists a positive constant C such that for all (x, z) in E,
Proof. It follows from (3.31) that
Using the estimates (2.23), the Cauchy formula, and (3.29), we get
On the other hand, Im(i/(1 − 2ix n )) ≥ (C 1 /(1 + |x n |) 2 ), and the lemma follows.
Let x ∈ C n be such that |x − x 0 | < ε 1 , Rx n ≥ 0, | Im x n | < ε 1 . By Remark 3.2, Y (Rx n , x 0 , y 0 ) is the projection on the base of the bicharacteristic of p issued from ρ 0 = (y 0 , η 0 ). Then the point (x , Rx n , Y (Rx n , x 0 , y 0 )) belongs to E. By (3.25) and (3.26),
It follows that
Let us consider the function
where ∇ z is the real differentiation. It follows from (3.33) and Lemma 3.7 that the function from R n to R, z → ϕ 1 ((x 0 , Rx n ), z) has a maximum at z = Y (Rx n ; x 0 , y 0 ). So, if ε 1 is small enough and |x − x 0 | < ε 1 , | Im x n | < ε 1 , Rx n > 0, this function reaches its maximum at an unique real point z = z(x). According to (3.35), this point is characterized by (3.36) and (3.33) shows that
If we use (3.31) with z real, we find that
where A = 1 + 2 Im x n , B= 2Rx n .
(3.38)
Then we have the following lemma.
Lemma 3.8. We have
Proof. We have
Since ϕ is holomorphic and z is a real function, we get
It follows from (3.36) and (3.4) that
Finally, (3.40) follows from the fact that is real and from
4. Construction of the amplitude. We are looking for an FBI-type transformation of the form
where ϕ is the phase that was constructed in Section 3, χ is a cutoff near the bicharacteristic, and f is an analytic symbol of order zero that means
where f k is a holomorphic function in E (see (3.3)) that satisfies
for some constant C > 0 (see [Sj] for a discussion on the analytic symbols).
This amplitude is such that the quantity
satisfies an estimate of the type
where is defined by (3.39), µ 0 > 0, N is a fixed integer, and C is a positive constant depending on v. The computation of the expression I in (4.4) leads to the expression (4.6) where t P is the transpose of P .
The terms in I giving rise to derivatives of χ are estimated later on. We can state the following proposition.
Proposition 4.1. There exists an analytic symbol f of order zero defined in the
where is defined in (3.39), µ 0 > 0, and N 0 is a fixed integer.
Proof. The operator t P can be written
where the coefficients satisfy the estimates (2.2).
It is easy to see that F , introduced in (4.6), is such that
(4.8)
Since, by (3.4), (1) = 0, we can write
(4.9)
Let us perform the change of variables (x , x n , y) → x , x n , z =Ỹ (x n ; x , y) , (4.10) which, by Lemma 3.4, is a diffeomorphism from the set
to E. It is easy to see that and from (3.32) that
Moreover, the coefficients (a jk ), (b j ) of t P are, by (2.2), such that
Then (i) follows.
(ii) Let κ be defined in (3.25). We haveỸ (x n ; x , y) = z ⇔ y = κ(x, z). Then, for |α| = 2 we have
and for |α| ≤ 1, we have
Then (4.13) follows from (3.29) and (2.2).
Then, by (4.9), (4.12), and Lemma 4.2, we can write
and Q satisfies (4.13).
(4.16)
Now the symbol g is taken such that the g k are solutions of
Then the system (4.17) is equivalent to
It follows from (4.16) and (4.19) that
Then, by holomorphy with respect to y,
Using (4.13) and (4.22), we see that
Then the solution of (4.21) is given by
Using (4.23) and (4.24), we see that the h k exist in ᏻ and are bounded. However, it is not clear (and not obvious to prove directly since L has order two) that they satisfy an estimate like (4.3). To prove this fact, we need the classical technique of "nested open sets" (as described, for instance, in [Sj] ). However, due to the global (in Rx n ) character of our estimates, things are a little more complicated here, and we combine this technique with an argument similar to that used in the Littlewood-Paley theory. We define the sequences (s j ), (R j ), and (r j ) by
Lemma 4.3. Let r j be defined in (4.25) . Then (r j ) converges to r ∞ > 0.
Proof. We have s j
; therefore, Ln(r j /r 1 ) tends to some finite α and lim j →+∞ r j = r 1 e α = r ∞ .
We introduce the open set
and we set
Let ρ be a positive number. We denote by Ꮽ ρ,j the space of formal analytic symbols (4.28) where f k,j (h) is the best constant and the series
It is easy to see that
The solution of (4.21) given by (4.24) gives rise to a formal symbol h which is, in particular, a solution of the Cauchy problem . Indeed, |x − x 0 | + |y − y 0 | < r j − t implies that
This completes the proof of (4.37).
We apply (4.37 
Therefore, we have
.
Combining (4.37) and (4.39) yields (4.36). The proof of Lemma 4.3 is complete.
We set
Now, if we use (4.35), (4.36), and (4.40), we get
We claim that
Indeed, if (x , s j , y) is in the set j t , we have |x − x 0 | + |y − y 0 | < r j − t, so we get
This shows that
and our claim is proved. We deduce from (4.42) and (4.43) that (4.44) and since β j = h j − h j −1 | x n =s j (see (4.33)), we obtain
Thus (4.41) ensures the existence of a positive constant C such that h j ρ,j ≤ C h 0 ρ,0 . Since h 0 = 1, it follows from the definition of the norm that (4.47) Since h j k is the restriction to j t of the solution h k of (4.21), we deduce from (4.47) that there exists C > 0 such that
Indeed, if (x, y) belongs to ᏻ 1 , we can find j such that Rx n ∈ [s j , s j +1 ]. Then, by (4.25),
Therefore,
So far we have proved the following lemma.
Lemma 4.5. The system (4.21) has a solution h 
where Q is defined in (4.13). Using (4.49) and the Cauchy formula, we deduce
We take
Then we get
and if we set µ 0 = −k 0 Lnk 0 C 0 and we use (3.39), Proposition 4.1 follows.
5. Proof of Theorem 0.1 for outgoing points. Let ρ 0 ∈ T * R n \0 be an outgoing point (which means |y 0 | > 2R and y 0 · η 0 ≥ 0). We show that, under the hypotheses of Theorem 0.1 (with the forward bicharacteristic), ρ 0 / ∈ WF a (u(t 0 , ·) for any t 0 < 0, which is, according to Definition 1.1, a stronger result than needed. Let ϕ be the phase and let f be the amplitude constructed in Theorem 3.3 and in Proposition 4.1. They are defined in the set
for some ε * > 0. Let us take ε 0 > 0 such that ε 0 ε * and e δ 0 |x| u 0 ∈ L 2 ( ε 0 ) as assumed in Theorem 0.1. We introduce the set
(5.7)
To estimate I 1 , we use (4.6) and Proposition 4.1. We get
The terms I 2 and I 3 can be estimated in a similar way. Indeed, on the support of a derivative of χ , we have, by (5.2), |z − y(Rx n )| ≥ (1/2)ε 0 (1 + |x n |). Using (3.36) and (3.39) we can write for real z that
for some z * in C n . Now Lemma 3.7 implies
Moreover, by (3.37) we have z(x 0 , Rx n ) = y(Rx n ), and it follows from (3.38) that |z(x) − z(x 0 , Rx n )| ≤ Cε * (1 + |x n |). Therefore, on the support of a derivative of χ we have, if ε * is small enough,
It follows from (5.8), (5.9), and (5.10) that
Since by (3.31) (∂ϕ/∂z) is bounded, as are the coefficients of t P , and since by (4.16) and (4.49) we have |f (x,z,λ)| ≤ C(1 + |x n |) N for some fixed N, it follows from (5.11) that I 2 and I 3 are bounded by the right-hand side of (5.4).
Let u be the solution under consideration of the problem (∂u/∂t)+iP (z, D z )u = 0, for t < 0, and u| t=0 = u 0 . Let us apply the transformation S defined in (5.3) to both members of the equation. Then, with the notation of Proposition 5.1, it is easy to see that Su is a solution of the following problem:
(5.12)
Proof. To estimate the second term in the right-hand side of (5.13), we use Proposition 5.1. We note that, by Lemma 3.8, we have ( 6. Propagation of the locally uniform wave front set. We deal here with WF a introduced in Definition 1.1. Let u ∈ C 0 (R, L 2 (R n )) be a solution of the Schrödinger equation ∂ t u+iP (y, D y )u = 0, t ∈ R. The main result of this section is Theorem 6.1.
Theorem 6.1. Let ρ * ∈ T * R n \ 0 and γ ρ * be the bicharacteristic of p passing through ρ * . Let t 0 ∈ R. If ρ * / ∈ WF a (u(t 0 , ·)), then WF a (u(t 0 , ·)) ∩ γ ρ * = φ.
Proof. We have γ ρ * = {e sH p ρ * , s ∈ R}, where H p is the Hamiltonian field of p. We introduce the set F = s ∈ R : e sH p ρ * / ∈ WF a u t 0 , · . [Sj] (and also from our Section 3), we can find neighborhoods U x 0 , V y 0 of x 0 , y 0 in C n and a holomorphic function ϕ in U x 0 × V y 0 such that (1.1), (1.2), and (1.3) are true and ϕ satisfies the eikonal equation (∂ϕ/∂x n )(x, y) = p(y, −(∂ϕ/∂y)(x, y)) in U x 0 × V y 0 . We also can find an elliptic analytic symbol f of order zero and a cutoff function χ near y 0 such that, if T is the FBI associated to, ϕ, f , χ by formula (1.6), we have T λ −2 P u(t, x) = λ −1 D x n T u(t, x) + R(t, x), |R(t, x)| ≤ Ce λ (x)−µ 0 λ , µ 0 > 0, t ∈ (t 0 − ε, t 0 + ε), x ∈ U x 0 . (6.2) Since s 0 belongs to F , in every neighborhood of s 0 one can find a point s 1 ∈ F ; so ρ 1 = (y 1 , η 1 ) = e s 1 H p ρ * / ∈ WF a (u(t 0 , ·)). If s 1 is sufficiently close to s 0 , the above FBI transform is still an FBI transform near x 1 , ρ 1 where x 1 is the unique point near x 0 such that −(∂ϕ/∂y)(x 1 , y 1 ) = η 1 . Therefore, we can find positive constants ε 1 , ν 1 , µ 1 , C 1 such that |T u(t, x)| ≤ C 1 e λ (x)−µ 1 λ for |x − x 1 | < ε 1 , |t − t 0 | < ν 1 . Proof of Theorem 0.1. Let ρ 0 be as in Theorem 0.1 and let t 0 < 0. If ρ 0 ∈ WF a (u(t 0 , ·)), then ρ 0 ∈ WF a (u(t 0 , ·)). Let ρ 1 = (y 1 , η 1 ) ∈ γ + ρ 0 be given by Lemma 7.1. By Theorem 6.1, we have ρ 1 ∈ WF a (u(t 0 , ·)), but this contradicts Theorem 5.1, since ρ 1 is an outgoing point. Thus, ρ 0 / ∈ WF a (u(t 0 , ·)), and the proof is complete.
