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ABSTRACT 
We study the convergence properties of the AOR and GAOR iterative methods 
for the solution of the linear system Ax = b, and we give more general forms of the 
Stein-Rosenberg theorem under the assumptions that (1) L, U > 0, in A = I - B = 
I - L - U, are not necessarily strictly lower and strictly upper triangular matrices 
respectively, and (2) p(L) < 1. We derive new results regarding the spectral radii of 
the GAOR (or AOR) and the GJ (or Jacobi) iteration matrices, and give, in the (y, w> 
plane, sufficient conditions (domains) for the GAOR (and AOR) method to converge. 
1. INTRODUCTION 
The Stein-Rosenberg theorem (see [2] and 131, for example) and its 
sharpened form [l] are well known. To establish the result in [l] the formula 
p(hL + U> = h was used, where the matrices L > 0 and U > 0 are, respec- 
tively, strictly lower and strictly upper triangular, and A = p(( Z - L)- ‘U> is 
the spectral radius of the Gauss-Seidel (GS) iteration matrix (I - L)-‘U. 
Actually, the above restrictions on L and U are not necessary, and the 
formula is still valid for general nonnegative matrices L > 0, U 2 0 with 
p(L) < 1. 
We establish the basic result in a general sense and present it together 
with some lemmas in Section 2. Based on these results, the generalized 
Stein-Rosenberg theorems are given in Section 3, and are then applied to 
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recover the previous known ones [l-4, S-111 and also to establish new ones 
regarding the spectral radii of the GAOR (or AOR) and the GJ (or Jacobi) 
iteration matrices. 
In Section 4, by using the basic result given in Section 2, the extrapolation 
principle [(i, 121, and the convergence theory for the regular splittings [I], we 
obtain some interesting new results an the upper bound on the spectral 
radius p( L,,) and the convergence domains of the iteration matrix 
L yw = (I - yL)_‘[(l- w)I + (w- y)L + WV] (1.1) 
in the case of A = I - L - U being a nonsingular H-matrix. Thus we 
improve and extend previous results in [S-10, 12, 131. 
2. BASIC THEOREM AND LEMMAS 
BASIC THEOREM. Suppose thut the matrices L and U satisfy U > 0, 
L > 0 with the spectral radius p(L) < 1. Then it follows that 
p(hL + U) = A, (2.1) 
where h = ~((1 - L)-‘U). 
Proof. Since L > 0 and p(L) < 1, we have 
(I- L)-l = I + L + L2 + .*. >, 0 
and hence (I - L)-‘U >, 0. From the Perron-Frobenius theorem it follows 
that there exists some eigenvector x > 0 such that 
(I - L)-kx = Ax, 
and then 
(AL + U)x = Ax. 
Now we need to prove p(hL + U) = h. The proof is identical to that of 
Theorem 5.4 in [2] and is omitted here. W 
REMARK. It should be emphasized that L and U given in the Basic 
Theorem may be any nonnegative matrices, which makes it possible to apply 
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the result to establish the generalized Stein-Rosenberg theorem and other 
new results. In Theorem 5.4 of [2], which is a special case of the Basic 
Theorem, L and U are assumed to be strictly lower and upper triangular 
matrices, respectively, and then P(L) = 0 < 1. 
COROLLARY 2.1.1. Let U > 0 and L > 0 with p(L) < 1, and the matrix 
L,, be de$ned by (1.1) with 0 < y < 1 and 0 < w < 1. Then it fc>llows that 
i 
Y& -y+bJ 
L+u = 1 
A 
yw 
-1+w 
P 
w w 
(2.2) 
where A,, = p(L,,). 
Proof. Notice that 
L yw = (1 - 0)Z + w(Z - yL))i[(l - y)L + u]. (2.3) 
Let [L = yL and O_J = (1 - y)L + U. Letting A = p((Z - yL)-l[(Z - y> 
L + U I>, from the Basic Theorem we have 
A=p(hyL+(l-y)L+U)=p((hy-y+l)L+U). (2.4) 
Since A,, = PCL,,) = 1 - w + WA, we have 
A 
A= yw -l+W 
0 
Combining this with (2.41, we have (2.2) and the corollary is proved. n 
REMARK. For special values of the parameters y and w, the result of 
Corollary 2.1.1 becomes respectively the ones in [l, 21 ( o = 7 = l), [2, 41 
(0 < y = w < l), and [7-91 (0 < y < w < 1, w > 0). 
Given the matrices B = (bjj) = L + U, L = (lij), and U = (uij), if there 
exists a nonzero element chain bilip, biPil, . . , bi,,2i, with i, z i, (s z t), then 
it is said to be a closed chain contained in B whose length is m. If some 
element bij = Zi. + uii of a closed chain satisfies lij > 0 or ui > 0, then L 
or U, respective y, is said to lie on the closed chain and the i. c 
h.. 
am is said to 
pass through row i and bLj. 
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LEMMA 2.1. 
Then 
Suppose that B = (bij) > 0 is irreducible with bi,,i, = t > 0. 
(i) there exists a closed chain in B passing through bi,,i,; 
(ii) lim,, += p(B) = +a. 
Proof. Since B is irreducible, the directed graph G(B) is strongly 
connected [I]. Then for the ordered pair (P,,, Pi,,) of nodes of G(B) there 
exists a directed path Pipi2, PiyPi3, . . , Pi,,!:Pt 1/I with i,,, = i,, connecting Pi, 
to Pi,,. Hence we have a closed chain billi,, biliz, . . , bi,7,_,i,j passing through 
bi,,i,, and then (i) is proved. 
Let the matrix C = (cij), where cij = bij for (i,j> E {(ik_ 1, i,): 1 =G k G 
m), and otherwise cij = 0. Then B 2 C >/ 0 and p(B) > p(C) = 
WI;= 1 bik_ J”” + + 0~ as biei, = t + + ~0, and (ii> is proved. n 
As is well known, for a reducible matrix B there exists some permutation 
matrix P such that the matrix B can be reduced to a block triangular form 
‘Bll * \ 
PBP’ = 
42 
(2.5) 
where each block B,,, 1 < t < p, is square and is either irreducible or a 
1 X 1 null matrix. 
LEMMA 2.2. Let B = (bLj) >, 0 and some b+, # 0. Then the following 
conditions are equioalent : 
(i) After the transjknation (2.5), biili, is an element of some B,,, 
1 < t < p, in (2.5). 
(ii) Some closed chain in B passes through b,,,i,, in which case, after the 
transformation (2.5), the closed chain is necessarily contained in some B,, in 
(2.5). 
Proof. Suppose that (i) holds and bioi, is an element of B,,. Then from 
Lemma 2.1 there necessarily exists a closed chain in B,, and hence in B, 
passing through bioil, and then we have (ii>. 
Suppose that (ii) holds and hi,,,,, bili,, . , b,,,_,i,,, with i,,, = i, is a closed 
chain in B. Consider C = (cij) as in the proof of Lemma 2.1. Clearly 
p(B) > p(C) = <lI;11= 1 bik_ ,ik)l”” > 0. On the other hand, p(C) = 
p(PCP?‘) = max, p(C,,>, where C,,, which is consistent with B,, in (2.5), is 
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a diagonal block of PCPr. This shows that the closed chain is contained in 
some C,, and hence in some Bf,; otherwise p(C,,) = 0 Vt and p(C) = 0, a 
contradiction. Thus we have (i). W 
LEMMA 2.3. 
alent: 
Let B = (bij) 2 0. Then the following conditions are equiu- 
6) p(B) > 0. 
(ii) There exists at least one closed chain in B. 
Proof. Suppose that (i) holds. Then there necessarily exists at least one 
irreducible diagonal block in (2.5); otherwise p(B) = max, p( B,,) = 0, a 
contradiction. From Lemma 2.1, there exists a closed chain in the irreducible 
block and hence in B, and we have (ii). 
Suppose that (ii) holds. From Lemma 2.2 the closed chain is necessarily 
contained in some B,, in (2.5), and then the block B,, is irreducible. Thus 
p(B) = p(PBP’) > p(B,,) > 0 and we have 6). W 
LEMMA 2.4. Let U = (uij) > 0 and L = (lij> > 0 with p(L) < 1. Then 
one and only one of two mutually exclusioe cases occurs: 
(i) There exists an irreducible B,, in (2.5) of which some nonzero element 
b,, = lij + uli satisfies uij > 0, which implies 
(a) p(L + kU) > 1 for some k > 0, 
(b) p((Z - L)-‘U) > 0. 
(ii) Either no irreducible B,, exists, or no nonzero element biJ = l,j + uij 
of any B,,, 1 < t < p, in (2.5) satisfies uij > 0, which implies 
(a) p( L + kU) = p(L) for all k > 0, 
(b) p((Z - L)-lU> = 0. 
Proof. Suppose that (i> occurs and a nonzero element b,,,i, = l+, + u~,,~, 
of some irreducible B,,Ii,, satisfies uioi, > 0. Then 
p( L + ku) = P( HL + kU)PT) a P( B,,,,,(k)), 
where the matrix B _,“,,,<k) is B,,,,,) - = (bij) with the following modification: 
The element hij = lij + Uij is replaced by cj + kCij, where cj and Gij are, 
respectively, elements of PLP?’ and PUP7‘. From Lemma 2.1 
p(Btoto(k)) + +m as k --f +m, 
and we have (a) of (i) immediately. 
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Suppose p(L + k,U) = p. > 1 with k, > 0. From the Perron-Frobenius 
theorem, for ,!, + k,U > 0 there exists some eigenvector x > 0 such that 
(L + k,U)x = pox. 
Then 
and then 
Notice that p((l/p,)L) < p(L) < 1 and thus 
-1 
1 
2 
=z+--L+ + . . . 
PO 
< I + L + L” + ... = (I - L)_l, 
and then 
From (2.6) we have 
(2.6) 
Then p(( I - L)-’ U) > po/ko > 0, and we have (b) of (i). 
Suppose that case (ii> occurs. Then PUP’ has strictly upper block 
triangular form, and then 
p( L + kU) = p(P( L + kU)P“) = p( PLF) = p(L) Vk > 0, 
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and we have (a> of (ii). Since the matrix PUPT has strictly upper block 
triangular form, so does (I - PLP“)-‘PUP’, and we have 
p((Z - PLP?‘))lPuPT) = 0. 
Combining this result with (I - PLP’)-‘PUPT = p(Z - L)-‘UPT N (I - 
L)-lU gives the desired result that p((Z - L)-‘U) = 0, and we have (b) of 
(ii). From these the lemma is proved immediately. n 
LEMMA 2.5. Let B = (bij) = L + U, L = (lij> > 0, and U = (uij> > 0. 
Then the following two conditions are equivalent: 
(i) there exist.s an irreducible B,, in (2.5) of which some nonzero element 
bij = lij + uij satisfies uij > 0; 
(ii) there exists .some closed chain in B on which U lies. 
Proof. Suppose that (i) holds and that b,, = lij + uij, with uij > 0, is a 
nonzero element of B,,, where B,, is irreducible. From Lemma 2.1 there 
necessarily exists some closed chain in B,,, and hence in B, passing through 
bjj, which implies that U lies on the closed chain and we have (ii>. 
Suppose that (ii) holds. Then from Lemma 2.2, the closed chain is 
necessarily contained in some B,, in (2.51, and then we have (i) immediately. 
n 
LEMMA 2.6. Let B = (bij), and biliz, biSi,, . , biml, be a closed chain in 
B with its length m > 2. Then the strictly lower and strictly upper triangular 
parts of B as well as those of PBPT, where P is any permutation matrix, 
necessarily lie on the closed chain. 
Proof. Let B’ = (gij) = PBPT and 6,, j, = biii2, bjzj3 = biZi3, . . , hj,nj, 
= bimi,. Without loss of generality assume j,? +j, for s z t; otherwise (say 
j, = j,>, consider gj, js, hjsjh, . . . , hj “I j, and assume j, > j,, which implies that 
the strictly lower part of PBPT lies on the closed chain, Then either j, < j, + I 
for some k, 1 < k < m, or j, <jr necessarily holds. This implies that the 
strictly upper triangular part of PBP T lies on the closed chain, and the 
lemma is proved immediately. 
LEMMA 2.7. Suppose that B = (bij) > 0 is irreducible with order n > 2. 
Then p(B) > bii Vi. 
Proof. Since B is irreducible, by the Perron-Frobenius theorem there 
exists an eigenvector x = (x,, x2,. . , x,)r > 0 such that Bx = p( B)r. Then 
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for each row i we have 
p( B)xi = 5 bikxk > biixi; equivalently, p(B) > bii, 
k=l 
since each row has at least one nonzero off-diagonal element for the 
irreducible matrix. n 
3. GENERALIZED STEIN-ROSENBERG THEOREMS 
From the Basic Theorem and Lemmas 2.1-2.7 we have the following 
general form of the Stein-Rosenberg theorem for the regular splittings. 
THEOREM 3.1. Suppose that the matrices L and U satisfy U = (ui .) > 0 
and L = (Zij) > 0 with p(L) < 1. Then one and only one of the fol owing t’ 
mutually exclusive relations is valid: 
(i) ~((1 - L)-‘U) = p(B) = 0, 
(ii) 0 < p((l- L)P’U) < p(B) < 1, 
(iii) p((1 - L)-‘U) = p(B) = 1, 
(iv> p((I - L)Y’U) B p(B) > 1, 
where B = L + U, except when there exists no closed chain on which U lies 
with I + 0, where 
Z = {i : some closed chain passes through row i} (3.1) 
In the exceptional case, ~((1 - LIP’ U> = 0 with p(B) = p(L) < 1. 
Proof. If I # 0, implying p(B) > 0 from Lemma 2.3, and if there 
exists no closed chain on which U lies, then from Lemma 2.5 there exists no 
irreducible B,, in (2.5) of which some nonzero element bij = Zjj + uij 
satisfies uij > 0. From Lemma 2.4 we have ~((1 - L)-‘U) = 0. Clearly the 
result also holds if p(B) = 0, in which case I = 0. Now suppose that I f 0 
while there exists a closed chain in B on which U lies. From Lemmas 2.4 
and 2.5, 
p(( 1 - L)?J) > 0. (3.2) 
REGULAR SPLI-ITINGS AND CONVERGENCE 215 
From the Basic Theorem, by letting A = ~((1 - L>-lU> and p = p(B), we 
have 
A = p( AL + U) < max[ A, 1) p. (3.3) 
So if p = 0 then A = 0, and if 0 < p < 1 then A < max{A, l), and combin- 
ing with (3.2) gi ves 0 < A < 1. Therefore, from the Basic Theorem, 
A = p( AL + U) < p(B) < 1. (3.4) 
If p > 1, then from (3.2) we have A > 0, and from the Basic Theorem 
A = p( AL + U) > min{ A, I} p. (3.5) 
If 0 < A < 1 then A > Ap, implying p ,< 1, a contradiction. Thus A > 1, 
and hence from the Basic Theorem 
A = p( AL + U) > ,o( B) > 1. (3.6) 
If p = 1, then ~((1 + E)B) > 1 and ~((1 - E)B) < 1 for E > 0 sufficiently 
small. As has been proved before, we have 
P(b - (1 - +T’Kl - WI) 
G P((l - +q < P < P((l + E)B) 
Q p([z - (1 + .+I -I[(1 + E)U]). 
Since 
.:y+ P(D - (1 - +n(l - +A) 
= h-l+ p([z - (1 + E)L]_Ql + c)U]) 
= p((Z - L)-?J) = A, 
216 WANG XINMIN 
we have 
A = p(( z - L)-‘u) = p = 1. 
From the above results the theorem is proved immediately. n 
REMARK. We have the following simplification of Theorem 3.1. 
THEOREM 3.1’. Suppose that the conditions of Theorem 3.1 hold. Then 
one and only one of the following conditions is valid: 
(i> O G p((Z - L)-’ U> G p(B) < 1, 
(ii) p((Z - L)-‘U) = p(B) = 1, 
(iii) p((Z - L)-‘U) > p(B) > 1. 
COROLLARY 3.1.1. Suppose that the conditions of Theorem 3.1 hold. 
Then one and only one of the following relations is valid: 
(i> p(L,,) = 1 - 0 and p(B) = 0, 
(ii) 1 - 0 < p(&,,) f 1 - o + wp(Z?) < 1 with 0 < p(B) < 1, 
(iii) p(L,,) = p(B) = 1, 
(iv> p(L,,) > 1 - w + up(B) > 1 with p(B) > 1, 
where L,, is defined by (1.1) with 0 < y < 1, 0 < o < 1, and B = L + U, 
except when y = 1 with I # 0(Z defined by (3.1)) while there exists no closed 
chain in B on which U lies. In the exceptional case p( L,,) = 1 - w always 
holds for 0 < w 6 1 with p(B) = p(L) < 1. 
Proof. Let 
T = (I - rL)-‘[(I - y)L + U], 
and from (2.31, 
L yw = (1 - w)Z + WT. 
From Theorem 3.1 one and only one of the following relations is valid: 
(i> p(T) = p(B) = 0, 
(ii> 0 < p(T) < p(B) < 1, 
(iii> p(T) = p(B) = 1, 
(iv> p(T) 2 p(B) > 1, 
with 0 < y < 1, except when y = 1 tith I f 0 while there exists no closed 
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chain in B on which U lies. Clearly, for the exceptional case p(T) = 0 from 
Lemma 2.4, in which case p(B) = p(L) < 1. Notice that p(L,,) = 1 - 
w + up(T) with 0 < w < 1, and the corollary is proved immediately. n 
REMARK. We have the following simplification of Corollary 3.1.1. 
COROLLARY 3.1.1’. Suppose that the conditions of Corolla y 3.1.1 hold. 
Then one and only one of the following relations is valid: 
(i) 1 - o < p(L,,,) < 1 - w + wp( B) < 1 with p(B) < 1, 
(ii) p(L,,) = p(B) = 1, 
(iii) p(L,,,) > 1 - w + wp(B) > 1 with p(B) > 1. 
The above results can be sharpened. See the following theorem and its 
corollary. 
THEOREM 3.2. Suppose that the conditions of Theorem 3.1 hold. Then 
one and only one of the following mutually exclusive relutions is valid: 
(i) p((Z - L)-lU> = p(B) = 0, 
(ii) 0 < p((Z - ZJ’U) < p(B) < 1, 
(iii) p((Z - L)-‘U) = p(B) = 1, 
(iv) p((Z - L)-‘U) > p(B) > 1, 
where B = L + U, except when I # 0 [I defined by (3.1)] while either (1) 
there exists no closed chain on which U lies or (2) there exists no closed 
chain in some B,, if p(B) < 1 or in any B,, if p(B) > 1, where B,, is 
defined in (2.5) and also satisfies p(B,,) = p(B), on which L lies. In the 
exceptional case, for subcase (1) p((Z - L>-lU) = 0, and for the subcase 
(2) p((Z - L>-lU> = p(B) if p(B) < 1 and p((Z - L)-‘U) > p(B) if 
p(B) > I. 
Proof. From Theorem 3.1 we have (i>-(k) of Theorem 3.1 in all cases 
but the exceptional one. Now we need to prove that the strict inequalities of 
(ii> and (iv> hold for the nonexceptional case. For (ii), 0 < p(B) < 1, which 
implies 
O<A<l (3.7) 
from Theorem 3.1. and also Z # 0 from Lemma 2.3. Observe that B can be 
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reduced to (2.5), while L and U are, respectively, reduced to 
PLPT = 
‘Lll * \ 
L 22 
0 L PP , 
PUPT = 
Ull * \ 
u 22 
0 u 
PP ) 
(3.8) 
where L,, and U,,, which are consistent with B,,, satisfy B,, = L,, + U,,. 
Also, ( I - L)- ’ U can be reduced to 
p( I - L)-‘uP7 
‘(1 - Lll)-‘ull * 
(1 - L22)-‘u22 
= 
0 
\ (1 - L,,)-‘uPP 1 
Let P* = (1,2,. , p}, T* = {t : p(B,,) = p(B)}, and A, = p((Z - 
ZJIUJ, 1 =G t < p. Clearly p(B,,) < p(B) < 1 and A, < A < 1, in view 
of p(B) < 1 and (3.7). Th en f rom the Basic Theorem we have 
A, = PC 4-L + Ut,) =G P(%) < P(B) for t E p* - T*, (3.9) 
and from Lemma 3.2 of [I], 
4 = P(AtL,, + %> < PC%) = P(B) for t E T*, (3.10) 
since, by assumption, for 0 < p(B) < 1 there exists a closed chain in each 
B,, with t E T* on which L lies, and then L,, # 0 (t E T*). Then from 
(3.9) and (3.10) we have 
O<A= maxA,<p(B) < 1, 
t 
proving the strict inequality of (ii). 
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For the exceptional case (2) with p(B) < 1, since there exists no closed 
chain in some I?,, , t E T*, on which L lies (that is, L,, = 01, say t = t, E T*, 
we have At0 = p(B). so A = p((Z - L)_iU) = p(B). 
Similarly we can prove the strict inequality of (iv) and the other excep- 
tional case, and the theorem is proved. n 
COROLLARY 3.2.1. Suppose that the conditions of Theorem 3.1 hold. 
Then one and only one of the following mutually exclusive relations is valid: 
P&w) = 1 - 6J with p(B) = 0, (3.11) 
1 - 6J < p( Lyw) < 1 - w + wp( B) < 1 with O<p(B) < 1, 
(3.12) 
P(L,,) = P(B) = 1, (3.13) 
p( Lyw) > 1 - w + UP(B) > 1 with p(B) > I, 
(3.14) 
where L,, is defined by (1.1) with 0 Q y < 1 and 0 < w < 1, and B = L + 
U, except when 1 z 0 (I defined by (3.1)) while either (1) there exists no 
closed chain in B on which U lies with y = 1 or (2) y = 0 holds or there 
exists no closed chain in som B,, if p(B) < 1 or in any B,, if p(B) > 1, 
where B,, is defined in (2.5) and also satisfies p( B,,) = p(B), on which L 
lies. In the exceptional case, for subcase (1) p(L,,) = 1 - w, and for 
subcase (2) p(L,,) = 1 - o + wp( B) if either y = 0 or p(B) < 1, and 
p(L,,) > 1 - w + q(B) ifp(B) > 1. 
Proof. It is similar to the proof of Corollary 3.1.1 and follows from 
Theorem 3.2. n 
REMARK. The results of Theorem 3.2 and its corollary are new. Clearly 
Theorem 3.1 and Corollary 3.1.1 are special cases of Theorem 3.2 and 
Corollary 3.2.1 respectively. 
We now apply the above results to the GS and GGS and to the AOR and 
GAOR iterative methods. 
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Consider the linear system AX = h with the coefficient matrix 
A=D,-B,=&6, 
where 
D.A = diag A, B, = Ea., + F, > (3.15) 
6 = diag( d,, d,, . , d,), B=i+F. (3.16) 
Here E, and FA are, respectively, the strictly lower and upper triangular 
parts of -A, and the nonzero off-diagonal elements of E’ and F’ are, 
respectively, those of E,4 and FA. Then L,,,, defined by (l.l), 9, = L,,, and 
B = L,,, are, respectively, the AOR, GS, and J iteration matrices if L = 
Di’E, and U = Di’F,, and are, respectively, the GAOR, GGS, and GJ 
iteration matrices if L = c-‘I? and U = fi)-i$ with fi # DA. 
THEOREM 3.3. Let L,, and B = (hi,) = L + U he, respectively, the 
GAOR and G] iteration matrices’. Let also U = (uij) >, 0 
and L = (Zij) > 0 with iii < 1 Vi. Then one and only one (If the four 
mutually excksive relations (3.11)-(3.14) is valid for 0 < y < 1 and 0 < w 
< 1, except when I # 0(Z defined by (3.1)) while either (1) both uii = 0 Vi 
holds and there exists no closed chain with length greater than one when 
y = 1 or (2) e’th t er y = 0 holds or there exists some i such that uii = bii = 
p(B). In the exceptional case, for subcase (1) p( L,,,,) = 1 - w, and for 
subcase (2) p(L,,,,) = 1 - w + wp( B) if either y = 0 or p(B) < 1, and 
p(L,,) > 1 - OJ + wp( B) if p(B) > 1. 
Proof. Observe that for the GAOR iteration matrix L,,, L and U are, 
respectively, the lower and upper triangular parts. It is easy to see that there 
exists no closed chains on which U lies if and only if both uii = 0 Vi holds, 
and there exists no closed chain with length greater than one, since, from 
Lemma 2.6, a closed chain with length greater than one necessarily passes 
through the nonzero element of the strictly upper triangular part of B, which 
implies that U lies on the closed chain, Similarly it is easy to see that there 
exists no closed chain in some B,, satisfying p( B,,) = p(B) on which L lies 
if and only if the order of B,, is equal to one and the unique diagonal 
element bii satisfies p(B) = bii = Zii + uii = uii. From these results together 
with Corollary 3.2.1, the theorem is easily proved. n 
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REMARK. We have the following simplification of Theorem 3.3. 
THEOREM 3.3'. Suppose that the conditions of Theorem 3.3 hold. Then 
one and only one of (3.11)~(3.14) is valid with 0 < y < 1 and 0 < w < 1 if 
either Z = @(Z &fined by (3.1)) or one of the following conditions holds: 
(i) B is irreducible with order n > 2; 
(ii) for i E Z there exists some closed chain with length greater than one 
passing through row i; 
(iii) there exists at least one bii > 0, and for each bii > 0 one has iii > 0 
and uii > 0. 
Proof. Clearly Z = 0 is not the exceptional case in Theorem 3.3. If(i) 
holds, then there exists at least one closed chain with length greater than one 
and p(B) > bii Vi hold s f rom Lemma 2.7. This implies that case (i) is not 
the exceptional case in Theorem 3.3. If (ii) holds, then from Lemma 2.2 the 
order of B,,, 1 < t < 4, in (2.5) is necessarily greater than one. Then, from 
the result for case (i) it follows that case (ii) is not the exceptional case in 
Theorem 3.3. If (iii) holds then for any i, then uii < p(B) always holds. 
Combining the result with the assumption that at least one bii > 0 exists, it 
follows that case (iii) is not the exceptional case in Theorem 3.3. From 
Theorem 3.3 the theorem is proved immediately. n 
COROLLARY 3.3.1. Let P1 = (I - L)-‘U and B = L + U be, respec- 
tively, the GGS and GJ iteration matrices. Let also U = (uij) > 0 and 
L = (lij) > 0 with li, < 1 Vi. Then one and only one of the following 
mutually exclusive relations is valid: 
4%) = P(B) = 0, (3.17) 
0 <PC-%) <P(B) < 1, (3.18) 
P(-%) = P(B) = 1, (3.19) 
~(3) > P(B) > 1, (3.20) 
except when Z z 0(Z defined by (3.1)) while either (1) there exists no closed 
chain with length greater than one or (2) there exists some i such that 
uii = bii = p(B). In the exceptional case, for subcase (1) ~(2~) = 0 andfor 
subcase (2) ~(9~) = p(B) if p(B) < 1 and p(_.Y1) 2 p(B) if p(B) > 1. 
Proof. For y = o = 1 Theorem 3.3 becomes this corollary. n 
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COROLLARY 3.3.1’. Under the conditions of Corollary 3.3.1, suppose that 
either I = 0 or one of the three conditions of Theorem 3.3’ holds. Then one 
and only one of the (3.11)-(3.14) is valid. 
THEOREM 3.4. Let L,,,, and B = L + U be, respectively, the AOR and J 
iteration matrices. Let also U >/ 0 and L > 0. Then one and only one of the 
four mutually exclusive relations (3.17)-(3.20) is valid with 0 < y < 1 and 
O<w<l. 
Proof. It follows from Theorem 3.3 immediately. n 
COROLLAHY 3.4.1. Let _Y, = (I - L)-‘U and B = L + U be, respec- 
tively, the GS and ] iteration matrices. Let also L > 0 and U > 0. Then one 
and only one of the four mutually exclusive relations (3.17)-(3.20) is valid. 
Proof. It follows from Theorem 3.4. W 
REMARK. It should be pointed out that Corollary 3.4.1, which is a 
sharpened form of the Stein-Rosenberg theorem (see [2] and [3]), was given 
by R. S. Varga [I] and hence is well known. The extensions of the Stein- 
Rosenberg theorem to the SOR and AOR iterative methods have been 
considered previously in the literature: [2, 3, 6, 41 (0 < 7 = w f 11, [8, 91 
(0 < y < w < 1, o > O), and [ll] (0 < o < y < 1); and these results are 
contained now in the result of Theorem 3.4. The extension to the GAOR 
iterative method was considered in [7, lo] (0 < y < w < 1, w > O), but the 
exceptional case was not pointed out. Theorems 3.3 and 3.4 are the exten- 
sions of the sharpened form of the Stein-Rosenberg theorem for the GAOR 
and AOR iterative methods respectively. It is easy to see that Corollary 3.1.1 
is an extension of the Stein-Rosenberg theorem to the GAOR and AOR 
iterative methods, where for the AOR method no exceptional case exists. 
4. CONVERGENCE OF L,, AND UPPER BOUNDS ON p(L,,) 
Using the Basic Theorem, the extrapolation principle, and the conver- 
gence theory for the regular splittings, we consider the convergence of the 
iteration matrix L,, defined by (1. I), where L and U are not necessarily 
assumed to be triangular matrices, and A is assumed to be an H-matrix. We 
then give upper bounds on the spectral radii p(L,,) for the convergence 
domains. 
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LEMMA 4.1. Suppose that the complex matrix T satisfies p(lTI) < 1 and 
T, = (1 - w)Z + UT. Then it follows that 
,o(T,) < p(lT,I) < ~(11 - wIZ + wITI> < 1, 
where 0 < w < 2/[1 + p(WO1. 
Proof. See [13], [6], and also Corollary 2.1.1 of [12]. n 
LEMMA 4.2. Suppose that L 2 0 and U > 0 with 0 < p = p( L + 
U) < 1 and A, = p((Z - yL)-‘((1 - y(L + U)). Then 
($1 A, is decreasing for 0 < y < 1 and increasing for y > 1; 
(ii) A, = p for y = 0 and y = 2/(1 + p); 
(iii) A, < p for 0 Q y G 2/(1 + p>. 
Proof. For 0 < y < 1, A,, = p((Z - yL)-l[(l - y)L + VI>. Then for 
0 < yr < ye < 1, (1 - yl)L + V 2 (1 - -ye)L + U, and from the compari- 
son of convergence rates for regular splittings [3] we have hY, > hY2, proving 
that A, is decreasing. For 7 > 1, A, = p((Z - yL)-‘[(y - 1)L + u]). Then 
from p(L) Q p( L + U) < 1, 
(I - yL)_’ = z + yL + (yL)2 + a.. 
and 
0 < (I - y&yl[(y, - l)L + u] 
< (I - yeL)-l[(y, - l)L + v] for y1 < yzl 
and then AYl < Ayt, proving that A, is increasing. Thus (i) is proved. 
Clearly A, = p( L + U> = p for y = 0. Notice that A, = p((Z - L)-’ 
U) < p(L + U) < 1 from Theorem 3.1, and A, = p((A,y + y - 1)L + U) 
for y > 1 from the Basic Theorem. Letting y * satisfy A,,*y * + y* - 1 = 1 
gives 
2 
A,, = p and y* = - 
1 +p’ 
proving (ii). 
From the above results (iii) follows immediately. 
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LEMMA 4.3. Under the conditions of Lemma 4.2, suppose that for any 
irreducible B,, = L,, + U,,, where B,,, L,,, and U,, are defined in (2.5) and 
(3.8), one has L,, # 0 and U,, # 0. Then 
(i) A, is strictly &creasing for 0 < y < 1 and is strictly increasing for 
y> 1; 
(ii) A, < p for 0 < y < 2/(1 + p). 
Proof. In view of (2.5) and (3.8), T = (I - yL)-‘(11 - y(L + U) is 
reduced to 
where T,, = (1 
I 
PTPT = 
Tll * 
T22 
0 T P I’ \ 
YL,,)-‘(11 - ylL,, + U,,>, 1 G t G p, and then 
(4.1) 
where ytt(+y) = p(T,,). F or irreducible B,, and 0 =Z y, < yz < 1, 
(1 - yl)L,, + q, z= (1 - Ys)L,, + v,,, 
(‘) 
and from Theorem 3.15 of [ll, A,,(y]) > A,,(ye). Then for 0 G Y G 1, A,,(Y) 
is strictly decreasing, and so is A, = max t A,,(y). Similarly, for 1 < y1 < yz, 
(Yl - l)L,, + v,, G (Yn - l)Lt, + u,, 
(‘> 
and A,,(yl) < A,,, and then A,,(y) is strictly increasing, and so is 
A, = max, A,,(y) for y > 1, proving (i). Combining with Lemma 4.2(ii), part 
(ii) of this lemma is proved. W 
THEOREM 4.1. Let the complex matrices L and U satisfy 0 < p(B) < 1, 
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where B = IL1 + IUJ. Then 
(i> p(L,,) < p(lL,,I) < 1 fb- (y, WI E S, where 
s = 
i 
1-P 
(Y, w): -- 
l+P 2 
2P 
<Y< -,O<w<-- 
2P 1 l+h, ’ 
p = p(B), and A, = p(( I - IyLI)-‘( 11 - yl ILI + IUI)); 
(ii) 5’ 1 So = SF U Si U Si, where 
l 
2 2 
s:= (y,w):O< y< -,o<w<--- 
l+P i lfp ’ 
s,o = 
i 
1-P 
(Y, co): -- 
2P 
<y<o,o<w< &Cl + YP) 
1 
> 
2 
s,o= (y,o):- 
i 
l+P 
1fP 
c-Y< -,O<W< 
2P 
&j(l - YPYP) 
1 
; 
(iii) One has 
p(L,,) =G p(I&,J G I1 - 4 + WP( B) < 1 
p(L,,) Q p(IL,,I) G II - WI + ti 
(l- YIP 
<l 
1 + YP 
for (Y> w) E szo> 
p&J G P(lqJ) G II - WI + 0 
(Y - l)P 
<1 
1 - YP 
for (Y, 0) 65 s,o. 
Proo$ Notice that for - (1 - p)/(2p) < y < (1 + p)/(2p) we have 
P(lYLl) < IYI P(lq Q IYI P < 1 
and then 
(Z - lYql = 1 + IyLl + IyL12 + **. 2 0 
and 
IL,,1 =s I1 - WIZ + w(Z - IYLI)-l(I1 - YI ILI + WI). (4.2) 
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Let 
M = I - IyLI, 
Then 
N = I1 - yl IL1 + IUI. 
M - N = 1 - [(lrl + I1 - rl)lLI + WI]. 
Observe that for - (1 - p)/(2p) < y < (1 + p)/(2p) we have 
p((lrl + I1 - rl)lLI + IWI) < 1, 
since if 0 < y < 1, then 
(Irl + 11 - rl>lLI + WI = ILI + Dl 
and 
p(lLl + WI) = p < 1, 
and if - (1 - p)/(2p) < y < 0, then 
(Irl + I1 - yl)lLI + IUI = (1 - 2Y)lLI + IUI 
and 
P((l - 2Y)lLI + WI) =G (1 - 2Y)P < 1, 
while if 1 < y < (1 + p)/(2p), then 
(Irl + I1 - rl)lLI + IUI = (2y - 1)ILI + IUI 
and 
(4.3) 
P((2Y - 1)ILl + WI) ,< (27 - 1)p < (9 - l)p= 1. (4.4) 
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Hence from the convergence theorem for the regular splittings [l] it follows 
that for -(I - p)/@p) < y < (1 + p)/(2p), 
A, = &W’N) = p((l - lyLI)-yJl - yJ IL1 + WI)) < 1. (4.5) 
From Lemma 4.1 it follows that for 0 < w < 2/(1 + A,) 
P(ll - 011 + w( 1 - ly~l)-l(I1 - YI ILI + WI)) < 1, 
and hence from (4.2), p( L,,) < p(I L,, I> < 1 and 6) is proved. 
From the Basic Theorem, 
A, = P(( A,lyl + I1 - rl)lLI + IUI). 
Then from Lemma 4.2, for 0 < y < y* = 2/(1 + p), 
2 2 
A, < p and ~ - 
1 + A, 
> 
1 +p’ 
(4.6) 
(4.7) 
and it follows that for (y, o) E SF, 
p( LJ < p(IL,,I) < I1 - WI + wh, G 11 - ~1 + WP( B) < 1. (4.8) 
For - (1 - p)/(2 p) < y < 0, from (4.6), 
A, = P(@ - Y - +)lLI + IUI) < (1 - y - AJ)~, 
since 1 - y - A, y > 1. Then 
A, Q 
(l-Y)P<l and 2 
1 + YP (1 + Ay) ’ 
&Cl + 3/P). (4.9) 
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It is easy to verify that for (y, w) E Sg 
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p(L,,) < p(IL,,I) < I1 - 4 + why G 11 - WI + w 
(1 - Y)P < 1 
1+w * 
(4.10) 
For 2/(1 + p) < y < (1 + p)/(2p), from (4.61, 
A, = P(<hY + Y - l)ILI + IUI) Q (A,y + y - l)p, 
since A, is increasing for y > 1, with A, = p for y = 2/(1 + p), from 
Lemma 4.2. Then 
hJ+y-l=(h~+l)y-l>(p+l)&- 1 = 1. 
Thus we have 
A < (Y - l>P 
y’ l-yp 
<l and (4.11) 
and it is easy to verify that for (y, o> E Si, 
(Y - l)P 
p(~,,) G p(l~,,I) < I1 - 01 + why G 11 - 4 + w 1 _ yp 
< 1. 
(4.12) 
From (4.7)-(4.12) (ii) and (iii) are proved. n 
THEOREM 4.2. Suppose thut (1) the conditions of Theorem 4.1 hold and 
(2) j& any i E I (1 defined by (3.1)) th ere exist closed chains on which L and 
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U lie, respectively, passing through row i. Then 
(i> p(L,,) < p(IL,,I) < 1 for (y, w) E 3, where s = S U S* with 
i 
1-p 1+p 2 s*= (y,w):y= -- or 
2P 
-,o<w<_ 
2P 1+/i, ; I 
(ii) s 3 So U Sf U S,* U S;, where 
i 
2 2 
ST= (y,w):O< y<- 
1-t p’ 
w=- 
1 1+p ’ 
s; = 
i 
1-P 
(y,w): -- 
2P 
< y<o,w= g-p + YP) 
I 
u 
i 
(Y, w):r= - 
1-p 
-,0<6J~l, 
2P i 
s,* = 
l 
(v,o):& 
l+P 
<y<--- 
2P ’ 
6J = g-J1 - YP) 
I 
u (Y>w):Y= 
i 
It-P 
-,O<w<l; 
2P 1 
(iii) one has 
P(&J =z P&J) < I1 - WI + WP( B) < 1 
for (y, W) E 5’: U ST with 0 < y < &, 
(1 - Y)P 
P&J G P(L,,I) < II - 01 + fJJ 1 + YP < 1 
for (y, w) E Si U S,*, 
(Y - l)P 
P(&J G P(I&,I) < I1 - WI + w 1 _ yp < 1 
for (7,~) ES30US3*, 
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where S, So, p, and Ar are defined in 
Proof. Clearly, from Theorem 4.1 
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+ wp( B) < 1 
2 
with y = 0 or - 
1 +p’ 
Theorem 4.1. 
p(L,,) < p(IL,,I) < 1 for (y, w> E 
S. Next consider the case for (y, w) E S *. It should be pointed out that from 
Lemmas 2.1 and 2.2 and the assumption that for i E I there exist closed 
chains on which L and U lie, respectively, passing through row i, it follows 
that for each irreducible B,, = L,, + U,, where B,,, I,,,, and U,, are defined 
in (2.5) and (3.8), 
L,, f 0, cl,, f 0. (4.13) 
For y = --(I - p)/(2p), implying 1 - 27 > 1, from the Basic Theorem, 
Lemma 3.2 of [I], and (4.13) we have a better result than (4.3): 
p((1 - 2y)lLI + IU) = max p(( 1 - 2Y)lLf,I + IV,tl) 
f 
< (1 - 2y)mfyp(B,,) = (1 - 2Y)P= 1, 
where B,,, L,,, and U,, are defined in (2.5) and (3.8). Similarly, for 
y = (1 + p)/(2p), implying 2-y - 1 > 1, we have a better result than (4.4): 
P((2Y - 1)lLI + IUI) < (27 - 1)p = 1. 
For (Y, W> E S*, (4.5) holds and hence the proof of (i) is complete 
immediately. Moreover, from (4.13) and Lemma 4.3 we have 
2 2 2 
A, < p and ----->- 
1 + h, 1fP 
for O<y<- 
1+p’ 
and from (4.13), the Basic Theorem, and Lemma 3.2 of [I], we also have 
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further results regarding (4.9) and (4.11): 
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A < (l-y)p<l and 
Y 1 + YP 
1-P 
for -- 
2P 
< y<o, 
cY-l)PGI 
2 2 
A, < and ___ > 1 - YP 1 + A, 
1_p(l 
2 
for 
l+P 
-<y<- 
l+P 2P 
- 
3/P) 
Similarly to (4.81, (4.101, and (4.121, it is easy to verify that for (7, w> E SF U 
s; with 0 < y < 2/(1 + p) 
p(L,,) < p(lL,,l) G I1 - 01 + wh, < I1 - 01 + WP( B) = 1, 
for (y, 6~) E Si U Sl 
p( Lyw) < p(lL,,l) G I1 - 01 + oA\, < 11 - 4 + w 
(I- YIP = 1 
l+YP ’ 
and for (y, w) E Si u S,* 
- 
p(L,,) < p&J) < I1 - 4 + WA, < II 4 + (Y 1)P - 0 = 1. 
1 - YP 
Combining the above results with Theorem 4.1, the theorem is proved 
immediately. n 
Applying the above results to the GAOR and AOR methods, we can 
obtain the following sufficient conditions (domains) for the GAOR and AOR 
methods to converge. Before we present our results, we state our previous 
result given in [12] as a lemma. In [12] we show a relation between 
p((k’IZ() < 1 and A = fi - 6, when A is an H-matrix and where 6 = 
diag(d,, d,, . . , d,) # diag A. 
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LEMMA 4.4. Let A = (aij) = D - B = DA - B, be a complex H-matrix 
where D = dia$d,, d2, . , d,,) and DA = diag A are complex diagonal 
matrices. Suppose that D satisfies 
laiil 2 
’ < lcl,l < 1 + p(ID,-‘B,I) Vi’ 
Then p(lD’-lB[) < I. 
Proof. See Theorem 3.1 of [ 121. n 
THEOREM 4.3. Suppose that the conditions of Lemma 4.4 hold, and let 
L,, d$&$ by (c.1) be the_ GAOR iteration matrix where L = D- ’ E and 
U = D-‘F with B = E + F, while the nonzero off-diagonal elements (>f E 
and F are, respectively, the el,merLts of t_he str$tly lower and strictly upper 
triangular parts of -A with ( E + F 1 = ( E 1 + I F I. Then the results of Theorem 
4.1 are valid, where B = (b,j) = JLI + \UI. M oreover suppose that for any 
bii > 0 there exist closed chains on which L and U lie, respectively, passing 
through row i. Then the results of Theorem 4.2 are valid. 
Proof. From Lemma 4.4 we have p(( LI + IUl> < 1, and the first result 
follows from Theorem 4.1. For i E I [I defined by (3.1)] there exist closed 
chains on which L and U lie, respectively, passing through row i: from 
Lemma 2.6 if bii = 0, and from the assumption of the theorem if bii > 0. 
Therefore the second result follows from Theorem 4.2. n 
TIIEOREM 4.4. Suppose that A = Dli - B, is a complex H-matrix where 
DA = diag A, and let L,, be the AOR iteration matrix where L = Di’E, 
and U = Di’F, while B, = E, + FA, and E, and FA are, respectively, the 
strictly lower and strictly upper triangular parts of -A. Then the results of 
Theorem 4.2 are valid. 
Proof. It follows from the second result of Theorem 4.3. n 
REMARK. Theorems 4.3 and 4.4 improve and extend previous results 
(see for example [5-lo] and [12]) for th e convergence domains of the GAOR 
and AOR methods for an H-matrix. Our new results permit 7 < 0, y > 2/ 
(1 + p), and w = 2/(1 + p). Th e results for the upper bound on p(L,,) 
contain and extend the ones given in [13] for the JOR and SOR iteration 
methods. 
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It is easy to verify that the geometrical interpretation of S”, which is 
a subset of the convergence domains S and !? given in Theorems 4.1-4.4, 
is a convex hexagon which has vertices (-(1 - p)/(2p), O), (--cl - p>/ 
(2~1, 11, (0,2/(1 + p>>, (2/(1 + p), 2/(1 + p)), ((1 + p)/@pl, 11, and 
((1 + p)/(2p), 0). F or illustration we give in Figure 1 the region S” for 
p = 0.2. It is easy to see that S” will tend to the strip 0 < w < 2 as p --+ 0. 
THEOREM 4.5. Let L,, be dejned by (1.1). Suppose that p(B) = 0, 
where B = 1 LI + IUI. Then for any real number y 
I@,,) = P(lJq) = I1 - WI VW E (0,2). 
In particular, the result is still valid when L,, is the GAOR (or AOR) 
iteration matrix. 
Proof. Since p(B) = 0, PBPT in (2.5) h as a strictly upper block triangu- 
lar form, and so do PJ LIP’ and P\U\PT and therefore p(I - ]yL])-‘(11 - 
yI ILI + IUIIP?‘. Thus ~((1 - ]yL])-‘(11 - yJ IL1 + IUI>) = 0, and the 
theorem is proved from (2.3). n 
REMARK. The convergence domains of L,, and the upper bound on 
p(L,,) determined from A = D - B, given in Theorems 4.1-4.5, are also 
v_alid [or A = 5 - B’ E sZ( A) defined in [13] or, more generally, for A = 
D - B E LR(R(A)) defined in [12], provided that k’Di = D-‘DA. 
FIG. 1 
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