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19 Some families of q-vector fields on path spaces
K. D. Elworthy and Xue-Mei Li
Abstract
Some families of H-valued vector fields with calculable Lie brackets
are given. These provide examples of vector fields on path spaces with a
divergence and we show that versions of Bismut type formulae for forms on
a compact Riemannian manifold arise as projections of the infinite dimen-
sional theory.
Let M be a compact Riemannian manifold and {Pt : t ≥ 0} its heat semi-
group acting on differential forms. Thus if φ is a bounded measurable (or square
integrable) form onM we have{
∂
∂t
(Ptφ) =
1
2
∆(Ptφ), t > 0
P0φ = φ
where we use the sign convention
∆ = −(dδ + δd).
The formula for the exterior derivative of Ptφ
d(Ptφ)(V0) =
1
t
Eφ
(
W
(q)
t
∫ t
0
(W (q)s )
−1ι〈−,dxs〉W
(q+1)
s (V0)
)
, (1)
where φ is a bounded measurable q-form and V0 ∈ ∧
q+1Tx0M was given in
[EL98], extending Bismut’s formula for the special case of q = 0, [Bis84]
d(Ptf)(V0) =
1
t
Ef(xt)
∫ t
0
〈W (1)s (V0), dxs〉 (2)
key words: path space, differential forms, Riemannian manifolds, heat equation, integration
by parts, Bismut formula, Malliavin calculus.
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for f : M → R bounded and measurable and V0 ∈ Tx0M . In these formulae the
expectation E is with respect to a Brownian motion {xt : 0 ≤ t < ∞} on M
starting from x0 and for q = 1, 2, . . . we use the ‘damped’ parallel translations
W
(q)
s : ∧qTx0M → ∧
qTxsM , 0 ≤ s < ∞ of q-vectors along the sample paths of
(x·) given by the covariant equation along (x·):
D
∂s
(W (q)s (V0)) = −
1
2
Rqx0(W
(q)
s (V0))
W
(q)
0 (V0) = V0,
(3)
whereRqx : ∧
qTxM → ∧
qTxM is the q-th Weitzenbock curvature defined by
∆φ = ∇∗∇φ− φ(Rq·−)
for φ a smooth q-form. See, for example, [Air76], [Elw82], [IW81] and [Elw88].
In particular R1 is the Ricci curvature Ric# : TM → TM , i.e. 〈R1xv, u〉 =
Ric(v, u), u, v ∈ TxM .
Formula (1) has been refined and extended by Driver and Thalmaier [DT01],
giving analogous results on various operators on vector bundles overM , e.g. the
square of the Dirac operator. Rather different types of Bismut type formulae for
covariant derivatives of operators on vector bundles were obtained by Norris in
[Nor93] by different methods. The original proof of (1) in [EL98] was to derive
it by applying the method of conditional expectation from [EY93] to the earlier,
non-intrinsic, formula of Li, [Li92], [EL94], see also [Elw92],
d(Ptφ)x0 =
1
t
E
∫ t
0
〈Tξs−, dxs〉 ∧ ξ
∗
t (φ) (4)
for φ a bounded measurable q-form. Here {ξs : 0 ≤ s < ∞} is a gradient
Brownian flow onM (see below), xt = ξt(x0) for x0 ∈ M , Tξt : TM → TM is
the (random) derivative of ξt, and ξ
∗
t φ is the pull back of φ:
ξ∗t φ(V ) : = φ (∧
q(Tξt)(V ))
= φ
(
Tξt(v
1) ∧ · · · ∧ Tξt(v
q)
)
, V = v1 ∧ · · · ∧ vq ∈ ∧qTM
In fact the same proof allows the use of any Brownian flow which has Levi-Civita
connection as its LeJan-Watanabe connection in the sense of [ELL99]. All the
formulae can be extended to obtain differentiation formulae for the corresponding
heat kernels and this is done in the references cited.
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Bismut’s formula (2) can be obtained from infinite dimensional integration
by parts formulae by considering the cylindrical functions F (σ·) = f(σt) on the
space of paths over M and indeed Driver’s integration by parts formula can be
derived from it, as described in [EL96] following comments by Nualart. Since
integration by parts theorems for forms on path spaces are not yet well understood
it is interesting to ask if analogous results hold for (1) and (4) in the context of the
L2 theory of differential forms being developed in [EL00] and [EL] and to derive
(1) and (4) by the methods used there. Our approach is very much in the spirit
of Bismut’s approach to Malliavin Calculus [Bis81] and of Fang-Franchi for Lie
groups [FF97]. We do not attack the two challenges of : (i) deriving integration
by parts formulae for forms on path spaces from (1) and (4), as done for functions
in [EL96]; and (ii) deriving the more general results of Driver and Thalmaier by
similar methods.
In §1 below we define the class of flows used in (1). In §2 the infinite di-
mensional theory in [EL00], [EL] is briefly described, and in §3 the two parts are
combined to both give a proof of (1) and (2) and to give some interesting examples
of q-vector fields on path spaces which have explicitly calculable divergences. On
the way we obtain, from our stochastic differential equation (5), a family of H-
vector fields on Wiener space, which for gradient stochastic differential equations
form a commuting family and in certain other cases have easily computable Lie
brackets. This gives a q + 1-vector field V˜0 on the path space Cx0M ofM which
has a divergence with respect to the Wiener measure µx0 in the sense that the di-
vergence divV˜0 is a vector field on Cx0M satisfying equation (15) below and such
that (1) can be written:∫
Cx0M
dφt(V˜0) dµx0 = −
∫
Cx0M
φt(divV˜0) dµx0
for φt the cylindrical q-form on Cx0M obtained from a differential form φ on the
manifoldM :
φt(V ) = φ(xt)(Vt,...,t), for V any q-vector field.
Various versions of formula (2) are derived from this. For invariant stochastic
differential equations on Lie groups no conditioning is needed in (4), c.f. [FF97],
and we obtain (46). Using gradient systems we give in (41) the minor extension to
(4) mentioned in [EL98] to the case of semigroups on forms with generators of the
form 1
2
∆+LA. We also consider the connections used by Ikeda and Watanabe in
[IW81], sometimes known as Riemann-Cartan-Weyl connections [RS84], where
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the formulae (2) and (4) have a pleasant form (47), although the infinitesimal gen-
erators of the semigroup on forms are rather complicated. However the main aims
of the article are to study some interesting classes of q-vector fields on Cx0M and
to show that some finite dimensional formulae can be considered as projections of
the infinite dimensional theory.
1 Stochastic flows and LeJan-Watanabe connections
Consider a Stratonovich stochastic differential equation
dxt = X(xt) ◦ dBt + A(xt)dt (5)
on M driven by a m-dimensional Brownian motion {Bt, 0 ≤ t < ∞}. Here
X : M × Rm → TM and A : M → TM are assumed to be smooth and
X(x) := X(x,−) : Rm → TxM is assumed to be linear, surjective for each x and
to induce the inner product 〈, 〉x on TxM given by the Riemannian structure ofM .
This implies the Markov process of solutions to (5) has infinitesimal generator of
the form
A =
1
2
∆ + LZ (6)
where LZ is Lie differentiation in the direction of some vector field Z:
LZ(f)(x) = df(Z(x)), x ∈M.
The solution to (5) from x shall be denoted by {ξt(x), 0 ≤ t < ∞}. Write
xt = ξt(x0). We can, and will, take versions which makes ξt(x) continuous in t
and a C∞ diffeomorphism ofM in x.
Let Y : TM → Rm be the adjoint of X , i.e. Yx = X(x)
∗, so that Y is the
right inverse to X . As described in [ELJL97], or more generally in [ELL99], X
induces a metric connection ∇˘ onM defined by
∇˘vU = X(x)d[x 7→ Yx(U(x))](v), v ∈ TxM (7)
for any smooth vector field U on M . In general this, which we call the LeJan-
Watanabe connection of our stochastic differential equation, has torsion. The
torsion is given by
T˘ (u, v) = X(x)dY (u, v), u.v ∈ TxM (8)
4
where dY refers to the exterior derivative of Y considered as an Rm-valued differ-
ential 1-form onM , see Proposition 2.2.3 in [ELL99]. When the torsion vanishes
∇˘ is just the Levi-Civita connection, which we will always refer to using ∇, D
∂t
etc. There are two principal classes of examples, Example 1.1 and Example 1.2
below, for which this holds.
Example 1.1. Gradient system.
Here we consider an isometric immersion α : M → Rm for some m, e.g. by
using Nash’s theorem. Let X(x) : Rm → TxM be the orthogonal projection
identifying TxM with its image in R
m under dα. Then Yx : TxM → R
m is just
the inclusion (dα)x and (7) is the classical formula for the Levi-Civita connection
of a sub-manifold of Rm.
Example 1.2. Riemannian symmetric spaces.
Let M be a symmetric space (K,H, σ). In particular K is a Lie group acting
transitively on M and H can be identified with the isotropy subgroup fixing the
point x0 ofM , so that k 7→ kx0 gives a diffeomorphism ofK/H withM . Assume
that the Lie algebra k of K has an inner product 〈, 〉k, say, invariant under the
adjoint action ofK on k. The action induces a stochastic differential equation
X : M × k→ TM
with X(x)e = d
dt
[(exp (te)) · x]t=0. It is surjective and so induces a Riemannian
structure (〈, 〉x, x ∈ M) on M which is K-invariant. The LeJan-Watanabe con-
nection ∇˘ is the Levi-Civita connection for the Riemannian structure, as is proved
in Corollary 1.4.9 of [ELL99].
An important class of examples which give connections other than the Levi-
Civita connections are the left invariant, and the right invariant stochastic differ-
ential equations on Lie groups. ForM a Lie group with left invariant metric take
the Lie algebra g as Rm and define
XL : G× g→ TG
to be left invariant withXL(e)α = α, for e the identity element of G, i.e.
XL(g)α = TLg(α)
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for Lg : G → G the left translation x 7→ g · x. Similarly if Rg denotes right
translation, x 7→ x · g, define XR : G × g → TG by XR(g)α = TRg(α). It is
easy to see that the associated connections in the sense of (7) are just the canonical
left and right invariant connections, ∇L and ∇R say, of G, respectively. The flow
ξLt for the left invariant stochastic differential equation dxt = X
L(xt)◦dBt, where
Bt is a g-valued Brownian motion, is given by
ξLt (x) = xgt, x ∈ G, t ≥ 0.
Here gt is the solution starting from the identity e to dgt = X
L(gt)◦dBt. Similarly
the solution ξRt (x), with ξ
R
0 (x) = x to the right invariant stochastic differential
equation dxt = X
R(xt) ◦ dBt is given by the right translation of ht, the solu-
tion starting from e. If the metric on G is bi-invariant both stochastic differential
equations, with A ≡ 0, have Brownian motions as solutions. Also in that case the
connections are torsion skew symmetric, with ∇L and ∇R adjoint to each other.
In particular the torsions TL and TR are given by
TL(u, v) ≡ −[U, V ](g), TR(u, v) = [U, V ](g), (9)
where U , V are left invariant vector fields with u = U(g) and v = V (g).
In the bi-invariant case we can also treat G as a symmetric space by taking
K = G × G with action (g1, g2)x = g1xg
−1
2 , with H = ∆G ≡ {(g, g) ∈ K :
g ∈ G} the isotropy subgroup fixing the identity e of G. The symmetry map
σ : g × g → g is given by σ(α, β) = (β, α). The stochastic differential equation
induced by the action as described in Example 1.2 above is just
dxt = TRxt ◦ dBt − TLxt ◦ dB
′
t (10)
where (Bt) and (B
′
t) are two independent Brownian motions on g. The solution
flow is then given by ξt(x) = gtx(g
′
t)
−1 where gt and g
′
t are independent Brownian
motions on G and solutions to the following right invariant stochastic differential
equations respectively:
dgt = TRgt ◦ dBt, g0 = e,
dg′t = TRg′t ◦ dB
′
t, g0 = e,
The solutions ξt(x), when A ≡ 0, are also Brownian motions on G.
For more general homogeneous spaces M = K/H , if the metric on M is in-
duced from an adK-invariant inner product on k and the orthogonal complement of
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the ker X(x0) is adH invariant then ∇˘, the connection associated to the stochas-
tic differential equation defined as in Example 1.2 above, is K-invariant. (see
[ELL99], Proposition 1.2.9). Again in that case
ξt(x) = ktx, x ∈M
for kt the solution to the equation dkt = TRkt◦dBt onK with initial point k0 = e.
Stochastic flows and differential forms. For {ξt : t ≥ 0} the flow of our stochas-
tic differential equation (5) there are semigroups on differential forms defined by
Ptφ = Eξ
∗
t φ. On q-forms the semigroup has infinitesimal generator A
q given on
smooth forms by
Aqφ =
1
2
m∑
j=1
LXjLXjφ+ LA(φ)
for LXj denoting the Lie differentiation in the direction X
j , etc and with Xj
denoting the vector fields X(·)ej for e1, . . . em the standard basis of Rm. This
comes from Itoˆ’s formula, see [Elw92] or [Elw88]. The generator can be written
Aq(φ) = −(dδˆ + δˆd)φ+ LA(φ) (11)
where, for V ∈ ∧q−1TM ,
δˆφ(V ) =−
m∑
j=1
(ιXjLXjφ)(V )
=− trace∇ˆ−φ(−, V ),
(12)
and ∇ˆ is the adjoint connection to ∇˘, in the sense of Driver [Dri92] so the torsion
of ∇ˆ is −T˘ . See [ELL99]. This showsAq depends only on the connection ∇˘, the
vector field A, and the Riemannian metric on TM . In particular if A ≡ 0 in (5)
and the associated connection ∇˘ is the Levi-Civita connection we get the usual
Hodge-Kodaira Laplacian, c.f. [Kus88].
2 Spaces of forms on the path space ofM
Fix T > 0 and x0 ∈ M and let Cx0M denote the Banach manifold of continuous
paths σ : [0, T ] → M with σ(0) = x0. Let µx0 be the measure induced on it by
the solution to (5) starting from x0.
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We can identify the tangent space TσCx0M to Cx0M at σ with the space of
continuous v : [0, T ] → TM with v(0) = 0 such that v(t) ∈ Tσ(t)M for each
0 ≤ t ≤ T . For q = 1, 2, . . . , let ∧qTσCx0M be the space of anti-symmetric
q-vectors at x0 completed using the largest reasonable cross norm, so that its dual
space can be identified with the Banach space of continuous alternating q-linear
maps φ : TσCx0M × · · ·×TσCx0M → R. Thus q-forms on Cx0M are sections of
the dual bundle (∧qTσCx0M)
∗, e.g. see [Lan62].
As an example of a q-vector on Cx0M consider ∧
q(Tx0ξ)(U) evaluated on a
fixed ω ∈ Ω, where U ∈ ∧qTx0M . It is then a q-vector at {xt(ω) : 0 ≤ t ≤ T}.
For q = 1 it is the tangent vector {Tx0ξt(·, ω)(U) : 0 ≤ t ≤ T} to Cx0M at x·(ω).
For higher q we identify q-vectors V with certain continuous maps V : [0, T ]q →
⊗qTM such that Vt1,t2,...,tq ∈ Tσ(t1) ⊗ · · · ⊗ Tσ(tq)M . Then, generalizing to allow
U to be in ∧q+1C([0, T ];Tx0M),
∧q+1(Tx0ξ)(U)t1,...,tq+1 =
(
Tx0ξt1 ⊗ · · · ⊗ Tx0ξtq+1
) (
Ut1,...,tq+1
)
.
As ω varies in Ω such q+1 vectors do not strictly speaking form q+1 vector fields
on Cx0M . However we can obtain q-vector fields from them by conditioning, ‘fil-
tering out the redundant noise’, to give σ 7→ E{∧q+1(Tx0ξ)(U) |ξ·(x0, ω) = σ}.
As shorthand, we write:
∧q+1(Tx0ξ)σ(U) = E{∧
q+1(Tx0ξ)(U) |ξ·(x0, ω) = σ}. (13)
See [EY93],[ELL99]. Below we shall often use f denote the conditional ex-
pectation of a random function f with respect to the σ-algebra generated by
{xt : 0 ≤ t <∞}.
An important class of forms on Cx0M are the cylindrical forms. In particular
if φ is a q-form on M and t ∈ [0, T ] we have the cylindrical q-form φt on Cx0M
given by φt(V ) = φ(Vt,...,t).
For ψ a (q − 1)-form onM we see, with Pt as in the last section,
Pt(dψ) = E(dψ) (∧
q(Txξt)U) =
∫
Cx0M
(dψ)t(∧qTxξ)(U)) dµx0(σ). (14)
In general we say that an L2 q-vector field V has a divergence if there is an L2
(q − 1)-vector field divV on Cx0M such that for all smooth cylindrical (q − 1)-
forms φ on Cx0M we have∫
Cx0M
dφ(V ) dµx0 = −
∫
Cx0M
φ(divV ) dµx0. (15)
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ForU = u1∧· · ·∧uq, a primitive vector, the non-intrinsic Bismut type formula
(4) will follow from showing that ∧q(Tx0ξ)(U) has a divergence with
div
(
∧qTxξσ(U)
)
t,...,t
=
1
t
E
{
q∑
j=1
(−1)j
(∫ t
0
〈Tξs(u
j), dxs〉
)
∧q−1 (Tξt)(u
1 ∧ . . . ûj · · · ∧ uq)
| ξ·(x·) = σ}
at least for a gradient stochastic differential equation with no drift. Here we have
adopted the convention that ûj means the omission of the vector uj in the tensor.
For a general q-vector U in ∧qTx0M this could be written
div
(
∧qTxξσ(U)
)
t,...,t
= −
1
t
∧q−1(Tξt)ι∫ t
0
〈Tξs−,dxs〉
U.
Equation (1) will follow, as in [EL98], by calculating the conditional expectations.
Note that we have used another convention: if ℓ is a linear map on a vector space
ιℓ(b
1 ∧ · · · ∧ bq) =
q∑
j=1
(−1)j+1ℓ(bj)b1 ∧ · · · ∧ b̂j ∧ · · · ∧ bq.
In [EL], see also [EL00], a general theory for forms on path spaces is given.
There we define Hilbert spaces H(q), densely included in ∧qTσCx0M and show
that suitably regular sections of H(q) do have a divergence and give evidence to
suggest that the divergence is a section of H(q−1), with proofs for q = 2, 3. This
is the major step in the construction of an L2 deRham complex on Cx0M , with
an L2 Hodge decomposition and analogue of the Hodge-Kodaira Laplacian. For
this construction we take a stochastic differential equation (5) on M whose solu-
tions are Brownian motions and with its associated connection ∇˘ the Levi-Civita
connection, for example by taking an isometric embedding in Rm and A ≡ 0. We
take (B·) to be the canonical Brownian motion defined up to time T so that C0R
m
with Wiener measure P is the underlying probability space. For fixed x0 ∈ M
there is the Itoˆ map
I : C0R
m → Cx0M
I(ω)t = ξt(x0, ω).
It is smooth in the sense of Malliavin Calculus withH-derivative
TωI : H → TCx0M
9
defined for almost all ω ∈ C0R
m. Here H is the Cameron-Martin space; H =
L2,10 ([0, T ];R
m). We have the formula of Bismut
TI(h)t = Tξt
∫ t
0
(Tξs)
−1X(xs)h˙s ds. (16)
By an L2 H-q-vector field on C0R
m we mean an element U ∈ L2 (C0R
m;∧qH)
where ∧qH refers to the completed tensor product using the usual Hilbert space
cross norm. Given such a vector field U we can define
(∧qTI)(U) : C0R
m → ∧qTCx0M.
At ω ∈ C0R
m this is in ∧qTx·(ω)Cx0M .
To obtain a q-vector field on Cx0M define, for σ ∈ Cx0M
(∧qTI)(U)σ = E {(∧
qTI)(U) |x· = σ} .
Taking constant U , that is U(ω) ≡ h, some h ∈ H we obtain continuous linear
maps
(∧qTI)σ : ∧
qH → ∧qTσCx0M
defined by
(∧qTI)σ(h) = (∧
qTI)(h)σ.
We can then define Hqσ = Image(∧
qTIσ) with its induced Hilbert space struc-
ture, inner product 〈, 〉σ, so that (∧qTI)σ becomes an isometry. These spaces are
defined for almost all σ ∈ Cx0M . It is shown in [EL] that they depend only on
the Riemannian structure of M . The fact that suitably regular L2 sections of Hq
have a divergence can be deduced from the theory for Wiener spaces given by
Shigekawa [Shi86].
The following is a specialization of his basic result to primitive adapted q-
vector fields.
Theorem 2.1 (Shigekawa [Shi86]) For q > 1, let φ : C0R
m → (∧qH)∗ be an
H-differential q-form on Wiener space and hi : C0R
m → H , i = 1 to q adapted
vector fields such that h := h1(·) ∧ · · · ∧ hq+1(·) is in D1,2(∧q+1H). If also
φ ∈ D1,2 ((∧qH)∗) then∫
C0Rm
dφ(h) dP = −
∫
C0Rm
φ (divh) dP
10
where
divh =
q∑
j=1
(−1)j
∫ T
0
〈h˙js, dBs〉
(
h1 ∧ · · · ∧ ĥj ∧ · · · ∧ hq
)
−
∑
1≤i<j≤q+1
(−1)i+j [hi, hj ] ∧ h1 ∧ · · · ∧ ĥi ∧ · · · ∧ ĥj ∧ · · · ∧ hq+1.
The assumptions of primitivity of h or adaptness of the components could have
been omitted with Skorohod integrals replacing Itoˆ integrals, see [Shi86].
The extension to forms on Cx0M in [EL00], [EL] and the proof we give below
for formulae (1) and (2) is based on the following observation:
Theorem 2.2 Let ψ be a smooth cylindrical q-form on Cx0M . Then for h ∈
D1,2(∧q+1H) of the form h = h1 ∧ · · · ∧ hq+1 with each hi adapted, the q+1-
vector field ∧q+1TI(h) on Cx0M has a divergence:∫
Cx0M
dψ
(
∧q+1TI(h)
)
dµx0 = −
∫
Cx0M
ψ
(
div∧q+1TI(h)
)
dµx0 (17)
and
div
(
∧q+1TI(h)
)
= ∧qTI(divh). (18)
Proof. The pull back form I∗(ψ) is in D
1,2 ((∧qH)∗). The integration by parts
formula of Shigekawa, Theorem 2.1, applies to give:∫
Cx0M
dψ
(
∧q+1TI(h)
)
dµx0 =
∫
C0Rm
d(I∗ψ)(h) dP
= −
∫
C0Rm
I∗ψ (divh) dP = −
∫
Cx0M
ψ
(
∧qTI(divh)
)
dµx0.
For other discussions of differential forms on path spaces see [JL91], [Kus92]
and [Lea] together with the references there.
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3 Some families of H-valued vector fields
3.1 The Lie brackets. Below we identify a family of vector fields whose Lie
brackets behave particularly well.
Proposition 3.1 Given tangent vectors bi ∈ Tx0M, i = 1, 2 and ρ : [0, T ]→ R, a
non-random L1 function, set:
hi· =
∫ ·
0
ρ(r)Yxr
(
Tξr(b
i)
)
dr. (19)
Then the Lie bracket of the two vector fields hi on the Wiener space C0 (R
m) is
given by:
d
dt
[
h1, h2
]
t
= ρ(t)
(∫ t
0
ρ(r) dr
)
(dY )
(
Tξt(b
1), T ξt(b
2)
)
+ ρ(t)Yxt
(
Tξt
∫ t
0
ρ(r)(Tξr)
−1X(xr)dY
(
Tξr(b
1), T ξr(b
2)
)
dr
)
.
(20)
and so
TIt([h
1, h2]) =
(∫ t
0
ρ(s)ds
)
Tξt
(∫ t
0
ρ(s)Tξ−1s X(xs)dY
(
Tξs(b
1), T ξs(b
2)
)
ds
)
.
(21)
Proof. Denote byD differentiation on Euclidean spaces,DH the H-derivatives
of Wiener functionals, ∇ covariant differentiation using the Levi-Civita connec-
tion on M , and ∇H the corresponding covariant H-derivatives. Below we regu-
larly abuse notation by omitting ω in the argument, especially with ξt and Tξt.
First observe that
TIt
(
hi
)
(ω) =Tξt
∫ t
0
(Tξr)
−1X(xr(ω))(h˙
i
r) dr
=
(∫ t
0
ρ(r)dr
)
Tξt(b
i)
(22)
and that
d
dt
[
h1, h2
]
t
(ω) =
d
dt
(
DHh2t (ω)(h
1(ω))−DHh1t (ω)(h
2(ω))
)
= DH h˙2t (ω)(h
1(ω))−DH h˙1t (ω)(h
2(ω)).
(23)
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Now
DH h˙2t (ω)(h
1(ω))
= DH
(
Yxt
(
Tξt(ρ(t)b
2)
))
(ω)(h1(ω))
= ρ(t)
(
∇Hh1(ω)Yxt
) (
Tξt(b
2)
)
+ ρ(t)Yxt(ω)
(
∇Hh1(ω)
(
Tξt(b
2)
))
= ρ(t)
(
∇TωIt(h1)Y
) (
Tξt(b
2)
)
+ ρ(t)Yxt(ω)
(
∇Hh1(ω)
(
Tξt(b
2)
))
.
By the expression (22) for TIt(h
1) , we have
DH h˙2t (ω)(h
1(ω)) =ρ(t)
(∫ t
0
ρ(r)dr
)
∇Tξt(b1)Y
(
Tξt(b
2)
)
+ ρ(t)Yxt(ω)
(
∇Hh1(ω)
(
Tξt(b
2)
))
.
(24)
To calculate the second term, consider the map
I˜t : M × C0 (R
m)→M
I˜t(x, ω) = ξt(x)(ω)
with T(x,ω)I˜t : TxM × L
2,1
0 (R
m) → Tξt(x)(ω)M its derivative in the sense of
Malliavin calculus. Then
T(x,ω)I˜t(u, h) = Txξt
∫ t
0
(Txξr)
−1X(ξr(x))(h˙r) dr + Tξt(u),
and T(x0,ω)I˜t(u, h(ω)) = TIt(h(ω)) + Tξ(u). Since b
2 is non-random,
Yxt(ω)
(
∇Hh1(ω)
(
Tξt(b
2)
))
= Yxt(ω)
(
∇Hh1(ω)(Tξt)
)
(b2)
= Yxt(ω))∇b2
[
T(−,ω)I˜
(
0, h1(ω)
)]
t
.
But
∇b2
[
T(−,ω)I˜
(
0, h1(ω)
)]
t
= ∇b2
[
T−ξt
∫ t
0
(T−ξr)
−1X(ξr(−, ω))
(
h˙1r (ω)
)
dr
]
= ∇b2
[
T−ξt
∫ t
0
(T−ξr)
−1X(ξr(−))ρ(r)Yxr
(
Tξr(b
1)
)
dr
]
.
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Since (T−ξr)
−1X(ξr(−, ω))Yξr(−) (T ξr) = Id,
∇b2
[
T(−,ω)I˜
(
0, h1(ω)
)]
t
=
(∫ t
0
ρ(r)dr
)
∇b2 (Tξt) (b
1)
−Tx0ξt
∫ t
0
(Tx0ξr)
−1X(xr)∇b2
(
ρ(r)Yξr(−)
(
T−ξr(b
1)
))
=
(∫ t
0
ρ(r)dr
)
∇b2 (Tξt) (b
1)− Tx0ξt
∫ t
0
ρ(r) (Tx0ξr)
−1∇b2 (T−ξr) (b
1)
−Tx0ξt
∫ t
0
ρ(r) (Tx0ξr)
−1X(xr)∇b2
(
Yξr(−)
) (
Tx0ξr(b
1)
)
=
(∫ t
0
ρ(r)dr
)
∇b2 (Tξt)
(
b1
)
− Tξt
∫ t
0
ρ(r) (Tξr)
−1∇b2 (Tξr) (b
1) dr
−Tξt
∫ t
0
ρ(r) (Tξr)
−1X(xr)
(
∇Tξr(b2)Y
) (
Tξr(b
1)
)
dr,
and so
∇b2
[
T(−,ω)I˜
(
0, h1(ω)
)]
t
−∇b1
[
T(−,ω)I˜
(
0, h2(ω)
)]
t
=
(∫ t
0
ρ(r)dr
)(
∇b2 (Tξt)
(
b1
)
−∇b1 (Tξt)
(
b2
))
−Tξt
∫ t
0
ρ(r) (Tξr)
−1 (∇b2 (Tξr) (b1)−∇b1 (Tξr) (b2)) dr
−Tξt
∫ t
0
ρ(r) (Tξr)
−1X(xr)dY
(
Tξr(b
2), T ξr(b
1)
)
dr
= −Tξt
∫ t
0
ρ(r) (Tξr)
−1X(xr)dY
(
Tξr(b
2), T ξr(b
1)
)
dr.
Finally combining (23), (24) and the last identity, we have
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ddt
[
h1, h2
]
t
(ω)
= ρ(t)
(∫ t
0
ρ(r)dr
)(
∇Tξt(b1)Y
) (
Tξt(b
2)
)
−ρ(t)
(∫ t
0
ρ(r)dr
)(
∇Tξt(b2)Y
) (
Tξt(b
1)
)
−ρ(t)Yxt
(
Tξt
∫ t
0
ρ(r) (Tξr)
−1X(xr)dY
(
Tξr(b
2), T ξr(b
1)
)
dr
)
= ρ(t)
(∫ t
0
ρ(r)dr
)
dY
(
Tξt(b
1), T ξt(b
2)
)
+ρ(t)Yxt
(
Tξt
∫ t
0
ρ(r) (Tξr)
−1X(xr)dY
(
Tξr(b
1), T ξr(b
2)
)
dr
)
.
To prove (21), simply do an integration by parts:
TIt([h
1, h2]) = Tξt
∫ t
0
ρ(s)
(∫ s
0
ρ(r)dr
)
(Tξs)
−1XdY
(
Tξs(b
1), T ξs(b
2)
)
ds
+Tξt
∫ t
0
ρ(s)
∫ s
0
ρ(r)(Tξr)
−1XdY
(
Tξr(b
1), T ξr(b
2)
)
drds
= Tξt
∫ t
0
ρ(s)
(∫ s
0
ρ(r)dr
)
(Tξs)
−1XdY
(
Tξs(b
1), T ξs(b
2)
)
ds
+Tξt
(∫ t
0
ρ(s)ds
)∫ t
0
ρ(r)(Tξr)
−1XdY
(
Tξr(b
1), T ξr(b
2)
)
drds
−Tξt
∫ t
0
(∫ s
0
ρ(r)dr
)
ρ(s)(Tξs)
−1XdY
(
Tξs(b
1), T ξs(b
2)
)
ds
=
(∫ t
0
ρ(s)ds
)
Tξt
(∫ t
0
ρ(s)(Tξs)
−1XdY
(
Tξs(b
1), T ξs(b
2)
)
ds
)
.
Note that if T˘ is the torsion of the connection ∇˘, then X(dY ) = T˘ by (8).
Consequently,
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Corollary 3.2 For hi defined by (8) in Proposition 3.1,
X(xt)
d
dt
[h1, h2]t =ρ(t)
(∫ t
0
ρ(r) dr
)
T˘
(
Tξt(b
1), T ξt(b
2)
)
+ ρ(t)Tξt
∫ t
0
ρ(r)(Tξr)
−1T˘
(
Tξr(b
1), T ξr(b
2)
)
dr
(25)
and
TIt([h
1, h2]) =
(∫ t
0
ρ(s)ds
)
Tξt
(∫ t
0
ρ(s)Tξ−1s T˘
(
Tξs(b
1), T ξs(b
2)
)
ds
)
.
(26)
We shall now return to our examples.
Example 3.1. Gradient system.
In Example 1.1, where the stochastic differential equation is a gradient system,
we have dY ≡ 0. Consequently d
dt
[h1, h2]t (ω) vanishes and so does [h
1, h2]t (ω).
Indeed in this case if we set
hv =
∫ ·
0
Yxr (Tξr(v)) dr
for v ∈ Tx0M , we have a commuting family {h
v : v ∈ Tx0M} of H-valued
vector fields on C0R
m. Note that if α : M → Rm is the immersion defining our
stochastic differential equation, then α ◦ ξt is a random map of M into R
m and
h˙vt = d(α ◦ ξt)(v) = (ξt)
∗(dα)(v).
Example 3.2. The Lie group case.
ForM a Lie group with left invariant stochastic differential equation correspond-
ing to a bi-invariant metric as discussed in §1, if v ∈ g and x0 = e the identity
element, we have
hi· :=
∫ ·
0
ρ(r)Y Lxr
(
TξLr (b
i)
)
dr
=
∫ ·
0
ρ(r)TL−1xr TRxr(b
i) dr
=
∫ ·
0
ρ(r)ad(x−1r )(b
i) dr
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In this case
TIt(h
i) = TRxt
∫ t
0
ad(xr)h˙
i
r dr = TRxt
(∫ t
0
ρ(r)drbi
)
.
Let TR and TL be the torsions for the left and right invariant connections
respectively. From above, (9), the fact that TξLt (u) = TRxt(u), and by the right
invariance of TR,
d
dt
[h1, h2]t = −ρ(t)
(∫ t
0
ρ(r) dr
)
TL−1xt TRxt [b
1, b2]
−ρ(t)TL−1xt TRxt
∫ t
0
ρ(r)[b1, b2] dr
= −2ρ(t)
(∫ t
0
ρ(r) dr
)
ad(x−1t )[b
1, b2]
= −
d
dt
(∫ t
0
ρ(r)dr
)2
ad(x−1t )[b
1, b2]
= −ad(x−1t )
d
dt
[∫ t
0
ρ(r)drb1,
∫ t
0
ρ(r)drb2
]
.
Note that
TIt([h
1, h2]) = −TRxt
∫ t
0
ad(xr)(
d
dr
[h1, h2]r)dr
= −TRxt
∫ t
0
2ρ(r)
(∫ r
0
ρ(s)ds
)
dr[b1, b2]
= −TRxt [
∫ t
0
ρ(r)drb1,
∫ t
0
ρ(r)drb2].
Example 3.3. Lie group as a symmetric space.
We now consider the stochastic differential equation (10):
dxt = TRxt ◦ dBt − TLxt ◦ dB
′
t
on the Lie group G with bi-invariant metric. The derivative flow of the solution
ξt is given by Tξt = TR(g′t)−1TLgt. Note that in our notation the map, giving the
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equation (10), X(g) : g × g → TxM is given by X(g)(α1, α2) = TRg(α1) −
TLg(α2) with inverse Y : TG→ g× g given, for u ∈ TgG, by
Y (u) = (TR−1g (u),−TL
−1
g (u))
= (Y Ru,−Y Lu).
Thus if u, v ∈ TgG, for T
R and TL the torsion tensors as in (9),
dY (u, v) =
(
TR−1g T
R(u, v), TL−1g T
L(u, v)
)
=
(
[Y R(u), Y R(v)], [Y L(u), Y L(v)]
)
so
d
dt
[h1, h2]t = ρ(t)
(∫ t
0
ρ(r)dr
)(
[Y R
(
TLgtTR
−1
g′t
b1
)
, Y R(TLgtTR
−1
g′t
b2)],
[Y L(TLgtTR
−1
g′t
b2), Y L(TLgtTR
−1
g′t
b1])
)
.
Now
Y R
(
TLgtTR
−1
(g′t)
bi
)
=
(
TRgt(g
′
t)
−1
)−1
TLgtTR
−1
g′t
bi
=
(
TR−1g′t
◦ TRgt
)−1
TLgtTR
−1
g′t
bi
= ad(gt)b
i.
while
Y L
(
TLgtTR
−1
(g′t)
bi
)
=
(
TLgt(g
′
t)
−1
)−1
TLgtTR
−1
g′t
bi
= TLg′tTR
−1
g′t
bi = ad(g′t)b
i,
so
d
dt
[h1, h2]t = ρ(t)
(∫ t
0
ρ(r)dr
)(
ad(gt)[b
1, b2], ad(g′t)[b
1, b2]
)
∈ g× g.
In this case hit =
(∫ t
0
ρ(r)ad(gr)b
i dr,−
∫ t
0
ρ(r)ad(g′r)b
i dr
)
.
3.2 A family of H2-valued vector fields. In general when the associated con-
nection ∇˘ for (5) is the Levi-Civita connection ∇ and A ≡ 0 we expect that
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∧qTI(h1 ∧ · · · ∧ hq)σ ∈ H
q
σ for almost all σ ∈ Cx0M . It follows from [EL00]
that this holds for q = 1 and from [EL] for q = 2 with sufficiently regular h,
and a proof for q = 2 for our special hi’s is given below in Proposition 3.3 as an
illustrative example. For general q we have,
∧q(TI)(h1 ∧ · · · ∧ hq) = E
{
∧q(Tξ·)
(
bρ,1· ∧ · · · ∧ b
ρ,q
·
)
|xs : 0 ≤ s ≤ T
}
where bρ,jt =
(∫ t
0
ρ(r)dr
)
bj and (Tξ·)(b
ρ,j
· ) is just the vector field
{(Tξt)(b
ρ,j
t ) : 0 ≤ t ≤ T} along ξ·(x0). From [ELL99] or [EY93] for gradient
systems, we can deduce that for 0 < t1 < · · · < tq ≤ T
∧qTI(h1 ∧ · · · ∧ hq)t1,...,tq
=
∫ t1
0
ρ(r)dr
∫ t2
0
ρ(r)dr· · ·
∫ tq
0
ρ(r)dr ·
(
1⊗ · · · ⊗W
tq−1
tq
)
(
1⊗ · · · ⊗W (2)
tq−2
tq−1
)
. . .W
(q)
t1 (b
1 ∧ · · · ∧ bq).
(27)
Here W (q)
s
t = W
(q)
t ◦ (W
(q)
s )−1 : ∧qTxsM → ∧
qTxtM with W
s
t = W
(1)s
t , for
W (q) the damped parallel transport defined by (3).
Let us recall the characterization ofH1 andH2. For q = 2 it is shown in [EL],
that
H2σ =
{
U +Qσ(U) | U ∈ ∧
2H1σ
}
⊂ ∧2TσCx0M
where Qσ : ∧
2H1σ → ∧
2TσCx0M is defined by
Q(U)s,t = (1⊗W
s
t )W
(2)
s
∫ s
0
(W (2)r )
−1R(Ur,r) dr, 0 ≤ s ≤ t ≤ T (28)
forR : ∧2TM → ∧2TM the curvature operator.
The spaceH1 is the ‘Bismut tangent space’, [JL91], but with a different Hilbert
space structure. In fact elements of H1 are exactly vector fields v in M along σ
such that ‖v‖σ :=
∫ T
0
∣∣ D
dt
vt
∣∣2
σ(t)
dt <∞ where
D
dt
vt :=
D
dt
vt +
1
2
Ric#(vt) = W
−1
t
d
dt
W−1t Vt. (29)
From this it follows that ∧2H1σ consists of those U in ∧
2TσCx0M for which(
∧2(W·)
−1(U)
)
s,t
=
∫ s
0
∫ t
0
H(r1, r2) dr1dr2
for someH in L2 ([0, T ]× [0, T ];Tx0M ⊗ Tx0M).
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Proposition 3.3 Let λ ∈ L2,10 ([0, T ];R). Take V in∧
2Tx0M and V
λ ∈ ∧2L2,10 Tx0M
defined by V λs,t = λ(s)λ(t)V . If A ≡ 0 in (5) and the associated connection is the
Levi-Civita connection, the vector field Z, where
Z = E
{
∧2(Tξ·)(V
λ)|xs, 0 ≤ s ≤ T
}
forms a section ofH2. It is equal to U +Q(U) for Q as above and U given by
Us,t = (1⊗W
s
t )λ(s)λ(t)W
(2)
s (V )
− (Ws ⊗Wt)
∫ s
0
λ2(r) ∧2 (Wr)
−1R
(
W (2)r (V )
)
dr,
(30)
for all 0 ≤ s ≤ t ≤ T . It has divergence
(divZ)t =−
∫ T
0
(
〈
D
∂r
−, dxr〉 ⊗ 1
)
Zr,t
+Wt
∫ t
0
(
〈−, dxr〉 ⊗ (Wr)
−1)R(1⊗W rt )
)−1
Zr,t.
(31)
(For an interpretation of the, apparently adapted, integrals, see the proof below.)
Proof. From (27), for 0 ≤ s ≤ t ≤ T ,
Zs,t = λ(s)λ(t)(1⊗W
s
t )W
(2)
s (V ). (32)
So [
(∧2W·)
−1Z
]
s,t
= λ(s)λ(t)(∧2Ws)
−1W (2)s (V ). (33)
Setting
k(r) = ∧2(W−1r )W
(2)
r (V ) ∈ ∧
2Tx0M (34)
we see that[
(∧2W·)
−1Z
]
s,t
= λ(s)λ(t)k(s ∧ t), for all s, t ∈ [0, T ].
Set
U˜ = ∧2(W−1· )(U)
We only need to show that
U˜ + (∧2W−1· )Q(U) = λ(s)λ(t)k(s ∧ t) (35)
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and that U belongs to ∧2H1.
Now for any K : [0, T ]× Ω→ ∧2TM over {xt : 0 ≤ t ≤ T}
∧2 (Wr)
d
dr
(
∧2(Wr)
−1Kr
)
= R(Kr) +W
(2)
r
d
dr
[(W (2)r )
−1Kr] (36)
when the derivative exists, so k′(s) = ∧2(W−1s )R
(
W
(2)
s (V )
)
and consequently
by (30)
U˜s,t = λ(s)λ(t)k(s ∧ t)−
∫ s∧t
0
λ2(r)k′(r) dr, (37)
for s, t ∈ [0, T ]. Integrating by parts,
U˜s,t = λ(s)λ(t)k(s ∧ t)− λ
2(s ∧ t)k(s ∧ t) + 2
∫ s∧t
0
λ′(r)λ(r)k(r) dr
= 2
∫ s∧t
0
λ′(r)λ(r)k(r) dr + (λ(s)λ(t)− λ2(s ∧ t))k(s ∧ t). (38)
From this it is easy to see that
U˜s¯t¯ =
∫ s¯
0
ds
∫ t¯
0
dt (λ′(s)λ′(t)k(s ∧ t) + λ(s ∧ t)λ′(s ∨ t)k′(s ∧ t)) (39)
since for s¯ ≤ t¯ one has∫ s¯
0
ds
∫ t¯
0
dt (λ′(s)λ′(t)k(s ∧ t) + λ(s ∧ t)λ′(s ∨ t)k′(s ∧ t))
=
∫ s¯
0
{∫ s
0
(λ′(s)λ′(t)k(t) + λ(t)λ′(s)k′(t)) dt
+
∫ t¯
s
(λ′(s)λ′(t)k(s) + λ(s)λ′(t)k′(s)) dt
}
=
∫ s¯
0
λ′(s)λ(s)k(s) ds+
∫ s¯
0
(λ(t¯)− λ(s))
d
ds
(λ(s)k(s)) ds
=2
∫ s¯
0
λ′(s)λ(s)k(s) ds+ (λ(t¯)− λ(s¯))λ(s¯)k(s¯).
(40)
This shows that U ∈ ∧2H1. Next note that
U˜s,s = 2
∫ s
0
λ′(r)λ(r)k(r) dr
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by (38). By the definition, (28), of Q, (34), and using (36) again we see that for
0 ≤ s ≤ t ≤ T ,
[
∧2(W−1· )Q(U)
]
s,t
:= ∧2(W−1s )W
(2)
s
∫ s
0
(W (2)r )
−1R (Urr) dr
= ∧2(W−1s )W
(2)
s
∫ s
0
(W (2)r )
−1 ∧2 (Wr)
d
dr
U˜r,r dr
− ∧2 (W−1s )W
(2)
s
∫ s
0
d
dr
[
(W (2)r )
−1Urr
]
dr
= ∧2(W−1s )W
(2)
s
∫ s
0
2(W (2)r )
−1 ∧2 (Wr)λ
′(r)λ(r)k(r) dr− U˜s,s
= ∧2(W−1s )W
(2)
s
∫ s
0
2λ′(r)λ(r)V dr − U˜s,s
= λ2(s)k(s)− 2
∫ s
0
λ′(r)λ(r)k(r) dr
=
∫ s
0
[λ(r)]2k′(r) dr.
Finally add (37) to the above to obtain the required identity (35).
To obtain (31) we can assume V to be primitive, V = b1 ∧ b2 say. By (18) the
divergence of Z is just the conditional expectation J¯ of J for J = TI(div(h1 ∧
h2)) where h˙jt = λ˙(t)YxtTξt(b
j). By Theorem 2.1 and Proposition 3.1
Jt = TIt
(
−
∫ T
0
〈h˙1r, dBr〉h
2
· +
∫ T
0
〈h˙2r, dBr〉h
1
·
)
= J0t + J
1
t
where
J0t = TIt
(
−
∫ T
t
〈h˙1r, dBr〉h
2
· +
∫ T
t
〈h˙2r, dBr〉h
1
·
)
= −
∫ T
t
〈
λ˙(r)Tξtr(Tξt(b
1)), dxr
〉
λ(t)Tξt(b
2)
+
∫ T
t
〈
λ˙(r)Tξtr(Tξt(b
2)), dxr
〉
λ(t)Tξt(b
1).
Therefore
E
{
J0t | F
x0 ∨ Ft
}
= −λ(t)
∫ T
t
λ˙(r)ι〈W tr−,dxr〉 ∧
2 (Tξt)(b
1 ∧ b2)
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giving
J¯0t =
∫ T
t
(
1⊗
〈
D
∂r
−, dxr
〉)
Zt,r
by (32).
The second term J1t could be treated as in Corollary 3.5 below, but to get the
form (31) observe
J1t = −
∫ t
0
λ(t)λ˙(r) (〈−, dxr〉 ⊗ 1)
(
∧2(Tξ)(b1 ∧ b2)
)
rt
and so by (27)
J¯1t = −
∫ t
0
λ(t)λ˙(r) (〈−, dxr〉 ⊗ 1)
(
1⊗W rt )W
(2)
r (b
1 ∧ b2)
)
rt
.
Here we can interpret the, apparently adapted, integral by usingW rt = Wt(Wr)
−1
and taking the term (1⊗Wt) outside of the integral. Now
(
D
∂r
⊗ 1)Zrt =
D
∂r
[
λ(r)λ(t)(1⊗W rt )W
(2)
r (b
1 ∧ b2)
]
+
1
2
(Ric# ⊗ 1)Zrt
giving
λ˙(r)λ(t)(1⊗W rt )W
(2)
r (b
1 ∧ b2)
= (
D
∂r
⊗ 1)Zrt −
1
2
(Ric# ⊗ 1)Zrt
−λ(r)λ(t)(1⊗Wt)
D
∂r
(1⊗ (Wr)
−1)W (2)r (b
1 ∧ b2),
but
D
∂r
(1⊗ (Wr)
−1)W (2)r (b
1 ∧ b2)
= (Wr ⊗ 1)
D
∂r
(∧2W−1r )W
(2)
r (b
1 ∧ b2)−
1
2
(Ric# ⊗ 1)(1⊗W−1r )W
(2)
r (b
1 ∧ b2)
= (1⊗W−1r )RW
(2)
r (b
1 ∧ b2)−
1
2
(Ric# ⊗ 1)(1⊗W−1r )W
(2)
r (b
1 ∧ b2)
by (36), and so
λ˙(r)λ(t)(1⊗W rt )W
(2)
r (b
1 ∧ b2) = (
D
∂r
⊗ 1)Zrt − (1⊗W
r
t )R(1⊗W
r
t )
−1Zrt.
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The result follows noting that (1 ⊗W rt )
−1Zrt is F
x0
r -measurable and the factor
(1⊗Wt) in (1⊗W
r
t ) = (1⊗Wt)(1⊗ (Wr)
−1) can be taken out of the stochastic
integrals to make them Itoˆ integrals.
Remark 3.3.
(1). The formula (30) in Proposition 3.3 demonstrates the alternative charac-
terisation ofH2 from [EL] which states that V is inH2 if and only if V − IR(V ) is
in ∧2H1 where IR is the curvature operator of the damped Markovian connection
onH1.
(2). Note that for the proof of (30) we could allow V : Cx0M → ∧
2Tx0M to
be nonconstant provided it is in L1+ǫ for some ǫ > 0. Our filtration in calculating
(27) can be chosen to be {Ft ∨ F
x0 : 0 ≤ t ≤ T} as in [EL96]. Now let
V : [0, T ] × [0, T ] → ∧2Tx0M be such that Vs,t =
∫ s
0
∫ t
0
Za,b da db some Z ∈
L2 ([0, T ]× [0, T ]× Cx0M → ∧
2Tx0M) symmetric in (s, t) ∈ [0, T ]× [0, T ]. As
a corollary we see, for 0 ≤ s ≤ t ≤ T ,
E{∧2(Tξ·)(V )| xs : 0 ≤ s ≤ t ≤ T} = U +Q(U)
for
Us,t = (1⊗W
s
t )W
(2)
s (Vs,t)− (Ws ⊗Wt)
∫ s
0
∧2(Wr)
−1R
(
W (2)r (Vrr)
)
dr.
Moreover U is a section of ∧2H1 and so U + Q(U) is a section of H2. This fol-
lows from the proposition by polarization for Vs,t = (λ
1(s)λ2(t) + λ2(s)λ1(t)) b,
some b ∈ L2(Cx0M ;∧
2Tx0M) and then for general V by continuity since we can
consider such V as elements of the completed tensor product [⊙2L2,10 ([0, T ];R)]⊗
L2(Cx0M ;∧
2Tx0M), where ⊙ refers to the symmetric tensor product. Note the
mapping
⊙2L2,10 ([0, T ];R)⊗ L
2(Cx0M ;∧
2Tx0M)
Θ
−→ L2
(
Cx0M ;∧
2(L2,10 ([0, T ];R)⊗ Tx0M)
)
≃ L2
(
Cx0M ;∧
2(L2,10 (Tx0M)
)
given by
Θ ((u⊙ v)⊗ f(α ∧ β)) (σ)
=
1
2
f(σ) [(u⊗ α) ∧ (v ⊗ β) + (v ⊗ α) ∧ (u⊗ β)] , σ ∈ Cx0M,
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where f(·)(α ∧ β) ∈ L2 (Cx0M ;∧
2Tx0M) ≃ L
2(Cx0M ;R)⊗ ∧
2Tx0M ,
α, β ∈ Tx0M , f ∈ L
2(Cx0M ;R).
In this generality the stochastic integrals in (31) will need to be treated more
carefully and if V is non-random an additional term involving its H-derivative will
be involved in the divergence.
3.3 From Integration by parts to Bismut type formulae. First we shall give
an extension of the non-intrinsic formula (4). For this consider a general non-
degenerate stochastic differential equation (5) with smooth coefficients. For {ξt :
0 ≤ t <∞}, its flow of diffeomorphisms of the manifold, consider the semigroup
described in §1, given by
Ptφ = Eξ
∗
t (φ).
SinceM is compact d(Ptφ) = Pt(dφ) when φ is C
1. The generator A of {Pt}t≥0
is given on smooth forms by (11) above.
Proposition 3.4 For any bounded measurable form φ on M and L1 function ρ :
[0, t]→ R with
∫ t
0
ρ(r) dr 6= 0,
d(Ptφ)(b
1 ∧ · · · ∧ bq+1)
=
(∫ t
0
ρ(r)dr
)−1
E
q+1∑
j=1
(−1)j+1
∫ t
0
ρ(s)〈Tξs(b
j), X(xs)dBs〉xs·
ξ∗t (φ)(b
1 ∧ · · · ∧ b̂j ∧ · · · ∧ bq+1)
−
(∫ t
0
ρ(r)dr
)−1 ∑
1≤i<j≤q+1
(−1)i+j+1 Eξ∗t (φ)(∫ t
0
ρ(s)Tξ−1s
(
T˘
(
Tξs(b
i), T ξs(b
j)
))
ds ∧ b1 ∧ · · · ∧ b̂i · · · ∧ b̂j · · · ∧ bq+1
)
,
(41)
where T˘ : TM ⊕ TM → TM is the torsion of the connection ∇˘ given by (8).
Proof. Define hi, i = 1 to q+1, by (19). Set h = h1∧· · ·∧hq+1 and b = b1∧· · ·∧
bq+1. Arguing as in Theorem 2.2, but without taking conditional expectations we
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see, for φ a C1 q-form,
d(Ptφ)(b) = Pt(dφ)(b)
= Eξ∗t (dφ)(b) =
(∫ T
0
ρ(r)dr
)−q−1
Edφ
(
∧q+1(TI)(h)t,...,t
)
= −
(∫ T
0
ρ(r)dr
)−q−1
Eφ (∧q(TI)(divh)t,...,t) .
By Shigekawa’s result, Theorem 2.1, formula (41) follows using Proposition 3.1,
equation (16), (26), and the fact that
∫ t
0
〈h˙is, dBs〉 =
∫ t
0
ρ(s)〈Tξs(b
i), X(xs)dBs〉xs .
By continuity it also holds for bounded measurable φ.
To obtain an intrinsic formula from (41), we shall take conditional expecta-
tions, which can easily be done if the torsion T˘ = X(dY ) is invariant under the
flow (e.g. for certain homogeneous spaces). In this case formula (41) becomes:
d(Ptφ)(b
1 ∧ · · · ∧ bq+1)
=
(∫ t
0
ρ(r)dr
)−1
E
q+1∑
j=1
(−1)j+1
∫ t
0
ρ(s)〈Tξs(b
j), X(xs)dBs〉xs·
ξ∗t (φ)(b
1 ∧ · · · ∧ b̂j ∧ · · · ∧ bq+1)
−
∑
1≤i<j≤q+1
(−1)i+j+1E
(
ξ∗t (φ)
(
T˘ (bi, bj) ∧ b1 ∧ · · · ∧ b̂i · · · ∧ b̂j · · · ∧ bq+1
))
.
(42)
Let W˘A,qt : ∧
qTx0M → ∧
qTxtM , the damped parallel translation of q vectors, be
defined by:
Dˆ
∂s
(W˘A,qs (V0)) = −
1
2
R˘qx0
(
W˘A,qs (V0)
)
+ d ∧q
(
∇˘A
)(
W˘A,qs (V0)
)
W˘A,q0 (V0) = V0.
(43)
Here Dˆ
∂s
refers to covariant differentiation using the connection ∇ˆ, the adjoint
connection of ∇˘. Since the conditional expectation of ∧qTξt is given by
∧qTξt(−) = W˘
A,q
t (−),
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by Theorem 3.3.7 in [ELL99], or Theorem A in [EY93] for the Levi-Civita con-
nection, we only need to worry about the first term on the right hand side of
equation (42). Set
Ut =
∫ t
0
ρ(s)
q+1∑
j=1
(−1)j+1〈Tξs(b
j), X(xs)dBs〉 · ∧
qTξt(b
1 ∧ · · · ∧ b̂j ∧ · · · ∧ bq+1)
and
V jt = ∧
qTξt(b
1 ∧ · · · ∧ b̂j ∧ · · · ∧ bq+1).
Then, e.g. by (3.3.10) in [ELL99],
DˆUt =
q+1∑
j=1
(−1)j+1ρ(t)〈Tξt(b
j), X(xt)dBt〉 · V
j
t
+
q+1∑
j=1
(−1)j+1
∫ t
0
ρ(s)〈Tξs(b
j), X(xs)dBs〉 · d ∧
q
(
∇˘X(−)dBt)(V
j
t )
)
+
q+1∑
j=1
(−1)j+1
∫ t
0
ρ(s)〈Tξs(b
j), X(xs)dBs〉 ·(
−
1
2
(R˘q)∗(V jt )dt+ d ∧
q ∇˘A(V jt )dt
)
=
q+1∑
j=1
(−1)j+1ρ(t)〈Tξt(b
j), X(xt)dBt〉 · V
j
t
+d ∧q
(
∇˘X(−)dBt)(Ut)
)
−
1
2
(R˘q)∗(Ut)dt+ d ∧
q ∇˘A(Ut)dt,
Taking the conditional expectation of the above equation, as in the proof of Propo-
sition 3.3.7 in [ELL99] or that of Theorem A in [EY93], we have
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DˆUt =
q+1∑
j=1
(−1)j+1ρ(t)〈Tξt(bj), X(xt)dBt〉 · ∧qTξt(b1 ∧ · · · ∧ b̂j ∧ · · · ∧ bq+1)
−
1
2
(R˘q)∗(Ut)dt+ d ∧
q ∇˘A(Ut)dt
= ρ(t)ι〈−,X(xt)dBt〉∧
q+1Tξt(b1 ∧ · · · ∧ bq+1)−
1
2
(R˘q)∗(Ut)dt+ d ∧
q ∇˘A(Ut)dt
= ρ(t)ι〈−,X(xt)dBt〉W˘
A,q+1
t (b
1 ∧ · · · ∧ bq+1)−
1
2
(R˘q)∗(Ut)dt+ d ∧
q ∇˘A(Ut)dt
= ρ(t)ι〈−,/˘ tdB˘t〉W˘
A,q+1
t (b
1 ∧ · · · ∧ bq+1)−
1
2
(R˘q)∗(Ut)dt+ d ∧
q ∇˘A(Ut)dt
Here /˘/t denotes parallel translation corresponding to the connection ∇˘ and (B˘s)
is the stochastic anti-development Brownian motion on Tx0M , i.e. the martingale
part of
∫ ·
0
/˘/s
−1
◦ dxs. Solve the equation to obtain
Ut = W˘
A,q
t
∫ t
0
(
W˘A,qs
)−1
ρ(s)ι〈−,/˘sdB˘s〉W˘
A,q+1
s (b
1 ∧ · · · ∧ bq+1) ds.
Finally we arrive at:
Corollary 3.5 Suppose that the torsion T˘ ≡ XdY is invariant under the flow ξt.
Then for bi ∈ Tx0M, i = 1, . . . , q + 1,
d(Ptφ)(b
1 ∧ · · · ∧ bq+1)
=
(∫ t
0
ρ(r)dr
)−1
Eφ
(
W˘A,qt
∫ t
0
ρ(s)(W˘A,qs )
−1ι〈−,/˘sdB˘s〉W˘
A,q+1
s (b
1 ∧ · · · ∧ bq+1)
)
− φ
(
W˘A,qt
( ∑
1≤i<j≤q+1
(−1)i+j+1T˘ (bi, bj) ∧ b1 ∧ · · · ∧ b̂i · · · ∧ b̂j · · · ∧ bq+1
))
.
(44)
Note that in the non-invariant case, an analogous proof to that of Corollary 3.5
leads to the intrinsic formula below. If V is a q+1 vector, we define ιT˘V to be the
operator from ∧q+1TM → ∧qTM which restricted to primitive vectors is given
by:
ιT˘ (b
1∧· · ·∧ bq+1) =
∑
1≤i<j≤q+1
(−1)i+j+1T˘ (bi, bj)∧ b1∧· · ·∧ b̂i · · ·∧ b̂j · · ·∧ bq+1.
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Corollary 3.6 Let b be a q + 1 vector in ∧q+1Tx0M , then(∫ t
0
ρ(r)dr
)
d(Ptφ)(b)
=Eφ
(
W˘A,qt
∫ t
0
ρ(s)(W˘A,qs )
−1
(
ι〈−,/˘sdB˘s〉W˘
A,q+1
s (b) + ιT˘ W˘
A,q+1
s (b) ds
))
.
(45)
Proof. We only need to worry about the last term of (41), since the previous term
is as in Corollary 3.5. For this∑
1≤i<j≤q+1
(−1)i+j+1
E(ξ∗t )(φ)
(∫ t
0
ρ(s)Tξ−1s
(
T˘
(
Tξs(b
i), T ξs(b
j)
))
ds ∧ b1 ∧ · · · ∧ b̂i · · · ∧ b̂j · · · ∧ bq+1
)
= Eφ
( ∑
1≤i<j≤q+1
(−1)i+j+1Tξt
∫ t
0
ρ(s)Tξ−1s
(
T˘
(
Tξs(b
i), T ξs(b
j)
))
ds ∧
Tξt(b
1) ∧ · · · ∧ T̂ ξt(bi) · · · ∧ T̂ ξt(bj) · · · ∧ Tξt(b
q+1)
)
.
Set
Ut =
∑
1≤i<j≤q+1
(−1)i+j+1Tξt
∫ t
0
ρ(s)Tξ−1s
(
T˘
(
Tξs(b
i), T ξs(b
j)
))
ds ∧
Tξt(b
1) ∧ · · · ∧ T̂ ξt(bi) · · · ∧ T̂ ξt(bj) · · · ∧ Tξt(b
q+1).
Then after covariant differentiation and filtering we have
DˆUt =
∑
1≤i<j≤q+1
(−1)i+j+1ρ(t) ·
T˘ (Tξt(bi), T ξt(bj)) ∧ Tξt(b1) ∧ · · · ∧ T̂ ξt(bi) · · · ∧ T̂ ξt(bj) · · · ∧ Tξt(bq+1)
−
1
2
(R˘q)∗(Ut)dt+ d ∧
q ∇˘A(Ut)dt
= ρ(t)ιT˘ ∧
q+1 Tξt(b1 ∧ · · · ∧ bq+1)−
1
2
(R˘q)∗(Ut)dt+ d ∧
q ∇˘A(Ut)dt
= ρ(t)ιT˘ W˘
A,q+1
t (b)−
1
2
(R˘q)∗(Ut)dt+ d ∧
q ∇˘A(Ut)dt,
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giving
U¯t = W˘
A,q
t
∫ t
0
ρ(s)
(
W˘A,qs
)−1
ιT˘ W˘
A,q+1
s (b) ds.
The required equation now follows.
Special cases
(1) When the connection ∇˘ defined by (7) is the Levi-Civita connection and
ρ(t) ≡ 1, formula (41) essentially reduces to (4), but in this case Pt has
generator given by 1
2
∆+ LA on smooth forms.
(2) For a left invariant stochastic differential equation on a Lie group G with
bi-invariant metric and A ≡ 0, formula (41) reduces to
d(Ptφ)(b
1 ∧ · · · ∧ bq+1)
=
(∫ t
0
ρ(r)dr
)−1
E
(〈∫ t
0
ad(xs)dBs,−
〉
∧ R∗xt(φ)
)
(b1 ∧ · · · ∧ bq+1)
−
∑
1≤i<j≤q+1
(−1)i+jER∗xt(φ)
(
[bi, bj ] ∧ b1 ∧ . . . b̂i ∧ . . . b̂j ∧ . . . bq+1
)
,
(46)
for x0 = e (so b
j ∈ g, each j). In this case the generator ofPt is
1
2
trace∇R∇R
by (2.4.3) of [ELL99].
Formula (46) is intrinsic. It could have been deduced from the path space
integration by parts formula of [FF97]. The q = 0 case was given in [EL94].
(3) Another computable example comes whenA ≡ 0 andX is chosen so that ∇˘
has torsion T˘ (u, v) = 2
n−1
(v ∧ u)Z(x) for u, v ∈ TxM and Z a fixed vector
field onM . Here v∧u is the operator such that (v∧u)Z(x) = 〈v, Z(x)〉xu−
〈u, Z(x)〉xv. This connection was used by [IW81]. In [ELL99], example
2.3.5 (though there is a minor misprint in the formula written there), the
generator on q-forms is shown to be 1
2
∆+L
[
2(q−1)
n−1
−1]Z
− 2
n−1
ιZd. Set Z
# =
〈Z(x),−〉x. The term involving the torsion in (41) reduces to(∫ t
0
ρ(r)dr
)−1
4
n− 1
E ξ∗t (Z
# ∧ φ)(b1 ∧ · · · ∧ bq+1)
=
4
(n− 1)
∫ t
0
ρ(r) dr
Pt(Z
# ∧ φ).
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In this case we have:
d(Ptφ)(b
1 ∧ · · · ∧ bq+1)
=
(∫ t
0
ρ(r)dr
)−1
Eφ
(∫ t
0
ρ(s)ι〈−,/˘sdB˘s〉W
q+1
s (b)
)
+
4
(n− 1)
∫ t
0
ρ(r) dr
(
Z# ∧ φ
) (
b1 ∧ · · · ∧ bq+1
)
.
(47)
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