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Abstract Mesoscale eddies are ubiquitous features in the Southern Ocean, yet their phenomenology is
not well quantiﬁed. To tackle this task, we use satellite observations of sea level anomalies and sea surface
temperature (SST) as well as in situ temperature and salinity measurements from proﬁling ﬂoats. Over the
period 1997–2010, we identiﬁed over a million mesoscale eddy instances and were able to track about 105
of them over 1 month or more. The Antarctic Circumpolar Current (ACC), the boundary current systems, and
the regions where they interact are hot spots of eddy presence, representing also the birth places and
graveyards of most eddies. These hot spots contrast strongly to areas shallower than about 2000 m, where
mesoscale eddies are essentially absent, likely due to topographical steering. Anticyclones tend to dominate
the southern subtropical gyres, and cyclones the northern ﬂank of the ACC. Major causes of regional polarity
dominance are larger formation numbers and lifespans, with a contribution of differential propagation path-
ways of long-lived eddies. Areas of dominance of one polarity are generally congruent with the same polar-
ity being longer-lived, bigger, of larger amplitude, and more intense. Eddies extend down to at least
2000 m. In the ACC, eddies show near surface temperature and salinity maxima, whereas eddies in the sub-
tropical areas generally have deeper anomaly maxima, presumably inherited from their origin in the bound-
ary currents. The temperature and salinity signatures of the average eddy suggest that their tracer
anomalies are a result of both trapping in the eddy core and stirring.
1. Introduction
While the potential importance of eddies of lateral scales of a few tens to a few hundreds of kilometers was
recognized early on [Robinson, 1983], the omnipresence of these features in the global ocean could only be
truly acknowledged with the onset of satellite altimetry about two-and-a half decades ago [Chelton et al.,
2011b] (CSS11 thereafter). Eddies of these scales are typically referred to as ‘‘mesoscale.’’ Mesoscale transient
eddies, coherent vortices evolving at temporal scales of weeks to years and populating the world’s oceans
at any moment by thousands, likely contribute the major fraction to mesoscale kinetic energy (CSS11),
which itself dominates the ocean’s total kinetic energy [Ferrari and Wunsch, 2009]. This recognition, as well
as the increasing availability of satellite observations and the ability to push the resolution of models down
to the mesoscale, triggered extensive research on oceanic mesoscale features, such as fronts and eddies,
and their impact on ocean circulation, climate, biogeochemistry, and ocean productivity [e.g., McGillicuddy
et al., 1998; Jayne and Marotzke, 2002; Hallberg and Gnanadesikan, 2006; Beal et al., 2011; Gruber et al., 2011;
Morrow and Le Traon, 2012; McWilliams, 2008; Treguier et al., 2014].
Eddy activity is particularly high in the Southern Ocean, a vast area with tremendous importance for global
ocean dynamics [e.g., Marshall and Speer, 2012; Talley, 2013], the global uptake of anthropogenic carbon
and heat [e.g., Mikaloff Fletcher et al., 2006; Fr€olicher et al., 2015], and low latitude productivity [Sarmiento
et al., 2004]. Eddies are formed here mainly due to instabilities of the dynamic Antarctic Circumpolar Current
(ACC) and the boundary currents along the continents at the northern ﬂank of the ACC. Southern Ocean
eddies are not only numerous, they are also essential for ocean dynamics in the region as has been con-
cluded by many studies [e.g., Rintoul et al., 2001; Naveira Garabato et al., 2004; Fyfe and Saenko, 2006; Hall-
berg and Gnanadesikan, 2006; Mignone et al., 2006; Hogg and Blundell, 2006; Zickfeld et al., 2007; Lachkar
et al., 2007; B€oning et al., 2008; Hogg et al., 2008; Thompson, 2008; Gillett et al., 2008; Sallee et al., 2010; Sallee
and Rintoul, 2011; Morrison and Hogg, 2012], yet many aspects of the impact of eddies and the underlying
physical mechanisms remain unclear.
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1.1. Southern Ocean Eddy Effects
Two major effects of eddies are commonly discussed: ﬁrst, they balance the momentum input of the intensive
westerly winds that blow over the Southern Ocean channel. The eddies achieve this balance by transporting the
momentum by interfacial form stress downward toward the ocean bottom, where it is dissipated [Johnson and
Brydent, 1989; Nikurashin et al., 2013]. Second, the eddies induce a meridional overturning circulation with asso-
ciated transports of material properties, overcoming the barrier generated by the zonal ﬂow of the ACC [Aberna-
they et al., 2010; Naveira Garabato et al., 2011]. In particular, this eddy-induced overturning causes a southward
transport in the upper ocean that tends to offset the northward wind-induced Ekman transport [e.g., Hallberg
and Gnanadesikan, 2006; Ivchenko et al., 2008;Marshall and Radko, 2003]. As the degree of cancellation depends,
for example, on the vertical structure of these two respective transports [Morrison and Hogg, 2012], the resulting
residual circulation may respond in rather complex manner to changes in atmospheric forcing in a changing cli-
mate. The extent of the compensation of the Ekman transport by eddies is essential, for instance, in the context
of the hypothesized contemporary saturation of the Southern Ocean sink for atmospheric carbon dioxide [Le
Quere et al., 2007; Lovenduski et al., 2008]. Moreover, the eddy-induced upward transport of heat balancing the
downward mean transport has gained attention more recently [Zika et al., 2013; Morrison et al., 2013; Grifﬁes
et al., 2015]. A third additional effect, which is generally not accounted for in models that do not resolve eddies
explicitly, is the potential of coherent eddies to transport trapped water and its material properties quasi-isolated
laterally over large distances, releasing it in a very different environment than where the eddy originated from.
This effect can result in an upgradient tracer transport, in contrast to the eddy mixing effect, which is downgra-
dient inherently. Finally, ocean eddies also alter atmospheric conditions, namely wind, cloud cover, and precipi-
tation [Frenger et al., 2013; Byrne et al., 2015].
Ocean models used for climate change simulations often do not explicitly resolve eddies and rely on parameter-
izations of the eddy effects, the most commonly used being the Gent-McWilliams parameterization [Gent et al.,
1995]. This scheme relies on the net effect of eddies being their tendency to ﬂatten isopycnals, and thus param-
eterizes them as a downgradient diffusion of isopycnal thickness [see e.g., Gent, 2011, for discussion], resulting
in an advective tracer ﬂux. In addition, eddy mixing is typically parameterized by a scheme causing along-
isopycnal tracer diffusion (Redi diffusion) [Solomon, 1971; Redi, 1982]. The associated eddy diffusion coefﬁcients
have been generally assumed to be constant or simply a function of some large-scale ﬂow. In reality, the effects
of eddies are more diverse and complex and are linked to the occurrence, characteristics, and life cycle of
eddies, yet the relation between these eddy properties and their impacts on tracers and circulation remains
incompletely understood, with few studies estimating eddy effects based on observable eddy properties (e.g.,
eddy tracer diffusivities based on eddy length scales and propagation speeds) [Klocker and Abernathey, 2014;
Bates et al., 2014]. Thus, while new and extended parameterizations for the effect of eddies for noneddy resolv-
ing ocean models are needed, we are lacking a good description of the possible dependencies of the effects of
eddies on the eddy properties, which in turn requires a thorough knowledge of the latter. Our goal here is to
close this gap by determining and quantifying the properties of Southern Ocean eddies, providing the basis for
the development of new parameterizations.
1.2. Focus of This Study
Our study builds on satellite observations of altimetry (resolution of 1/38) and SST, which provide sufﬁcient
spatial and temporal coverage for conclusions on the large-scale and climatological distribution and properties
of the larger mesoscale eddies. We combine these remote sensing products with the emerging temperature
and salinity proﬁle data from the Argo ﬂoat array [Roemmich et al., 2009], permitting us to augment the
surface-ocean-based analysis with a three-dimensional reconstruction of the eddy ﬁeld. We employ a semi-
Lagrangian approach, using the eddy center and lifetime as reference location and time, and using an automa-
tied tracking algorithm to determine the eddy’s life cycle. This approach will provide complementary informa-
tion to the more frequently employed Eulerian framework. A similar approach was taken in several regional
studies, e.g., for the Mediterranean [Isern-Fontanet et al., 2003, 2006], various areas in the Paciﬁc [Henson and
Thomas, 2008; Chaigneau et al., 2008; Itoh and Yasuda, 2010; Kurczyn et al., 2012; Liu et al., 2012], the eastern
boundary upwelling systems [Chaigneau et al., 2009], Agulhas rings [e.g., Dencausse et al., 2010], and eddies in
the Tasman Sea [Everett et al., 2012] (based on eddies detected by CSS11). This is the ﬁrst such a study with a
focus on the Southern Ocean.
We not only provide regional detail to the global study by CSS11 in terms of eddy characteristics but also extend
their analyses substantially, namely by including an analysis of the spatial pattern of differences between
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anticyclones and cyclones, by studying the effect of eddies on physical tracers (temperature and salinity) and by
determining the subsurface structure of Southern Ocean eddies. Further, we add a more process-based discus-
sion, highlighting three issues associated with eddies that may be of potential importance for the large-scale
impact of eddies and hence parameterizations. These are (i) the spatial heterogeneity of eddies, especially the
relation between eddies and topography, (ii) the differences between anticyclones and cyclones, i.e., the role of
eddy polarity, and (iii) the potential of eddies to stir and trap tracers, i.e., local versus potential nonlocal effects of
eddies. These three focal points are introduced in more detail in the following.
The high spatial heterogeneity of eddies is clearly evident in climatological maps of eddy kinetic energy, a
combined measure for the frequency and intensity of eddies in a location. Even though eddies occur basi-
cally anywhere, they tend to be associated with Earth’s major ocean currents, owing to baroclinic and baro-
tropic instabilities favoring the generation of eddies [Treguier et al., 2007]. But even within these current
systems and especially within the ACC, topographical obstacles cause particularly high eddy kinetic energy
downstream [Chelton et al., 1990; Sokolov and Rintoul, 2009a; Thompson et al., 2010]. The close relations of
eddies and topography itself have been noted previously [Ansorge et al., 2014], and Fu [2009] has com-
mented on the connection of topography and eddy propagation patterns. We associate and further discuss
in this paper topographical plateaus with noteworthy low levels of eddy activity in the Southern Ocean.
Our second focus, i.e., differences in eddy polarity, matters when considering eddy-induced tracer transport or
the local effect of eddies on biology [McGillicuddy et al., 1998; Siegel et al., 2011] or the atmosphere [Frenger
et al., 2013]. The reason is that anticyclones and cyclones show a similar anomaly but of opposite sign, i.e., anti-
cyclones have a positive sea level anomaly, have elevated SSTs, and are characterized by thermocline downw-
elling, while the cyclones have a negative sea level anomaly, have lower than normal SSTs, and are
characterized by thermocline upwelling (see schematic in Figure 1a). If the eddies of different polarities were
to cooccur perfectly, the fact that anticyclones and cyclones generally show opposite anomalies would result
in limited consequences, but the distribution of anticyclones and cyclones is asymmetric in space [Griffa et al.,
2008; Chaigneau et al., 2009; Saraceno and Provost, 2012; Chelton et al., 2011b]. CSS11 noted, for example, that
the formation of eddies due to symmetric pinching off from currents, such as the ACC, could lead to a cyclonic
dominance equatorward of the front, and an anticyclonic dominance poleward of it. We examine polarity
dominance for the Southern Ocean based on location of origin, death, characteristics, and evolution of eddies
and discuss potential causes.
Finally, in order to estimate the impact of eddies on tracers, one needs to determine the extent to which
eddies stir tracer gradients and the extent to which eddies trap water of certain tracer concentrations in
their core and transport it to a distant place. Stirring is a local effect, that current model parameterizations
aim to account for. Trapping [Flierl, 1981; Chelton et al., 2011b] is potentially nonlocal and not included in
any of the existing parameterizations for coarse resolution models. Even though it appears that only few
eddies trap perfectly [Beron-Vera et al., 2013], both modeling [Donners and Drijfhout, 2004; Early et al., 2011;
Nakano et al., 2013] and observational based studies [Lehahn et al., 2011; Ansorge et al., 2009] indicate a sig-
niﬁcant degree of trapping by eddies. We argue for a superposition of both effects and on average not an
insigniﬁcant contribution of trapping (over some distance, not necessarily over the complete eddy lifespan),
based on the surface and subsurface pattern of temperature and salinity.
In the remainder of this paper, we will provide details about the data and methods we employed (section 2),
present Southern Ocean eddy characteristics (section 3), discuss these results (section 4), and summarize and
conclude in section 5.
2. Method
We use the same data and methods as in Frenger et al. [2013] to identify and track the eddies in the South-
ern Ocean, with few exceptions. The most important exception is that we augmented our data with colo-
cated in situ measurements from Argo proﬁling ﬂoats in order to describe the depth structure of the ocean
eddies. We provide here an extended description of the data and detection method, given the brevity of
these descriptions in Frenger et al. [2013].
2.1. Data
The basis for the eddy detection is the sea level anomalies from Aviso from 1997 through 2010 between 308S
and 658S (http://www.aviso.oceanobs.com, Delayed-Time v3.0.0, reprocessed March 2010). We chose to work
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with sea level anomalies rather than absolute dynamic topography as the former represents a precursor of the
latter, with the Aviso absolute dynamic topography calculated as the sum of sea level anomalies and an esti-
mate of the mean absolute dynamic topography, as such containing additional sources of uncertainty, like an
estimate of the geoid. Also, ocean mesoscale eddies represent deviations from the mean ﬂow and hence are
expected to be detectable more easily based on anomalies of sea level. Aviso sea level anomalies are a merged
product, based on measurements of many altimetry missions, including Jason-1&2, Envisat, ERS-1&2, Topex/Pos-
eidon, and GFO resulting in a signiﬁcant improvement in the identiﬁcation of mesoscale features [Pascual et al.,
2006]. The Aviso sea level anomaly data have a spatial resolution of 1/38 and a temporal resolution of 7 days,
Figure 1. Summary of major ﬁndings with respect to Southern Ocean eddies. (a) Typical subsurface eddy structure, with three different regimes indicated: regime (I) where distinct tem-
perature and salinity properties suggest trapping; regime (II) where the stratiﬁcation (isopycnal layer thickness) in the eddy interior is clearly different compared to the environment;
regime (III) where isopycnal layers in the eddy interior and eddy environment are very similar, and temperature and salinity anomalies associated with eddies likely can be explained
largely by adiabatic heaving/lowering of isopycnals. (b) Spatial pattern of ﬁndings based on ocean surface data.
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which is sufﬁcient for the detection of the larger mesoscale eddies and for their tracking over time. We linearly
interpolated the sea level anomalies to 0.258 to match the SST data (see below). We did not high-pass ﬁlter the
data prior to our analysis as the ﬁlter size is not objectively deﬁnable, ﬁltering can cause an attenuation of meso-
scale features (CSS11), and eddies are expected to be detected by the algorithm independent of large-scale sea
level height anomalies due to thermosteric and halosteric effects.
We used the AVHRR Pathﬁnder SST for the tracking routine (version 5, http://www.nodc.noaa.gov, Casey et al.
[2010], 4 km/daily, daytime measurements, linearly interpolated onto 0.258 and averaged to weekly, 1997–2009).
To characterize the spatial pattern of temperature anomalies associated with the eddies (eddy composites), we
obtained weekly estimates of SST from AMSR-E (microwave radiometer) with a spatial resolution of 0.258 from
2002 through 2009. The AMSR-E data are produced by Remote Sensing Systems (available at http://www.remss.
com) and sponsored by the NASA Ocean Vector Winds Science Team as well as the NASA Earth Science MEaS-
UREs DISCOVER Project and the AMSR-E Science Team. From these data, we computed the SST anomalies by
subtracting from each time step a monthly climatology we created from the weekly ﬁelds. AMSR-E SST have a
later start data than AVHRR Pathﬁnder SST but the advantage of very few missing data, in contrast to roughly
50% of missing data due to cloud cover over Southern Ocean eddies in the AVHRR data.
To obtain information on the vertical structure of the Southern Ocean eddies, we downloaded temperature and
salinity proﬁle data from Argo ﬂoats from the Argo data base (http://www.Argo.ucsd.edu/Argo_data_and.html,
data from 2001 through 2010) [Roemmich et al., 2009]. We only analyzed data with a quality ﬂag 1 (best) of the
postprocessed (‘‘adjusted’’) data and additionally excluded still existing outliers (22C > T > 30C or
33> S> 37, which roughly correspond to the lowermost and uppermost 0.02% of data points of salinity and
0.002% of temperature), included only data at pressures between 0 and 2000 dbar and with pressures monotoni-
cally increasing with depth, and discarded proﬁles containing only one data point. We also selected only those
ﬂoats that surfaced in the vicinity of eddies in the same week an individual eddy had been detected in our analy-
sis. We subtracted from these ﬂoat proﬁles the Argo climatology developed by Von Schuckmann et al. [2009]
available at http://apdrc.soest.hawaii.edu/projects/Argo, at the speciﬁc location and month of each ﬂoat proﬁle.
We calculated potential density referenced to the surface based on the Thermodynamic Equation of Seawater –
2010 and used the associated Matlab routines provided at http://www.teos-10.org [McDougall and Barker, 2011].
To obtain the vertical structure of eddies, we binned the proﬁles (i) laterally according to distance from the
eddy center, normalized by the individual eddy radius, into 0.25 bins up to a distance of three normalized
eddy radii. Observations from the ‘‘eastern side’’ of an eddy (08–1808) were assigned to the right side of the
average eddy, and observations from the ‘‘western side’’ of an eddy (1808–3608) to the left side of the aver-
age eddy (see e.g., supporting information Figure S1). (ii) Vertically, we split up the data into 5 dbar pressure
bins. The measurements in a certain bin (at a certain depth and distance from the eddy center) were aver-
aged to get the value for the ‘‘average eddy.’’ The value in the bin was set to missing if the number of meas-
urements in the bin was smaller than three. The number of data points available in each bin is shown in
supporting information Figure S1 for the three regions we are discussing in this paper. The general results
were insensitive to reducing the sample size by half in a random selection (not shown).
For the positions of the main ACC fronts (Polar Front and Subantarctic Front), we used geographical analy-
ses by Sallee et al. [2008] (http://ctoh.legos.obs-mip.fr, 1997–2010). Further, we used an ocean dynamic
topography as representation of the long-term mean geostrophic ﬂow in the area (1992–2002 mean, from
http://apdrc.soest.hawaii.edu/projects/DOT) [Maximenko et al., 2009].
Finally, we needed an ocean current climatology for the tracking of eddies, which we derived from the
ocean reanalysis SODA (0.58/monthly, http://dsrs.atmos.umd.edu, Carton and Giese [2008], version 2.0.2,
1958–2001), and additionally information about the inherent propagation speed of eddies (from http://
www-po.coas.oregonstate.edu/research/po/research/rossby_radius) [Chelton et al., 1998], which is similar to
the ones of long baroclinic Rossby waves.
2.2. Mesoscale Eddy Detection
2.2.1. Eddy Identification
We identiﬁed the mesoscale eddy instances using the Okubo-Weiss parameter (OW) [Okubo, 1970; Weiss,
1991], which has been extensively used for this purpose [e.g., Isern-Fontanet et al., 2003; Chelton et al., 2007;
Chaigneau et al., 2008; Henson and Thomas, 2008; Itoh and Yasuda, 2010].
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The OW parameter measures the dominance of vorticity over strain at a particular location,
OW5s2n1s
2
s2x
2; (1)
where sn5ux2vy is the normal and ss5vx1uy the shear component of the strain, and where x5vx2uy is
the relative vorticity, with the subscripts denoting the partial derivatives in eastward and northward direc-
tion, respectively. The variables u and v in equation (1) are the eastward and northward surface current
velocity anomalies, respectively, which we estimated from sea level anomalies through geostrophy.
Negative values of OW denote areas where vorticity is dominant, i.e., where an eddy might be present. We
separated anticyclonic (anticyclones) and cyclonic (cyclones) eddies by the sign of their vorticity (anticy-
clones: positive and cyclones: negative), which ensured that features that consist of two neighboring eddies
of both polarities are split. Further, we required the existence of a local minimum (cyclones) or maximum
(anticyclones) of sea level anomalies within the eddy area.
For the calculation of the OW parameter with equation (1), we used the Aviso data on the original grid.
The eddies were identiﬁed using OW < 20:2rOW [Pasquero et al., 2001], where rOW denotes the spatial
standard deviation of the OW. This standard deviation was calculated for each time step over the whole
analysis domain and then averaged over time. Grid boxes with detected eddies were assigned a value of
1, while all other boxes were assigned a 0, and the resulting map with the detected eddies interpolated
to a 0.258 grid.
We deﬁne the center of the eddy as its center of mass. Following many previous studies, we determine the
diameter Le of the eddies as the diameter of a circle covering the same area as the respective eddy
Le52
ﬃﬃﬃﬃﬃﬃﬃﬃ
A=p
p
;
with the area A calculated as the sum of the area of the grid boxes an eddy is occupying. We calculated the
eddy amplitude Ae as the absolute difference between the local sea level anomaly extremum of the eddy
and the mean sea level anomalies over the eddy’s edge. Here the eddy edge is deﬁned as a ring with a
width of one grid box (0.258) around the eddy core. The eddy intensity f is deﬁned as the sea level anomaly
gradient related to the eddy, i.e., eddy amplitude over radius
f5Ae=ðLe=2Þ:
This is a better proxy for the dynamic intensity of an eddy than either Le or A by themselves as it is related
to the swirl velocity, which in turn is frequently employed in combination with the eddy propagation
speed to assess the eddy ‘‘nonlinearity’’ [Flierl, 1981; Chelton et al., 2007]. As a simple measure for the inte-
grated eddy energy, we use the eddy kinetic energy summed over the eddy area, where the eddy kinetic
energy was calculated for each grid box based on the same geostrophic velocity anomalies used in equa-
tion (1). Another expression we use is ‘‘eddy impact area’’ motivated by the fact that a tracer is clearly
impacted beyond the OW eddy core: based on the eddy composites, we deﬁned the eddy impact area as a
circle of 3 times the eddy radius see section 2 and 3.4 and associated Figures.
To resolve the horizontal structure of the mean eddy as detected at the ocean surface, we extracted individ-
ual squared subregions for each identiﬁed eddy from the weekly maps of sea level anomalies and SST. The
size of the extracted squares was ﬁve diameters (10 radii) containing the core of the eddy at the center. This
is a large enough area to include the eddy’s impact on its surroundings. Deﬁning the squares side lengths
in terms of the individual eddy radii implied an implicit standardization. Finally, we produced a mean spatial
map by averaging over all eddies (eddy composite). The results were insensitive to rotating the eddies
according to the large-scale SST front as the SST gradient is oriented north-south to ﬁrst order. We attribute
the variance of the SST anomaly (Vtotal) associated with eddies
Vtotal5
Xn
i51
DSSTðtotalÞi
 2
; (2)
to a contribution of a monopole versus a dipole pattern of the total SST anomaly (see section 4.4). Here
DSST is the eddy composite SST anomaly and n the number of pixels of the eddy composite within a radius
of three eddy radii of the eddy center (see section 3.4 and associated Figures). Then, we calculate the var-
iance explained by the monopole contribution of the SST anomaly as Vmonopole=Vtotal, where Vmonopole is
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calculated as in equation (2) but with DSST(total) being replaced by the monopole SST anomaly. The calcu-
lation for the variance explained by the dipole is analogous.
Eddy properties are mapped back into space by binning into longitude-latitude bins of various sizes, with
the size chosen depending on the number of available data points. A relatively large sample size is available
when using weekly snapshots of eddies. Weekly snapshots are used for instance for the calculation of mean
eddy diameters and amplitudes. In contrast, a relatively small sample size is available for once-per-lifetime-
properties of eddies, such as lifespan or distance covered over the complete lifespan. In the latter case, bin
sizes are substantially larger to reduce noise. The minimum number of data points per bin is set to ﬁve for
calculating the ratio of properties of anticyclones over cyclones. To assess if property distributions of anticy-
clones and cyclones are different, the Kolmogorov-Smirnov signiﬁcance test is applied [Massey, 1951].
For many of the analyses, we separate the eddies into a northern and southern group with the separation
being determined by the long-term mean position of the220 cm sea surface height contour (see supporting
information Figure S3). We chose this level based on maps of eddy tracks which we derived. The contour
largely separates eddies north of the ACC propagating westward and eddies propagating eastward because
they are being impacted by the ACC.
2.2.2. Eddy Tracking
The tracking of mesoscale eddies is more error-prone than their detection [see e.g., Neu et al., 2013].
Dynamic areas such as the ACC are especially challenging, as the eddies tend to follow somewhat ‘‘chaotic’’
paths [Petersen et al., 2013]. We tested various parameters and additions to our algorithm based on a visual
evaluation before we found satisfying results. The tracking method is explained in full length in Frenger
et al. [2013, supporting information].
To decide if for an eddy in the current time step a matching eddy existed in the subsequent time step, we took
into account several factors: ﬁrst, the distance the eddy was expected to be displaced in the time period of a
week corresponding to the temporal resolution of the data we used. The movement is affected by the eddy
intrinsic propagation speed and advection by the ambient current. To account for these effects, the displace-
ment was estimated as the sum of the propagation by linear baroclinic Rossby waves [Chelton et al., 1998] and
by the barotropic part of the SODA mean current. We searched for a potential match around this projected loca-
tion within a search ellipse, determined on the basis of the zonal and meridional variability of the mean currents
(semiaxes of ru and 3rv, with u and v representing the SODA mean current velocity components). We set one Le
as the minimum length for the semiaxes to allow for additional effects as well as uncertainties, such as devia-
tions of the eddies’ phase speeds from the ones of baroclinic Rossby waves and the small poleward and equa-
torward deﬂection of cyclones and anticyclones, respectively [Cushman-Roisin et al., 1989; Morrow, 2004; Van
Leeuwen, 2007], as well as for eddy-eddy interactions [Chelton et al., 2011b; Early et al., 2011].
Then, we applied a similarity criteria to constrain matchups to eddies of roughly similar properties [Penven
et al., 2005]. If more than one eddy snapshot ei was found within the search ellipse for eddy e0, we calcu-
lated a dissimilarity measure De0ðeiÞ for each of the possible snapshots ei
De0ðeiÞ5
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
4
Dx
rx
 2
1
DA
rA
 2
1
DT
rT
 2
1
Dd
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and selected the snapshot with the smallest De0ðeiÞ. Here Dx5xe02xei , DT5Te02Tei , DA5Ae02Aei ,
Dd5p02xðeiÞ, and dm is the smallest distance between e0 and any ei, i.e., the minimum of Dd. p0 is the esti-
mated new position of the eddy, x(ei) the location of snapshot ei, and x, A, and T are the relative vorticity,
amplitude, and surface temperature of the eddy core, respectively. r denotes the temporal standard devia-
tion of the respective property at the eddy location.
The new snapshot had to fulﬁll two criteria: ﬁrst, the dissimilarity De0ðeiÞ had to be smaller than one to
exclude highly unlikely changes in eddy properties. Second, to ﬁlter out dying eddies, the eddy vorticity
was not allowed to increase by more than 5% if the vorticity had decreased during the last three time steps
and was less than half of the eddy’s original vorticity. An eddy was assumed to have died if no suitable
snapshot was found. We did not try to recover any lost eddy in subsequent time steps.
The merging and splitting of eddies pose a major difﬁculty for any automated tracking algorithm. We can-
not quantify and therefore did not attempt to account for these processes. Given our criteria, we treated
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the merging of two eddies, for example, as the continuation of one—the more similar—eddy, and the
death of the other eddy. Eddy ‘‘birth’’ and ‘‘death’’ are deﬁned as the time of ﬁrst and last detection of a
trackable feature and refer to the emergence and disappearance of an eddy of certain characteristics. If the
eddy changes its characteristics abruptly, such as through merging or splitting, the eddy of these character-
istics has ‘‘died’’ in our deﬁnition. Similarly, an eddy may ‘‘die’’ if it decreases its size in the end of its lifetime
until it falls below the detection limit. For this reason, we avoided the term ‘‘dissipation.’’ We excluded
eddies from our analysis with birth or death times outside our analysis period to consider only eddies with
complete life tracks.
As we track eddies only in the Southern Ocean, eddies may propagate in and out of the domain across the
northern or southern boundaries (308S and 658S, respectively). We did not exclude these eddies from our
analysis but this must be kept in mind for ﬁgures of eddy properties that depend on lifespan, such as the
lifespan itself or propagation distances.
2.3. Uncertainties and Limitations Due to Data Resolution
We introduced a few constraints to reduce noise in the detected and tracked eddies. First, we required
eddies to feature a local sea level anomaly extremum. Second, we rejected features with a maximum width
of only a single grid box (0.258) in order to avoid the identiﬁcation of elongated features as eddies. Third,
we required four adjacent grid boxes as the minimum to form an eddy. Our constraint on the minimum
size of eddies is at the very limit of what is resolved by the altimetry data. Finally, we required eddies to
appear in at least four consecutive time steps, i.e., over at least 4 weeks. Even though many of the shorter-
lived features may be signiﬁcant, the constraint of a lifespan of 4 weeks is advisable due to the preprocess-
ing of the Aviso data, which involves spatiotemporal ﬁltering (CSS11).
The OW parameter method to detect eddies has been criticized and a number of alternative methods have
been proposed. For example, it was pointed out (i) that the OW method only identiﬁes the pure core of the
eddy, and thus underestimates the total eddy area, (ii) that it tends to overdetect eddies, (iii) that it is very
sensitive to noise ampliﬁcation because of the involvement of double derivatives [Chaigneau et al., 2008;
D’Ovidio et al., 2009; Chelton et al., 2011b], and (iv) that it involves a threshold which needs to be chosen.
The ﬁrst point represents no ﬂaw of the OW parameter but needs to be kept in mind when comparing the
eddy diameters of this data set to eddy data sets where a geometric criterion was used, such as the outer-
most closed sea level anomaly contour. The second and third points introduce noise, which we reduced by
ﬁltering the eddies with a constraint on the lifespan (4 weeks, see previous paragraph). The large number of
identiﬁed eddies also helps to keep the results signiﬁcant. We chose the OW method, because it is well
tested for ocean applications and computationally efﬁcient. The fourth point, i.e., the threshold, is an issue
that the OW method shares with other standard detection methods. The use of the spatial mean of the
standard deviation of the OW as the threshold in combination with the large spatial variability of sea level
variance in the Southern Ocean potentially implies an implicit focus on intense eddies.
As commented on previously, due to the limitations of the resolution capability of the sea level anomaly
data, we discuss here the larger mesoscale eddies, leaving aside smaller-scale mesoscale and submesoscale
coherent vortices. As a crude estimate, a feature of 3 times 3 grid boxes can be resolved, which corresponds
to slightly less than 50 and 100 km at 658S and 308S, respectively. This estimate roughly agrees with the esti-
mate of the resolution capability of an earlier Aviso version by CSS11 based on spectral analysis. It is also
supported by a dropoff of eddy numbers of diameters of 50 km and less at 658S, and of 80–100 km at 308S
(supporting information Figure S2).
We note that we discuss only eddies which are detectable at the surface based on sea level anomalies, i.e.,
we neglect eddies in the ocean interior which are known to exist, also in the Southern Ocean [Arhan et al.,
2002]. However, Petersen et al. [2013] found based on an extensive three-dimensional eddy detection in a
high-resolution global ocean model that only a few percent of eddies are subsurface and concluded that
sea surface data provide a good tool to investigate ocean eddies.
3. Results
We identiﬁed nearly one million single eddy instances in the Southern Ocean (south of 308S and north of
658) in the weekly data over the analyzed time period 1997–2010, constraint by the resolution capability of
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Aviso to minimum diameters of approximately 50 km at 658 and 100 km at 308, all fulﬁlling our detection
criteria that they belonged to eddies that were detected at least 4 times, i.e., over a month. The one million
individual eddy instances resulted in approximately 105 tracked eddies existing 4 weeks or longer. The fre-
quency of eddies decreases steeply with longer lifespans (see below). We observed less than 1% to live lon-
ger than 1 year, and several tens of eddies (10 anticyclones and 41 cyclones) lived longer than 2 years.
These extremely long-lived eddies were almost exclusively found north of the ACC.
The propagation paths of all eddies tracked over at least 1 month in Figures 2 and 3 reveal details about
the eddies in the Southern Ocean. The ﬁgures visualize where eddies occur preferably (in the vicinity of
strong currents), where they propagate to over their lifetimes (strongly affected by large-scale advection
and topography, see also Figures 4 and 5), how old eddies get (weeks to years), where we ﬁnd the long-
lived eddies (undisturbed subtropical regions and the regions of high sea level variability associated with
the ACC, especially for cyclones), where eddies are generated (strong currents and in association with topo-
graphical features, see also Figure 4) and dissipate (also within strong currents, further west from their loca-
tion of origin in the southern subtropical gyres), and how anticyclones and cyclones differ in all these
Figure 2. Overview of eddy data set as compiled and analyzed in this paper: dots mark initial positions of eddies (birth locations) and lines
the propagation paths (tracks), colored by age; anticyclones detected and tracked over the time period 1997–2009 between 308S and
658S; eddies with longer lifespans are plotted on top of the eddies with shorter ones; note that lifespans of eddies propagating into or out
of the domain are underestimated; black lines show from north to south the mean northern (Subantarctic Front) and southern (Polar
Front) positions of the Antarctic Circumpolar Current fronts (based on Sallee et al. [2008]), and the northernmost extent of missing sea level
anomaly data due to sea-ice; gray shaded areas mark topography shallower 2000 m; only eddies with a minimum lifetime of 1 month are
considered (this applies to all subsequent ﬁgures).
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aspects (e.g., many more anticyclones than cyclones populate the south Paciﬁc, and anticyclones and cyclo-
nes propagate in undisturbed waters steadily equatorward and poleward, respectively). We discuss each of
these aspects in sequence next.
3.1. Eddy Distribution
The Southern Ocean in most parts is truly rich in mesoscale eddies. The dynamic regions of the Southern
Ocean, i.e., regions of intense mean currents and large sea level height variability are covered with the cores
of mesoscale eddies that exist at least 1 month more than 25% of the time (Figure 6a). The coverage in hot-
spot regions rises to more than 50% and to more than 75% if one considers an eddy impact area of two or
three eddy radii, respectively (see sections 2 and 3.4). But there are also regions where very few or literally
no eddies occur. A largely zonal picture emerges to ﬁrst order, with weak eddy activity in the northern part
of the domain, i.e., at subtropical latitudes, and strong activity along the ACC. Zonal variability is superim-
posed on this pattern with eddy-rich waters near continents and very low eddy activity in the subtropical
gyres in the north of the domain. Furthermore, the Paciﬁc shows a lower eddy coverage than the Atlantic
and Indian Ocean in the subtropical gyres. The ACC pathway also shows variation in its eddy activity with
higher activity downstream of topographical features (apparent also in the global map of eddy centroids of
Faghmous et al. [2012], but not clearly visible in CSS11).
Areas of high eddy occurrence are associated with strong currents, such as the ACC and the western bound-
ary currents, as well as the regions where they interact, such as the conﬂuence zone of the Brazil and
Figure 3. Same as Figure 2 but for cyclones.
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Figure 4. Eddy propagation pathways and topography: zoom-in on tracks of eddies at selected topographical features. (a) Southern Ocean topography with labeling of selected topo-
graphical features; white squares denote the zoom-in regions as shown in Figures 4b–4d, namely an area around the Drake Passage, around the Kerguelen Plateau and around the
Campbell Plateau; distinguished by anticyclones (red) and cyclones (blue), and three age groups with short-lived eddies shown in the left column and longer-lived eddies in the middle
and right columns; the location of ﬁrst detection is marked with a white circle for each individual eddy; as in Figure 2, black lines show from north to south the mean northern and south-
ern positions of the ACC major fronts, and the northernmost extent of sea-ice related missing sea level anomaly data; dashed black contours show the 22000 m topographical isoline.
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Malvinas Currents at about 408S east of South America and the Agulhas Retroﬂection and Agulhas Return Cur-
rent (Figures 2, 3, and 6a; refer to Figure 4a for current and topographical labeling). In contrast, the eastern
boundary currents (to the extent they are included in our domain) show relatively weak eddy activity,
although with distinct differences. The Humboldt Current off the South American coast emerges as the east-
ern boundary current system with the least eddy activity, while the Benguela and Leeuwin/West Australian
Current Systems tend to have more eddies. Looking at the ACC eddy band, it is noteworthy that the largest
eddy occurrence is located just south of the Polar Front (see also supporting information Figure S3). The eddy
coverage drops off quite abruptly at the ACC’s northern ﬂank but levels off more gradually to the south.
Most interestingly, there are also distinct eddy-free areas. The most prominent ones of these eddy deserts
[Henson and Thomas, 2008] are the regions of relatively shallow topography, i.e., plateaus with water depths
of less than 2000–3000 m where the Rossby deformation radius is very small (e.g., shown in gray in Figure
6a, also apparent in CSS11 [their Figure 5] and Faghmous et al. [2012, Figure 6]), such as the Kerguelen Pla-
teau, the Campbell Plateau, and the Conrad/Del Cano Rise/Crozet Island. This ﬁnding does not depend crit-
ically on the criteria we used to identify and track eddies. If we chose to include short-lived (<1 month)
eddies, the coverage by eddies over shallow topography increases only to a limited extent (not shown).
Another area of almost nonexistent eddy activity occurs south of the northernmost extent of sea-ice (Fig-
ures 6a, 2, and 3). However, we consider this ﬁnding as not particularly robust, since satellite altimetric
measurements could be biased close to sea-ice and cannot measure sea level beneath sea-ice at all.
Although surface drifters ﬁnd this region to be similarly low in eddy coverage, this method is also seriously
affected by the presence of sea-ice. Nevertheless, it is intriguing to consider that eddy activity might be
reduced in areas of seasonal sea-ice cover.
Eddy occurrence varies much less in time than in space. While eddy occurrence varies seasonally and on
longer term only by about 10%, the eddy occurrence varies by more than 100% between the subtropical
waters and the ACC (supporting information Figure S3, see also Chaigneau et al. [2009]).
3.2. Eddy Propagation and Death
The majority of the eddies do not propagate far from where they formed. Even though eddies may live
long, propagate, and get advected, they are mostly restricted to propagation distances of O(10–100) km
over their average lifetime (Figure 7b, see also modeling study by Petersen et al. [2013]). One reason for
these relatively short propagation distances is that the intrinsic phase speed of eddies is relatively low, espe-
cially at high latitudes. Furthermore, the intrinsic eddy propagation direction (westward) and the eastward
zonal advection by the large-scale circulation (ACC) work in opposing directions. Eddies cover smaller mean
distances (O(10) km) in the South Paciﬁc and South Atlantic than in the Indian Ocean and the vicinity of the
ACC (O(100) km). Some differences between anticyclones and cyclones exist, with cyclonic eddies translat-
ing shorter distances in the South Paciﬁc and Atlantic but longer ones in the Indian Ocean and in the vicinity
Figure 5. Relationship of eddies and topography. (a) Angle a between propagation direction of eddies and topographical gradient
(0 < a < 90 implies a propagation into shallower waters); based on 108 bins; (b) water depth difference at the location of the eddy rela-
tive to the depth at the preceding lifetime step of the eddy, and associated change in eddy kinetic energy integrated over the eddy area;
based on 100 m bins, shading shows the standard error of the mean; only eddies are included which occurred in water of 3000 m and
shallower.
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of the ACC when compared to anticyclones. Overall, even if eddies propagate around 1000 km, which the
long-lived eddies in the subtropics do (less than 1% of the eddies, see ﬁrst paragraph of section 3), the major-
ity of these eddies stay in the same ocean basin (see also eddy tracks in Figures 2 and 3).
The fact that eddies on average do not propagate over vast distances is evident also by the similarity of the
spatial pattern of eddy nurseries and graveyards (supporting information Figures S4a, S5a, and S5b). Espe-
cially in the dynamic regions of the ACC, the bulk of eddies emerges and disappears in the same dynamic
regions downstream of shallow topography and, interestingly, south of the major fronts of the ACC.
The close relationship of eddy propagation paths and topography is obvious from a regional zoom on the
eddy distribution ﬁgure, Figure 4b, which shows that (i) eddies generally do not occur over topographical
Figure 6. Area coverage by eddy cores and polarity dominance. (a) Averaged coverage by eddy cores over time (based on a 28 3 18 grid, linearly interpolated). (b) Ratio of area occupied
by anticyclones (AE) over area covered by all eddies, thus values >0.5 in red and <0.5 in blue mark dominance of anticyclones and cyclones, respectively (based on a 88 3 38 grid, line-
arly interpolated); as before, solid black lines show the mean northern and southern boundaries (major fronts) of the ACC, and the southernmost contour of the northernmost extent of
missing values due to sea-ice; dashed black lines mark the 22000 m depth contour. (c) Scatterplot of area coverage (as in Figure 6a) and the natural logarithm of eddy kinetic energy,
and (d) scatterplot of polarity dominance (as in Figure 6b) and the skewness of sea level anomalies; q in the upper left corner indicates the Spearman correlation coefﬁcient.
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features shallower 2000 m along the ACC and (ii) that longer-lived eddies tend to stay in even deeper
waters than eddies of shorter lifespans (compare age groups in Figure 4b, i.e., the left column relative to the
right column). The close relationship of eddies and topography is also supported by the lack of eddies
crossing contours of topography in the ﬁrst place (Figure 5a), and by eddies becoming both smaller and
weaker in amplitude when propagating onto shallower topography resulting in a weakening of integrated
eddy kinetic energy (Figure 5b).
The major propagation direction of eddies is westward (supporting information Figure S6a), as expected
(CSS11). The main exception is the eddies in the ACC inﬂuence area, where most eddies propagate east-
ward, driven by the strong mean current of the ACC. The intrinsic meridional propagation of the eddies is
equatorward for the long-lived anticyclones and poleward for the cyclones [Cushman-Roisin and Beckers,
2011; CSS11]. However, the intrinsic meridional propagation speed tends to be small, which results in a rela-
tively incoherent or even ‘‘chaotic’’ spatial pattern especially in the inﬂuence regions of the ACC [Petersen
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Figure 7. (a) Eddy lifespans and (b) propagation distances; (left) mean over all eddies (based on a 48 3 28 grid, linearly interpolated); (middle) ratio of the respective property for anticy-
clones (AE) over cyclones (CE); stippling marks boxes where the property distributions of cyclones and anticyclones are not signiﬁcantly different (Kolmogorov-Smirnov test, p5 0.05,
based on a 208 3 58 grid, linearly interpolated); main fronts and northernmost sea-ice extent are shown again as black solid contours, and topography shallower than 2000 m as dashed
contour; (right column) property distributions distinguished by anticyclones and cyclones and ratio of distributions; eddy numbers are binned into 30 equally spaced bins; the ﬁnal 31st
bin at the upper end of the horizontal axis accumulates all eddies of the right tail of the distribution outside the range of the horizontal axis; vertical lines mark the mean (solid) and
median (dashed).
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et al., 2013] owing to the strong overcompensation by the background meridional deﬂections of the mean
current (supporting information Figures S6b and S6c). Nevertheless, the majority of the cold-core, negative
sea level anomaly, cyclones tend to traverse the ACC from south to north (roughly 30 eddies per year on
average). In the ACC, the intrinsic meridional propagation of eddies tends to lead to eddies merging back
with the current they pinched off from, i.e., in the case of anticyclones, while typically being pinched off
toward the south, they subsequently propagate northward toward the current they pinched off from.
3.3. Eddy Characteristics
Within our analysis domain, the mean eddy with a lifespan of at least 1 month has a core diameter of 85
(80) km, an amplitude of 12 (8) cm, a propagation speed of 0.04 (0.03) m s21 (i.e., 22 (17) km week21), lateral
turnover times of 24 (23) days, a lifespan of 10 (7) weeks, and propagation distances over their entire life-
time of 124 (81) km, with the bracket values denoting the median (see also Figures 7 and 8, right columns).
The mean life cycle of an eddy consists of a spin-up and a spin-down phase lasting each 20% of its lifetime
and a roughly steady phase in between (supporting information Figure S7, see also Liu et al. [2012], Frenger
[2013], and Samelson et al. [2014]). Figure 2 and 3 can be translated into maps of long-term mean eddy
properties, for instance of mean diameters and amplitudes of eddies (Figures 7 and 8, left columns). In gen-
eral the large amplitude, large and intense eddies cluster along the major currents. The feature of large
eddies occurring in association with major currents partly overwhelms the pattern of decreasing diameters
with higher latitudes associated with the deformation radius (not shown). Eddies of highest integrated
energy (a result of a combination of amplitude and eddy diameter, see section 2) are clearly western bound-
ary current eddies, followed by ACC hot-spot eddies (not shown).
Slightly more of the analyzed eddies are anticyclonic than cyclonic, i.e., 52,092 (52.9%) anticyclones versus
46,312 (47.1%) cyclones. However, the distribution of polarity is reversed for long-lived eddies relative to
the shorter-lived ones (see also Figure 7a right column). Of the very long-lived eddies (more than 1 year
old), 60% are cyclones and 40% anticyclones. The maximum lifetime of eddies we were able to identify was
185 weeks for anticyclones and 166 weeks for cyclones, more than 3 years for both polarities.
There are also strong differences in the spatial distribution of the dominance of one polarity of eddies over
the other, with one of the two polarities contributing up to 80% to the eddy coverage in a few areas (Figure
6b). The pattern is zonal to ﬁrst order, with more anticyclones occurring south of the ACC and in the sub-
tropical regions. In contrast, we ﬁnd more cyclones in the ACC region and especially at its northern ﬂank.
The zonal band of cyclonic dominance at the northern ﬂank of the ACC is broader in the Indian Ocean and
is interrupted south of Africa, likely due to the extensive and intense Agulhas Current System.
Not only the spatial coverage of anticyclones and cyclones differs but also their properties (Figures 7 and 8,
middle columns): overall, the differences mirror the zonal picture of the polarity dominance with a region of
dominance of one polarity being also a region of this polarity being more distinct: namely, in the vicinity of
the ACC and south and southwest of Australia, where cyclones dominate, they have a larger amplitude (sev-
eral 10%), longer lifetimes (several 10%) and are larger in diameter (10–20%). The intensity (amplitude over
radius) is larger as well, as the larger amplitude is more pronounced than the larger diameter (several 10%).
Correspondingly, where anticyclones dominate, i.e., in the southern subtropical gyres, they are similarly
more distinct in these properties.
Overall, the distributions of amplitudes, diameters, and intensities (Figure 7, right column, ratios) reveal that
a roughly equal number of anticyclones and cyclones exist for the average/median, i.e., the ratio of numbers
of anticyclones over the number of cyclones is roughly one. In contrast, a larger number of anticyclones
exists for below average amplitudes, diameters, and intensities (the ratio is larger than one), i.e., in the more
quiescent areas such as the subtropical gyres. Cyclones are more numerous for above average/median
amplitudes and intensities, i.e., in the dynamic areas such as along the ACC, whereas anticyclones are again
more numerous for very large diameters, likely associated with the boundary currents north of the ACC.
3.4. Eddy Shape
The average eddy in the Southern Ocean is axisymmetric (Figure 9/supporting information Figures S8a, sec-
ond column, black contours). The eddy edge as detected by the OW parameter clearly marks an ‘‘inner
part,’’ i.e., a core, characterized by a decreased gradient of sea surface anomalies. The highest sea level
anomaly gradients are found slightly outward of the eddy core and result in a ring of intensiﬁed geostrophic
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Figure 8. As Figure 7 for (a) eddy amplitudes, (b) diameters, and (c) intensities (ratio of amplitude over eddy radius); (right column) based on a 28 3 18 grid, linearly interpolated, (middle
column) based on a 88 3 38 grid, linearly interpolated.
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current speeds girdling the eddy core (Figures 9a and 9c/supporting information Figure S8 ﬁrst column).
Closed sea level anomaly contours extend further from the center, at least twice the radius of the eddy core.
A closer inspection reveals that eddies north of the ACC have closed contours of sea level anomalies beyond
two of the core radii, whereas eddies associated with the ACC impact their surroundings up to two radii. The
wider impact area (see section 2) and accordingly the greater ‘‘length scale of impact’’ for subtropical eddies is
likely due to their propagation through a more quiescent sea surface height environment.
The extension of the eddies’ impact beyond the OW-core becomes clear also when examining the SST anom-
aly related to the eddy (relative to a monthly climatology, Figure 9/supporting information Figures S8, second
column, colors). Anticyclones and cyclones have positive and negative SST anomalies relative to their sur-
roundings of several 1/108C, respectively, where the SST anomalies are generally more pronounced in the ACC
area relative to the area north of the ACC. A systematic spatial lag between the eddy and the SST anomaly
exists (east-west section shown in Figure 9/supporting information Figures S8), which is smaller in the ACC
than to the north of it (in agreement with Hausmann and Czaja [2012]). We will discuss a potential explanation
for this lag based on the spatial pattern of the SST anomaly in section 4 (see also Figure 10).
The impact of the eddies extends deep into the ocean’s interior (Figures 11 and 12, supporting information
Figure S9). The eddy cross sections derived from the Argo ﬂoats reveal that eddies vertically extend down
to 2000 m on average. This is most obvious in the density anomalies (anomalies of more than 60.1 and
0.2 kg m23 for ACC and subtropical eddies, respectively). Temperature (anomalies of more than 61 and 28C
for ACC and subtropical eddies, respectively) and salinity anomalies (anomalies of more than 60.1 and 0.2
for ACC and subtropical eddies, respectively) are both surface intensiﬁed, with salinity opposing the
Figure 9. Average surface two-dimensional shape of eddies. (a, b) North of the Antarctic Circumpolar Current (ACC, 220 cm sea surface
height contour) and (b, c) associated with the ACC; colors denote the sea surface temperature (SST) and SST anomalies relative to a
monthly climatology, black contours the sea level anomaly contours (2 cm spacing); inner white circle marks the eddy’s center as detected
with the OW, outer white circle three eddy radii; stippling shows areas where anomalies are not signiﬁcantly different from zero (t-test,
p5 0.01); (left column) absolute SST, (second from left) SST anomaly, (right and second from right) SST anomaly split up into a monopole
(calculated by radial averages around the eddy center) and dipole (residual); the numbers in the lower left corner show the contribution of
the monopole and dipole to the pattern of the total SST anomaly (see text); Figures 9b and 9d are east-west cross sections through the
eddy composite core as shown in Figures 9a and 9c; the solid line denotes the SST anomaly with the shaded error bar indicating standard
error, the dashed line denotes the eddy composite meridional velocity (v); the numbers in the lower left corner show a crude estimate of
the heat transport associated with the monopole (trapping, drift) and dipole (stirring, swirl) SST anomaly of the average eddy.
Eddy swirl (solid) and
propagation (dashed)
Figure 10. Cartoon illustrating the hypothetical distinction of tracer anomalies associated with eddy trapping and eddy stirring in the mixed layer. (a) Absolute tracer values in a situation
of an idealized large-scale tracer gradient (for instance temperature); (b) the same situation but instead of absolute values tracer anomalies are depicted: the hypothesis is that stirring
results in a dipole shaped anomaly whereas trapping results in a monopole shaped anomaly; below the mixed layer, eddy effects on tracers have a signiﬁcant vertical contribution which
is not the focus here.
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Figure 11. Average subsurface two-dimensional structure of anticyclonic and cyclonic eddies north of the Antarctic Circumpolar Current (ACC). (a) Absolute values and (b) anomalies rel-
ative to a monthly climatology; (left) potential temperature (calculated from in situ temperature); black dots mark anomalies smaller than the standard error of the mean; (middle) practi-
cal salinity; (right) potential density referenced to the surface minus 1000 kg m23 (rh), calculated for individual proﬁles before averaging; temperature, salinity, and density are shown in
colors and with gray contours (18C, 0.1 and 0.1 kg m23 intervals in Figure 11a, and 0.28C, 0.02 and 0.02 kg m23 intervals in Figure 11b); in each part, potential density is indicated with
black contours (0.5 kg m23 intervals); dashed lines mark the eddy edge (1 radius) as detected with the OW; the horizontal axis is given in normalized eddy radii (R), the vertical axis in
1 dbar  1 m.
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temperature driven density anomaly in the upper ocean: cyclones tend to be cold and fresh and anticy-
clones warm and salty. In contrast, at deeper levels (about 500 m for ACC eddies, and about 1000 m for sub-
tropical eddies), the salinity anomaly is of opposite sign than in the upper ocean, thus reinforcing the
Figure 12. Average subsurface two-dimensional structure of anticyclonic and cyclonic eddies associated with the ACC; otherwise same as Figure 11 (note that the color scales are differ-
ent in Figure 11a and Figure 12a).
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density anomaly. That is, at depth, cyclones tend to be cold and salty and anticyclones warm and fresh.
Temperature anomalies typically do not show such a sign switch at depth.
Several differences exist between eddies north of the ACC (subtropical) and eddies associated with the ACC.
First, eddies north of the ACC show, on average, larger extrema in their anomalies than ACC eddies. Second,
subtropical eddies typically have their extrema at deeper levels. Third, in some regions north of the ACC,
eddies feature multiple anomaly extrema in their depth structure. In extreme cases, these anomaly maxima
may be of opposite sign compared to expectations based on the polarity of the eddies. This is, for instance,
the case for eddies originating south and west of Australia, where cyclones have an atypical warm and salty
near-surface anomaly (in the upper 200 m, see supporting information Figure S9). Hence, with regard to eddy
identiﬁcation on the basis of SST [Fernandes et al., 2011; Dong et al., 2011] and concerning impacts of eddies,
one cannot always relate anticyclones with positive and cyclones with a negative temperature anomaly at the
surface [see also Chaigneau et al., 2011]. Finally, along the ACC, the depth structure of cyclones and anticy-
clones is similar with a ﬁrst baroclinic-mode-style upper ocean intensiﬁcation, whereas north of the ACC,
cyclones and anticyclones often have differing depth structures with anomaly extrema at depths [see also
Chaigneau et al., 2011]. The varying vertical structure of eddies north of the ACC compared to within the ACC
especially in terms of salinity and temperature may be caused by differences in their origin water column and
current structure. Chaigneau et al. [2011] concluded that the subsurface maximum anomalies of southeast
Paciﬁc eddies resulted from the vertically sheared boundary currents the eddies developed from. The subsur-
face maximum anomalies we similarly ﬁnd for eddies detected north of the ACC may well be caused by this
mechanism, as the majority of eddies there are associated with boundary currents.
We have discussed above the average eddy structure over two large zonal regions (eddies associated with
the ACC and north of the ACC), plus the structure of a subsample of eddies (long-lived eddies north of the
ACC southwest of Australia). To get some sense of the variation of the eddy structure in the Southern Ocean,
the reader is referred to supporting information Figures S10–S16 where we present eddies for a selection of
subregions.
The depth-averaged anomalies (down to 2000 m, no data are available below this level from Argo ﬂoats)
appear to be similar in temperature and density for eddies within and north of the ACC (Figure 13), in spite
of the different vertical structure of their anomalies. The average salinity is less clear: as it averages to zero
for eddies south and southwest of Australia north of the ACC, where the upper ocean and deeper ocean
anomalies of opposing sign basically cancel. In the other regions, cyclones are of either sign, and anticy-
clones tend to be salty. The depth-averaged temperature anomaly at the eddy center averages to about
60.58C, and the density anomaly, driven by the temperature anomaly, to 60.05–0.010 kg m23.
The relationship of depth-averaged temperature and density anomalies of eddies and surface derivable char-
acteristics such as intensity have an approximate linear relationship for the average Southern Ocean eddy,
with a temperature anomaly of roughly 28C at an eddy intensity of 1 m per 100 km (Figure 14). The relation-
ship with salinity is not as clear and is approximately ﬂat for ACC eddies due to the small to zero vertically
averaged salinity anomalies. The few previous efforts to relate surface and subsurface eddy temperature and
salt anomalies based on observations have not derived a comparable diagnostic [Chaigneau et al., 2011; Caste-
lao, 2014]. It is important to note that the vertical eddy structure may vary in different places. Zhang et al.
[2013] claim that a universal density structure of eddies exists: even if this were the case we want to point out
to be careful to conclude from this that the temperature and salinity structure may be equally universal.
The radius as determined based on the OW parameter appears to be a reasonable proxy for the lateral
extent of tracer anomalies associated with an eddy at depth (Figures 11b and 12b, and supporting informa-
tion Figures S9b and S11-S16b). This is especially true for the vertically more uniform ACC eddies. Having
said this, as the magnitude of the anomalies varies with depth, so does the maximum displacement of iso-
pycnals associated with eddies. Hence, even though the radius constrains well the lateral extent of tracer
anomalies, the subsurface ‘‘dynamical’’ extent varies with depth. ACC eddies show a somewhat conical
structure with decreasing ‘‘anomaly amplitudes’’ with depth. North of the ACC, as noted before, the eddy
structure is less universal, especially with regard to temperature and salinity.
The temperature and salinity values of the average eddy in the upper ocean differ substantially from
surrounding waters. Anticyclones feature higher salinities (Figure 11/12a, middle column) and temperatures
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(Figure 12a, left column) then the neighboring waters, and cyclonic eddies are saltier (supporting information
Figure S9a) or fresher (Figure 11/12a) in the surface than surrounding waters. These extreme temperature and
salinity values relative to neighboring waters are robust to the section we look at along the eddy (e.g., north-
south or east-west, not shown). They imply closed temperature and salinity contours associated with the eddy
core. This ﬁnding is supported by satellite SST (a data set independent from the Argo proﬁles): in the ACC area,
eddies have closed SST contours related to the eddy core on average (Figure 9c, left column, dark gray contours).
Below/in the thermocline at intermediate depths (a few 100 m to approximately 1000 m), eddies show similar
temperature and salinity properties as neighboring waters on the same isopycnals, but they have clearly differ-
ent vertical temperature and salinity gradients and associated different layer thicknesses and stratiﬁcation at
these depths (supporting information Figures S17 and S18). Beyond a depth of around 1000–1500 m, vertical
gradients and layer thicknesses within eddies differ little from surrounding waters in the same density class,
but temperature and salinity remain vertically displaced in conjunction with displaced isopycnals, presumably
due to adiabatic displacement. This is reﬂected in the partly reduced magnitude of eddy anomalies at these
depths when analyzed in density space (supporting information Figures S19 and S20).
4. Discussion
The results lead to a number of questions, which we discuss in turn below. A ﬁrst striking observation is the
strong inhomogeneity in the spatial distribution of the eddies observed based on satellite altimetry. The
Figure 13. Depth-averaged subsurface two-dimensional structure of ACC anticyclonic and cyclonic eddies. (a) Potential temperature, (b) salinity,
and (c) potential density; anticyclones in blue, cyclones in red; solid, dashed and dotted lines show eddies north of the ACC, ACC eddies and
long-lived (9 months and older) eddies north of the ACC south/southwest of Australia; shading denotes the standard error of the mean.
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association of the eddies with the ACC and with the boundary currents at its northern ﬂank is as expected, given
the high levels of instabilities associated with these currents and their congruent high eddy kinetic energy [Chel-
ton et al., 1990]. However, the nearly complete absence of eddies over regions with water depths less than
2000 m is surprising. CSS11 mentioned explicitly the eddy desert in the southeast Paciﬁc but the ones associ-
ated with plateaus along the ACC pathway have not been discussed previously.
A second striking observation is the asymmetry in the polarity of the detected and tracked eddies, as homo-
geneous turbulence would lead to a roughly equal number of cyclones and anticyclones. A similar large-
scale pattern of polarity dominance was detected by CSS11 (their Figure 8) and is visible to some extent in
Petersen et al. [2013, Figure 4d]. Such an asymmetry must arise either from a privileging generation mecha-
nism, from a greater persistence of one of the polarities or from differences in the propagation paths.
The third key observation is the three-dimensional shape of the typical eddy, which shows clear signs of trap-
ping in the upper ocean: temperature and salinity have closed contours associated with the eddy core. Based
on the surface shape of tracer (SST) anomalies associated with eddies, we attribute the larger part of the
eddy-associated tracer anomaly to trapping and a smaller part to stirring. Even though the maximal length
scale of the trapping effect is given by the eddy lifetime propagation distance which is on average only in the
order of 10–100 km on average, the ﬁnding suggests that eddies might be responsible for a nonnegligible
amount of nonlocal meridional transport of material properties.
4.1. Eddy Distribution
The high spatial differences in the occurrence of mesoscale eddies can be the result of a number of proc-
esses: it may simply reﬂect differences in the rate of formation, driven by the large differences in
Figure 14. Relationship of surface-derived eddy characteristic (intensity) and subsurface anomalies of eddies. For (a) potential temperature, (b) salinity, and (c) potential density; binned
into 10 intensity (ratio amplitude over radius) bins; all Argo proﬁles within the eddy core (1 eddy radius) are included; error bars denote the standard error of the mean; solid and dashed
lines show a simple linear ﬁt based on the average bins for eddies north of the ACC and associated with the ACC, respectively; slopes of linear ﬁt are noted next to the graphs.
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baroclinicity and barotropicity of the currents. An alternative explanation is that this could be the result of
differences in propagation, i.e., there are no go zones and other zones where eddies accumulate. A third
hypothesis is that this may reﬂect spatial differences in detection. We start with the third hypothesis to
demonstrate that the spatial variability in eddy occurrences is likely not caused by differences in detection
but reﬂects real spatial differences.
It is possible that the areas of low eddy coverage are actually populated by eddies, but that those eddies
are smaller than the resolution of the employed sea level anomaly data, or that they are weaker and thus
do not distinguish themselves clearly enough from the background. This notion is supported by the very
small Rossby deformation radius over Southern Ocean bathymetrical plateaus of less than 10 km [see e.g.,
Venaille et al., 2011; Hallberg, 2013], which would favor the existence of small mesoscale eddies. Also the
rich texture of variations seen at these scales in high-resolution SST or chlorophyll a observations support
this notion, as well as high-resolution model simulations [e.g., Liang et al., 2012, Figure 9b]. Given the
inability of the satellites to resolve features of e-folding scales below about 0.48, i.e., roughly 20–40 km in
the Southern Ocean (CSS11, Appendix A), it is indeed possible that the coarse resolution of the product
underlying our detection is partially responsible for the eddy deserts. However, results by Petersen et al.
[2013] indicate based on a 1/108 model simulation that while the eddy deserts in the Southern Ocean are
indeed populated by eddies in their simulation (their Figure 4a), they existed in very low numbers only
and tended to be weak.
Further support for our interpretation that these eddy deserts are real comes from the analysis of eddy
kinetic energy. The eddy kinetic energy is a more integrated measure of eddies, as it includes the contribu-
tion of all motions at temporal scales less than the long-term mean and at spatial scales smaller than the
large-scale circulation. Eddy coverage is highly correlated with eddy kinetic energy (Figure 6c). While
satellite-derived maps of eddy kinetic energy suffer from the same resolution bias, eddy kinetic energy
maps derived from surface drifters [see e.g., Thoppil et al., 2011, Figure 1d; Kelly et al., 1998] include smaller
scales of sea level anomaly variability unresolved by satellites. Wherever such comparisons between satellite
and drifter-derived eddy kinetic energy were done, the drifter-derived eddy kinetic energy was found to be
somewhat higher than the one derived from altimetry, but the spatial pattern was the same.
Hence, we conclude that (i) if eddies occur over topographical plateaus, they are smaller (likely submeso-
scale) and weaker than the eddies which are the focus here and that (ii) spatial differences in detection are
not likely the cause of our ﬁnding that the topographical plateaus are devoid of mesoscale eddies.
Clearly, differences in the generation can explain part of the spatial distribution of mesoscale eddies.
Increased eddy numbers are strongly associated with sea surface height gradients squeezed by topography
[Sallee et al., 2008; Sokolov and Rintoul, 2009b] and downstream eddy generation [Sokolov and Rintoul,
2009a; Thompson et al., 2010], such as the Drake Passage/Scotia Ridge/American-Antarctic Ridge, the South-
west Indian Ridge/Del Cano Rise/Conrad Rise, the Kerguelen Plateau, the Indo-Paciﬁc Ridge/Campbell Pla-
teau, and the East Paciﬁc Rise/Paciﬁc-Antarctic Ridge/Eltanin Fracture Zone. The ACC avoiding
bathymetrical obstacles and the subsequent preferential development of eddies downstream of topogra-
phy explain part of the lack of mesoscale eddies over topographical plateaus. If eddies form over the topo-
graphical plateaus, presumably they result in eddies close to or in the submesoscale range due to the small
Rossby deformation radius, and below the detection limit of the altimetry data.
Differences in propagation pathways and lifetimes are the ﬁnal mechanism that generates spatial variations
in mesoscale eddy occurrences. Although, on average, the eddies do not propagate far, a small fraction
does, and can generate spatial differences in eddy occurrence. For instance in the subtropical gyres, very
long-lived eddies propagate westward and oftentimes dissipate only when they reach the western bound-
ary currents [Zhai et al., 2010], i.e., eddy propagation is a key mechanism. But why do mesoscale eddies not
leave their nurseries and propagate into the eddy deserts of the ACC region?
The topographical plateaus characterizing these mesoscale eddy deserts along the ACC are indeed in reach-
able distance of areas having sizable eddy populations. One explanation for the avoidance of shallow
topography is that the eddies are steered directly by topographic contours (roughly equal to f/H, with f the
Coriolis parameter, and H ocean depth). Eddy tracks show a close relationship with topography, indeed (see
Figures 2–4b, and 5a). This behavior is consistent with the deep reaching nature of the mesoscale eddies in
the Southern Ocean. Eddies have been previously found to reach deep in in situ studies (down as deep as
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4000 m, e.g., Van Aken et al. [2003] and Swart et al. [2008]), so that topographic steering of the eddies is a
reasonable candidate for explaining the ‘‘avoidance’’ of shallow topography.
Another explanation is advection, since the topographically steered nature of the ACC [e.g., Gille et al., 2004]
makes this system of currents ﬂow around the shallow regions, so that any eddy that is advected eastward
toward these shallow regions could be swiped around these topographical features. Our data do not permit
to differentiate between the last two explanations, but it is clear that topographic steering is important.
4.2. Eddy Death
There are at least four processes that cause eddies to die, i.e., (i) hitting land, (ii) transferring energy back to
the mean ﬂow, (iii) merging or splitting, and (iv) losing energy through interaction with bottom topography
in the open ocean. These mechanisms have a strong spatial nature, possibly explaining why eddies gener-
ated in certain places live longer than those generated elsewhere.
A place where the topographic barrier effect is clearly important are the western boundaries of the ocean
basins, as some of the very long-lived, westward propagating eddies in the subtropical gyres will hit land
there, eventually leading to their death [Zhai et al., 2010; Petersen et al., 2013; CSS11]. We cannot provide
evidence for this effect here as we miss a large fraction of the long-lived gyre anticyclones (they are north
of our domain or leave it while they are migrating northwestward).
One process that can lead to the death of eddies by the transfer of energy back to the mean ﬂow is the sup-
pression of eddies caused by the shear associated with the strong currents in the Southern Ocean [Naveira
Garabato et al., 2011; Thompson and Sallee, 2012]. For this process to happen, the shear of the ambient ﬂow
at the scale of eddies should be large compared to the eddies’ swirl velocity [Terry, 2000; Shats et al., 2007].
With a lateral shear rate at the scales of eddies of the order of 1024 to 1022 s21 and an eddy turnover rate
of the order of 1027 to 1026 s21, the ratio of the two is larger than 102 anywhere in the Southern Ocean for
most eddies, making eddies fundamentally susceptible to such shear suppression. Shear suppression may
explain the ephemerality of many eddies in the eddy-generation-hot spot locations (apparent from the
proximity of eddy nurseries and graveyards), i.e., the preferential death of young eddies in the dynamic
regions of the Southern Ocean where large mean currents and high shear rates prevail. Also e.g., Ferrari and
Nikurashin [2010], Naveira Garabato et al. [2011], and Thompson and Sallee [2012] have noted the suppres-
sion of eddy mixing by jets in the ACC with an energy transfer back to the mean ﬂow.
Vortices incessantly interact, merge and split, a process that may be particularly important in the same
dynamic regions where eddies are potentially suppressed by the shear of the mean ﬂow. Eddies are pre-
sumably especially vulnerable early in their lifetime to being distorted and absorbed by more mature,
intense eddies as eddies develop their maximum amplitude and diameter only about after the ﬁrst 1/5 of
their lifetime (supporting information Figure S7). The initial spin-up phase provides for an additional expla-
nation why young eddies die preferentially in these regions.
The eddy energy loss via interaction with the ocean bottom may be the most important process by which
ocean mesoscale energy is dissipated in the Southern Ocean and certainly a major cause of death for the
long-lived eddies [Ferrari and Wunsch, 2009; De Steur and van Leeuwen, 2009; Ferrari, 2011; Whalen et al.,
2012; Nikurashin et al., 2013]. This hypothesis is supported by the fact that surface dissipation at fronts
appears to contribute only O(10)% [Ferrari, 2011] to the energy loss, and by the deep reaching nature of
Southern Ocean eddies with signiﬁcant velocities down to the ocean bottom which permits them to inter-
act readily with bottom topography [e.g., Schonten et al., 2000; Adams et al., 2011; Liang and Thurnherr,
2012; Nikurashin et al., 2013]. The possible importance of this energy pathway in the ACC is consistent with
the view that eddies are critical in the closure of the momentum budget in this region by transferring the
momentum vertically to the bottom [Johnson and Bryden, 1989].
Further support for the importance of the eddy-bottom topography interaction mechanism comes from
the tendency of eddies to lose integrated energy when they propagate onto shallower topography (Fig-
ure 5b). The fact that both amplitudes and diameters decrease precludes vortex squeezing as an alterna-
tive explanatory mechanism (not shown). This observation indeed could be an indication for an energy
sink of the eddy associated with the ocean ﬂoor as it hits a subsurface topographical obstacle. In combi-
nation with the topographical steering effect, the energy loss of eddies when interacting with bottom
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topography would contribute to an explanation for why prominent eddies do not occur over topographi-
cal plateaus along the ACC.
4.3. Polarity Dominance
The dominance of one eddy polarity over the other (Figure 6b) may simply reﬂect polarity-related biases in
our detection algorithm. Therefore, we need to exclude this possibility before proceeding. One check is the
analysis of the third moment of the distribution of sea level anomalies, i.e., its skewness [Thompson and
Demirov, 2006]. It turns out that the pattern of polarity dominance we ﬁnd from our Lagrangian approach
agrees largely with this metric (Figure 6d), supporting our eddy census-based results. An important excep-
tion is the southern part of the Southern Ocean, where we identiﬁed a dominance of anticyclones whereas
the skewness hints toward a dominance of cyclones (dots clustering at 1 at the y axis in Figure 6d). How-
ever, we detected only a small number of eddies in this area altogether, which makes a ratio, such as the
one we consider here (coverage by anticyclones over total coverage by eddies), less trustworthy.
As mentioned before, the dominance of one eddy polarity over the other can be due to any combination of
(i) differences in formation, (ii) differences in spatial segregation during their propagation, and (iii) differen-
tial lifespan and death. We discuss each of these mechanisms in turn, starting with the formation and life-
span/death mechanisms.
The differential spatial pattern of major formation locations and lifespans of anticyclones and cyclones clearly
contributes to the overall pattern of polarity dominance (mechanisms (i) and (iii)). In fact, the strong similarity
of polarity dominance in formation areas and lifespans with those areas of the polarity dominance suggests
that these processes are the dominant mechanisms leading to the dominance of either anticyclones or cyclo-
nes (Figure 6b, supporting information Figure S4b, and Figure 7, middle column). The subtropical regions,
especially the South Paciﬁc stand out as areas of dominance of anticyclon formation. And so does the region
south of the ACC, although the dominance of anticyclones south of the ACC is less robust due to the small
number of detected eddy events. The ACC is an area of about equal numbers of anticyclone and cyclone
generation.
The areas of nurseries where anticyclones are dominant are already apparent in the maps not weighted by
lifespan, but the areas of higher numbers of anticyclone formation become even more apparent when
these numbers are weighted by the eddies’ lifespan (compare supporting information Figures S4b and S4c).
That the pattern of anticyclonic dominance in eddy birth numbers becomes clearer when weighted by
eddy lifespan means that more anticyclones form in these areas, and that they also live longer than the
cyclones (see also Figure 7, middle column). In contrast, the dominance of the cyclones emerges in the ACC
region only when the formation numbers are weighted with the lifespan (compare supporting information
Figures S4b and S4c). Thus, the total number of cyclones generated in this region is not necessarily larger
than that of the anticyclones, but the cyclones die not as quickly. Exceptional areas are the east Atlantic and
east Indian Ocean: in the east Atlantic, anticyclonic dominance becomes apparent only when birth numbers
are weighted by lifespan (i.e., the long-lived Agulhas rings cause the anticyclonic polarity dominance),
whereas in the east Indian Ocean cyclonic dominance begins to show only when weighted by lifespan. To
both of these exceptional areas, eddy propagation pathways form a major contribution, i.e., mechanism (ii).
In the following, we will ﬁrst provide a few potential causes for differences of anticyclone and cyclone for-
mation and lifespan, and second will discuss the role of eddy propagation pathways.
A rather obvious cause of a systematic regional polarity dominance in the formation is the symmetric pinch-
ing off of eddies from fronts. This mechanism is likely responsible for the pattern of polarity dominance
associated with intense currents, such as the Malvinas-Brazil Conﬂuence or the dominance of cyclones at
the northern ﬂank of the ACC.
A further contribution to differential formation may arise from wind forcing that could favor one of the
polarities [Liang et al., 2012; see also CSS11]. Griffa et al. [2008, Figure 3a] computed (anti)cyclonic motion in
the global ocean from surface drifters and found a dominance of small-scale anticyclonic loopers (O(100)
suppress line break between number and unit km and less, their Figure 4) at the poleward side of the sub-
tropical gyres. These loopers are correlated with (high frequency) wind forcing and hypothetically caused
by resulting Ekman transports in the ocean boundary layer (i.e., inertial oscillations). It is unclear if mesoscale
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features were preferably anticyclonic when generated by wind forcing, hence if wind forcing could cause
the excess anticyclones formed in the subtropical gyres.
One reason for a longer lifespan could be that when eddies are born, one polarity has a higher integrated
eddy kinetic energy than the other. Indeed, cyclones tend to show a larger initial integrated kinetic energy
see supplementary material Figure S7, part a-4, hence a larger initial integrated kinetic energy leading to a
longer lifespan could be an explanation for the cyclonic dominated areas. Yet another contribution could
come from differing characteristics that make eddies more or less prone to energy drainage over their life-
time. For instance, the greater intensity of cyclones makes them less vulnerable in the ACC to the aforemen-
tioned shear suppression, permitting them to survive longer. The causes for asymmetries of anticyclones
and cyclones are unclear and are subject to ongoing research also in ﬂuid dynamics [e.g., Arai and Yama-
gata, 1994; Nycander, 1994; Cenedese and Linden, 1999; Hakim et al., 2002; Frisius, 2003; Graves et al., 2006;
Ponomarev et al., 2009; Moisy et al., 2011; Perret et al., 2011; Badin, 2013; Heinloo et al., 2012], with sugges-
tions that longevity of anticyclones is favored by anticyclones being more stable and less prone to Rossby
wave dispersion. In contrast, a potential contribution favoring cyclones could arise from centrifugal forces
acting differently for anticyclonic and cyclonic eddies. For example, thinking about it very simpliﬁed, one
could expect the outward pressure force for anticyclones at the air-sea interface to weaken the eddies and
the contrasting inward pressure force for cyclones at the sea surface to strengthen the eddies, making anti-
cyclones more vulnerable and cyclones more robust toward ‘‘extrinsic perturbations.’’
A further process contributing to different anticyclonic and cyclonic lifespans could be differences in the
rate of energy drainage by air-sea interactions [Shuckburgh et al., 2011; Byrne et al., 2015]. Air-sea interaction
may lead to an asymmetric energy loss of anticyclones and cyclones as the positive temperature anomaly
of anticyclones may be reduced via sensible and latent heat ﬂuxes more efﬁciently than the negative tem-
perature anomaly of cyclones. If cyclones gain heat at the surface via air-sea interactions, the water stability
increases as the surface water becomes warmer and hence lighter, subsequently damping vertical mixing.
In contrast, if anticyclones lose heat to the atmosphere, the surface cooling destabilizes the water column,
leading to increased mixing, which in turn facilitates further energy loss at the surface [Van Aken et al.,
2003]. As this effect makes anticyclones more prone to dissipation of their temperature anomaly, it may
help to explain the quicker death of anticyclones in the ACC region, where cyclones dominate. The poten-
tially emphasized role of this mechanism in the ACC regions is consistent with the eddies having larger SST
anomalies there [Hausmann and Czaja, 2012; Frenger et al., 2013].
The ﬁnal mechanism to consider which contributes to polarity dominance in an area are differences in the
propagation pathways between anticyclones and cyclones (mechanism (ii)), especially since the intrinsic
meridional propagation of cyclones is opposite that of the anticyclones [Cushman-Roisin and Beckers, 2011;
CSS11]. As shown in section 3, our observed eddies only partially follow this intrinsic propagation (support-
ing information Figures S6b and S6c). The anticyclones meet their expectation of an equatorward deﬂection
only in the subtropical gyres, while the cyclones show the expected poleward propagation mainly in the
eastern Indian Ocean north of the ACC. Nevertheless, we can ﬁnd prominent examples of propagation as
cause for polarity dominance: the broad zonal band of cyclones at the northern ﬂank of the ACC in the
Indian sector is presumably due to the very long-lived cyclones originating from the Australian coast and
propagating southwestward toward the ACC (hypothetically Tasman Leakage or Tasman Outﬂow cyclones)
[Speich et al., 2002; Ridgway and Dunn, 2007]. Relatively few eddies are generated in this region along the
propagation path of these cyclones (supporting information Figure S4a), hence the long traveled cyclones,
even though they do not occur overly frequent, dominate the absolute number of eddies. Similarly, the
anticyclones propagating northwestward from the South African coast (the Agulhas rings) propagate far
into the Atlantic into areas of little eddy generation, thus dominating absolute eddy numbers there.
4.4. Eddy Trapping Versus Stirring
A fundamental question associated with the role of eddies for the large-scale transport of heat and material
properties is how eddies affect tracers: it is unclear to which degree eddies are coherent vortices, trapping ﬂuid
properties in their interior and transport them great distances, the extent they mix waters due to their rotation
(stirring), and to what degree eddies are merely distorting the environmental conditions through which they
are propagating, i.e., acting like a wave and not causing a net transport [e.g., Chelton et al., 2011b; Morrow and
Le Traon, 2012]. It is often argued that typically eddies (at high latitudes) show rotational speeds much larger
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than propagation speeds (e.g., CSS11), which is an indication for coherent vortices which can trap ﬂuid [Flierl,
1981]. Here we discuss the trapping and stirring effects based on the three-dimensional shape of the eddies in
combination with eddy temperature and salinity characteristics. This combined assessment of eddy dynamical
properties and eddy effects on tracers can provide answers to the question if eddies trap or stir.
Of particular interest is the eddy’s SST pattern, since we know it for nearly every eddy we identiﬁed and
tracked, while we have for only 1.5% of eddy instances a proﬁle available within the eddy core (within one
eddy radius from the eddy center) to reconstruct the ocean interior distribution of the eddies (but still more
than 1.3 3 104 proﬁles overall). The number of proﬁles increases to more than 105 for proﬁles surfacing at a
distance of three eddy radii from the eddy center. The mean SST pattern consists primarily of a monopole (Fig-
ure 9, supporting information Figure S8). In order to analyze the nonmonopole part in more detail, we subtract
the monopole component from the total SST composite pattern, with the monopole having been computed
by taking the radial average relative to the eddy’s center (similar to Hausmann and Czaja [2012] who separate
the east-west asymmetry). The residual pattern (Figure 9, supporting information Figure S8, right column)
shows a surprisingly symmetric dipole with its maximum and minimum in the peripheral area of the eddy
reﬂecting the direction of rotation, i.e., anticlockwise for anticyclones and clockwise for the cyclones. The rela-
tive contribution of the monopole and dipole components varies considerable between the different regions.
In the ACC region, more than 90% of the variance of the pattern of the SST anomaly associated with eddies is
explained by the monopole (within the eddy impact area, marked with a white circle in Figure 9, for calcula-
tion see equation (2)). In contrast, the dipole is more prominent north of the ACC [Hausmann and Czaja, 2012],
explaining 20% to up to almost 90% of the variance of the eddy SST anomaly there.
We interpret these patterns as the result of two distinct mechanisms illustrated in Figure 10, i.e., trapping
generating a monopole pattern, and stirring leading to a dipole, as the eddy’s swirl distorts the large-scale
SST gradient within its peripheral area (as noted to be the case for chlorophyll a by Chelton et al. [2011a]).
The larger contribution of the monopole pattern in the ACC region compared to the area north of it is con-
sistent with eddies exhibiting higher swirl velocities and accordingly being more likely to be able to trap
ﬂuid. In contrast, the dominance of the dipole pattern to the north of the ACC is likely due to the stronger
large-scale SST gradient relative to the width of the eddies (see section 3.4). Thus, the environmental condi-
tions in combination with the eddies’ larger length scale of impact (or ‘‘mixing length scale’’) may well result
in the larger dipole signal. The superposition of the monopole and dipole pattern, which we attribute to stir-
ring and trapping may cause an apparent lateral shift between sea level height anomalies and tracer anoma-
lies as noted by Hausmann and Czaja [2012] (see e.g., supporting information Figure S8b, left).
The trapping and stirring effects are not completely independent. An additional aspect of eddies impacting
their surrounding tracer ﬁeld is that eddies perturb the tracer ﬁeld as they propagate through it with their
intrinsic phase speeds (CSS11). Thus, the trailing (roughly eastern) side of the eddy features a smaller tracer
anomaly as it distorts an already perturbed tracer ﬁeld, whereas the leading (roughly western) side of the
eddy impacts an assumed unperturbed one resulting in a larger tracer anomaly. As the eddy is propagating,
this leading side anomaly might be partially entrained into the eddy core and get trapped, at least tempo-
rarily. The contribution of this effect to the (monopole) SST pattern versus the contribution of waters stem-
ming from the eddies nursery is difﬁcult to quantify even in models, even though a few approaches to
assess the permeability of an eddy exist [Williams et al., 2012; Beron-Vera et al., 2013].
The fact that the average absolute value of the SST signal related to the eddy core is larger than the SST of
ambient waters, i.e., closed SST contours associated with the eddy core exist (Figure 9c), supports the hypothe-
sis that the water in the eddy core is at least to some extent originating from a region of different SST, hence
that the eddy partially traps water. Likely, the SST anomaly in the eddy core is due to a superposition of the
eddy retaining waters temporarily and continuous entrainment of new waters from the eddy’s surroundings.
The vertical structure of eddies supports the notion of eddies as coherent features and the importance of
trapping in the upper ocean (Figures 11a and 12a, supporting information Figure S9a). In particular, the
extreme values of salinity and temperature inside the eddies relative to surrounding waters in the upper
ocean above the thermocline, and the associated closed temperature and salinity contours can only be gen-
erated by eddy trapping (see section 3.4).
The ability for eddies to trap at deeper levels is less evident in our analysis, especially since below the sur-
face ocean (down to approximately 1000 m or so), temperature and salinity contours are not necessarily
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closed any more. However, the vertical gradient of temperature, salinity, and stratiﬁcation is clearly different
from neighboring waters. The thickness of temperature, salinity, and density layers is increased for anticy-
clones and decreased for cyclones, hypothetically caused by isopycnal layer thickness advection, with a con-
tribution by downward diapycnal diffusion of the near-surface anomaly. Downward diffusion of the near-
surface anomaly and adiabatic heaving/depressing of isopycnals cannot be the only reason as for instance
the net negative sea level anomaly of cyclonic eddies south/southwest of Australia must be caused by the
deep heavy density anomaly which overcompensates the near surface light density anomaly. We cannot
assess to which extent the anomalies of eddies below/in the thermocline are due to trapping. Our inability
to assess the role of trapping at deeper levels is congruent with the mixed results obtained by previous
modeling studies with a realistic setup: Nakano et al. [2013] concluded based on dye and particle release
experiments in the Kuroshio region that eddy trapping efﬁciencies are high above and within the thermo-
cline, but that leakage occurs increasingly at deeper levels. In contrast, Donners and Drijfhout [2004] particle
release study in the Agulhas region shows that Agulhas rings were leaky in the surface (mixed layer) due to
a secondary circulation, while the ability to trap was high below the mixed layer down to nearly 1 km.
Further down in the water column (down to 2000 m and beyond), eddies likely no longer trap material
properties. In fact, our results suggest that the anomalies of eddies can be explained mainly by pure com-
pensating adiabatic vertical displacements of the isopycnals. The compensating displacements of isopyc-
nals which in the case of cyclones heave up waters from below, and vice versa for anticyclones, likely
causes at least to some degree the sign switch of the salinity anomaly between the upper and the deeper
ocean (at about 500 m depth for ACC eddies, Figure 12). In the ACC area, the salinity increases with depth,
hence waters heaved up are more saline. North of the ACC, Antarctic Intermediate Water is associated with
a subsurface salinity minimum, i.e., salinity decreases down to depth of roughly 1000 m. Eddies in this
region show the salinity anomaly sign switch below 1000 m where the salinity increases again (Figure 11b,
supporting information Figure S9b). The temperature anomalies do not switch sign with depth as the abso-
lute temperature decreases with depth, both in the ACC area and north of it.
The eddy core with high trapping ability presumably coincides with the area of solid body rotation [Oh and Zhur-
bas, 2000; CSS11], as it is enclosed by a ring of maximum rotational speed of the eddy (CSS11, Figure 9, support-
ing information Figure S8). The swirl velocities then level off beyond the eddy core with a relatively large tail [Oh
and Zhurbas, 2000]. In this peripheral area, continuous exchange may take place with the surrounding waters the
eddy propagates through. This idea is supported by Early et al. [2011] whose results based on idealized model
simulations show a strong trapping ability of an eddy within the zero vorticity contour in addition to a continuous
exchange of ﬂuid with the surrounding at the eddy’s periphery. In the real ocean, individual eddies have been
observed which appeared to be good in trapping: for instance Lehahn et al. [2011] showed that an Agulhas ring
featured a patch of increased chlorophyll a over months, and Ansorge et al. [2009] found an anticyclonic eddy
south of the Polar Front with a biological composition which was typical for the region the eddy originated from,
which was north of the Polar Front. Yet indications exist that the ability to trap ﬂuid in their cores varies greatly
between eddies and only very few trap perfectly (e.g., Beron-Vera et al. [2013], based on surface data only).
4.5. Eddy Transports
It is important to reﬁne eddy transport estimates based on eddy tracking [e.g., Dong et al., 2014; Zhang
et al., 2014a, 2014b], where oftentimes perfect eddy trapping is assumed down to a certain depth and the
essential question of the efﬁciency and/or depth structure of trapping is not critically discussed. The fre-
quently applied diagnostic of ‘‘nonlinearity’’ as dominance of swirl over propagation speed [Flierl, 1981;
Chelton et al., 2011b], or closed contours of potential vorticity, may be a reasonable indicator for trapping in
the upper ocean but not necessarily for deeper levels [Nakano et al., 2013].
Irrespective of the open questions associated with eddy trapping, we will provide a rough estimate of the
eddy heat transports due to stirring (Fs, dipole contribution) and trapping (Ft, monopole contribution) within
the mixed layer. Following the approach by Hausmann and Czaja [2012], Fs is estimated as
Fs5q0cphm
ðLe
0
hv0gihT 0idx; (3)
with a reference density of q05 1025 kg m
23, a speciﬁc heat capacity of cp5 4000 J kg
21K21, a mixed layer
depth of hm5 100 m, and an eddy scale of Le5 100 km. v0g and T
0 are the eddy meridional geostrophic
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velocity and temperature anomalies, with hi denoting the eddy composite. Ft is calculated as in equation (3),
but with the eddy propagation velocity v0p replacing v
0
g. That is Ft and Fs are calculated the same except for a
different velocity: v0g denotes the geostrophic meridional velocity across the eddy (Figures 9b and 9d, right).
v0p is assumed to be uniform throughout the eddy, namely the average cross-frontal (not necessarily meridio-
nal) propagation speed of eddies relative to the mean ﬂow, estimated to be of the order of 1023 m s21 by
Hausmann and Czaja [2012], an order of magnitude smaller than the propagation speed of eddies as derived
directly based on eddy tracks.
The resulting estimate of heat transport for individual eddies associated with stirring (swirl, dipole, 1012 to
1013 W) is 1–3 orders of magnitude larger than the estimate for heat transport associated with trapping
(drift, monopole, 1010 and 1011 W, see Figures 9b and 9d, right and second from right). The larger effective-
ness of stirring is due to the much larger swirl velocity (v0g, order of 10
21 m s21) than eddy propagation
velocity (v0p, 10
23 m s21). The dominance of the swirl velocity over the propagation velocity overwhelms
the generally much larger trapped SST anomaly compared to the stirred SST anomaly. This result is in agree-
ment with Hausmann and Czaja [2012].
The southern part of the Southern Ocean experiences a net heat loss and fresh water surplus. Eddies are
thought to be important for the meridional transports of buoyancy. Almost 100 eddies reside in between the
two major fronts of the ACC (Polar Frontal Zone) at any time, which results in an integrated transport of close
to 1014 and 1013 W for stirring and trapping, respectively, i.e., a combined transport of the order of 0.1 PW. A
similar number of eddies resides in a 18 latitude bin. Figure 15 shows the eddy numbers (a) and resulting
eddy heat transport (b) with latitude, based on 18 bins with approximately 100 km per latitude bin. We
assume this bin spacing to be representative for the spatial scale of the eddy heat transport. The order of 0.1
PW is in agreement with previous results (see summary in Gille [2003], Table 1) and could account for the
heat lost to the atmosphere southward of the Polar Front [De Szoeke and Levine, 1981].
Eddy numbers are largest near 608S (Figure 15a), in contrast the southward eddy heat transport peaks
around 408. This shift of the latitude of maximum eddy numbers versus maximum eddy heat transport is
due to the larger stirring contribution of eddies north of the ACC. As trapping is estimated to be small, it
does not contribute substantially to the meridional eddy heat transport. Qualitatively, the variation of the
eddy heat transport with latitude due to stirring matches rather well estimates based on model simulations
[Jayne and Marotzke, 2002; Volkov et al., 2008; Grifﬁes et al., 2015], in contrast to the eddy heat transport
based on the trapping effect as estimated by Dong et al. [2014] (their Figure 4a, presumably based on a
much larger eddy propagation velocity than used here). The trapping induced heat transport is very uncer-
tain as ﬁrst, it is unclear how efﬁcient eddies trap and second, the magnitude of the cross-frontal propaga-
tion velocity vp of eddies is likely not conclusive, for instance it may vary in space.
Even if vp is consistently two orders of magnitude smaller than vg, trapping may not be negligible as note-
worthy differences exist between the process of stirring and trapping in the context of eddy transports. First,
the spatial range of trapping may be larger than that of stirring: stirring is constrained to the spatial scale of
one to several eddy radii, whereas the spacial scale of trapping potentially can be much larger (nonlocal),
Figure 15. Upscale estimate of eddy heat transport. (a) Eddy numbers and (b) associated heat transport due to stirring; the trapping effect is not considered here as it is highly uncertain;
for all eddies (black), eddies associated with the ACC (light blue), eddies north of the ACC (green), and long-lived (9 months and older) eddies north of the ACC in the east Indian Ocean
(blue); the latitude bin width is 18; black shading indicates the uncertainty due to temporal variation of eddy numbers (one standard deviation, no other error source is considered here).
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i.e., at the scale of the distance eddies propagate over their lifetime which is 10–100 km on average. Even if
trapping is limited to scales of 10–100 km for the majority of eddies, long-distance transports associated
with trapping certainly exist, such as found by Lehahn et al. [2011] for an Agulhas ring. Also, trapping may
be signiﬁcant if the eddy crosses a major front. The occurrence of trapping is of interest not only for temper-
ature and salinity considered here but also for biogeochemical tracers. For instance the Southern Ocean is a
high nitrate area whereas nitrate gets depleted toward the subtropical gyres. The contribution of nonlocal
transport of nutrients by eddies into the subtropical gyres is under debate [e.g., Oschlies, 2002]. Second,
trapping can result in an upgradient tracer transport, whereas stirring always leads to downgradient trans-
port. The intrinsic equatorward deﬂection of warm salty anticyclones (and vice versa for cyclones) would
hence lead to an upgradient transport in the quiescent subtropical regions of the ocean. Finally, the relative
contribution of trapping compared to stirring increases with depth [Hausmann and Czaja, 2012]. The reason
being that the swirl velocities which drive the stirring transport decrease with depth, in accordance with
decreasing density anomalies. In contrast, the velocity an eddy is propagation at is not affected by the
decreasing eddy density anomaly and is the same throughout depth. In addition, the maximum tempera-
ture and salinity anomalies of eddies are located not necessarily within the mixed layer.
We try another crude estimate by considering depth integrated lateral heat transport down to 2000 m. The
depth-averaged temperature anomalies result in an anomaly similar to the one observed at the surface (Fig-
ure 13a), hence with hm5 10
3 instead of hm5 100 m, the transport for an individual eddy due to trapping
becomes an order of magnitude larger (1011 to 1012 W). This is supporting the previous ﬁnding that includ-
ing deeper eddy transports may result in an order of magnitude larger estimates [Walkden et al., 2008]. If
the depth-averaged swirl velocity was an order of magnitude smaller than the surface velocity (which would
be a rather strong decrease), and assuming no change in the shift of temperature anomaly and swirl veloc-
ity, the decrease of the swirl velocity would cancel the increase of the integration depth, and the resulting
transport due to stirring would stay at the order of 1012 to 1013 W. Treguier et al. [2003] ﬁnd the depth inte-
grated heat transport of Agulhas rings due to trapping dominant in a model simulation. Also, it appears
rather unclear which propagation velocity of eddies is appropriate to use for the calculation of trapping
transports: assuming a propagation velocity of an order of magnitude larger than used here would make
the heat transport due to trapping comparable in magnitude to stirring transport.
5. Summary and Conclusions
We provide here the ﬁrst regional study of mesoscale eddies in the whole Southern Ocean based on satel-
lite and Argo ﬂoat observations and a semi-Lagrangian approach (i.e., ‘‘following eddies over time’’). Our
data cover more than a decade and include the vertical structure of the eddies. By tracking more than 105
eddies over their lifetime, we assembled a very rich and detailed eddy data set for the area between 308S
and 658S as resolved by Aviso altimetry data, i.e., with approximate minimum diameters of 50 km at 658 and
100 km at 308. We examined the spatial patterns of eddy coverage and properties, and differences between
anticyclones and cyclones. Our major ﬁndings are summarized schematically in Figure 1b.
The spatial coverage of the Southern Ocean by mesoscale eddies varies substantially as anticipated from
maps of eddy kinetic energy. The ACC and western boundary currents are covered by eddy cores more
than 15% of the time reaching more than 25% in some areas. These numbers double to triple if one consid-
ers not only the eddy core (area of one eddy radius) but also its impact area (two to three eddy radii), i.e.,
adding the ‘‘peripheral area.’’ The dynamic areas in the Southern Ocean are also regions of both high rates
of eddy formation and eddy death, which is consistent with the average moderate lifetime propagation dis-
tances of the order of 10–100 km.
Eddy deserts [Henson and Thomas, 2008; CSS11] are the southeast Paciﬁc, an area of very deep winter mixed
layers, and waters over topographical plateaus along the ACC pathway. We hypothesize that these latter
eddy deserts are not only due to the ACC advecting the eddies around these plateaus but also due to direct
topographical steering of eddies and a rapid energy loss of eddies propagating onto shallower topography.
By determining coherent regions of polarity dominance, we reﬁned the ﬁndings of CSS11. Regions of polar-
ity dominance show a zonal pattern to ﬁrst order: the southern subtropical gyres are generally dominated
by anticyclones, whereas the northern ﬂank of the ACC is dominated by cyclones. This pattern agrees well
with the skewness of the sea level anomalies variability [Thompson and Demirov, 2006]. The distribution of
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polarity dominance may be critical for integrated eddy effects, as anticyclones and cyclones oftentimes
show antisymmetric tracer anomalies. Mechanisms playing certainly a role for the emergence of the polarity
dominance pattern are the pinching off of eddies on either side of fronts or jets, and the migration of
eddies, such as distinct cyclones forming in the south and west of Australia, which propagate over thou-
sands of kilometers southwestward toward the northern ﬂank of the ACC.
Also, the dominance of one polarity goes along with the same polarity having larger mean amplitudes,
somewhat larger diameters, larger intensities, and longer lifespans. In addition, eddies of the dominant
polarity are typically formed more frequently. The causes for asymmetries of anticyclones and cyclones in
these respects are subject to ongoing research [e.g., Arai and Yamagata, 1994; Nycander, 1994; Cenedese
and Linden, 1999; Hakim et al., 2002; Frisius, 2003; Graves et al., 2006; Ponomarev et al., 2009; Moisy et al.,
2011; Perret et al., 2011; Badin, 2013; Heinloo et al., 2012].
By analyzing the surface (satellite microwave based SST) and subsurface (Argo ﬂoat proﬁle temperatures
and salinities) shape of eddies, we estimated the effect of eddies on tracers (Figure 1a). Based on the analy-
sis of the surface imprint of eddies on temperature, we found eddies to act on tracers via a combination of
trapping, which may imply nonlocal transport, and stirring, which is due to the rotation of eddies and results
in a (more) local effect. Trapping is associated with the eddy’s core and a monopole SST pattern, stirring
with a dipole SST pattern along the eddy’s periphery which is in continuous exchange with ambient waters
(see also modeling study by Early et al. [2011]). We draw these conclusions from the shape of the SST
anomalies, which can be explained as a superposition of a monopole and dipole pattern, and the colocation
of closed SST contours associated with the eddy core.
Temperature, salinity, and density anomalies of eddies reach down to 2000 m, i.e., down to the deepest
depth we have data available. Below the mixed layer at intermediate depth (approximately down to
1000 m), the stratiﬁcation (layer thickness) of eddies and vertical gradients of temperature and salinity are
clearly different from neighboring waters, indicating isopycnal advection, with possible contribution by
downward diapycnal mixing of the near-surface anomaly. Below 1000–1500 m temperature and salinity
anomalies can likely be explained largely by adiabatic heaving (cyclones) and suppressing (anticyclones) of
isopycnals, which compensate upper ocean density anomalies.
Our results suggest that the variance of the SST anomaly of eddies is largely determined by trapping, with
some eddies north of the ACC showing a major contribution due to stirring. However, as eddy swirl velocities
are larger than cross-frontal eddy propagation velocities, the heat transport associated with stirring is domi-
nant in the upper ocean. Eddy propagation velocities are constant throughout depth whereas swirl velocities
decrease with depth, in accordance with depth-decreasing eddy density anomalies, which supposedly results
in a column integrated heat transport (instead of mixed layer only) with a larger contribution by trapping.
Transport due to trapping remains uncertain, ﬁrst as the propagation velocity appropriate to use in the trans-
port calculation is unclear (see e.g., differences between Hausmann and Czaja [2012] and Dong et al. [2014]),
and second as the ability and extent eddies are able to trap ﬂuid is a topical ﬁeld of research.
The potential caveat of this work is that results that are dependent on lifetime properties of eddies, such as
migration distances or nurseries and graveyards, are dependent on the tracking algorithm, which is subjec-
tive to some extent (e.g., eddies frequently split and merge). Eddy tracking is difﬁcult in the highly dynamic
areas where eddies frequently interact. Likewise we cannot exclude a bias with respect to propagation
properties, nurseries and graveyards of eddies and their lifespans. Having said that, we believe the tenden-
cies of our results to be robust.
There are implications of our ﬁndings: eddies are frequently investigated in terms of eddy kinetic energy.
This approach typically does not differentiate polarity. Dependent on the question posed, it can be impor-
tant to consider the inhomogeneous distribution of anticyclones and cyclones. We note that one cannot
determine an eddy’s polarity by solely relying on SST information, which is of importance for SST-based
eddy detection [see also Chaigneau et al., 2011].
Trapping is not explicitly accounted for in parametrizations of eddies in coarse resolution numerical models.
In future work, it could be useful to relate eddy properties as derived in this work to the trapping efﬁciencies
of eddies as a step toward a parameterization of this effect. Potential approaches to assess the trapping efﬁ-
ciency of eddies could be based on the recent work by Haller and Beron-Vera [2013] and Beron-Vera et al.
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[2013] (detection of impermeable eddies) or by seeding eddies with particles or release a dye tracer to
‘‘empirically’’ assessing the leakage [Donners and Drijfhout, 2004; Nakano et al., 2013]. Next to the trapping
efﬁciency, the spatial scale of this effect is important for the development of a parameterization. Or for
instance, if most eddies propagate only 10–100 km in most regions the effect might not need an additional
parameterization even if they trapped perfectly.
A ﬁnal comment on the ‘‘custom’’ to discard ‘‘short-lived’’ eddies from analyses with the reasoning that they might
be spurious features (if the analysis is based on satellite data). The lifespan distribution drops off steeply with lon-
ger lifespans. Even if long-lived eddies, such as Agulhas rings may be prominent features and cause signiﬁcant
nonlocal transports, short-lived eddies form the majority and may be essential for integrated eddy effects, such
as mixing. That is, it may be misleading to consider mainly long-lived distinct features in analyses such as heat
transports. If short-lived eddies are non-negligible, including them in analyses may decrease the gap of Eulerian-
based and Lagrangian-based eddy transport estimates as found for instance by Treguier et al. [2003].
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Erratum
In the originally published version of this manuscript, there was an error in Figure 7. Nautical was shown
instead of Kilometers. Also in section 3.2, ‘‘the vicinity of the ACC (100 km)’’ should have read ‘‘the vicinity of
the ACC (O(100) km)’’. And lastly, in section 3.3 ‘‘propagation distances over their entire lifetime of 67 (44)
km’’ should have read ‘‘propagation distances over their entire lifetime of 124 (81) km’’. These errors have
since been corrected, and this version may be considered the authoritative version of record.
Journal of Geophysical Research: Oceans 10.1002/2015JC011047
FRENGER ET AL. SOUTHERN OCEAN EDDIES 7449
