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V rámci výzkumné aktivity Liberouter společnosti CESNET je vyv́ıjena rodina COMBO
karet určená pro akceleraci zpracováńı śıt’ového provozu. Tyto karty disponuj́ı programo-
vatelným hradlovým polem firmy Xilinx. Aby bylo možné s kartami použ́ıvat i klasické
nástroje pro správu a monitorováńı śıt́ı, nejen aplikačně specifické nástroje, je nezbytné pro
tuto platformu implementovat śıt’ovou kartu, která realizuje př́ıjem a odeśıláńı paket̊u skrze
standardńı rozhrańı linuxového jádra. Tato práce obsahuje popis návrhu a realizace dvou
kĺıčových komponent śıt’ové karty. DMA řadiče a ovladače zař́ızeńı pro Linux.
Kĺıčová slova
Liberouter, poč́ıtačová śıt’, programovatelný hardware, Linux, paket, př́ımý př́ıstup do
paměti, ovladač zař́ızeńı.
Abstract
There is a family of COMBO cards used for netork monitoring acceleration being deve-
loped on the Liberouter project, which is the CESNET’s research activity. These cards
are equipped with Xilinx’s programmable field array. To enable usage of classic tools for
network monitoring and management, not only application specific tools, it is necessary
to implement network interface card on the platform, that realizes packet reception and
transmission through the standard Linux kernel interface. This thesis describes the design
and implementation of network interface card’s key components. Those are DMA controller
and Linux device driver.
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2.3.1 Ovladače zař́ızeńı v Linuxu . . . . . . . . . . . . . . . . . . . . . . . 13
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V dnešńı době snadno dostupného připojeńı k Internetu a zvyšuj́ıćıho se počtu zař́ızeńı
vybavených schopnost́ı komunikace po Internetu roste potřeba zvyšovat přenosové rychlosti.
Tato potřeba neńı zp̊usobená jen zvyšuj́ıćım se počtem př́ıstroj̊u, ale také rozšǐrováńım
nab́ıdky poskytovaných služeb. Mezi pokročilé služby kladoućı vyšš́ı požadavky na rychlost
výměny dat patř́ı IP televize IPTV, IP telefonie VoIP, video konference, poč́ıtačové hry a
celá řada daľśıch, předevš́ım multimediálńıch, aplikaćı. Rostoućı požadavky potom vytvář́ı
takové nároky na infrastrukturu, aby bylo možné obsloužit v́ıce klient̊u či kvalitněǰśı služby.
Podstatnou vlastnost́ı śıt́ı využ́ıvaj́ıćıch protokol IP, z anglického Internet protocol, je, že
souvislý tok dat je rozdělen na krátké zprávy, které nezávisle putuj́ı śıt́ı. Samotný poč́ıtač
bez dodatečného vybaveńı však neńı schopen zprávy do śıtě předat a muśı být doplněn
o śıt’ovou kartu.
Pokud chceme śıt’ nejen využ́ıvat, ale také sledovat či spravovat použit́ım prostředk̊u
jako jsou pasivńı monitorováńı tok̊u nebo detekce vzor̊u napadeńı, neńı běžně dostupný
poč́ıtač vybavený śıt’ovou kartou postačuj́ıćı řešeńı.
Pro urychleńı uvedených úloh vznikla v rámci výzkumné aktivity Liberouter společnosti
CESNET rodina karet COMBO. Tyto karty obsahuj́ı programovatelná hradlová pole,
zkráceně FPGA, slouž́ıćı k akceleraci výpočetně náročné části úlohy. Programovatelné pole
umožňuje snadno a rychle změnit svou funkci. Poč́ıtač vybavený takovouto kartou potom
dokáže dynamicky měnit svou roli v rámci śıtě.
Významným př́ınosem śıt’ové karty realizované na akceleračńı platformě COMBO je
nejen možnost dynamické změny funkce, ale také možnost modifikace aplikačńıho jádra na
čipu FPGA. Śıt’ová karta tak může být doplněna např́ıklad o filtraci paket̊u prováděnou na
plné rychlosti linky. Návrh a implementace dvou kĺıčových část́ı právě takové śıt’ové karty
postavené na rodině karet COMBO, konkrétně COMBOv2, je popsána v této práci.
Diplomová práce v prvńı části obsahuje vysvětleńı základńıch pojmů a nezbytný úvod
do oblasti poč́ıtačových śıt́ı, periferńıch operaćı a ovladač̊u zař́ızeńı. Ve druhé části je shr-
nut popis prostřed́ı, ve kterém budou ovladač a DMA řadiče implementovány. Prostřed́ı a
rozhrańı jsou obzvlášt’ d̊uležitá, nebot’ je nezbytné podř́ıdit jim samotný návrh. Návrhem
se pak zabývá následuj́ıćı část. V páté kapitole je popsána implementace. Dále následuje
kapitola shrnuj́ıćı ověřeńı funkčnosti implementovaných komponent a ovladače. V posledńı




Pro objasněńı základńıch pojmů a sjednoceńı terminologie je uvedeno několik definic, na
které bude v daľśım textu odkazováno.
2.1 Poč́ıtačová śıt’ a model ISO/OSI
Poč́ıtačová śıt’ [3] je souhrnné označeńı pro technické prostředky, které realizuj́ı spojeńı
a výměnu informaćı mezi poč́ıtači. Umožňuj́ı tedy uživatel̊um komunikaci podle určitých


















Obrázek 2.2: Internetový model
Pro zjednodušeńı komunikace a jej́ıho ř́ızeńı byl zaveden vrstvový model ISO/OSI.
Problém pod souhrnným označeńım śıt’ová architektura rozkládá na problémy menš́ı
složitosti - vrstvy. Každá vrstva představuje samostatnou úlohu či službu ř́ızenou proto-
kolem vrstvy. Standardizovaný model ISO/OSI je na obrázku 2.1.
Model ISO/OSI se prakticky neujal a slouž́ı pouze jako reference. Namı́sto toho se
použ́ıvá Internetový model (viz obrázek 2.2), který zachovává čtyři nejnižš́ı vrstvy modelu
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ISO/OSI. Zbylé jsou sloučeny do aplikačńı vrstvy. Internetový model se také často označuje
podle dominantně použ́ıvaných protokol̊u TCP/IP.
Uživatelský program při komunikaci prostřednictv́ım śıtě využ́ıvá aplikačńı vrstvy. Mezi
sebou si pak jednotlivé vrstvy data vyměňuj́ı v definovaném formátu. V př́ıpadě Interne-
tového modelu je na transportńı vrstvě rozdělen spojitý proud dat na bloky označované
datagramy. Śıt’ová vrstva připoj́ı k datagramům informace d̊uležité pro směrováńı, jako jsou
adresa odeśılatele a adresa př́ıjemce. Datagram doplněný údaji śıt’ové vrstvy se označuje IP
paket. Nižš́ı vrstvy následně doplńı paket o hlavičky tak, aby bylo možné bezchybně přenést
a korektně sestavit na straně přij́ımače p̊uvodńı datový tok.
2.1.1 Typy śıt́ı
Každá vrstva śıt’ové architektury, at’ už podle modelu ISO/OSI, nebo Internetového modelu,
umožňuje alternativńı implementace požadované funkcionality. Na nejnižš́ı, fyzické, vrstvě
se jedná o r̊uzné druhy přenosových medíı, at’ už metalických, optických či rádiových. Na
spojové vrstvě lze nalézt řadu řešeńı jak přistupovat k médiu a ř́ıdit logické spojeńı nezávisle
na fyzické vrstvě. Použ́ıvaj́ı se:
• Ethernet,
• FDDI,
• Wi-Fi a daľśı.
Všechny uvedené typy śıt́ı [8] a mnohé daľśı jsou standardizovány organizacemi IEEE
(z angl. Institute of Electrical and Electronics Engineers) a ANSI (z angl. American Natio-
nal Standardisation Institute). Standardy IEEE pokrývaj́ı fyzickou vrstvu a spojovou vrstvu
rozdělenou na samostatné podvrstvy: MAC a LLC. Organizace IEEE pro tyto vrstvy vy-
pracovala množinu norem IEEE 802.xx (viz obrázek 2.3), které převzala i mezinárodńı









Obrázek 2.3: Rozděleńı spojové vrstvy a př́ıslušné normy
Linková vrstva, jak už bylo uvedeno, je v normách IEEE rozdělena na následuj́ıćı dvě
podvrstvy:
• LLC (logical link control) - podvrstva ř́ızeńı logického spoje,
• MAC (medium access control) - podvrstva ř́ızeńı př́ıstupu na médium.
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Předcházej́ıćı rozděleńı je dáno nezávislost́ı vrstvy LLC a závislost́ı vrstvy MAC na fy-
zické vrstvě śıtě. Vztah mezi LLC a MAC lze také chápat jako vztah mezi softwarovým a
hardwarovým vybaveńım poč́ıtače. Software provád́ı transformaci dat pro přenos a hard-
ware pro danou śıt’ aplikuje př́ıslušnou př́ıstupovou metodu.
Podvrstva ř́ızeńı logického spoje tvoř́ı vrchńı část spojové vrstvy modelu ISO/OSI (viz
obrázek 2.3). Svým horńım rozhrańım komunikuje se śıt’ovou vrstvou. Je nezávislá na fyzické
interpretaci śıtě a ř́ıd́ı spoj, tj. vytvář́ı, ruš́ı a kontroluje spojeńı. Obsahuje též funkce, jež
rozpoznávaj́ı chyby přijatých dat a ř́ıd́ı jejich výměnu mezi uzly śıtě. Vrstva tedy zajǐst’uje
bezpečný přenos dat mezi dvěma uzly śıtě bez jejich př́ımého fyzického propojeńı. Podvrstva
LLC je nezávislá na použité př́ıstupové metodě a popsána normou IEEE 802.2.
Podvrstva ř́ızeńı př́ıstupu na médium tvoř́ı spodńı část linkové vrstvy, má společné
rozhrańı s fyzickou vrstvou. Proto zabezpečuje hlavně ty funkce linkové vrstvy, které jsou
závislé na topologii śıtě a použité př́ıstupové metodě. Tato vrstva ř́ıd́ı př́ıstup na médium,
určuje časový multiplex, kontroluje správnost přenášených rámc̊u, hodnot́ı blokováńı śıtě,
využ́ıváńı jinými účastńıky apod. Vrstva inicializuje vyśıláńı a př́ıjem dat pro fyzickou
vrstvu. Odlǐsné typy śıt́ı se r̊uzńı v algoritmech a typech rámc̊u použitých v podvrstvě
MAC.
Ethernet: bližš́ı pohled
Pod śıt́ı Ethernet se rozumı́ lokálńı poč́ıtačová śıt’, která spojuje jednotlivé poč́ıtače
prostřednictv́ım společně využ́ıvaného komunikačńıho média.
Každý poč́ıtač v śıti pracuje samostatně, nezávisle na ostatńıch, takže neexistuje
centrálńı prvek. Signály od vyśılaj́ıćıho poč́ıtače jsou přenášeny k ostatńım uzl̊um, přičemž
v daném okamžiku médium využ́ıvá jen jediný vyśılaj́ıćı poč́ıtač a může zač́ıt s vyśıláńım
až po uvolněńı média. Př́ıstupová metoda zabezpečuj́ıćı př́ıstup na médium se nazývá ko-
lizńı, protože předpokládá možnost současného vyśıláńı stanic na médium. V př́ıpadě kolize
následuje přerušeńı vyśıláńı a uvolněńı média. Śıt’ Ethernet specifikuje norma IEEE 802.3.
V śıti Ethernet se použ́ıvaj́ı dva typy rámc̊u podvrstvy MAC. Lǐśı se velikost́ı a
významem jednotlivých bitových poĺı. Śıt’ové karty muśı být nastaveny tak, aby roz-














Obrázek 2.5: Formát rámce podle normy IEEE 802.3
Kde:
• P - preambule, pole pro synchronizaci přij́ımaćı stanice,
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• SFD - start frame delimiter, př́ıznak začátku rámce (pouze u IEEE 802.3),
• CA - MAC adresa ćılové stanice,
• ZA - MAC adresa zdrojové stanice,
• D - délka dat v bajtech (pouze u IEEE 802.3),
• TYP - identifikátor protokolu vyšš́ı vrstvy (pouze u ETHERNET II),
• DATA - datová část rámce,
• PAD - výplň pro dosažeńı minimálńı délky rámce (pouze u IEEE 802.3) a
• FCS - frame check status, zabezpečeńı rámce proti chybám cyklickým kódem CRC.
V součtu oba typy rámc̊u dosahuj́ı minimálńı délky 72 bajt̊u a maximálńı délky 1526
bajt̊u. Nav́ıc mohou volitelně obsahovat identifikaci virtuálńı śıtě VLAN podle standardu
IEEE 802.1Q o velikosti 4 bajty. Odečteńım délky úvodńı sekvence slouž́ıćı pouze pro hard-
warovou detekci začátku rámce vycháźı výsledná minimálńı délka dat v śıt́ıch typu Ether-
net 64 bajt̊u a maximálńı 1522 bajt̊u včetně identifikátoru VLAN śıtě. Tyto hodnoty jsou
d̊uležité pro pozděǰśı výpočty.
Je vhodné poznamenat, že výjimku tvoř́ı tzv. jumbo frames, které mohou prakticky
dosahovat délky 9000 bajt̊u, teoreticky 64 kB. Praktické omezeńı je dáno efektivitou výpočtu
kontrolńıho součtu CRC. Teoretické omezeńı diktuje velikost pole hlavičky udávaj́ıćı délku
paketu v bajtech.
2.2 Periferńı operace
Periferńı, nebo také vstupně-výstupńı, zkráceně V/V, operace je souhrnné označeńı akćı,
které je třeba provést v rámci komunikace mezi procesorem a periferńım zař́ızeńım (obrázek
2.6). Komunikace však také může prob́ıhat mezi periferńım zař́ızeńım a hlavńı pamět́ı bez
účasti procesoru (obrázek 2.7). Př́ıklady periferńıch zař́ızeńı jsou pevný disk, grafická karta
či śıt’ová karta.
Jednotlivé fáze periferńı operace:
1. Zahájeńı periferńı operace. Nastaveńı př́ıslušných signál̊u sběrnice. Žádost o sběrnici.
2. Přenos dat. Prob́ıhá komunikace po sběrnici.
3. Ukončeńı periferńı operace. Zjǐstěńı stavu periferńıho zař́ızeńı.
Fáze mohou být dále děleny v závislosti na zp̊usobu připojeńı periferńıho zař́ızeńı. Pro
základńı orientaci však postačuje uvedené rozděleńı.
2.2.1 Metody komunikace
Jak je znázorněno na obrázćıch 2.6 a 2.7, existuj́ı dvě metody komunikace mezi hlavńı
pamět́ı a periferńım zař́ızeńım realizuj́ıćı druhou fázi periferńı operace, tj. přenos dat. Pro
demonstraci principu je na obrázćıch naznačena architektura typu severńı-jižńı můstek,
kterou lze stále nalézt ve velkém množstv́ı poč́ıtač̊u. Nicméně, postupně je vytlačována

























mezi prvky čipové sady lze nadále v poč́ıtači provozovat systémové sběrnice, jako jsou
např́ıklad PCI či moderńı PCI-express, a tud́ıž i zař́ızeńı pro tyto sběrnice určená. Základńı
principy komunikace proto z̊ustávaj́ı stejné.
Procesorem ř́ızený přenos
Pro přenos dat z periferńıho zař́ızeńı do hlavńı paměti se muśı provést dva kroky. Nejprve
přenos z periferńıho zař́ızeńı do univerzálńıho registru procesoru a následně z tohoto re-
gistru do hlavńı paměti. Oba dva kroky představuj́ı samostatnou periferńı operaci, která
odpov́ıdá instrukci daného procesoru. Vstup-výstupńı instrukce jsou prováděny sekvenčně
a následuj́ıćı je zahájena až po dokončeńı předchoźı. Nelze tedy využ́ıt ani řetězeńı operaćı,
někdy také nazývané burst. Celý přenos vyžaduje účast procesoru a výrazně konzumuje
výpočetńı výkon.
Př́ımý př́ıstup do paměti
Základńım požadavkem pro efektivńı zvládnut́ı periferńıch operaćı je jejich autonomnost.
V př́ıpadě př́ımého př́ıstupu do paměti, z anglického direct memory access zkráceně DMA,
možnost komunikace bez účasti procesoru.
Konkrétńı implementace záviśı na použité systémové sběrnici. Pro všechny realizace
však plat́ı, že v okamžiku př́ımého př́ıstupu do systémové paměti je procesor odpojen od
sběrnice a může pokračovat ve své činnosti. Nedocháźı ke spotřebě výpočetńıho výkonu na
přenos dat.
Daľśı nespornou výhodou DMA přenos̊u je, že se obvykle odehrávaj́ı po celých bloćıch,
což vede ke sńıžeńı režie přenos̊u a zvýšeńı propustnosti sběrnice či celého systému.
2.2.2 Pokročilé varianty DMA
Jelikož je základńı funkćı DMA přenos dat, lze zároveň využ́ıt k sestaveńı nesouvislých
blok̊u dat, nebo naopak k rozděleńı souvislých dat do nespojitých blok̊u. Tyto operace se
nazývaj́ı gather a scatter.
9
Operace sestaveńı
Operace sestaveńı, nebo-li gather, urychluje práci poč́ıtače tak, že odeśılatel nemuśı napřed
data sestavit a následně odeslat, ale postač́ı provést několik přenos̊u na navazuj́ıćı adresy.






Obrázek 2.8: Princip operace gather
Operace rozděleńı
Obdobně operace rozděleńı, nebo-li scatter, urychluje práci poč́ıtače tak, že odeśılatel ne-
muśı napřed data rozdělit a následně odeslat, ale postač́ı mu provést několik přenos̊u dat





Obrázek 2.9: Princip operace scatter
2.2.3 Řı́zeńı periferńı operace
Prvńı fáze periferńı operace, zahájeńı, se obvykle provád́ı jako součást vstup-výstupńı in-
strukce procesoru. Může však být iniciována i periferńım zař́ızeńım reaguj́ıćım na exterńı
událost. Např́ıklad pohyb myši či př́ıchod paketu.
Posledńı fáźı periferńı operace je jej́ı ukončeńı a zjǐstěńı stavu. Existuj́ı dvě techniky:
zjǐstěńı stavu dotazováńım a přerušeńım.
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Dotazováńı
Opakované dotazováńı, anglicky polling, se provád́ı tak, že procesor cyklicky čte stavový
registr zař́ızeńı. Pokud zař́ızeńı ukonč́ı rozpracovanou operaci, nastav́ı př́ıslušné hodnoty do
tohoto registru a procesor si informaci vyzvedne.
Velkou nevýhodou je neustálý režijńı provoz na sběrnici a také čerpáńı strojových cykl̊u
procesoru.
Někdy naopak lze výhodně použ́ıt pro zjǐst’ováńı stavu periferńıho zař́ızeńı. Předevš́ım
u sběrnic s přerušeńım spouštěným úrovńı (viz dále). Postupuje se pak tak, že se přerušeńı
generovaná zař́ızeńım zakážou a dotazováńı je prováděno v pravidelných časových inter-
valech určovaných časovačem. Redukuje se režie spojená s obsluhou přerušeńı. Vysvětleńı
této problematiky lze nalézt v následuj́ıćım textu.
Přerušeńı
Požadavek autonomnosti periferńı operace a existence spousty r̊uzně rychlých periferńıch
zař́ızeńı dal vzniknout technice asynchronńıho oznámeńı o dokončeńı operace. Přerušeńı,
anglicky interrupt, lze realizovat několika zp̊usoby a je závislé na použité systémové sběrnici.
Po zahájeńı periferńı operace je tato kompletně v režii řadiče periferńıho zař́ızeńı. Po do-
končeńı řadič asynchronně vyšle signál přerušeńı směrem k procesoru. Z uvedeného vyplývá,
že po celou dobu prováděńı operace může procesor pokračovat ve své činnosti. Mechani-
zmus přerušeńı je výhodný zejména u pomalých zař́ızeńı či zař́ızeńı reaguj́ıćıch na exterńı
události.
V praxi se použ́ıvaj́ı následuj́ıćı implementace:
• Přerušeńı spouštěná hranou. Pro každé zař́ızeńı existuje na systémové sběrnici
oddělený vodič, přes který zař́ızeńı signalizuje žádost o přerušeńı. Obsluha přerušeńı
je spouštěna s nástupnou př́ıpadně sestupnou hranou signálu. Dı́ky jednoznačnosti
vodiče nálež́ıćıho zař́ızeńı je okamžitě znám i vektor přerušeńı, který je vždy právě
jeden a unikátńı pro zař́ızeńı a ke každému zař́ızeńı tak existuje právě jedna obslužná
procedura. Obsluha přerušeńı hranou je velmi rychlá. Neńı třeba zjǐst’ovat žádné daľśı
informace a přerušovaćı signál je veden po samostatných vodič́ıch systémové sběrnice.
To také omezuje maximálńı množstv́ı připojitelných zař́ızeńı a umožňuje přerušeńı
předběhnout data putuj́ıćı po sběrnici. Implementováno ve sběrnici ISA.
• Přerušeńı spouštěná úrovńı. Všechna zař́ızeńı sd́ılej́ı jeden nebo několik málo vodič̊u
systémové sběrnice určených pro signalizaci přerušeńı. Zař́ızeńı, které signalizuje
přerušeńı, uzemńı takovýto vodič. T́ım je vyvoláno přerušeńı. Všechna zař́ızeńı
připojená ke stejnému vodiči sd́ıĺı přerušovaćı vektor a tedy i přerušovaćı obsluhu.
Prvńım krokem obsluhy přerušeńı pak muśı být zjǐstěńı zdroje, tj. signalizuj́ıćıho
zař́ızeńı. To se provede např́ıklad kontrolou stavových registr̊u. Počet připojitelných
zař́ızeńı neńı omezen, ale obsluha je výrazně pomaleǰśı než v předchoźım př́ıpadě.
Tento mechanismus je implementován ve sběrnici PCI.
• MSI. Zprávou signalizované přerušeńı (z angl. message signaled interrupt) je nejmo-
derněǰśı zp̊usob žádosti o přerušeńı využ́ıvaný u sběrnic podporuj́ıćıch zaśıláńı zpráv.
V závislosti na formátu zprávy dokáže jedno zař́ızeńı zaslat několik r̊uzných vek-
tor̊u přerušeńı. V okamžiku přijet́ı zprávy tedy obslužná rutina v́ı, které zař́ızeńı bylo
zdrojem signálu, nav́ıc může zpráva obsahovat doplňuj́ıćı informace a každé zař́ızeńı,
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pak může jednoznačně signalizovat r̊uzné události bez potřeby dodatečného zjǐst’ováńı
typu události.
Odpadá tak problém s omezeným počtem připojitelných zař́ızeńı a také nutnost́ı vy-
hledávat konkrétńı zdroj přerušeńı. Nevýhodou je š́ı̌reńı zprávy stejnou cestou jako
data, které zp̊usob́ı deľśı časovou odezvu, ale na druhou stranu zameźı rozpadu syn-
chronizace mezi přerušeńım a komunikaćı prob́ıhaj́ıćı po sběrnici.
Takzvané předb́ıháńı přerušeńı po oddělených vodič́ıch vytvář́ı problém zejména při
použit́ı DMA přenos̊u, kdy typicky po obdržeńı přerušeńı muśı následovat synchro-
nizačńı čteńı, které zaruč́ı dokončeńı rozpracovaných přenos̊u. Signalizaci přerušeńı
zaśıláńım zpráv implementuje sběrnice PCI-Express, ale také PCI v revizi 2.2, viz
[11] a [12].
2.2.4 Typy transakćı
V předchoźım textu byly popsány zp̊usoby ř́ızeńı periferńı operace. Nyńı budou vysvětleny
jednotlivé atomické kroky prováděné během periferńı operace. Těmi jsou čteńı a zápis
jakožto instrukce procesoru. Existuj́ı dva typy pamět’ových operaćı podle zp̊usobu jejich
provedeńı. Překlad názv̊u obou operaćı neńı jednoznačný, a jsou proto použity anglické
ekvivalenty.
Posted
Typ pamět’ové transakce, kdy iniciátor neočekává potvrzeńı o provedeńı operace. Z pohledu
procesoru to znamená významný výkonnostńı př́ınos. Pokud např́ıklad lze zápis provést jako
posted transakci, může procesor po provedeńı instrukce okamžitě pokračovat v činnosti.
Nastává např́ıklad při zápisu do pamět’ově mapovaného vstup-výstupu. Výsledkem mohou
být dávkové, nebo taky burst přenosy.
Non-posted
Tento typ pamět’ové transakce by se dal označit za transakci s potvrzeńım. Iniciátor zaháj́ı
operaci a následně očekává informaci o jej́ım dokončeńı. Informace o dokončeńı se často
označuje completition transakce. Na straně procesoru nastává problém, je-li nutné čekat na
dokončeńı operace před daľśım postupem v prováděńı programu. To v d̊usledku vede na
deľśı dobu prováděńı. Non-posted transakce se použ́ıvaj́ı při př́ıstupu k vstupně-výstupńım
port̊um.
2.3 Ovladače zař́ızeńı
Ovladač zař́ızeńı je ned́ılná součást jádra operačńıho systému. Zprostředkovává zbytku
jádra a uživatelským proces̊um ńızkoúrovňový př́ıstup k funkćım periferńıho zař́ızeńı skrze
abstraktńı rozhrańı. Tato rozhrańı jsou unifikována tak, aby v rámci operačńıho systému
existovalo omezené množstv́ı typ̊u zař́ızeńı, kde se zař́ızeńımi stejného typu lze pracovat
identickým zp̊usobem.
Pro implementaci softwarové části práce byl vybrán volně dostupný a dobře dokumen-
tovaný operačńı systém (někdy jen OS) Linux. Proto budou v následuj́ıćım textu uvažovány
ovladače a jejich implementace jen v tomto operačńım systému.
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2.3.1 Ovladače zař́ızeńı v Linuxu
Jádro OS Linux rozlǐsuje tři druhy zař́ızeńı a jim odpov́ıdaj́ıćıch ovladač̊u. Lǐśı se poskyt-
nutým rozhrańım a základńı datovou jednotkou, kterou jsou schopny zpracovat. Tvorbu
ovladač̊u pro OS Linux popisuje [5].
• Znaková zař́ızeńı. Do této skupiny patř́ı zař́ızeńı produkuj́ıćı respektive zpracovávaj́ıćı
proud dat v čase po jednotlivých bajtech. Př́ıkladem může být myš, klávesnice nebo
také zvuková karta.
• Bloková zař́ızeńı. Bloková zař́ızeńı komunikuj́ı po celých bloćıch dat. Blok dat je
nejmenš́ı datovou jednotkou, kterou jsou schopny zpracovat. Mezi nejvýznamněǰśı
zař́ızeńı této kategorie patř́ı pevný disk a hlavńı pamět’.
• Śıt’ová zař́ızeńı. Ty tvoř́ı výjimku oproti předchoźım dvěma typ̊um, nebot’ je
v operačńım systému nereprezentuje žádný soubor. Naopak jsou vzájemně rozlǐseny
jednoznačným identifikátorem rozhrańı, např́ıklad eth0.
Z uživatelského pohledu se śıt’ová komunikace jev́ı jako spojitý proud dat přij́ımaný
či odeśılaný skrze socket. Tento proud dat však jádro zpracuje a rozděĺı do paket̊u.
Z pohledu ovladače śıt’ového zař́ızeńı je proto základńı datovou jednotkou komunikace
paket.
socket je označeńı koncového bodu obousměrného spojeńı mezi dvěma procesy. Pro
práci se sockety existuje rozhrańı pro programováńı aplikaćı umožňuj́ıćı komunikaci
mezi procesy.
Zároveň je d̊uležité si uvědomit, že rozděleńı zař́ızeńı do uvedených skupin neńı dogma-
ticky dáno. Často lze vytvářet adaptéry rozhrańı umožňuj́ıćı pracovat s diskem jako zna-
kovým zař́ızeńım nebo obdobně se śıt’ovou kartou. Opačným př́ıstup, tj. převod znakového
zař́ızeńı na śıt’ové, neńı běžný a z principu dokonce nevhodný.
Roli ovladače v operačńım systému přibližuje obrázek 2.10.
Modulárńı vs. monolitické jádro Sestaveńım všech část́ı operačńıho systému včetně
ovladač̊u zař́ızeńı do jednoho nedělitelného programu vzniká uspořádáńı zvané monolitické
jádro, kde jsou všechny poskytované služby těsně svázány a běž́ı ve stejné oblasti paměti.
Lze tedy bez omezeńı a efektivně přistupovat k hardware.
Pokud bude třeba přidat do monolitického jádra novou funkcionalitu, např́ıklad ovladač
nového zař́ızeńı, je nezbytné celé jádro znovu sestavit a po restartováńı poč́ıtače jádro
zavést.
Poněkud složitěǰśı řešeńı z pohledu návrhu celého systému představuje modulárńı jádro.
To umožňuje jednotlivé ovladače sestavit jako moduly, odtud i název, a podle potřeby je do
jádra zavádět bez nutnosti restartováńı systému. Modulárńı architekturu adaptoval i OS
Linux.
2.3.2 Správa paměti
Linux patř́ı mezi operačńı systémy s virtuálńım pamět’ovým systémem. To znamená, že
adresy použ́ıvané v uživatelském prostoru nejsou rovny fyzickým adresám. Nav́ıc virtuali-
zace paměti umožňuje odděleńı adresových prostor̊u jednotlivých proces̊u a je základńım

















Obrázek 2.10: Role ovladače v OS Linux
Taktéž je možné s použit́ım virtualizace paměti zpř́ıstupnit uživatelskému procesu fyzickou
pamět’ zař́ızeńı.
Linux rozlǐsuje následuj́ıćı typy adres:
• Uživatelská virtuálńı adresa. Jedná se o adresy, ke kterým přistupuj́ı uživatelské pro-
cesy.
• Fyzická adresa. Fyzická adresa slouž́ı pro př́ıstup k hlavńı paměti ze strany procesoru.
• Sběrnicová adresa. Použ́ıvá se mezi periferńımi zař́ızeńımi a hlavńı pamět́ı. Často
odpov́ıdá fyzické adrese použ́ıvané procesorem. Toto je ovšem závislé na konkrétńı
architektuře.
• Logická adresa jádra. Tyto adresy popisuj́ı část hlavńı paměti a představuj́ı běžný
adresový prostor jádra. Na většině architektur př́ımo odpov́ıdaj́ı fyzickým adresám.
Pokud je velikost hlavńı paměti celá adresovatelná ze strany procesoru, odpov́ıdá
virtuálńı adresový prostor jádra fyzickým adresám.
• Virtuálńı adresa jádra. Představuje mapováńı mezi fyzickou adresou a adresou pro-
storu jádra. Přičemž plat́ı, že každá logická adresa jádra je virtuálńı adresou jádra,
ale naopak ne. Slouž́ı k mapováńı fyzické paměti, která neńı dostupná přes logické
adresy jádra.
Vztah uvedených typ̊u adres ukazuje obrázek 2.11. V obrázku je hlavńı pamět’ rozdělena
na vysokou a ńızkou. Význam toho rozděleńı je, že ńızká pamět’ odpov́ıdá logickému ad-
resovému prostoru jádra, naopak vysoká pamět’ je ta část virtuálńıho adresového prostoru
jádra, pro které neexistuje logická adresa jádra.
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Obrázek 2.11: Typy adres v Linuxu a jejich vztah
Pro realizaci DMA přenos̊u jsou d̊uležité sběrnicové adresy, nebot’ vystavované
požadavky na př́ımý př́ıstup do paměti muśı použ́ıvat právě je. Při komunikaci s periferńım
zař́ızeńım tak muśı ovladač převádět virtuálńı adresy jádra na adresy sběrnicové. Pro tyto
převody existuje sada pomůcek v podobě maker definovaných ve zdrojových kódech jádra.
Pamět’ pro př́ımý př́ıstup
Podle zp̊usobu využit́ı paměti pro př́ımý př́ıstup lze rozlǐsit dvě varianty mapováńı:
• Koherentńı, nebo také synchronńı či konzistentńı. Pamět’ se mapuje do oblasti kohe-
rence s vyrovnávaćı pamět́ı. Do takové oblasti je možný souběžný př́ıstup jak z peri-
ferńıho zař́ızeńı, tak z procesoru. Koherenci zajǐst’uje hardware transparentně.
• Proudové, nebo také asynchronńı či nekonzistentńı. Na rozd́ıl od předchoźıho, neńı
pamět’ v oblasti koherence s vyrovnávaćı pamět́ı. Pro korektńı př́ıstup k proudově
mapované paměti muśı být provedena explicitńı synchronizace jej́ıho obsahu s vy-
rovnávaćı pamět́ı.
Podrobněǰśı popis lze nalézt v [1] v souboru Documentation/DMA-mapping.txt nebo
také v [5] a v [6].
2.3.3 Obsluha přerušeńı
Z pohledu operačńıho systému je přerušeńı událost, která změńı sekvenci prováděných
instrukćı. Jak už bylo uvedeno v části 2.2.3, může to být následkem nastaveńı hodnoty
př́ıslušného vodiče či zasláńım zprávy. Moderńı hardware je vybaven programovatelnými
řadiči přerušeńı, které koncentruj́ı potenciálńı zdroje a předávaj́ı signály procesoru, či v́ıce
procesor̊um u multiprocesorového systému, jednotným zp̊usobem.
Linux rozlǐsuje dva typy přerušeńı podle zp̊usobu vyvoláńı respektive jejich zdroje:
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• Synchronńı. Požadavek na přerušeńı je vyvolán na základě prováděné instrukce. Je
tedy předv́ıdatelný okamžik př́ıchodu a lze jednoznačně určit, který proces obsahuje
danou instrukci, a proto i obsluha může být provedena v rámci času vyhrazeného pro
proces. Synchronńı přerušeńı jsou označována jako výjimky. Obsluha výjimek obvykle
spoč́ıvá v zasláńı př́ıslušného signálu aktuálńımu procesu, např. SIGSEGV. Výjimky
se také použ́ıvaj́ı pro laděńı programů.
• Asynchronńı. Požadavek na přerušeńı je vyvolán obvykle exterńım zdrojem jedńım ze
zp̊usob̊u popsaných v části 2.2.3. Předem nelze určit okamžik př́ıchodu signálu a neńı
tedy ani jasné, komu by měl být zaslán př́ıpadný signál. Obsluha ve výchoźım stavu
spoč́ıvá v zaznamenáńı neobsloužené, dokonce i neočekávané, události.
Každé zař́ızeńı schopné generovat přerušeńı by nemělo signalizovat události do doby,
než je pro něj zaveden odpov́ıdaj́ıćı ovladač, který zaregistruje obslužnou proceduru
v datových strukturách jádra. Teprve po zavedeńı ovladače by tento měl povolit sig-
nalizaci událost́ı a každou př́ıchoźı korektně obsloužit.
Vzhledem k tomu, že synchronńı události, výjimky, zp̊usob́ı pouze odesláńı signálu
př́ıslušnému procesu, neńı zpracováńı výjimky časově kritické. Zbylé výpočty se provedou
v době prováděńı daného procesu. V kontextu uživatelského procesu.
Obdobně je snahou při zpracováńı asynchronńı události, přerušeńı, aby obsluha netrvala
dlouho dobu, nebot’ výrazně ovlivňuje latenci celého systému. Obsluha typicky spoč́ıvá
v určeńı zdroje přerušeńı, zjǐstěńı nových informaćı, tj. proč událost nastala a následném
návratu do mı́sta p̊uvodńıho běhu. Zpracováńı nových informaćı se potom provád́ı mimo
kontext přerušeńı a nezhoršuje odezvu systému.
Necht’ jako př́ıklad poslouž́ı př́ıjem paket̊u, pak samotná obsluha přerušeńı pouze po-
znamená množstv́ı nově přijatých dat. Ve vhodném okamžiku se vyvolá prvotńı zpracováńı
dat, např́ıklad nastaveńı časových značek či ověřeńı kontrolńıho součtu, a data se předaj́ı
uživatelským proces̊um, které provedou výpočetně nejintenzivněǰśı část zpracováńı dat.
Problematickou část́ı tohoto př́ıstupu se stává určeńı zdroje přerušeńı. V př́ıpadě hranou
spouštěného nebo zprávou signalizovaného přerušeńı nevzniká komplikace. Naopak u úrovńı
spouštěného přerušeńı, jak již bylo zmı́něno, je třeba proj́ıt všechna zař́ızeńı připojená
k danému signálu a přesně určit zdroj události. V terminologii linuxového jádra se použ́ıvá
označeńı sd́ıleńı požadavku přerušeńı (z angl. interrupt request sharring). Tento mecha-
nizmus v praxi znamená upozornit všechny ovladače zař́ızeńı sd́ılej́ıćıch jeden požadavek
o př́ıchodu signálu. Každý ovladač pak prověř́ı, jestli jemu př́ıslušej́ıćı zař́ızeńı nevyvolalo
událost. Typicky přečteńım stavového registru. Se zvyšuj́ıćım se počtem zař́ızeńı sd́ılej́ıćıch
přerušovaćı vektor roste počet upozorněných ovladač̊u, a t́ım i režie obsluhy.
Je tedy snaha redukovat množstv́ı vznikaj́ıćıch přerušeńı, předevš́ım, ale ne pouze,
u zař́ızeńı signalizuj́ıćıch přerušeńı úrovńı. Jak je tomu u sběrnice PCI. Vhodným
prostředkem se jev́ı rozhrańı NAPI, viz dále.
2.3.4 Śıt’ové ovladače
Jedńım z d̊uvod̊u volby Linuxu jako ćılového operačńıho systému je orientace na práci
v poč́ıtačových śıt́ı. Od samého počátku obsahuje systém vestavěnou podporu pro śıt’ovou
komunikaci. Za dobu své existence také posloužil mnoha výzkumným kolektiv̊um z oblasti
poč́ıtačových śıt́ı. K dispozici tak je celá řada studíı, analýz a dokumentačńıch zdroj̊u
popisuj́ıćıch práci s pakety uvnitř jádra Linuxu.
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Anatomie śıt’ového zásobńıku
Stejně jako je problém śıt’ové komunikace rozdělen modelem ISO/OSI (viz část 2.1), je
i problém zpracováńı paket̊u uvnitř linuxového jádra rozdělen do několika vrstev. Toto
rozděleńı ukazuje obrázek 2.12.
Systémová voláńı
Śıt’ové protokoly







Obrázek 2.12: Anatomie śıt’ového zásobńıku
Uživatelská aplikace v pr̊uběhu své činnosti využ́ıvá vrstvy systémových voláńı pro
př́ıjem či odeśıláńı dat. Proto existuj́ı systémová voláńı read a write. Pokud by śıt’ové
zař́ızeńı poskytovalo pouze tyto dvě služby, bylo by možné přistupovat k śıt’ovým kartám
stejně jako k jiným znakovým zař́ızeńım.
Při práci se śıt’ovým rozhrańım je však třeba provádět řadu operaćı, které jsou výlučně
spojeny s komunikaćı v poč́ıtačových śıt́ı a to bez ohledu na konkrétńı použitou kartu.
Např́ıklad aktivováńı či deaktivováńı śıt’ového rozhrańı, nastaveńı IP adresy, zjǐstěńı hard-
warové adresy nebo také vyč́ıtáńı statistik. Řadu uvedených operaćı obsluhuje samotný
ovladač zař́ızeńı, naopak jiné jsou realizovány vyšš́ımi vrstvami śıt’ového zásobńıku.
Společným prvkem všech vrstev prostoru jádra je datová struktura slouž́ıćı pro repre-
zentaci paketu. Struktura se nazývá sk buff, přičemž základńı operace, které muśı ovladač
vykonat s touto strukturou jsou následuj́ıćı:
• Odesláńı paketu.
1. Převzet́ı paketu od jádra v okamžiku vyvoláńı funkce pro odesláńı paketu a
předáńı do zař́ızeńı. Od jádra je paket přijat v podobě zmı́něné struktury
sk buff. Předáńı paketu do zař́ızeńı je implementačně závislé, avšak ovladač
v obvyklých př́ıpadech nemodifikuje obsah paketu.
2. Uvolněńı struktury sk buff po úspěšném odesláńı paketu. Jednou ze základńıch
zodpovědnost́ı ovladače je zajistit, aby každý mu svěřený paket byl korektně
odeslán po śıti. Ovladač tedy muśı udržovat vazbu na paket do té doby, než je
si jist, že byl paket odeslán do śıtě. O odesláńı paketu je typicky informován
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přerušeńım (viz část 2.2.3), po jehož přijet́ı může strukturu uvolnit k daľśımu
použit́ı.
• Př́ıjem paketu.
1. Vytvořeńı struktury sk buff pro př́ıjem paketu. Pro každý přijatý paket je ne-
zbytné vyhradit v hlavńı paměti mı́sto, kde bude později uložen. Zp̊usob̊u, kdy
vytvářet a jak předávat instance struktury sk buff do zař́ızeńı, je několik. Dvě
varianty jsou popsány v části 3.3.4.
2. Předáńı přijatého paketu jádru. Obdobně jako u odesláńı, je naplněńı struktury
sk buff přijatým paketem implementačně závislé a stejně tak plat́ı, že samotný
ovladač nemodifikuje obsah paketu. Okamžik, kdy je paket připraven v hlavńı
paměti pro daľśı zpracováńı, se typicky signalizuje přerušeńım (viz část 2.2.3).
Samotná struktura sk buff obsahuje rozsáhlé množstv́ı položek, které nesou infor-
mace o paketu. Nechyb́ı délka dat, čas přijet́ı, ukazatele na hlavičky protokol̊u jednot-
livých vrstev (viz část 2.1), ukazatel na předchoźı/následuj́ıćı paket a daľśı (viz [1] soubor
include/linux/skbuff.h).
Zrychlené odeśıláńı
Pro pochopeńı popisované techniky je d̊uležité si uvědomit, jak vzniká odeśılaný paket.
Na počátku vzniku paketu stoj́ı aplikace, která si přeje komunikovat prostřednictv́ım śıtě.
Ta vytvoř́ı blok dat, který bude odeslán, a předá jej standardńımu socketovému rozhrańı.
Socketové rozhrańı vytvář́ı abstrakci na úrovni transportńıho protokolu, jenž přenáš́ı data
mezi dvěma konkrétńımi aplikacemi - procesy běž́ıćımi na vzdálených stroj́ıch. Aplikaci
identifikuje č́ıslo portu, stroj IP adresa (v př́ıpadě rodiny protokol̊u TCP/IP).
Transportńı vrstva rozděĺı spojitý proud dat na pakety, označ́ı hlavičkou a předá nižš́ı
vrstvě, śıt’ové. Ta opět přidá svou hlavičku. Vzniká tedy postupně blok dat, na jehož začátek
jsou přidávána data. Efektivńı př́ıstup k realizaci popsaného postupu by byl vyhradit před
daty dostatečný úsek paměti pro pozděǰśı vložeńı hlaviček. Nemuśı však být dopředu jasné
kolik mı́sta bude potřeba. Druhá možnost je neustále data posouvat, což vede k plýtváńı
výpočetńım časem. Třet́ı možnost je ponechat data odděleně. Avšak při odesláńı na fyzické
vedeńı muśı být blok dat spojitý.
Pro sestaveńı nespojitého bloku dat byl představen prostředek zvaný DMA přenos
typu gather (viz část 2.2.2). Ten samozřejmě vyžaduje podporu, jak ze strany ovladače
zař́ızeńı, tak samotného hardwarového zař́ızeńı. Jednotlivé části paketu, postupně přidávané
hlavičky, tedy vznikaj́ı odděleně a neńı třeba je přesouvat. K jejich spojeńı do souvislého
bloku dat dojde až v okamžiku přenosu do hardware. Situaci zachycuje obrázek 2.13.
Rozhrańı NAPI
V době rozš́ı̌reńı v́ıceprocesorových systémů byla provedena úprava stávaj́ıćı implementace
śıt’ového zásobńıku uvnitř linuxového jádra. Nová implementace podporuj́ıćı symetrický
multiprocesing, zvaná softnet, se však po studii provedené společnost́ı Mindcraft ukázala
jako nedostatečná. Po rozboru [13] slabin této implementace, navrhli autoři nové rozhrańı
označované New API, zkráceně NAPI.
NAPI odstraňuje problémy zjǐstěné u předchoźı implementace. Předevš́ım
přeuspořádáńı paket̊u při souběžném použit́ı v́ıce procesor̊u, což u protokolu TCP
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Obrázek 2.13: Sestaveńı paketu operaćı gather
zp̊usobuje žádosti o znovu zasláńı paket̊u vedoućı k degradaci přenosové kapacity. Pak
také řeš́ı sńıžeńı počtu přerušeńı vyvolaných během vysoké zátěže a předcháźı zbytečnému
zpracováńı následně zahozených paket̊u.
Velikost paketu v B Počet přijatých paket̊u za 1s Počet signalizovaných přerušeńı
60 890 000 17
128 758 150 21
256 445 632 42
512 232 666 241 292
1024 119 061 872 519
Tabulka 2.1: Sńıžeńı počtu přerušeńı využit́ım NAPI
Z provedených měřeńı [2], jejichž výsledky ukazuje tabulka 2.1, lze vyč́ıst výrazné sńıžeńı
počtu generovaných přerušeńı vedoućıho k sńıžeńı zátěže procesoru při př́ıjmu krátkých
paket̊u. Naopak pro dlouhé pakety se počet vyvolaných přerušeńı bĺıž́ı počtu přijatých
paket̊u.
Uvedené rozhrańı je podle naměřených hodnot vhodné pro vysokorychlostńı př́ıjem pa-




Aby bylo možné navrhnout efektivńı řešeńı, je nezbytná detailńı znalost prostřed́ı, ve kterém
budou ovladač a DMA řadiče implementovány a následně použ́ıvány.
3.1 Karta COMBOv2
Návrh dma řadič̊u muśı být nezávislý na konkrétńı použité kartě, ale je třeba znát alespoň
rozhrańı a špičkovou rychlost jakou karta komunikuje se zbytkem poč́ıtače. Pro implemen-
taci prototypu poslouž́ı karta COMBOv2, proto zde budou uvedeny jej́ı základńı technické
parametry. Nezávislost implementace na konkrétńı kartě zajist́ı platforma NetCOPE, viz
část 3.2.
Jedná se o kombinaci nejnověǰśı verze mateřské karty s rozšǐruj́ıćı kartou rozhrańı vy-
vinutých v rámci výzkumného projektu Liberouter. Mateřskou kartu spojuje se zbytkem
poč́ıtače sběrnice PCI-Express x8. Nese označeńı COMBO-LXT, na obrázku 3.1, a je osa-
zena programovatelným hradlovým polem rodiny Virtex 5 vyráběným firmou Xilinx.
Obrázek 3.1: Ilustračńı sńımek karty COMBO-LXT
Rozšǐruj́ıćı karty rozhrańı slouž́ı k připojeńı r̊uzných druh̊u vedeńı poč́ıtačových śıt́ı.
Ke kartám lze připojit jak metalická, tak optická vedeńı. V př́ıpadě optického vedeńı se
jedná o jednovidová, mnohavidová vlákna či vlákna s přenosem metodou CWDM (viz
např́ıklad [4]). U metalických vedeńı lze použ́ıt rychlost́ı 1 Gb/s a 10 Gb/s. Rozšǐruj́ıćı karty
se lǐśı počtem fyzických rozhrańı a rychlost́ı, na kterých můžou tato rozhrańı pracovat.
V současnosti existuj́ı dvě varianty :
• COMBOI-1G4. Obsahuje čtyři rozhrańı pracuj́ıćı až na rychlosti 1 Gb/s.
20
• COMBOI-10G2. Obsahuje dvě rozhrańı pracuj́ıćı až na rychlosti 10 Gb/s.
3.1.1 Sběrnice PCI-Express
Duplexńı sběrnice se stromovou topologíı realizuj́ıćı spojeńı typu bod-bod. Pro přenos
použ́ıvá paketovou komunikaci. U pamět’ových transakćı podporuje jak 32bitovou, tak 64bi-
tovou velikost adresy.Ve verzi 1.0 přenáš́ı data špičkovou rychlost́ı 2,5 Gb/s v každém směru
jedńım spojem. Celková propustnost karty COMBOv2 tak v jednom směru čińı 8 ∗ 2, 5 =
20 Gb/s.
Identifikace PCI zař́ızeńı
Stejně jako PCI a PCI-X použ́ıvá sběrnice PCI-Express pro identifikaci zař́ızeńı registry ve
svém konfiguračńım prostoru. To umožňuje operačńımu systému a ovladač̊um rozpoznat,
zda dokáž́ı dané zař́ızeńı obsluhovat. Z pohledu identifikace jsou nejd̊uležitěǰśı registry Ven-
dor ID, Device ID, Class Code, Subsystem Vendor ID a Subsystem Device ID. Jako praktický
př́ıklad následuje identifikace karty COMBOv2:
Vendor ID = 0x18EC (CESNET)
Device ID = 0xC032 (COMBOv2)
Subsystem Vendor ID = 0x18EC
Subsystem Device ID = 0x0100
Signalizace přerušeńı
Podle revize 1.1 specifikace sběrnice (viz [12]) PCI-Express podporuje jak signalizaci
přerušeńı úrovńı, zavedenou ve sběrnici PCI, tak signalizaci přerušeńı zprávou. A to ve
variantách MSI a MSI-X.
Vzhledem k tomu, že sběrnice PCI-Express neobsahuje žádné vyhrazené vodiče pro
signalizaci přerušeńı, je signalizace úrovńı emulována prostřednictv́ım dvojice vyhrazených
zpráv. A to nastaveńı a nulováńı př́ıslušného přerušeńı. Pro dodržeńı zpětné kompatibility,
pak muśı hardware obsahovat i stejnou sadu konfiguračńıch registr̊u.
Signalizace použit́ım MSI umožňuje generovat až 32 (viz [1] soubor
Documentation/PCI/MSI-HOWTO.txt) r̊uzných přerušovaćıch vektor̊u. MSI-X až
2048. Jak již bylo uvedeno v části 2.2.3, zprávy putuj́ı stejnou cestou jako data a nemohou
se předb́ıhat, což zaručuje synchronizaci transakćı provedených před vyvoláńım přerušeńı.
Nav́ıc neńı třeba dále zjǐst’ovat zdroj události.
3.2 Platforma NetCOPE
Základńım ćılem platformy NetCOPE je vytvořeńı konfigurovatelné vrstvy, která usnadńı
a urychĺı vývoj śıt’ových aplikaćı akcelerovaných pomoćı technologie FPGA. Platforma
vytvář́ı abstrakci nad kartou a odstiňuje tak ńızkoúrovňové hardwarově závislé vlastnosti.
Nav́ıc poskytuje snadný př́ıstup ke zdroj̊um karty.
Určuj́ıćım z hlediska návrhu jsou rozhrańı, přes která budou DMA řadiče přij́ımat infor-
mace o přijatých respektive odeslaných paketech, vystavovat požadavky na samotné DMA
přenosy a také sledovat stav dokončeńı vyvolaných přenos̊u. Z tohoto pohledu lze identifi-
kovat dvě rozhrańı:
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• rozhrańı pro komunikaci po systémové sběrnici a
• rozhrańı pro signalizaci přijatých či odeslaných paket̊u.
Názorněji vše ukazuje obrázek 3.2. Jednotlivé stavebńı bloky maj́ı následuj́ıćı význam:
• Blok DMA přenos̊u. Obsahuje samotné řadiče DMA a pamět’, ve které jsou pakety
uloženy před jejich odesláńım do śıtě, respektive po jejich přijet́ı ze śıtě před přesunem
do hlavńı paměti. Tato pamět’ je složena z oddělených blok̊u vyhrazených pro jed-
notlivá fyzická rozhrańı a označena DMA buffery. Pakety jsou z/do hlavńı paměti
koṕırovány prostřednictv́ım sběrnice PCI-Express, jej́ıž připojeńı v rámci čipu FPGA
zprostředkovává interńı sběrnice, anglicky Internal Bus.
Navrhované DMA řadiče zastupuje stejnojmenný blok.
• Framelink protokol. Označuje protokol použitý pro výměnu dat mezi DMA buffery
a śıt’ovým modulem. Je inspirován protokolem LocalLink společnosti Xilinx a pro
přenos dat použ́ıvá framelinkové pakety.
• Śıt’ový modul obsahuje obvody zpracovávaj́ıćı pakety na spojové vrstvě. Jedná se
o proprietárńı implementaci společnosti Xilinx.
• Blok IB2LB je podstatnou součást́ı vrstvy NetCOPE. Slouž́ı jako most pro připojeńı
jednoduché lokálńı sběrnice, označené Local Bus, k interńı sběrnici. Lokálńı sběrnice
dosahuje nižš́ı propustnosti a má také menš́ı datovou š́ı̌rku než interńı sběrnice, typicky
8 nebo 16 bit̊u. Na druhou stranu přináš́ı úsporu v množstv́ı logiky potřebné k jej́ımu
zpracováńı. Čehož můžeme využ́ıt k připojeńı registr̊u, které jsou zapisovány nebo
čteny jen zř́ıdka.
• Bloky PCI-E core a PCI-E bridge jsou hardwarově závislé na konkrétńım typu karty a
zpř́ıstupňuj́ı systémovou sběrnici obvod̊um uvnitř čipu FPGA prostřednictv́ım interńı
sběrnice.
3.2.1 Připojeńı k DMA buffer̊um
Na obrázku 3.2 je toto rozhrańı znázorněno šipkami mezi DMA buffery a DMA řadiči.
Samotné pakety putuj́ı po interńı sběrnici. Je však nezbytné, aby se DMA řadič dozvěděl
o př́ıchodu nového paketu ještě před t́ım, než vydá povel k jeho přesunu do hlavńı paměti.
Analogicky u vyśıláńı paket̊u, DMA řadič muśı informovat konkrétńı DMA buffer, že má
připravena data k odesláńı do śıtě.
3.2.2 Připojeńı k systémové sběrnici
Prostřednictv́ım interńı a lokálńı sběrnice přistupuje DMA řadič ke respektive je př́ıstupný
ze systémové sběrnice. Na obrázku 3.2 označeno šipkami vedoućımi z vrstvy NetCOPE
do bloku DMA přenos̊u. Pomoćı protokolu interńı sběrnice pak vydává jednotlivé povely










































































Obrázek 3.2: Blokové schéma śıt’ové karty na platformě NetCOPE
Interńı sběrnice
Jedná se o duplexńı spojeńı stromové topologie o š́ı̌rce 64bit̊u. Plně duplexńı schopnost
komunikace u interńı sběrnice zaručuj́ı dva oddělené kanály označené
• uplink, pro přenosy směrem z FPGA čipu ke systémové sběrnici, a
• downlink, pro opačný směr.
Př́ıklad typického zapojeńı ukazuje obrázek 3.3.
Pro ř́ızeńı provozu na interńı sběrnici je nezbytné znát použitý komunikačńı protokol.
Protože se jedná o sběrnici přenášej́ıćı data v podobě paket̊u, je činnost ř́ızena položkami
v hlavičce paketu. Pro jednoznačné rozlǐseńı jsou pakety interńı sběrnice označeny jako IB
pakety. Formát IB paketu lze vidět na obrázku 3.4.
Velikost hlavičky je vždy 128 bit̊u. Význam jednotlivých poĺı pak záviśı na typu trans-
akce. Fixńı pozici a význam maj́ı položky:
• Length. 12 bit̊u udávaj́ıćıch délku prováděné transakce.
• Type. 4 bity rozlǐsuj́ıćı typ prováděné transakce.
• Tag. 16 bit̊u identifikuj́ıćıch transakci, ke které paket nálež́ı.
Zbylá pole obsahuj́ı adresu zdroje a ćıle, př́ıpadně jsou nevyužita. Detailněǰśı popis IB
paket̊u lze nalézt v [9].
V rámci jedné transakce může být poslán jeden nebo dva IB pakety. Př́ıkladem dvou


























Obrázek 3.4: Formát paketu interńı sběrnice
dat z hlavńı paměti do prostoru karty iniciovaného DMA řadičem a vykonávaného PCI-E
bridgem, tzv. global to local read. Nejprve DMA řadič odešle požadavek v podobě paketu
neobsahuj́ıćıho žádná data, ale položkou length nastavenou na množstv́ı čtených dat. PCI-E
bridge pak vykoná čtećı operaci na systémové sběrnici a na downlink interńı sběrnice vlož́ı
paket se stejnou položkou length, tag, obsahuj́ıćı požadovaná data a s typem transakce
nastaveným na read completition.
Př́ıkladem transakćı sestávaj́ıćıch z pouze jednoho paketu jsou zápis do hlavńı paměti
nebo také zápis ze strany procesoru.
DMA požadavek
Požadavek na př́ımý př́ıstup do paměti se na interńı sběrnici předává prostřednictv́ım bus
master rozhrańı koncové komponenty a má následuj́ıćı položky:
1. Globálńı adresa. Adresa je chápána z pohledu DMA řadiče. Označuje sběrnicovou
adresu mı́sta v operačńı paměti poč́ıtače. Velikost adresy je 64 bit̊u.
2. Lokálńı adresa. Stejně jako globálńı adresa je chápána z pohledu DMA řadiče.
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Označuje adresové mı́sto v prostoru karty. Jinak také adresa v rámci čipu FPGA
o velikosti 32 bit̊u.
3. Značka. Anglicky tag. Jelikož interńı sběrnice podporuje non-posted transakce, je ne-
zbytné transakce navzájem odlǐsit tak, aby při jejich dokončeńı a odesláńı completi-
tion transakce bylo možné identifikovat p̊uvodńı zdroj/ćıl. Pro tento účel každý DMA
požadavek obsahuje značku o velikosti 16 bit̊u.
4. Délka. Určuje počet bajt̊u, které maj́ı být přesunuty při přenosu. Velikost položky
délka je 12 bit̊u a omezuje maximálńı délku přenosu na 4 kB.
5. Typ transakce. Udává jakým směrem bude přenos proveden. Zda-li ze zař́ızeńı do
hlavńı paměti FPGA2RAM, či naopak RAM2FPGA. Položka má velikost 2 bity.
Jak je možné si všimnout, odpov́ıdá DMA požadavek velikost́ı svých položek paketu
interńı sběrnice na obrázku 3.4.
3.3 Rozhrańı linuxového jádra
Linuxové jádro představuje vysoce paralelńı, událostmi ř́ızený program. Jednotlivé události
putuj́ı mezi částmi jádra prostřednictv́ım definovaných rozhrańı a stejné tvrzeńı plat́ı i
v př́ıpadě zpracováńı paket̊u. Samotný paket se dá rovněž chápat jako př́ıchoźı/odchoźı
událost.
3.3.1 Životńı cyklus modulu
Pro názorněǰśı popis událost́ı nastávaj́ıćıch v pr̊uběhu životńıho cyklu modulu obsahuje
př́ıloha A sekvenčńı diagram jazyka UML. V diagramu je znázorněna časová návaznost ńıže
uvedených funkćı.
Prvńı událost v pr̊uběhu života ovladače vytvořeného jako modul nastává v okamžiku
zavedeńı do jádra. Opačnou událost́ı je pak odstraněńı modulu. K obsluze slouž́ı funkce
module init a module exit. V okamžiku zavedeńı se modul zaregistruje v rámci jádra
operačńıho systému a oznámı́, jaké služby či funkce poskytuje. Naopak v době odstraněńı
zruš́ı veškeré záznamy a vazby.
3.3.2 Ovladače PCI zař́ızeńı
Protože je vytvářen ovladač śıt’ové karty připojené ke sběrnici PCI, konkrétně PCI-Express,
nicméně na všechny varianty sběrnice PCI je v jádře pohĺıženo stejně, bude popsán i zp̊usob
obsluhy PCI zař́ızeńı v linuxovém jádře.
Nejprve se muśı spárovat zař́ızeńı s odpov́ıdaj́ıćım modulem. Ovladač zveřejńı seznam
PCI zař́ızeńı, které je schopen obsluhovat. Seznam se zveřejňuje prostřednictv́ım struktury
pci device id v době sestaveńı modulu. Na základě poskytnuté identifikace se pak v době
startu systému nebo v okamžiku připojeńı PCI zař́ızeńı zavede odpov́ıdaj́ıćı modul. Pro
úplnost, struktura pci device id obsahuje položky odpov́ıdaj́ıćı konfiguračńım registr̊um
uvedeným v části 3.1.1.
V inicializačńı metodě se zaregistruje ovladač v datových strukturách jádra voláńım
pci register driver. Analogicky se v době odstraněńı odebere záznam o ovladači
prostřednictv́ım pci unregister driver. Při registraci zař́ızeńı źıská jádro odkazy na
funkce, které muśı implementovat každý ovladač PCI zař́ızeńı, probe a remove. Během
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své registrace dostane ovladač možnost obsluhovat všechna neobsazená zař́ızeńı, která od-
pov́ıdaj́ı zveřejněným identifikačńım údaj̊um (viz část 3.1.1), vyvoláńım právě metody
probe. Pokud ovladač zař́ızeńı rozpozná, oživ́ı jej funkćı pci enable device. Detailněǰśı
popis uvedených funkćı lze nalézt v [5].
3.3.3 Registrace a obsluha přerušeńı
Nalezeńı přerušovaćıho vektoru, který má ovladač obsloužit je obecně netriviálńı věc. Ale
vzhledem k tomu, že se implementuje ovladač zař́ızeńı pro sběrnici PCI, celá situace se
výrazně zjednodušuje a nebude zde tedy rozeb́ırán zp̊usob detekce přerušovaćıho vektoru.
Podrobnosti lze nalézt v [5].
Přiděleńı vektoru přerušeńı pro PCI zař́ızeńı proběhne již v době zavedeńı poč́ıtače
a jedinou zodpovědnost́ı ovladače PCI zař́ızeńı je vyč́ıst tuto hodnotu z konfiguračńıho
prostoru, obvykle pomoćı pci read config byte. Po źıskáńı hodnoty vektoru přerušeńı se
registruje obsluha pomoćı funkce jádra request irq. Zde je vhodné poznamenat, že pro
správnou činnost sd́ılených přerušeńı (viz část 2.3.3) muśı být nastaven bit SA SHIRQ bitové
masky flags. Pro uvolněńı registrovaného přerušovaćıho vektoru slouž́ı voláńı free irq.
Dále je d̊uležité dodržet několik omezeńı a požadavk̊u kladených na funkci prováděj́ıćı
obsluhu přerušeńı. Jelikož neběž́ı v kontextu procesu, nesmı́ přenášet data z uživatelského
prostoru. Dále nesmı́ provádět žádnou operaci, která by mohla vést k pozastaveńı prováděńı,
jako např́ıklad čekat na událost, alokovat pamět’ jinak než s parametrem GFP ATOMIC, nebo
zamykat semafor. Naopak by měla informovat zař́ızeńı o zpracováńı vyvolaného přerušeńı.
3.3.4 Śıt’ové rozhrańı
Inicializace a ukončeńı
Správný okamžik k vytvořeńı śıt’ového rozhrańı nastává v době rozpoznáńı periferńıho
zař́ızeńı, tj. v době voláńı funkce probe. Śıt’ové zař́ızeńı se vytvář́ı ve dvou kroćıch. Nejprve
se alokuje struktura net device voláńım alloc netdev a nastav́ı se položky struktury,
nebo lze využ́ıt funkce alloc etherdev, která provede oba kroky v př́ıpadě, že je vytvářen
ovladač zař́ızeńı pro śıtě typu Ethernet.
Śıt’ové rozhrańı se registruje pomoćı register netdev. Od tohoto okamžiku může být
ovladač kdykoliv požádán o odesláńı paketu.
Duálńı operace volané v opačném pořad́ı slouž́ıćı k odstraněńı śıt’ového rozhrańı se
nazývaj́ı unregister netdev a free netdev.
Operace se zař́ızeńım
Jakmile je rozhrańı registrováno v rámci systému, může být použito pro změnu nastaveńı,
př́ıjem a odeśıláńı paket̊u. Před t́ım než uživatel začne pośılat a přij́ımat samotná data,
muśı aktivovat śıt’ové rozhrańı, např́ıklad programem ifconfig. Událost aktivace se š́ı̌ŕı až
k samotnému ovladači zař́ızeńı. Systém vyvolá metodu ovladače open. Ta zajist́ı aktivaci
fronty pro odeśıláńı paket̊u funkćı netif start queue.
Analogický postup nastane v př́ıpadě uzavřeńı rozhrańı. Jádro vyvolá metodu stop,
která zastav́ı frontu pro odeśıláńı paket̊u použit́ım funkce netif stop queue.
K samotnému odesláńı paketu slouž́ı hard start xmit. Pokud vznikne potřeba poza-
stavit odeśıláńı paket̊u, např́ıklad kv̊uli vyčerpáńı paměti na śıt’ové kartě, lze odeśıláńı
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pozastavit funkćı netif stop queue a v okamžiku obnoveńı dostatečného množstv́ı zdroj̊u
znovu nastartovat funkćı netif wake queue.
Na včasné odesláńı paket̊u dohĺıž́ı časovač. Pokud dojde k překročeńı nastaveného in-
tervalu, vyvolá jádro funkci ovladače tx timeout, která se postará o odstraněńı př́ıpadných
problémů a úspěšné odesláńı rozpracovaných paket̊u.
Pokud śıt’ová karta disponuje schopnost́ı scatter/gather přenos̊u (viz část 2.2.2), muśı
ovladač při odeśıláńı paketu proj́ıt lineárńı seznam všech fragment̊u paketu a provést jejich
odesláńı.
Př́ıjem paket̊u záviśı na exterńı události přerušeńı, kterou periferńı zař́ızeńı informuje
ovladač o přijatém paketu. Existuje několik variant realizace př́ıjmu paket̊u lǐśıćıch se ve
zp̊usobu alokace a plněńı struktury sk buff.
Varianta 1 Po obdržeńı přerušeńı ovladač vytvoř́ı instanci struktury a sděĺı zař́ızeńı
adresu. Na tuto adresu zař́ızeńı přenese přijatý paket a dokončeńı přenosu signalizuje
přerušeńım. Takovýto př́ıstup je značně neefektivńı, nebot’ vzniknou dvě přerušeńı na je-
den paket. Což může vést k vyčerpáńı značného množstv́ı strojového času jen na obsluhu
přerušeńı, nehledě na prodlevu zp̊usobenou výměnou informaćı mezi zař́ızeńım a ovladačem.
Varianta 2 V současnosti použ́ıvaný zp̊usob (viz [1] soubor drivers/net/e100.c) spoč́ıvá
v dopředné alokaci paměti pro uložeńı paket̊u. Adresy jednotlivých pamět’ových mı́st jsou
uloženy v zař́ızeńı a v okamžiku přijet́ı paketu se tento přesune na připravené mı́sto. Teprve
pak dojde k vyvoláńı přerušeńı a paket může být dále zpracován bez zbytečného čekáńı na
realizaci přenosu. Ukazuje se však, že i poměr jedno přerušeńı na paket je př́ılǐs vysoký.
3.3.5 NAPI: bližš́ı pohled
Jak bylo uvedeno v části 2.3.4, použ́ıvá NAPI k dosažeńı vyšš́ı propustnosti správu množstv́ı
signalizovaných přerušeńı a zahazováńı paket̊u již v hardware, oboj́ı v př́ıpadě vysoké zátěže.
Předpoklady pro realizaci ovladače využ́ıvaj́ıćıho NAPI jsou:
1. dostatečná pamět’ pro dočasné uložeńı paket̊u před jejich zpracováńım,
2. možnost atomicky pozastavit generováńı přerušeńı v hardware a
3. schopnost korektně detekovat novou práci respektive nově př́ıchoźı pakety.
Prvńı požadavek je od̊uvodněn potřebou uschovat pakety po dobu, než je provedeno
zpracováńı paket̊u, které neńı př́ımou reakćı na př́ıchod přerušeńı. Výhoda rozhrańı NAPI
pak vycháźı z odbouráńı režie spojené s obsluhou přerušeńı pro každý přijatý paket. K tomu
je nezbytný druhý požadavek, tj. možnost zablokovat signalizaci přerušeńı. S okamžikem
znovu-povoleńı přerušeńı se váže potenciálńı ztráta přerušeńı a následné stárnut́ı paketu,
proto existuje třet́ı požadavek na korektńı detekci nově přijatých paket̊u (viz [7] př́ıloha 2).
Redukce množstv́ı přerušeńı
Pokud je každý př́ıchod paketu, potažmo okamžik, kdy je paket nakoṕırován do hlavńı
paměti, signalizován přerušeńım, docháźı ke konzumaci velké části procesorového času je-
nom na obsluhu samotného signálu přerušeńı a nezbývá prostor ke zpracováńı paket̊u. NAPI
proto zavád́ı funkce jádra a pravidla, při jejichž správném použit́ı nedojde k popsanému
efektu.
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Prvńı krok spoč́ıvá v úpravě obsluhy přerušeńı. V okamžiku vyvoláńı funkce pro obsluhu
přerušeńı se zablokuje v hardware generováńı daľśıch signál̊u informuj́ıćıch o př́ıchodu pa-
ketu a naplánuje se obsluha pomoćı funkce poll, která je opakovaně aktivována jádrem.
Plánováńı se provád́ı voláńım netif rx schedule.
Metoda poll provád́ı činnost p̊uvodně vykonávanou v obsluze přerušeńı. S odlǐsnost́ı,
že k předáńı paketu vyšš́ım vrstvám se použije jiná funkce, konkrétně netif receive skb.
Odlǐsná funkce se zavád́ı z d̊uvodu kontroly počtu zpracovaných paket̊u v rámci jedné akti-
vace metody poll. Pokud se podař́ı zpracovat všechny přijaté pakety je ukončena opakovaná
obsluha funkćı netif rx complete a aktivuje se přerušeńı. Ve výsledku vzniká samoregu-
luj́ıćı se obsluha, která v době vysoké zátěže zabraňuje vzniku velkého množstv́ı přerušeńı.
Detailněǰśı popis lze nalézt v [2].
Zahazováńı paket̊u v hardware
Pokud je použita pro př́ıjem paket̊u uvedená metodika, kdy se př́ımo v zař́ızeńı ukládaj́ı
adresy pamět’ových mı́st, lze detekovat okamžik vyčerpáńı dostupných zdroj̊u již v hardware
a je možné zahazovat pakety bez zatěžováńı jak interńı sběrnice, tak sběrnice systémové a
následně i procesoru.
3.3.6 Alokace DMA paměti
Jak bylo uvedeno v části 2.3.2, existuj́ı dva druhy mapováńı DMA paměti. V jádře Linuxu
lze pro mapováńı DMA paměti použ́ıt bud’to obecné DMA rozhrańı nebo rozhrańı speci-
fické pro použitou systémovou sběrnici, v tomto př́ıpadě PCI. Pro vytvářený ovladač lépe
vyhovuje specifická sada funkćı, nebot’ pokrývá funkcionalitu nab́ızenou sběrnićı PCI, která
neńı dostupná u jiných sběrnic a naopak.
Pro přiděleńı a uvolněńı konzistentńı paměti slouž́ı funkce pci alloc consistent
a pci free consistent. Pro úseky velikosti menš́ı než jedna stránka se použ́ıvá
pci pool create, pci pool alloc, pci pool free a pci pool destroy. Tyto funkce
prováděj́ı souběžně jak alokaci, tak mapováńı paměti.
U proudového mapováńı se nejprve alokuje pamět’ s použit́ım běžných funkćı jádra a
následně nastav́ı mapováńı, u kterého je třeba vždy uvést směr, ve kterém budou data
přenášena. Bud’to PCI DMA BIDIRECTIONAL pro obousměrný přenos, přenos do zař́ızeńı
PCI DMA TODEVICE nebo přenos ze zař́ızeńı PCI DMA FROMDEVICE. Mezi funkce slouž́ıćı k na-
staveńı proudového mapováńı patř́ı pci map single a pci unmap single.
Podrobněǰśı popis lze nalézt v [1] v souboru Documentation/DMA-mapping.txt nebo
také v [5].
3.3.7 Operace se strukturou sk buff
Jádro Linuxu obsahuje řadu funkćı zjednodušuj́ıćıch práci se strukturou sk buff. Popis
nejd̊uležitěǰśıch následuje, zbylé lze nalézt v [5].
• alloc skb vytvoř́ı instanci struktury typu sk buff. Zároveň inicializuje prvky data a
tail této struktury na hodnotu prvku head. Toto je výchoźı stav a odpov́ıdá prázdné
struktuře nenesoućı žádný paket.
• dev kfree skb se postará o bezpečné uvolněńı instance alokované např́ıklad předchoźı
funkćı.
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• skb put aktualizuje patřičné prvky struktury tak, aby bylo možné zapsat na źıskanou
návratovou adresu požadovaná data. Je však nezbytné, aby množstv́ı vkládaných dat
nepřekročilo velikost vytvořeného bufferu.
• skb push rovněž modifikuje prvky struktury sk buff, tentokrát však za účelem
vložeńı dat na začátek bufferu. Obvykle je využ́ıvána pro vložeńı hardwarové hlavičky
na začátek paketu před jeho předáńım do zař́ızeńı.
• skb tailroom slouž́ı ke zjǐstěńı množstv́ı dostupného volného mı́sta v bufferu. V praxi
znač́ı použit́ı této funkce sṕı̌se problém na straně návrhu, ale např́ıklad pro lad́ıćı účely
je tato funkce vhodná.
• skb headroom zjist́ı množstv́ı volného alokovaného mı́sta před samotnými daty.
O použit́ı plat́ı stejné tvrzeńı jako u předchoźı funkce.
• skb reserve lze využ́ıt k vyhrazeńı mı́sta v bufferu pro pozděǰśı účely. Např́ıklad
pro pozděǰśı vložeńı hardwarové hlavičky obsahuj́ıćı ř́ıd́ıćı informace d̊uležité ke zpra-
cováńı v hardware.
• skb pull je zde uvedena pouze pro úplnost. Umožňuje modifikaćı prvk̊u struktury
zrušit dř́ıve vyhrazené mı́sto.
• skb is nonlinear vraćı jednobitovou logickou informaci o tom, zda-li je paket uložen
ve v́ıce fragmentech. Tato informace je d̊uležitá předevš́ım pro realizaci scatter/gather
přenos̊u.
3.4 Možnosti implementace śıt’ových zař́ızeńı
V oblasti zpracováńı vysokorychlostńıch paketových přenos̊u v zásadě existuj́ı dva hlavńı
př́ıstupy k tvorbě śıt’ové karty. Každý př́ıstup má pochopitelně své výhody i nevýhody a
výběr mezi nimi určuje ćılová aplikace.
Standardńı śıt’ové rozhrańı
Jedná se o rozhrańı popsané v předchoźı části textu. Jak už bylo uvedeno, základńı datovou
jednotkou je paket a prostupuje celým zpracováńım od software až k hardware. Nad stan-
dardńım rozhrańım implementovaným v jádře Linuxu pracuje široká škála programů pro
správu nastaveńı, monitorováńı a v neposledńı řadě komunikaci. Hod́ı se tedy jak běžným
uživatel̊um, tak správc̊um śıtě či odborńık̊um, kteř́ı studuj́ı vzory śıt’ového provozu.
Obecnost použit́ı však sebou přináš́ı větš́ı množstv́ı operaćı prováděných s každým pa-
ketem. Zejména pak standardńı operace a statistiky poč́ıtané v jádře Linuxu, které nemuśı
být pro jisté aplikace užitečné.
Speciálńı śıt’ová rozhrańı
Hodilo-li se všeobecné zpracováńı paket̊u pro výše zmı́něné uživatele, pro účely vysokorych-
lostńıho monitorováńı je tento př́ıstup nevhodný. Speciálńı śıt’ová rozhrańı se zaměřuj́ı na
poskytnut́ı maximálńı propustnosti a na ponecháńı volnosti ve volbě operaćı prováděných
při zpracováńı paketu na ćılové aplikaci.
Př́ıkladem speciálńıho rozhrańı je rozhrańı szedata a př́ımý nástupce szedataII, jejichž
ćılem je efektivńı zp̊usob předáńı dat přijatých z poč́ıtačové śıtě respektive odeśılaných
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do poč́ıtačové śıtě. Na paket je pohĺıženo jako na obecný blok dat, který neńı vnitřně
nijak interpretován. Rozhrańı bylo navrženo a implementováno v rámci výzkumné aktivity
Liberouter společnosti CESNET. Stejně jako v př́ıpadě této diplomové práce se jednalo
o realizaci softwarové a hardwarové části.
Př́ınosem tohoto př́ıstupu je velice rychlá možnost výměny dat. Nevýhodou je však
nutnost implementovat veškerou funkcionalitu odděleně. Obvykle bez možnosti využit́ı
obecných nástroj̊u, funkćı a knihoven. Rychlostńı př́ınos ale převažuje nad nedostatkem
komfortu při tvorbě rozhrańı a koncových aplikaćı.
3.5 Architektura ovladač̊u COMBO
Stejně jako v hardware existuje připravená platforma pro snadněǰśı realizaci śıt’ové či jiné
karty v podobě platformy NetCOPE, i na straně software lze využ́ıt již hotovou infrastruk-
turu pro jednoduš́ı vytvořeńı ovladače.
Jaderné moduly COMBO lze rozdělit do tř́ı vrstev. Každá vrstva plńı odlǐsnou funkci a
neńı vždy žádoućı ji implementovat znovu. Obrázek 3.5 graficky doplňuje následuj́ıćı text.
1. Core vrstva. Tato vrstva je tvořena jediným jaderným modulem s názvem combo6core.
Vytvář́ı spojovaćı článek všech ostatńıch modul̊u, které se u něj registruj́ı. Posky-
tuje informace o dostupných kartách a ovladač́ıch pro tyto karty určených. Spravuje
virtuálńı souborová zař́ızeńı.
2. Kartově specifické moduly. Moduly jsou určeny pro ńızkoúrovňovou obsluhu karet, tak
aby moduly vyšš́ıch vrstev mohli jednoduše pracovat s danou kartou. V současné době
existuj́ı tři kartově specifické moduly: combo6, combo6x, combov2. Názvy odpov́ıdaj́ı
hardwarovým kartám.
3. Funkčně specifické moduly. Tyto moduly se vážou na aktuálně naprogramovanou
funkci použité karty. Mohou např́ıklad realizovat rychlé přenosy mezi hardware a
software, obsluhovat hardwarově akcelerované výpočty nebo poskytovat standardńı







Obrázek 3.5: Vazba mezi moduly COMBO
Náplńı této práce je vytvořit ovladač śıt’ové karty pro platformu COMBOv2. To od-
pov́ıdá použit́ı modulu combo6core, dále pak kartově specifického modulu combov2 a zbývá
doplnit funkčně specifický modul, který poskytne standardńı śıt’ové rozhrańı.
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3.5.1 Modul combo6core
Základńı datovou strukturou, která spojuje jednotlivé vrstvy k sobě, je struktura
struct combo6. Ke každé hardwarové kartě existuje jedna instance této struktury ob-
sahuj́ıćı odkaz na kartově specifický modul, přidělené PCI zař́ızeńı, typ karty, adresové
prostory karty. Dále pak údaje o rozšǐruj́ıćıch kartách, počtu rozhrańı, vektoru přerušeńı,
použitelných zař́ızeńıch a daľśı. Pod pojmem použitelná zař́ızeńı se rozumı́ množina funkčně
specifických modul̊u, které jsou schopny obsluhovat aktuálně naprogramovanou hardwaro-
vou funkci. Pro ještě jemněǰśı rozlǐseńı aktuálńıho designu se použ́ıvá identifikačńı jednotka,
která svým obsahem rozhodne, který z množiny modul̊u bude použit.
Modul combo6core poskytuje sadu funkćı pro alokaci a uvolněńı, přidáńı a odebráńı
struktury combo6. Dále pak vytvář́ı, ruš́ı a obsluhuje speciálńı soubor zař́ızeńı umı́stěný
v adresáři /dev.
3.5.2 Modul combov2
Jeden z kartově specifických modul̊u. Využ́ıvá konkrétńı znalosti použité karty pro jej́ı
registraci prostřednictv́ım funkćı poskytnutých předchoźım modulem.
Důležitou úlohou, která se v závislosti na použité kartě r̊uzńı, je zavedeńı designu či
funkce. Jinými slovy se jedná o naprogramováńı karty. Stejně tak se podle typu karty
lǐśı podporovaný zp̊usob signalizace přerušeńı. Vzhledem k tomu, že karta COMBOv2 je
připojitelná skrze rozhrańı PCI-Express, nab́ıźı se možnost použ́ıt úrovńı signalizované
přerušeńı, nebo MSI či MSI-X. Z d̊uvodu chyběj́ıćı podpory MSI-X ze strany hardwa-
rového PCI-Express bloku použitého v platformě NetCOPE, zbývá pouze alternativa MSI,
nebo úrovńı signalizované přerušeńı. Použit́ı MSI omezuje aktuálńı stav jádra OS Linux,
kdy podpora využit́ı v́ıce přerušovaćıch vektor̊u byla přidána teprve v jádře verze 2.6.30
(viz [1]).
3.5.3 Modul combo-cv2eth
Stejně jako ostatńı funkčně specifické moduly muśı implementovat základńı operace pro
registraci, přidáńı a uvolněńı modulu, obsluhu přerušeńı a daľśı. K tomu využije funkćı




Prozkoumáńım ćılové platformy byl źıskán základ, který bude dále rozš́ı̌ren v návrh sta-
vebńıch blok̊u. Jelikož se jedná o aplikaci zabývaj́ıćı se vysokorychlostńım zpracováńım
paket̊u, je kĺıčová předevš́ım propustnost celého systému a jako součást návrhu bude pro-
vedena jej́ı analýza.
4.1 Komunikace ovladač - DMA řadič
Realizace ovladače a DMA řadiče vyžaduje jednoznačnou specifikaci rozhrańı či pro-
tokolu, jakým komunikace prob́ıhá. Z obecného hlediska se jedná o problém typu
producent-konzument, kdy do paměti omezené velikosti zapisuje producent data, která jsou
určena konzumentovi. Je zřejmé, že pokud by tyto entity mezi sebou neudržovali žádnou
informaci o aktuálńım stavu paměti, mohlo by doj́ıt k přepisováńı dat producentem ještě
předt́ım, než měl konzument možnost tato data zpracovat. Při odeśıláńı paket̊u produkuje
data operačńı systém, respektive jej využ́ıvaj́ıćı běž́ıćı uživatelské programy. Konzumentem
je śıt’ová karta. Př́ıjem paket̊u prob́ıhá v právě opačném smyslu úlohy producent-konzument.
KonzumentProducent Společná
pamět
Obrázek 4.1: Model producent-konzument
Společnou pamět’ pro výměnu dat reprezentuje v tomto př́ıpadě část operačńı paměti
poč́ıtače určená pro DMA přenosy. Situaci zachycuje obrázek 4.1. Pro správnou činnost je
nezbytné, aby při zaplněńı této paměti producent, at’ už operačńı systém při odeśıláńı, či
śıt’ová karta při př́ıjmu, ustal ve své činnosti a dal možnost konzumentovi zpracovat všechna
nashromážděná data.
Logickým d̊usledkem čekáńı producenta na konzumenta je potenciálńı ztráta dat. Pokud
totiž śıt’ová karta neustále přij́ımá ze śıtě nové pakety a má k dispozici pouze omezené
množstv́ı vyrovnávaćı paměti, dojde k zaplněńı jak vyrovnávaćı paměti, tak společné paměti
pro výměnu dat a nezbývá než následuj́ıćı pakety zahazovat. Problém je tedy rychlost
producenta.
V opačném př́ıpadě, tj. při odeśıláńı dat, nenastává problém s rychlost́ı producenta,
anebo lze účinně řešit na úrovni operačńıho systému. Doplněńım obecného obrázku 4.1
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o konkrétńı producenty a konzumenty dat lze źıskat návod na řešeńı problému rychlosti
producenta při odeśıláńı dat. Z obrázku 4.2 je patrné, že pozastavováńım proces̊u P1, P2,












Obrázek 4.2: Doplněný model producent-konzument
Jako poznámku je vhodné dodat, že se zahazováńım paket̊u, at’ už z d̊uvodu nedo-
statečné rychlosti konzumenta, či výpadku na vedeńı, poč́ıtaj́ı běžně použ́ıvané protokoly,
jako např́ıklad TCP.
Pro úplnou analýzu a zvládnut́ı problému producent-konzument zbývá odpovědět na
dvě otázky:
• Jak bude prováděna správa společné paměti? Správou paměti se rozumı́ udržováńı in-
formace o stavu zabrané, respektive dostupné paměti. V tomto ohledu je myšlenkově i
implementačně nejjednodušš́ı správa paměti prostřednictv́ım kruhových buffer̊u. Kru-
hový buffer je taková pamět’ová organizace běžného jednorozměrného pole či vektoru,
u které je následńıkem posledńıho prvku prvek prvńı. A naopak předch̊udcem prvńıho
prvku prvek posledńı.
• Jak signalizovat zpracováńı či dostupnost nových dat za použit́ı dané správy paměti?
Producent a konzument se muśı shodnout na hodnotách ukazovátek či index̊u
označuj́ıćıch začátek a konec obsazených dat. Pokud se dodrž́ı pravidlo, že dostupnost
nových dat ze strany producenta (zpracovanost dat ze strany konzumenta) je signa-
lizována protistraně až v okamžiku, kdy jsou data v bufferu platná (data z bufferu
zpracována), nedojde ke čteńı (uvolněńı) dosud neplatných dat.
Producent a konzument si tedy vzájemně zaśılaj́ı zprávy o změně stavu index̊u.
Čekáńı na tyto zprávy se v software typicky realizuje čekáńım na asynchronńı př́ıchod
přerušeńı, př́ıpadně periodickým testováńım na základě události časovače. Naopak
v hardware se obvykle čeká v aktivńı smyčce.
4.1.1 Velikost DMA buffer̊u
Pro daľśı postup v návrhu je nezbytný alespoň teoretický odhad velikosti buffer̊u
v hlavńı paměti. Tyto buffery slouž́ı jako vyrovnávaćı pamět’ pro uložeńı přijatých paket̊u
v okamžiku, kdy procesor zpracovává jiné úlohy než př́ıjem paket̊u. Při všech analýzách
bude uvažován vždy nejhorš́ı př́ıpad, který představuj́ı nejkratš́ı pakety. Z pohledu buffer̊u
toto tvrzeńı plat́ı rovněž.
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Efektivńı zp̊usob komunikace reprezentuje druhá varianta popsaná v části 3.3.4, tj.
dopředná alokace paměti pro př́ıjem paket̊u. V takovéto situaci se alokuj́ı bloky paměti
schopné pojmout největš́ı možné pakety. Pokud ale budou přij́ımány nejkratš́ı pakety,
z̊ustane podstatná část přidělené paměti nevyužita. Ćılem přesto z̊ustává dosažeńı ma-
ximálńı propustnosti, proto neúplné využit́ı paměti nevad́ı.
Rychlost linky 10 Gb/s
PPS 14,8 milion̊u paket̊u
Mezera systémového plánovače 0,05 s
MTU 1522 B
Tabulka 4.1: Základńı údaje pro odvozeńı velikosti buffer̊u
Výchoźı údaje shrnuje tabulka 4.1. MTU znamená maximálńı délku IP paketu v śıti typu
Ethernet (viz část 2.1.1) a PPS počet paket̊u za sekundu. Výpočet PPS vycháźı z minimálńı
délky IP paketu 64 B, mezipaketové mezery 12 B, preambule ethernetového rámce 7 B a
omezovače počátku rámce 1 B (anglicky starting frame delimiter, SFD), dohromady tedy
84 B. PPS se potom vypočte ze vztahu rychlost linkydelka paketu . Dále muśı alokovaná pamět’ pokrýt
nejen okamžik, kdy procesor zpracovává jiné úlohy, ale také dobu, po kterou se provád́ı
samotné zpracováńı paket̊u, tedy dvojnásobek délky mezery systémového plánovače.
Výsledná velikost V se vypočte:
V = 2 ∗MSP ∗ PPS ∗MTU
Po dosazeńı hodnot z tabulky:
V = 2 ∗ 0, 05 ∗ 14, 8 ∗ 106 ∗ 1522 = 2, 25 GB
Pro úplnost je uvedena tabulka 4.2 shrnuj́ıćı velikost buffer̊u pro r̊uzné rychlosti linky.
Rx označuje př́ıjem, Tx odeśıláńı paket̊u.
Rychlost linky Velikost Rx paměti Velikost Tx paměti
1 Gb/s 0,225 GB 12,5 MB
10 Gb/s 2,25 GB 125 MB
40 Gb/s 9,0 GB 500 MB
Tabulka 4.2: Velikost buffer̊u pro př́ıjem při r̊uzných rychlostech śıtě
Horńı odhad množstv́ı potřebné paměti pro odeśıláńı paket̊u je nižš́ı, nebot’ nedocháźı
k fragmentaci paměti alokaćı buffer̊u pro pakety dopředu neznámé velikosti. Velikost
potřebné paměti lze vypoč́ıtat jako množstv́ı dat odeslaných na dané přenosové rychlosti
za dvojnásobnou dobu mezery systémového plánovače, tedy podle vztahu:
V = 2 ∗MSP ∗Rychlost linky
4.1.2 Deskriptor
Pro popis pamět’ového mı́sta slouž́ıćıho k uložeńı paketu v hlavńı paměti se zavád́ı označeńı
deskriptor, nebot’ popisuje konkrétńı instanci struktury sk buff.





Obrázek 4.3: Formát deskriptoru
• Délka. 32bitová hodnota udávaj́ıćı velikost pamět’ového mı́sta. Velikost položky
vycháźı z velikosti prvku data len struktury sk buff, která je typu unsigned int
(viz [1] soubor include/linux/skbuff.h). Uvedený datový typ má velikost 32bit̊u, jak na
32bitové architektuře i386 či i686 (viz [5]), tak na 64bitové architektuře označované
amd64 (viz [10] a [5]).
• Př́ıznaky. 32bitová hodnota obsahuj́ıćı pomocné př́ıznaky, např́ıklad př́ıznak přerušeńı
nebo posledńıho segmentu paketu u scatter/gather přenosu. Velikost je stanovena tak,
aby velikost celého deskriptoru byla zarovnaná na 64 bit̊u.
• Adresa. 64bitová adresa pamět’ového mı́sta. Velikost adresy vyplývá z potřeby použ́ıt
velký logický adresový prostor jádra, aby bylo možné alokovat dostatečné buffery
(viz část 4.1.1). Tento prostor poskytuje 64bitová architektura, která použ́ıvá právě
64bitové adresy.
4.1.3 Princip činnosti
Nyńı bude popsán základńı pracovńı cyklus při odeśıláńı a př́ıjmu paket̊u, každý odděleně.
Odeśıláńı paket̊u
Softwarová část
1. V okamžiku źıskáńı PCI zař́ızeńı, tj. v okamžiku voláńı metody probe (viz 3.3.2),
alokuje ovladač kruhový buffer slouž́ıćı pro uložeńı deskriptor̊u, pracovně označen Tx
Ring. Předá zař́ızeńı počátečńı adresu.
2. Jakmile je aktivováno śıt’ové rozhrańı, aktivuje ovladač odeśıláńı paket̊u v hardware
a očekává př́ıchod paket̊u z jádra.
Pro zjǐstěńı stavu odeslaných paket̊u vytvoř́ı ovladač pamět’ové mı́sto určené pro zápis
ze strany zař́ızeńı. Adresu nastav́ı do př́ıslušného registru v hardware.
3. Pokud existuje paket k odesláńı, jádro vyvolá metodu hard start xmit, ovladač
vytvoř́ı deskriptor, který vlož́ı do př́ıslušného Tx Ringu a následně zaṕı̌se infor-
maci o připraveném paketu do vyhrazeného ř́ıd́ıćıho registru v hardware označeného
sw tx tail.
4. Se signálem přerušeńı synchronizuje oblast obsahuj́ıćı stav odeslaných paket̊u pro
procesor a přečteńım hodnot zjist́ı, kolik paket̊u bylo odesláno. Podle toho uprav́ı Tx
Ring a uvolńı obsah deskriptor̊u.
5. Při uzavřeńı rozhrańı zastav́ı činnost hardware.
6. Při odebráńı zař́ızeńı uvolńı Tx Ring.
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Hardwarová část
1. Po aktivaci čeká zař́ızeńı na zápis ze strany ovladače.
2. S př́ıchodem zápisu do registru sw tx tail vystav́ı požadavek na stažeńı připravených
deskriptor̊u. Po jejich př́ıchodu postupně procháźı jeden po druhém a vytvář́ı
požadavky na přenos dat z pamět’ových mı́st a o délkách uvedených v deskrip-
torech. S každým požadavkem aktualizuje vnitřńı registr sw tx head. Deskrip-
tory naplánované ke zpracováńı tedy lež́ı v Tx Ringu mezi indexy sw tx head a
sw tx tail.








Obrázek 4.4: Organizace paměti a Rx/Tx Ringu
3. Po dokončeńı DMA přenosu informuje řadič př́ıslušný hardwarový DMA buffer,
označen tx dma buffer, který paket odešle do śıt’ového modulu a následně přes
fyzické rozhrańı do śıtě. Informaci o odeslaném paketu uchovává DMA řadič pro
pozděǰśı předáńı ovladači. Toto předáńı proběhne bud’ na základě př́ıznaku přerušeńı
v deskriptoru, nebo po vypršeńı časového intervalu. V obou př́ıpadech se signalizuje
přerušeńı.
Odeśıláńı paket̊u lze tedy chápat jako dvoj́ı realizaci modelu producent-konzument.
Nejprve je třeba na základě signalizace ovladače stáhnout deskriptory a následně tyto zpra-
covat. Což odpov́ıdá odesláńı paketových dat. V obou př́ıpadech je shodně producentem
software a konzumentem hardware.
Př́ıjem paket̊u
Softwarová část
1. Analogicky k předchoźı části, k vytvořeńı Rx Ringu dojde v době źıskáńı PCI zař́ızeńı.
Zař́ızeńı obdrž́ı počátečńı adresu Rx Ringu.
2. Na aktivaci rozhrańı reaguje ovladač tak, že naplńı Rx Ring deskriptory, tj. alokuje
struktury sk buff, a aktivuje př́ıjem paket̊u v hardware.
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3. Následně ovladač čeká na vyvoláńı přerušeńı. Po vyvoláńı přerušeńı zpracuje
přenesené pakety podle aktualizovaného obsahu Rx Ringu a předá je jádru. Namı́sto
použitých deskriptor̊u naplńı nové a informuje hardware o množstv́ı nově dostupných
deskriptor̊u aktualizaćı registru sw rx head.
4. Při uzavřeńı rozhrańı zastav́ı činnost hardware a uvolńı alokované deskriptory.
5. Při odebráńı zař́ızeńı uvolńı Rx Ring.
Hardwarová část
1. Po aktivaci zadá DMA přenos pro stažeńı deskriptor̊u a čeká na př́ıchod dat od
rx dma bufferu.
2. Pro přijatý paket vystav́ı požadavek na přenos do hlavńı paměti. S každým
požadavkem uprav́ı hodnotu registru sw rx tail. Aktualizuje deskriptor délkou
přijatého paketu a zařad́ı jej do fronty pro upload deskriptor̊u zpět do Rx Ringu.
Po dokončeńı přenosu, pokud byl v jednom z deskriptor̊u nastaven př́ıznak přerušeńı,
signalizuje př́ıchod paketu(̊u) ovladači přerušeńım. Funkci popsaných registr̊u a orga-
nizaci paměti ukazuje obrázek 4.4.
3. Po ukončeńı přenosu paketu do hlavńı paměti oznámı́ př́ıslušnému rx dma bufferu,
že byl přenos úspěšně proveden a paket může být uvolněn z paměti na kartě.
Př́ıjem paket̊u má tedy, stejně jako odeśıláńı, charakter dvoj́ı realizace modelu
producent-konzument. Opět se jedná o správu deskriptor̊u a následné přenosy paketových
dat. Avšak role software a hardware je v obou realizaćıch odlǐsná. Pro správu deskriptor̊u
zauj́ımá software roli producenta a hardware konzumenta. Co se týká paketových dat, je
tomu přesně naopak.
4.1.4 Analýza propustnosti
Nyńı, po objasněńı zp̊usobu, jakým bude prob́ıhat komunikace, co všechno poputuje z karty
do hlavńı paměti a naopak, lze určit vyt́ıžeńı a teoretickou propustnost pro celý systém,







Obrázek 4.5: Propojeńı komunikačńıho řetězce
Při analýze propustnosti se zkoumá obousměrný provoz na interńı sběrnici, který
představuje nejhorš́ı př́ıpad. V pr̊uběhu analýzy je rozlǐseno jestli se provoz odehrává na
kanále uplink či downlink interńı sběrnice. Z výpočtu jsou vypuštěny zápisy do registr̊u in-
formuj́ıćı o nově dostupných deskriptorech, jelikož neprob́ıhaj́ı pro každý paket a celkovou
propustnost ovlivńı minimálně.
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1. Stažeńı deskriptor̊u pro Rx. Generuje se jeden požadavek na stažeńı bloku paket̊u
kanálem uplink, ale protože se tato režie amortizuje na celém bloku paket̊u, nebude
uvažována. Pro každý přijatý paket se kanálem downlink přenese jeden deskriptor.
2. Stažeńı deskriptor̊u pro Tx. Plat́ı stejný př́ıpad jako u Rx.
3. Přenos přijatých paket̊u z karty. Zátěž pro uplink, kdy s každým paketem putuje jedna
hlavička IB paketu.
4. Přenos aktualizovaných deskriptor̊u z karty. Zátěž pro uplink, kdy po přijet́ı paketu
muśı být přenesen aktualizovaný deskriptor. Opět přenášen po interńı sběrnici ve
formě IB paketu s hlavičkou obsahuj́ıćıho blok deskriptor̊u. Zátěž se, podobně jako
v prvńım př́ıpadě, amortizuje.
5. Přenos odeśılaných paket̊u do karty. Z karty se odešle požadavek na čteńı z hlavńı
paměti. Kanálem uplink jeden IB paket obsahuj́ıćı pouze hlavičku. Odpověd’ kanálem
downlink, odeśılaný paket jako IB paket s hlavičkou.
6. Aktualizace počtu odeslaných paket̊u. Odeśılá se jednou pro blok paket̊u, proto se
tato zátěž neuvažuje.
Necht’ existuje obecné označeńı
počet Rx paket̊u cRx
počet Tx paket̊u cTx
délka Rx paketu sRx
délka Tx paketu sTx
velikost deskriptoru sd
velikost hlavičky IB paketu sh
S využit́ım právě zavedeného značeńı lze psát:
Operace downlink uplink
1 cRx ∗ sd -
2 cTx ∗ sd -
3 - cRx ∗ (sRx + sh)
4 - cRx ∗ sd
5 cTx ∗ (sTx + sh) cTx ∗ sh
Tabulka 4.3: Zat́ıžeńı interńı sběrnice
Interńı sběrnice je plně duplexńı. Necht’ IBbps označuje rychlost v jednom směru.
V součtu pro downlink tedy plat́ı:
IBbps = cRx ∗ sd + cTx ∗ (sTx + sd + sh)
a pro uplink:









Velikost deskriptoru i hlavičky paketu jsou konstantńı a obě shodně velké 16 B. Nejhorš́ı










Jak lze vidět, je dosaženo identického zat́ıžeńı obou kanál̊u.





























Obrázek 4.6: Graf propustnosti
Závislost počtu přijatých paket̊u na délce paketu a rychlosti sběrnice źıskaná dosazeńım
z rovnice 4.2 do 4.1:
cRx =
IBbps
sRx + sd + sh ∗ (1 + sRx+shsTx+sd )
. (4.4)
S využit́ım vztahu 4.4 s levou stranou rozš́ı̌renou o sRx
sRx ∗ cRx = IBbps
sRx + sd + sh ∗ (1 + sRx+shsTx+sd )
lze sestavit graf na obrázku 4.6. Prostředńı křivka reprezentuje špičkovou propustnost Ether-
netu poč́ıtanou se zátěž́ı 20 B na jeden paket (viz část 4.1.1). Spodńı křivka představuje
propustnost Rx a Tx směru při použit́ı interńı sběrnice na frekvenci 125 MHz, horńı na
frekvenci 250 MHz. Z toho plyne, že pro zpracováńı plného 10 Gb/s toku je třeba interńı
sběrnice alespoň na frekvenci 250 MHz.
Křivky pro Rx a Tx se v grafu překrývaj́ı, to plyne z rovnice 4.3.
K ověřeńı propustnosti celého komunikačńıho řetězce (viz obrázek 4.5) je třeba uvážit
i propustnost systémové sběrnice, tj. PCI-Express. Špičková propustnost použité varianty
této sběrnice je 20 Gb/s (viz část 3.1.1), což je dostačuj́ıćı.
4.2 Ovladač
Softwarová část práce je do značné mı́ry dána rozhrańım jádra. Základńı popis činnosti uve-
dený v předchoźı kapitole bude nyńı doplněn informacemi o zp̊usobu alokace DMA paměti.
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Pro podrobněǰśı popis návrhu ovladače je použit jazyk UML. Konkrétně jde o diagram
př́ıpad̊u užit́ı (viz př́ıloha B), anglicky USE CASE diagram, vytvořený v nástroji bouml.
4.2.1 Mapováńı DMA paměti
V hlavńı paměti budou použ́ıvány následuj́ıćı datové struktury - v jejich seznamu je zároveň
uveden typ alokace s krátkým zd̊uvodněńım volby:
• Rx/Tx Ring. Použije se koherentńı mapováńı, nebot’ jsou vytvářeny v době zavedeńı
modulu, respektive źıskáńı zař́ızeńı, a přetrvávaj́ı v paměti po celý život modulu jádra.
• sk buff pro př́ıjem paket̊u. Vhodné je proudové mapováńı se směrem
PCI DMA FROMDEVICE. Instance jsou alokovány jen dočasně pro jednosměrný přenos
z karty do hlavńı paměti.
• sk buff pro odesláńı paket̊u. Analogicky k předchoźımu, proudové mapováńı se
směrem PCI DMA TODEVICE. Instance jsou alokovány jen dočasně pro jednosměrný
přenos z hlavńı paměti do karty.
• Aktualizace počtu odeslaných paket̊u. Proudové mapováńı se směrem
PCI DMA FROMDEVICE. Přenosy se děj́ı pouze ve směru z karty do hlavńı paměti.
O okamžiku změny obsahu je ovladač informován přerušeńım a může tak vždy
provést synchronizaci obsahu paměti pro procesor.
4.3 Blok ř́ızeńı DMA přenos̊u
Návrh obvod̊u pro ř́ızeńı DMA přenos̊u do značné mı́ry vycháźı ze zkušenost́ı źıskaných při
tvorbě speciálńıho rozhrańı pro přenos dat (viz část 3.4). Jako zbytečné plýtváńı omezenými
zdroji čipu FPGA se ukázala násobná replikace blok̊u realizuj́ıćıch ř́ızeńı DMA přenos̊u.
Paralelně pracuj́ıćı vzájemně nezávislé bloky sice dosahuj́ı vysoké teoretické propustnosti,
ta je ale v konečném d̊usledku limitována propustnost́ı interńı sběrnice (viz část 4.1.4).
Jádro návrhu se oṕırá o replikaci datových položek potřebných pro zpracováńı jednoho
śıt’ového rozhrańı a vytvořeńı společné ř́ıd́ıćı logiky, která periodicky obsluhuje jednot-
livá rozhrańı. Jedná se o časový multiplex na mı́sto prostorového. I přes časový multiplex
lze stále dosáhnout dostatečné propustnosti pro plné vyt́ıžeńı interńı sběrnice. Nesporným
př́ınosem je sńıžeńı množstv́ı zabrané logiky FPGA čipu.
Navrhovaný hardware, na obrázku 3.2 se jedná o blok označený DMA řadiče, bude dále
rozdělen na čtyři spolupracuj́ıćı komponenty. Rozděleńı přehledně ukazuje obrázek 4.7.
Hlavńı komponenty budou popsány dále, nyńı následuje popis bloku na obrázku 4.7
označeného RxDescriptor Request FIFO. V obrázku 4.7 byly zavedeny anglické názvy
pro jednotlivé bloky. Ty vystihuj́ı funkci komponent, a proto budou použity v daľśım textu.
RxDescriptor Request FIFO Pro každý přijatý paket se přenáš́ı do paměti aktualizo-
vaný deskriptor. Abychom znali správnou adresu, kam deskriptor nakoṕırovat, jsou posledńı
vygenerované požadavky na stažeńı těchto deskriptor̊u uloženy do dočasné paměti, odkud
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Obrázek 4.7: Rozděleńı bloku ř́ızeńı DMA přenos̊u do subkomponent
4.3.1 Descriptor download manager
Komponenta (viz obrázek C.1) obstarává př́ısun deskriptor̊u Rx a Tx DMA řadič̊um.
Činnost kontroluje ovladač pomoćı sady registr̊u vyhrazených pro každý kanál. Na obrázku
označeny CONTROL. Pokud je daný kanál aktivńı, konečný automat obsažený v bloku
NEXT DESC cyklicky sleduje stav deskriptor̊u. Signalizuje-li blok NFIFO nedostatek
deskriptor̊u a zároveň obsah registr̊u HEAD a TAIL indikuje dostupnost deskriptor̊u
v př́ıslušném Ringu, vydá povel na jejich stažeńı.
Na pr̊uběh zápisu nových deskriptor̊u dohĺıž́ı blok WE LOGIC. Konec zápisu bloku
deskriptor̊u vyvolá změnu obsahu registrového pole NEXT DESC a zároveň zápis do
RxDescriptor Request FIFO.
NEXT DESC blok obsluhuje zámek bráńıćı vytvořeńı opakovaného DMA požadavku
pro jeden kanál, zat́ımco se předchoźı provád́ı, a také ukládá adresu, odkud budou stahovány
následuj́ıćı deskriptory.
4.3.2 Status update manager
Po dokončeńı př́ıjmu či odesláńı paketu muśı být aktualizován stav Ring̊u. V př́ıpadě Rx
práci obstarává z části hardware a z části ovladač. Hardware aktualizuje použité deskriptory.
K tomu slouž́ı komponenta NFIFO (viz obrázek C.2), ve které jsou uloženy skutečné délky
přijatých paket̊u. RxDESC UPDATE cyklicky kontroluje obsah zmı́něné komponenty a
generuje požadavky na přenos do hlavńı paměti. Ćılovou adresu źıská z RxDescriptor
Request FIFO.
Pokud obsahoval koṕırovaný deskriptor př́ıznak přerušeńı, poznač́ı se tento fakt do tagu
DMA požadavku. Int logic pak zpracovává jak Rx, tak Tx potvrzeńı o DMA a na základě
tagu signalizuje přerušeńı.
Pro směr Tx se udržuj́ı pouze počty odeslaných paket̊u a př́ıznak přerušeńı. Pokud
se změńı hodnota některého z č́ıtač̊u odeslaných paket̊u v bloku TxStatus a je nastaven
př́ıznak přerušeńı, vystav́ı TxStatus UPDATE DMA požadavek. Adresa v hlavńı paměti
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z̊ustává fixńı a nastavuje ji v době inicializace ovladač do registru TxGAddr. Stejně jako
u Rx, v př́ıpadě př́ıtomnosti se př́ıznak přerušeńı poznač́ı v tagu DMA požadavku.
Spolu se zp̊usobem aktualizace byl popsán i mechanismus tzv. synchronńıho přerušeńı,
kdy si ovladač urč́ı, se kterým deskriptorem si přeje být upozorněn. Druhý d̊uvod pro vy-
voláńı přerušeńı nastává při vypršeńı časového intervalu. Ten se zavád́ı, aby nedocházelo ke
stárnut́ı paket̊u, ale obecně i jiných informaćı, v hardware. Kontrolu intervalu provád́ı volně
běž́ıćı č́ıtače, pro každý kanál jeden, a sada registr̊u, rovněž vždy jeden pro kanál. Obsah
registr̊u nastavuje ovladač. Pokud volně běž́ıćı č́ıtač dosáhne hodnoty nastavené v registru,
je signalizováno přerušeńı. Nulováńı volně běž́ıćıch č́ıtač̊u nastane vždy v okamžiku přijet́ı
nebo odesláńı paketu.
4.3.3 Rx DMA controller
Úkolem Rx DMA řadiče (viz obrázek C.3) je vystavovat požadavky na přenos přijatých pa-
ket̊u z odpov́ıdaj́ıćıho DMA bufferu do hlavńı paměti. Činnost ř́ıd́ı konečný automat v bloku
označeném P1. Cyklicky zpracovává vstupy od DMA buffer̊u a pokud má pro daný kanál
k dispozici deskriptor a zároveň paket, vystav́ı DMA požadavek. Po jeho odesláńı předá pa-
rametry požadavku do paměti typu FIFO směrem k bloku P2 a aktualizuje obsah registru
HwEndPtr. Tento registr reprezentuje index do DMA bufferu, odkud budou přenášeny
data.
P2 čeká na potvrzeńı DMA přenosu. V okamžiku přijet́ı potvrzeńı vyzvedne údaj
z fronty od P1, vydá povel pro uvolněńı paketu z DMA bufferu a odešle potřebné informace
do status update manageru.
4.3.4 Tx DMA controller
Blok P1 Tx DMA řadiče (viz obrázek C.4), podobně jako u Rx, cyklicky ověřuje dostupnost
deskriptor̊u. Pokud jsou dostupné, znamená to, že existuj́ı pakety, které se maj́ı odeslat.
Zkontroluje množstv́ı mı́sta v DMA bufferu a vystav́ı DMA požadavek na přenos. Souběžně
předá údaje do fronty, tj. paměti typu FIFO, směrem k P2 a aktualizuje registr HwEn-
dPtr. HwEndPtr udává index, kam bude do Tx DMA bufferu zapsán následuj́ıćı paket.
Po přijet́ı potvrzeńı o DMA přenosu vyzvedne P2 údaje z fronty, informuje DMA buffer
o připraveném paketu a předá informaci o odeslaném paketu do status update manageru.





Následuj́ıćı kapitola obsahuje popis realizace jak softwarové, tak hardwarové části diplomové
práce. Vysvětluje volby provedené v době implementace práce a zároveň jsou odvozeny
d̊usledky těchto rozhodnut́ı. Nezbytnou součást́ı popisu realizace je zhodnoceńı výkonnosti
ve formě rozboru implementace, kde je nejen podán rozbor, ale i náměty pro možná budoućı
vylepšeńı.
5.1 Software
Pro implementaci ovladače je d̊uležité jednoznačně stanovit PCI identifikaci zař́ızeńı (viz
část 3.1.1). Pro śıt’ovou kartu na platformě COMBOv2 jsou použity hodnoty uvedené
v př́ıkladu v části 3.1.1.
Implementačńı jazyk jádra operačńıho systému Linux je jazyk C, stejně tak muśı být
použit pro implementaci ovladače. Ovladač je vytvořen jako samostatný modul, který pro
svou správnou funkci vyžaduje, aby současně s ńım byly zavedeny moduly combo6core a
combov2, jak je uvedeno v části 3.5.
5.1.1 Organizace datových struktur
V předchoźı kapitole byl popsán návrh organizace paměti a také činnost ovladačem vy-
konávaná. Během realizace muśı být návrh převeden do programové podoby. U organizace
paměti to znamená navrhnout takovou strukturu datových typ̊u, aby efektivně pokrývala
d̊uležitou funkcionalitu. Vytvořené struktury a jejich vztah k datovým typ̊um definovaným
v core vrstvě je znázorněn na obrázku 5.1.
Na obrázku 5.1 jsou uvedeny kĺıčové datové struktury a vybrané prvky těchto struktur.
Struktury combo6 a combo6device jsou definovány v core vrstě ovladač̊u COMBO. Struk-
tura net device je definována v jádře OS Linux. Zbylé dvě struktury jsou definovány ve
vytvářeném modulu:
• cv2eth private udržuje společné informace potřebné pro implementaci śıt’ového
ovladače,
• cv2eth netdev udržuje informace specifické pro konkrétńı rozhrańı śıt’ové karty rea-
lizované na platformě COMBOv2.
Poznámka k obrázku 5.1: [n] označuje lineárńı seznam, či pole prvk̊u.
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struct combo6 struct cv2eth private
struct net device
struct cv2eth netdev
struct cv2eth ring *rx ring
struct cv2eth ring *tx ring
struct net device *dev [n]
struct combo6 *combo6
char name[]




struct list head devs [n]
Obrázek 5.1: Vztah datových struktur s vrstvou core
Důvodem proč jsou ukazatele na kruhové buffery umı́stěny ve struktuře se společnými
údaji je, že alokaci prostoru pro popis buffer̊u je pamět’ově efektivněǰśı provést hromadnou
alokaćı. Pokud by byl prostor alokován ve v́ıce kroćıch a velikost alokovaného mı́sta nebyla
zarovnána na velikost stránky, došlo by k nenávratné ztrátě paměti.
Kruhové buffery jsou reprezentovány dvojićı datových struktur zachycených na obrázku
5.2. Celý buffer se skládá z jednotlivých blok̊u svázaných do lineárńıho seznamu. Každý blok
je reprezentován instanćı struktury cv2eth block. Ta, jak je vidět na obrázku, obsahuje
dvě položky. Jsou to virtuálńı adresa bloku a fyzická adresa téhož bloku. Právě tato fyzická
adresa se předává do zař́ızeńı.
void *virt
struct cv2eth block
dma addr t phys
struct cv2eth ring
struct cv2eth block *blocks [n]
Obrázek 5.2: Datové struktury tvoř́ıćı Ring
Výsledná datová struktura má podobu jako na obrázku 5.3. Každý blok kruhového buf-
feru obsahuje deskriptory ukazuj́ıćı na paketové buffery (desc0) a také deskriptory ukazuj́ıćı
na daľśı blok kruhového bufferu (desc1).
5.2 Hardware
V zadáńı diplomové práce jsou nab́ıdnuty dvě možnosti volby implementačńıho jazyka pro
popis hardware: Handel-C a VHDL. Z předchoźıch zkušenost́ı při tvorbě řadič̊u pro speciálńı
śıt’ové rozhrańı szedataII vyplynulo, že Handel-C je jazyk vhodný pro rychlé prototypováńı



















Obrázek 5.3: Výsledná organizace Ringu
Naopak jazyk VHDL je ńızkoúrovňový a umožňuje vysokou kontrolu nad výsledkem
procesu syntézy. Tato kontrola je vykoupena větš́ım množstv́ı textu potřebného k popisu
stejné funkcionality jako v jazyce Handel-C.
Daľśım d̊uležitým faktem pro zvoleńı implementačńıho jazyka je, že zbytek platformy
NetCOPE je realizován v jazyce VHDL. I přesto, že je možné oba jazyky provázat a
komponenty spojit do jednoho celku, vznikaj́ı na rozhrańı mezi takovýmito komponen-
tami problémy. Konkrétńım př́ıkladem jsou generické parametry jazyka VHDL slouž́ıćı
pro parametrizaci entit. Handel-C naopak pro podobné účely použ́ıvá direktivy prepro-
cesoru, např́ıklad #define. Problémem je, že neexistuje standardńı přenositelné rozhrańı
umožňuj́ıćı převod mezi těmito vyjadřovaćımi prostředky jednotlivých jazyk̊u.
Pro implementaci hardware byl tedy zvolen jazyk VHDL. Př́ınos je zřejmý předevš́ım
v přesné kontrole nad časováńım jednotlivých operaćı a kritickými cestami. Toto je sa-
mozřejmě možné i v jazyce Handel-C, ale je potřeba mı́t na paměti, jak programátor zapisuje
jednotlivé konstrukce. Obdobně jako je tomu u běžných programovaćıch jazyk̊u. Analogíı
jsou jazyk C a jazyk symbolických instrukćı.
Pozitivńı dopad na výsledné množstv́ı spotřebované logiky má použit́ı předpřipravených
VHDL komponent, které bud’to př́ımo využ́ıvaj́ı základńıch stavebńıch prvk̊u na čipu, nebo
jsou na tyto prvky mapovány optimálńım zp̊usobem.
Výsledky procesu syntézy bloku ř́ızeńı DMA přenos̊u jsou shrnuty v tabulce 5.1. Je
nezbytné dodat, že pro syntézu byl jako ćılový zvolen FPGA čip firmy Xilinx Virtex5
v provedeńı VLX110T. Generickým parametrem byly zvoleny čtyři śıt’ová rozhrańı a syntéza
byla provedena programem XST ve verzi 10.1.03 pro Linux.
Typ zdroje Zabrané množstv́ı Celkové množstv́ı Procentuálńı vyjádřeńı
registry 1669 69 120 2%
LUT 4623 69 120 6%
Tabulka 5.1: Množstv́ı zdroj̊u zabraných blokem pro ř́ızeńı DMA přenos̊u
Zkratka LUT, z anglického look-up table, označuje pamět’ovou strukturu adresovanou
vstupńımi signály, která se dá použ́ıt bud’to jako pamět’ s jednobitovým výstupem, nebo
k realizaci funkce kombinačńı logiky.
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Maximálńı dosažitelná pracovńı frekvence samotného bloku ř́ızeńı byla nástrojem XST
stanovena na 159,792 MHz. Toto je výborný výsledek zejména při srovnáńı s obdobným
hardware vytvořeným v jazyce Handel-C, kde se maximálńı pracovńı frekvence pohybuje
pod hranićı 130 MHz.
Výsledky syntézy celé śıt’ové karty se čtyřmi rozhrańımi obsahuje tabulka 5.2.
Typ zdroje Zabrané množstv́ı Celkové množstv́ı Procentuálńı vyjádřeńı
registry 17 435 69 120 25%
LUT 20 163 69 120 29%
Block RAM 30 148 20%
Tabulka 5.2: Množstv́ı zdroj̊u zabraných śıt’ovou kartou
5.3 Rozbor implementace
Celá práce se zabývá návrhem a implementaćı vysokorychlostńı śıt’ové karty, proto tato
část obsahuje rozbor výkonnosti softwarové i hardwarové části.
5.3.1 Software
V př́ıpadě software se jedná o událostmi ř́ızený ovladač, jehož činnost do značné mı́ry záviśı
na použitém poč́ıtači, verzi jádra operačńıho systému a jeho nastaveńı. Lze tedy jen obt́ıžně
provést přesný rozbor časové náročnosti jednotlivých operaćı prováděných při zpracováńı
paketu. At’ už vyśılaného nebo přij́ımaného.
Vždy však postač́ı provést určeńı časové složitosti jednotlivých použitých algoritmů
či funkćı. Důležité je si uvědomit, že úkolem ovladače zař́ızeńı je zprostředkovat př́ıstup
k hardwarovým zdroj̊um a jako takový by tedy neměl provádět s daty žádné složité výpočty.
Naopak množina úkol̊u připadaj́ıćıch ovladači muśı být minimálńı. Každá operace z této
množiny v ideálńım př́ıpadě nepřekroč́ı konstantńı časovou složitost. V nejhorš́ım př́ıpadě
lineárńı.
Tvrzeńı o meźıch časové složitosti vyplývá z úvahy nad typem prováděných operaćı.
Rozlǐsit se daj́ı dva typy:
1. Inicializace. Sem patř́ı veškeré operace týkaj́ıćı se registrace ovladače, vytvořeńı
śıt’ových rozhrańı atd. Děje se omezeně krát bez závislosti na množstv́ı přijatých,
odeslaných paket̊u. Očekávaná časová složitost je konstantńı.
2. Zpracováńı paketu. Jedná se předevš́ım o vytvořeńı a zrušeńı datových mı́st pro
uložeńı paketu. Každá jednotlivá operace této skupiny se provád́ı s konstantńı časovou
složitost́ı, ale s každým paketem. V součtu lineárńı časová složitost.
5.3.2 Hardware
Z pohledu hardware se jedná o hodinami ř́ızený výpočetńı stroj implementovaný vždy
v konkrétńım FPGA čipu. Tady lze prozkoumat časovou náročnost až do úrovně počtu
potřebných hodinových impulz̊u, které zkonzumuje daná operace. Zde může nastat, zejména
v př́ıpadě pomalého software, zpomaleńı až úplné zablokováńı. Význam má tedy analyzovat
pouze ideálńı dosažitelný stav.
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Bloková schémata v př́ıloze C zachycuj́ı tok dat v hardware. Chyb́ı zde však infor-
mace v jakých okamžićıch a za jakých okolnost́ı jsou data mezi jednotlivými entitami
předávána. Běh, výměnu a transformaci dat ř́ıd́ı konečné automaty. Ve schématech označeny
FSM, z angl. finite state machine. Každá ze čtyř základńıch komponent obsahuje vždy ale-
spoň jeden konečný automat, které budou nyńı zevrubně popsány spolu s analýzou časové
náročnosti prováděných operaćı a jejich dopadem na celkovou výkonnost systému.
V každé z ńıže popsaných komponent slouž́ı alespoň jeden konečný automat ke gene-
rováńı DMA požadavk̊u. Zp̊usob odeśıláńı požadavk̊u je společný a je optimalizován tak,
aby zab́ıral co nejméně zdroj̊u čipu, ale zároveň byl dostatečně rychlý. Celý požadavek má
velikost 128 bit̊u. Nejprve je tedy ve dvou kroćıch zapsán do paměti o datové š́ı̌rce 64 bit̊u,
odkud je odeslán dál ke zpracováńı. Zápis DMA požadavku je ř́ızen automaty a vždy zabere
dva takty.
Při rozboru výkonosti konečných automat̊u neńı uvažováno zpožděńı zp̊usobené nedo-
statečnou propustnost́ı interńı sběrnice. Uvažuje se tedy sběrnice o neomezené rychlosti.
Analýza slouž́ı ke zjǐstěńı maximálńıch možných rychlost́ı a d́ılč́ıch parametr̊u potřebných
k dosažeńı této rychlosti. Př́ıpadně ukáže zp̊usoby a prostředky jak výkonnost zvýšit.
Komponenta DDM
Komponenta DDM, nebo-li Descriptor Download Manager, obsahuje dva konečné auto-
maty:
1. WE LOGIC - jak již bylo uvedeno v části 4.3, stará se o korektńı zápis nově
př́ıchoźıch deskriptor̊u a aktualizuje potřebné synchronizačńı př́ıznaky a ukazatel na
následuj́ıćı deskriptor.
Konečný automat nevkládá žádné čekaćı stavy a všechny př́ıchoźı zápisové transakce
obsluhuje v témže taktu. Výkonnost tedy nijak neomezuje.
2. NEXT DESC - jednoduchý konečný automat. Pokud jsou splněny všechny
přechodové podmı́nky, sestav́ı v jednom kroku DMA požadavek. Zápis do výše
zmiňované paměti trvá dva takty. Po zapsáńı čeká na převzet́ı požadavku.
Jeden běh automatu pro vytvořeńı požadavku trvá osm takt̊u. Jeden takt výpočet,
dva takty zápis do paměti, pět takt̊u převzet́ı. Doba potřebná k převzet́ı požadavku
záviśı na datové š́ı̌rce, kterou je požadavek vyč́ıtán z paměti. Uvažována bude datová
š́ı̌rka 32 bit̊u, nebot’ odpov́ıdá rozděleńı datové š́ı̌rky 128 bit̊u pro DMA požadavek
mezi čtyři hlavńı komponenty. Doba převzet́ı je tedy 128/32 plus jeden režijńı takt.
Tyto DMA požadavky slouž́ı ke stažeńı deskriptor̊u, které prob́ıhaj́ı po bloćıch.
Bude-li jeden blok obsahovat čtyři deskriptory, je celková velikost přenášeného bloku
deskriptor̊u 4 ∗ 16 = 64 B.
Jeden požadavek na deskriptory z předchoźıho př́ıkladu obslouž́ı čtyři pakety. Doba
potřebná pro vytvořeńı požadavku je 8 takt̊u. Při pracovńı frekvenci 125 MHz a
počtu čtyř deskriptor̊u na blok lze vygenerovat dostatek požadavk̊u pro obsloužeńı
62,5 milion̊u paket̊u za sekundu, zkráceně Mpaket/s. Zvětšeńım počtu deskriptor̊u






Kde N je požadovaná výkonnost v počtu paket̊u za sekundu, pdb počet deskrip-
tor̊u přenášených v jednom bloku, f pracovńı frekvence a pt počet hodinových takt̊u
potřebných k vystaveńı požadavku, tj. 8.
Důležité je poznamenat, že celý výpočet uvažuje pouze jeden kanál jedńım směrem.
Pokud bude použito v́ıce śıt’ových rozhrańı, rozděĺı se výkonnost rovným d́ılem mezi
všechna rozhrańı a směry. To vyplývá z principu časového přeṕınáńı obsluhy mezi
rozhrańımi.
Komponenta SUM
Komponenta SUM, nebo-li Status Update Manager, obsahuje rovněž dva konečné auto-
maty. Vzájemný vztah těchto automat̊u je však komplikovaněǰśı než v předchoźım př́ıpadě.
Oba slouž́ı k vytvářeńı DMA požadavk̊u. Pro pochopeńı funkce je d̊uležité uvědomit si
rozd́ıl mezi př́ıjmem a odeśıláńım paket̊u popsaným v části 4.1.4. Ve zkratce, pro př́ıjem
paket̊u je nezbytné pośılat aktualizované deskriptory zpět do hlavńı paměti, pro vyśıláńı
postač́ı aktualizovat počet odeslaných paket̊u.
1. RxDESC UPDATE - vytvář́ı DMA požadavky pro přenos aktualizovaných deskrip-
tor̊u zpět do hlavńı paměti. Prakticky se jedná o identickou činnost jako v př́ıpadě
automatu NEXT DESC. Rozd́ılný je směr přenosu.
Drobná odlǐsnost je i v době potřebné k vytvořeńı DMA požadavku, která spoč́ıvá
v přidaném přechodu, který slouž́ı k vyzvednut́ı informaćı o ćılové adrese v hlavńı
paměti z komponenty RxDescriptor Request FIFO (viz obrázek 4.7). Doba prove-
deńı se tedy může v závislosti na připravenosti dat v uvedené komponentě prodloužit.
Jednoduchou úvahou lze ověřit, že data budou v paměti fifo vždy připravena a přidané
zpožděńı bude právě jeden takt, během něhož jsou data z paměti vyč́ıtána. Úvaha je
taková, že data se zapisuj́ı do paměti fifo právě v okamžiku odesláńı požadavku auto-
matem NEXT DESC. Pamět’ fifo pak potřebuje alespoň jeden takt, než budou data
připravena na výstupu. Než-li však informace o přijatém paketu doraźı do komponenty
SUM, muśı být vytvořen požadavek na přenos paketu v Rx dma řadiči. Součást́ı vy-
staveńı požadavku, jak bylo popsáno v úvodu této části, jsou vždy dva takty, kdy je
koṕırován do paměti.
Vztah pro propustnost je identický (viz rovnice 5.1), až na hodnotu jmenova-
tele pt, která je rovna 9. Propustnost dosažitelná za shodných parametr̊u je tedy
55,5 Mpaket/s.
Pokud bude použito souběžně v́ıce rozhrańı, provád́ı se časové přeṕınáńı obsluhy, a
proto se propustnost rovnoměrně rozděĺı mezi počet rozhrańı. Ne však mezi oba směry.
Pokud tedy bude mı́t śıt’ová karta 2 rozhrańı, propustnost se sńıž́ı dvakrát. Důvodem
je asymetričnost směru Tx, kde se přenáš́ı pouze počet paket̊u.
2. TxSTATUS UPDATE - vytvář́ı požadavky pro přenos počtu odeslaných paket̊u
do hlavńı paměti. Pro každé rozhrańı je k dispozici 32-bitový č́ıtač, jehož hodnota
muśı být zkoṕırována. Parametry pro DMA požadavek jsou dány předem. Globálńı
adresa nastavena v registru, délka určena v době překladu, stejně tak lokálńı adresa,
jako i směr přenosu a značka. Nav́ıc s ohledem na použit́ı č́ıtač̊u je výsledné chováńı
agreguj́ıćı, tj. pro přenos je ned̊uležité jestli se předává informace o jednom odeslaném
paketu, nebo o tiśıćıch.
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Pokud lze ukázat, že automat má možnost pravidelně vystavovat DMA požadavky,
neńı třeba dále analyzovat propustnost, právě s ohledem na agregaci počtu paket̊u.
Nestárnut́ı, tj. možnost odeśılat data, je zřejmá ze zp̊usobu přidělováńı času obsluhy.
Jedná se o implementaci cyklické obsluhy s výzvou. Po řadě dostává možnost pracovat
automat RxDesc Update pro každé rozhrańı a následně je jedna výzva přidělena
pro TxSTATUS UPDATE. Pod́ıl přiděleného času je tedy počet rozhrańı ku jedné
ve prospěch Rx, které přenáš́ı výrazně větš́ı objem dat a nemá možnost agregace.
Pro úplnost př́ıklad propustnosti, kterou je schopen automat TxSTA-
TUS UPDATE obsloužit. Počet takt̊u pro vystaveńı požadavku je 8, pro





Význam proměnných je zachován, počet deskriptor̊u v bloku je nahrazen proměnnou
ppp udávaj́ıćı počet přenesených paket̊u. Tato proměnná může nabývat hodnot od 1 do
232−1. Tomu tedy odpov́ıdá i propustnost od 15,6 Mpaket/s až řádově 1016 Mpaket/s.
Je evidentńı, že nijak analyzovaný systém neomezuje.
Komponenta Rx DMA controller
Rx DMA řadič obsahuje jeden konečný automat, který vytvář́ı požadavky na přenos
přijatých paket̊u do hlavńı paměti. Tento automat, pracovně označen NEW PACKET,
spadá do bloku P1 (viz obrázek C.3). Automat ř́ıd́ı výpočet potřebných údaj̊u pro DMA
požadavek, který sestavuje do pomocné paměti. Opět tedy celková doba sestává z výpočtu
délky, sestaveńı v paměti a následného předáńı zbylé části designu. Celý cyklus trvá 9 takt̊u.






Pracovńı frekvence bude uvažována stejná jako v předcházej́ıćım textu, tj. 125 MHz a
počet takt̊u pt je 9. Výsledná výkonnost N = 13, 88 Mpaket/s. Pro dosažeńı vyšš́ı rychlosti
lze zkrátit dobu potřebou pro předáńı požadavku. Samotný výpočet potřebných údaj̊u trvá
pouhé 3 takty. Pokud by byl požadavek předán v celé své datové š́ı̌rce paralelně, zmenšil
by se počet potřených takt̊u a dosažitelná výkonnost se ztrojnásobila.
Komponenta Tx DMA controller
Tx DMA řadič je př́ımou analogíı Rx řadiče a rovněž obsahuje jeden konečný automat,
který vytvář́ı požadavky na přenos, tentokrát ovšem odeśılaných paket̊u z hlavńı paměti
do hardwarového bufferu karty. Opět je automat pracovně označen NEX PACKET a
je realizován v bloku P1 (viz obrázek C.4). Pro odesláńı DMA požadavku je nezbytné
vypoč́ıtat potřebné údaje, jako jsou délka přenášených dat a lokálńı adresa určuj́ıćı pozici
v hardwarovém bufferu.
Globálńı adresa je dána pevně obsahem deskriptoru, směr přenosu a značka jsou kon-
stanty známé již v době překladu.
Doba sestaveńı a odesláńı DMA požadavku je opět 9 takt̊u a pro výpočet tedy plat́ı
vztah 5.3. Dosažitelná výkonnost s hodnotami shodnými s předchoźım výpočtem je rovněž
P = 13, 88 Mpaket/s.
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K dosažeńı vyšš́ı propustnosti lze opět zkrátit dobu potřebnou k odesláńı DMA
požadavku, nebot’ samotný výpočet potřebných údaj̊u trvá pouhé tři takty. V optimálńım
př́ıpadě lze tedy dosáhnout trojnásobné propustnosti při zachováńı pracovńı frekvence.
Poznatky źıskané analýzou
Komponenty ř́ıd́ıćı přenos deskriptor̊u, tj. DDM a SUM, nejsou, podle očekáváńı, kri-
tickým mı́stem. Propustnost dosažitelná v rámci omezeńı kladených těmito komponentami
je snadno škálovatelná úpravami popsanými výše.
Komponenty ř́ıd́ıćı samotný přenos paket̊u jsou výkonnostně kritické a určuj́ı maximálńı
dosažitelnou propustnost. Zvýšeńı propustnosti je možné pouze za cenu změny hardwarové




Po provedeńı implementace je nezbytné ověřit jej́ı správnost. Ověřeńı funkčnosti je proto
věnována tato kapitola.
6.1 Software
Prvńım krokem je otestovat funkcionalitu ovladače vztahuj́ıćı se k registraci zař́ızeńı a
přeṕınáńı designu. Toto je umožněno d́ıky PCI identifikaci karty, podle ńıž se zaváděj́ı
potřebné moduly do jádra operačńıho systému.
V reálu bylo tedy úspěšně odzkoušeno zaváděńı a odstraňováńı modulu z jádra. Při
zaváděńı modulu se provád́ı registrace PCI zař́ızeńı a bylo tedy ověřeno, že tato obsluha
rovněž pracuje správně, nebot’ ovladač źıskal př́ıstup ke kartě. V tomto kroku se také provád́ı
registrace funkčně specifického ovladače u modulu core vrstvy, tj. combo6core. Ta rovněž
pracuje správně a pro ověřeńı slouž́ı následuj́ıćı výpis programu csid -s:
1. Board : combov2
2. Addon : unknown
3. Chip : unknown
4. LAN ports: 4/4 (RX/TX)
5. Firmware : ok
6. SW : 0x41c10600
7. HW : 0x00050000
8. Text : NIC_NetCOPE
9.
10. Device [combo6] cv2eth
11. (0x41c10600-0x41c106ff) {}: active
Testováńı bylo provedeno na stroji medoc.liberouter.org vybaveného kartou COMBOv2.
Pro ověřeńı správnosti registrace ovladače jsou d̊uležité zejména řádky 10 a 11 předchoźıho
výpisu. Ty ukazuj́ı, jaký funkčně specifický modul je k dispozici, a také jestli je schopen
pracovat s aktuálńım hardware (položka active).
Součást́ı zaváděného designu je i PCI identifikace, která je v př́ıpadě testovaného hard-
ware vidět na následuj́ıćım výpisu př́ıkazu lspci -v -s 08:00 -n:
1. 08:00.0 Class 0200: 18ec:c032
2. Subsystem: 18ec:0100
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3. Flags: bus master, fast devsel, latency 0, IRQ 222
4. Memory at dc000000 (64-bit, non-prefetchable) [size=1M]
5. Memory at d8000000 (64-bit, non-prefetchable) [size=64M]
6. Memory at dc100000 (32-bit, non-prefetchable) [size=1M]
7. [virtual] Expansion ROM at dc300000 [disabled] [size=1M]
8. Capabilities: <available only to root>
Identifikaci ukazuj́ı řádky 1 a 2 a lze vidět, že odpov́ıdá př́ıkladu uvedenému v části
3.1.1. Stejné údaje je možné extrahovat i ze soubor̊u umı́stěných v adresářové struktuře
s kořenem /sys/bus/pci/devices.
Finálńım krokem je ověřeńı dostupnosti vytvářených śıt’ových rozhrańı a test odesláńı
a př́ıjmu paket̊u. Nová rozhrańı ukazuje výstup programu ifconfig -a:
cv2eth00 Link encap:Ethernet HWaddr 00:11:17:FF:FF:00
BROADCAST MULTICAST MTU:1500 Metric:1
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:0 (0.0 b) TX bytes:0 (0.0 b)
cv2eth01 Link encap:Ethernet HWaddr 00:11:17:FF:FF:01
BROADCAST MULTICAST MTU:1500 Metric:1
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:0 (0.0 b) TX bytes:0 (0.0 b)
cv2eth02 Link encap:Ethernet HWaddr 00:11:17:FF:FF:02
BROADCAST MULTICAST MTU:1500 Metric:1
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:0 (0.0 b) TX bytes:0 (0.0 b)
cv2eth03 Link encap:Ethernet HWaddr 00:11:17:FF:FF:03
BROADCAST MULTICAST MTU:1500 Metric:1
RX packets:0 errors:0 dropped:0 overruns:0 frame:0
TX packets:0 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:0 (0.0 b) TX bytes:0 (0.0 b)
Pro ověřeńı funkčnosti odeśıláńı a př́ıjmu paket̊u posloužil program tcpreplay. Na
kombinaci testovaćıch stroj̊u medoc.liberouter.org a morgon.liberouter.org zapojených proti
sobě. Výsledek testovaćıch přenos̊u ukazuje opět výpis př́ıkazu ifconfig:
cv2eth00 Link encap:Ethernet HWaddr 00:11:17:FF:FF:00
inet addr:10.0.0.1 Bcast:0.0.0.0 Mask:255.255.255.0
inet6 addr: fe80::211:17ff:feff:ff00/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
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RX packets:5 errors:0 dropped:0 overruns:0 frame:0
TX packets:6 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:378 (378.0 b) TX bytes:468 (468.0 b)
Z výpisu je patrné, že bylo odesláno pět paket̊u a přijato šest.
6.2 Hardware
Prvńım krokem při ověřováńı správnosti hardware je simulace popisu v jazyce VHDL.
Pro tento účel byl použit program ModelSim SE ve verzi 6.5 od společnosti Mentor Gra-
phics. Simulace proběhly jak nad jednotlivými stavebńımi bloky DMA řadič̊u, tak nad celou
śıt’ovou kartou. Simulace odhalily několik implementačńıch chyb, následně odstraněných,
a prokázaly funkčnost implementace. Stejně tak posloužily k ověřeńı výsledk̊u analýzy
výkonnosti popsané v části 5.3.2.
Problémem funkčńı simulace je časová náročnost jej́ıho provedeńı a obvykle tedy slouž́ı
pouze pro ověřeńı základńı funkčnosti. Pokročileǰśı prostředkem pro ověřeńı správnosti im-
plementace před jej́ım převedeńım do hardware je funkčńı verifikace. Obvykle vytvořená tak,
že realizuje řadu možných pr̊uběh̊u činnosti testovaného obvodu. Výhodou je autonomnost
prováděńı testu, které ř́ıd́ı samotné verifikačńı prostřed́ı a dokáže pokrýt v́ıce př́ıpustných
stav̊u, než pouhá funkčńı simulace.
Verifikace implementovaných řadič̊u je ve fázi př́ıprav.
Ověřeńı funkčnosti v reálném provozu bylo provedeno společně s testem software.
Zátěžové testy prozat́ım neprošly, nicméně na nalezeńı a odstraněńı chyb se pracuje. Také je
d̊uležité poznamenat, že śıt’ovou kartu netvoř́ı pouze komponenty a ovladač implementovaný
v rámci diplomové práce, ale celá řada daľśıch hardwarových a softwarových komponent.




Ćılem diplomové práce bylo navrhnout a realizovat softwarové a hardwarové prostředky pro
přenos paket̊u prostřednictv́ım standardńıho śıt’ového rozhrańı jádra operačńıho systému
Linux. Proto bylo nejprve třeba nastudovat problematiku poč́ıtačových śıt́ı, metodiku im-
plementace hardware a ovladač̊u zař́ızeńı. Teoretické poznatky źıskané v pr̊uběhu př́ıpravy
na realizaci diplomové práce doplnit znalostmi konkrétńı platformy, pro niž jsou ovladač a
DMA řadiče určeny. Tyto poznatky jsou shrnuty v úvodńıch kapitolách práce.
Na teoretických základech je postaven návrh, jehož ćılem bylo dosažeńı špičkové pro-
pustnosti 10 Gb/s. V pr̊uběhu návrhu byla také provedena analýza propustnosti systému,
která ukázala, že pro dosažeńı této rychlosti je nezbytná dostatečně kvalitńı infrastruk-
tura na čipu FPGA, předevš́ım pak interńı sběrnice. Podle návrhu byla následně provedena
implementace, jej́ıž rozbor lze nalézt v textu. Výsledky rozboru ukázaly, že současná im-
plementace je schopná zpracovat v́ıce než 13 milion̊u paket̊u za vteřinu! Z analýzy také
vyplynula daľśı možná vylepšeńı propustnosti.
Posledńım krokem bylo ověřeńı funkčnosti celé práce na ćılové platformě, které odha-
lilo problémy při komunikaci mezi hardware a software na vyšš́ıch rychlostech. Avšak po
odstraněńı současných nedostatk̊u a vyladěńı zbývaj́ıćıch parametr̊u systému bude možné
provést výkonnostńı měřeńı v reálném provozu.
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[3] Poč́ıtačová śıt’. WWW, [Online],[cit. 2008-12-12].
URL <http://cs.wikipedia.org/wiki/Pocitacova_sit>
[4] Wavelength-divison multiplexing. WWW, [Online],[cit. 2008-12-12].
URL <http://en.wikipedia.org/wiki/Wavelength-division_multiplexing>
[5] Corbet, J.; Rubini, A.; Kroah-Hartman, G.: Linux Device Drivers. O‘Reilly, třet́ı
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[10] Matz, M.; Hubička, J.; Jaeger, A.; aj.: System V Application Binary Interface:
AMD64 Architecture Processor Suplement. [Online],[ver. 0.99],[cit. 2008-12-20].
URL <http://www.x86-64.org/documentation/abi-0.99.pdf>
[11] PCI-SIG: PCI Local Bus Specification. PCI Special Interest Group, Prosinec 1998,
[rev. 2.2].
[12] PCI-SIG: PCI Express Base Specification. PCI Special Interest Group, Březen 2005,
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Obrázek B.1: Diagram př́ıpad̊u užit́ı
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B.2 Popis př́ıpad̊u užit́ı
B.2.1 UC00 insert module
Podmı́nka provedeńı V poč́ıtač je připojena odpov́ıdaj́ıćı karta.
Stav po provedeńı V jádře OS je registrován odpov́ıdaj́ıćı počet śıt’ových rozhrańı.
Prováděné kroky
1. Do jádra OS je zaveden modul ovladače.
2. Pro každé rozhrańı se alokuj́ı Rx/Tx Ringy.
3. Rozhrańı se zaregistruj́ı v rámci operačńıho systému.
B.2.2 UC01 open
Podmı́nka provedeńı Rozhrańı je neaktivńı.
Stav po provedeńı Rozhrańı je připraveno pro př́ıjem a odeśıláńı paket̊u.
Prováděné kroky
1. Je aktivováno vybrané rozhrańı.
2. Pro př́ıjem paket̊u jsou alokovány deskriptory.
3. Nastav́ı se registry hardware pro dané rozhrańı.
4. Spust́ı se hardware pro dané rozhrańı.
B.2.3 UC02 stop
Podmı́nka provedeńı Rozhrańı je připraveno pro př́ıjem a odeśıláńı paket̊u.
Stav po provedeńı Rozhrańı je neaktivńı.
Prováděné kroky
1. Je vypnuto vybrané rozhrańı.
2. Zastav́ı se hardware pro dané rozhrańı.
3. Počká se na dokončeńı rozpracovaných přenos̊u.
4. Uvolńı se deskriptory pro př́ıjem paket̊u.
B.2.4 UC03 remove module
Podmı́nka provedeńı Všechna rozhrańı jsou neaktivńı.
Stav po provedeńı V jádře nejsou nadále dostupná žádná odpov́ıdaj́ıćı śıt’ová rozhrańı.
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Prováděné kroky
1. Registrovaná rozhrańı se odejmou z jádra OS.
2. Uvolńı se alokované Rx/Tx Ringy.
3. Z jádra OS je odstraněn modul ovladače.
B.2.5 UC04 hard start xmit
Podmı́nka provedeńı V Tx Ringu je dostupný volný deskriptor.
Stav po provedeńı Paket je předán hardware k odesláńı.
Prováděné kroky
1. Pro sk buff je vytvořeno DMA mapováńı z hlavńı paměti do zař́ızeńı.
2. Je vytvořen odpov́ıdaj́ıćı deskriptor.
3. Deskriptor je zařazen na konec Tx Ringu.
4. Hardware je informován o novém deskriptoru.
Alternativńı provedeńı
Podmı́nka provedeńı Zař́ızeńı je schopné provádět SG přenosy a odeśılaný paket je
uložen v několika nespojitých bloćıch.
Stav po provedeńı Paket je předán hardware k odesláńı.
Prováděné kroky
1. Zkontroluje se dostupnost odpov́ıdaj́ıćıho množstv́ı deskriptor̊u v Tx Ringu.
2. Pro každý sk buff je vytvořeno DMA mapováńı z hlavńı paměti do zař́ızeńı.
3. Jsou vytvořeny odpov́ıdaj́ıćı deskriptory.
4. Posledńı deskriptor je označen př́ıznakem konce paketu.
5. Deskriptory jsou zařazeny na konec Tx Ringu.
6. Hardware je informován o nových deskriptorech.
B.2.6 UC05 tx timeout
Podmı́nka provedeńı Signalizace o zpracováńı paketu nedoraźı v nastaveném časovém
intervalu.
Stav po provedeńı Paket je zpracován.
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Prováděné kroky
1. Je provedena kontrola stavu přerušeńı v registrech hardware.
2. Provede se kontrola počtu odeslaných paket̊u.
3. Uvolńı se alokovaný deskriptor.
4. Pro sk buff je zrušeno DMA mapováńı.
5. sk buffy jsou uvolněny.
6. Obsah hardwarových registr̊u je aktualizován.
7. Pokud byla zastavena, aktivuje se fronta pro odeśıláńı paket̊u.
B.2.7 UC06 net device stats
Podmı́nka provedeńı Rozhrańı je registrováno v jádře OS.
Stav po provedeńı Jádro OS źıskalo statistiky.
Prováděné kroky
1. Provede se předáńı shromážděných statistik.
B.2.8 UC07 poll
Podmı́nka provedeńı Rozhrańı je zařazeno v seznamu obsluhy výzvou (poll).
Stav po provedeńı Přijaté pakety jsou předány jádru.
Prováděné kroky
1. Provede se kontrola Rx Ringu.
2. Modifikované deskriptory jsou zpracovány a odpov́ıdaj́ıćı sk buffy jsou předány
jádru.
3. Alokuj́ı se nové sk buffy.
4. Jsou vytvořeny odpov́ıdaj́ıćı deskriptory a zařazeny do Rx Ringu.
5. Provede se aktualizace registr̊u hardware obsahuj́ıćıch indexy do Rx Ringu.
6. Pokud byly zpracovány všechny přijaté pakety, povoĺı se v hardware přerušeńı pro
př́ıjem paket̊u.
B.2.9 UC08 change mtu
Podmı́nka provedeńı Rozhrańı je neaktivńı.
Stav po provedeńı Nastavená nová hodnota MTU.
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Prováděné kroky
1. Zkontroluje se, zda je rozhrańı neaktivńı.
2. Nastav́ı se nová hodnota MTU.
B.2.10 UC09 interrupt rx
Podmı́nka provedeńı Hardware je spuštěn, signalizováno Rx přerušeńı.
Stav po provedeńı Aktivována obsluha př́ıjmu paket̊u výzvou.
Prováděné kroky
1. Přečte se vektor přerušeńı.
2. Zablokuje se Rx přerušeńı v hardware pro všechny signalizuj́ıćı rozhrańı.
3. Všechna signalizuj́ıćı rozhrańı jsou zařazena do seznamu obsluhy výzvou.
B.2.11 UC09 interrupt tx
Podmı́nka provedeńı Hardware je spuštěn, signalizováno Tx přerušeńı.
Stav po provedeńı Struktury odpov́ıdaj́ıćı odeslaným paket̊um jsou uvolněny.
Prováděné kroky
1. Pro sk buffy je zrušeno DMA mapováńı.
2. sk buffy jsou uvolněny.
3. Jsou uvolněny všechny deskriptory odpov́ıdaj́ıćı odeslaným paket̊um z Tx Ringu.
4. Jádro je informováno o odesláńı paket̊u.

































Obrázek C.1: Komponenta descriptor download manager
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Obrázek C.2: Komponenta status update manager
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Obrázek C.3: Komponenta Rx DMA controller
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Obrázek C.4: Komponenta Tx DMA controller
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