Abstract: This paper presents a comparative study of position control for Permanent Magnet DC motor (PMDC). A comparison between the Proportional-IntegralDerivative (PID) controller tuned using Particle Swarm Optimization technique (PID-PSO), and using Genetic Algorithm technique (PID-GA) has been introduced. The proposed strategy is intended to improve the performance of conventional PID controller by using different optimization techniques and selecting the best one. The MATLAB/SIMULINK toolbox is used to model and simulate the PMDC Motor accurately, since the model of modest accuracy cannot be expected to give fair comparison of different controllers. The performance of both controllers is evaluated to explain the main characteristics of each one.
Introduction
In spite of the development of power electronics resources, the direct current machines are becoming more and more useful. The PMDC motor is one of the most widely used prime movers in industry today. PMDC motors used in many applications such as steel rolling mills, electric tracking systems, textile mills including weaving and spinning, robotic manipulators, electric vehicle, etc [1, 2] . The position control of PMDC motor can be adjusted to a great extent so as to provide easy control and high performance. There are several conventional and numerical controller types intended for controlling the position of PMDC motor. This includes: PID Controller, Fuzzy Logic Controller; or the combination between them, in addition to optimized PID controllers including PID-PSO and PID-GA. Conventional proportional-integral-derivative controller (PID) is widely used in industrial applications due to its simplicity in structure and ease to design. However it is difficult to achieve the desired control performance without controller tuning. Tuning is important parameter for the best performance of PID controllers. PID controllers can be tuned in a variety of ways including hand tuning Ziegler Nichols tuning; Cohen-Coon tuning and Z-N step response, but these have their own limitations. Soft computing techniques like Genetic Algorithm and Particle Swarm Optimization have proved their excellence in giving better results by improving the steady state characteristics and performance indices [3] .
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The PID controller calculation involves three separate parameters: proportional, integral, and derivative values. The proportional value determines the reaction of the current error. The integral value determines the reaction based on the sum of recent errors, and derivative value determines the reaction based on the rate at which the error has been changing. The weighted sum of these three actions is used to adjust the process via the final control element [3, 4] . The typical PID control law in its standard form is given by equation (1) .
where, e (t) is the system error (difference between the reference input and the system output) k p is the proportional gain, k d is the derivative gain, and k i is the integral gain. The general effects of control parameters are summarized in Table ( 
Mathematical Model of PMDC Motor
The goal in the development of the mathematical model is to relate the voltage applied to the armature to the angel of the motor. Two balance equations can be developed by considering the electrical and mechanical characteristics of the system. The following steps are to be made step by step; (2)
̇ (5) where, is the voltage source, is the voltage across the armature resistance , is the voltage across the armature inductance , is the induced voltage, is armature current and is induced voltage (torque) constant.
Mechanical Characteristics of PMDC Motor:
Performing an energy balance on the system, the sum of the torques of the motor must equal zero. Therefore,
where, is the electromagnetic torque, is the torque due to rotational acceleration ̈ of the rotor and the motor moment of inertia , is the torque produced from the angular velocity of the rotor ̇ and its friction coefficient , and is the mechanical load torque. From the above electrical and mechanical system characteristics, the two balance equations of the system can be written as:
2.3Transfer Function:
Using Laplace Transform, the system equations can be written as:
where, denotes the Laplace operator.
From equations (12) and (13), the current ( ) can be expressed as:
From equation (14), the following transfer function can be obtained, where the rotational speed is the output and the voltage is the input [6] .
This transfer function can be represented and created as a model easily by using Simulink Library.
Before any consideration of the above equations, the constant values of the model data must be known. The data of the PMDC motor used in this paper is given in Table ( 2). 
Tuning of PID Controller
Two stochastic optimization techniques will be used to search efficiently the optimal proportional-integral-derivative (PID) controller gains. These are genetic algorithm (GA) and particle swarm optimization (PSO). In this section the two techniques will be outlined to demonstrate their operation.
Genetic Algorithm (GA)
Genetic Algorithm GA is a stochastic global adaptive search optimization technique based on the mechanisms of natural selection. Recently, GA has been recognized as an effective and efficient technique to solve optimization problems [7] . Basically, GA consists of three main stages: Selection, Crossover and Mutation. The application of these three basic operations allows the creation of new individuals which may be better than their parents. The steps involved in creating and implementing a genetic algorithm are as follows:
1-Generate an initial, random population of individuals. 2-Evaluate their fitness (to minimize integral square error). 3-Select the fittest members of the population. 4-Implement crossover operation on the reproduced chromosomes (choosing probabilistically both the crossover site and the mates). 5-Execute mutation operation with low probability. 6-If the termination criteria reached then the process ends. If the termination criteria is not reached search for another best chromosome.
The GA architecture is shown in Figure ( 2).
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Particle Swarm Optimization(PSO)
Particle Swarm Optimization [PSO] is a population-based optimization method first proposed by Eberhart and Colleagues. Some of the attractive features of PSO include the ease of implementation and the fact that no gradient information is required. It can be used to solve a wide array of different optimization problems [8] [9] [10] . The technique is derived from research on swarms such as bird flocking and fish schooling. According to the research results for a flock of birds, birds find food by grouping or flocking and not individually. This observation leads to the assumption that every information is shared inside flocking [10] . The assumption is a basic concept of PSO.
In the PSO algorithm a flock of particles are put into the d-dimensional search space with randomly chosen velocities and positions knowing their best values so far (Pbest) and the position in the d-dimensional space. The velocity of each particle is adjusted according to its own flying experience and the other particles flying experience. For example, the i-th particle 
where, n is number of particles in the group, d is the dimension, t is the pointer of iterations (generations), is the velocity of particle i at iteration t , C 1 , C 2 are acceleration constants , rand() is random number between 0 and 1, is current position of particle i at iterations and W is the inertia weight factor, besti P Best previous position of the i-th particle, Gbest Best particle among all the particles in the population [10] . The structure of the PID controller with optimization algorithms is shown in Figure ( 
Simulation Results
In this section a comparison between PID controller using Particle Swarm Optimization technique (PID-PSO) and PID controller using Genetic Algorithm Optimization technique (PID-GA) is performed.
To make a fair comparison between the two optimization techniques, the two techniques are tried and run for 50 times and the optimized results are stored for evaluation. The comparison is done based on the worst optimized performance (case1) and the best optimized performance (case2) that can be obtained. Table ( 3) shows the parameters of Genetic and PSO algorithms. 
Case 1 (Worst Performance)
In this case the comparison between the worst performance obtained from (PID -PSO) and It is clear that the transient behaviour of the PID-PSO controller in this case is also better than that of PID-GA controller. This can be explained from performance parameters in Table 5 , where the PID-PSO controller achieves less rising time. From the above case studies, it is clear that the PSO response slightly supersedes that of the GA optimization technique.
Conclusion:
In this paper Genetic and PSO algorithms for PID tuning are presented. The angle of a PMDC Motor drive is controlled by PID-PSO and PID-GA controllers. The simulation results show that the proposed controllers can perform an efficient search for the optimal PID controller parameters. By trying a fair comparison, the results show that PID-PSO controller can improve the dynamic performance of the system in a better way compared to PID-GA., however both systems offer excellent steady state response and performance indices. 
