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Abstract 
This thesis details the use of density functional theory to study the mechanisms of 
dehydrocoupling of amine- and phosphine-boranes using a variety of Rh catalysts in 
collaboration with the group of Professor Andrew Weller at the University of Oxford.  
The dehydrocoupling of phosphine-boranes with pre-catalysts [Rh(Ph2P(CH2)2(PPh2)(η6-C6H5F)]+ 
(Chapter 3) and [Rh(Me)(CH2Cl2)(PMe3)(η5-Cp*)]+ (Chapter 4) were studied. For 
[Rh(Ph2P(CH2)2(PPh2)(η6-C6H5F)] + the computed mechanism involves facile P-H activation, B-H 
activation and a rate-limiting B-P coupling process. A functional and basis set study was 
conducted to benchmark against experimental activation parameters. Furthermore, the 
differences in reaction of pre-catalyst [Rh(Me)(CH2Cl2)(PMe3)(η5-Cp*)]+ with H3B-PPh2H and H3B-
PtBu2H, which yield [Rh(PMe3)(η5-Cp*)(PPh2BH3)]+ and [Rh(H)(η5-Cp*)(PtBu2BH2PMe3)]+ 
respectively were rationalised computationally. 
The dehydropolymerisation of monomethylamine-borane H3B-NMeH2 using a range of alkyl-
Xantphos Rh catalysts: neutral [Rh(mer-κ3-P,O,P-Xantphos-iPr)H], and [Rh(mer-κ3-P,O,P-
Xantphos-tBu)H], and cationic [Rh(mer-κ3-P,O,P-Xantphos-iPr)(H)2(η1-H3B-NMeH2)]+, and 
[Rh(mer-κ3-P,O,P-Xantphos-tBu)H2]+ is discussed in Chapter 5. The neutral catalysts were found 
to proceed via different outer-sphere dehydrogenation pathways. [Rh(mer-κ3-P,O,P-Xantphos-
iPr)H] forms free H2B=NMeH and a tri-hydride intermediate while [Rh(mer-κ3-P,O,P-Xantphos-
tBu)H] proceeds through a novel process to form free H2B=NMeH, H2 and regenerate the catalyst 
in one step. A head-to-tail propagation mechanism would then form polyamino-borane 
[H2BNMeH]n. Dehydropolymerisation mechanisms have also been explored for the cationic 
catalysts with [Rh(mer-κ3-P,O,P-Xantphos-tBu)H2]+ being postulated to follow a dehydrogenation 
mechanism involving the formation of boronium cations [(NMeH2)2BH2]+.  
In Chapter 6 a study of the electronic structure and bonding of boron-containing Rh-dimers 
[{Rh(dipp)}2(H)(BH2NH2)]+, [{RhH}2(μ-BNMe2)(μ-dpcm)2(μ-H)]+, and [{Rh(κ3-P,O,P-Xantphos-
iPr)}2B]+ was conducted. All of these species are formed during amine-borane dehydrocoupling 
catalysis.  
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Chapter 1: Introduction 
 
1.1 – Background into the Dehydrocoupling of Amine-Boranes 
Amine-boranes, R3B-NR3, which are isoelectronic with alkanes, R3C-CR3, are of scientific interest 
due to their potential to be used for H2 storage.1, 2 This arises from the simplest amine-borane, 
ammonia-borane H3B-NH3, being an air-stable solid and having 19.6 % weight percentage with 
respect to H2.3 The release of H2 from ammonia-borane can be easily achieved to the point 
where H3B-NH3 is used as a source of H2 in hydrogenation reactions.4-8 However, recharging the 
system with H2 remains a challenge due to the process being thermodynamically unfavourable.9 
There is also interest in the formation of polyamino-boranes, 1-1 (Figure 1-1), which are 
isoelectronic with polyolefins, through the process of amine-borane dehydrocoupling. 1 There 
have been relatively few studies on the properties of polyamino-boranes.1, 10-12, however, they 
have demonstrated the potential to be piezoelectric materials and precursors for BN-based 
materials such as white graphene (which is an anti-pollutant).13, 14 The synthesis of polyamino-
boranes is also less explored relative to polyolefins. The aim, as always when synthesising 
polymeric materials, is to produce long polymer chains with a high average mass (Mn) as well as 
having a polydisperity index (PDI) close to 1.0 which indicates that all polymers being produced 
by the reaction are the same length.  
 
Figure 1-1: General structure of polyamino-borane 
In the synthesis of polyolefins such as polyethylene, ethene can be used as a feedstock as it is 
stable in ambient conditions.15 The isoelectronic amino-borane equivalent, H2B=NH2, is not 
stable as it oligomerises at 123 K meaning that polyamino-boranes cannot be formed through 
the same process as polyolefins. Therefore, to form polyamino-boranes, amine-boranes are 
used as the starting material. This means a dehydrogenation has to take place in order to 
generate the amino-borane in situ before propagation to form the polymer can occur.16 
A generalised scheme for the catalytic dehydrogenation and dehydropolymerisation of amine-
boranes is shown below in Scheme 1-1. The dehydrogenation of secondary amine-boranes, such 
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as H3B-NMe2H, leads to the formation of common intermediates such as the amino-borane 
H2B=NMe2 and the linear dimer H3B-NMe2BH2-NMe2H which both rapidly cyclise, and lose H2 in 
the case of the linear dimer, to form the cyclic dimer [H2BNMe2]2, I. Primary amine-boranes, 
such as H3B-NMeH2, can form polyamino-boranes [H2BNMeH]n, II, when 1 equivalent of H2 is lost 
or borazines [HBNMe]3, III, when 2 equivalents of H2 are lost. The parent H3B-NH3 can also form 
polyamino-boranes [H2BNH2]n, II, and borazines [HBNH]3, III, but can also lose a further 
equivalent of H2 to form polyborazine, IV,  as well as other oligomeric and polymeric materials 
which form when less than 2 equivalents of H2 are lost. However, in principle up to 3 equivalents 
of H2 can be lost from H3B-NH3 and some catalysts have been shown to produce 2.7 equivalents 
of H2.17  
Scheme 1-1: Simplified dehydrocoupling pathways for H3B-NMe2H, H3B-NMeH2, H3B-NH3. 
Adapted from reference No. 18.  
It is possible to dehydrocouple H3B-NH3 without the presence of catalyst upon heating to 393 
K.18-20  Recent work by Alcaraz et al.21 have shown high molecular weight polyamino-boranes can 
be formed without the need for solvent or catalyst by reacting diisopropylamino-borane and 
primary amines. However, this requires low temperature conditions (233 K). There is interest in 
the catalytic formation of polyamino-boranes as catalysts can provide greater control and 
efficiency to a reaction with the first example published by Roberts et al. in 1989.22 Various 
dehydrogenation and dehydrocoupling catalysts including group 1 and 2 metal complexes23-27, 
lanthanides28-32, and frustrated Lewis pairs33, 34 19 are present in the literature. However, 
transition metal catalysis shows the greatest potential for controlling the rate and amount of H2 
release whilst maintaining high catalyst activities.17, 35 Studying the mechanism of these 
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dehydrogenation and dehydropolymerisation reactions is important as a greater understanding 
of the mechanism will allow for greater control of the reaction. This would allow for greater H2 
release, more efficient polymer formation and the ability to extend the polymer library which is 
currently limited when compared to polyolefins.  
Studying the mechanism of amine-borane dehydrocoupling through experimental and 
computational investigation is currently an active field. Recent reviews by Weller et al.35, Paul et 
al.9, and Rossin and Peruzzini36 discuss the published work on amine-borane dehydrocoupling 
thoroughly. Therefore, this chapter will focus on specific studies in order to give a general view 
on what is known about the dehydrogenation and propagation mechanisms of the catalytic 
dehydrocoupling of amine-boranes using transition-metal catalysts. Both heterogeneous and 
homogenous catalysts have been developed for the dehydrocoupling of amine-boranes.    
1.1.1 – Heterogenous Catalysis 
Heterogeneous catalyst systems are some of the most active amine-borane dehydrocoupling 
catalysts reported in the literature. For example Morris et al.37 found that Fe nanoparticles 
formed in situ from [Fe(NCMe2)(PNNP)][BF4]/KOtBu [(PNNP = Ph2PC6H4CH=NCH2)2] exhibit a TOF 
(turn over frequency) of 2400 h-1 which is one of the fastest in the literature. Mechanistic insight 
into the formation of polyamino-boranes via heterogeneous catalysis was published by Manners 
et al.38 Reaction of H3B-NMe2H with a Ni catalyst produced from a Ni/Al alloy yields [H2NBMe2]2 
with a TOF of 3 h-1. The proposed mechanism in Scheme 1-2(A) involves a major pathway where 
H3B-NMe2H loses H2 on-metal and then rapidly dimerises off-metal to form [H2BNMe2]2. A minor 
pathway is also thought to exist where there is on-metal formation of linear dimer H3B-
NMe2BH2-NMe2H before on-metal dehydrocyclisation occurs to form the cyclic dimer. 
Investigations into the dehydrocoupling of H3B-NMeH2 were also carried out (Scheme 1-2(B)). It 
was found that reaction of H3B-NMeH2 in the presence of a 5 mol% loading of Ni saw the 
formation of cyclic borazine [H2BNMeH]3. However, repeating the reaction at a 100 mol% 
loading of Ni saw the formation of [H2BNMeH]n (Mn = 51300 gmol-1, PDI = 1.5). The catalyst 
loading is thought to have such an effect because it alters the concentration of H2B=NMeH, 
formed from the major pathway that is present in the reaction. The amino-borane will be formed 
at higher concentrations at higher catalyst loadings in which case polymerisation will be 
favoured over cyclisation as it is the kinetically favourable process. It was found that H3B-NH3 
reacts in a similar manner.  
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Scheme 1-2: (A) Proposed mechanism for the dehydrocoupling of H3B-NMe2H using Ni 
nanoparticles. (B) Dehydrocoupling of H3B-NMeH2 using Ni nanoparticles. Adapted from 
reference No. 38. 
Other heterogeneous catalysts for the dehydrogenation or dehydrocoupling of amine-boranes 
include Fe complexes developed by Manners et al.39 and Liu et al.40 which react as Fe 
nanoparticles in the catalytic solution. Co, Mn, Ru, Rh, Pt and Pd nanoparticles have also been 
discovered to dehydrocouple amine-boranes.41-51 Sneddon et al. demonstrated an increase in 
the rate of H2 produced when conducting heterogeneous amine-borane dehydrocoupling using 
ionic liquids as a solvent which complemented their work on the non-catalysed dehydrogenation 
of amine-boranes.52, 53 It was also discovered that different products were observed depending 
on the ionic liquid used (Scheme 1-3). For example, using Ru nanoparticles (produced from 
[RuCl2(PMe3)4]) as a catalyst, the ionic liquid [emim][O3SOEt]  (emim = 1-ethyl-3-
methylimidazole) saw a mixture of borazine and polyborazine form, while reaction with  
[bmim][Cl] (bmim = 1-butyl-3-methylimidazole) would form polyamino-borane. This allowed for 
greater control in heterogeneous catalysis and was exploited by Baker et al.54 when developing 
liquid fuel cell mixtures.  
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Scheme 1-3: The dehydrogenation of H3B-NH3 in different ionic liquids. Adapted from reference 
No. 53. 
1.1.2 – Homogeneous Catalysis 
As discussed previously, the transition-metal catalysed dehydrocoupling of amine-boranes must 
involve the dehydrogenation of the amine-borane to form amino-borane in situ prior to 
propagation to form polymer. In general, the dehydrogenation of amine-boranes using 
homogeneous catalysis follows three main pathways shown in Scheme 1-4. Firstly, the reaction 
can proceed through an initial B-H activation mechanism (Section 1.1.2.1). Here, the amine-
borane binds to the metal centre to form an amine-borane σ-complex, V, before proceeding 
through a B-H activation to form a base-stabilised boryl intermediate, VI. An N-H activation then 
produces free amino-borane and a di-hydride intermediate, VII, which loses H2 to regenerate 
the active catalyst. The dehydrogenation of amine-borane can also occur via an initial N-H 
activation from intermediate V (Section 1.1.2.2) to form an amido-borate intermediate, VIII, 
before B-H activation completes the dehydrogenation. Finally, the dehydrogenation could 
advance through a concerted mechanism where the B-H and N-H activation steps occur at the 
same time to directly form di-hydride intermediate VII (Section 1.1.2.3). 
 
Scheme 1-4: General scheme for the transition-metal catalysed dehydrogenation of amine-
boranes 
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The following sections discuss mechanistic studies into the dehydrogenation and propagation 
processes with a particular focus on studies where experimental and computational techniques 
have been used together to investigate the dehydrocoupling process.  
1.1.2.1 – Dehydrogenation Mechanisms initiated by B-H Activation 
Weller, Macgregor et al.55 published a study where 10-20 mol% catalyst loadings of 
[Ir(PCy3)2(H)2(H2)2][BArF4] 1-2 was used to dehydrocouple H3BNMe2H, H3BNMeH2 and H3BNH3 
with TOF ~0.1 h-1. The low TOF proved useful as it allowed for reaction intermediates to be 
observed and compared between different amine-boranes. Reaction with H3B-NMe2H yields 
[H2BNMe2]2 with the major reaction intermediate isolated involving a metal-bound amino-
borane [Ir(PCy3)2(H)2(η2-H2B=NMe2)][BArF4]. Primary amine-borane H3B-NMeH2 undergoes on-
metal oligomerisation to form the linear dimer H3B-NMeHBH2-NMeH2 with the major reaction 
intermediate isolated involving the metal-bound dimer [Ir(PCy3)2(H)2(η2-H3B-NMeHBH2-
NMeH2)][BArF4]. Furthermore, H3B-NH3 proceeds through more oligomerisation steps to 
produce [H3B-(H2BNH2)n-NH3] with various reaction intermediates of [Ir(PCy3)2(H)2(η2-H3B-
(NH2BH2)n-NH3)][BArF4] (n = 0 – 4) characterised using ESI-MS (electron-spray ionisation mass 
spectrometry). Computational studies into the mechanism utilised DFT calculations on a model 
system [Ir(PMe3)2(H)2]+ with the BP86-(D3)(C6H5F)/6-31g**,SDDALL(Ir,P) level of theory.  This 
study allowed the authors to propose pathways for the dehydrogenation (seen in Scheme 1-5) 
and propagation (discussed in Section 1.1.2.5) mechanisms. The dehydrogenation pathway for 
H3B-NH3 starting from complex 1-3, proceeds via the initial binding of a second H3B-NH3 unit to 
form intermediate 1-4 which is more stable by 5 kcal mol-1. B-H activation then occurs through 
hydride transfer to form a dihydrogen ligand on the metal and a base-stabilised boryl moiety 1-
5. Loss of H2 and then rate-limiting N-H activation with a free energy barrier of 26.7 kcal mol-1 
then occur to afford amino-borane, amine-borane complex 1-7. The dehydrogenation of H3B-
NMeH2 and H3B-NMe2H were found to have free energy barriers of 25.2 and 26.2 kcal mol-1 
respectively.  
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Scheme 1-5: Proposed dehydrogenation mechanism for reaction of H3B-NH3 with catalyst 1-2. 
Free energies in kcal mol-1. Adapted from reference No. 55. 
Other examples of homogeneous catalytic systems proposed to proceed by an initial B-H 
activation pathway are shown in Figure 1-2. They include Chirik’s TiII complex [(Ti(η5-
C5H3(SiMe3)2)2μ-N2], 1-856, and [CpFe(CO)2I], 1-9, which acts under photoirradiation published by 
Manners et al.39  Manganese complexes such as [Mn(2,6-Xyl2C6H3)2] (Xyl = 2,6-Me2C6H3), 1-10 
also dehydrocouple amine-boranes under photoirradiation.49 Furthermore, Peruzzini et al.57 
conducted a theoretical study on [Ir(dppm)2][OTf] (dppm = Ph2PCH2PPh2), 1-11 at the MPW1K/6-
31g+** level on a truncated model. It was found that co-ordinating H3B-NH3 to the metal centre 
via an Ir-BH3 interaction was favoured as the Ir-NH3 interaction was repulsive and no Ir-N bond 
would form. Furthermore, B-H oxidative addition was then calculated to have a very low barrier 
of 4.3 kcal mol-1 which confirmed that B-H activation was more favoured than N-H activation. 
An initial B-H activation mechanism was one of the pathways postulated by Berke et al.7 for their 
range of rhenium catalysts such as [Re(PCy3)2(Br)(NO)(H2)(H)] 1-12.   
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Figure 1-2: Catalysts proposed to proceed via mechanisms involving initial B-H activation 
1.1.2.2 – Dehydrogenation Mechanisms initiated by N-H activation 
N-H activation pathways are generally observed for early transition-metal complexes such as 
[Cp2TiCl2], 1-13, as published by Manners et al.58 in what was the first example of well-defined 
dehydrocoupling of amine-boranes by a homogeneous catalyst.  The formation of [H2BNMe2]2 
from H3B-NMe2H was achieved by reacting 1-13 with nBuLi to generate {Cp2Ti} fragment 1-14 in 
situ. No reaction was observed with H3B-NMeH2. In later studies by Manners, Lloyd-Jones et 
al.59, H3B-NMe2BH2-NMe2H was thought to be the sole reaction intermediate. To prove this, 
independently synthesised H3B-NMe2BH2-NMe2H was reacted with the catalyst which resulted 
in complete consumption of the linear dimer and formation of [H2BNMe2]2. This led to the 
mechanism in Scheme 1-6 being proposed which begins with the formation of [Cp2Ti(η2-H3B-
NMe2H)], 1-15 through initial coordination of the H3B-NMe2H to the TiII centre. This is followed 
by NH-activation to form the metal-bound amido-borate [Cp2Ti(H)(NMe2-BH3)], 1-16. Addition 
of a second H3B-NMe2H results in B-N bond formation to generate the linear dimer H3B-
NMe2BH2-NMe2H and [Cp2TiH2] 1-17 (which loses H2 to regenerate the active catalyst). The 
mechanism then goes through a second cycle where the linear dimer binds to the metal centre 
to form 1-18 before undergoing an on-metal dehydrocyclisation to form [H2BNMe2]2 and 1-17 
which again loses H2 to regenerate the active catalyst.  
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Scheme 1-6: Proposed dehydrocoupling pathway of H3B-NMe2H by the {Cp2Ti} fragment. 
Adapted from reference No. 58. 
Further work into dehydrogenation of amine-boranes using [Cp2Ti] fragments has been 
published.60-62  Paramagnetic TiIII complexes [Cp2Ti(NMe2-BH3)], 1-19 (Figure 1-3), and 
[Cp2Ti(PPh2-BH3)], 1-20 were synthesised before using them as catalysts under the same reaction 
conditions Manners and co-workers had used above. Both complexes proved to be effective 
catalysts for the dehydrogenation of H3B-NMe2H with similar activity to the Cp2TiCl2/nBuLi 
system. Furthermore, H3B-NMe2BH2-NMe2H was again seen as an intermediate indicating that 
it follows the same mechanism outlined in Scheme 1-6. However the equivalent complexes 
where Cp* was used showed no dehydrocoupling activity. The zirconocene analogues, 1-21, 
were also synthesised and proved to be a much less active catalysts. Metallocene complexes 
have also been investigated by Rosenthal et al.63  who were able to increase catalytic activity by 
using [(η5-C5H4iPr)2Ti(η2-Me3SiCCSiMe3)] 1-22 as a pre-catalyst. Other catalytic systems proposed 
to proceed through initial N-H activation mechanisms include a Fe β-diketiminate catalyst 1-23 
developed by Webster et al.64, rhenium catalysts such as 1-12 developed by Berke et al.7 and the 
heterobimetallic complex [ZrMe(µ-η5:η1-C5H4PEt2)2RuCp*] 1-24 from Nishibayashi et al.65 where 
the N-H activation occurs on the Zr centre and B-H activation on the Ru centre. Further examples 
include a range of group VI carbonyl complexes such as [Cr(CO)6] 1-25 published by Shimoi et al. 
where calculations postulate the active species is a [M(CO)4] complex66, 67  and [Mo(η6:η1:η1-
C6H4(C6H4(PiPr2))2(NCMe)2] 1-26 developed by Agapie et al.68 Furthermore, Rossin and Peruzzini 
et al.69 developed a PdII complex, [(tBuPCP)Pd(H2O)][PF6] (tBuPCP = PtBu2CH2(C6H3)CH2PtBu2) 1-27 
which was proposed to procced via an unconventional mechanism where initial B-N coupling 
occurs between a metal-bound H3B-NH3 molecule and a second outer-sphere H3B-NH3 to form 
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free H2 and the metal-bound linear dimer. N-H and B-H activation then occur to form the cyclic 
dimer [H2BNH2]2.      
 
Figure 1-3: Catalysts proposed to proceed via N-H activation first mechanisms 
Initial N-H activation pathways also occur during mechanisms which involve ligand cooperativity. 
A variety of Ni(NHC)2 (NHC = N-Heterocyclic Carbene) systems 1-28 were reported by Baker et 
al.70 to be capable of dehydrocoupling H3B-NH3 to form polyborazine at 333 K for 4 h with the 
most active NHC ligand being based on Enders’ carbene (1,3,4-triphenyl-4,5-dihydro-1H-1,2,3-
triazol-5-ylidene), 1-29. It was determined through kinetic isotope effect (KIE) experiments that 
both B-H activation and N-H activation occur in the rate limiting step. Several computational 
mechanistic studies have been published on this system.71-75 Hall et al. 72, 73proposed a 
mechanism using the TPSS functional and cc-pVDZ basis set (Scheme 1-7). The NHC facilitates a 
proton transfer from the NH3 of a σ-bound H3B-NH3 molecule in intermediate 1-30 to form 1-31 
with a free energy barrier of 9.1 kcal mol-1 making it the rate-limiting step. The newly formed C-
H bond would then proceed through oxidative addition with a barrier of 8.7 kcal mol-1 to form a 
Ni-H bond as seen in 1-32. Facile B-H activation then occurs to form a metal-bound amino-
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borane and an H2 ligand, 1-33. Both ligands would then dissociate to complete the cycle and 
reform complex 1-30. 
 
Scheme 1-7: Proposed mechanism for dehydrocoupling of H3B-NH3 using Ni(NHC)2 by Hall et al. 
Dashed lines represent multiple steps taking place. The energy quoted is from the highest 
energy transition state of those multiple steps. Free energies in kcal mol-1. Adapted from 
reference No. 73. 
A second mechanism was proposed by Zimmerman et al. where the active catalyst is a mono-
carbene nickel complex, 1-34a (Scheme 1-8).74, 75 The calculations used in this study were run 
with the B3LYP functional and a combination of the 6-31g++** and 6-31g* basis sets. The 
authors calculated Hall’s mechanism to have a free energy barrier of 12.8 kcal mol-1. Losing an 
NHC ligand was calculated to have a lower barrier of 11.5 kcal mol-1 and therefore it was thought 
the dehydrogenation would proceed by the following mechanism (Scheme 1-8). The 
dehydrogenation follows the pathway of the Hall mechanism up to the formation of 1-32 before 
NHC dissociation yields 1-34a. B-H activation and the loss of H2 then forms intermediate 1-35 
with a free energy barrier of 25.4 kcal mol-1. Another molecule of H3B-NH3 would then co-
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ordinate to the Ni centre and transfer a proton to the NHC ligand to form intermediate 1-36. 
This process has a free energy activation of 20.1 kcal mol-1. A combination of facile C-H and B-H 
activation steps is then proposed to occur to form free H2 and H2B=NH2 as well as 1-34b which 
would isomerise to 1-34a to complete the cycle.  
 
Scheme 1-8: Proposed mechanism for dehydrocoupling of H3B-NH3 using Ni(NHC)2 by 
Zimmerman et al. Free energies in kcal mol-1. Adapted from reference No. 74. 
Ligand cooperativity mechanisms are also postulated for other catalytic systems in the literature 
with the common theme of a basic ligand being protonated via an N-H activation process. For 
example, this is postulated to occur for the [Zr(η5-Cp)2(OC6H4PtBu2][BArF4] 1-37  (Figure 1-4) 
catalyst published by Wass et al.76, 77 which acts like a frustrated Lewis pair with a δ+ Zr and δ- 
phosphine.  Fe catalyst [Fe(PCy2CH2CH2PCy2)(NPhCH2CH2NPh)] 1-38 developed by Gordon, Baker 
et al.78 is also proposed to follow a ligand cooperativity mechanism and is discussed further in 
Section 1.1.2.4. Furthermore, there are a range of ruthenium catalysts such as 
[Ru(iPr2PCH2CH2NH2)2Cl2] 1-39 published by Fagnou et al.79  
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Figure 1-4: Catalysts proposed to proceed via mechanisms involving initial B-H activation 
The majority of catalytic systems that proceed via ligand cooperativity mechanisms make use of 
ligands that act like Lewis Bases. However, a catalyst developed by Peters et al.80 makes use of 
a ligand acting as a Lewis Acid. Reacting diamagnetic complex 1-40 with H3B-NMe2H in 
stoichiometric quantities produced a dihydridoborato-cobalt dihydride complex, 1-41. When 
both complexes were reacted with H3B-NMe2H under N2 in C6D6 for 6 hrs at 273 K, the catalytic 
formation of [H2BNMe2]2 and H2 was observed. Computational studies carried out by Paul et al.81 
investigated the mechanism of this dehydrogenation (see Scheme 1-9). The calculations were 
run using the B3PW91-D(C6D6)/SDDALL(Co)/6-31g** level of theory. It was found that complex 
1-40 was a pre-catalyst that would form active catalyst 1-41 via an initial N-H activation initiation 
mechanism. First, the N2 ligand dissociates before one equivalent of H3B-NMe2H binds to the 
metal in an η2-fashion in 1-43. N-H activation then occurs with a free energy barrier of 25.0 kcal 
mol-1 to form 1-44 where the transferred hydride is bridging between the metal and the Lewis 
acidic boron on the ligand. A more facile B-H activation with a free energy barrier of 10.5 kcal 
mol-1 then results in the loss of H2B=NMe2 and formation of 1-41. The catalytic dehydrogenation 
was found to proceed via a concerted activation mechanism and is discussed in Section 1.1.2.3. 
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Scheme 1-9: Proposed initiation pathway for reaction of H3B-NMe2H with 1-40. Adapted from 
reference No. 81. 
1.1.2.3 – Concerted Activation Dehydrogenation Mechanisms 
Once the catalytically active species 1-41 is formed, a concerted dehydrogenation mechanism 
was characterised (Scheme 1-10).81 During the outer-sphere process, the B-H bond transfers a 
hydride to the metal centre as the N-H protonates a metal-hydride bond as seen in 1-45.  This 
forms di-hydride-dihydrogen complex 1-46. This step has a calculated free energy barrier of 14.6 
kcal mol-1 due to the lowest energy intermediate 1-44. The complex then rearranges to 
intermediate 1-47 which is more stable than 1-46 by 8.3 kcal mol-1 before H2 reductive 
elimination results in the loss of H2 and the regeneration of catalyst 1-41.  
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Scheme 1-10: Proposed dehydrocoupling pathway for reaction of H3B-NMe2H with 1-41. Free 
energies in kcal mol-1. Adapted from reference No. 81. 
Concerted B-H/N-H activation mechanisms have also been proposed for H3B-NH3 
dehydrocoupling by Esteruelas et al.82, 83  who used [OsH2(CO)(η2-CH2=CHEt)(PiPr3)2] 1-48 (Figure 
1-5) as a catalyst. Calculations using the M06 functional and the lanl2dz/6-31g** basis sets 
suggests the H3B-NH3 would replace the CH2=CHEt ligand before proceeding via a concerted 
activation with a free energy barrier of 14.4 kcal mol-1. The rate limiting step of the reaction is 
the loss of the formed H2 ligand which has a calculated barrier of 19.4 kcal mol-1. Another 
example is found in Brookhart’s catalyst [Ir(tBuPOCOP)H2]84 1-49 (tBuPOCOP = κ3-P,C,P-1,3-
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(OPtBu2)2C6H3) which is further discussed in Section 1.1.2.5. Reaction with this catalyst produces 
[H2BNH2]n oligomers (n ~ 20) from H3B-NH3 where the concerted B-H/N-H activation forms two 
new metal-hydride bonds.85 This process was calculated to have a rate-limiting barrier of 24.3 
kcal mol-1. A rate-limiting barrier of 28.8 kcal mol-1 was calculated for the similar [Ir(tBuPCP)H2] 
(PCP = κ3-P,C,P-1,3-((CH2)PtBu2)2C6H3C6H3) catalyst 1-50.86 A different concerted process 
involving Ru catalyst, [Ru(κ4-N(CH2CH2PPh2)3)(H)2] 1-51, was proposed by Rossin, Peruzzini et 
al.87  for the dehydrocoupling of H3B-NH3. The authors calculated using the 
M06(THF)/SDD(Ru,P),6-31g* level of theory that the N-H would protonate a metal-hydride to 
form H2 which instantly dissociates. The B-H also transfers a hydride to the Ru centre to form a 
new Ru-H bond. This results in the formation of free H2B=NH2, H2 and regeneration of the 
catalyst in the same step. The calculated free energy barrier for this process was calculated to 
be 21.6 kcal mol-1. The same process was proposed for [Co(κ4-N(CH2CH2PPh2)3)(H)] 1-52.88  
 
Figure 1-5: Catalysts proposed to proceed via concerted activation mechanisms 
Schneider et al.89 conducted a study using [Ru(PNP)(H)PMe3] 1-53 (PNP = N(CH2CH2PiPr2)2) as a 
catalyst for amine-borane dehydrocoupling and found reaction with H3B-NH3 to produce 
polyamino-borane. In this study, Ru(PNPH)(H)PMe3] 1-54 (PNPH = NH(CH2CH2PiPr2)2) (Figure 1-6) 
was observed as the resting state during catalysis. It was also found that complex 1-54 could be 
used as the starting catalyst. A later mechanistic study on catalysis with 1-54 (Scheme 1-11)90 
used DFT calculations at the B3LYP/6-31g+** level of theory on a PMe2-truncated model. The 
proposed dehydrogenation occurs via a ligand-assisted concerted activation after an initiation 
process involving N-H activation. An outer-sphere H3B-NH3 unit protonates the metal-hydride to 
form an H2 ligand and a {H3B-NH2} moiety which is stabilised by the proton on the pincer ligand 
1-55. The H2 ligand then dissociates in the rate-limiting step to form 1-56 which proceeds 
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through the concerted activation to yield free H2B=NH2 and regenerate 1-54. Reaction with 
Ru(PNPMe)(H)PMe3] was found to be much slower which gives further evidence to the 
involvement of the ligand proton in the dehydrogenation process. The propagation of H2B=NH2 
was also investigated and is discussed in Section 1.1.2.5.  
 
Scheme 1-11: Proposed dehydrocoupling pathway for reaction of H3B-NMe2H with 1-53. Free 
energies in kcal mol-1. Adapted from reference No. 90. 
Schneider et al.91 also studied [Fe(PNPH)(CO)(H)2]) catalyst 1-57 (Figure 1-6) and proposed the 
same ligand cooperativity mechanism for the dehydrocoupling of H3B-NH3. Other catalysts 
which are proposed to dehydrogenate amine-boranes through ligand-assisted concerted 
activation include a β-diketiminato complex 1-58 developed by Phillips et al.92  and calculated 
by English et al.93, Shvo’s catalyst94 1-59 and  Fe(PNP)(BH3)(CO)(H)] 1-60 studied by Beweries et 
al.95  Paul et al.96 also propose a concerted mechanism using [Ru(fac-κ3-N,O,N-
(NC5H4)B(OH)(Me)(NC5H4)(NCMe)3] 1-61 developed by Williams et al.97 where the N-H 
protonates the ligand as the {BH3} moiety transfers a hydride to the Ru centre. 
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Figure 1-6: Catalysts proposed to proceed via ligand assisted, concerted activation mechanisms 
1.1.2.4 – Dehydrogenation Mechanisms Involving Solvent and Boronium Cations 
There are investigations into amine-borane dehydrocoupling that suggest that the reaction 
solvent and the in situ formation of boronium cations play an important role in the 
dehydrogenation of amine-boranes. For example, Conejero, Lopez-Serrano et al.98 reported that 
platinum catalyst [Pt(ItBu’)(ItBu)][BArF4] (ItBu = 1,3-di-tert-butylimidazol-2-ylidene, ItBu’ = 
cyclometalated ItBu) 1-62 could dehydrogenate H3B-NMe2H to form [H2BNMe2]2 (Scheme 1-12). 
Experimental mechanistic studies identified the formation of an amine-borane σ-complex 
[Pt(ItBu’)(ItBu)(η1-H3B-NMe2H)][BArF4]  1-63 (through the use of 1H NMR spectroscopy) upon 
addition of H3B-NMe2H to catalyst 1-62. Complex 1-63 was found to be unstable and would form 
hydride complex [Pt(ItBu’)(ItBu)(H)] 1-64 within minutes at temperatures above 273 K. The 
formation of a second species was observed during this process which was later identified as 
boronium cation [BH2(NMe2H)2]+ through NMR spectroscopy. At the end of the reaction the 
boronium cation is again observed along with dimer [H2BNMe2]2 and [Pt(ItBu)2(H)][BArF4] which 
is the hydrogenated product of 1-64. DFT calculations where H3B-NMe2H was replaced with H3B-
NH3 were performed with the M06(THF)/SDD(Pt),6-31g** level of theory. A concerted activation 
mechanism was calculated to proceed with a very large free energy barrier of 42.5 kcal mol-1. 
The lowest energy reaction pathway calculated involved a Lewis base, such as NH3, attacking the 
metal-bound H3B-NH3 to form boronium cation, [(H3N)2BH2]+ and complex 1-64 with a free 
energy barrier of 24.3 kcal mol-1. A protonation of the Pt-H bond by the boronium cation then 
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occurs with a barrier of 11.0 kcal mol-1 to afford complex 1-65 with free amino-borane (which is 
suggested to dimerise off-metal) and Lewis base produced. The newly formed dihydrogen ligand 
is then substituted with another molecule of H3B-NH3 to complete the cycle in what is the rate 
limiting step. Experimental studies found that directly reacting the boronium cation with 1-64 
resulted in very slow dehydrogenation, however, directly reacting 1-64 with THF (the reaction 
solvent) adduct [THF-BH2NMe2H]+ saw rapid dehydrogenation being observed at 273 K. This is 
because the N-H proton is more acidic in [THF-BH2NMe2H]+ than in [BH2(NMe2H)2]+ and THF a 
better leaving group than NMe2H which favours the hydride protonation step. It was suggested 
that the rapid reaction of [THF-BH2NMe2H]+ with 1-64 explained the absence of NMR signals 
relating to the adduct.  
 
Scheme 1-12: Proposed dehydrocoupling pathway for reaction of H3B-NMe2H with 1-62. Free 
energies in kcal mol-1. Adapted from reference No. 98. 
Freixa et al.99 also propose dehydrocoupling of H3B-NMe2H through the formation of  boronium 
cation [THF-BH2NH3]+ which would then protonate the metal centre using [Ru(η6-p-
Cym)(bipy)Cl][Cl] (p-Cym = CH3C6H4CH(CH3)2, bipy = (NC5H4)2) 1-66 (Figure 1-7). Jagirdar et al.100 
also noted a hydride transfer mechanism when reacting H3B-NH3 with [RuCl(dppe)2][OTf] (dppe 
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= Ph2PCH2CH2PPh2, OTf = CF3SO3-) 1-67. In this case, [ClBH2NH3] and [RuH(dppe)2][OTf] are 
formed.   
 
Figure 1-7: Catalysts proposed to for boronium cations when reacting with amine-boranes. 
1.1.2.5 – Propagation Mechanisms 
There are two basic types of propagation pathway to form polyamino-boranes: chain growth 
and step-wise polymerisation.101 Chain growth polymerisation can proceed via two mechanisms: 
head-to-tail or co-ordination/insertion. Head-to-tail chain growth propagation is where a 
monomer binds to the metal centre which acts as a support as other monomer units attach to 
the growing polymer chain away from the metal centre. Co-ordination/insertion chain-growth 
involves each monomer binding to the metal centre before being inserted into the growing 
polymer chain at the metal centre. Step-wise propagation involves monomers reacting to form 
dimers, which then react to form tetramers which procced to form octamers towards forming 
long-chain polymers.  
Mechanistic studies have also been conducted in order to gain information on the propagation 
mechanism for the formation of polyamino-boranes. For example, Gordon, Baker et al.78 
developed an iron catalyst [Fe(PCy2CH2CH2PCy2)(NPhCH2CH2NPh)], 1-38, which was proposed to 
dehydrogenate H3B-NH3 via a N-H activation, ligand co-operativity mechanism as mentioned in 
Section 1.1.2.2. Selective formation of [H2BNH2]n from the dehydropolymerisation of H3B-NH3 
was achieved using a 5 mol% loading of the catalyst with a TOF of ~80 h-1.  Iron nanoparticles in 
the form of a black precipitate were formed during the reaction which suggested the catalyst 
was decomposing through the full de-coordination of one of the chelating phosphines. 
Propagation was thought to be via a chain-growth process and two potential pathways were 
speculated (Scheme 1-13(A)). The initial dissociation of a phosphine arm enables coordination 
of H3B-NH3, in 1-68. One arm of the amido ligand is then protonated by the H3B-NH3 to form 1-
69 which contains an amido-borate complex normally only observed for early transition-metal 
amine-borane complexes60 although the Ni(NHC)2 systems developed by Baker et al.70 are 
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another exception. This results in dissociation of the ligand which allows a second molecule of 
H3B-NH3 to bind to the metal to form 1-70. The propagation mechanism would then involve B-
N coupling between the bound amine-borane and bound amido-borate which would create a 
vacant site for another H3B-NH3 unit to co-ordinate to the metal as in intermediate 1-71. A series 
of insertion and co-ordination steps would then propagate the polymer chain. Alternatively, a 
H2B=NH2 moiety could bind to the Fe complex to form 1-72 as seen in Scheme 1-13(B). Units of 
H3B-NH3 would then attach to the terminal {NH2} moiety and release H2 in order to grow the 
polymer chain in a head-to-tail propagation. 
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Scheme 1-13: (A) Proposed initiation and co-ordination/insertion propagation mechanism for 
reaction with 1-38 (B) Proposed head-to-tail propagation mechanism. Adapted from reference 
No. 78. 
Paul et al.102 proposed a propagation mechanism (shown in Scheme 1-14) when conducting a 
computational study on the reaction of H3B-NH3 with Brookhart’s [Ir(tBuPOCOP)H2] catalyst 1-49 
(Figure 1-5).84 Stationary points were optimised using the B3LYP//anl2dz(Ir),6-31g** followed 
by single point M06-L(THF)/lanl2dz(Ir),6-31g** calculations. Paul and Musgrave had previously 
conducted a study on the dehydrogenation of H3B-NH3 with 1-49 and concluded that 
dehydrogenation is achieved via a concerted activation mechanism.85  The chain initiation is 
proposed to involve a free H2B=NH2 molecule binding to the catalyst to form a [IrH(POCOP)(η1-
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H3B-NH2)] complex 1-76. The chain propagation then occurs via the lone pair on the terminal 
{NH2} acting as a nucleophile at the electron-deficient {BH2} of subsequent amino-borane units 
to grow the polymer chain, forming intermediates like 1-77. This process was calculated to occur 
with a free energy barrier of 7.1 kcal mol-1 up to n = 5.  The chain termination event is suggested 
to occur via a proton transfer from the NH2 group adjacent to the metal-bound BH2 moiety to 
the terminal NH2 to form intermediate 1-78 which releases H2B=NH-(H2B-NH2)n-BH2-NH3 1-79. 
This molecule is then hydrogenated by a free amine-borane to afford the polyamino-borane 
with a free-energy barrier of 13.7 kcal mol-1 which is larger than the propagation barrier of 7.1 
kcal mol-1 and is therefore the rate determining step of the proposed process. This 
computationally predicted pathway agrees with the experimental findings of Manners et al.103 
who observed chain-growth propagation behaviour with high molecular weight polymer even 
at low conversion.  
Scheme 1-14: Proposed dehydrocoupling pathway of H3B-NH3 with 1-49. Free energies in kcal 
mol-1. Adapted from reference No. 84. 
During their study of amine-borane dehydrocoupling using catalyst 1-3, Weller and Macgregor55 
proposed a propagation pathway (Scheme 1-15) as well as the dehydrogenation pathway 
discussed in Scheme 1-5. The same BP86-(D3)(C6H5F)/SDDALL(Rh,P),6-31g** level of theory was 
used on model system [Ir(PMe3)2(H)2]+. After the initial dehydrogenation to form 1-5, which 
proceeds with a barrier of 26.7 kcal mol-1, a second dehydrogenation of the other H3B-NH3 unit 
occurs with a lower energy barrier of 24.2 kcal mol-1.  This forms bis-amino-borane complex 1-
80 where one H2B=NH2 is bound to the metal in an η2-fashion and the other is outer-sphere. The 
{NH2} moiety of the bound H2B=NH2 is able to act as a nucleophile towards the free H2B=NH2 
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and go through a B-N coupling event with a barrier of 17.9 kcal mol-1  which also involves a 
hydride transfer from the Ir centre to the terminal nitrogen of the growing oligomer chain. This 
forms intermediate 1-81. Addition of H2 produces intermediate 1-82 and facile B-H reductive 
coupling then results in the formation of intermediate 1-83 where the linear dimer is bound to 
the metal in an η2-fashion.  Addition of another H3B-NH3 molecule reforms active catalyst 1-4. 
Subsequent oligomerisations were also shown to be possible with H3B-NH3. Propagation with 
H3B-NMeH2 and H3B-NMe2H saw B-N coupling barriers of 19.9 and 26.5 kcal mol-1 respectively, 
which fits with H3B-NMe2H not forming polymer. 
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Scheme 1-15: Proposed dehydrocoupling pathway of H3B-NH3 with 1-3. Free energies in kcal 
mol-1. Adapted from reference No.55.  
Schneider et al.90 also conducted a mechanistic study into the propagation of H2B=NH2 with 
catalyst 1-54 (Scheme 1-16) after a ligand-assisted concerted dehydrogenation mechanism 
(Scheme 1-11). Here, a free H2B=NH2 unit approaches intermediate 1-55 and B-N couples with 
the {H3B-NH2} moiety through transition state 1-84. This process occurs with a free energy 
barrier of 12.8 kcal mol-1 and produces linear dimer H3B-NH2BH2-NH3. Experimental amino-
borane trapping experiments with cyclohexene saw no H2N=BCy2 adduct initially, however, 
adduct formation was observed after a few hours.  The authors argue that due to the barriers of 
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dehydrogenation (12.5 kcal mol-1) and propagation (12.8 kcal mol-1) being very similar, there is 
a small steady state concentration of H2B=NH2 present at any one time which is why no 
H2N=BCy2 adduct is initially observed. Formation of the adduct is seen after a few hours due to 
the degradation of the polyamino-borane with  the B-N coupling being reversible which has been 
previously reported by Manners et al.18 
 
Scheme 1-16: Proposed dehydrocoupling pathway of H3B-NH3 with 1-54. Free energies in kcal 
mol-1. Adapted from reference No. 90.  
There is also a possibility that free amino-borane units produced by the catalysed 
dehydrogenation of amine-borane could propagate via an off-metal polymerisation mechanism. 
It has already been stated that amino-boranes are unstable at room temperature as they react 
with themselves. This means that off-metal coupling processes should have low activation 
barriers. For example, Paul et al.104 used the M05-2X(toluene)/6-311g++** level of theory, to 
calculate that H2B=NH2 would form borazine [HBNH]3 with a free energy barrier of 9.9 kcal mol-
1. Therefore, any on-metal propagation process needs to have a just as low, if not lower, barrier 
to propagation if on-metal polymerisation is to become favoured over off-metal processes.  
1.1.3 – Dehydrogenation and Dehydrocoupling of Amine-Boranes with Rhodium Complexes  
The work in this thesis focusses on amine-borane dehydrocoupling using Rh catalysts of which 
there are many examples in the literature. Many studies use H3B-NMe2H which only forms cyclic 
dimer [H2BNMe2]2. This is due to the presence of one, easily-defined product being beneficial to 
experimental study.  These studies are still included in this section, despite not involving any 
propagation process, due to the information they provide on dehydrogenation mechanisms.  
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Weller et al.105 investigated the dehydrogenation of H3B-NMe2H with [Rh(PCy3)2(H)2Cl], 1-85. 
Experiments found that 2 mol % of the catalyst will dehydrogenate H3B-NMe2H with a TOF of 28 
h-1 to form [H2BNMe2]2 (see Scheme 1-17). Mechanistic investigations led to the conclusion that 
after the initial coordination of H3B-NMe2H to the catalyst, B-H activation is followed by N-H 
activation or vice versa to form H2B=NMe2 which rapidly dimerises off-metal. The rate 
determining step for the reaction is thought to be the NH-activation step due to a large primary 
kinetic isotope effect. 
 
Scheme 1-17: Dehydrocoupling of H3B-NMe2H with 1-85. Adapted from reference No. 105.  
Weller, Hall et al.106 studied the {Rh(PiBu3)2}+ fragment 1-86 for the dehydrogenation of H3B-
NMe2H. It was observed that a 5 mol% loading of the catalyst produced [H2BNMe2]2 from H3B-
NMe2H with a TOF of 34 h-1 (see Scheme 1-18). A proposed pathway was calculated using the 
TPSS(C6H5Cl)/Def2-TZVP(Rh)/6-31g** level of theory.  The pathway begins through coordination 
of H3B-NMe2H to form [Rh(PiBu3)2(η2-H3B-NMe2H)][BArF4] 1-87. This was followed by either B-H 
activation and N-H transfer, or N-H activation and B-H transfer, to yield [Rh(PiBu3)2(H)2(η2-
H2B=NMe2)][BArF4] 1-88 with very similar barriers, suggesting the pathways are competitive. No 
matter the pathway, N-H activation was calculated to be the rate-limiting step with free energy 
barriers of 19.7 kcal mol-1 for the B-H activation first pathway and 19.9 kcal mol-1 for the N-H 
activation first pathway. This is followed by either H2 loss or dissociation of H2B=NMe2 or 
dissociation of H2B=NMe2 followed by H2 loss. The linear dimer H3B-NMe2BH2-NMe2H was 
observed experimentally and the complex [Rh(PiBu3)2(η2-H3B-NMe2BH2-NMe2H)][BArF4] was 
found to be stable in 1,2-C6H4F2. However, when excess H3B-NMe2BH2-NMe2H was added, 
[H2BNMe2]2 and H2B=NMe2 were formed. This suggests that B-N cleavage is occurring rather 
than on-metal dehydrocyclisation. 
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Scheme 1-18: Proposed dehydrocoupling pathway for H3B-NMe2H with 1-86. Adapted from 
reference No. 106.  
A further mechanistic study on the dehydrogenation of H3B-NMe2H to form [H2BNMe2]2 using 
the [Rh(PCy3)2Ln]+ 1-89  fragment was carried out by Weller, Lloyd-Jones et al.107 Both free amino-
borane H2B=NMe2 and the linear dimer H3B-NMe2BH2-NMe2H were seen as intermediates 
during reaction with 5 mol% of the catalyst. It was found that adding 2 equivalents of H3B-NMe2H 
to the reaction mixture would form [Rh(PCy3)2(η2-H3B-NMe2H)][BArF4], 1-90 (Scheme 19(A)), 
where the metal is in the oxidation state RhI. This complex would proceed to form a RhIII species 
[Rh(PCy3)2(H)2(η2-H3B-NMe2H)][BArF4] 1-91,  as well as free H2B=NMe2. Loss of H2 does not occur 
easily which indicates that the active catalyst will remain at a RhIII oxidation state after the initial 
dehydrocoupling. However, addition of the cyclic dimer product [H2BNMe2]2 to RhIII species 
[Rh(PCy3)2(H)2(η2-H2)2][BArF4], 1-92, sees the immediate formation of RhI complex [Rh(PCy3)2(η2-
(H2BNMe2)2][BArF4], 1-93. This suggests that [H2BNMe2]2 can accelerate the reductive 
elimination of H2. Under catalytic conditions, it was found that [H2BNMe2]2 has an autocatalytic 
role by acting as a modifier to produce a RhI catalytically active species alongside the RhIII 
catalyst. Therefore, the dehydrocoupling reaction was shown to exist in both a constant, slower 
RhIII/RhIII cycle and a faster RhI/RhIII cycle as seen in Scheme 19(B).  
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Scheme 1-19: (A) Key interemdiates in the dehydrogenation of H3B-NMe2H with 1-89. (B) 
General dehydrogenation scheme proposed by Weller, Lloyd-Jones et al. Adapted from 
reference No. 107. 
Investigations by Weller, Manners et al.108 found that [Rh(Ph2P(CH2)xPPh2)(η6-C6H5F)][BArf4] (x = 
3 – 5), 1-94, could dehydrocouple H3B-NMeH2 to form [H2BNMeH]n (when x = 4, Mn = 144000 g 
mol-1, PDI = 1.3) as seen in Scheme 1-20(A). Replacing H3B-NMeH2 with H3B-NMe2H formed 
[H2BNMe2]2 with a TOF of 1250 h-1 when x = 3.  It was discovered that the bite angle correlated 
with the binding strength of the related σ-complexes [Rh(Ph2P(CH2)xPPh2)(η2-H3B-NMe3)][BArF4] 
(x = 3 – 5) with the smallest bite angle (x = 3) having the weakest σ-bound H3B-NMe3 and the 
fastest dehydrocoupling of H3B-NMe2H. An initial induction period is thought to be due to the 
formation of an inactive amine-borane containing rhodium dimer, 1-95 (Scheme 1-20(B)) 
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through dimerization. Sicilia et al.109 conducted a computational study on catalyst 1-94 (n=3) and 
H3B-NMe2H at the B3PW91(C9H7N)//SDD/6-311g* level of theory. It was found that a concerted 
activation pathway was favoured for the dehydrogenation process, operating with a free energy 
barrier of 17.2 kcal mol-1. The authors also attempted to account for the formation of dimer 1-
95 but were unsuccessful.  
 
Scheme 1-20: (A) Dehydrocoupling of H3B-NMeH2 with 1-94 (B) Isolated dimer during reaction 
with catalyst 1-94. Adapted from reference No. 108. 
Furthermore, Weller, Manners and Lloyd-Jones et al.110 have previously developed a 
dehydrogenation of H3B-NMe2H and H3B-NMeH2 using [Rh(κ2-P,P-Xantphos-
Ph)((tBuCH2CH2)H2B-NMe3)][BArF], 1-96, as a catalyst (see Scheme 1-21). Reaction with H3B-
NMe2H in a system open to argon with 1-96 (0.2 mol %) in 1,2-C6H4F2 rapidly produced [H2B-
NMe2]2 after an induction period of five minutes. Kinetic studies suggested that the reaction was 
operating under saturation kinetics in terms of both H3B-NMe2H and H3B-NMeH2 concentration. 
Furthermore, for reaction with H3B-NMeH2, molecular weight versus conversion experiments 
indicated propagation operated via a chain growth mechanism. In THF, the reaction proceeded 
at a lower rate but produced [H2BNMeH]n with a higher molecular weight (Mn = 52200 gmol-1, 
PDI = 1.4). Moreover, a closed system was found to produce [H2BNMeH]n with lower molecular 
weight (Mn = 2800 gmol-1, PDI = 1.8).  The results of the kinetic studies led to the authors 
proposing a catalytic cycle for both the dehydrogenation of H3B-NMe2H and the 
dehydropolymerisation of H3B-NMeH2. The proposed mechanism begins with catalyst 1-96 
undergoing a substitution with H3B-NMeH2 with release of (tBuCH2CH2)H2B-NMe3. This is 
followed by addition of a second molecule of H3B-NMeH2 and the formation of H2B=NMeH in a 
dehydrogenation step to form intermediate 1-97. The initiation step then occurs, which sees the 
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slow release of H2 and a rate-limiting N-H activation step which was supported by KIE 
experiments.  This forms the active catalytic species 1-98, which has yet to be isolated but is 
proposed to involve a Rh-N bond and could potentially involve an amido-borate species. The 
vacant site at 1-98 allows for the binding of another H3B-NMeH2 unit. Once bound, a co-
ordination/insertion chain growth propagation mechanism would start to form the polymer 
chain. Chain termination is proposed to occur via the binding of H2 to form 1-100 followed by 
heterolytic H2 cleavage to reform 1-97 and release the [H2BNMeH]n polymer. The formation of 
1-100 is suggested to be competitive between H2 and THF as using THF as solvent is known to 
slow the catalysis and lengthen the polymer chains.  
 
Scheme 1-21: Proposed dehydrocoupling pathway for H3B-NMe2H with 1-96. Adapted from 
reference No. 110.  
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The Weller group continued their study on the dehydrocoupling of amine-boranes with Rh-
Xantphos catalysts by investigating the effects of alkyl-Xantphos ligands which has also been 
investigated by Esteruelas et al.111 The computational work on this study, conducted in 
collaboration with the Weller group, is discussed in Chapter 5 of this thesis. 
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1.2 – Background into the Dehydrocoupling of Phosphine-Boranes 
 
Phosphine-boranes, R3B-PR3, are also isoelectronic with olefins and can react to form 
polyphosphino-boranes 1-101 (Figure 1-8). The formation of the polymer is less studied than the 
formation of polyamino-boranes but has similarities in that phosphino-borane species, R2B=PR2, 
are also too reactive to be used as a starting material and therefore have to be formed in situ 
through dehydrogenation processes from phosphine-boranes.  The polyphosphino-borane 
materials produced from the dehydrocoupling process have shown potential as electron beam 
resists and precursors to boron-phosphide which has a semi-conducting properties.10, 112, 113 
 
Figure 1-8: General structure of polyphosphino-borane 
The first reported dehydrocoupling of phosphine-boranes was published in the 1950s by Burg 
and Wagner114 where reaction with H3B-PMe2H was found to form cyclic trimers and tetramers 
in melt conditions. Formation of polyphosphino-boranes at higher temperatures was later 
reported by Burg.115 The dehydrocoupling of phosphine-boranes can be catalysed using Lewis 
acids116, 117 as well as transition-metal complexes.64, 118-120 However, the melt conditions required 
for efficient formation of polyphosphino-boranes makes any experimental mechanistic study 
difficult as isolating key intermediates and retrieving kinetic data is challenging in high 
temperature conditions. Therefore, there are only a few examples of mechanistic studies to be 
found in the literature. 
The first example of transition-metal catalysed phosphine-borane dehydrocoupling was 
conducted by Manners et al.121 using [Rh(1,5-cod)(μ-Cl)]2 and [Rh(1,5-cod)2][O3SCF3] as 
precatalysts (Scheme 1-22). Secondary phosphine-boranes such as H3B-PPh2H formed the linear 
dimer, H3B-PPh2BH2-PPh2H, in melt conditions at 363 K and cyclic oligomers at 393 K. Primary 
phosphine-boranes such as H3B-PPhH2 were found to form polyphosphino-boranes. Higher 
molecular weight polymer was formed if the reaction was performed in melt conditions 
compared to refluxing in toluene. A further investigation explored whether the catalysis was 
either heterogeneous or homogeneous in nature.122 No evidence of the formation of a black 
material (which would indicate nanoparticle formation) was observed during a reaction in 
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toluene which suggests homogeneous catalysis. Furthermore, no induction period and no 
decrease in catalytic activity upon poisoning the reaction with mercury was observed.  
 
Scheme 1-22: The dehydrocoupling of H3B-PRH2 published by Manners et al. Adapted from 
reference No. 120. 
The range of substituents tolerated by this catalytic system is broad, for example, polymer can 
be formed from the reaction of ferrocenylphosphine-boranes.119 The Manners group also tested 
a range of organometallic catalysts for the dehydrocoupling of phosphine-boranes and found 
that [Rh(1,5-cod)(μ-Cl)]2 was one of the best performing catalysts investigated.123 
Manners et al. also investigated the formation of polyphosphino-boranes using iron catalysts 
[Fe(CO)2(OTf)(η5-Cp)] and [Fe(CO)2(I)(η5-Cp)] (analogous to catalyst 1-9)39 to dehydrocouple H3B-
PPhH2.124 Mechanistic studies allowed the authors to isolate potential phosphido-borate 
intermediates [Fe(CO)2(σ-PPhHBH3)] and [Fe(CO)(σ,η1-PPhHBH3)]. Furthermore, high molecular 
weight polymer was observed at low conversion rates suggesting that propagation was 
proceeding via a chain-growth mechanism. 
Weller et al.125 conducted a detailed mechanistic investigation into phosphine-borane 
dehydrocoupling using Manners’ [Rh(1,5-cod)2] system as a precatalyst. Secondary phosphine-
borane, H3B-PtBu2H was reacted at 413 K (melt conditions) for 20 h and formed the linear dimer 
H3B-PtBu2BH2-PtBu2H as the major product and phosphine-boronium salt [H2B(PtBu2H)2][BH4] as 
a side product. Adding 1,2-C6H4F2 to act as a solvent allowed for investigation by 31P NMR 
spectroscopy and ESI-MS. This led to the identification of two complexes present during the 
reaction: [Rh(PtBu2H)2(η2-H3B-PtBu2BH2-PtBu2H)]+ 1-102 and [Rh(PtBu2H)2(η6-C6H4F2)]+ 1-103. The 
results suggested that a {Rh(PtBu2H)2}+  fragment 1-104, where the secondary phosphine ligands 
are the result of phosphine-boranes that have gone through P-B cleavage, was the active species 
in catalysis. This was confirmed by the independent synthesis of [Rh(PtBu2H)2(η6-C6H5F)]+ 1-103 
and its ability to catalyse the dehydrocoupling of H3B-PtBu2H in the same conditions to form the 
same intermediates and products. A simple mechanism (Scheme 1-23) was postulated as a 
result of the study where H3B-PtBu2H would bind to 1-104 to form intermediate 1-105. A B-P 
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coupling event would result in the formation of intermediate 1-102 which would be substituted 
with a unit of H3B-PtBu2H to regenerate 1-105 and complete the cycle.  
 
Scheme 1-23: Proposed mechanism for dehydrocoupling of H3B-PtBu2H by catalyst 1-102. 
Adapted from reference No. 123. 
The Weller group have also conducted mechanistic studies on the dehydrocoupling of 
phosphine-boranes using [Rh(Ph2P(CH2)2PPh2)(η6-C6H5F)][BArF4]126,127 and 
[Rh(Me)(CH2Cl2)(PMe3)(η-Cp*)][BArF4].128 The computational mechanistic studies of these two 
systems are part of the work of this thesis and are discussed in Chapters 3 & 4. At the time of 
writing there were no other computational mechanistic investigations present in the literature.  
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1.3 – Conclusions 
In conclusion, the formation of polyamino-boranes via the dehydrocoupling of amine-boranes 
is a burgeoning field. Their potential for H2 storage sparked the recent increase in interest in the 
reaction and the formation and uses of polyamino-boranes has also become an active field as a 
result. Many catalytic examples are known in the literature and several experimental and 
computational mechanistic studies have been published. The dehydrogenation to form amino-
boranes in situ generally proceeds through three pathways: i) B-H then N-H activation, ii) N-H 
then B-H activation, or iii) concerted B-H and N-H activation. Mechanistic work into the 
propagation of amino-borane to form polymer shows that it can proceed through a co-
ordination / insertion mechanism, a head-to-tail chain growth pathway, or propagate off-metal. 
Compared to the formation of polyolefins, research into the formation of polyamino-boranes is 
still in its infancy and further mechanistic insight is needed to improve catalyst activity, reaction 
scale for industry and to expand the library of known polyamino-boranes.  
The formation of polyphosphino-boranes is a much less explored field despite the polymers also 
having interesting uses. The high temperature, melt conditions required for efficient catalysis 
means mechanistic studies are scarce. Therefore, the field would also benefit from further 
mechanistic studies in the same way as the formation of polyamino-boranes. 
This thesis aims to use computational techniques (namely density functional theory) in close 
collaboration with experimental results to gain more mechanistic information on the 
dehydrocoupling of amine- and phosphine-boranes. 
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Chapter 2: Theoretical Background 
 
2.1 – Introduction  
This chapter covers the theoretical background of the computational methodology used in this 
thesis. A brief overview of the quantum mechanical concepts behind the computation of 
chemical systems, Hartree-Fock Theory, and Density Functional Theory will be provided. 
Programs that provide an analysis of bonding used in this thesis such as the Quantum Theory of 
Atoms in Molecules and Natural Bond Orbital Theory will also be covered. This chapter draws 
on a number of well-known textbooks on the topic.129-131 
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2.2 – Background Quantum Mechanics  
 
2.2.1 – Time Independent Schrödinger Equation 
The aim of the majority of quantum chemistry approaches is to find the solution of the time-
independent Schrödinger equation:132  
 ?̂?𝛹 = 𝐸𝛹 
Eq. 2-1 
Where ?̂? is the Hamiltonian operator representing the total energy for a molecular system 
with 𝑀 nuclei and 𝑁 electrons. The form of the Hamiltonian operator is: 
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Eq. 2-2 
Where 𝐴 and 𝐵 are the 𝑀 nuclei, 𝑖 and 𝑗 denote the 𝑁 electrons in the molecular system, and 
𝑀𝐴 is the mass of nucleus 𝐴 in multiples of the mass of an electron. The first two terms describe 
the kinetic energy of the electrons and nuclei respectively.  The Laplacian operator, ∇𝑞
2 , is the 
sum of differential operators in Cartesian co-ordinates: 
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Eq. 2-3 
The final three terms in Equation 2-2 account for the attractive electrostatic interactions 
between the nuclei and the electrons as well as the repulsive potential due to electron-electron 
and nucleus-nucleus interactions.  
2.2.2 – Atomic Units 
The Schrödinger equation is simplified by not containing any physical constants. This is due to 
using the system of atomic units. Atomic units express physical expressions as multiples or 
combinations of fundamental constants. These constants, which are displayed in Table 2-1, are 
the mass of an electron (𝑚𝑒), the modulus of its charge (|𝑒|), Planck’s constant ℎ divided by 2𝜋 
(ћ), and the permittivity of the vacuum (4𝜋𝜀0).  
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Quantity Atomic Unit  Value in SI Units Symbol (name) 
Mass Rest mass of electron 9.1094 x 10-31 kg 𝑚𝑒 
Charge Elementary charge 1.6022 x 10-19 C 𝑒 
Action Planck’s constant/2π 1.0546 x 10-34 J s ћ 
Length 4𝜋𝜀0/𝑚𝑒𝑒
2 5.2918 x 10-11 m 𝑎0 (bohr) 
Energy ћ2/𝑚𝑒𝑎0
2 4.3597 x 10-18 J 𝐸ℎ (hartree) 
Table 2-1: Atomic Units 
The atomic unit of 1 hartree corresponds to twice the ionisation energy of the hydrogen atom, 
which means the total energy of hydrogen is -0.5 𝐸ℎ. Furthermore, 1 hartree is equivalent to 
627.51 kcal mol-1 which is the unit of energy used throughout this thesis.   
2.2.3 – Born-Oppenheimer Approximation  
A further simplification of the Schrödinger equation can be made by using the Born-
Oppenheimer approximation. The approximation is based on the fact that nuclei outweigh 
electrons to the point where the lightest nucleus (the proton, 1H) is roughly 1800 times heavier 
than a single electron. Therefore, nuclei move more slowly than electrons and it can be assumed 
that electrons are moving so quickly in comparison to the nuclei that the nuclei positions can be 
fixed.  This means that the kinetic energy of the nuclei can be considered to be zero, and the 
nuclei-nuclei repulsion term becomes a constant. Thus, Equation 2-2 can be simplified to form 
the electronic Hamiltonian (Equation 2-4): 
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= ?̂? + ?̂?𝑁𝑒 + ?̂?𝑒𝑒 
Eq. 2-4 
The solution of the Schrödinger equation using ?̂?𝑒𝑙𝑒𝑐 and the electronic wavefunction, 𝛹𝑒𝑙𝑒𝑐, 
gives the electronic energy, 𝐸𝑒𝑙𝑒𝑐. The total energy, 𝐸𝑡𝑜𝑡, is the sum of the electronic energy and 
the constant nuclear repulsion term, 𝐸𝑛𝑢𝑐. 
2.2.4 – The Variational Principle 
Despite simplifying the Schrödinger equation through the use of atomic units and the Born-
Oppenheimer approximation, it remains impossible to solve exactly for atomic and molecular 
systems beyond the simplest one electron examples. Inputting a guess wavefunction, 𝛹𝑔𝑢𝑒𝑠𝑠, 
into the Schrödinger equation will only obtain a guess energy, 𝐸𝑔𝑢𝑒𝑠𝑠: 
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𝐸𝑔𝑢𝑒𝑠𝑠 = ∫𝛹𝑔𝑢𝑒𝑠𝑠?̂?𝛹𝑔𝑢𝑒𝑠𝑠 
Eq. 2-5 
The variational principle states that 𝐸𝑔𝑢𝑒𝑠𝑠 can only ever be greater or equal to the ground-state 
energy, 𝐸0: 
𝐸𝑔𝑢𝑒𝑠𝑠 ≥ 𝐸0 
Eq. 2-6 
and 𝐸𝑔𝑢𝑒𝑠𝑠 can only be equal to 𝐸0 when: 
𝛹𝑔𝑢𝑒𝑠𝑠 = 𝛹0 
Eq. 2-7 
where 𝛹0 is the ground-state wave function. This means that the lower the value of 𝐸𝑔𝑢𝑒𝑠𝑠 the 
closer it must be to the exact value of 𝐸0.  
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2.3 – The Hartree-Fock Approximation 
  
The Hartree-Fock (HF) approximation is the basis for all wave function based quantum chemical 
methods as well as being an influence in the framework for density functional theory (discussed 
in Section 2.4). This section discusses the main concepts of the HF approximation. 
2.3.1 – Spatial and Spin Orbitals  
An orbital is defined as a wave function of an electron. A spatial orbital, 𝜑𝑖(𝑟), is a function of 
the position vector, 𝑟, and describes the spatial distribution of an electron. This means that the 
square of the orbital, |𝜑𝑖|
2𝑑𝑟, is the probability of finding the electron in the volume element, 
dr, surrounding r. Electrons cannot be fully described without defining their spin which can be 
achieved by using the functions 𝛼(𝜔) and 𝛽(𝜔) to specify if the spin is spin up (↑) or spin down 
(↓). A wave function which describes both an electron’s spatial distribution and spin is called a 
spin orbital, 𝜒(𝑥). A spatial orbital, 𝜑𝑖(𝑟), can combine with the two spin functions, 𝛼(𝜔) and 
𝛽(𝜔), to form one spin orbital: 
𝜒(𝑥) = {
𝜑(𝑟)𝛼(𝜔)
𝑜𝑟
𝜑(𝑟)𝛽(𝜔)
 
Eq. 2-8 
2.3.2 – The Hartree Product 
If each electron is assigned to a separate spin orbital then the total wave function could be 
described as the product of all the spin orbitals: 
𝛹𝐻𝑃(𝑥1, 𝑥2, ⋯ , 𝑥𝑁) = 𝜒𝑖(𝑥1)𝜒𝑗(𝑥2)⋯𝜒𝑘(𝑥𝑁) 
Eq. 2-9 
where 𝛹𝐻𝑃(𝑥1, 𝑥2,⋯ , 𝑥𝑁) is the Hartree product. A more correct electronic wave function 
should capture the indistinguishability of electrons. This is not the case for the Hartree product 
as placing specific electrons into specific spin orbitals make them distinguishable from each 
other. Another requirement for a more correct electronic wave function is that the 
antisymmetry principle must be satisfied. This requires that the electronic wave function should 
change sign upon the interchange of spatial and spin co-ordinates of any two electrons (or any 
half-spin particle). The Hartree product does not satisfy the antisymmetry principle.  
2.3.3 – Slater Determinants 
An electronic wave function that satisfies the antisymmetry principle and treats electrons as 
indistinguishable can be formed by using a Slater determinant. For example, when considering 
42 
 
a two-electron case, each electron can be occupying either spin orbital, 𝜒𝑖  and 𝜒𝑗  which gives 
two possible Hartree Products: 
𝛹12
𝐻𝑃(𝑥1, 𝑥2) = 𝜒𝑖(𝑥1)𝜒𝑗(𝑥2) 
𝛹21
𝐻𝑃(𝑥1, 𝑥2) = 𝜒𝑖(𝑥2)𝜒𝑗(𝑥1) 
Eq. 2-10 
A wave function can be obtained by forming a linear combination of the two Hartree Products 
in Equation 2-10: 
𝛹(𝑥1, 𝑥2) = 2
−
1
2[𝜒𝑖(𝑥1)𝜒𝑗(𝑥2) − 𝜒𝑗(𝑥1)𝜒𝑖(𝑥2)] 
Eq. 2-11 
Where the value 2−
1
2 is a normalisation factor. The wave function in Equation 2-11 satisfies the 
antisymmetry principle as: 
𝛹(𝑥1, 𝑥2) = −𝛹(𝑥2, 𝑥1) 
Eq. 2-12 
This antisymmetric wave function can be rewritten as a Slater determinant: 
𝛹(𝑥1, 𝑥2) = 2
−
1
2 [
𝜒𝑖(𝑥1) 𝜒𝑗(𝑥1)
𝜒𝑖(𝑥2) 𝜒𝑗(𝑥2)
] 
Eq. 2-13 
The Slater determinant can be generalised for an N-electron system to: 
𝛹(𝑥1, 𝑥2, ⋯ , 𝒙𝑵) = (𝑵!)
−
1
2 ||
𝜒𝑖(𝑥1) 𝜒𝒋(𝑥1)
𝜒𝑖(𝑥𝟐) 𝜒𝒋(𝑥𝟐)
⋯ 𝜒𝒌(𝑥1)
⋯ 𝜒𝒌(𝑥𝟐)
⋮ ⋮
𝜒𝑖(𝑥𝑵) 𝜒𝒋(𝑥𝑵)
 ⋮
⋯ 𝜒𝒌(𝑥𝑵)
|| 
Eq. 2-14 
The generalised Slater determinant (Equation 2-14) captures the indistinguishability of electrons 
as it describes every permutation of N electrons occupying N spin orbitals. The antisymmetry 
principle is also followed as interchanging two electrons is the equivalent of interchanging two 
rows within the determinant which changes the sign of the resulting wave function. 
Furthermore, assigning two electrons to the same spin orbital makes two columns of the 
determinant equivalent and gives the value of zero. This is consistent with the Pauli exclusion 
principle in that no more than one electron can occupy a single spin orbital. It is common 
practice for the Slater determinant to be written in a short-hand notation which contains a 
normalisation constant and only shows the diagonal values of the determinant: 
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𝛹(𝑥1, 𝑥2,⋯ , 𝑥𝑁) = |𝜒𝑖(𝑥1)𝜒𝑗(𝑥2)⋯𝜒𝑘(𝑥𝑁) > 
Eq. 2-15 
2.3.5 – The Hartree-Fock Equations 
The wave function obtained from the Slater determinant is described by a series of spin orbitals. 
The electronic energy of the system is obtained through a series of minimisations based on the 
variational principle (Section 2.2.4). This is achieved through constructing a series of one-
electron operators where each electron interacts with the static field of all other electrons. 
Applying this minimisation from a Slater determinant gives rise to the Fock operator (form for a 
one electron system shown in Equation 2-16): 
?̂?(1) = ℎ̂(1) −∑(𝐽
𝑎
𝛼(1) − ?̂?𝛼(1)) 
Eq. 2-16 
Where ℎ̂ is the one-electron Hamiltonian (under the Born-Oppenheimer approximation) which 
contains terms for the kinetic energy and potential energy due to electron-nuclei attractions, 𝐽 
is the Coulomb operator and ?̂? is the exchange operator. The Coulomb operator 𝐽 takes the 
form: 
𝐽𝑗(?⃗?1) = ∫|𝜒𝑗(?⃗?2)|
2 1
𝑟12
𝑑?⃗?2 
Eq. 2-17 
and accounts for the potential that an electron in position ?⃗?1 experiences due to the average 
charge distribution of another electron in orbital 𝜒𝑗. The exchange operator ?̂? takes the form: 
?̂?𝑗(?⃗?1)𝜒𝑖(?⃗?1) = ∫𝜒𝑗
∗ (?⃗?2)
1
𝑟12
𝜒𝑖(?⃗?2)𝑑?⃗?2𝜒𝑗(?⃗?1) 
Eq. 2-18 
There is no classical interpretation for ?̂? (Equation 2-18) therefore, it can only be defined 
through the effect it has on a spin orbital. The exchange operator leads to an exchange of the 
variables between two spin orbitals and is a result of the antisymmetry of the Slater 
determinant. It only applies to electrons with the same spin as for opposite spins the spin 
orbitals are orthonormal and therefore would destroy the integral by containing a term which 
is zero.  As part of the pauli exclusion Principle, electrons with the same spin cannot be in the 
same place at the same time. The exchange operator captures this effect as if electron 1 with 
spin α has a set of co-ordinates, electron 2 with spin α will see a reduced electron density around 
the co-ordinates of electron 1. This creates an ‘electron hole’ and means electrons of the same 
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spin will be, on average, further away from each other than electrons with opposite spin which 
has a stabilising effect on the total energy.   
The exchange operator, ?̂? also solves the self-interaction problem. This issue arises from the 
Coulomb operator describing the average repulsion of electrons against all spin and spatial co-
ordinates of itself. The HF approximation eliminates this problem through the exchange 
operator, ?̂?. Including the exchange operator perfectly cancels out the Coulomb interaction if 
electron 1 and 2 are the same and thus solves the self-interaction problem. This effect is not 
carried over into Density Functional Theory (discussed in Section 2.4) and therefore solving the 
self-interaction problem remains an issue for method development. 
In order to solve the HF equations to obtain the energy of a chemical system, a set of orbitals is 
required. This is problematic as the solution to the HF equations is needed to solve them. The 
solution comes in the form of the self-consistent field (SCF) method. The SCF procedure takes a 
guess set of orbitals to form an initial 𝛹𝑔𝑢𝑒𝑠𝑠. Inputting 𝛹𝑔𝑢𝑒𝑠𝑠 into the HF equations forms a 
new set of orbitals in order to obtain an 𝐸𝑔𝑢𝑒𝑠𝑠 value. The new set of orbitals can then be used 
to form a new 𝛹𝑔𝑢𝑒𝑠𝑠 which provides another set of orbitals and value for 𝐸𝑔𝑢𝑒𝑠𝑠. The process 
can then by repeated systematically until 𝛹𝑔𝑢𝑒𝑠𝑠 reaches a convergence limit.  
2.3.6 – Electron Correlation 
Electron correlation mostly relates to the instantaneous repulsion of electrons. The main 
disadvantage of the HF approximation is that it does not capture most aspects of electron 
correlation. This is due to each electron being treated against an average electron repulsion 
independently rather than against the instantaneous repulsion of every other electron in the 
system. The correlation energy can be defined as the difference between the Hartree-Fock 
energy and the true ground state energy: 
𝐸𝐶
𝐻𝐹 = 𝐸0 − 𝐸𝐻𝐹 
Eq. 2-19 
The result of HF not containing electron correlation is that electrons tend to be too close 
together when the HF Approximation is used. This has a destabilising effect as it increases the 
amount of potential energy due to electron-electron repulsion.  
Electron correlation can be split into two categories: dynamic and non-dynamic. Dynamic 
correlation is related to the movement of electrons and how electrons which are further away 
from each other repulse each other less than those that are closer together (i.e. a Coulomb 
effect). Non-dynamic correlation is related to the fact that in some cases, the Slater determinant 
is not a good model of the true ground state as there are other Slater determinants with similar 
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energies. An example where this becomes apparent is with the homolytic dissociation of the H2 
molecule. The equilibrium H⋯H distance is modelled reasonably well by the HF Approximation 
with a correlation error of 0.04 𝐸ℎ, however, when the H⋯H distance is increased the correlation 
error also increases until it converges to a limit of 0.25 𝐸ℎ . This is due to the relative weighting 
of the possible electron configurations which can be displayed pictorially as: 
(𝐻↑⋯𝐻↓) + (𝐻↓⋯𝐻↑) + (𝐻−↑↓⋯𝐻+) + (𝐻+⋯𝐻−↑↓)  
Eq. 2-20 
In the first two terms of Equation 2-20 the two electrons in the system are shared between the 
two protons and in the last two terms, both electrons are on one nucleus while the other is a 
proton. The Slater determinant is a good description of H2 at the equilibrium H⋯H distance. 
However, it fails as the bond length increases as the relative weighting of the ionic terms in the 
wavefunction become greater. This is incorrect as the homolytic cleavage of H2 should result 
with two H atoms with 1 electron and the weight of the ionic terms should tend to 0.   
2.3.7 – Computational Methods to Account for Electron Correlation 
A range of ab initio computational techniques have been developed in order to solve the 
electron correlation problem in the HF approximation. For example, the full configuration-
interaction (CI) method133 is currently considered to be the best ab initio approach. Full CI 
considers electron excitations from the ground state which enables other electronic 
configurations to be assessed. A Full CI calculation with a large enough basis set would result in 
a linear combination of every possible configuration of electrons and therefore the exact wave 
function. However, the computational cost for Full CI is so extreme that it is only viable for small 
systems. Other ab initio methods are couple cluster method such as: CCD134 which only considers 
double excitation configurations, CCSD135 which considers both single and double excitations, 
and CCSD(T)136 which considered single, double and triple excitations. CASSCF137 is another 
technique where the user selects a range of vacant and empty orbitals for the Full CI method to 
be applied to. Furthermore, it was found that electron correlation can be accounted for through 
using Møller-Plesset perturbation theory138 to the second order in a method named MP2.139 
Perturbation to the fourth order in MP4140 is also used but is more computationally expensive 
than MP2. 
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2.4 – Density Functional Theory (DFT) 
 
2.4.1 – The Hohenberg-Kohn Theorems 
Modern DFT began with a landmark paper by Hohenberg and Kohn published in 1964 where 
two theorems are proposed.141 The first Hohenberg-Kohn Theorem proves that there cannot be 
two different values of 𝑉𝑒𝑥𝑡 that have the same ground state electron density (𝜌0) and therefore 
𝜌0 uniquely defines 𝑉𝑒𝑥𝑡 (Equation 2-21). They achieve this by using a reduction ad absurdum 
approach i.e. disproving a statement by showing it leads to an absurd or impractical conclusion. 
This is done by considering two external potentials, 𝑉𝑒𝑥𝑡 and 𝑉′𝑒𝑥𝑡, which give the same electron 
density 𝜌(𝑟). The external potentials are part of two different Hamiltonians, ?̂? and ?̂?′ (where 
they only differ in the external potential): 
?̂? = ?̂? + ?̂?𝑒𝑒 + ?̂?𝑒𝑥𝑡 𝑎𝑛𝑑 ?̂?′ = ?̂? + ?̂?𝑒𝑒 + ?̂?′𝑒𝑥𝑡  
Eq. 2-21 
Where ?̂? is the kinetic energy and ?̂?𝑒𝑒 is the potential energy caused by electron-electron 
repulsion. The Hamiltonians belong to two different ground state wavefunctions, 𝛹 and 𝛹’, and 
have different ground state energies, 𝐸0 and 𝐸′0. This means 𝛹’ can be used as a trial 
wavefunction for ?̂? and due to the variational principle (Section 2.2.4): 
𝐸0 < ⟨𝛹′|?̂?|𝛹′⟩ = ⟨𝛹′|?̂?′|𝛹′⟩ + ⟨𝛹′|?̂? − ?̂?′|𝛹′⟩ 
Eq. 2-22 
Due to Equation 2-21 this can be also written as: 
𝐸0 < 𝐸′0 + ⟨𝛹′|(?̂? + ?̂?𝑒𝑒 + ?̂?𝑒𝑥𝑡) − (?̂? + ?̂?𝑒𝑒 + ?̂?′𝑒𝑥𝑡)|𝛹′⟩ 
Eq. 2-23 
Which yields: 
𝐸0 < 𝐸′0 +∫𝜌(𝑟){𝑉𝑒𝑥𝑡 − 𝑉′𝑒𝑥𝑡}𝑑𝑟 
Eq. 2-24 
Repeating Equations 2-22 and 2-23 for 𝛹 being used as a trial wavefunction for ?̂?′ gives: 
𝐸′0 < 𝐸0 −∫𝜌(𝑟){𝑉𝑒𝑥𝑡 − 𝑉′𝑒𝑥𝑡}𝑑𝑟 
Eq. 2-25 
Finally, adding Equations 2-24 and 2-25 together produces: 
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𝐸0 + 𝐸′0 < 𝐸′0 + 𝐸0 
Eq. 2-26 
Equation 2-26 contradicts itself and therefore acts as proof that there cannot be two different 
values of 𝑉𝑒𝑥𝑡 that have the same ground state electron density (𝜌0).  This means that the 
ground state energy of a system is a functional of the ground state electron density and can be 
written as: 
𝐸0[𝜌0] =  ∫𝜌0 (𝑟)𝑉𝑒𝑥𝑡𝑑𝑟 + 𝑇[𝜌0] + 𝐸𝑒𝑒[𝜌0] 
Eq. 2-27 
Hohenberg and Kohn proved that the 𝑉𝑒𝑥𝑡 term determined from 𝜌0 contained all the necessary 
information to obtain the electronic energy of the system. The distance between nuclei (𝑅𝐴) 
could be measured by the distance between cusps in the electron density with the nuclei charges 
(𝑍) measured by the size and shape of those cusps. Furthermore, the number of electrons (𝑁) 
can be found by integrating the electron density over the entire system. In theory, there should 
be a functional which allows for the ground state energy to be calculated from 𝜌0. This 
hypothetical functional is named the Hohenberg-Kohn functional, 𝐹𝐻𝐾[𝜌0] and contains the 
terms for the kinetic energy, 𝑇[𝜌0], and electron-interaction energy, 𝐸𝑒𝑒[𝜌0]. The second 
Hohenberg-Kohn Theorem states that 𝐹𝐻𝐾[𝜌0] only provides the ground state energy of the 
system if its theoretical density is the true ground state electron density, otherwise, it gives a 
higher value. This problem is variational and therefore, the Variational Principle can  be used: 
𝐸0 ≤ 𝐸[?̃?] = 𝑇[?̃?] + 𝐸𝑒𝑥𝑡[?̃?] + 𝐸𝑒𝑒[?̃?] 
Eq. 2-28 
If 𝐹𝐻𝐾[𝜌0] is known then the exact ground state electronic energy can be calculated. However, 
this is not the case and the rest of this section discusses approximations used in place of 𝐹𝐻𝐾[𝜌0]. 
2.4.2 – The Kohn-Sham Approach 
In 1965, Kohn and Sham published an approach on how the Hohenberg-Kohn functional, 𝐹𝐻𝐾, 
could be approximated. In order to solve the problem of not being able to determine the kinetic 
energy through an explicit functional, the Kohn-Sham approach proposed to include the 
majority of the total kinetic energy by calculating the kinetic energy of a non-interacting 
reference system with the same density as the real system being calculated: 
𝑇𝑆 = −
1
2
∑ < 𝜑𝑖|∇
2|𝜑𝑖 >
𝑁
𝑖
 
Eq. 2-29 
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𝑇𝑆 does not equate to the total kinetic energy of the system as it does not take into account the 
correlated motion of electrons. The Kohn-Sham approach accounted for this by including the 
following separation of the functional 𝐹𝐻𝐾: 
𝐹𝐻𝐾[𝜌(𝑟)] = 𝑇𝑆[𝜌(𝑟)] + 𝐽[𝜌(𝑟)] + 𝐸𝑋𝐶[𝜌(𝑟)] 
Eq. 2-30 
where 𝑇𝑆[𝜌(𝑟)] is the solvable part of the kinetic energy (Equation 2-29) and 𝐽[𝜌(𝑟)] is the 
classical Coulomb interaction which is also solvable. The term  𝐸𝑋𝐶[𝜌(𝑟)] is the exchange-
correlation energy which takes the form: 
𝐸𝑋𝐶[𝜌] = 𝑇𝐶[𝜌] + 𝐸𝑛𝑐𝑙[𝜌] 
Eq. 2-31 
where 𝑇𝐶[𝜌] represents the correlated kinetic energy not included in the 𝑇𝑆 term and 𝐸𝑛𝑐𝑙[𝜌] 
contains the effects of electron exchange, correlation and self-interaction. Solving 𝐸𝑋𝐶[𝜌(𝑟)] 
has been the focus of DFT method development ever since. The different ways this problem has 
been approached are detailed in the rest of this section.  
2.4.3 – Local Density Approximation 
The local density approximation (LDA) is one of the first and simplest approaches to an 
exchange-correlation functional. The model is based on the uniform electron gas (UEG) where 
electrons are present in a  field of constant electronic potential and electron density. This means 
the functionals can be based on solely the electron density at a given point in space. For the UEG 
model, LDA models the exchange energy exactly. The exchange-correlation energy (EXC) of a 
system can be written as: 
𝐸𝑋𝐶
𝐿𝐷𝐴 [𝜌] = ∫𝜌(𝑟)⃗⃗⃗⃗ 𝜀𝑋𝐶(𝜌(𝑟)) 𝑑𝑟 
Eq. 2-32 
 
In Equation 2-32 𝜀𝑋𝐶(𝜌(𝑟)) is the exchange-correlation energy per particle of the UEG of 
density 𝜌(𝑟). The exchange-correlation energy can also be written as: 
𝜀𝑋𝐶(𝜌(𝑟)) =  𝜀𝑋(𝜌(𝑟)) + 𝜀𝐶(𝜌(𝑟)) 
Eq. 2-33 
Here, εX is the exchange term which in LDA has the explicit form of: 
𝜀𝑋 = −
3
4
√
3𝜌(𝑟)
𝜋
3
 
Eq. 2-34 
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Equation 2-34 is also called Slater exchange and can be abbreviated to S. In 1980 Vosko, Wilk 
and Nusair published a very accurate approximation of the correlation energy for the UEG 
model. By combining the exchange (S) and correlation (VWN) approximations the SVWN LDA 
functional can be formed.142 
LDA is useful when modelling chemical systems with a constant, uniform electron density such 
as metal lattices and simple materials and has therefore been used in solid-state physics since 
the 1970s.131, 141 However, LDA is not a sufficient model for most chemical systems (such as 
molecules) whose electron density varies greatly over relatively small distances.  
2.4.4 – General Gradient Approximation 
The general gradient approximation (GGA) is an improvement on the LDA where the gradient of 
the electron density is taken into account. This is achieved by expanding the electron density 
using a Taylor expansion and truncating at the first term which takes into account the gradient 
of the electron density: 
𝐸𝑋𝐶
𝐺𝐺𝐴[𝜌𝛼, 𝜌𝛽] = ∫𝑓(𝜌𝛼 , 𝜌𝛽 , ∇ρ𝛼, ∇𝜌𝛽) 𝑑𝑟 
Eq. 2-35 
In Equation 2-35 the electron densities of electrons with α and β spin are separated. This term 
can be further separated into exchange and correlation terms: 
𝐸𝑋𝐶
𝐺𝐺𝐴 = 𝐸𝑋
𝐺𝐺𝐴 + 𝐸𝐶
𝐺𝐺𝐴 
Eq. 2-36 
Becke used the general gradient approximation when deriving his exchange functional in 1988143 
as did Perdew when deriving his correlation functional in 1986.144 These functionals are 
generally abbreviated to B (or B88) and P86 respectively. Combined they form the BP86 
functional which is used in this thesis. Other popular GGA functionals are BLYP which combines 
Becke’s exchange functional with the correlation functional published by Lee, Yang and Parr in 
1988 (LYP) 145 and PBE146, an exchange-correlation functional derived by Perdew, Burke and 
Ernzerhof in 1996.  
2.4.5 – Hybrid Functionals 
One disadvantage of GGA functionals is that they do not calculate exact exchange. As discussed 
in Section 2.3, Hartree-Fock theory does calculate exact exchange (within the HF Approximation) 
but neglects electron correlation completely. Therefore, a logical step would be to combine the 
Hartree-Fock exchange energy with the correlation energy from a GGA functional as shown in 
Equation 2-37: 
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𝐸𝑋𝐶 = 𝐸𝑋
𝐻𝐹 + 𝐸𝐶
𝐺𝐺𝐴 
Eq. 2-37 
However, despite providing accurate atomisation energies, this method does not work well for 
molecular systems. This is due to treating electron exchange and correlation separately when 
the two terms cannot be decoupled from each other and mixing the delocalised exact exchange 
energy with a local correlation approximation leads to significant errors.  
 
Further contributions to the field led to the development of tuning how much exact exchange 
energy to include in the functional by parametrising against experimental results. Through this 
method, Becke et al. published the hybrid functional known as B3LYP147 which is one of the most 
commonly used functional in the literature.148 
 
𝐸𝑋𝐶
𝐵3𝐿𝑌𝑃 = (1 − 𝑎)𝐸𝑋
𝐿𝑆𝐷 + 𝑎𝐸𝑋𝐶
𝜆=0 + 𝑏𝐸𝑋
𝐵 + 𝑐𝐸𝐶
𝐿𝑌𝑃 + (1 − 𝑐)𝐸𝐶
𝐿𝑆𝐷 
Eq. 2-38 
Equation 2-38 has contributions from the exchange and correlation energies from the local spin 
density (LSD, a variation on LDA which takes into account spin orbitals) 𝐸𝑋
𝐿𝑆𝐷 and 𝐸𝐶
𝐿𝑆𝐷, the exact 
exchange 𝐸𝑋
𝜆=0, Becke’s exchange functional 𝐸𝑋
𝐵 and the LYP correlation functional 𝐸𝐶
𝐿𝑌𝑃. There 
are also 3 parameters: a, b, and c. Parameter a controls the amount of exact exchange while b 
and c control exchange and correlation gradient corrections. For B3LYP these parameters are 
set at a = 0.20, b = 0.72 and c = 0.81. Another hybrid functional used in this thesis is PBE0, 
developed by Adaro and Barone in 1996.149  
2.4.6 – Meta-GGA Functionals 
Another logical progression from GGA functionals is to extend the Taylor expansion of the 
electron density to the second term to take into account the second derivative of the electron 
density. The B97 functional150 used in this thesis uses this strategy. Another meta-GGA functional 
used in this thesis, TPSS151, uses the exchange functional from the uniform electron gas model 
with an ‘enhancement parameter’ which takes into account the inhomogeneity of the electron 
density.  
2.4.7 – Range-Separated Functionals  
GGA and hybrid DFT functionals do not properly capture long-range interactions due to DFT 
being a ‘local’ method. This is sufficient when modelling small molecules. However, long-range 
interactions are not modelled as accurately. Range-separated functionals attempt to do so by 
including full Hartree-Fock exchange for long-range electron-electron interactions whilst 
continuing to use the GGA exchange energy for short-range electron-electron interactions: 
 
51 
 
𝐸𝑋𝐶
𝐿𝑅𝐶𝐹 = 𝐸𝑋
𝐿𝑅−𝐻𝐹 + 𝐸𝑋
𝑆𝑅−𝐺𝐺𝐴 + 𝐸𝐶
𝐺𝐺𝐴 
Eq. 2-39 
Where 𝐸𝑋𝐶
𝐿𝑅𝐶𝐹 is the long-range corrected functional’s exchange-correlation energy, 𝐸𝑋
𝐿𝑅−𝐻𝐹 is 
the Hartree-Fock exchange at long range, and 𝐸𝑋
𝑆𝑅−𝐺𝐺𝐴 is the GGA exchange at short-range. An 
example of a long-range corrected functional is ωB97X, developed by Head-Gordon et al.152 
based on the B97 functional. The ω parameter defines the limit between short-range and long-
range interactions. Furthermore, ωB97X contains around 16% short-range Hartree Fock 
exchange to match the improvement seen in short-range interactions with hybrid functionals 
compared to GGAs. 
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2.5 – Basis Sets 
The spin orbitals used in the HF Approximation and DFT are constructed from a series of 
functions known as basis functions with a complete set of basis functions known as a basis set.  
Basis functions can have the form of Slater-type orbitals (STO) which take the following form for 
a 1s orbital of hydrogen: 
𝜙𝑆𝑇𝑂(𝑟) = (
Ϛ3
𝜋
)
1/2
𝑒−Ϛ𝑟 
Eq. 2-40 
Where 𝑟 is the distance from the nucleus and Ϛ is the orbital exponent which is what determines 
the rate of decay of the function. STOs have a cusp at 𝑟 = 0 and therefore accurately replicate 
atomic orbitals. However, STOs are computationally expensive due to the need to integrate the 
𝑒−Ϛ𝑟 term. Therefore, Gaussian-type orbitals (GTO) are more commonly used. For the 1s orbital 
of hydrogen they take the form: 
𝜙𝐺𝑇𝑂(𝑟) = (
2𝛼
𝜋
)
3/4
𝑒−𝛼𝑟
2
 
Eq. 2-41 
where 𝛼 is the orbital exponent for Gaussian functions. Integration involving GTOs is much easier 
to compute than STOs but they do not represent orbitals as accurately as at 𝑟 = 0 no cusp is 
formed but the gradient does equal zero (Figure 2-1).  
 
Figure 2-3: The form of a STO (blue) vs. a GTO (red). 𝜙 = radial function, r = radius from nucleus 
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Using one GTO in place of an STO is not a sufficient substitution. However, several primitive 
Gaussian functions can be combined into a linear combination in order to give a contracted 
Gaussian function (CGF): 
𝜙𝐶𝐺𝐹(𝑟) =∑𝑐𝑎
𝑀
 
𝜙𝐺𝑇𝑂(𝑟) 
Eq. 2-42 
where 𝑀 is the number of Gaussians used in the linear combination and 𝑐𝑎 is the coefficient 
used to optimise the shape of the CGFs. These CGFs better resemble one STO and, despite 
containing several GTOs, are still more computationally efficient.  
The minimum number of basis functions required to describe a system is one STO per atomic 
orbital (AO). One example of a minimal basis set (also known as single-Ϛ basis sets) is STO-3G153 
which uses 3 GTOs combined into a CGF for each STO required. For example, the H2 molecule 
has a linear combination of 2 1s AOs and therefore, requires a minimum of 2 STOs. STO-3G 
provides 2 CGFs in the form of 6 GTOs.  Basis sets where two basis functions are formed for each 
AO (double-Ϛ) and three basis functions for each AO (triple-Ϛ) are also used.  
In the STO-3G basis set, all orbitals have an equal number of basis functions whether they are 
core or valence orbitals. Core orbitals are generally not involved or influenced by chemical 
bonding while valence orbitals are greatly influenced.  This effect led to the development of 
split-valence basis sets where the core orbitals are described using a single CGF while valence 
orbitals are split into more than one CGF. Pople et al. have developed the most popular split-
valence basis sets which include 3-21G, 6-21G, 4-31G, 6-31G and 6-311G.154, 155 The 
nomenclature indicates the number of CGFs used to describe the AOs. For example, 6-31G basis 
sets describe the core orbitals with 6 GTOs forming a single CGF and the valence electrons are 
described with a double-Ϛ basis with 3 GTOs forming 1 CGF and 1 GTO forming another.   
Further basis functions can be added through including polarisation functions which account for 
orbitals with higher angular momentum than the valence AOs of the neutral atom. For example, 
including d polarisation functions adds d-functions to p-block elements (indicated by a * after 
the basis set). A double ** indicates inclusion of d and p polarisation which adds p-functions to 
the H and He atoms. The 6-31G** basis set is used in this thesis.156, 157 
All the basis sets discussed so far have been all electron basis sets as all the electrons of an atom 
are described. This is sufficient in terms of computational cost for lighter atoms. However, when 
moving to heavier atoms, especially transition-metal centres, describing every electron in the 
system becomes more computationally expensive. This problem is solved by using effective core 
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potentials (ECPs) which capture the potential of the core electrons based on high-level 
calculations. This means that the core electrons of heavy atoms do not need to be explicitly 
calculated, saving computational time. ECPs also capture certain relativistic effects which are 
important in the description of the core electrons in heavier atoms and otherwise difficult to 
compute. These relativistic effects have been shown to be important in modelling transition-
metal bonding as they also affect valence electrons of transition-metals.131 This thesis describes 
heavy atoms (all elements beyond the 2nd row of the periodic table) with Stuttgart 
pseudopotentials.158  
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2.6 – Solvation and Dispersion 
 
2.6.1 – Solvation Models  
The majority of chemical reactions take place in solution and the nature of the solvent used can 
greatly affect the reactivity. Therefore, it is important to correctly model the effects of solvation 
in order to have a good description of the chemical system for calculation. 
One approach is to only add the explicit solvent molecules that make up the first co-ordination 
sphere around the chemical species being calculated. However, difficulties arise when 
determining where the solvent molecules should be placed as there could be many potential 
conformations with similar kinetics, all of which would need to be taken into account. 
Furthermore, the number of solvent molecules to include is a factor that would need 
consideration with the cut-off not being clear and likely to change depending on the chemical 
species being studied. Another explicit approach to model solvation is to calculate a solvent box. 
This is where the chemical species being calculated is surrounded by explicitly included solvent 
molecules with periodic boundary conditions. The solvent box method is seldom used as it is 
expensive computationally due to each calculation including potentially thousands of atoms. 
However, Lledos, Ujaque et al.159, 160 have managed to gain useful mechanistic information on 
the Wacker process by utilising this technique. 
Implicit solvent models are much more commonly used when calculating the effects of solvent. 
These models simulate the effect of the bulk solvent on the chemical species (solute) being 
calculated. The implicit solvation model used in this thesis is the polarised continuum model 
(PCM).161 This model calculates the solvent-solute boundary by probing the electron density 
isosurface of the solute. The solvent surface then polarises depending on the charges of the 
solute and the polarizability of the solvent. The PCM model achieves this using partial atomic 
charges. Another popular implicit solvation model used in the literature is solvation model 
density (SMD).162  
Implicit solvation models give a value for the free energy of solvation, GS, which is given by the 
equation: 
𝐺𝑆 = 𝐺𝑒𝑙 + 𝐺𝑟𝑒𝑝 + 𝐺𝑑𝑖𝑠 + 𝐺𝑐𝑎𝑣 + 𝐺𝑡𝑚 
Eq. 2-43 
Gel (electrostatic), Grep (repulsion) and Gdis (dispersion) all occur between the surface of the 
solute and the solvent surface. The cavitation energy (Gcav) arises from energetic cost of the 
formation of a cavity in a 3D continuum due to the presence of the solute as well as the change 
in structure of the solvent bulk. The term Gtm accounts for the thermal and molecular motions 
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of the solute within the solvent cavity. Implicit solvent models are much less computationally 
expensive than explicit solvation whilst maintaining good modelling of solvation effects. The 
main disadvantage to the implicit solvent models is that they do not capture solvent-solute 
interactions such as hydrogen bonding or co-ordination to transition-metals. In cases where 
these effects are important to the chemical system being studied, a combination of implicit and 
explicit solvent models would have to be used.  
2.6.2 – Dispersion Corrections  
It has already been discussed in Section 2.4 that DFT functionals fail when modelling long-range 
interactions. The most popular approach to solve this issue is to include an empirical dispersion 
correction to the DFT energy, so-called DFT-D. These DFT-D corrections are based on the 
attractive r-6 term of the Lennard-Jones 12-6 potential163 and takes the form: 
𝐸𝑑𝑖𝑠𝑝
𝐷𝐹𝑇−𝐷 = −
1
2
∑ ∑ 𝑠𝑛
𝐶𝑛
𝐴𝐵
𝑟𝐴𝐵
𝑛 𝑓𝑑,𝑛(𝑟𝐴𝐵)
𝑛=6.8.10𝐴≠𝐵
 
Eq. 2-44 
where 𝐶𝑛
𝐴𝐵 is the averaged nth order dispersion coefficient for atom pair AB and 𝑟𝐴𝐵
𝑛  is their 
internuclear distance. For the commonly used empirical dispersion correction developed by 
Grimme et al.164, D3, 𝐶𝑛
𝐴𝐵 is used for n = 6 and 8. The value 𝑠𝑛 is a scaling factor which is changed 
depending on the DFT functional being used in conjunction with the empirical dispersion 
correction.  The damping function, 𝑓𝑑,𝑛, is used to avoid short and medium ranged interactions 
being counted twice as they are already captured by DFT.  For the D3 correction, a damping 
function was proposed by Becke and Johnson165 denoted as BJ where the dispersion energy 
would be given by: 
𝐸𝑑𝑖𝑠𝑝
𝐷3(𝐵𝐽)
= −
1
2
∑ 𝑠6
𝐶6
𝐴𝐵
𝑅𝐴𝐵
6 + [𝑓(𝑅𝐴𝐵
0 )]6
+ 𝑠6
𝐶8
𝐴𝐵
𝑅𝐴𝐵
8 + [𝑓(𝑅𝐴𝐵
0 )]8
𝐴≠𝐵
 
Eq. 2-45 
where 
𝑓(𝑅𝐴𝐵
0 ) = 𝑎1𝑅𝐴𝐵
0 + 𝑎2 
Eq. 2-46 
and a1 and a2 are fitted parameters. The D3(BJ) dispersion correction is what is used throughout 
this thesis.  
Another approach to account for long-range interactions with DFT functionals is to parameterise 
against large molecules where long-range interactions are important. This is the basis for some 
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Minnesota functionals developed by Truhlar et al. The DFT functional M06166 used in this thesis 
was parameterised against a data set of solid-state structural data. Furthermore, some DFT 
functionals contain an internal dispersion correction included within the functional itself. 
Dispersion-corrected functionals used in this thesis are B97D167 and ωB97XD.152   
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2.7 – The Quantum Theory of Atoms in Molecules (QTAIM) 
 
The discussion in this section involves the analyses of QTAIM calculations which utilises Bader’s 
Quantum Theory of Atoms in Molecules.168 The main sources for this section are Bader’s 
textbook name “Atoms in Molecules”169 and “The Quantum Theory of Atoms in Molecules” 
edited by C. F. Matta and R. J. Boyd.170 These calculations are used to analyse chemical 
interactions on the basis of the topology of the electron density [ρ(r)]. This is achieved by 
studying the critical points of the electron density surface. Critical points arise where the 
gradient of the electron density, 𝛻ρ(r), is equal to zero in all directions Equation 2-47. 
∇ρ =  𝐢
∂ρ
∂x
+  𝐣
∂ρ
∂y
+ 𝐤
∂ρ
∂z
=  0 
 Eq. 2-47 
There are four different categories of critical points which can be distinguished by looking at the 
second derivative of the electron density, 𝛻𝛻ρ. There are nine values of 𝛻𝛻ρ which can be 
arranged in a Hessian matrix and then diagonalised Equation 2-48: 
A(rc) =  
(
 
 
 
 
𝜕2𝜌
𝜕𝑥2
𝜕2𝜌
𝜕𝑥𝜕𝑦
𝜕2𝜌
𝜕𝑥𝜕𝑧
𝜕2𝜌
𝜕𝑦𝜕𝑥
𝜕2𝜌
𝜕𝑦2
𝜕2𝜌
𝜕𝑦𝜕𝑧
𝜕2𝜌
𝜕𝑧𝜕𝑥
𝜕2𝜌
𝜕𝑧𝜕𝑦
𝜕2𝜌
𝜕𝑧2 )
 
 
 
 
𝑟′=𝑟𝑐
𝐷𝑖𝑎𝑔𝑜𝑛𝑎𝑙𝑖𝑠𝑒𝑑
→           =   (
𝜆1 0 0
0 𝜆2 0
0 0 𝜆3
) 
Eq. 2-48 
The values of λ1, λ2, and λ3 represent the curvature of the density in three directions. The sum of 
these three curvatures gives the Laplacian of the electron density 𝛻2ρ(r) (Equation 2-49). The 
Laplacian value can provide some information when analysing a QTAIM calculation. This will be 
discussed later in Section 2.7.1.2.  
∇2𝜌(𝑟) =  𝜆1 + 𝜆2 + 𝜆3 
 Eq. 2-49 
Critical points can be categorised by their rank (ω) and signature (σ) which are displayed as (ω,σ). 
The rank is defined by the number of non-zero curvatures at the critical point. In terms of the 
topology of the electron density it is very rare to find a value of ω that is not equal to three. The 
signature is the sum of the signs of the curvatures (λ1, λ2, λ3).  
One category of critical point has a rank, signature value of (3,-3), meaning that there are three 
negative curvatures as ρ is at a local maximum. This is called a nuclear critical point (ncp) as it 
signifies the position of an atomic nucleus in the surface of the electron density. Mathematically, 
this is not a true critical point as the electron density forms a cusp at the centre of a nucleus 
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meaning the curvatures are not defined and the gradient of the electron density is not equal to 
zero. However, the maximum at the nucleus topologically acts as a critical point.  
Other critical points are classified as (3,-1); meaning there are two negative curvatures and one 
positive curvature. This signifies that the critical point is at a saddle point in the electron density 
surface. Critical points of this category are called bond critical points (bcps) and generally 
indicate the presence of a bond between two atoms. BCPs are the minimum point of electron 
density along the bond path. The bond path is the line of maximum electron density between 
two nuclear critical points. Bond paths and bcps will be discussed in greater detail in Section 
2.7.1.5.  
Critical points classified as (3,+1) have two positive curvatures and one negative curvature. 
These are ring critical points (rcps) and are located in the centre of a ring of bonded atoms. The 
final classification of critical points are (3,+3). These cage critical points (ccps) are a local 
minimum in the electron density as all three curvatures are positive.  
The number and type of critical points present in a single molecule or crystal follows the 
topological relationship seen in Equation 2-50: 
nNCP − nBCP + nRCP − nCCP =  {
1 
0 
(Isolated Molecules)
(Infinite Crystals)
 
Eq. 2-50 
In Figure 2-2, bond paths, ncps, bcps, rcps and ccps are displayed for cubane. 
 
 
 
 
Figure 2-2: Molecular graph for cubane. Nuclear critical points are shown by the atomic positions. 
Bond critical points (bcps) shown in green. Ring critical points (rcps) shown in red. Cage critical point 
(ccp) shown in blue. 
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2.7.1 – Properties of the Bond Critical Point 
2.7.1.1 – Electron Density 
Every bcp will have a value of electron density (ρ). This can be displayed in atomic units (a.u.) or 
electrons per ångström cubed (e Å-3). Generally, when ρ is greater than 0.10 a.u. it suggests a 
strong covalent bonding interaction. Values of less than 0.10 a.u. are indicative of a weak 
covalent interaction or a closed shell interaction.  There is a strong correlation between the 
value of ρ and the strength of the interaction i.e. a larger ρ value correlates to a stronger bond.  
2.7.1.2 – The Laplacian 
Information on bonding can also be gained from the Laplacian, 𝛻2ρ(r), at the bcp. It is typical for 
a covalent interaction to have a negative 𝛻2ρ(r) value due to the two negative curvatures 
dominating. Closed shell interactions tend to have a positive 𝛻2ρ(r) due to the depletion of 
electron density in a closed shell interaction. However, in cases where there is a strongly polar 
bond (e.g. C-O, C-N, C-F) or a large difference in electron density between two nuclei (e.g. a 
transition metal (TM) hydride) the 𝛻2ρ(r) value can be either positive or negative. This means 
care is required when using the Laplacian to analyse certain bonds and other methods in 
determining the nature of the bonding interaction are used.  
2.7.1.3 – Energy Densities 
Energy densities are another way of analysing the bonding at a bcp. There are three types of 
energy density in QTAIM: potential (V(r)), kinetic (G(r)), and total (H(r)).171 The potential energy 
density is the average effective potential field experienced by a single electron at point r in a 
many-particle system. V(r) is always negative and its integration over all space gives the total 
potential energy of the molecule. The value for V(r) is calculated using the virial theorem which 
expresses the relationship between, V(r), G(r) and 𝛻2ρ(r) for a stationary state (Equation 2-51):  
(
ћ2
4m
)∇2ρ(r) = 2G(r) + V(r) 
Eq. 2-51 
where the kinetic energy density, G(r), is always positive and calculated from Equation 2-52:  
G(r) =  
ћ2
2m
N∫dτ′∇Ψ∗ ∙ ∇Ψ 
Eq. 2-52 
where dτ′ denotes summation over all spins and integration over all spatial co-ordinates. The 
total energy density, H(r), is simply the sum of G(r) and V(r) (Equation 2-53) and can be 
integrated over all space to give the total electronic energy of the molecule.  
H(r) = G(r) + V(r) 
Eq. 2-53 
The total energy density is a negative value for interactions such as covalent bonds. This is 
caused by the potential energy, V(r), term dominating as there will be concentrated electron 
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density in the region of the bond. The more negative the value of H(r), the stronger the covalent 
bond. Conversely, a positive H(r) value is indicative of interactions such as ionic bonding. In this 
case the kinetic energy, G(r), term dominates as there is no concentrated electron density and 
therefore less potential energy. Energy densities are not reliant on the second derivatives 
(curvatures: λ1, λ2, λ3) of the electron density as the Laplacian seen in Equations 2-50. This makes 
them more reliable in analysing bonding with strong polarity or large disparity in nuclei electron 
densities.  
2.7.1.4 – Bond Ellipticity  
The bond ellipticity, ε, is defined in Equation 2-54:  
ε =  
λ1
λ2
− 1 (where |λ1| ≥ |λ2|) 
Eq. 2-54 
The ellipticity can be used as a measure how much the electron density has accumulated in the 
plane containing the bond path i.e. how cylindrically symmetrical the interaction is. For example, 
Figure 2-3 shows selected C-C natural bonding orbitals (NBO, Section 2.8) for ethane, ethene 
and acetylene. In ethane, λ1 = λ2 which means ε = 0 indicating a cylindrically symmetrical bond. 
This is no surprise as the C-C bond in ethane is a purely sigma interaction. Moving to ethene, the 
π C-C bond has an increased ellipticity of ε = 0.45 as λ1 ≠ λ2 in this case. In acetylene, which has 
a bond order of 3, ε = 0 because the two equivalent π bonding interactions in acetylene are 
orthogonal which makes the overall interaction cylindrical. 
 
 
 
 
 
 
 
ε = 0  ε = 0.46  
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ε = 0  
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Figure 2-3: Bonding NBOs (see Section 2.8) of Ethane, Ethene and Acetylene and λ values 
corresponding to the ellipticity. 
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2.7.1.5 – Bond Paths 
As previously stated, the bond path is the line of maximum electron density between two ncps 
with a bcp sitting at the minimum along this path. The length of the bond path does not 
necessarily equate to the length of the bond and can, in some cases, exceed it. One of these 
cases is when the bond is strained, which can be seen in the cubane in example in Figure 2-2. 
Furthermore, the bond path can also be curved if the bond is electron deficient. An example of 
this can be seen in B2H6 (Figure 2-4) which is a classic example of a molecule with 3c-2e bonds. 
The endocyclic curve of the bond path as seen in B2H6 is indicative of 3c-2e bonding.    
  
Figure 2-4: Molecular graph of B2H6. 
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Chapter 3: The Dehydrocoupling of Secondary Phosphine-Boranes using 
[Rh(Ph2P(CH2)3PPh2)(η6-C6H5F)][BArF4] as a Precatalyst 
 
3.1 – Introduction 
 
3.1.1 – Experimental Background 
The Weller group found that reacting [Rh(dppp)(η6-C6H5F)][BArF4], 3-1, (dppp = Ph2P(CH2)3PPh2) 
with secondary phosphine-boranes H3B-PPh2H and H3B-PtBu2H in melt conditions would form 
linear dimers R2HPBH2-PR2BH3 (R = tBu, Ph) (Scheme 3-1).126 Reaction with H3B-PtBu2H required 
more forcing conditions and the reaction would also yield some side products such as boronium 
cation ([(PtBu2H)2BH2]+ while reaction with primary phosphine-borane, H3B-PPhH2 formed 
polyphosphino-borane. 
 
Scheme 3-1: Reaction of H3B-PR2H (R = Ph, tBu) with catalyst 3-1 in melt conditions. Adapted 
from reference No. 126. 
In an attempt to characterise likely intermediate complexes through NMR spectroscopy, the 
reaction was repeated at 298 K in toluene (Scheme 3-2). Reaction with H3B-PtBu2H formed 
phosphine-borane complex [Rh(dppp)(η2-H3BPtBu2H)][BArF4], 3-2atBu after displacing the 
fluorobenzene ligand. However, reaction with H3B-PPh2H formed two complexes. First, by 
adding 2 equivalents of H3B-PPh2H to 3-1, a phosphido-borate, phosphine-borane complex 
[Rh(dppp)(σ,η1-PPh2BH3)(η1-H3BPPh2H)[BArF4], 3-3, where P-H activation has occurred was 
characterised. Complex 3-3 could also be formed in a 1:1 ratio with complex 3-1 upon reaction 
with one equivalent of H3B-PPh2H. Leaving intermediate 3-3 in toluene at 298 K for 4 hrs yields 
the second characterised complex which contained a phosphido-borate dimer [Rh(dppp)(σ,η2-
PPh2BH2PPh2BH3)][BArF4], 3-7, where the complex has undergone P-H activation, B-H activation 
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and P-B coupling. Directly adding the linear dimer H3B-PPh2BH2-PPh2H to complex 3-1 also yields 
3-7.  
 
Scheme 3-2: Reactions of H3B-PR2H (R = Ph, tBu) and H3B-PPh2BH2-PPh2H with complex 3-1 in 
toluene 
Kinetic studies on the transformation of 3-3 to 3-7 suggested that the process occurs via 
intramolecular dehydrocoupling. An Eyring analysis, determined by measuring the rate of this 
process over a range of temperatures, gave experimental activation barriers of: ΔH‡ = 27.4 ± 0.4 
kcal mol-1, ΔS‡ = +13.1 ± 1.3 cal mol-1 K-1, and ΔG(298)‡ = 23.4 ± 0.7 kcal mol-1. Reaction with D3B-
PPh2H results in the incorporation of deuterium into all B-H, P-H and Rh-H positions in complexes 
3-3 and 3-7.  The transformation of 3-3 (formed from reaction of D3B-PPh2H with 3-1) to 3-7 
occurs with a kinetic isotope effect (KIE) of 1.9 ± 0.1. When 3-3 was formed with D3B-PPh2D, the 
transformation to 3-7 proceeded with a KIE of 2.3 ± 0.2. A further study by the Weller group 
suggested that B-H activation/reorganisation prior to P-B bond formation could be rate-
limiting.127 Furthermore, 3-3, does not undergo H/D exchange when under an atmosphere of D2 
indicating the rate determining process occurs before the loss of H2 in the reaction. Putting 
intermediate 3-2atBu in an atmosphere of D2 sees H/D scrambling in the B-H positions but not 
the P-H position. 
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The experimental observations led to the Weller group proposing the mechanism shown in 
Scheme 3-3. One equivalent of H3B-PPh2H replaces the fluorobenzene in 3-1 to form 3-2a. A 
second equivalent of phosphine-borane then binds and undergoes P-H activation to form 3-3 
which has been characterised with NMR spectroscopy. A B-H isomerisation then occurs to form 
phosphido-borate, phosphine-borane complex 3-4. Intermediate [Rh(dppp)(σ,η1-
PPh2BH3)(H2BPPh2H)(H2)[BArF4] 3-5 is then formed through B-H activation. The rate determining 
process occurs somewhere between complexes 3-3 and 3-5. The reaction then proceeds 
through H2 loss and P-B coupling to form 3-6 which exhibits a linear dimer bound to the metal 
through two σ-B-H interactions. It is then predicted that the stoichiometric reaction would form 
experimentally observed complex 3-7 through P-H activation while the catalytic cycle would see 
the linear dimer substituted by a phosphine-borane monomer to reform 3-2a.  
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Scheme 3-3: Proposed mechanism for the dehydrocoupling of H3B-PPh2H with catalyst 3-1. 
Adapted from reference No 126. 
The DFT investigations conducted as part of this thesis aimed to characterise the 
dehydrocoupling mechanism with 3-1 and H3B-PPh2H. This system was chosen for study due to 
the availability of experimental activation parameters allowing any calculated barriers to be 
directly compared to experiment. A benchmarking study was also conducted in order to find the 
best computational approach to complement the experimental results.  
3.1.2 – Computational Details 
Calculations were run with Gaussian 03 Revision D.01.173 Geometry optimisations were 
performed using the BP86 functional.143, 144 The Rh and P centres were described with Stuttgart 
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pseudopotentials and associated basis sets158 (with added d-orbital polarisation on P (Ϛ = 
0.387))174 and 6-31g** basis sets156, 157 described all other atoms (referred to as BS1).  All 
stationary points were fully characterised via analytical frequency calculations as either minima 
(all positive frequencies) or transition states (one imaginary frequency). IRC (intrinsic reaction 
co-ordinate) calculations and subsequent geometry optimisations were used to confirm the 
minima linked by each transition state. Frequency calculations also provided a free energy in the 
gas phase, computed at 298.15 K and 1 atm. Energies reported in the text are based on the gas-
phase relative energies and incorporate a correction for dispersion effects using Grimme’s D3 
parameter set164 with Becke-Johnson damping165 as well as solvation (PCM approach)161 in 
toluene. Both dispersion and solvation corrections were run as single points with Gaussian 09 
Revision D.01.175  
Throughout the chapter, the energy for [Rh(dppp)(η6-C6H5F)]+, 3-1, and the phosphine-borane 
reactants are set to 0.0 kcal mol-1.  
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3.2 – The Dehydrocoupling Mechanism of H3B-PPh2H with [Rh(dppp)(η6-C6H5F)]+ 
 
3.2.1 – Comparing the Molecular and Computed Structures of Complexes 3-3 and 3-7 
To test whether the chosen computational model was a good fit for the system being studied, 
the computed structures for intermediate 3-3 and product 3-7 (Figure 3-1) were compared with 
available experimental structures. However, crystallographic data was not available for 3-3 and 
3-7 so the optimised structures were compared with analogous complexes [Rh(dppp)(σ,η1-
PR2BH3)(η1-H3BPR2H)][BArF4] 3-3R and [Rh(dppp)(σ,η1-PR2BH2PR2BH3)(H)][BArF4] 3-7R (R = 3,5-
(CF3)2(C6H3)).127 The results displayed in Table 3-1 show that the computed structures are in 
reasonable agreement with the available experimental molecular structures. For complex 3-3 
the P3-B1 distance of 1.93 Å is similar to other published phosphido-borate species such as 
[Ti(Cp)2(σ,η1-PPh2BH3)] and [Fe(CO)(Cp)(PPh2BH3)] by Manners et al.124, 176 who report a P-B 
distance of 1.951(4) and 1.892(3) Å respectively. 
 
 
Figure 3-1: Optimised structures of 3-3 and 3-7 and structures of 3-3R and 3-7R. Colour scheme 
shown in the legend above is adopted throughout the chapter. 
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                 3-3 3-7 
Key Bonds / Angles Computed 
(Å / °) 
Experiment 
(Å / °) 
Computed 
(Å / °) 
Experiment 
(Å / °) 
Rh1–P1 2.33 2.278(10) 2.39 2.3241(11) 
Rh1–P2 2.40 2.3163(9) 2.31 2.2650(11) 
Rh1–P3 2.37 2.3045(10) 2.46 2.3925(10) 
P3–B1 1.93 1.913(4) 1.99 -- 
P4–B2 1.96 1.918(4) 1.97 -- 
Rh1⋯B1 2.52 2.515(4) 3.67 -- 
Rh1⋯B2 2.79 2.740(4) 2.26 2.280(5) 
Rh1-P3-B1 70.93 72.54(14) 110.19 110.88(15) 
Rh1-B2-P4 128.15 121.3(2) 120.10 107.5(2) 
Table 3-1: Comparison between computed structures 3-3 and 3-7 with molecular structures 3-
3R and 3-7R. 
3.2.2 – The Computed Dehydrocoupling Mechanism 
The proposed pathway (Scheme 3-4) begins with the substitution of the η6-bound 
fluorobenzene in 3-1 with one equivalent of H3B-PPh2H to form phosphine-borane complex, 3-
2a (G = -3.0 kcal mol-1, Figure 3-2). The phosphine-borane binds in an η2-fashion to the Rh centre 
with Rh-H bond lengths of 1.85 Å and elongated B-H bond lengths of 1.29 Å (compared to a 
calculated B-H bond length of 1.22 Å in free H3B-PPh2H). A second equivalent of H3B-PPh2H can 
then bind to form a bis-phosphine-borane complex, 3-2b (G = -19.1 kcal mol-1), where both 
phosphine-boranes are η1-bound to the metal. Complex 3-2b is more stable than 3-2a by 16.1 
kcal mol-1. This suggests that the reaction will proceed from the bis-phosphine-borane complex, 
3-2b over the mono-phosphine-borane complex 3-2a. Dehydrocoupling pathways from complex 
3-2a were investigated but no P-H activation transition state could be characterised. 
From 3-2b, the reaction proceeds through a facile step involving P-H activation and Rh-P bond 
formation via 3-TS(2b-3) (G = -19.0 kcal mol-1) to form the experimentally characterised 
complex, 3-3 (G = -36.9 kcal mol-1). During this process the P⋯H distance increases from 1.43 Å 
in 3-2b, to 1.72 Å in 3-TS(2b-3) and finally 2.67 Å in 3-3 as the Rh⋯H distance decreases from 
2.99 Å to 1.66 Å to 1.55 Å. The formed Rh-P bond in 3-3 has a length of 2.37 Å having previously 
had a distance of 2.99 Å in 3-2b.  
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Scheme 3-4: Reaction scheme for the formation of complex 3-3 from 3-1. Free energies at 
BP86(D3BJ), CH2Cl2/BS1 
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Figure 3-2: Optimised structures of the H3B-PPh2H binding and P-H activation towards the 
formation of 3-3 including key distances in Å. Hydrogens bonded to carbon omitted for clarity. 
In intermediate 3-3 the phosphido-borate B-H σ-interaction is trans to one of the chelating 
phosphines. However, it can undergo an isomerisation via 3-TS(3-4) (G = -18.1 kcal mol-1, Figure 
3-3, Scheme 3-5) where the boron migrates to the cis-hydride to form a σ-interaction trans to 
the phosphine-borane, 3-4 (G= -28.8 kcal mol-1). At 3-TS(3-4) the initial B-H bond has broken 
with a B⋯H distance of 2.15 Å with the new B⋯H interaction having a distance of 1.75 Å. From 
3-4, rotation around the phosphine-borane B-H bond occurs via 3-TS(4-4’) (G = -25.5 kcal mol-1) 
to form lower energy intermediate 3-4’ (G =-31.6 kcal mol-1). This rotation changes the torsion 
angle between Rh-H-B-P from 117.73 ˚ to -171.95 ˚ at 3-4’. 
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Figure 3-3: Optimised structures of the B-H activation and rearrangement towards the formation 
of 3-4’ including key distances in Å. Hydrogens bonded to carbon omitted for clarity. 
Proceeding from intermediate, 3-4’, B-P bond formation between the boron of the phosphine-
borane and the metal-bound phosphorus of the phosphido-borate occurs through 3-TS(4’-7’)1 
(G = -16.2 kcal mol-1, Figure 3-4) to form 3-INT(4’-7’)1. This process involves B-H activation with 
the breaking of the phosphine-borane B-H bond (B⋯H distance increasing from 1.31 Å to 4.90 
Å), the breaking of the phosphido-borate Rh-P bond (Rh⋯P distance increasing from 2.37 Å  to 
3.85 Å), and the formation of the B-P bond (B⋯P distance decreasing from 3.34 Å to 1.96 Å) as 
well as the formation of a P-H σ-interaction (from the phosphine-borane) with the metal to 
afford complex 3-INT(4’-7’)1 (G = -25.9 kcal mol-1). Complex 3-INT(4’-7’)1 contains a phosphine-
borane dimer which is bound to the rhodium centre through a B-H σ-interaction and a P-H σ-
interaction.  
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Scheme 3-5: Reaction scheme for the B-H activation and P-B coupling towards the formation of 
complex 3-INT(4’-7’)1 from 3-3. Free energies at BP86(D3BJ), CH2Cl2/BS1 
 
Figure 3-4: Optimised structures of B-P coupling step towards the formation of 3-INT(4’-7’)1 
including key distances in Å. Hydrogens bonded to carbon omitted for clarity. 
In Scheme 3-6,  intermediate 3-INT(4’-7’)1 undergoes σ-complex assisted metathesis (σ-CAM)177 
of the P-H σ-interaction via 3-TS(4’-7’)2 (G = -28.4 kcal mol-1) to form dihydrogen intermediate 
3-INT(4’-7’)2 (G = -35.7 kcal mol-1, Figure 3-5). The P⋯H distance increases from 1.52 Å in 3-
INT(4’-7’)1 to 2.87 Å in 3-INT(4’-7’)2 (G = -35.7 kcal mol-1) as the hydride goes on to form an H2 
ligand with the H⋯H distance decreasing from 1.99 Å to 0.91 Å in 3-INT(4’-7’)2. The energy of 
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3-TS(4’-7’)2 is lower than that of preceding intermediate 3-INT(4’-7’)1 making the process seem 
‘barrierless’. This is an effect caused by the zero point energy correction for 3-TS(4’-7’)2.   
The H2 ligand in 3-INT(4’-7’)2 then dissociates through 3-TS(4’-7’)3  (G = -22.9 kcal mol-1) to 
afford 3-7’ (G = -17.6 kcal mol-1). The complex can then rearrange to form 3-7’ (G = -41.2 kcal 
mol-1) which is the product of the stoichiometric reaction.  
 
Scheme 3-6: Reaction scheme for P-H activation and H2 dissociation towards the formation of 
complex 3-7 from 3-INT(4’-7’)1. Free energies at BP86(D3BJ), CH2Cl2/BS1 
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Figure 3-4: Optimised structures of the P-H activation and H2 dissociation towards the formation 
of 3-7 including key distances in Å. Hydrogens bonded to carbon omitted for clarity. 
The full proposed reaction pathway, shown in Scheme 3-7, coincides with the available 
experimental data. For example, the lowest energy intermediate, 3-3 and product 3-7, are the 
two complexes stable enough to be characterised by NMR spectroscopy. Experimental studies 
predicted the rate-determining step to involve B-H activation/rearrangement before B-P 
coupling. In the computed pathway, the rate determining process arises from the highest energy 
transition state, 3-TS(4’-7’)1 (P-B coupling). However, this still coincides with experiment as B-H 
activation is involved in the P-B coupling process as well as in a preceding step via 3-TS(3-4) 
which falls in between 3-3 and 3-TS(4’-7’)1. The rate determining process occurs with an overall 
free energy barrier of 20.7 kcal mol-1 and an overall enthalpy barrier of 19.9 kcal mol-1.  KIE values 
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of 2.98 and 3.07 were calculated from the computed free energy barrier for reaction with D3B-
PPh2H and D3B-PPh2D respectively which also agrees with the experimental values.  
 
Scheme 3-7: Reaction scheme for the formation of complex 3-7 from 3-1. Free energies 
(enthalpies) at BP86(D3BJ), CH2Cl2/BS1 
Comparing the calculated free energy and enthalpy values with the experimental activation 
parameters (Table 3-2) shows that the free energy barrier is underestimated by 2.7 kcal mol-1 
and the enthalpy barrier is underestimated by 7.5 kcal mol-1. Furthermore, our calculations 
predict an entropy value with the incorrect sign compared to the experimental value. This is 
most likely due to the chemical model not capturing all the entropic contributions that occur in 
the experimental system. For example, due to the calculations being on the isolated molecule 
in the gas phase, contributions from solvent rearrangement will not be captured by the 
calculated entropy value. Having established this error in the entropy, all free energy values will 
also contain an error due to the free energies reliance on the entropy (Equation 3-1).  
 Computed Eyring Analysis  
ΔH 19.9 kcal mol-1 27.4 ± 0.4 kcal mol-1 
ΔG 20.7 kcal mol-1 23.4 ± 0.7 kcal mol-1 
ΔS -4.4 cal mol-1 K-1 +13.1 ± 1.3 cal mol-1 K-1 
Table 3-2: Comparison of computed barriers against the experimental Eyring analysis. Entropy 
value calculation using Eq. 3-1 at 298 K 
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∆G = ∆H − (T∆S) 
Eq. 3-1 
Therefore, in the following benchmarking study, the enthalpy barrier was used as the 
benchmark due to the enthalpy not being affected by the known error in the entropy. 
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3.3 – Basis Set and Functional Testing on the Dehydrocoupling Mechanism 
 
3.3.1 – Basis Set Testing on the Dehydrocoupling Mechanism  
To test that the calculated free energies and enthalpies are not basis set dependent, a range of 
Pople basis sets for the smaller atoms (B, C, H) were tested.156, 157, 178, 179 For these calculations 
Rh and P were described with Stuttgart pseudo-potentials with added d-orbital polarisation on 
P (Ϛ = 0.387).158, 174 These calculations were also run with added f-orbital polarisation on Rh (Ϛ = 
1.350)174 for comparison. Furthermore, calculations with Ahlrich basis sets on all atoms were 
tested.180, 181 The BP86 functional was used throughout, corrections for solvent and dispersion 
were not included.  
The results in Figure 3-6 show that the barriers of the proposed mechanism are not basis-set 
dependent and always underestimate the experimental value. The Pople basis sets tested (blue) 
only show a 0.6 kcal mol-1 deviation from the smallest (6-31g) to the largest (6-311g++**) basis 
set. The effect of adding f-orbital polarisation (Ϛ = 1.350) to the Rh atom (red) is minimal. The 
agreement relative to the experimental enthalpy barrier of 27.4 kcal mol-1 are very similar, with 
the deviation between the smallest and largest basis sets tested being 0.5 kcal mol-1. The same 
trend was exhibited with the Ahlrich basis sets (green) with the largest deviation in calculated 
enthalpy being 0.2 kcal mol-1 while displaying similar accuracy to the other basis sets. This study 
showed that using the basis set approach used in Section 3.2 was sufficient as the free energies 
and enthalpies do not fluctuate greatly depending on the basis set used.   
Figure 3-6: Graph displaying the deviation from the experimental enthalpy of activation (27.4 
kcal mol-1) with a range of basis sets 
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3.3.2 – Functional Testing on the Dehydrocoupling Mechanism 
Single point and optimisation calculations were also run to test a range of DFT functionals. DFT 
functionals PBE146, TPSS151, B3LYP147, PBE0149, M06166, B97D167, and ωB97XD152 were compared 
with the standard basis set approach used in Section 3.2. Corrections for solvent and dispersion 
(when required) were used throughout.  
3.3.2.1 – Functional Testing with Single Point Calculations on the Dehydrocoupling Mechanism 
The results of the single point calculations on the BP86 optimised geometries are shown in 
Figure 3-7. In terms of the enthalpy (blue), GGA functionals BP86 and PBE both underestimate 
the experimental value by 7.5 and 6.6 kcal mol-1 respectively. The agreement with experiment 
improves when moving to meta-GGA functionals such as TPSS which underestimates the 
enthalpy by 4.7 kcal mol-1. An improvement is also seen with hybrid functionals PBE0 and B3LYP, 
with B3LYP only underestimating the experimental value by 0.7 kcal mol-1. Functionals which 
incorporate a treatment of dispersion (M06, B97D, ωB97XD) were, in general, in better 
agreement than the previous functionals tested. The most accurate functional tested was range-
separated functional ωB97XD which only underestimated the experimental enthalpy barrier of 
27.4 kcal mol-1 by 0.5 kcal mol-1    
In terms of the free energy barrier (red), functionals such as TPSS and PBE0 appear to have a 
good agreement with the experimental free energy. However, due to the established error in 
calculating the entropy, this agreement is due to a cancellation of errors.   
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Figure 3-7: Graph displaying the deviation from the experimental free enthalpy (27.4 kcal mol-1, 
blue) and free energy (23.4 kcal mol-1, red) of activation with a range of DFT functionals 
3.3.2.2 – Functional Testing with Optimisation Calculations on the Dehydrocoupling Mechanism 
The optimisation calculations displayed in Figure 3-8, show the same trends as the single point 
calculations discussed previously. The hybrid functionals PBE0 and B3LYP still underestimate the 
enthalpy but improve in accuracy compared to the GGA BP86 value. The functionals that 
incorporate a treatment of dispersion still, in general, have better accuracy compared to the 
experimental value. However, B97D and ωB97XD now overestimate the enthalpy by 1.4 and 2.1 
kcal mol-1 respectively. B3LYP is the best performing functional with a deviation of 0.2 kcal mol-
1 from the experimental enthalpy of 27.4 kcal mol-1. In terms of the free energy, TPSS and PBE0 
appear to be in the best agreement with the experimental activation parameters. However this 
is due to a cancellation of errors due to the established entropy error. 
Overall, the difference in values between the single point and optimised calculations are small 
for each functional especially when the extra computational time needed for full optimisation 
calculations is considered. Therefore, it was concluded that the most efficient computational 
approach for the dehydrocoupling mechanism would be to optimise with the BP86 functional 
and then run a single point calculation with the ωB97XD functional.  The dehydrocoupling 
mechanism was not functional dependent and 3-TS4 remained the highest barrier compared to 
3-TS2. 
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Figure 3-8: Graph displaying the deviation from the experimental free enthalpy (27.4 kcal mol-1, 
blue) and free energy (23.4 kcal mol-1, red) of activation with a range of DFT functionals  
3.3.3 – Summary of Basis Set and Functional Testing 
The basis set and functional testing concluded that the best computational approach would be 
to, at first, optimise with BP86, Stuttgart pseudopotentials on Rh and P (Ϛ = 0.387) and the 6-
31g** basis set to describe B, C and H. This would be followed by a single calculation using 
ωB97XD and the same basis set approach including the correction for solvent. This would give 
the best compromise between agreement towards the experimental activation parameters and 
computational expense. The predicted pathway is unchanged but the energies are now different 
as can be seen in Scheme 3-8. Intermediate 3-3 (G = -37.3 kcal mol-1) and product 3-7 (G = -47.8 
kcal mol-1) remain the lowest in free energy whilst the rate determining process remains 
between complex 3-3 and the P-B coupling step via 3-TS(4’-7’)1 (G = -10.3 kcal mol-1) with an 
overall free energy barrier of 27.0 kcal mol-1 and an enthalpy barrier of 27.3 kcal mol-1. The KIE 
values from the calculated free energy barriers also remain consistent with KIEs of 2.93 
computed for reaction with D3B-PPh2H and 3.01 for D3B-PPh2D.  
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Scheme 3-8: Reaction scheme for the formation of complex 3-7 from 3-1. Free energies 
(enthalpies) at ωB97XD(toluene)/BS1 // BP86(D3BJ,toluene)/BS1 
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3.6 – Conclusions 
In conclusion, the stoichiometric dehydrocoupling of H3B-PPh2H with [Rh(dppp)(η6-
C6H5F)][BArF4] to form [Rh(dppp)(σ,η2-PPh2BH2PPh2BH3)][BArF4], 3-7 was developed by the 
Weller group. An Eyring analysis predicted a free energy barrier of 23.4 ± 0.7 kcal mol-1 and an 
enthalpy barrier of 27.4 ± 0.4 kcal mol-1. 
The calculated pathway (Section 3.2, Scheme 3-7) predicts the reaction would proceed through 
the formation of [Rh(dppp)(σ,η1-PPh2BH3)(η1-H3BPPh2H)[BArF4] 3-3 from 3-1. B-H activation and 
B-P rotation precede the B-P coupling step via 3-TS(4’-7’)1 which also involves B-H activation to 
form 3-INT(4’-7’)1. This is the rate limiting process with a free energy barrier of 20.7 kcal mol-1 
and an enthalpy barrier of 19.9 kcal mol-1 at the BP86(D3-toluene)/SDDALL(Rh, P), 6-31g** level 
of theory. Product 3-7 is then formed through P-H activation and H2 dissociation. The computed 
pathway is consistent with the experimental KIE data. 
A functional and basis set testing study (Section 3.3) was undertaken in order to find the 
computational approach which would agree best with the experimental activation parameters. 
It was concluded that the most efficient computational approach for agreement with 
experiment was ωB97XD(toluene)/SDDALL(Rh, P), 6-31g**//BP86(D3BJ,toluene)/SDDALL(Rh, 
P), 6-31g**. The use of this approach predicts a free energy barrier of 27.0 kcal mol-1 and an 
enthalpy barrier of 27.3 kcal mol-1.  
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Chapter 4: The Reactions of Secondary Phosphine-Boranes with 
[Rh(Me)(CH2Cl2)(PMe3)(η-Cp*)][BArF4] 
 
4.1 – Introduction 
4.1.1 – Experimental Studies 
This chapter details a study where experimental and computational techniques were used in 
parallel to investigate the reaction of phosphine-boranes with 
[Rh(CH2Cl2)(Me)(PMe3)(Cp*)][BArF4], 4-1 (see Scheme 4-1).128 The experimental work was 
conducted by the Weller group from the University of Oxford. It was found that the catalytic 
reaction with primary phosphine borane, H3B-PPhH2, formed polyphosphinoborane (H2B-PPhH)n 
whilst reaction with secondary phosphine borane H3B-PPh2H would only yield the linear dimer, 
H3B-PPh2BH2-PPh2H. To further investigate the role of the metal fragment in the 
dehydrocoupling/dehydropolymerisation process, the stoichiometric reactivity was studied 
(Scheme 4-2).  The stoichiometric reaction of 4-1 with H3B-PPh2H resulted in the rapid formation 
of 4-2Ph which is a phosphido-borane complex with a βB-H-agostic interaction where the 
phosphine-borane has undergone a P-H activation step and methane loss is observed. The 
reaction was repeated with different phosphine-boranes: H3B-PCy2H and H3B-PtBu2H. Reaction 
with H3B-PCy2H formed 4-2Cy within minutes. However, reaction with H3B-PtBu2H quickly formed 
a dark red intermediate before yielding complex 4-3tBu after two hours. In product 4-3tBu the 
phosphine-borane ligand appears to have undergone a further B-H activation step as well as B-
P coupling with the PMe3 group. 
 
Scheme 4-1: Catalytic reactivity of H3B-PPhH2 and H3B-PPh2H with 4-1. 
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Scheme 4-2: Stoichiometric reaction of H3B-PtBu2H and H3P-PPh2H with 4-1.  
A low temperature NMR spectroscopy study was performed in order to identify the dark red 
intermediate towards the formation of B-P coupled product, 4-3tBu (Scheme 4-3).  It was found 
that ligand exchange of CH2Cl2 and H3B-PtBu2H occurred at 193 K to form a yellow solution 
containing 4-4tBu. At 233 K the loss of CH4 is observed. Complex 4-5tBu formed dark red crystals, 
however, the crystal structure was highly disordered. The 11B NMR shift of 4-5tBu suggested the 
molecular structure to be either an αB-H agostic boryl complex, 4-5tBu, or a hydrido base-
stabilised borylene isomer, 4-5’tBu. Warming the reaction to 293 K over two hours resulted in the 
formation of the product, 4-3tBu. The low temperature NMR studies were not repeated for the 
formation of 4-2Ph and 4-2Cy as the reaction proceeded too quickly for study.  
 
 
Scheme 4-3: Intermediates identified by the low temperature NMR study of the stoichiometric 
reaction between 4-1 and H3B-PtBu2H. Adapted from reference No. 128. 
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The parallel DFT investigations were conducted as part of this thesis. The aim of the study was 
to identify the favoured isomer of 4-5tBu as well as characterise the stoichiometric reaction for 
H3B-PR2H (R = Ph, tBu, Cy, Me). The formation of phosphido-borate, 4-2R (crystal structure and 
NMR data obtained for R = Ph, Cy) and B-P coupled product, 4-3R (crystal structure and NMR 
data obtained for R = tBu) was also rationalised. Although not explored experimentally, reaction 
with H3B-PMe2H was calculated to study the effect of a less sterically hindered phosphine-
borane on the stoichiometric reaction.  
4.1.2 – Computational Details 
Calculations were run with Gaussian 03 Revision D.01.173 Geometry optimisations were 
performed using the BP86 functional.143, 144 The Rh and P centres were described with Stuttgart 
pseudopotentials and associated basis sets158 (with added d-orbital polarisation on P (Ϛ = 
0.387)174) and 6-31G** basis sets156, 157 described all other atoms (BS1). All stationary points 
were fully characterised via analytical frequency calculations as either minima (all positive 
frequencies) or transition states (one imaginary frequency). IRC calculations and subsequent 
geometry optimisations were used to confirm the minima linked by each transition state. 
Frequency calculations also provided a free energy in the gas phase, computed at 298.15 K and 
1 atm. Energies reported in the text are based on the gas-phase relative free energies and 
incorporate a correction for dispersion effects using Grimme’s D3 parameter set164 with Becke-
Johnson damping165 as well as solvation (PCM approach)161 in CH2Cl2. Both dispersion and 
solvation corrections were run as single points with Gaussian 09 Revision D.01.175  
11B chemical shift calculations (Section 4.2.2) used the B3LYP147 functional with a Rh and P 
centres described with Stuttgart pseudopotentials and associated basis sets (with added d-
orbital polarisation on P (Ϛ = 0.387)). All other atoms were described with the 6-311g++** basis 
set178, 179 (BS2). Computed chemical shifts are relative to F3BOEt2. 
DFT functionals B3LYP, PBE0149, M06166, B97D167, and ωB97XD152 were used during functional 
testing studies in Section 4.4.  
Throughout the chapter, the energy for [Rh(η1-H3B-PR2H)(Me)(PMe3)(Cp*)]+, 4-4R, is set to 0.0 
kcal mol-1. The [BArF4] anion is not included in the calculations.  
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4.2 – Identifying the Isomers of [Rh(H2B-PR2H)(PMe3)(η-Cp*)]+ (R = tBu, Ph, Cy, Me) 
 
4.2.1 – Determining the Structure of [Rh(H2B-PR2H)(PMe3)(η-Cp*)]+ 
The boryl isomer of the intermediate, 4-5tBu [Rh(H2B-PtBu2H)(PMe3)(η-Cp*)]+ (see Figure 4-1) was 
characterised. It was computed to have an Rh-B bond length of 2.03 Å and a Rh⋯H1 distance of 
1.79 Å indicating an α-agostic interaction with an elongated B-H1 bond at 1.35 Å (the other B-H 
bond in 4-5tBu has a bond length of 1.21 Å). The borylene isomer, 4-5’tBu [Rh(H)(HB-
PtBu2H)(PMe3)(η-Cp*)]+, was also located. The optimised structure shows a rhodium-hydride 
bond is present due to a Rh-H distance of 1.58 Å (shorter than in the boryl isomer, 4-5tBu) and a 
B⋯H distance of 2.33 Å. Furthermore, calculation yielded a third possible isomer, 4-5’’tBu 
[Rh(H)(H2B-PtBu2H)(PMe3)(η-Cp*)]+. This isomer exhibits a δC-H agostic interaction originating 
from the tBu substituent with a Rh⋯H interaction distance of 2.07 Å and an elongated C-H 
distance of 1.13 Å. The C-H bond length is elongated which is typical of a C-H agostic interaction 
(a calculated C-H bond length being 1.09 Å). Comparing the relative free energies of the three 
structures suggests that the αB-H agostic boryl complex, 4-5tBu (G = -7.0 kcal mol-1) is the most 
stable isomer compared to the borylene, 4-5’tBu (G = -4.9 kcal mol-1), and δC-H agostic, 4-5’’tBu 
(G = -1.6 kcal mol-1), complexes. Due to the disorder in the crystal structure a comparison 
between crystal and optimised structures was not useful. The energies of these intermediates 
suggests that complex 4-5tBu [Rh(η1-H2B-PtBu2H)(PMe3)(η-Cp*)]+, is the most stable isomer. Such 
αB-H agostic boryl complexes have been discussed in the literature as potential intermediates 
in the dehydrogenation of amine-boranes.182, 183 No other monomeric base-stabilised αB-H 
agostic boryl complex has been reported, however, there is one example with a rhodium dimer 
motif [Rh2(H)2(PCy3)2(μ-H2B-NMe3)2(μ-H3B-NMe3)][BArF4]2 reported by the Weller group.184 The 
dimeric complex exhibits similar Rh-B distances (2.08 Å) to the Rh-B bond in 4-5tBu (2.03 Å).  
 
Figure 4-1: The three potential isomers of 4-5tBu. Hydrogens bonded to carbon omitted for clarity. 
Key distances in Å. Colour scheme shown in the legend above is adopted throughout the chapter. 
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As seen in Scheme 4-4, the isomerisation pathways were also characterised. It was found that 
boryl, 4-5tBu, can proceed to δC-H agostic complex 4-5’’tBu via rotation of the B-P bond through 
4-TS(5-5’’)tBu (G = 5.5 kcal mol-1, Figure 4-2). The isomerisation between 4-5tBu and borylene, 4-
5’tBu, occurs via B-H oxidative cleavage seen in 4-TS(5-5’)tBu (G = -4.0 kcal mol-1) with the B⋯H1 
distance increasing from 1.35 Å (4-5tBu) to 2.33 Å (4-5’tBu). The two processes have free energy 
barriers of 12.5 kcal mol-1 and 3.0 kcal mol-1 respectively relative to complex 4-5tBu. The low 
barriers indicate these isomerisations would be accessible at room temperature. No direct 
isomerisation pathway between 4-5’tBu and 4-5’’tBu could be characterised. 
  
Scheme 4-4: Reaction scheme for the isomerisation of 4-5tBu. Free energies at BP86(D3BJ, 
CH2Cl2)/BS1. 
  
Similar behaviour is also displayed for R = Ph, Cy and Me (see Scheme 4-5) with 4-5R being the 
most stable isomer and the isomerisation barriers remaining small and accessible at low 
temperatures. All isomers are structurally similar except for 4-5’’Me (Figure 4-3) which displays 
no C-H agostic interaction (closest Rh⋯H distance at 3.78 Å) and is therefore unsaturated. No 
Figure 4-2: The two transition states of the isomerisation of 4-5tBu. Hydrogens bonded to carbon 
omitted for clarity. Key distances in Å. 
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geometry of 4-5’’Me involving a γC-H agostic could be characterised as there are no δ hydrogens 
available.  
 
Scheme 4-5: Reaction scheme for the isomerisation of 4-5R (R = Ph, Cy, Me).  Free energies at 
BP86(D3BJ, CH2Cl2)/BS1. 
 
 
Figure 4-3: Complex 4-5’’Me. Hydrogens bonded to carbon omitted for clarity. Key distances in 
Å. 
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4.2.2 – 11B NMR Chemical Shift Calculations of 4-5tBu  
In order to confirm the computed prediction of boryl isomer, 4-5tBu, being the intermediate 
observed through experiment, the 11B NMR chemical shift was calculated to compare with the 
experimental 11B value of δ = +47.6 ppm. Chemical shift (CS) calculations were run with 
B3LYP/BS2 on the optimised BP86/BS1 geometries. The B3LYP/BS2 computational approach was 
used for the CS calculations as it is known that hybrid functionals perform better for NMR 
calculations due to work conducted by Bühl and co-workers.185 The calculations gave 11B δ values 
of +53.7 (boryl, 4-5tBu), +119.3 (borylene, 4-5’tBu) and -14.3 (δC-H agostic, 4-5’’tBu) ppm. 
Comparing these values with that of experiment gives further indication that 4-5tBu is the 
experimentally observed isomer. 
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4.3 – The Stoichiometric Reaction of H3B-PR2H (R = tBu, Ph, Cy, Me) with 
[Rh(CH2Cl2)(Me)(PMe3)(η-Cp*)]+: Rationalising the Selectivity between Products 
4.3.1 – B-H Activation and the Formation of [Rh(η1-BH2PtBu2H)(PMe3)(η-Cp*)]+, 4-5tBu 
The mechanism for the formation of the boryl isomer, 4-5tBu, is detailed in Scheme 4-6 using the 
computational procedure described in Section 4.1.2. Calculations found that the initial B-H 
activation can proceed through a σ-complex assisted metathesis (σ-CAM) process177 via 4-TS(4-
5’’)1tBu (G = +14.1 kcal mol-1, Figure 4-4). This involves the B⋯H2 distance increasing from 1.30 Å 
(4-4tBu) to 1.96 Å (4-TS(4-5’’)1tBu) showing the B-H bond has been broken. This forms a methane 
σ-complex, 4-INT(4-5’’)tBu, with the C⋯H2 distance decreasing from 1.48 Å (4-TS(4-5’’)1tBu) to 
1.14 Å (4-INT(4-5’’)tBu). The elongated C-H2 distance in the methane σ-complex, 4-INT(4-5’’)tBu 
(other C-H distances are 1.10 Å) as well as the Rh⋯H distance of 1.97 Å are typical of a σ-
interaction. The Rh⋯H distance in 4-INT(4-5’’)tBu is elongated compared to a σ-methane 
complex synthesis by Brookhart et al. (Rh-H distance of 1.87 Å).186 The methane then dissociates 
from 4-INT(4-5’’)tBu, proceeding through 4-TS(4-5’’)2tBu (G = +5.9 kcal mol-1). This leaves a vacant 
site at the metal centre which allows a C-H agostic interaction to form resulting in δC-H agostic 
complex, 4-5’’tBu. As previously discussed in Section 4.2.1, 4-5’’tBu then isomerises to complex, 
4-5tBu, through 4-TS(5-5’’)tBu. The overall barrier to the formation of 4-5tBu is 14.1 kcal mol-1 as 
the σ-CAM step, via 4-TS(4-5’’)1tBu is the highest energy process.  This is indicative of the reaction 
proceeding at low temperature, agreeing with the experimental observation that this process 
would occur at 233 K and 4-5tBu to rapidly form at 298 K. 
 
Scheme 4-6: Reaction scheme for the formation of 4-5tBu from 4-4tBu. Relative free energies 
BP86(D3BJ, CH2Cl2)/BS1 in kcal mol-1. 
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4.3.2 – B-P Bond Coupling and the Formation of [Rh(H)(PtBu2BH2PMe3)(Cp*)]+, 4-3tBu  
Scheme 4-7 details the reaction pathway to form the B-P coupled product, 4-3tBu, starting from 
the δC-H agostic complex, 4-5’’tBu. The reaction proceeds through a P-H activation step via 4-
TS(5’’-6) (G = +17.2 kcal mol-1) to form intermediate 4-6tBu (G = -4.0 kcal mol-1, Figure 4-5) which 
contains an phosphino-borane motif bound to the metal through the boron and phosphorus 
atoms. In the characterised transition state, 4-TS(5’’-6)tBu, the δC-H agostic interaction has been 
broken and replaced by a new Rh⋯H interaction at 2.09 Å (which becomes a Rh-H bond (1.56 
Å) in 4-6tBu). Furthermore, as the hydrogen is transferred to the rhodium centre, the phosphorus 
moves closer to the rhodium which allows it to co-ordinate to the metal. This is observed 
through a decreasing Rh⋯P distance of 3.48 Å in 4-5’’tBu to 2.75 Å in 4-TS(5’’-6)tBu and finally 2.47 
Å in 4-6tBu. The phosphino-borane intermediate, 4-6tBu, has a B-P bond length of 1.87 Å which 
lies in between that of free H3B-PtBu2H (1.96 Å) and H2B=PtBu2 (1.83 Å) indicating a degree of 
back-bonding from the rhodium. The motif has been described as an ambiphillic ligand by 
Bourissou and co-workers.187 Bourissou, Amgoune et al. have also reported platinum phosphino-
borane complexes [Pt(R’2PB(C6F5))(PPh3)2] (R’ = tBu, Cy) where the phosphino-borane motif 
exhibits similar bonding to 4-6tBu.188 The platinum complexes also indicate a degree of back-
bonding with the P-B distance in [Pt(Cy2PB(C6F5)2)(PPh3)2] of 1.92 Å increased from that of free 
(F5C6)2B=PCy2 (1.76 Å). Molecular orbital (MO) analysis conducted found the phosphino-borane 
interaction with the metal was similar to that of an η2-ethene ligand however the donating π(BP) 
MO is centered towards the phosphorus and the accepting π* (BP) MO is centered towards the 
boron as would be expected in an ambiphillic ligand.  
 
A B-P coupling step where the PMe3 group couples to the {BH2PtBu2} moiety occurs through 4-
TS(6-3’)tBu (G = +7.7 kcal mol-1) to form 4-3’tBu (G = -7.5 kcal mol-1) from 4-6tBu. During this process 
the B⋯PMe3 distance reduces from 2.76 Å (4-6tBu) to 2.16 Å (4-TS(6-3’)tBu) and then 1.95 Å in 4-
Figure 4-4: Key stationary points in the formation of 4-5tBu. Hydrogens bonded to carbon omitted for 
clarity. Key distances in Å. 
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3’tBu. The B-P coupling step also breaks the Rh-PMe3 bond with the Rh⋯PMe3 distance in 4-3’tBu 
of 3.85 Å increased from 2.37 Å in 4-6tBu.  Intermediate 4-3’tBu is an unsaturated complex and 
rotation around the P1-B bond via 4-TS(3’-3)tBu (G = -4.7 kcal mol-1) allows the metal to become 
saturated by forming a βB-H agostic interaction. This gives the experimentally observed B-P 
coupled product 4-3tBu (G = -16.9 kcal mol-1). The βB-H agostic interaction can form as the Rh⋯H3 
distance decreases (3.97 Å (4-3’tBu) to 3.20 Å (4-TS(3’-3)tBu) to 1.75 Å (4-3tBu)) with the Rh-P1-B-
H3 torsion angle (-88.7 ° (4-3’tBu) to -54.9 ° (4-TS(3’-3)tBu) to -3.0 (4-3tBu). 
 
The overall barrier for the formation of the B-P coupled product, 4-3tBu, is 24.2 kcal mol-1 relative 
to boryl complex 4-5tBu. This coincides with the experimental observation that product 4-3tBu is 
formed relatively slowly from 4-5tBu.  
 
 
Scheme 4-7: Formation of 4-3tBu from 4-5’’tBu. Relative free energies BP86(D3BJ, CH2Cl2)/BS1 in 
kcal mol-1. 
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The calculated structure for the B-P coupled product 4-3tBu is compared with the experimental 
molecular structure in Table 4-2. The results show that the computed structure is a good fit for 
the experimentally determined structure. Similar structures,  known as Lewis-base stabilised 
phosphino-boranes, are reported in the literature as either free molecules synthesised by Burg 
et al.189 or co-ordinated to tungsten, [W(CO)5(PH2BH2NMe3)], and iron [Fe(CO4)(PH2BH2NMe3) 
synthesised by Scheer et al.190, 191  Both complexes exhibit a P-B bond length of 1.96 Å which is 
similar to the P1-B bond length of 1.99 Å in the molecular structure of 4-3tBu.  
Key Bonds / Angles Computed (Å / °) Experiment (Å / °) 
P1-B 1.96 1.99(2) 
P2-B 1.96 1.918(5) 
Rh-P1 2.33 2.30(3) 
Rh-B 2.43 2.43(5) 
P1-B-P2 129.65 126.7 
 
 
Figure 4-5: Key stationary points in the formation of 4-3tBu. Hydrogens bonded to carbon omitted for 
clarity. Key distances in Å. 
Table 4-2: Comparison between computed and experimental structures for 4-3tBu. 
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4.3.3 – Formation of [Rh(η1-H3BPtBu2)(PMe3)(Cp*)]+, 4-2tBu, from 4-6tBu (i) Rotation 
A pathway to form the phosphido-borane product, 4-2tBu, was also calculated. The mechanism 
follows the same pathway as that of the B-P coupled product, 4-3tBu (Section 4.3.2) up to the 
formation of the phosphino-borane intermediate, 4-6tBu (Scheme 4-7). To form 4-2tBu from 4-
6tBu, the η2-(BH2PtBu2) moiety proceeds through a two-step rotation (Scheme 4-8). The rotation 
proceeds via 4-TS(6-2)1 (G = +0.7 kcal mol-1) where the {PtBu2} passes next to the Cp* ring with 
the P-Rh-P-B torsion angle decreasing from -35.5 ° in 4-6tBu to -4.5 ° in 4-TS(6-2)1tBu (Figure 4-6). 
An intermediate, 4-INT(6-2)tBu (G = -1.3 kcal mol-1), was computed when the P-Rh-P-B torsion 
angle was +15.7 °.  The rotation continues through 4-TS(6-2)2tBu (G = +1.8 kcal mol-1); (P-Rh-P-B 
= +38.2 °) and results in the formation of product, 4-2tBu (G = -4.5 kcal mol-1) (P-Rh-P-B = +61.3 
°). This process also involves the formation of a B-H bond as the B⋯H distance decreases from 
2.56 Å (4-INT(6-2)tBu) and 2.06 Å (4-TS(6-2)2tBu) to 1.41 Å (4-2tBu), forming a phosphido-borate in 
4-2tBu.  
 
The barrier for the formation of the phosphido-borane product, 4-2tBu, from 4-6tBu is 5.8 kcal 
mol-1. The barrier for the reverse process (4-2tBu to 4-6tBu) is 6.3 kcal mol-1 due to the 
thermodynamic instability of 4-2tBu which indicates the two-step rotation is reversible. The 
overall barrier of the formation of 4-2tBu from 4-4tBu is 24.2 kcal mol-1 relative to 4-5tBu. 
Phosphido-borates such as 4-2tBu are known in the literature and have been observed as 
intermediates in the dehydrocoupling of phosphido-boranes (Chapter 3).  
 
Scheme 4-8: Formation of4-2tBu from 4-6tBu. Relative free energies BP86(D3BJ, CH2Cl2)/BS1 in 
kcal mol-1. 
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4.3.4 – Formation of [Rh(η1-H3BPtBu2)(PMe3)(Cp*)]+, 4-2tBu, from 4-6tBu (ii) P-H Transfer 
An alternative pathway to the formation of 4-2tBu directly from 4-5tBu was also characterised 
(Scheme 4-9). From the boryl isomer, 4-5tBu, a hydrogen transfer between the phosphorus and 
boron of the phosphine-boryl proceeds through 4-TS(5-2)1tBu (G = 24.6 kcal mol-1, Figure 4-7) to 
form 4-INT(5-2)tBu (G = -1.1 kcal mol-1). Complex 4-INT(5-2)tBu contains a phosphido-borate ligand 
which is η2-bound through two B-H σ-interactions with the rhodium centre. It is also a higher 
energy isomer of product, 4-2tBu (where the phosphido-borate is bound to the metal through 
one σ-BH interaction and a Rh-P bond). In 4-TS(5-2)1tBu the hydrogen is almost equidistant 
between the rhodium and boron atoms (2.03 Å and 2.04 Å respectively). The phosphorus of the 
phosphido-borate in 4-INT(5-2)tBu then co-ordinates to the rhodium in a separate step via 4-
TS(5-2)2tBu (G = 11.9 kcal mol-1) which results in the formation of the phosphide-borate product 
4-2tBu.The Rh⋯P distance decreased from 3.91 Å to 2.44 Å during this process.  
 
The overall barrier for the alternate formation of product, 4-2tBu, is 31.6 kcal mol-1 relative to 
boryl complex, 4-5tBu. The barrier is 7.4 kcal mol-1 higher in free energy than the two-step 
rotation mechanism characterised in Section 4.3.3 (overall free energy barrier of 24.2 kcal mol-
1) and is therefore the reaction is not proposed to proceed through this mechanism. 
Figure 4-6: Key stationary points in the formation of 4-2tBu. Hydrogens bonded to carbon omitted for 
clarity. Key distances in Å. 
97 
 
 
Scheme 4-9: Alternative formation of 4-2tBu from 4-5tBu. Relative free energies BP86(D3BJ, 
CH2Cl2)/BS1 in kcal mol-1. 
 
 
 
 
 
4.3.5 – Summary of the Stoichiometric Reaction with H3B-PtBu2H 
The formation of αB-H agostic boryl complex, 4-5tBu and phosphino-borane complex, 4-6tBu, are 
detailed in Scheme 4-10. The stoichiometric reaction is predicted to begin via an initial 
substitution of the CH2Cl2 ligand in 4-1 with H3B-PtBu2H to from 4-4tBu. This is followed by B-H 
activation through a σ-CAM process via 4-TS(4-5’’)1tBu (G = +14.1 kcal mol-1), and loss of 
methane, 4-TS(4-5’’)2tBu (+5.9 kcal mol-1), to form a δC-H agostic intermediate, 4-5’’tBu (-1.6 kcal 
mol-1). Complex 4-5’’tBu can then isomerise to form 4-5tBu (G = -7.0 kcal mol-1) through 4-TS(5-5’’) 
(G = +5.5 kcal mol-1). This process has a free energy barrier of 14.1 kcal mol-1 which agrees with 
the experimental observation that 4-5tBu forms rapidly in the reaction solution. Complex 4-5’’tBu 
can also yield the phosphino-borane intermediate, 4-6tBu. Complex 4-6tBu is formed via a P-H 
Figure 4-7: Key stationary points in the alternative formation of 4-2tBu. Hydrogens bonded to carbon 
omitted for clarity. Key distances in Å. 
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activation process through 4-TS(5’’-6) (G = +17.2 kcal mol-1) with a free energy barrier of 24.2 
kcal mol-1 relative to 4-5tBu.  
 
Scheme 4-10: Formation of 4-5tBu and 4-6tBu from 4-4tBu. Relative free energies BP86(D3BJ, 
CH2Cl2)/BS1 in kcal mol-1. 
Intermediate 4-6tBu is the key intermediate in the stoichiometric reaction as the pathways to 
form phosphide-borate complex 4-2tBu (G = -4.5 kcal mol-1) and B-P coupled product 4-3tBu(G = -
16.9 kcal mol-1) deviate from the phosphino-borane complex (Scheme 4-11). To form 4-2tBu, the 
{H2BPtBu2} moiety undergoes a two-step rotation through 4-TS(6-2)1tBu (G = +0.7 kcal mol-1) and 
4-TS(6-2)2tBu (G = +1.8 kcal mol-1) with an overall barrier of 5.8 kcal mol-1 with respect to 
intermediate 4-6tBu. The B-P coupled product, 4-3tBu, is formed through B-P coupling via 4-TS(6-
3’)tBu (G = +7.7 kcal mol-1) and P-B bond rotation through 4-TS(3’-3) (G = -4.7 kcal mol-1) with a 
barrier of 11.7 kcal mol-1 relative to 4-6tBu. In both cases, the formation of phosphino-borane 
complex, 4-6tBu (with a free energy barrier of 24.2 kcal mol-1) remains the rate determining 
process for both pathways. Therefore, 4-2tBu is the kinetic pathway from intermediate 4-6tBu. 
However, the formation of 4-2tBu is reversible due to the low barriers of rotation and the similar 
free energies of 4-2tBu and 4-6tBu (G = -4.5 kcal mol-1 vs. G = -4.0 kcal mol-1). Complex, 4-3tBu is the 
thermodynamically more stable product compared to 4-2tBu with a free energy of -16.9 kcal mol-
1. This could be due to there being more steric clashing between the tBu group and the Cp* ring 
in 4-2tBu compared to 4-3tBu. This is further discussed in Section 4.3.7. An indication of the 
increased steric clashing is the longer Rh⋯P distance in 4-2tBu (2.44 Å, Figure 4-6) compared to 
4-3tBu (2.33 Å, Figure 4-5).  
 
In conclusion, the rationale behind the B-P coupled product, 4-3tBu being the experimentally 
observed product is its thermodynamic stability in comparison to phosphido-borate 4-2tBu as 
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well as the formation of 4-2tBu being reversible. The overall barrier for the reaction is 24.2 kcal 
mol-1 with the P-H activation step preceeding 4-6tBu formation proving to be the rate determining 
process. This is in agreement with the experimental observation of rapid formation of 4-5tBu 
followed by slow formation of 4-3tBu.  
 
 
Scheme 4-11: Formation of 4-2tBu and 4-3tBu from 4-6tBu. Relative free energies BP86(D3BJ, 
CH2Cl2)/BS1 in kcal mol-1. 
 
4.3.6 – The Stoichiometric Reaction with H3B-PR2H (R = Ph, Cy, Me) 
The mechanistic pathways were also characterised for H3B-PR2H with R = Ph, Cy and Me. 
Experimental results showed H3B-PPh2H and H3B-PCy2H rapidly formed phosphido-borate 
product 4-2R at room temperature. The formation of αB-H agostic boryl complexes, 4-5R, and 
phosphino-borane complexes, 4-6R, from phosphine-borane complexes, 4-4R, are detailed in 
Scheme 4-12. For all phosphine-boranes the formation of complex 4-5R follows the same 
pathway as for H3B-PtBu2H (Section 4.3.5). A σ-CAM process still proceeds through 4-TS(4-5’’)1R 
to form methane σ-complex 4-INT(4-5’’)R. The methane then dissociates via 4-TS(4-5’’)2R to yield 
a δC-H agostic complex 4-5’’R (or a unsaturated complex in the case of R = Me)  which can then 
isomerise to the favoured boryl isomer 4-5R via B-P bond rotation 4-TS(5-5’’)R. The highest 
energy process is the σ-CAM step (as with R = tBu) via 4-TS(4-5’’)1R with an overall free energy 
barrier of 12.0 kcal mol-1 for R = Ph, 12.3 kcal mol-1 for R = Cy and 12.8 kcal mol-1 for R = Me. This 
is similar to the barrier of 14.1 kcal mol-1 calculated for R =tBu and still agrees with the loss of 
methane occurring rapidly at room temperature. 
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There are differences in the energetics of the formation of the phosphino-borane complex, 4-
6R.  The complex is still formed through a P-H activation step from complex, 4-5’’R, via 4-TS(5’’-
6)R. However, this step proceeds with much lower barriers for R = Ph (0.8 kcal mol-1), Cy (3.4 kcal 
mol-1), and Me (0.2 kcal mol-1) than for R = tBu (24.2 kcal mol-1). This is suggested to be a steric 
effect which is further studied in Section 4.3.7. Therefore, when R = Ph, Cy and Me the rate 
determining process for the formation of intermediate 4-6R, is not the P-H activation step 
through 4-TS(5’’-6)R) as with R = tBu but is the σ-CAM process via 4-TS(4-5’’)1R. Furthermore, for 
R = Ph, Cy, and Me the barrier for the P-H activation step through 4-TS(5’’-6)R towards the 
formation of intermediate 4-6R is lower than the P-B rotation step via 4-TS(5-5’’)R for the 
formation of complex 4-5R. This indicates that isolating and characterising complex 4-5R 
experimentally for R = Ph, Cy and Me would not be possible. This fits with the experimental data 
that no intermediates were observed during the rapid formation of 4-2R with R = Ph and Cy.  
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Scheme 4-12: Formation of 4-5R and 4-6R from 4-4R (R = Ph, Cy, Me). Relative free energies 
BP86(D3BJ, CH2Cl2)/BS1 in kcal mol-1. 
The relative free energies for intermediate, 4-6R also vary between the four phosphine-boranes 
calculated, with R = tBu being significantly higher in energy (G = -4.5 kcal mol-1 compared to R = 
Ph (G = -28.0 kcal mol-1), Cy = (G = -14.8 kcal mol-1) and Me (-20.6 kcal mol-1). This is suggested 
to be due to steric interactions between the phosphino-borane and the Cp* and PMe3 ligands 
which will be discussed further in Section 4.3.7. This is reflected in the Rh-P bond distances 
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displayed in Figure 4-8 with 4-6tBu displaying the longest distance of 2.44 Å (Figure, 4-5) 
compared to 2.43 Å in 4-6Cy, 2.37 Å in 4-6Ph and 2.36 Å in 4-6Me. Despite 4-6tBu and 4-6Cy displaying 
similar bond lengths, the respective Tolman cone angles of 182 ° (PtBu3) and 170 ° (PCy3) could 
explain the difference in relative free energies.192  
 
Figure 4-8: Optimised geometries of 4-6R (R = Ph, Cy, Me). Hydrogens bonded to carbon omitted 
for clarity. Key distances in Å. 
The reaction selectivity is determined proceeding from 4-6R. The formation of phosphido-borate 
complex 4-2R (the experimentally observed product for R = Ph and Cy) and the B-P coupled 
complex, 4-3R from 4-6R is shown in Scheme 4-13. The formation of 4-2R still occurs via a two-
step rotation of the {BH2PR2} moiety through 4-TS(6-2)1R and 4-TS(6-2)1R. During the rotation of 
the {BH2PR2} moiety for R = Ph, Cy and Me the BH2 group passes closer to the Cp* ring and not 
the PR2 group as with R = tBu. This is thought to be a steric effect. The free energy barriers of the 
formation of 4-2R from 4-6R are 15.3 kcal mol-1, 10.2 kcal mol-1, and 12.8 kcal mol-1 respectively 
(relative to 4-6R). Furthermore, unlike with R = tBu the formation of 4-2R is irreversible. The 
alternative formation of complex 4-2R through P-H transfer, as characterised for R = tBu in 
Section 4.3.4, were also calculated for R = Ph, Cy and Me and found to be similarly disfavoured. 
The formation of the B-P coupled complex, 4-3R occurs as before with B-P bond coupling through 
4-TS(6-3’) and B-P bond rotation via 4-TS(3’-3). This process has a free energy barrier of 22.5 
kcal mol-1 for R = Ph, 14.7 kcal mol-1 for R = Cy and 21.7 kcal mol-1 for R = Me relative to 4-6R. This 
means that the formation of 4-2R is the kinetically favoured pathway proceeding from 4-6R. This 
was also the case for R = tBu. However, 4-2R is also more thermodynamically favoured than 4-3R 
with G = -35.3 vs. -28.8 kcal mol-1 for R = Ph, G = -25.4 vs. -20.9 kcal mol-1 for R = Cy, and G = -
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27.6 kcal mol-1 vs. -20.3 kcal mol-1 for R = Me.  Therefore, 4-2R is the kinetic and thermodynamic 
product of the reaction for R = Ph, Cy, and Me.  
 
In conclusion, phosphido-borate complex 4-2R is the experimentally observed product for 
reaction with H3B-PR2H (R = Ph, Cy) because it is kinetically and thermodynamically more stable 
than the B-P coupling product, 4-3R (experimentally observed for R = tBu). This is thought to be 
caused by increased steric interactions between the tBu and Cp* ring which destabilises 4-2tBu 
and 4-6tBu compared to the other phosphine-boranes. The rate determining process for R = Ph, 
Cy and Me is the first step of the two step rotation via 4-TS(6-1)2R with free energy barriers of 
15.3 kcal mol-1, 10.2 kcal mol-1 and 12.8 kcal mol-1 respectively. This differs from the rate 
determining process when R = tBu. Furthermore, this is in agreement with the experimental 
observation that 4-2Ph and 4-2Cy are formed rapidly in the reaction conditions.  
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Scheme 4-13: Formation of 4-2R and 4-3R from 4-6R (R = Ph, Cy, Me). Relative free energies 
BP86(D3BJ, CH2Cl2)/BS1 in kcal mol-1. 
 
4.3.7 – Investigating the Effect of Sterics on Reaction Selectivity  
In order to understand the influence of sterics in determining the reaction, phosphido-borate 
product 4-2R, η2-phosphino-borane complex 4-6R, and P-H activation transition state TS(5’’-6)R 
were optimised for R = tBu and R = Me with Cp replacing the Cp* ring (Table 4-1).  It has already 
been noted in Section 4.3.6 that 4-2Me has a free energy of -27.6 kcal mol-1 (Table 4-1). Therefore 
4-2Me is more thermodynamically stable than 4-2tBu (G = -4.5 kcal mol-1) by 23.1 kcal mol-1. 
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Furthermore, 4-Cp2tBu (G = -17.5 kcal mol-1) and 4-Cp2Me (G = -29.7 kcal mol-1) are relatively more 
thermodynamically stable than 4-2tBu by 13.0 and 25.2 kcal mol-1 respectively. This shows that 
reducing the steric bulk of the tBu group and Cp* ring stabilises the complex. The energy 
difference between 4-2Me and 4-Cp2Me is small which suggests the electronic change from Cp* 
to Cp does not have a large effect on the stability of 4-2R. The same trends were observed for 4-
6tBu (G = -4.0 kcal mol-1), 4-6Me (G = -20.6 kcal mol-1), 4-Cp6tBu (G = -12.7 kcal mol-1), and 4-Cp6Me 
(G = -24.1 kcal mol-1).  Reducing the sterics in 4-6R does not stabilise the complex as much as for 
4-2R which indicates that steric interactions are not as important in this case.  
 
The results for transition state 4-TS(5’’-6)tBu (G = +17.2 kcal mol-1) and 4-CpTS(5’’-6)tBu (G = +16.3 
kcal mol-1) suggest that steric interactions between the tBu group and Cp* are not significant 
enough to destabilise the P-H activation transition state. However, 4-TS(5’’-6)Me (G = +2.8 kcal 
mol-1) is 14.4 kcal mol-1 more stable than 4-TS(5’’-6)tBu suggesting that the increased steric bulk 
of the tBu is still a factor. It is likely that in this case, the steric interactions between the tBu 
groups and the PMe3 ligand destabilise the transition state. Furthermore, 4-CpTS(5’’-6)Me has a 
relative free energy of +1.7 kcal mol-1 which is similar to that of 4-TS(5’’-6)Me suggesting that the 
inductive effect of Cp* does no affect the stability of 4-TS(5’’-6)R. 
 L = Cp*, R = tBu L = Cp, R = tBu L = Cp*, R = Me L = Cp, R = Me 
4-L2R -4.5 -17.5 -27.6 -29.7 
4-L6R -4.0 -12.7 -20.6 -24.1 
4-LTS(5’’-6)R +17.2 +16.3 +2.8 +1.7 
Table 4-1: Relative free energies in kcal mol-1 of selected intermediates and transition states. 
In conclusion, the instability of phosphido-borate, 4-2tBu, and η2-(H2B-PtBu2) complex, 4-6tBu, 
compared to 4-2R and 4-6R (R = Ph, Cy, Me) is primarily due to the increased steric interactions 
between the tBu group and the Cp* ring compared to the other R groups.  
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4.4 – Functional Testing of Key Intermediates and Transition States 
Functional testing was carried out to check if the trends observed from the computed pathways 
were dependent on the computational set-up (Section 4.1.2). The difference in energy between 
phosphido-borate 4-2tBu, and B-P coupled product, 4-3tBu, was selected for testing because it is 
a key difference in the interpretation of the stoichiometric mechanism detailed above. 
Furthermore, the P-H activation transition state 4-TS(5’’-6)R (R = tBu, Ph) was tested. This was 
due to the large energy difference between tBu and Ph proving to be the reason behind reaction 
with R = tBu being considerably slower than reaction with R = Ph. Therefore, single point 
calculations were run on 4-2tBu, 4-3tBu, 4-TS(5’’-6)tBu, and 4-TS(5’’-6)Ph with a variety of 
functionals both with and without dispersion corrections (when applicable). Results are 
displayed in Table 4-2.  
The calculations show that adding dispersion stabilises 4-2tBu and de-stabilises 4-3tBu. This could 
be a result of the PMe3 group being bonded to the metal in 4-2tBu (Figure 4-6) compared to 4-
3tBu (Figure 4-5) where it is not. Treating for dispersion would capture stabilising long range H⋯H 
interactions between the PMe3 and Cp* ligands in 4-2tBu that would not be present in 4-3tBu. 
Despite this, 4-3tBu is always more thermodynamically stable than 4-2R regardless of functional 
choice or treatment of dispersion with the energy difference between 4-2tBu and 4-3tBu ranging 
from 9.7 kcal mol-1 (B97D) to 20.1 kcal mol-1 (PBE0). Therefore, 4-3tBu would always be predicted 
to be the observed product which fits the experimental observations. Furthermore, 4-TS(5’’-
6)tBu is always significantly higher in free energy compared to 4-TS(5’’-6)Ph. Adding dispersion 
destabilises both transition states but affects 4-TS(5’’-6)Ph more than 4-TS(5’’-6)tBu meaning that, 
as with 4-2tBu and 4-3tBu, adding a treatment of dispersion reduces the relative free energy 
difference. This means that reaction with R = tBu would always be predicted to take significantly 
longer than reaction with R = Ph which agrees with the experimental data. Overall, the trends in 
the thermodynamics and kinetics of the stoichiometric reaction are not dependent on functional 
or dispersion. 
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Functional 4-2tBu 4-3tBu ΔG1 4-TS(5’’-6)tBu 4-TS(5’’-6)Ph ΔG2 
BP86 -3.1 -21.7 18.6 +15.0 -6.4 21.4 
BP86-D3 -4.5 -16.7 12.2 +17.2 -1.6 18.8 
PBE0 -0.7 -20.8 20.1 +22.5 -4.6 27.1 
PBE0-D3 -2.9 -18.7 15.8 +23.4 -1.8 25.2 
B3LYP -0.2 -19.4 19.2 +20.3 -8.1 28.4 
B3LYP-D3 -2.9 -15.0 12.1 +21.5 -3.2 24.7 
M06 -3.8 -13.6 9.8 +19.7 -5.3 25.0 
B97D -4.0 -13.7 9.7 +18.1 -3.8 21.9 
ωB97XD -1.1 -16.3 15.2 +25.0 -2.5 27.5 
Table 4-2: Functional testing on the relative free energies (kcal mol-1) of 4-2tBu, 4-3tBu, 4-TS(5’’-
6)tBu, and 4-TS(5’’-6)Ph. ΔG1 = (4-2tBu – 4-3tBu). ΔG2 = (4-TS(5’’-6)tBu – 4-TS(5’’-6)Ph). 
Following the results from the benchmarking study conducted in Chapter 3, the isomerisation 
mechanisms between the boryl, 4-5R, borylene, 4-5’R, and δC-H agostic 4-5’’R, complexes 
(Scheme 4-14) as well as the formation of phosphido-borate  4-2R and B-P coupled 4-3R products 
from phosphino-borane intermediate  4-6R, (Scheme 4-15) were calculated with ωB97XD single 
point using the same basis set approach and correcting for solvation for R = tBu and Ph. The 
calculations show that the calculated free energies using the ωB97XD functional continues to 
predict isomer 4-5R as more favourable than isomers 4-5’R and 4-5’’R. Furthermore, the 
isomerisation pathways, 4-TS(5-5’)R and 4-TS(5-5’’)R, remain accessible at low temperatures.  
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Scheme 4-14: Isomerisation of 4-5R (R = -Bu, Ph). Relative free energies ωB97XD(CH2Cl2)/BS1 
(on previously BP86 optimised geometries) in kcal mol-1. 
Scheme 4-15 shows that complex 4-2R is still the kinetically favoured pathway from 4-6R for R = 
tBu and Ph with barriers of 4.2 and 13.4 kcal mol-1 respectively compared to barriers of 9.3 and 
21.1 kcal mol-1 towards the formation of 4-3R. For R = tBu, 4-2tBu (G = -0.6 kcal mol-1) remains 
thermodynamically disfavoured compared to 4-3tBu (G = -17.1 kcal mol-1) and close in energy to 
4-6tBu (G = +1.7 kcal mol-1). For R = Ph, 4-2Ph (G = -32.7 kcal mol-1) is more thermodynamically 
stable than 4-3Ph (G = -28.7 kcal mol-1) and 4-6Ph (G = -22.7 kcal mol-1). Furthermore, the rate 
determining process for R = tBu is still the P-H activation step via 4-TS(5’’-6) with a free energy 
barrier of 28.1 kcal mol-1 while for R = Ph it is the first step of the two-step rotation (ΔG = 13.4 
kcal mol-1). Therefore, the agreement with the experimental observations discussed in Section 
4.3 is not functional dependant.  
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Scheme 4-15: Formation of 4-2R and 4-3R from 4-6R (R = tBu, Ph). Relative free energies 
ωB97XD(CH2Cl2)/BS1 (on previously BP86 optimised geometries) in kcal mol-1. 
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4.5 – Conclusions 
Geometry optimisation and chemical shift calculations were utilised in order to determine the 
structure of 4-5R, [Rh(H2B-PR2H)(PMe3)(Cp*)]+. Calculations concluded the most stable isomer is 
that of a boryl complex containing an αB-H agostic interaction ([Rh(η1-H2B-PR2H)(PMe3)(Cp*)]+, 
4-5R) rather than either a borylene complex ([Rh(H)(HB-PR2H)(PMe3)(Cp*)]+, 4-5’R) or a δC-H 
agostic complex ([Rh(H2B-PR2H)(PMe3)(Cp*)]+, 4-5’’R) (Figure 4-1) as it had: i) the lowest relative 
free energy and ii) the closest calculated 11B chemical shift to the experimental value. Pathways 
between the three isomers were also calculated (Scheme 4-4). Oxidative cleavage of the αB-H 
agostic in 4-5R would result in the formation of 4-5’R while a B-P bond rotation pathway forms 
4-5’’R from 4-5R.  These results were found to be consistent when R = tBu, Ph, Cy, and Me.  
 
The mechanism of the formation of the boryl complex, 4-5R, from phosphine-borane complex, 
4-4R was characterised (Section 4.3.1). A σ-CAM process and loss of methane yields δC-H agostic 
complex, 4-5’’R, which can then isomerise to 4-5R. This mechanism is similar energetically for R 
= tBu, Ph, Cy and Me. Complex 4-5’’R can also go through a P-H activation step to from 
phosphino-borane complex 4-6R (Section 4.3.2). Due to their reduced steric bulk, R = Ph, Cy and 
Me exhibit easier P-H activation steps. Regardless, the differing selectivity in the stoichiometric 
reaction is not determined prior to the formation of 4-6R.  
 
From complex 4-6R the reaction selectivity is determined. Phosphido-borate 4-2R (Section 4.3.3) 
can be formed through a two-step rotation of the {BH2PR2} moiety. This proceeds with a barrier 
of 5.8 (R = tBu), 15.3 (R = Ph), 10.2 (R = Cy), and 12.8 (R = Me) kcal mol-1 from 4-6tBu. For R = tBu 
the rotation is a reversible process, this is not the case for R = Ph, Cy and Me. The B-P coupled 
complex, 4-3R (Section 4.3.2) is formed via P-B bond formation between the phosphino-borane 
and PMe3 group followed by P-B bond rotation. This proceeds with a barriers of 11.7 (R = tBu), 
22.5 (R = Ph), 14.7(R = Cy), and 21.7 (R = Me) kcal mol-1 from 4-6tBu. The formation of 4-2R from 
4-6R is always kinetically favoured than the formation of 4-3R. However, for R = tBu, 4-3tBu (G = -
16.9 kcal mol-1) is more thermodynamically favoured than 4-2tBu (G = -4.5 kcal mol-1). Therefore 
4-3tBu is the experimentally observed product. This is not the case for R = Ph, Cy, and Me where 
4-2R is always thermodynamically more favoured than 4-3R and therefore, the experimentally 
observed product. 
 
The rate determining step for the formation of 4-3tBu from 4-4tBu is the P-H activation via 4-TS(5’’-
6)tBu with an overall free energy barrier of 24.2 kcal mol-1. This coincides with the rapid formation 
of 4-5tBu followed by the relatively slow formation of 4-3tBu. The rate determining step for the 
formation of 4-2R from 4-4R (R = Ph, Cy, Me) is the first step of the two-step rotation, 4-TS(6-2)1R 
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with overall free energy barriers of 15.3, 10.2, and 12.8 kcal mol-1 respectively. This fits with the 
experimental observation that 4-2R (R = Ph, Cy) forms rapidly at room temperature. 
 
In conclusion, the increased steric bulk of tBu compared to Ph, Cy and Me is the main factor in 
the deviation in the selectivity of the stoichiometric reaction. The calculations show that 
increased steric clashing between the tBu group and the Cp* ring destabilises 4-2tBu so it is no 
longer the thermodynamically favoured product. The computed mechanisms fit the 
experimental observations of rapid formation of 4-2Ph and 4-2Cy and the slower formation of 4-
3tBu. Functional testing calculations allows the conclusion that the proposed mechanism and 
trends in thermodynamics and kinetics are not functional dependant (Section 4.4).  
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Chapter 5: The Dehydropolymerisation of Amine-Boranes with Cationic and 
Neutral Alkyl-Xantphos-Rhodium Catalysts 
 
5.1 – Introduction 
5.1.1 – Experimental Studies  
5.1.1.1 – Catalysis with Neutral [Rh(mer-κ3-P,O,P-Xantphos-iPr)H], 5-1iPr 
The Weller group found that reacting H3B-NMeH2 with 0.2 mol% of 5-1iPr in 1,2-F2C6H4 at room 
temperature produced polyamino-borane with an Mn of 28,000 g mol-1 and a PDI of 1.9 in 30 
minutes.16 Catalysis was also carried out using THF as a solvent, however, this resulted in slower 
reaction times due to the greater co-ordinating ability of THF. Therefore, 1,2-F2C6H4 was used as 
the reaction solvent for the mechanistic studies. Only a small amount of borazine side-products 
was observed. Mechanistic studies into the polymerisation mechanism found long polymer 
chains of Mn 10,000 g mol-1 at low H3B-NMeH2 conversion with no evidence of short chain 
oligomers. This suggested a chain-growth propagation mechanism was taking place. 
Furthermore, addition of two successive batches of H3B-NMeH2 did not result in increased 
polymer length which indicates the polymerisation is not living, but is rechargeable. This 
contrasts with aryl-Xantphos catalyst [Rh(κ2-P,P-Xantphos-Ph)((tBuCH2CH2)H2B-NMe3)] (Chapter 
1, Section 1.1.3) which is proposed to proceed via a coordination-insertion propagation 
mechanism.193 Catalyst 5-1iPr was found to be so sensitive that repeat runs using the same batch 
of solvent differed significantly making obtaining consistent KIE values impossible. The authors 
suggest this is due to irreversible catalyst decomposition due to unavoidable impurities 
entrained in the reaction vessels (O2). Speciation studies saw the rapid formation of several 
hydride-containing species including what is thought to be a complex containing five metal-
hydrogen interactions, [Rh(Xantphos-iPr)H5] (also observed by Esteruelas et al.).111 An induction 
period of between 20 and 90 seconds was observed during H2 evolution studies.  
 
Figure 5-4: [Rh(mer-κ3-P,O,P-Xantphos-iPr)H], 5-1iPr 
Esteruelas et al.111 conducted a DFT mechanistic study on the reaction of 5-1iPr with H3B-NH3 and 
proposed the mechanism shown in Scheme 5-1. In their study they quote energies from the 
M06/6-311g**,SDD(Rh, P) level with a solvent correction for THF from geometries optimised 
using the M06//6-31g**,lanl2dz(Rh,P) level of theory.  They propose that the Xantphos ligand 
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isomerises from mer-κ3-P,O,P-Xantphos to cis-κ2-P,P-Xantphos 5-I. This allows a molecule of H3B-
NH3 to bind to the vacant site and form 5-II. An initial B-H activation with a calculated barrier of 
22.0 kcal mol-1 then occurs to form 5-III before a harder N-H activation forms dihydrogen, 
hydride complex 5-IV and free H2B=NH2.The H2 ligand then dissociates to reform the active 
catalyst 5-I. This process was calculated to have an overall barrier of 31.7 kcal mol-1. 
 
Scheme 5-1: Proposed mechanism for the dehydrogenation of H3B-NH3 with 5-1iPr by Esteruelas 
et al. Adapated from reference No. 111 
 
5.1.1.2 – Catalysis with Neutral [Rh(mer-κ3-P,O,P-Xantphos-tBu)H], 5-1tBu 
The Weller group found that reacting H3B-NMeH2 with catalyst 5-1tBu would form polyamino-
borane under the same catalytic conditions used for 5-1iPr. The bulkier substituents on the 
Xantphos ligand meant that reaction times increased to 270 minutes and more dehydrocoupling 
side-products such as borazine, [HBNMe]3, were produced. Speciation studies indicated that 5-
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1tBu is the resting state during catalysis as it was the sole organometallic species observed. This 
differs from the speciation studies with 5-1iPr which observes several hydride-containing species. 
 
Figure 5-2: [Rh(mer-κ3-P,O,P-Xantphos-tBu)H], 5-1tBu 
5.1.1.3 – Catalysis with Cationic [Rh(mer-κ3-P,O,P-Xantphos-iPr)(H)2(η1-H3B-NMe3)][BArF4], 5-2iPr 
The Weller group also investigated cationic alkyl-Xantphos complexes in the catalytic 
dehydrocoupling of amine-boranes. Reaction of 5-2iPr with H3B-NMeH2 in the same conditions 
as previously discussed formed polyamino-boranes with a Mn of 9,000 g mol-1and a PDI of 2.9 in 
20 minutes. This is a lower Mn and higher PDI than reported for catalyst 5-1iPr. Mechanistic 
studies indicate that despite the difference in polymer lengths, the two catalysts operate via a 
chain-growth propagation mechanism. Catalyst 5-2iPr was less sensitive to the unavoidable 
impurities entrained in the reaction vessel than 5-1iPr allowing for KIE values to be reported. A 
low KIE of 0.8 ± 0.4 for BH/BD substitution and a large KIE of 4.6 ± 0.2 for NH/ND substitution 
was recorded.  This suggests that N-H activation is involved in the rate limiting step of the 
reaction. As with neutral catalyst 5-1iPr an induction period of between 20 and 90 seconds was 
observed. Speciation studies found an organometallic species formed at the end of catalysis 
which was identified to be dimer [(Rh(κ3-P,O,P-Xantphos-iPr))2μ-B][BArF4] which is further 
discussed in Chapter 6. The fact that the isolated dimer is mono-cationic indicates that there are 
neutral organometallic species present in the catalytic solution. Therefore, potential hydride 
transfer mechanisms (as discussed in Chapter 1, Section 1.1.2.4) could be taking place in order 
to form these neutral species.  
 
Figure 5-3: [Rh(mer-κ3-P,O,P-Xantphos-iPr)(H)2(η1-H3B-NMeH2)]+, 5-2iPr 
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5.1.1.4 – Catalysis with Cationic [Rh(mer-κ3-P,O,P-Xantphos-tBu)H2][BArF4], 5-3tBu 
Complex [Rh(κ3-P,O,P-Xantphos-tBu)(H)2][BArF4], 5-3tBu (Figure 5-4) was used as the active 
catalyst to compare with catalyst 5-2iPr. This is because the equivalent complex [Rh(κ3-P,O,P-
Xantphos-tBu)(H)2(η1-H3B-NMe3)], 5-2tBu, could not be isolated. This is thought to be due to the 
increased steric hindrance provided by the tBu groups making the H3B-NMe3 binding 
disfavoured. However, H/D exchange reactions suggested that complex 5-2tBu is kinetically 
accessible in the reaction conditions. Catalyst 5-3tBu was found to form polyamino-borane upon 
reaction with H3B-NMeH2 but, as with neutral catalyst 5-1tBu, it required longer reaction times 
and produced more dehydrocoupling side-products than its iPr analogue. Speciation studies 
found that catalyst 5-3tBu was the only organometallic species in solution at the end of catalysis 
as well as a small amount of boronium cation [BH2(NMeH2)2]+. This gives further indication to a 
hydride abstraction process occurring in the cationic catalysis.  
 
Figure 5-4: [Rh(mer-κ3-P,O,P-Xantphos-tBu)(H)2]+, 5-3tBu 
5.1.2 – Proposed Dehydrocoupling Mechanism 
From the mechanistic evidence obtained through experiment, the Weller group proposed the 
dehydrocoupling mechanism shown in Scheme 5-2. For cationic catalysts, initial B-H activation 
occurs from 5-V to form 5-VI. This intermediate can then proceed through an N-H activation to 
form H2, amino-borane and regenerate the catalyst (Pathway A). Another possibility is for a free 
NMeH2 molecule to attack the {H2B-NMeH2} moiety resulting in the formation of neutral 
complex [Rh(κ3-P,O,P-Xantphos-tBu)H3] 5-VII and boronium cation [BH2(NMeH2)2]+ (Pathway B). 
The formed boronium cation could either protonate [Rh(mer-κ3-P,O,P-Xantphos-tBu)H3] to form 
a cationic dihydride 5-VIII or be dormant in the reaction and become off-cycle.  Neutral catalysts 
5-IX proceed through a B-H, then N-H activation mechanism to form amino-borane and H2 
before regenerating the catalyst. The propagation mechanism is proposed to involve a chain-
growth mechanism for both neutral and cationic catalysts.  
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Scheme 5-5: Proposed mechanism for the dehydrocoupling of H3B-NMeH2 using alkyl-
Xantphos catalysts.  Adapted from reference No. 16. 
 
5.1.3 – Computational Details 
Calculations were run with Gaussian 09 Revision D.01.175 Geometry optimisations were 
performed using the BP86 functional. The Rh and P centres were described with the Stuttgart 
pseudopotentials and associated basis sets158  (with added d-orbital polarisation on P (Ϛ = 
0.387))174 and 6-31G** basis sets156, 157  described all other atoms. All stationary points were fully 
characterised via analytical frequency calculations as either minima (all positive frequencies) or 
transition states (one imaginary frequency). IRC calculations and subsequent geometry 
optimisations were used to confirm the minima linked by each transition state. Frequency 
calculations also provided a free energy in the gas phase, computed at 298.15 K and 1 atm. 
Energies reported in this chapter are based on the gas-phase relative free energies and 
incorporate a correction for dispersion effects using Grimme’s D3 parameter set164 with Becke-
Johnson damping165  as well as solvation (PCM approach)161  in THF. This was due to 1,2-C6H4F2 
not being available on Gaussian. Both dispersion and solvation corrections were run as single 
points with Gaussian 09 Revision D.01.175 
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5.2 – Dehydropolymerisation of H3B-NMeH2 Using [Rh(mer-κ3-P,O,P-Xantphos-iPr)(H)]  
 
5.2.1 – Dehydrogenation of H3B-NMeH2 with 5-1iPr 
To begin the computational studies conducted as part of this thesis, the mechanism proposed 
by Esteruelas et al. (Pathway IS1iPr, Scheme 5-1) was explored and is shown in Scheme 5-3. The 
isomerisation of the Xantphos ligand from the mer-κ3-P,O,P binding mode in catalyst 5-1iPr (G set 
to 0.0 kcal mol-1, Figure 5-5) to cis-κ2-P,P in 5-INT(1-4)iPr (G = +9.8 kcal mol-1) occurs via 5-TS(1-
4)1iPr (G = +16.2 kcal mol-1) with the P-Rh-P angle decreasing from 162.6 ° to 113.6 °. This creates 
a vacant site at the metal centre which allows for the formation of a C-H agostic interaction 
between the Rh centre and one of the iPr groups. This agostic interaction is substituted with a 
molecule of H3B-NMeH2 which binds through 5-TS(1-4)2iPr to form amine-borane σ-complex 5-
4iPr (G = -0.5 kcal mol-1). The σ-bound B-H bond then proceeds through a facile oxidative addition 
process via 5-TS(4-5)1iPr (G = +4.4 kcal mol-1) to form five-co-ordinate complex 5-INT(4-5)iPr (G = 
-9.0 kcal mol-1). The dehydrogenation is completed by a N-H activation step through 5-TS(4-5)2iPr 
(G = +4.4 kcal mol-1) to form intermediate 5-5iPr (G = -11.3 kcal mol-1) and free amino-borane 
H2B=NMeH. During this process, the Rh⋯H(N) distance decreases from 3.03 Å to 1.59 Å as a new 
Rh-H bond is formed. The structure of 5-TS(4-5)2iPr looks similar to intermediate 5-IV proposed 
by Esteruelas et al. (Scheme 5-1) but no minimum was found, with the H2 ligand formed instantly 
proceeding through oxidative addition to form 5-5iPr.  
Overall, Pathway IS1iPr was calculated to proceed with a free energy barrier of 16.2 kcal mol-1 
with the rate limiting step being the isomerisation of the Xantphos ligand in 5-TS(1-4)1iPr. This is 
different from the work by Esteruelas et al. who predict the N-H activation step to be rate-
limiting with a barrier of 31.7 kcal mol-1. It is thought this difference is down to the different 
computational methodologies used between the two studies.  
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Scheme 5-3: Inner-sphere, stepwise pathway 1 (IS1iPr) from 5-1iPr to form 5-5iPr. Relative free 
energies BP86(D3BJ, THF)/BS1 in kcal mol-1. 
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Figure 5-5: Key stationary points in Pathway IS1iPr of 5-1iPr. Hydrogens bonded to carbon 
omitted for clarity. Key distances in Å. Colour scheme shown in the legend above is adopted 
throughout the chapter. 
Alternative dehydrogenation pathways from 5-1iPr were also explored. It was found that instead 
of proceeding through Pathway IS1iPr as in Scheme 5-3, the H3B-NMeH2 molecule in 5-4iPr could 
dehydrogenate through a concerted activation mechanism (Pathway IC1iPr, Scheme 5-4). Here, 
intermediate 5-4iPr is formed as previously discussed before proceeding through 5-TS(4-5)3iPr (G 
= +6.8 kcal mol-1, Figure 5-6) to directly form fac-tri-hydride 5-5iPr and free H2B=NMeH. During 
this process two new Rh-H bonds are formed from the Rh⋯H(N) and Rh⋯H(B) distances 
decreasing from 3.03 Å to 1.54 Å and 1.76 Å to 1.59 Å respectively. The rate-limiting step is the 
Xantphos ligand isomerisation process through 5-TS(1-4)1iPr which proceeds with a free energy 
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barrier of 16.2 kcal mol-1 as in Pathway IS1iPr. However, the concerted activation via 5-TS(4-5)3iPr 
in Pathway IC1iPr is calculated to be more favoured than 5-TS(4-5)1iPr and 5-TS(4-5)2iPr in 
Pathway IS1iPr with a barrier of 7.3 kcal mol-1 compared to 13.1 kcal mol-1. 
 
Scheme 5-4: Inner-sphere, concerted pathway 1 (IC1iPr) from 5-1iPr to form 5-5iPr. Relative free 
energies BP86(D3BJ, THF)/BS1 in kcal mol-1. 
 
Figure 5-6: Optimised structure of 5-TS(4-5)3iPr. Hydrogens bonded to carbon omitted for 
clarity. Key distances in Å. 
Two concerted outer-sphere dehydrogenation mechanisms (Pathways OC1iPr and OC2iPr) were 
also characterised and are shown in Scheme 5-5). Pathway OC1iPr found that fac-tri-hydride 
intermediate 5-5iPr could be formed directly via 5-TS(1-5)iPr (G = +12.5 kcal mol-1, Figure 5-7) 
before H2 loss regenerates 5-1iPr. This type of concerted mechanism is common in the 
literature.83, 85 Pathway OC2 proceeds through 5-TS(1-1)iPr (G = +14.0 kcal mol-1) and regenerates 
catalyst 5-1iPr (G = -5.3 kcal mol-1), free H2B=NMeH and H2 in just one step. Here, the N-H 
protonates the Rh centre as the B-H transfers a hydride onto the Rh-H bond to directly form H2. 
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The regenerated 5-1iPr has a lower free energy due to the thermodynamics of dehydrogenating 
a molecule of H3B-NMeH2 to form H2B=NMeH and H2. This transition state has not been reported 
in the literature before, however, a similar transition state has been published by Rossin, 
Peruzzini et al. for [Ru(κ4-N(CH2CH2PPh2)3)(H)2]87 and [Co(κ4-N(CH2CH2PPh2)3)(H)].88 In these 
examples, the N-H protonates a metal-hydride to form H2 while the B-H transfers a hydride to 
the metal centre. Transition states of this type were searched for during this study but none 
could be located. The transition state 5-TS(1-5)iPr is an earlier TS which is evident from the 
shorter B⋯H and N⋯H interactions of 1.32 and 1.46 Å  respectively in 5-TS(1-5)iPr compared to 
1.35 and 1.81 Å in 5-TS(1-1)iPr. Pathway OC1 has a lower activation energy of 12.5 kcal mol-1 
than Pathways IS1 (16.2 kcal mol-1, Scheme 5-3), IC1 (16.2 kcal mol-1 Scheme 5-4), and OC2 (14.0 
kcal mol-1) and is therefore the most favoured mechanism for the formation of fac-tri-hydride 
5-5iPr.  
 
Scheme 5-5: Outer-sphere, concerted pathway 1 (OC1iPr, left) and 2 (OC2iPr, right) from 5-1iPr. 
Relative free energies BP86(D3BJ, THF)/BS1 in kcal mol-1. 
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Figure 5-7: Optimised structures of 5-TS(1-5)iPr and 5-TS(1-1)iPr. Hydrogens bonded to carbon 
omitted for clarity. Key distances in Å. 
The regeneration of catalyst 5-1iPr (Pathway R1iPr) shown in Scheme 5-6 shows that complex 5-
5iPr can go through an H2 reductive coupling via 5-TS(5-1)1iPr (G = -4.1 kcal mol-1) to form 5-INT(5-
1)iPr (G = -11.7 kcal mol-1) which contains a dihydrogen ligand. This is similar to the dihydrogen 
complex 5-IV (Scheme 5-1) computed by Esteruelas et al. with the Xantphos ligand adopting the 
fac-κ3-P,O,P over the cis-κ2-P,P binding mode. The dihydrogen ligand then dissociates through 
5-TS(5-1)2iPr (G = +2.1 kcal mol-1) to regenerate 5-1iPr (G = -5.3 kcal mol-1). This process occurs 
with a barrier of 13.8 kcal mol-1. 
 
Scheme 5-6: Regeneration of 5-1iPr from 5-5iPr (R1iPr). Relative free energies BP86(D3BJ, 
THF)/BS1 in kcal mol-1. 
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Due to its kinetic and thermodynamic accessibility, if the concentration of H2 builds up in the 
system, fac-tri-hydride 5-5iPr could be the active catalyst. Therefore, dehydrogenation pathways 
proceeding from 5-5iPr were also explored. It is shown in Scheme 5-7 (Pathway IC2) that the 
Rh⋯O interaction in 5-5iPr can be displaced by a molecule of H3B-NMeH2 via 5-TS(5-6)iPr (G = -3.9 
kcal mol-1) to form amine-borane σ-complex 5-6iPr (G = -11.4 kcal mol-1, Figure 5-8). The Rh⋯O 
bond distance can be seen to increase from 2.28 Å to 3.32 Å as the Xantphos changes binding 
mode to cis-κ2-P,P. This process occurs with a free energy barrier of 7.4 kcal mol-1 which is lower 
than the loss of H2 calculated in Pathway R1iPr. Two of the hydride ligands on 5-6iPr can then 
proceed through a reductive coupling process via 5-TS(6-4)1iPr (G = +6.3 kcal mol-1) to form 
intermediate 5-INT(6-4)iPr (G = +2.8 kcal mol-1). The H2 ligand then dissociates via 5-TS(6-4)2iPr (G 
= +4.2 kcal mol-1) which results in the formation of 5-4iPr (G = -5.8 kcal mol-1). Concerted 
activation then proceeds as in Pathway IS1, Scheme 5-3 to reform fac-tri-hydride 5-5iPr (G = -
16.6 kcal mol-1). The H2 reductive coupling step via 5-TS(6-4)1iPr proves to be the rate-limiting 
process with a barrier of 17.7 kcal mol-1.  
 
 
Scheme 5-7: Inner-sphere concerted pathway 2 (IC2iPr) from 5-5iPr. Relative free energies 
BP86(D3BJ, THF)/BS1 in kcal mol-1. 
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Figure 5-8: Key stationary points for Pathway IC2iPr from 5-5iPr. Hydrogens bonded to carbon 
omitted for clarity. Key distances in Å. 
Instead of going through loss of H2 followed by concerted activation, the dehydrogenation 
process from 5-5iPr could also proceed via Pathway IC3iPr which involves concerted activation 
then H2 loss (Scheme 5-8). From intermediate 5-6iPr, concerted B-H and N-H activation can occur 
through 5-TS(6-5)1iPr (G = +7.7 kcal mol-1, Figure 5-9) . This forms fac-tri-hydride dihydrogen 
complex 5-INT(6-5)iPr (G = -12.5 kcal mol-1) which is the lowest energy intermediate calculated 
throughout this study. The H2 ligand on 5-INT(6-5)iPr then dissociates via 5-TS(6-5)2iPr to 
regenerate intermediate 5-5iPr. Pathway IC3iPr is calculated to have a free energy barrier of 19.1 
kcal mol-1 with the concerted activation proving to be the rate-limiting process.  This is a higher 
activation energy than Pathway IC2iPr (Scheme 5-6) which is the favoured dehydrogenation cycle 
from intermediate 5-5iPr.  
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Scheme 5-8: Pathway IC3iPr from 5-5iPr. Relative free energies BP86(D3BJ, THF)/BS1 in kcal mol-
1. 
 
Figure 5-9: Key stationary points Pathway IC3iPr from 5-5iPr. Hydrogens bonded to carbon 
omitted for clarity. Key distances in Å. 
 
In summary, the dehydrogenation of H3B-NMeH2 with catalyst 5-1iPr initially proceeds through 
Pathway OC1iPr (Scheme 5-5) with a free energy barrier of 12.5 kcal mol-1 to form complex 5-
5iPr. If H2 is released, then the dehydrogenation can then proceed via Pathway R1 (Scheme 5-6) 
to regenerate catalyst 5-1iPr and Pathway OC1iPr with a barrier of 18.9 kcal mol-1. If the H2 
concentration in the system builds up the dehydrogenation could go through Pathway IC2iPr 
(Scheme 5-7) with a barrier of 17.7 kcal mol-1. The lowest energy intermediate is fac-tri-hydride, 
dihydrogen complex 5-INT(5-6)iPr (Figure 5-9) which lies off-cycle, but can be formed from 5-5iPr 
when H2 is present in the catalytic system. 
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5.2.2 – Propagation of H2B=NMeH with 5-1iPr 
The polymerisation mechanism was initially explored by investigating potential amino-borane 
adducts between H2B=NMeH and catalyst 5-1iPr. Attempts to optimise complex [Rh(κ3-P,O,P-
Xantphos-iPr)(η1-H3B-NMeH)], 5-7iPr (Figure 5-10) were unsuccessful with no minima located. 
However, repeating the calculation with the linear dimer H2B-NMeH-BH2-NMeH co-ordinating 
to 5-1iPr to form 5-8iPr (G = 0.0 kcal mol-1, Figure 5-11) was successful in locating an optimised 
minimum. It is believed that a minimum is found for 5-8iPr and not 5-7iPr because the formation 
of 5-7iPr would involve breaking the double bond between the boron and nitrogen which is 
unfavourable. In the linear dimer, this double bond has already been reduced and therefore the 
formation of 5-8iPr is more favourable. 
 
Figure 5-10: [Rh(κ3-P,O,P-Xantphos-iPr)(η1-H3B-NMeH)], 5-7iPr 
Calculations from intermediate 5-8iPr then allowed for propagation mechanism Pathway P1 
(Scheme 5-9) to be characterised. Pathway P1 was found to proceed through 5-TS(1-8)iPr (G = 
+6.0 kcal mol-1). During this process, the hydride of 5-1iPr acts as a nucleophile and attacks the 
boron of a H2B=NMeH unit which breaks the B-N double bond which can be seen through the 
bond distance of 1.48 Å (the computed B-N bond length in free H2B=NMeH is 1.40 Å). This allows 
the NMeH group to act as a nucleophile and attack a second H2B=NMeH to form 5-8iPr directly. 
A third H2B=NMeH molecule was found to add to the growing polymer chain through 5-TS(8-
9)iPr (G = +5.0 kcal mol-1) to form 5-9iPr (G = -2.4 kcal mol-1). It is proposed that the terminal NMeH 
group will continue the propagation process through nucleophilic attack at free amino-borane 
units to form the polymer. Polymerisation would only become thermodynamically favourable 
once the growing polymer chain becomes lower in energy than the lowest energy intermediate 
5-INT(6-5) (Figure 5-8). This occurs with [Rh(mer-κ3-P,O,P-Xantphos-iPr)(η1-
BH3(NMeHBH2)3NMeH)] (G = -15.1 kcal mol-1). This head-to-tail chain growth polymerisation 
towards the formation of polyamino-boranes has previously been postulated by Paul et al.102 
with an [Ir(POCOP)] catalyst.  
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Scheme 5-9: Head-to-tail propagation mechanism (Pathway P1iPr) from 5-1iPr. Relative free 
energies BP86(D3BJ, THF)/BS1 in kcal mol-1. 
 
Figure 5-11: Key stationary points from Pathway P1iPr from 5-1iPr. Hydrogens bonded to carbon 
omitted for clarity. Key distances in Å. 
5.2.3 – Summary of the Dehydropolymerisation Pathway of H3B-NMeH2 with 5-1iPr 
Overall, the dehydropolymerisation of H3B-NMeH2 is predicted to proceed via the pathway 
shown in Scheme 5-10. The H3B-NMeH2 is initially dehydrogenated via Pathway OC1iPr (Scheme 
5-5) to form fac-tri-hydride complex 5-5iPr and free H2B=NMeH with a free energy barrier of 12.5 
kcal mol-1. The catalytic dehydrogenation of H3B-NMeH2 can then proceed through regeneration 
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of catalyst 5-1iPr through Pathway R1 and Pathway OC1iPr. This occurs with a free energy barrier 
of 19.8 kcal mol-1 due to the lowest energy intermediate 5-INT(5-6)iPr which lies off-cycle. If the 
concentration of H2 builds up in the system, complex 5-5iPr could become the active catalyst with 
dehydrogenation proceeding by Pathway IC2iPr (Scheme 5-7) with a free energy barrier of 18.8 
kcal mol-1. As both dehydrogenation pathways are close in energy they cannot be distinguished 
from each other and both are possibly occurring in catalysis. The propagation pathway proceeds 
from 5-1iPr via Pathway P1iPr (Scheme 5-9) which is a head-to-tail chain growth mechanism with 
a free energy barrier of 18.5 kcal mol-1.   
Scheme 5-10: Proposed mechanism for the dehydropolymerisation of H3B-NMeH2 with catalyst 
5-1iPr. Relative free energies BP86(D3BJ, THF)/BS1 in kcal mol-1. Dashed arrows indicate steps 
that include multiple processes. In these cases the highest energy transition state is quoted. 
 
The calculated pathway is consistent with the available experimental data. The rate limiting 
process is the free energy difference between the lowest energy intermediate (5-INT(5-6)iPr) and 
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the highest energy transition state (5-TS(1-5)1) which is 19.8 kcal mol-1. This is consistent with 
efficient reaction at room temperature. Speciation studies also observed a range of [Rh-H] 
complexes which are consistent with 5-5iPr and 5-INT(5-1)iPr being low energy intermediates. 
Furthermore, the lowest energy intermediate across all pathways was intermediate 5-INT(6-5)iPr 
which, although off-pathway, would be predicted to be observable in speciation studies.   
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5.3 – Dehydropolymerisation of H3B-NMeH2 with [Rh(mer-κ3-P,O,P-Xantphos-tBu)(H)], 5-
1tBu 
 
5.3.1 – Dehydrogenation of H3B-NMeH2 with 5-1tBu 
The computational investigation into dehydrogenation pathways for 5-1tBu began by exploring 
Pathway IS1 (Scheme 5-11). The Xantphos ligand isomerises from the mer-κ3-P,O,P to cis-κ2-P,P 
binding mode through 5-TS(1-4)1tBu (G = +24.3 kcal mol-1) to yield 5-INT(1-4)tBu (G = +20.3 kcal 
mol-1, Figure 5-12) which forms a C-H agostic complex between the Rh and one of the tBu groups. 
This is a higher energy process than for 5-1iPr. A molecule of H3B-NMeH2 then replaces the agostic 
interaction via 5-TS(1-4)2tBu (G = +24.0 kcal mol-1) to form 5-4tBu (G = +17.2 kcal mol-1). B-H 
activation then occurs through 5-TS(4-5)1tBu (G = +20.4 kcal mol-1) to form base-stabilised boryl 
species 5-INT(4-5)tBu (G = +14.2 kcal mol-1). This intermediate is different to 5-INT(4-5)iPr (Figure 
5-5) as a Rh-O interaction is present as the Xantphos ligand is in the  fac-κ3-P,O,P binding mode 
over the cis-κ2-P,P binding mode. The equivalent intermediate to 5-INT(4-5)iPr, 5-INT(4-5)’tBu (G 
= +22.0 kcal mol-1) was found to be 7.8 kcal mol-1 higher in energy.  This could be because the 
increased steric bulk of tBu-Xantphos compared to iPr-Xantphos makes the fac-κ3-P,O,P binding 
mode more favourable as it has a wider P-Rh-P angle (122.35 °) in 5-INT(4-5)tBu compared to 
114.01 ° in 5-INT(4-5)’tBu. N-H activation via 5-TS(4-5)2tBu then yields fac-tri-hydride complex 5-
5tBu (G = 0.0  kcal mol-1) with the Xantphos ligand in a fac-κ3-P,O,P binding mode. Pathway IS1tBu 
occurs with a free energy barrier of 31.8 kcal mol-1 with the rate limiting process being the N-H 
activation step via 5-TS(4-5)2tBu.  
 
 
Scheme 5-11: Pathway IS1tBu from 5-1tBu. Relative free energies BP86(D3BJ, THF)/BS1 in kcal 
mol-1. 
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Figure 5-12: Key stationary points from Pathway IS1tBu from 5-1tBu. Hydrogens bonded to 
carbon omitted for clarity. Key distances in Å. 
Pathway IC1tBu was also calculated and is shown in Scheme 5-12. Intermediate 5-4tBu is formed 
as detailed in Pathway IS1tBu, Scheme 5-11. Concerted activation would then take place instead 
of step-wise B-H then N-H activation via 5-TS(4-5)3tBu (G = +23.7 kcal mol-1, Figure 5-13) to form 
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fac-tri-hydride 5-5tBu. This is the analogous process to 5-TS(4-5)3iPr (Figure 5-7) and the transition 
states are similar. One difference is the H3B-NMeH2 molecule is further away from the Rh metal 
in 5-TS(4-5)3tBu which is likely to be due to the increased steric hindrance brought by the tBu 
groups. Pathway IC1tBu has a free energy barrier of 24.3 kcal mol-1 with the rate limiting process 
being the initial isomerisation of the Xantphos ligand via 5-TS(1-4)1tBu. This makes it more 
favoured than Pathway IS1tBu which has a higher free energy barrier of 31.8 kcal mol-1.  
 
Scheme 5-12: Pathway IC1 from 5-1tBu. Relative free energies BP86(D3BJ, THF)/BS1 in kcal mol-
1. 
 
Figure 5-13: Optimised structure for 5-TS(4-3)tBu. Hydrogens bonded to carbon omitted for 
clarity. Key distances in Å. 
Two outer-sphere concerted dehydrogenation pathways, OC1tBu and OC2tBu, were also 
characterised for reaction with 5-1tBu (Scheme 5-13). Pathway OC1tBu occurs via 5-TS(1-5)tBu (G 
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= +23.8 kcal mol-1, Figure 5-14) to directly form 5-5tBu and proceeds with a barrier lower than 
that of the Pathway IC1tBu (Scheme 5-12) by 0.5 kcal mol-1. Pathway OC2tBu directly forms 5-1tBu 
H2B=NMeH and H2 in the same step and proceeds through 5-TS(1-1)tBu (G = +19.9 kcal mol-1). 
This is therefore the most favoured dehydrogenation pathway from mono-hydride 5-1tBu over 
Pathways IS1tBu (31.8 kcal mol-1, Scheme 5-11), IC1tBu (24.3 kcal mol-1, Scheme 5-12), and OC1tBu 
(23.8 kcal mol-1). This is in contrast to the reaction with catalyst 5-1iPr where Pathway OC1iPr is 
favoured. The reason for this is likely that the increased steric bulk provided by the tBu groups 
results in the transition state where the H3B-NMeH2 unit is further away from the metal complex 
is more favoured. The Rh⋯N and Rh⋯B distances in 5-TS(1-1)tBu are 3.36 and 3.69 Å compared 
to 2.93 and 2.69 Å in 5-TS(1-5)iPr.  
 
 
Scheme 5-13: Outer-sphere, concerted pathway 1 (OC1iPr, left) and 2 (OC2iPr, right) from 5-1iPr. 
Relative free energies BP86(D3BJ, THF)/BS1 in kcal mol-1. 
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Figure 5-14: Optimised structures of 5-TS(1-5)tBu and 5-TS(1-1)tBu. Hydrogens bonded to carbon 
omitted for clarity. Key distances in Å. 
 
In the case of catalyst 5-1iPr, the initial dehydrogenation proceeds through Pathway OC1iPr to 
form fac-tri-hydride intermediate 5-5iPr which could then be the active catalyst in the catalytic 
dehydrogenation. However, in the case of catalysis with 5-1tBu it is now predicted that the initial 
dehydrogenation would proceed via Pathway OC2tBu and therefore, 5-5tBu would not be formed 
in the reaction mixture. Furthermore, 5-5tBu is higher in energy than 5-1tBu unlike 5-5iPr which is 
lower in energy than 5-1iPr so it is no longer thermodynamically accessible. This means that the 
dehydrogenation mechanism would operate through Pathway OC2tBu regardless of the 
concentration of H2 in this system. In order to confirm that there was no other mechanism that 
needed to be considered, the pathways proceeding from intermediate 5-5tBu: R1tBu, IC1tBu, and 
IC2tBu were characterised.  
Pathway R1tBu, where catalyst 5-1tBu is reformed from 5-5tBu, is shown in Scheme 5-14. A H2 
reductive coupling step occurs via 5-TS(5-1)1tBu (G = +4.4 kcal mol-1) to form dihydrogen complex 
5-INT(5-1)tBu (G = +4.9 kcal mol-1) before H2 is lost through 5-TS(5-1)2tBu (G = +5.7 kcal mol-1) to 
yield 5-1tBu (-5.3 kcal mol-1). This process occurs with a free energy barrier of 5.7 kcal mol-1. The 
reverse reaction shows that complex 5-5tBu is still kinetically accessible from 5-1tBu.   
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Scheme 5-14: Pathway R1tBu from 5-5tBu. Relative free energies BP86(D3BJ, THF)/BS1 in kcal 
mol-1. 
In Pathway IC2tBu (Scheme 5-15) the Rh-O interaction in 5-5tBu can be substituted with a unit of 
H3B-NMeH2 via 5-TS(5-6)tBu (G = +5.2 kcal mol-1) to form 5-6tBu (G = +1.4 kcal mol-1, Figure 5-15). 
This changes the Xantphos binding mode from fac-κ3-P,O,P to cis-κ2-P,P. A H2 reductive coupling 
process can then form 5-INT(6-4)tBu (G = +13.8 kcal mol-1) via 5-TS(6-4)1tBu before dissociation of 
the newly formed H2 ligand through 5-TS(6-4)2tBu (G = +15.3 kcal mol-1) yields square planar 
amine-borane complex 5-4tBu (G = +11.9 kcal mol-1). Concerted activation via 5-TS(4-5)3tBu (G = 
+18.2 kcal mol-1) regenerates 5-5tBu (G = -5.3 kcal mol-1) as seen in Scheme 5-13 to complete the 
cycle. The overall free energy barrier for this dehydrogenation is +18.2 kcal mol-1 associated with 
the concerted activation step via 5-TS(4-5)3tBu.  
 
Scheme 5-15: Pathway IC2tBu from 5-5tBu. Relative free energies BP86(D3BJ, THF)/BS1 in kcal 
mol-1. 
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Figure 5-15: Key stationary points for Pathway IC2tBu from 5-5tBu. Hydrogens bonded to carbon 
omitted for clarity. Key distances in Å. 
The dehydrogenation from 5-5tBu can also proceed through concerted activation before H2 loss 
after forming 5-6tBu (Pathway IC3tBu, Scheme 5-16). Here, the concerted activation occurs via 5-
TS(6-1)1tBu (G = +21.6 kcal mol-1, Figure 5-16) to give fac-tri-hydride dihydrogen complex 5-INT(6-
5)tBu (G = +1.5 kcal mol-1). The H2 ligand then dissociates through 5-TS(6-5)2tBu (G = +11.7 kcal 
mol-1) with the Rh-O bond reforming to fill the formed vacant site and yielding 5-5tBu (G = -5.3 
kcal mol-1). The highest free energy barrier for this dehydrogenation process involves the 
concerted activation via 5-TS(6-5)1tBu with a free energy barrier of 21.6 kcal mol-1.   
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Scheme 5-16: Pathway IC3tBu from 5-5tBu. Relative free energies BP86(D3BJ, THF)/BS1 in kcal 
mol-1. 
 
 
Figure 5-16: Key stationary points for Pathway IC3tBu from 5-5tBu. Hydrogens bonded to carbon 
omitted for clarity. Key distances in Å. 
In summary, dehydrogenation of H3B-NMeH2 with catalyst 5-1tBu occurs via Pathway OC2tBu 
(Scheme 5-13) which forms 5-1tBu and free H2B=NMeH and H2 in one step. This proceeds with a 
free energy barrier of 19.9 kcal mol-1. Pathway IS2tBu (a predicted catalytic cycle for reaction 
with catalyst 5-1iPr) is the favoured dehydrogenation mechanism proceeding from complex 5-
5tBu. Intermediate 5-5tBu is kinetically accessible through the addition of H2 to catalyst 5-1tBu but 
isn’t thermodynamically accessible being 5.3 kcal mol-1 higher in energy. Therefore, Pathway 
IS2tBu has a free energy barrier of 23.5 kcal mol-1 and is predicted not to occur during catalysis. 
5.3.2 – Propagation of H2B=NMeH with 5-1tBu 
The propagation pathway for 5-1tBu was found to proceed by a head-to-tail chain growth 
pathway (Pathway P1tBu, Scheme 5-17). A minimum for [Rh(mer-κ3-P,O,P-Xantphos-tBu)(η1-H3B-
NMeH)] 5-7tBu could not be located, and instead 5-TS(1-8)tBu (G = +12.5 kcal mol-1, Figure 5-17) 
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is predicted to proceed to directly give 5-8tBu (G = +9.8 kcal mol-1). A third molecule of H2B=NMeH 
can then be attacked by the terminal NMeH moiety via 5-TS(8-9)tBu (G = +13.8 kcal mol-1) to give 
the metal bound trimer 5-9tBu (G = +7.0 kcal mol-1).  The polymerisation would only become 
thermodynamically favoured when the growing polymer chain becomes lower in energy than 
the lowest energy intermediate, 5-1tBu. This occurs with [Rh(mer-κ3-P,O,P-Xantphos-tBu)(η1-
BH3(NMeHBH2)3NMeH)] (G = -6.0 kcal mol-1). 
 
Scheme 5-17: Pathway P1tBu from 5-1tBu. Relative free energies BP86(D3BJ, THF)/BS1 in kcal 
mol-1. 
 
 
Figure 5-17: Key stationary points from Pathway P1tBu from 5-1tBu. Hydrogens bonded to 
carbon omitted for clarity. Key distances in Å. 
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5.3.3 – Summary of Dehydropolymerisation Pathways of H3B-NMeH2 with 5-1tBu 
The predicted overall dehydropolymerisation pathway for reaction of H3B-NMeH2 with 5-1tBu is 
shown in Scheme 5-18. The dehydrogenation mechanism involves an outer-sphere concerted 
activation of the H3B-NMeH2 molecule which forms free H2B=NMeH and H2 as well as catalyst 5-
1tBu in one step which passes through 5-TS(1-1)tBu (Pathway OC2tBu, Scheme 5-13). This occurs 
with a barrier of 19.9 kcal mol-1. The dehydrogenation mechanism is not predicted to change 
with higher concentrations of H2 which is in contrast to the predicted reaction with 5-1iPr 
(Scheme 5-10).  The propagation mechanism is predicted to proceed via a head-to-tail chain 
growth polymerisation (Pathway P1tBu, Scheme 5-16). The rate-limiting step for the 
dehydropolymerisation mechanism is predicted to be the dehydrogenation with a free energy 
barrier of 19.9 kcal mol-1.  
 
Scheme 5-18: Proposed mechanism for the dehydropolymerisation of H3B-NMeH2 with catalyst 
5-1tBu. Relative free energies BP86(D3BJ, THF)/BS1 in kcal mol-1. 
The calculated pathway is consistent with the available experimental data. The overall barrier of 
19.9 kcal mol-1 coincides with the reaction proceeding at room temperature. Furthermore, 
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speciation studies showed that 5-1tBu was the only observed reaction intermediate which is 
consistent with the predicted pathway and all calculated intermediates being higher in energy 
than 5-1tBu. Fac-tri-hydride 5-5tBu is of similar relative energy to 5-1tBu (G = 0.0 kcal mol-1) but due 
to the low energy barriers proceeding from 5-5tBu in Pathways R1tBu, IC2tBu, and IC3tBu it is not 
predicted to be long-lived in the reaction. 
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5.4 – Dehydropolymerisation of H3B-NMeH2 with [Rh(mer-κ3-P,O,P-Xantphos-tBu)(H)2(η1-
H3B-NMe3)]+, 5-2iPr 
 
5.4.1 – Dehydrogenation of H3B-NMeH2 with 5-2iPr 
During the computational investigations into the dehydropolymerisation of H3B-NMeH2 with 
catalyst 5-2iPr it was assumed that the H3B-NMe3 would rapidly exchange with H3B-NMeH2 to 
form [Rh(mer-κ3-P,O,P-Xantphos-tBu)(H)2(η1-H3B-NMeH2)]+ 5-2’iPr. Therefore, amine-borane 
complex 5-2’iPr and the reactants are set at 0.0 kcal mol-1 for this study.   
Considering the results of the study on neutral alkyl-Xantphos catalysts discussed in Sections 5.2 
and 5.3, investigations into the dehydrogenation of H3B-NMeH2 with 5-2’iPr (G = 0.0 kcal mol-1, 
Figure 5-18) began by exploring possible outer-sphere mechanisms. No such pathways could be 
characterised from 5-2’iPr. However, an outer-sphere pathway was characterised when starting 
from complex 5-3iPr (G = +16.2 kcal mol-1), which is formed through H3B-NMeH2 dissociation from 
5-2’iPr (Pathway OC3iPr, Scheme 5-19). This outer-sphere, concerted activation proceeds via 5-
TS(3-3)iPr (G = +35.6 kcal mol-1) and involves protonation of the metal centre to form a new Rh-
H bond and a hydride transfer to directly yield free H2. Pathway OC3iPr is analogous to Pathway 
OC2iPr (Scheme 5-5) which occurs with a lower free energy barrier of 14.0 kcal mol-1. It is thought 
that this process is more difficult in the cationic system partly due to the binding of H3B-NMeH2 
being 16.2 kcal mol-1 more stable and partly due to the more electron poor Rh would disfavour 
the hydride transfer to form H2 and the proton transfer to the metal. Catalyst 5-2’iPr (G = -5.3 
kcal mol-1) would be regenerated by a molecule of H3B-NMeH2 co-ordinating to the vacant site 
in 5-3iPr.  
 
Scheme 5-19: Pathway OC3iPr from 5-2’iPr. Relative free energies BP86(D3BJ, THF)/BS1 in kcal 
mol-1. 
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Figure 5-18: Key stationary points from Pathway OC3iPr from 5-2’iPr. Hydrogens bonded to 
carbon omitted for clarity. Key distances in Å. 
Inner-sphere dehydrogenation mechanisms were also explored. A step-wise B-H/N-H activation 
pathway (Pathway IS2iPr) was characterised and shown in Scheme 5-20. From catalyst, 5-2’iPr, B-
H activation was found to proceed through 5-TS(2’-3)1iPr (G = +23.5 kcal mol-1, Figure 5-19) to 
form 5-INT(2’-3)1iPr (G = +13.4 kcal mol-1). Interestingly, this causes the two metal-hydrides to 
reductively couple with the H⋯H distance decreased from 1.99 Å to 0.81 Å as the B⋯H distances 
increases from 1.27 Å to 2.63 Å. This forms a dihydrogen ligand trans to the {BH2-NMeH2} moiety 
rather than trans to the Rh-O bond. The newly formed H2 ligand then dissociates through 5-
TS(2’-3)3iPr (G = +14.7 kcal mol-1) to form five-coordinate species 5-INT(2’-3)2iPr (G = +6.1 kcal 
mol-1). N-H activation via 5-TS(2’-3)3iPr (G = +21.4 kcal mol-1) would then yield 5-3iPr (G = +10.9 
kcal mol-1) which would regenerate 5-2’iPr (G = -5.3 kcal mol-1) by binding H3B-NMeH2. The rate-
limiting step for this process was found to be the B-H activation step through 5-TS(2’-3)1iPr with 
a free energy barrier of 23.5 kcal mol-1.  
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Scheme 5-20: Pathway IS2iPr from 5-2’iPr. Relative free energies BP86(D3BJ, THF)/BS1 in kcal 
mol-1. 
 
Figure 5-19: Key stationary points from Pathway IS2iPr from 5-2’iPr. Hydrogens bonded to 
carbon omitted for clarity. Key distances in Å. 
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An inner-sphere concerted mechanism was also calculated (Pathway IC4iPr, Scheme 5-21). The 
concerted activation proceeds through 5-TS(2’-10)iPr (G = +36.7 kcal mol-1, Figure 5-20) forming 
free H2B=NMeH and dihydrogen di-hydride complex 5-10iPr (G +9.1 kcal mol-1). Dissociation of 
the H2 ligand via 5-TS(10-3)iPr (G = +15.6 kcal mol-1) generates 5-3iPr which completes the cycle 
by binding H3B-NMeH2 to form 5-2’iPr. The rate limiting step for Pathway IC4iPr is the concerted 
activation with a free energy barrier of 36.7 kcal mol-1.  
 
Scheme 5-21: Pathway IC4iPr from 5-2iPr. Relative free energies BP86(D3BJ, THF)/BS1 in kcal 
mol-1. 
 
Figure 5-20: Key stationary points for Pathway IC4iPr from 5-2’iPr. Hydrogens bonded to carbon 
omitted for clarity. Key distances in Å. 
Inspired by the formation of mono-cationic dimer [(Rh(mer-κ3-P,O,P-Xantphos-iPr))2μ-B][BArF4], 
dehydrogenation mechanisms involving the formation of a boronium cation [(NMeH2)2BH2]+ 
were explored. This requires a free NMeH2 molecule to be present in solution of which there is 
145 
 
precedent in the literature.194, 195 The groups of Conejero and Freixa have also suggested 
mechanisms of this kind taking place in the dehydrocoupling of amine-boranes.98, 99 One such 
mechanism, Pathway BF1iPr, is displayed in Scheme 5-22. The free amine can attack the boron 
of the H3B-NMeH2 moiety in 5-2’iPr through an SN2 type transition state 5-TS(2’-11)iPr (G = +27.0 
kcal mol-1, Figure 5-21) where the N⋯B distance is 2.20 Å and the B⋯H distance 1.81 Å. This 
forms the boronium cation [(NMeH2)2BH2]+ and neutral mer-tri-hydride species 5-11iPr (G = +4.5 
kcal mol-1). One of the N-H bonds of the boronium cation is then predicted to protonate the 
metal centre via 5-TS(11-10)iPr (G = +9.1 kcal mol-1) to form cationic complex 5-10iPr (G = +9.1 
kcal mol-1) and [(HMeN)BH2(NMeH2)] in a process that appears barrier-less. The 
[(HMeN)BH2(NMeH2)] molecule is then calculated to dissociate to free H2B=NMeH and NMeH2 
in a process that is  thermodynamically favourable by 1.2 kcal mol-1. This makes the free NMeH2 
catalytic in this process. Intermediate 5-10iPr would regenerate 5-2’iPr through H2 loss and H3B-
NMeH2 co-ordination as discussed in Scheme 5-20. The boronium formation via 5-TS(2’-11)iPr is 
the rate limiting step for this process with a free energy barrier of 27.0 kcal mol-1.  
 
Scheme 5-22: Pathway BF1iPr from 5-2’iPr. Relative free energies BP86(D3BJ, THF)/BS1 in kcal 
mol-1. 
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Figure 5-21: Key stationary points from Pathway BF1iPr pathway from 5-2’iPr. Hydrogens 
bonded to carbon omitted for clarity. Key distances in Å. 
Another pathway involving boronium formation, Pathway BF2iPr, is outlined in Scheme 5-23. 
Here, catalyst 5-2’iPr proceeds through B-H activation and H2 loss to form 5-INT(2’-3)2iPr as in 
Pathway IS2iPr (Scheme 5-20) before boronium formation takes place. The free NMeH2 attacks 
the {H2B-NMeH2} moiety via 5-TS(2’-1)iPr (G = 20.2 kcal mol-1, Figure 5-22) in an SN2 type 
transition state. This forms the boronium cation and neutral mono-hydride species 5-1iPr (G = 
+1.6 kcal mol-1). In contrast to neutral tri-hydride 5-11iPr, a process involving proton transfer of 
the boronium cation of 5-1iPr could not be located. This suggests that neutral mono-hydride 5-
1iPr would then become the catalytically active species and catalysis would proceed as described 
in Scheme 5-10. The boronium formation through 5-TS(2’-1)iPr occurs with a barrier of 20.2 kcal 
mol-1 which is 6.8 kcal mol-1 lower in energy than the boronium formation in Pathway BF1iPr via 
5-TS(2’-11)iPr. This makes the initial B-H activation via 5-TS(2’-3)1iPr the rate-limiting step for this 
process with a free energy barrier of 23.5 kcal mol-1.   
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Scheme 5-23: Pathway BF2iPr from 5-2iPr. Relative free energies BP86(D3BJ, THF)/BS1 in kcal 
mol-1. 
 
Figure 5-22: Key stationary points for Pathway BF2iPr from 5-2iPr. Hydrogens bonded to carbon 
omitted for clarity. Key distances in Å. 
5.4.2 – Summary of the Dehydropolymerisation of H3B-NMeH2 with 5-2iPr 
Overall, there are two dehydrogenation pathways with the same overall free energy barrier: 
Pathway IS2iPr (Scheme 5-20) and Pathway BF2iPr (Scheme 5-23). In both cases, the initial B-H 
activation via 5-TS(2’-3)1iPr was the rate limiting process with a barrier of 23.5 kcal mol-1. Neither 
of these computationally predicted pathways agree well with the experimental data. Namely, 
the calculated rate-limiting step being a B-H activation process contradicts the experimental KIE 
values which show only a small B-H KIE and predict N-H activation to be rate-limiting. This means 
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that other dehydrogenation mechanisms need to be explored. It has been noted previously that 
introducing a second amine-borane molecule to the metal centre can facilitate lower free energy 
barriers for B-H and N-H activation.55 Furthermore, the dehydrogenation pathways for the 
neutral catalyst 5-1iPr discussed in Section 5.2 involve the Xantphos ligand adopting different 
binding modes during the reaction. This does not occur in any of the dehydrogenation pathways 
characterised so far for catalyst 5-2’iPr with the Xantphos remaining in the mer-κ3-P,O,P binding 
mode throughout. Therefore, it is suggested that dehydrogenation pathways involving the 
addition of a second amine-borane and isomerisation of the Xantphos ligand would provide the 
best chance of characterising a pathway which complements the available experimental data.  
Propagation pathways from 5-2’iPr or other cationic intermediates have also yet to be explored. 
However, some work has been conducted into the propagation mechanism involving catalyst 5-
3tBu which is discussed in Section 5.5.2.   
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5.5 – Dehydropolymerisation of H3B-NMeH2 with [Rh(mer-κ3-P,O,P-Xantphos-tBu)(H)2]+, 5-
3tBu 
5.5.1 – Dehydrogenation of H3B-NMeH2 with 5-3tBu 
Computational studies were also conducted on catalyst 5-3tBu for comparison with 5-2iPr and 5-
1tBu. Experimentally, [Rh(mer-κ3-P,O,P-Xantphos-tBu)(H)2(η1-H3B-NMe3)]+ 5-2tBu and [Rh(mer-κ3-
P,O,P-Xantphos-tBu)(H)2(η1-H3B-NMeH2)]+ 5-2’tBu could not be isolated, presumably due to the 
increased steric effect of the tBu groups disfavouring the binding of amine-boranes. The 
optimised geometries of 5-2’tBu (G = +1.1 kcal mol-1, Figure 5-23) and 5-3tBu (G = 0.0 kcal mol-1) fit 
this experimental observation as 5-2’tBu is higher in energy. Furthermore, the energy difference 
is small enough to remain consistent with the experimental observation that it is accessible in 
solution due to H/D exchange experiments.  
 
Figure 5-23: Optimised structures of 5-2’tBu and 5-3tBu. Hydrogens bonded to carbon omitted for 
clarity. Key distances in Å. 
As with 5-2’iPr, outer-sphere, concerted dehydrogenation mechanisms were explored. A 
transition state analogous to Pathway OC1tBu (Scheme 5-13) could not be located. However, a 
concerted process via 5-TS(3-3)tBu (G = +29.0 kcal mol-1, Figure 5-24) was calculated (Pathway 
OC3tBu, Scheme 5-24). This process forms H2B=NMeH, H2 and regenerates 5-3tBu (G = -5.3 kcal 
mol-1) in one step as in Pathway OC2tBu which was the most favoured dehydrogenation pathway 
for catalyst 5-1tBu. The same trend between Pathway OC2iPr (Scheme 5-5) and Pathway OC3iPr 
(Scheme 5-19) is observed where this outer-sphere, concerted process is more difficult for 
cationic 5-3tBu compared to 5-1tBu with a free energy barrier of 29.0 kcal mol-1 compared to 19.9 
kcal mol-1.  
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Scheme 5-24: Pathway OC3tBu from 5-3tBu. Relative free energies BP86(D3BJ, THF)/BS1 in kcal 
mol-1. 
 
Figure 5-24: Optimised structure of 5-TS(3-3)tBu. Hydrogens bonded to carbon omitted for 
clarity. Key distances in Å. 
Pathway IS2tBu was also calculated as seen in Scheme 5-25. A molecule of H3B-NMeH2 must first 
co-ordinate to the metal centre to form 5-2’tBu before any inner-sphere mechanism can proceed. 
B-H activation is then predicted to proceed through 5-TS(2’-3)1tBu (G = +29.8 kcal mol-1, Figure 
5-25) with concerted H2 reductive coupling occurring to form 5-INT(2’-3)1tBu (G = +27.5 kcal mol-
1) where the H2 is trans to the {BH2-NH3} moiety. A transition state involving the dissociation of 
H2 could not be characterised for this system, however, it is calculated to be thermodynamically 
favourable to form 5-INT(2’-3)2tBu (G = +6.9 kcal mol-1). The N-H activation step then occurs via 
5-TS(2’-3)3tBu (G = +23.0 kcal mol-1) to form free H2B=NMeH and regenerate 5-3tBu (G = -5.3 kcal 
mol-1). The B-H activation is the rate-limiting step in this process with a free energy barrier of 
29.8 kcal mol-1.   
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Scheme 5-25: Pathway IS2tBu from 5-2’tBu. Relative free energies BP86(D3BJ, THF)/BS1 in kcal 
mol-1. 
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Figure 5-25: Key stationary points for Pathway IS2tBu from 5-2tBu. Hydrogens bonded to carbon 
omitted for clarity. Key distances in Å. 
An inner-sphere, concerted activation mechanism, Pathway IC4tBu, was also characterised 
(Scheme 5-26). This process occurs via 5-TS(2’-10)tBu (G = +29.3 kcal mol-1, Figure 5-26) to form 
dihydrogen di-hydride complex 5-10tBu (G = -1.2 kcal mol-1) and free H2B=NMeH. The dissociation 
of H2 through 5-TS(10-3)tBu (G = +5.0 kcal mol-1) regenerates catalyst 5-3tBu (G = -5.3 kcal mol-1). 
The free energy barrier for this process in 29.3 kcal mol-1 due to the concerted dehydrogenation 
through 5-TS(2’-10)tBu being rate limiting.  
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Scheme 5-26: Pathway IC4tBu from 5-2’tBu. Relative free energies BP86(D3BJ, THF)/BS1 in kcal 
mol-1. 
 
 
Figure 5-26: Key stationary points for Pathway IC4tBu from 5-2’tBu. Hydrogens bonded to carbon 
omitted for clarity. Key distances in Å. 
Mechanisms involving the formation of boronium cation [(NMeH2)2BH2]+ were also explored. In 
Pathway BF1tBu (Scheme 5-27) it was found that free NMeH2 would attack the H3B-NMeH2 in 5-
2’tBu via 5-TS(2’-11)tBu (G = +18.5 kcal mol-1, Figure 5-27) which is an SN2 like transition state. This 
forms neutral mer-tri-hydride 5-11tBu (G = -6.0 kcal mol-1) and [(NMeH2)2BH2]+. The boronium 
cation then protonates the metal centre in a facile process through 5-TS(11-10)tBu (G = -1.5 kcal 
mol-1) to yield 5-10tBu. Catalyst 5-3tBu would then be formed by the H2 dissociation process 
covered in Pathway IC4tBu (Scheme 5-26). The rate limiting step for this process is the formation 
of 5-11tBu via 5-TS(2’-11)tBu with a free energy barrier of 18.5 kcal mol-1. An equivalent process 
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to Pathway BF2iPr (Scheme 5-23) proceeding from 5-INT(2-3)2tBu could not be characterised for 
this system.  
 
 
Scheme 5-27: Pathway BF1tBu from 5-2’tBu. Relative free energies BP86(D3BJ, THF)/BS1 in kcal 
mol-1. 
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Figure 5-27: Key stationary points for Pathway BF1tBu from 5-2’tBu. Hydrogens bonded to 
carbon omitted for clarity. Key distances in Å. 
In summary, the most favoured mechanism for the dehydrogenation of H3B-NMeH2 with 5-3tBu 
is Pathway BF1tBu (Scheme 5-27) where free NMeH2 facilitates the formation of boronium cation 
[(NMeH2)2BH2]+ and neutral mer-tri-hydride 5-11tBu. The boronium would then protonate the 
metal centre to form free H2B=NMeH, NMeH2 and cationic dihydrogen dihydride 5-10tBu which 
would regenerate catalyst 5-3tBu by losing H2. This process is favoured as it proceeds with a free 
energy barrier of 18.5 kcal mol-1 compared to Pathways OC3tBu (29.0 kcal mol-1), IS2tBu (29.8 kcal 
mol-1), and IC4tBu (29.3 kcal mol-1).  
5.5.2 – Propagation of H2B=NMeH with 5-3tBu 
Pathways were also investigated for the propagation of H2B=NMeH with 5-3tBu. An equivalent 
pathway to Pathway P1tBu (Scheme 5-17) from either 5-2’tBu or 5-3tBu could not be characterised. 
It was found that a free H2B=NMeH moiety could bind to the vacant site of 5-3tBu to give 5-13tBu 
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(G = -4.5 kcal mol-1, Figure 5-28). The mechanism (Pathway P2tBu) shown in Scheme 5-28 then 
predicts that a second H2B=NMeH would approach and proceed through a B-N coupling process 
via 5-TS(13-14)tBu (G = +15.0 kcal mol-1) to form intermediate 5-14 (G = +6.3 kcal mol-1) which 
features the newly formed H3B-NMeHBH2-NMeH moiety being η2-bound to the Rh through B-H 
σ-interactions from both boron atoms.  This occurs with a free energy barrier of 19.5 kcal mol-1.  
 
Scheme 5-28: Pathway P2tBufrom 5-3tBu. Relative free energies BP86(D3BJ, THF)/BS1 in kcal 
mol-1. 
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Figure 5-28: Key stationary points for Pathway P2tBu from 5-3tBu. Hydrogens bonded to carbon 
omitted for clarity. Key distances in Å. 
From 5-14tBu two propagation pathways could take place. First, a head-to-tail chain growth 
propagation mechanism would see the terminal NMeH unit act as a nucleophile against other 
free H2B=NMeH molecules in a similar process to Pathway P1tBu (Scheme 5-17) for 5-1tBu. This 
kind of propagation could also occur from amino-borane complex 5-13tBu. An alternative 
mechanism would involve 5-14tBu B-H activating to form a complex analogous to 5-13tBu where 
the linear dimer H2B-NMeHBH2-NMeH is in place of the H2B=NMeH molecule. Equivalent 
transition states to 5-TS(13-14)tBu could then take place to grow the polymer chain in a co-
ordination/insertion propagation pathway.  
5.5.3 – Summary of the Dehydropolymerisation of H3B-NMeH2 with 5-3tBu 
The computationally predicted pathway for the dehydropolymerisation of H3B-NMeH2 with 
catalyst 5-3tBu is shown in Scheme 5-29. The dehydrogenation proceeds via Pathway BF1tBu 
(Scheme 5-27) with an initial free energy barrier of 18.5 kcal mol-1. It then proceeds through a 
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slightly larger barrier of 19.2 kcal mol-1 due to the energy difference between the lowest energy 
intermediate 5-11tBu and the second cycle of boronium formation through 5-TS(2’-11)tBu (G = 
13.2 kcal mol-1). One of the H2B=NMeH molecules formed from the dehydrogenation is then 
predicted to bind to the vacant site of the metal to give intermediate 5-13tBu. Pathway P2tBu 
(Scheme 5-28) has been calculated to proceed with a barrier of 21.0 kcal mol-1, higher than that 
of dehydrogenation. This means that propagation is unlikely to proceed via this mechanism. 
However, amino-borane complex 5-13tBu is currently the most likely propagating species 
characterised and it is suggested that any propagation mechanism will stem from this 
intermediate.  
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Scheme 5-29: Proposed mechanism for the dehydropolymerisation of H3B-NMeH2 with catalyst 
5-3tBu. Relative free energies BP86(D3BJ, THF)/BS1 in kcal mol-1. 
The proposed pathway is consistent with most of the available experimental data. For example, 
the pathway involves the formation of boronium cation [(NMeH2)2BH2]+ which is observed at the 
end of catalysis. Catalyst 5-3tBu was the only organometallic complex observed during speciation 
studies, however, neutral mer-tri-hydride, 5-11tBu is predicted to be more stable than 0.7 kcal 
mol-1 and therefore, observable through experiment. However, with the energy difference 
between 5-11tBu and 5-3tBu being so small and the protonation by the boronium cation (5-TS(11-
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10)tBu)  being low in energy, complex 5-11tBu is predicted to be short-lived which could explain 
only 5-1tBu being observed. The current rate-limiting step being part of the dehydrogenation 
process also fits the experimental observation with the free energy barrier of 19.2 kcal mol-1 
coincides with the dehydropolymerisation being accessible at room temperature. This fits with 
both catalysts displaying similar reaction times.  There are no KIE values for this reaction to 
compare with the calculated pathway, however, it is predicted that a large B-H/B-D KIE should 
be observed. This would be in contrast to the neutral catalysts 5-1iPr and 5-1tBu which would 
predict larger N-H/N-D KIE values as well as 5-2iPr which has an experimentally observed large 
N-H/N-D KIE value.    
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5.6 – Conclusions 
In conclusion, DFT techniques have been used to explore and characterise pathways for the 
dehydropolymerisation of H3B-NMeH2 with four alkyl-Xantphos catalysts: [Rh(mer-κ3-P,O,P-
Xantphos-iPr)H], 5-1iPr (Section 5.2). [Rh(mer-κ3-P,O,P-Xantphos-tBu)H], 5-1tBu (Section 5.3), 
[Rh(mer-κ3-P,O,P-Xantphos-iPr)(H)2(η1-H3B-NMeH2)]+, 5-2iPr (Section 5.4), and  [Rh(mer-κ3-P,O,P-
Xantphos-tBu)(H)2]+, 5-3tBu (Section 5.5). 
For neutral catalyst 5-1iPr catalysis is predicted to proceed initially via an outer-sphere, concerted 
process to form catalytically active species [Rh(fac-κ3-P,O,P-Xantphos-tBu)H3], 5-5iPr with a free 
energy barrier of 12.5 kcal mol-1. In low H2 concentrations catalyst 5-1iPr is regenerated and the 
cycle continues with a barrier of 19.8 kcal mol-1. In high H2 concentrations, 5-5iPr, is the active 
catalyst and a inner-sphere concerted dehydrogenation proceeds with a barrier of 18.8 kcal mol-
1.  The propagation, from mono-hydride 5-1iPr follows a head-to-tail chain growth pathway 
involving nucleophilic attack of free H2B=NMeH units by the terminal NMeH moiety of the 
growing polymer chain.  
Catalyst 5-1tBu follows a different and novel outer-sphere, concerted dehydrogenation where 
the metal is protonated by the N-H bond as the B-H transfers a hydride to the existing Rh-H 
bond. This mechanism forms free H2B=NMeH and H2 directly as well as 5-1tBu. This process occurs 
with a free energy barrier of 19.9 kcal mol-1 and predicted to proceed regardless of H2 
concentration. The propagation is predicted to follow the same head-to-tail chain growth 
mechanism as 5-1iPr.  
A dehydropolymerisation pathway for cationic catalyst 5-2iPr with realistic free energy barriers 
has not yet been fully characterised.  All dehydrogenation pathways calculated predict free 
energy barriers that are too high and involve rate-limiting B-H activation while KIE experiments 
show small B-H and large N-H KIE values. It is suggested that pathways involving multiple units 
of H3B-NMeH2 and the isomerisation of the Xantphos ligand should be explored. No propagation 
pathway has been characterised.  
Finally, catalyst 5-3tBu is predicted to follow a dehydrogenation mechanism involving the 
formation of boronium cation [(NMeH2)2BH2]+ through the attack of free NMeH2 on complex 
[Rh(mer-κ3-P,O,P-Xantphos-tBu)(H)2(η1-H3B-NMeH2)]+ 5-2’tBu. The boronium then protonates the 
metal to form H2B=NMeH and NMeH2 before H2 dissociation completes the cycle. This proceeds 
with a free energy barrier of 19.2 kcal mol-1. The propagation mechanism is proposed begin from 
amino-borane complex [Rh(mer-κ3-P,O,P-Xantphos-tBu)(H)2(η1-H2B=NMeH)]+ 5-13tBu.  This 
predicted mechanism is consistent with the limited amount of experimental data available on 
the system but further study into the propagation mechanism is also required. 
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Chapter 6: Studies into the Structure and Bonding of Boron Bridging, 
Cationic, Rhodium Dimers 
 
6.1 – Introduction  
During studies into the dehydropolymerisation of amine-boranes using a range of cationic 
rhodium catalysts the Weller group were able to isolate three cationic rhodium dimers: 
[{Rh(dipp)}2(H)(BH2NH2)]+ (dipp = iPr2P(CH2)3PiPr2)196, [{RhH}2(μ-BNMe2)(μ-dpcm)2(μ-H)]+ (dpcm = 
Cy2PCH2PCy2)197, and [{Rh(κ3-P,O,P-Xantphos-iPr)}2B]+.196 In all cases, the experimental NMR and 
crystallographic data were complimented with computational studies (included as part of this 
thesis) in order to determine the structure and bonding of the three rhodium dimers.  
This chapter details the  QTAIM analysis and NBO calculations used in order to determine the 
structure and bonding in the dimers isolated by the Weller group. Furthermore,  a study in 
calculating the 11B NMR shift was also conducted.   
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6.2 – Computational Details 
Geometry optimisations were run with Gaussian 03 D.01173 with the BP86 functional.143 Rh, P, 
Cl, and Si centres were described with Stuttgart pseudopotentials and associated basis sets158 
(with added d-orbital polarisation on P (Ϛ = 0.387), Cl (Ϛ = 0.640), and Si (Ϛ = 0.284))174 and 6-
31g** basis sets described all other atoms156, 157. All fully optimised stationary points were fully 
characterised via analytical frequency calculations as either minima (all positive frequencies) or 
transition states (one imaginary frequency). IRC calculations and subsequent geometry 
optimisations were used to confirm the minima linked by the transition state in Section 6.3.4. A 
frequency calculation also provided a free energy in the gas phase, computed at 298.15 K and 1 
atm. The energies reported in the text are based on the gas-phase relative free energies and 
incorporate a correction for dispersion effects using Grimme’s D3 parameter set164 with Becke-
Johnson damping165 as well as solvation (PCM approach)161 in THF. Both dispersion and solvation 
corrections were run as single points with Gaussian 09 Revision D.01.175  
Quantum Theory of Atoms in Molecules (QTAIM) analyses were performed with the AIMALL 
program168 and employed partially optimised structures based on the experimental heavy atom 
positions derived from the molecular structure with fully optimised H atom positions. The 
partially optimised structures were chosen for study over full optimised structures as they give 
a more accurate representation of the molecular structure as the heavy atom positions remain 
the same. Comparison between the QTAIM results of the fully optimised and partially optimised 
structures showed little difference between the two. NBO localised orbitals were computed 
using the NBO program version 6.0.172  
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6.3 – [{Rh(dipp)}2(H)(BH2NH2)]+, 6-1 
6.3.1 – Experimental Background 
The Weller group synthesised [(Rh(dipp))2(H)(BH2NH2)][BArF4] (6-1) whilst investigating the 
dehydrogenation of H3B-NH3 with [Rh(PiPr2(CH2)3PiPr2)(η-C6H5F)][BArF4].198  X-ray crystallography 
of the molecular crystals confirmed the heavy atoms positions but the hydrogen atoms were 
poorly defined. This meant the molecular structure was proposed to be either a bridging amino-
borane, 6-1a (Figure 6-1) or a bridging borylene complex, 6-1b. 
 
Figure 6-1: Potential structures for Dimer 6-1. 
The 11B NMR shift of 6-1 was 51.1 ppm. Amino-borane complexes involving one transition metal 
typically exhibit a 11B shift of around 40 ppm199, 200 whilst bridging borylene complexes usually 
have 11B shifts of between 90-110 ppm.201-203 Although the 11B NMR is similar to amino-borane 
complexes, there were no known bridging amino-borane complexes in the literature for direct 
comparison. Therefore, further investigation was required in order to determine the structure 
of the dimer.  
 
Further NMR studies suggested that dimer 6-1 exhibits a fluxional process at room temperature. 
The 1H NMR spectrum at 298 K shows one peak at δ -8.64 ppm which corresponds to the 3 
hydrogens located around the rhodium atoms. However, at 180 K, two broad signals at δ -8.16 
(2H) and δ -9.02 (1H) ppm are observed. Splitting was also seen in the 31P{1H} NMR spectrum 
where one doublet at δ 40.82 ppm which corresponded to all four P atoms was present at 298 
K, whilst two broad doublets at δ 36.38 and δ 41.48 ppm were present at 180 K. This indicates 
that the fluxional mechanism involves both the phosphine groups and the hydrides around the 
rhodium atoms becoming equivalent. An Eyring plot yielded an activation free energy of 9.37 ± 
0.38 kcal mol-1.  
 
The DFT investigations conducted as part of this thesis aimed to use QTAIM analysis to 
determine the structure of 6-1 and characterise the fluxional process observed in the NMR 
studies. 
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6.3.2 – QTAIM Results 
A full molecular graph with a 2D contour plot of the Rh-B-Rh plane for 6-1 is shown in Figure 6-
2A. There is effective C2 symmetry in the computed structure of the complex and therefore the 
hydrogen interactions with the rhodium and boron centres can be treated as equivalent on each 
side of the molecule and average values for ρ(r), ∇2 ρ(r), ε, H(r), V(r), and G(r) have been 
reported. The hydrogens bonded to the boron are labelled as H1 and H1’ and the bridging hydride 
has been labelled H2.  Figure 6-2B displays a 2D contour plot of the electron density in the Rh-
H1-B plane. Bond critical points (bcps) are observed between Rh-H1, Rh-B and B-H1 indicating 
there is a bonding interaction between the three atoms. The presence of a ring critical point 
(rcp) in the Rh-H1-B plane is consistent with the presence of 3 bcps in a triangle. Furthermore, 
the bond paths between Rh-B and B-H1 contain an endocyclic curve which indicates that the 
bonding interactions are electron deficient and potentially an agostic interaction or 3-centre-2-
electron interaction. The same observations are made for the Rh-H1’-B interaction. Figure 6-2C 
displays a 2D contour plot of the electron density in the Rh-H2-Rh plane. As well as the Rh-B 
bonding interactions, bcps are observed between Rh and H2 indicating a bonding interaction. 
The presence of a rcp in the Rh-H2-Rh-B plane suggests there in no Rh-Rh bonding in the 
structure. These results are consistent with what would be expected for a bridging amino-
borane structure, 6-1a.  
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Analysis of the bcps (Table 6-1) suggests that all of the bonding interactions are covalent in 
nature.  This is due to their values of electron density, ρ(r), being around 0.10 e Å-3 and the 
negative value of the total electron density, H(r). The ellipticity, ε, value for the B-Rh interaction 
is 0.61 which means the bonding is not spherical in the plane of the bond. This suggests the 
bonding orbitals involved in the B-Rh interaction will also be involved in the B-H1/1’ and Rh-H1/1’ 
bonding interactions which would be expected for an agostic interaction or 3-centre-2-electron 
bond. Further evidence of this are the ε values of 0.38 and 0.45 for the B-H1/1’ and Rh-H1/1’ 
interactions. This data is all consistent with a bridging amino-borane complex, 6-1a.  
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Figure 6-2: A)Full molecular graph and electron density contour plot in Rh-B-Rh for 6-
1. Weak bond paths and chemically less–relevant rcps are omitted for clarity. B)2D 
electron density contour plot of Rh-H1-B plane. C)2D electron density contour plot of 
Rh-H2-Rh plane. 
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 Distance ρ(r) 𝛁2 ρ(r) ε H(r)  V(r) G(r) 
B – Rh 2.08 0.10 0.04 0.61 -0.04 -0.10 0.07 
B – H1/1’  1.48 0.11 -0.13 0.38 -0.06 -0.10 0.03 
H1/1’ – Rh 1.66 0.11 0.25 0.45 -0.04 -0.15 0.10 
H2 – Rh 1.76 0.09 0.16 0.10 -0.03 -0.10 0.07 
Table 6-1: Bond distances and values of electron density, Laplacian, ellipticity and energy 
densities at selected bcps in 6-1. Obtained from the QTAIM analysis. Units in Å (Distance), e Å-3 
(ρ(r), 𝜵2 ρ(r)) , or a.u (H(r), V(r), and G(r)). 
Overall, the results suggest that 6-1 is a bridging amino-borane complex (6-1a, Figure 6-1) rather 
than a bridging borylene complex (6-1b). Dimer 6-1 is the only published example of an amino-
borane being trapped by a transition-metal dimer. However, there are monomeric examples: 
[Ru(H)2(PCy3)2(η2-H2BNH2)] by Sabo-Etienne, Clot et. al.199, [Ru(H)2(PiPr3)2(η2-H2BNH2)], 
[Ru(H)(Cl)(PCy3)2(η2-H2BNH2)] by Sabo-Etienne, Clot, Alcaraz et al.,182 and [Ru(H)(η2-H2BNH2)(Cy-
PSiP)] (Cy-PSiP = κ3-(Cy2PC6H4)2SiMe)) by Turculet, Tobisch et al.200 A published QTAIM analysis182 
on [Ru(H)2(PiPr3)2(η2-H2BNH2)] and [Ru(H)(Cl)(PCy3)2(η2-H2BNH2)] showed bcps for Rh-B and B-H 
interactions. No bcp was present between the Rh and H of the amino-borane but there was still 
evidence of an interaction due to the endocyclic curve of the B-H bond path indicating donation 
of electron density to the metal centre.  
6.3.3 – Comparison with Related Bridging Boron Rhodium Dimers 
After analysing the QTAIM results for 6-1, a benchmarking study was conducted against the 
partially optimised structures of three well-defined Rh dimers in order to further clarify the 
structure and confirm that QTAIM can distinguish between different binding modes. The 
complexes (Figure 6-3) selected were: [{Rh(H)(PPh3)2}2(μ-Cl)2(μ-H)]+, 6-2 (Section 6.3.3.1), for 
comparison with a rhodium dimer with both bridging and terminal hydrides, [{Rh(dipp)}2(μ-H)(μ-
H3BCMe2(iPr))], 6-3 (Section 6.3.3.2), for comparison with a rhodium dimer containing a bridging 
borate, and [{Rh(CO)(Cp)}2(μ-BN(SiMe3)2)], 6-4 (Section 6.3.3.3), for comparison with a rhodium 
dimer with a bridging borylene.  
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Figure 6-3: The rhodium dimers selected for the benchmarking study in this section. 
6.3.3.1 – [{Rh(H)(PPh3)2}2(μ-Cl)2(μ-H)]+, 6-2 
Dimer 6-2 was reported by Weller and co-workers.204 The full molecular graph and 2D contour 
plot of the electron density in the Rh-H2-Rh plane for 6-2 is displayed in Figure 6-4 and the 
properties of selected bcps are in Table 6-2. The complex exhibits approximate, non-
crystallographic C2 symmetry, therefore, the terminal hydrides are considered equivalent and 
labelled H1 and H1’. The bridging hydride was labelled as H2. The terminal H1/1’-Rh interaction is 
covalent in nature due to the values of ρ(r) = 0.16 e Å-3 and H(r) = -0.09 a.u. Furthermore, the 
ellipticity of the terminal H1/1’-Rh interaction in 6-2 is 0.01 which is very close to the expected 
value for a terminal σ-bonding (0.00). The H2-Rh bonding interaction is seen to be covalent with 
H(r) being negative and mostly spherical with an ellipticity of 0.11.  
 
Figure 6-4: Full molecular graph and electron density contour plot in the Rh-H2-Rh plane for 6-2. 
Weak bond paths and chemically less–relevant rcps are omitted for clarity. 
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 Distance ρ(r) 𝛁2 ρ(r) ε H(r) V(r) G(r) 
H1/1’ – Rh 1.60 0.16 0.05 0.01 -0.09 -0.19 0.10 
H2 – Rh 1.75 0.09 0.16 0.11 -0.02 -0.09 0.07 
Table 6-2: Bond distances and values of electron density, Laplacian, ellipticity and energy 
densities at selected bcps in 6-2. Obtained from the QTAIM analysis. Units in Å (Distance), e Å-3 
(ρ(r), 𝜵2 ρ(r)) , or a.u (H(r), V(r), and G(r)). 
In comparison, when compared to the H1/1’-Rh bcp values in 6-1 (ρ(r) = 0.11 e Å-3, H(r) = -0.04 
a.u.) the H1/1’-Rh bonding in 6-2 is stronger than in 6-1 due to the larger and more negative values 
respectively. This is reflected in the computed H1/1’-Rh bond lengths in 6-1 (1.66 Å) and 6-2 (1.60 
Å). Furthermore, the ellipticity of 0.01 is in direct contrast with the ellipticity of H1/1’-Rh in 6-1 (ε 
= 0.45). This is consistent with complex 6-1 being a bridging amino-borane structure and not a 
bridging borylene with terminal hydrides. The H2-Rh bonding interaction is seen to be very 
similar to that in complexes 6-1 and 6-2 which is also observed in the computed H2-Rh bond 
lengths of 1.76 Å and 1.75 Å respectively. 
6.3.3.2 – [{Rh(dipp)}2(μ-H)(μ-H3BCMe2(iPr))], 6-3 
Complex 6-3 was reported by Baker et al.205 The molecular graph containing the 2D contour of 
the electron density in the Rh-B-Rh plane for 6-3 is displayed in Figure 6-5 and the properties of 
selected bcps are in Table 6-3. In the computed structure, the two hydrogens bonded to the 
boron atom and a rhodium centre are symmetrical and therefore treated equivalently and 
labelled H1 and H1’. The bridging hydride was labelled H2 and the terminal B-H hydride denoted 
as H3.The B-H1/1’ interaction has a negative value of H(r) (-0.12 a.u.) suggesting it is covalent and 
has an ε of 0.18 indicating the bonding is not spherical. As in complex 6-1, this is likely due to 
the bonding orbitals of the B-H1/1’ bond being involved in another bonding interaction not in the 
plane of the B-H1/1’ bond. This interaction is the Rh-H1/1’ bonding interaction which is also 
elliptical with an ε of 0.41. This indicates that B-H1/1’ forms an agostic interaction with the Rh 
atoms. The terminal B-H3 bond is stronger than the B-H1/1’ bond (ρ(r) = 0.15 e Å-3 vs. 0.13 e Å-3 
and H(r) = -0.16 a.u. vs. -0.12 a.u.) and more spherical (ε = 0.13 vs. 0.18) which is typical of a 
terminal bonding interaction compared to an agostic bond. The bridging Rh-H2-Rh interaction is 
also covalent with H(r) being -0.03 a.u. with fairly spherical bonding (ε = 0.12) while no bcp was 
present between Rh and B indicating there is no bonding interaction. 
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Figure 6-5: Full molecular graph and electron density contour plot in the Rh-B-Rh plane for 6-3. 
Weak bond paths and chemically less–relevant rcps are omitted for clarity. 
 Distance ρ(r) 𝛁2 ρ(r) ε H(r) V(r) G(r) 
B – Rh  - - - - - - 
B – H1/1’ 1.33 0.13 -0.10 0.18 -0.12 -0.21 0.09 
B – H3  0.15 -0.21 0.13 -0.16 -0.26 0.10 
H1/1’ – Rh 1.76 0.09 0.23 0.41 -0.03 -0.12 0.09 
H2 – Rh 
 
0.09 0.15 0.12 -0.03 -0.10 0.07 
Table 6-3: Bond distances and values of electron density, Laplacian, ellipticity and energy 
densities at selected bcps in 6-3. Obtained from the QTAIM analysis. Units in Å (Distance), e Å-3 
(ρ(r), 𝜵2 ρ(r)) , or a.u (H(r), V(r), and G(r)). 
In comparison, the bcps between B-H1/1’ show some similarities between complexes 6-1 and 6-
3. The B-H1/1’ interaction in 6-3 is not as elliptical as 6-1 (ε = 0.18 vs. 0.38) and this is likely due to 
the lack of bonding interaction between Rh and B in complex 6-3. This can also be attributed to 
the B-H1/1’ interaction in 6-3 being stronger than in 6-1 (H(r) = -0.12 vs. -0.04 a.u.) which is 
reflected in the B-H1/1’ bond lengths of 1.33 Å compared to 1.48 Å in 6-1. There are also 
similarities when comparing the Rh-H1/1’ interactions of the two complexes even through the 
trends in ρ(r), H(r) and bond distance indicate that the Rh-H1/1’ in 6-3 is weaker than that in 6-1 
(0.09 e Å-3, -0.03 a.u., and 1.76 Å vs. 0.11 e Å-3, -0.04 a.u., 1.66 Å). This acts as further evidence 
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that complex 6-1 is a bridging amino-borane. The Rh-H2 bonding interaction is similar to that in 
complexes 6-1 and 6-2.  
6.3.3.3 – [{Rh(CO)(Cp)}2(μ-BN(SiMe3)2)], 6-4 
Complex 6-4 was reported by Braunschweig and co-workers.206 Figure 6-6 shows the full 
molecular graph with a 2D contour plot of the electron density in the Rh-B-Rh plane and the 
properties of selected bcps are displayed in Table 6-4. The B-Rh bonding interactions are 
equivalent due to the C2/c space group of the crystal structure. The ρ(r) of 0.11 e Å-3 and H(r) of 
-0.05 a.u. indicate the B-Rh is covalent in nature. Furthermore, the bonding can be described as 
spherical in the plane of the bond as the ε is near zero (0.08). These results are typical for what 
would be expected from a bridging borylene complex.  
 
Figure 6-6: Full molecular graph and electron density contour plot of the electron density in the 
Rh-B-Rh plane for 6-4. Weak bond paths and chemically less–relevant rcps are omitted for 
clarity.  
 Distance ρ(r) 𝛁2 ρ(r) ε H(r)  V(r) G(r) 
B – Rh  0.11 -0.02 0.08 -0.05 -0.10 0.05 
Table 6-4: Bond distances and values of electron density, Laplacian, ellipticity and energy 
densities at selected bcps in 6-4. Obtained from the QTAIM analysis. Units in Å (Distance), e Å-3 
(ρ(r), 𝜵2 ρ(r)) , or a.u (H(r), V(r), and G(r)). 
The B-Rh interaction in 6-4 is similar to that in 6-1 in terms of ρ(r) (0.11 and 0.10 e Å-3) and H(r) 
(-0.05 and -0.04 a.u.) but differs in terms of ε (0.08 vs. 0.61). This is due to the Rh-H1/1’-B bonding 
in 6-1 making the Rh-B interaction more elliptical due to the interaction being in a different plane 
172 
 
to the Rh-B bond. Complex 6-4 is a bridging borylene so there is no B-H or Rh-H interaction to 
cause the increase in ε. Therefore, this is evidence that complex 6-1 is not a bridging borylene 
structure. 
The QTAIM analysis of 6-4 does not contain a bcp between the two Rh atoms (Figure 6-6). 
However, in this case Braunschweig et al. report that there should be a metal-metal bond as the 
Rh⋯Rh distance of 2.67 Å is “remarkably short” and the presence of a metal-metal bond would 
satisfy the 18 electron rule for both Rh centres. If both Rh centres had an electron count of 17 
electrons the complex would be paramagnetic of which there is no evidence in the NMR.  The 
failure of QTAIM to locate bcps in organometallic complexes where the metal-metal bond is 
supported by bridging ligands (which is the case in 6-4) is known and has been reported.207 For 
example, Macchi and co-workers have found that in [Co4(CO)11(PPh3)] only unsupported Co-Co 
interactions displayed bcps and bond paths.208 Therefore, the lack of bcp between the Rh7 and 
Rh8 in 6-4 is not indicative of there being no metal-metal bond present. A natural bond orbital 
(NBO) calculation confirmed the presence of a metal-metal bond between two Rh d-orbitals 
(Figure 6-7). The NBO has an occupancy of 1.69 electrons of which 86% is localised to the Rh 
atoms. 
 
Figure 6-7: NBO for the Rh-Rh interaction in complex 6-4. Colour scheme shown in the legend 
above is adopted throughout the chapter. 
6.3.4 – Characterising the Room Temperature Fluxional Process 
A mechanism for the fluxional process occurring at room temperature in bridging amino-borane 
complex, 6-1, was characterised (Scheme 6-1). Starting from the fully optimised structure of 6-
1 (Figure 6-8), the amino-borane group begins to rotate which breaks the B-H1 bond, increasing 
the distance from 1.48 Å to 2.38 Å in 6-TS1 (G = 13.2 kcal mol-1).  In 6-TS1 the B⋯H2 distance has 
decreased to 2.27 Å as has the Rh-H1 distance (Rh-H = 1.88 Å). The process yields 6-1’ which is 
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the same structure as complex 6-1 with two hydrogen positions, H1 and H2, switched. The 
process can be described as a rotation of a {HBNH2} moiety around the Rh-Rh vector with the 
Rh-H2-Rh-B torsion decreasing from 0.57 ° in 6-1 to -49.57 ° in 6-TS1 and -98.36 ° in 6-1’. The 
overall barrier for this process is 13.2 kcal mol-1 which agrees with the mechanism being 
accessible during room temperature NMR studies and agrees reasonably well with the 
experimental free energy activation of 9.37 ± 0.38 kcal mol-1. The mechanism also coincides with 
the experimental observations of the varying temperature NMR studies. At room temperature, 
all hydrides would be equivalent as the HBNH2 moiety continues to rotate around the Rh-Rh 
vector the hydrogens switch between being bonded to the boron or both Rh centres. The 
phosphorus atoms become equivalent as at 6-1, P1 and P4 are trans to a B-H bond, whilst P2 and 
P3 are trans to the bridging hydride, but after the rotation, P1 and P4 become trans to the 
bridging hydride whilst P2 and P3 are trans to the B-H bonds, as in 6-1’.  
 
Scheme 6-1: Reaction scheme for the fluxional process at room temperature on the NMR 
timescale. Values quoted are free energies in kcal mol-1. 
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Figure 6-8: Computed structures of 6-1 and 6-TS1 including key distances in Å. Hydrogens 
bonded to carbon omitted for clarity. 
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6.4 – [{RhH}2(μ-BNMe2)(μ- dpcm)2(μ-H)]+, 6-5 
 
6.4.1 – Experimental Background 
Investigation of the dehydrocoupling of H3B-NMe2H with small bite angle bisphosphine 
complexes such as [Rh(dpcm)(η6-C6H5F)][Al(OC(CF3)3] (dpcm = Cy2PCH2PCy2)  was conducted by 
the Weller group.196 During the reaction, one major species was observed through 31P{1H} NMR 
with a shift of 55.9 ppm. The same complex was found to give a 11B NMR shift of 59.0 ppm and 
1H NMR shifts of -4.87 and -7.93 ppm (integration 2:1). This species was crystallised and found 
to be dimeric species 6-5. However, the hydrogen locations could not be determined 
crystallograpically. Therefore, the structure could possibly be either a bridging amino-borane, 6-
5a (Figure 6-9) or a bridging borylene di-hydride, 6-5b. A Rh-Rh bond was not postulated due to 
each Rh centre having 16 electrons without the presence of any Rh-Rh interaction. These 
questions about the structure of 6-5 would also be investigated using QTAIM calculations.  Due 
to disorder in the molecular crystal structure from the cyclohexyl substituents, the fully 
optimised calculated structure was used for the QTAIM calculations.  
 
Figure 6-9: Proposed structures of 6-5. 
6.4.2 – QTAIM Results 
The 2D contour plot of the electron density in the Rh-B-Rh plane (A) and the full molecular graph 
(B) are shown in Figure 6-10 with properties of selected bcps in Table 6-5. The complex has non-
crystallographic C2V symmetry making the bonding interactions at each Rh centre equivalent. 
The hydrogens potentially bound to boron were labelled H1 and H1’ while the bridging hydride 
was labelled H2. The properties of the Rh-B bcps (H(r) = -0.08 a.u., ε = 0.05) suggest the bonding 
is covalent in nature and spherical in the plane of the bond. The Rh-H1/1’ interaction is also 
covalent and has an ε near 0 which is typical of a terminal Rh-H bond. No bcp or bond path were 
observed between B and H1/1’ which indicates no B-H1/1’ bond in the complex. This is all evidence 
that complex 6-5 is a bridging borylene (6-5b) and not a bridging amino-borane (6-5a). 
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Comparison with the other Rh dimers already discussed in this chapter confirm this conclusion. 
For example, when compared to complex 6-1, the Rh-B interaction is similar in terms of ρ(r) and 
H(r), however, the ε is much more similar to bridging borylene complex 6-4 (0.05 vs. 0.08) than 
bridging amino-borane complex 6-1 (0.61). Furthermore, the Rh-H1/1’ interaction in 6-5 is very 
similar to the terminal Rh-H1/1’ interaction in complex 6-2 (H(r) of -0.08 vs. -0.09 a.u. and ε of 
0.01 vs. 0.01). The Rh-H2 interaction in 6-5 is comparable with other bridging hydrides studied 
in this chapter (6-1, 6-2, and 6-3). 
 
Figure 6-10: Molecular graph and electron density contour plot in the Rh-B-Rh plane for 6-5. 
Weak bond paths, chemically less–relevant rcps, and one μ-dpcm unit are omitted for clarity. 
 ρ(r) 𝜵2ρ(r) ε H(r) V(r) G(r) 
Rh-B 0.12 -0.09 0.05 -0.08 -0.13 0.05 
Rh-H 0.13 0.13 0.01 -0.06 -0.15 0.09 
Rh-HBr 0.08 0.16 0.02 -0.02 -0.09 0.07 
B-H - - - - - - 
Table 6-5: Bond distances and values of electron density, Laplacian, ellipticity and energy 
densities at selected bcps in 6-5. Obtained from the QTAIM analysis. Units in Å (Distance), e Å-3 
(ρ(r), 𝜵2 ρ(r)) , or a.u (H(r), V(r), and G(r)). 
The rcp found in the middle of the Rh-H2-Rh-B plane in the 2D contour plot of the electron 
density suggests there is no Rh⋯Rh interaction in 6-5. However, as seen in the study of bridging 
borylene complex, 6-4 (Section 6.3.3.3), QTAIM can be unreliable in characterising metal-metal 
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bonding where there are bridging ligands. An NBO calculation showed no NBO or natural 
localised molecular orbital (NLMO) containing an Rh-Rh bond in complex 6-5. 
Overall, the QTAIM sudy predicts that 6-5 is a bridging borylene complex with two terminal 
metal-hydride bonds. The only other structurally characterised dimer with a μ-BNMe2 unit is 
[{Mn(η5-C5H5)(CO)2}2(μ-BNMe2) published by Braunschweig et al.209  
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6.5 – [{Rh(mer-κ3-P,O,P-Xantphos-iPr)}2B]+, 6-6 
6.5.1 – Experimental Background 
The Weller group used catalyst [Rh(mer-κ3-P,O,P-Xantphos-iPr)(H)2(η1-H3B-NMe3)][BArF4] to 
dehydropolymerise H3B-NMeH2 at 0.4 mol% catalyst loading for 20 minutes at 298 K.196 At the 
end of catalysis a weak 31P{1H} NMR shift of 47.5 ppm was observed from the major remaining 
metal-containing species. This complex was then separately prepared by addition of [NBu4][BH4] 
to [Rh(mer-κ3-P,O,P-Xantphos-iPr)(H)2(η1-H3B-NMe3)][BArCl4] which allowed for NMR (11B δ = 
139.0 ppm) and crystallographic data to be obtained. The molecular structure was found to be 
[{Rh(mer-0κ3-P,O,P-Xantphos-iPr)}2B]+, 6-6. The DFT studies in this thesis aims to clarify if 
complex 6-6 can be described as a dimetalloborylene where the boron participates in multiple 
bonding between two Rh(I) centres, 6-6a (Figure 6-11) or a cationic borinium which would 
display no multiple bonding with the boron atom, 6-6b. A third possibility, a dimetalloboride 6-
6c, was not considered due to the high symmetry of the molecular structure.  
 
Figure 6-11: Possible bonding schemes for complex 6-6. 
 
6.5.2 – QTAIM Results  
The full molecular graph with a 2D contour plot of the electron density in the Rh-B-P plane is 
displayed in Figure 6-12 with properties of selected bcps in Table 6-6. There is effective C2 
symmetry in the fully optimised computed structure so the B-Rh bonds are considered 
equivalent. The results show that the B-Rh interaction in 6-6 is covalent in nature due to the 
value of H(r) being -0.15 a.u. The ellipticity of 0.03 suggests a spherical interaction at the bcp. 
This could be interpreted as either a σ-bonding interaction or multiple bonding where the π-
bonding has a similar contribution in perpendicular planes. Therefore, distinguishing complex 6-
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6 as either a metalloborylene 6-6a or a boride 6-6b is not possible when only considering the 
QTAIM analysis.  
 
Figure 6-12: Full molecular graph and electron density contour plot in the Rh-B-P plane for 6-6. 
Weak bond paths, chemically less–relevant rcps, and one μ-dpcm unit are omitted for clarity 
 ρ(r) 𝜵2ρ(r) ε H(r) V(r) G(r) 
Rh-B 0.15 -0.15 0.03 -0.11 -0.19 -0.08 
Table 6-6: Values of electron density, Laplacian, ellipticity and energy densities at selected bcps 
in 6-6. Obtained from the QTAIM analysis. Units in e Å-3 (ρ(r), 𝜵2 ρ(r)) , or a.u (H(r), V(r), and 
G(r)). 
An NBO calculation found that the NBO charge on the boron atom was +0.45 which is consistent 
with the proposed metallaborylene (6-6a) and boride (6-6b) structures. Furthermore, a Wiberg 
Bond Index (WBI)210 of 1.11 was calculated for both Rh-B interactions which suggests there is 
multiple bonding present. The NBO Lewis structure exhibits no direct Rh-B bond, however, there 
are 4 donor-acceptor interactions between rhodium lone pairs and the 4 boron orbitals which 
are labelled as ‘low valency’ (Figure 6-13). One Rh d-orbital donates electrons to the boron 2s  
with a donor-acceptor interaction energy (E) of  75.6 kcal mol-1 as well as the p-orbital in the 
plane of the bond (E = 25.7 kcal mol-1). A second Rh d-orbital donates electrons to the two 
perpendicular p-orbitals of the boron atoms (E = 15.1 and 12.9 kcal mol-1). This is further 
evidence of the presence of multiple bonding in the Rh-B interaction. 
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Figure 6-13: The donator-acceptor interactions of a Rh-B interaction in complex 6-6 with 
interaction energies. NBOs shown of relevant Rh LPs and B LVs. 
Overall, complex 6-6 can be described as a metalloborylene 6-6a as there is evidence of multiple 
bonding in the Rh-B-Rh interaction in both the QTAIM and NBO analysis. The NBO charge; of the 
boron and WBI of the Rh-B interaction also supports this conclusion. There are several examples 
of metalloborylenes in the literature which exhibit similar boron natural charges and WBI values 
than complex 6-6. For example, [{Fe(CO)2Cp*}B{Ir(CO)Cp*}]+ synthesised by Braunschweig et 
al.211  has a boron natural charge of +0.22 and a WBI value of 1.22 for the Ir-B interaction and 
0.63 for the Fe-B interaction, both of which suggest multiple bonding. Braunschweig et al. also 
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reported [{Mn(CO)2(C6H7)}2B]212 which has a natural charge of +0.46 on the boron with the Mn-
B interactions having a WBI of 0.84. Furthermore, [{Ru(CO)2Cp}2B]+ published by Aldridge et al.213 
has a natural charge of +0.43 on the boron and a WBI of 0.85 for the Ru-B interaction. 
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6.6 – Calculating the 11B NMR Chemical Shift  
6.6.1 – Computational Details  
In this section, NMR calculations were run using the ADF modelling suite214-216 due to the ability 
of ADF to include relativistic effects such as spin-orbit coupling. Calculations were run on 
truncated model systems with the PBE0 functional149 and a Slater type triple-Ϛ (TZP) basis set on 
small model systems.217  Scalar relativistic and spin-orbit coupling effects were treated by the 2-
component zeroth-order regular approximation (ZORA).218 The truncated models were initially 
fully optimised using Gaussian 09 revision D.01175 with the PBE0 functional149 with transition 
metals and P centres described with Stuttgart pseudopotentials158 and associated basis sets 
(with added d-orbital polarisation on P (Ϛ = 0.387))174 and all other atoms described with 
Jensen’s polarized valence triple zeta basis set, pcseg2.219 Dispersion effects were included in 
the optimisation using Grimme’s D3 parameter set164 with Becke-Johnson damping.165 The 
optimised full models were then truncated and re-optimised using the same computational set-
up with all heavy atom positions fixed. Complexes that have been optimised in this way have 
been assigned a prime. Calculations using Gaussian in this chapter were run with Gaussian 09 
revision D.01175 using the B3LYP functional.147 Transition-metal and P centres were described 
with Stuttgart pseudopotentials158 and associated basis sets (with added d-orbital polarisation 
on P (Ϛ = 0.387))174 and all other atoms with the 6-311g++**.178, 179 
6.6.2 – Calculating the 11B Chemical Shift  
During the computational studies into the structure of bridging amino-borane 6-1, bridging 
borylene 6-5, and metalloborylene 6-6, calculations to predict the 11B chemical shift were 
attempted (Table 6-7). 11B NMR calculations run with G09, that did not include spin-orbit 
coupling effects, of 6-1, 6-5, and 6-6 were calculated to be +51.3, +86.2, and +180.1 ppm 
respectively. The experimental shift for complex 6-1 was accurately reproduced by the 
calculation, however, there were large errors of +27.2 ppm for complex 6-5 and +41.1 ppm for 
6-6. The calculations were repeated using ADF where spin-orbit coupling relativistic effects were 
accounted for. This allowed for calculated 11B NMR shifts of +45.4 (6-1’), +50.7 (6-5’), and +135.5 
(6-6’) ppm to be obtained. This improves the accuracy to the experimental values with smaller 
errors of -8.3 and -3.5 for complexes 6-5 and 6-6 respectively.  The observation of improving the 
accuracy of calculated NMR shifts when including spin-orbit relativistic effects has been noted 
before in a study on 1H NMR shifts of ruthenium hydrides by Raynaud, Macgregor, Whittlesey 
et al.220 
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 Calculated 11B shift 
(no spin-orbit coupling)  
Calculated 11B shift 
(w/ spin-orbit coupling) 
Experimental 11B shift 
6-1 +51.3 +45.4 +51.1 
6-5 +86.2 +50.7 +59.0 
6-6 +180.1 +135.5 +139.0 
Table 6-7: Comparison between calculated and experimental 11B chemical shifts. Values in 
ppm. 
Following the results shown in Table 6-7, a larger study was conducted to investigate the 
importance of including spin-orbit relativistic effects on the calculation of 11B chemical shifts.  
6.6.3 – The Importance of Spin-Orbit Coupling  
A range of cationic, group 9, amine- and amino-borane complexes synthesised by the Weller 
group at The University of Oxford were chosen for the study including complexes 6-1, 6-5, and 
6-6 (Figure 6-14). This included amine-borane complexes [Rh(H2)(PCy3)2(η2-H3BNMe3)]+ 6-7,184 
[Ir(H2)(PCy3)2(η2-H3BNMe3)]+ 6-8,55, 221 and, [Rh(PiPr3)2(η2-H3BNMe3)]+ 6-9222, amino-borane 
complex [Ir(H)2(PCy3)2(η2-H2BNMe2)]+ 6-10,55, 221 and boryl complex [Rh(κ3-P,O,P-Xantphos-
Ph)(H)(HBNMe2)(η1-H3B-NMe3)]+ 6-11.193 In the truncated models, {PR2} moieties are replaced 
with {PMe2} units and {NMe3} or {NMe2} fragments are replaced with {NH3} and {NH2} groups.  
Figure 6-14: Transition-metal amine- and amino-borane complexes used in the NMR study.  
The 11B NMR shifts were calculated with and without spin-orbit relativistic effects being 
included. The results are shown in Figure 6-15. It was observed that the calculations which 
included spin-orbit relativistic effects were more accurate with the gradient of the best fit line 
(0.9492) being closer to 1 (which would indicate perfect correlation) than that of the calculations 
with no spin-orbit relativistic effects (1.3698).  Including spin-orbit relativistic effects also gives 
an R2 value of 0.9913 compared to 0.9614 when they were not included. For transition-metal 
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amine-borane complexes 6-7’ and 6-8’, which have saturated boron centres, the addition of 
spin-orbit coupling to the NMR calculation has little effect to the accuracy of the 11B chemical 
shift with errors of -3.1 and -3.7 ppm respectively improving to +0.34 and +5.2 when including 
spin-orbit relativistic effects. For amino-borane complex 6-10’, which has an unsaturated boron 
centre, there is a larger discrepancy in error when accounting for spin-orbit coupling (-16.0 vs. 
+1.1 ppm). This is in contrast with the error differences seen in amino-borane dimer 6-1’. The 
largest discrepancies were observed for dimers 6-5’ and 6-6’ which have already been discussed.  
 
Overall, there is a trend that the effects of spin-orbit coupling are more important for transition 
metal complexes containing unsaturated boron atoms within amino-boranes, boryls and 
borylenes than for saturated boron centres such as amine-borane complexes. In order to test 
that the trends observed above were due to including spin-orbit relativistic effects and not a 
factor of changing program, 11B NMR calculations using the ADF procedure detailed in Section 
6.6.1 but with no spin-orbit relativistic effects account for on complexes 6-1’, 6-5’, and 6-11’ 
(Table 6-8). The results show the largest difference between the Gaussian and ADF calculations 
is 3.9 ppm for boryl complex 6-11’. This gives confidence that it is the inclusion of spin-orbit 
coupling effects that is improving the accuracy of the 11B NMR calculations and not the change 
in software program.  
 
 
 
y = 0.9492x + 0.4193
R² = 0.9913
y = 1.3698x - 12.603
R² = 0.9614
-50
0
50
100
150
200
0 20 40 60 80 100 120 140 160
w/ Relativistic Effects
No Relativistic Effects
Linear (w/ Relativistic Effects)
Linear (No Relativistic Effects)
Figure 6-15: Graph of Calculated vs Experimental 11B shifts in ppm. 
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 Gaussian 11B shift 
(no spin-orbit coupling)  
ADF 11B shift 
(no spin-orbit coupling) 
ADF 11B shift 
(w/ spin-orbit coupling) 
6-1’ +51.3 +55.0 +45.4 
6-5’ +86.2 +86.8 +50.7 
6-11’ +58.1 +62.2 +47.8 
Table 6-8: Comparison between 11B NMR calculations using Gaussian with no relativistic 
effects, ADF with no spin-orbit relativistic effects, and ADF with spin-orbit relativistic effects. 
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6.7 – Conclusions 
In conclusion, DFT has been used to analyse and confirm the structure of three boron containing 
rhodium dimers which were isolated from and active in amine-borane dehydropolymerisation 
catalysis.  
Dimer [{Rh(dipp)}2(H)(μ-BH2NH2)]+ 6-1 (Section 6.3) was confirmed as the first isolated bridging 
amino-borane complex through the use of QTAIM analysis. Benchmarking against other rhodium 
dimers ([{Rh(H)(PPh3)2}2(μ-Cl)2(μ-H)]+ 6-2, [{Rh(dipp)}2(μ-H)(μ-H3BCMe2(iPr))] 6-3 and, 
[{Rh(CO)(Cp)}2(μ-BN(SiMe3)2)] 6-4 helped confirm the findings of the study. The ellipticity of the 
Rh-H and Rh-B bcps in complex 6-1 (ε = 0.45 and 0.61) were important in defining the bonding 
as they did not compare with the terminal rhodium-hydride bonds in 6-2 (ε = 0.01) and the 
bridging borylene in 6-4 (ε = 0.08). A room temperature fluxional process was also characterised 
to involve rotation of a [HBNMe2] moiety around the Rh-Rh vector. The calculated free energy 
activation barrier of 13.2 kcal mol-1 was similar to the experimentally obtained value of 9.37 ± 
0.38 kcal mol-1.  
QTAIM analysis also helped confirm that complex 6-5 (Section 6.4), [{RhH}2(μ-BNMe2)(μ- 
dpcm)2(μ-H)]+, was a bridging borylene dimer with two terminal rhodium-hydride bonds. A NBO 
calculation confirmed there was no Rh-Rh bonding in the dimer. Similar techniques were used 
to define the Rh-B-Rh interaction in metalloborylene complex 6-6 (Section 6.5), [{Rh(mer-κ3-
P,O,P-Xantphos-iPr)}2B]+. 
In Section 6.6 a study into the accuracy of 11B chemical shift calculations found that using the 
including spin-orbit coupling relativistic effects provided better accuracy to the experimental 
values. This was found to be particularly important in accurately calculating the 11B chemical 
shift of transition-metal complexes with unsaturated boron centres.  
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Overall Conclusions 
 
DFT calculations have been successfully used to characterise the dehydrogenation and 
dehydrocoupling of phosphine-boranes towards the formation of polyphosphino-boranes with 
two different catalyst systems. This has helped increase the understanding of the 
dehydrogenation process and could aid in the development of more efficient catalysts for the 
dehydrocoupling process. 
Mechanisms for the formation of polyamino-borane from amine-boranes with a range of alkyl-
Xantphos Rh catalysts have also been characterised. For neutral catalysts the dehydrogenation 
was found to proceed via an outer-sphere concerted activation with the mechanism changing 
depending on the sterics of the Xantphos ligand. The propagation process was characterised to 
proceed through a head-to-tail chain growth mechanism. Amine-borane dehydrocoupling with 
cationic catalysts were also investigated but remain less clear. It is suggested that the sterics of 
the Xantphos ligand continues to influence the dehydrogenation mechanism, which is likely to 
involve the formation of a neutral species through the formation of a boronium cation. For these 
systems further investigation is required.  
The electronic structure and bonding of boron-containing Rh dimers was investigated using 
QTAIM and NBO analyses. This helped clarify the structure of intermediates during the amine-
borane dehydrocoupling process. Furthermore, an investigation into the origins of the 11B NMR 
chemical shift in amine-borane transition-metal complexes highlighted the importance in taking 
spin-orbit coupling relativistic effects into account for an accurate calculation, especially when 
investigating unsaturated boron centres.  
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